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Parallel Time O(log n) Recognition of 
Unambiguous Context-free Languages 
W~JCIECH RYTTER* 
We prove that every unambiguous context-free language can be recognized in 
O(log n) time on a parallel random access machine without write conflicts (P- 
RAM) using a polynomial number of processors. This strengthens the result of Reif 
(1982. in “Proceedings, 23rd IEEE Symp. Found. Comput..” pp. 114~118). who 
proved that every deterministic context-free language can be recognized on a 
P-RAM in O( log n) time. 1 lY87 Acddemlc Preri. Inc 
1. INTRODUCTION 
The parallel random access machine (P-RAM) was defined by Fortune 
and Wyllie (1978). It consists of a collection of synchronous deterministic 
unit-cost RAMS with shared memory locations indexed by natural numbers 
(or tuples of numbers). Simultaneous reads are allowed: on each step, any 
given memory location can be read simultaneously by any number of 
processors. However, simultaneous writes are not allowed; no two distinct 
processors can attempt to write into the same memory location on the 
same step. We denote by W-RAM the parallel random access machine 
which allows resolution of both read and write conflicts. However, we 
assume that write conflicts are weak: if two distinct processors attempt to 
write simultaneously into the same location then they attempt to write the 
same value. W-RAM is our auxiliary model. Ruzzo (1980) gave an alter- 
nating machine algorithm for the recognition of cfl’s in time O(log’ n) and 
polynomial tree size. This algorithm can be simulated in logarithmic time 
on a W-RAM. Ruzzo’s construction was simplified by Rytter (1985). 
However, the resulting algorithms require R(log’ n) time on the P-RAM. It 
is a hard open question whether general context-free recognition can be 
done in logarithmic time on a P-RAM. Reif (1982) has proved that such 
recognition can be done for deterministic cfl’s, using an algorithm whose 
correctness is hard to prove. We extend this result to unambiguous cfl’s. 
* A Preliminary version of this paper was presented at the Conference of Fund. of Comput. 
Theory, Cottbus, 1985. 
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The action of the parallel instruction: ,for each a E S parallel do instruc- 
tion(a) consists of: 
( 1) assigning a processor to each a E S; each assigned processor has 
access to its value of a; 
(2) executing simultaneously each instruction(a). 
(The set S can be characterized by a condition.) 
We demonstrate the use of this instruction in the following example: 
,for each iE [l ... n] parallel do if .Y; then result := true; 
assume that initially the value of result is false. Then the instruction in one 
step computes the boolean or of n variables on W-RAM. 
Assume now that the input has the special property: at most one variable 
has value true. Now our instruction computes the same function on a 
P-RAM. The special property of the input guarantees that there are no 
write conflicts. 
We use a similar approach in the recognition of cfl’s. We start with a 
preliminary algorithm working in O(log n) time on a W-RAM. The special 
property of the input is in this case the unambiguity of the grammar. The 
algorithm makes O(log n) boolean matrix multiplications. Each of these 
multiplications can be made in 0( 1) time on a P-RAM because of the 
structure of the graphs corresponding to multiplied matrices (implied by 
the unambiguity of the grammar). 
2. PRELIMINARIES 
Each unambiguous context-free grammar (which does not generate the 
empty word) can be transformed into an equivalent unambiguous grammar 
in Chomsky normal form without useless nonterminals (each nonterminal 
can be reached from the starting nonterminal and each nonterminal 
generates some terminal string). Hence we can assume that all considered 
grammars are in Chomsky normal form and have no useless nonterminals. 
Let G = (V,. V,, P, S), where 
V, is the set of nonterminals, 
V, is the set of terminal symbols, 
P is the set of productions, and 
S is the starting nonterminal. 
We write A -+ u iff A -+ u is a production, and we write u --, * u iff u can 
be derived from D in the grammar G. 
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Let ~:==,,a, .** a,, be a given input string of length n. Let ~‘[i : ,j] denote 
the substring a,, , .. . ai for 0 6 i < j< n, and w[i : i] denote the empty 
word.DefinethesetN=((A,i,j):AEVN,O<i<j<n,\. 
The elements of N are called nodes, Each node (A, i, ,j) can be inter- 
preted as a syntactic tree (disregarding internal labels) with the root A and 
leaves ul[i : j]. 
We say that (A, i, j) is realizable iff there is a derivation A --) *~‘[i : j]. 
We say that a pair of nodes ((A, i, j), (B, k, I)) is realiable iff there is a 
derivation A + *w[i:k]Bw[l:j], i<k<l<jand (A,i,j)#(B,k,I). 
(The pair of nodes (x, v) can be interpreted as a syntactic tree .Y with the 
gap .v. 1 
We write I’, 2 + .Y and Z, ,V +-.Y iff x, J’, z are of the form I = (A, i, j), 
I’= (4 i, k), z=(C,k, j) and A-+BC. 
Define a directed graph u (G, MI) = ( V, E), where V= N and (x, y) E E iff 
for some realizable node 2 we have ~7, z +x (or equivalently Z, y +-x). 
Remark. A pair of nodes (x, ,v) is realizable iff there is a path in 
IJ (G, ~3) of nonzero length from ,Y to J’. 
EXAMPLE. Let us consider the following grammar G: 
s-rss, S-+AB, B-,SB, B-+h, A-u. 
The nonterminal symbols are S, A, B, and terminal symbols are a, h. Let 
w=uahhh=u,u,u,u,u,. 
Realizable nodes are: (A,O, l), (A, l,2), (B,2, 3), (B, 3,4), (B,4, 5), 
(S, 1, 3), (S, 0,4), (4 1,4), (B, 0, 5). 
Figure 1 presents the subgraph of u (G, w) spanned by the set of nodes 
reachable from (S, 0, 5). The input string M’ can be derived from S iff the 
node (S, 0, 5) is realizable. In the graph there is an edge from (S, 0, 5) to 
(B, 1, 5) because (A, 0, 1 ), (B, 1, 5) +-(S, 0, 5) and (A, 0, 1) is realizable. 
/‘TOT (B. 1.5) (S,4,5) (A,0,4) 
/\ (S,.I ,4) 
/ \ \\(Bl$\is 3 4) 
(A, 1,3) (S.3.4) @,2,4) ’ ’ 
\ 
(S,2,3) 
FIGURE 1 
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There is an edge from (B, 1, 5) to (B, 3, 5) because (S, 1, 3), 
(B, 3, 5)+(B, 1, 5), and (S, 1, 3) is realizable. 
We can see that there is a path from (S, 0, 5) to (S, 2, 3). This implies 
that the pair ((S, 0, 5) (S, 2, 3)) is realizable. This means that there is a 
derivation S-+ * M’[O : 21 S43 : 51. The pair ((S, 0, 5), (S, 2, 3)) can be 
interpreted as a tree with a gap, see Fig. 2. The gap corresponds to the tree 
deriving a3 = ,c[2 : 31 from S. 
LEMMA 1 (key lemma). Zf the grammar G is unambiguous then for ever? 
two nodes .x, y there is at most one path from .Y to J’ in the graph U (G, M’). 
Proof: If there are two different paths in the graph U (G, ~1) from the 
node (A, i, j) to the node (B, k, I) then there are two different derivations of 
u,[i : k] Bw[f : j] from A in the grammar. However, this is impossible in 
the unambiguous grammar without useless nonterminals, because B can be 
replaced by some terminal string derived from B (not necessarily a sub- 
string of M’). This completes the proof. 1 
Let R be the set of all realizable nodes and realizable pairs of nodes. The 
next lemma follows from the definitions. 
LEMMA 2. R is the least set sati&ng the conditions: 
(0) .for each A E V,,,, 0 d id n, if A -+ u, + , then (A, i, i + 1) E R; 
( 1 ) !f z E R and y, 2 F---S then (x, y ) E R; 
(2) if (.u, y), (.y, :) E R then (s, Z)E R; 
(3) if(.u, +v)ER and.vER then XER; 
for each .Y, y, z E R. 
J 
4 / \ 
a’ J\ 
p /“\ 
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FIGURE 2 
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Remark. We could add another rule: if J’, 2 E R and y, z t- x then x E R. 
However, such a rule is redundant. If y$ z E R and .v, z + .Y then (x, v) E R 
because of rule (1) from Lemma 2. Now we have (x, y) E R and .r E R and 
rule (3) implies that x E R. 
We say that an element .Y E R is initial iff it belongs to R because of rule 
(0). Every other element of R can be derived (generated) from initial 
elements using rules (l)-(3) some number of times. For each UE R we 
define level(u) to be the minimal height of a tree deriving u according to 
rules (l)-(3) from the initial elements (proving that u is realizable). More 
formally: 
if u is initial then level(u) = 0. 
Assume now that u is not initial; u can be a node or a pair of nodes. If 
u = x E N and x E R then the last applied rule to prove that x is realizable 
was rule (3); u was derived from some realizable elements of the form 
(x, y) and JJ. We define level(.u) = min(max(level(x, y), level(Jf)) + l), 
where the minimum is over all such (x, y), J. 
If u is a pair (x, J?) of nodes and u is realizable then the last applied rule 
was ( 1) or (2). (Observe that only one of them could be applied, due to the 
unambiguity.) 
If (x, J) was derived because of (the last applied) rule (1) then there was 
some realizable node z such that JJ, z 6 X. We define level(x, I’) = 
min(level(s)+ l), where the minimum is over all such ;. 
If (x, y) was derived because of rule (2) then there were some realizable 
pairs (x, c), (z, ~1). We define in this case level(.x, 4’) = min(max(level(x, r), 
level(;, 1’)) + l), where the minimum is taken here over all such (s, z), 
(2, J’). 
EXAMPLE (continued). The element ((S, 0, 5), (S, 2, 3)) corresponds to 
the syntactic tree with all leaves terminal but one (see Fig. 2). The height of 
this tree is 5. However the height of the tree deriving this element from 
initial elements is 3 (see Fig. 3). Hence level( (S, 0, 5) (S, 2, 3)) d 3. In fact, 
there is no tree with a smaller height in this case. 
((S,‘J,5),(5,2,3)) 
/\ 
((S,O,5),(S, I ,4)) ((S. I ,4),(S,2,3)) 
/\ /\ 
((S,0,5).63.1,5)) ((8,1,5),(5,1,4)) ((S. 1,4),(8,2,4)) ((8,2,4),(5,2,3): 
(A,O,l) (8.4.5) (A,1,2) (B,3,4) 
FIGUKF. 3 
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LEMMA 3. There exists a constant c such that for all u E R 
level(u) <c log(n). 
Proof: We define the function size(u), such that size(u) = 1 if u is an 
initial element, and size(u) <n for every U. It is enough to prove that each 
noninitial realizable element u can be derived from realizable elements of 
the sizes bounded by c, size(u), using a constant number of rules ( 1)-( 3), 
where c, < 1. 
Eeach element of R corresponds to a syntactic tree. We define the size of 
the element to be the number of terminal leaves in this tree: 
Ifu=(A,i,j)thensize(u)=j-i, 
ifu=((A,i, j), (B,k,l)) then size(u)=j-i-(/-k). 
We use tree cutting techniques. We describe below how syntactic trees 
can be decomposed into much smaller subtrees. There are two cases: 
(1) Syntactic trees without gaps. Consider a realizable node (A, i, j) 
and a syntactic tree T of the derivation A + *w[i : j]. Let m = j- i. There 
is a node y of T (corresponding to some realizable node (B, k, I)) such that: 
the subtree T, of T rooted at y has at most r 3 m 1 leaves, and the subtree 
T, resulting from T by replacing T, by a nonterminal leaf has also at most 
r 3 m 1 leaves. 
Hence (A, i, j) can be derived from (B, k, I) and ((A, i, j), (B, k, I)) and 
both these elements have their size bounded by r3 size(A, i, j)l. 
(2) Syntactic trees with gaps. Consider a realizable pair of nodes 
(x, .y), where x = (A, i, j) and y = (B, k, I). Let T be the tree corresponding 
to the derivation A --+ *w[i: k] Bw[f : j]. Each vertex of this tree can be 
treated as an element of N, for example, the root can be identified with 
(A, i, A. 
We consider the path from the leaf corresponding to (B, k, I) = y, to the 
root x (see Fig. 4). Let yl be the first node on this path (going bottom-up) 
of a size bigger than size(x, y)/2. Hence the size of the subtree rooted at yl 
x 
I 
I\ 
(X,Y) 
/\ 
YL 
h,y I ) (Y 1 .Y) 
Y2 Y3 /\ 
ib!d!A!l 
(Y l.y2) (Y2.Y) 
4 / 
Y 
cyi5y4 
FIGURE 4 
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is bigger than size(T)/2, where by the size of the tree we mean the number 
of its terminal leaves. 
Consider the immediate successors ~2, ~3 of pl, where ~2 lies on the path 
from yl to y. Let T,, T,, T3 be subtrees rooted at vl, ~2, 4’3, respectively. 
Let T’ be the tree rooted at the root of T obtained as a result of treating ~1 
as a nonterminal leaf. 
We have size(T,), size( T’)<size(T)/2. The subtree T, can be big, 
however, all its leaves are terminal (it is without a gap) and case (1) 
applies. A node y4 can be found dividing this tree into smaller trees (one of 
them with the gap ~4). 
All the elements (x, ~1 ), (~2, y), (~3, ~‘4) y4 are of a size bounded by 
c, size(x, y), where c, < 1 for sufficiently big (x, y). The element (x, y) can 
be derived from these elements by applying the rules ( l)-(3) 0( 1) times (see 
Fig. 4). This completes the proof. 1 
Remark. A similar tree-cutting technique was used by Rytter (1985) in 
analyzing the operation bush, acting on path systems; bush(P) was defined 
there as a bushy version of the path system P. 
3. THE ALGORITHM 
The computation of R can be described informally as follows: 
compute the set of initial nodes using rule (0); 
repeat c log(n) times {c is a constant from Lemma 3) 
apply in one step rules (l)-(3) wherever it is possible; 
if (S, 0, n) is generated then accept. 
We assume the following terminology. Inserting a node x E N into R is 
equivalent to pebbling this node. We introduce the logical tables COND, 
pebbled, and EDGE. Pebbling a node x consists of executing pebbled 
(x) := true. The node is pebbled if we already know that it is realizable. At 
this moment the table EDGE is redundant, later it will play a crucial role 
to eliminate write conflicts. Assume that initially all tables contain the 
values false; c is a constant from Lemma 3. 
ALGORITHM {preliminary version} 
begin 
0: for each 0 < i < n, A E V, such that A + ai+, parallel do 
pebble node (A, i, i + 1); 
repeat c log(n) times 
begin { invariants} 
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1: for each x, y, I” such that y, z & .X and pebbled(z) parallel do 
hegin EDGE(x, y) := true; COND(.y, J,) := true end; 
(invariants } 
2: for each x, z, y such that COND(x, z) and COND(z, y) parallel do 
COND(x, y) := true; 
{ invariants } 
3: for each x, y such that COND(x, y) and pebbled(y) parallel do 
pebble node x 
end, 
if the node (S, 0, n) is pebbled then ACCEPT 
end. 
Instructions O-3 correspond to the rules in Lemma 2. The input string is 
generated by the grammar iff (S, 0, n) is realizable. The correctness of the 
algorithm follows from Lemma 2 and 3. However, the algorithm works on 
a W-RAM and we have to eliminate write conflicts. We shall achieve this 
using some invariants of the algorithm. 
There are no write conflicts in instruction 0. We claim that also there are 
no write conflicts in instruction 1. This follows from the following invariant 
of the algorithm: 
(Al ) if EDGE(x, y) then there is exactly one pebbled node z # .r 
such that 
This follows directly from the unambiguity of the grammar and the 
definition of the relation. 
Observe that if COND is viewed as an n-by-n boolean matrix, then 
instruction 2 is equivalent to COND := COND v COND COND. 
However, in general we cannot multiply boolean matrices in 0( 1) time 
without write conflicts. 
Let H = ( k’, E) be the directed graph such that V= N and E = 
:(x, Y) : EDGEb, Y,). 
Observe that H is a subgraph of U (G, MI). We write .Y =S J iff EDGE 
(x, y), and let =S * be the transitive closure of *. 
If W c N then we say that a node y E W is maximal in W iff there is no 
XE W such that EDGE(x, y). 
LEMMA 4. The following are invariants of the algorithm: 
(A2) (key invariant) for every two nodes x, y there is at most one path 
from x to y in the graph H; 
(A3) ifCOND(x, y) then .Y=S *J’; 
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(A4) ij‘ .Y 3*: a* y and COND(?c, y) then COND(x, 3) and 
COND(:, .r); 
(AS) if COND(.y, z) and COND(z, y) and not COND(x, y) then 
there is exactI?, one pair qf nodes yl, y2 satisJving the condition: 
cl(.u, ~1, ~‘2, y): COND(s, ~-1 ) and COND(j,l, y) and 
(not COND(X, ~2)) and (COND(y2, J) or y2= y) and 
EDGE( ~‘1, j,2); 
(Ah) ij’ s + ~11, .Y * ~2, ~‘1 # ~-2, and there are paths ,from ~1, y2 to 
pebbled nodes then 1x1, ~92 are pebble4 
(A7) for ellerj, .Y E N the set { ~1: ,Y =s- *J’ and pehhled( y) ) has at most 
t+r’o maximal elements. lf it has two muximal elements then thels are brothers 
(sons qf the same ,father). 
Proof: (A2) H is a subgraph of iJ(G, MS), hence (A2) follows from 
Lemma 1. 
(A3) The table COND is changed in instructions 1 and 2. Whenever 
we set COND(.y, 4’) := true in instruction 1 then we set also 
EDGE(.x, ~9) := true, hence x * *J. If the invariant holds before instruc- 
tion 2 then it holds also after executing this instruction, because 
COND(X, ~2) and COND(y, 2) imply x =P *I’ = *Z and x - *z. 
(A4) The proof is by induction on the number of iterations. When 
COND(X, ~3) is set to true in instruction 2 then there must be a u with 
COND(s, U) and COND(u, y). Since there is only one path from .K to ~1. 
z and u both lie on this path, say .Y * *Z + *U * *y. 
By the induction hypothesis we therefore had COND(.y, Z) and 
COND(Z, U) at the end of the previous iteration. Hence COND(x, 2) and 
COND(:, y) are at the end of this iteration. 
(A5) We have ,YJ *,- * *.v. From (A4) we know that all nodes u 
before z satisfy COND(x, u), and all nodes u after 2 (on the path from x to 
JJ) satisfy COND(u, J). We also know from (A4) that all the nodes u with 
COND(s, U) form a contiguous segment of the path. Hence ~1 and ~‘2 as 
defined exist and are the unique pair of nodes with this property (see 
Fig. 5). 
(A6) If x*yl then there is a pebbled node ~1’ with ~‘1, ~~l’+-s. If 
x 3 1~2 then there is a pebbled node ~2’ with ~2, ~2’ t X. Since there is a 
path from ~1 to a pebbled node then *Al is realizable, similarly for ~‘2. 
Hence y2 = yl’ and ~11 =v2’ by unambiguity. Thus ~1, ~2 are pebbled. 
(A7) (1) First we prove that if K * *J and X, J’ are pebbled then all 
the nodes on the path from x to J are also pebbled. 
Suppose that this is not true. Then there are two pebbled nodes X, y and 
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EDGE - 
Yl 
COND - 
FIG. 5. cl (x. y’, 1’2, y). 
the path x*y, =>yz s ... 3yk =>y such that y,, yz,..., y, are not 
pebbled. We derive a contradiction. 
Consider the first moment when the node x was pebbled. It was pebbled 
in instruction 3 because for some pebbled node z we had COND(x, z). 
There are two cases: 
Case 1. One of y, lies on the path from x to z. Then COND( yi, z) also 
held because of (A4) and yi was pebbled when x was pebbled. 
Case 2. No yi lies on the path from x to z. Take the immediate suc- 
cessor u of x on the path from x to z. Now u and yr are sons of x lying on 
the paths leading to pebbled nodes. The invariant (A6) implies that both of 
them are pebbled. Hence y, is pebbled. This proves our claim. 
(2) Let W={y:x * *y and y is pebbled} and Y = { y E W : y is 
maxima1 in W}, and let T be the minima1 subtree of H containing x and all 
ye Y. 
Assume that Y has more than two elements and let xl be the lowest 
common ancestor in T of the nodes in Y. It follows from what was proved 
in part (1) that no path connects two nodes in Y. Hence xl is not an 
element of Y. 
The node xl has at least two sons, so by (A6) all sons of xl are pebbled. 
It then follows from what was proved in part (1) and from the definition of 
maximality that every ye Y must be a son of xl. But by the reasoning of 
the proof of (A6), xl can have only two pebbled sons. These sons are the 
only elements of Y and they are brothers. This completes the proof. 1 
THEOREM. Every unambiguous context-free language can be recognized 
on a P-RAM in O(1og n) time using a polynomial number of processors. 
Proqf It is enough to eliminate write conflicts from instructions 2, 3 in 
the algorithm. We apply the invariant (A5) and the condition cl from 
Lemma 4. 
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Replace instruction 2 by the following instruction: 
2’: for each x, 4’1, y2, y such that cl (x, yl, J’2, 1,) parallel do 
COND(x, y) := true; 
The invariant (A5) implies that this instruction is equivalent to instruction 
2 and there are no write conflicts. For each .Y, y there is at most one pair 
yl, y2 satisfying cl(x, yl, ~2, y). Observe that if COND(.x, y) already 
holds then there is no such pair; however, in this case we can omit the 
execution of COND(x, y) := true. 
Define the condition: 
c2(x, yl, y) = ((COND(x, y) and (COND(x, yl ) or yl =.u) 
and EDGE( yl, y) and pebbled(y) 
and (not pebbled(y1) and (not pebbled(.u)) 
If x is not pebbled then c2 expresses the fact that y is maximal in the set 
( y: COND(x, y) and pebbled(y)}. Moreover, for each x, y there is at most 
one yl with c2(x, yl, y); yl should be the immediate predecessor of y on 
the path from x to y. 
Using c2 we could eliminate write conflicts such that no more than two 
processors attempt to write into the same location on the same step, 
because of (A7). We introduce an auxiliary table ALLOWED to eliminate 
write conflicts completely. 
Let << be any linar order on N computable on a RAM in 0( 1) time. 
Replace instruction 3 by the following instruction: 
3’: for each x, y parallel do ALLOWED(x, y) := true; 
for each x, yl, y, z such that y < z and c2(x, yl, y) and c2(x, yl, z) 
parallel do { y, z are maximal nodes reachable from x and pebbled} 
ALLOWED(x, z) := false; 
for each x, yl, y such that c2(x, yl, y) and ALLOWED(x, y) parallel 
do pebble node x; 
The invariant (A7) implies that there are at most two nodes y and z such 
that for some yl, the conditions c2(x, yl, y), c2(x, yl, z), y < z hold, for a 
given X. Such nodes should be sons of a uniquely determined node yl. The 
table ALLOWED “eliminates” the second maximal element corresponding 
to a given node x. This proves that there are no write conflicts in instruc- 
tion 3’ and this instruction is equivalent to instruction 3 (disregarding the 
table ALLOWED). 
After replacing instructions 2, 3 by instructions 2’, 3’, respectively, we 
obtain the required algorithm. Obviously we are using a polynomial num- 
ber of processors. This completes the proof. 1 
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Remark. The number of processors is polynomial; however, the degree 
of the corresponding polynomial is very high. There are O(n’) nodes. 
Hence in instructions 2’, 3’ we are using 0(n*) processors, implementing 
these instructions directly. We can lower this number using the following 
observation: there are O(n) nodes, which can be a son of a fixed node. 
Observe also that if cl (x, yl, ~2, y) holds then ~2 is a son of yl, and if 
c2(x, )I,, y) holds then 1’ is a son of yl. Hence only tuples with such 
properties can be considered in instructions 2’ and 3’. Using these two 
observations, the number of processors can be lowered to n’. 
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