Supplementary material
Estimating local costs associated with Clostridium difficile infection using machine learning and electronic medical records Propensity models for Clostridium difficile infection (CDI) based on the five case definitions were trained using logistic regression with elastic net regularization. The α hyper-parameter, controlling the ratio of L1 to L2 penalties, was empirically selected on models fit for the first case definition via grid search, maximizing mean area under the receiver operating characteristic curve (AUROC) under five-fold nested cross validation (all values for α ≤ 0.1 produced equivalent AUROCs) and checking for effective shrinkage of coefficients (to within one-fifth of the size of the simplest model). This resulted in selecting α = 0.03.
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The λ hyper-parameter, controlling overall penalization for model size, was empirically selected for each modeled case definition by maximizing mean AUROC under five-fold cross validation ( Figure S6 ). Nested cross validation while selecting λ was used to evaluate AUROC, while the final propensity models were allowed to see the entire training dataset. 100 bootstrap resampling runs were used to estimate the 95% Since propensity models were intended to fairly assess risk at admission for CDI across both cases and controls, variables that could reflect workup or treatment of CDI (as opposed to pre-existing risk) were masked (Table S1 ). A board-certified infectious diseases physician reviewed the final set of variables selected by each model after regularization (Table   S2 ) to ensure that none of them reflected medical sequelae of CDI as opposed to potential risk factors.
AUROC confidence interval (CI)
The number of selected variables in each model ranged from 373 to 1,027 (Table S2) .
Matching (1:1) on the propensity score was performed without replacement of controls using a nearest neighbor-matching algorithm and a caliper of 0.2 standard deviations of the logit of the propensity score, 1 after exact matching on gender and age divided into six ranges. To assess the performance of the matching, we calculated standardized mean differences 2 for age and gender (Table 1) , for which a difference between -0.1 and 0.1 is generally considered negligible, 3 and examined the distributions of the propensity scores between matched groups ( Figure S5 ). Furthermore, to ensure that propensity matching itself does not cause spurious changes in the outcome variable (LOS), we repeated the matching algorithm using the matched controls against remaining unmatched controls, creating a "matched-again" control cohort, with the expectation that re-matching controls should not, by itself, create significant differences in the outcome variable.
For each case definition of CDI, differences of the median length of stay (LOS) between cases and matched controls were calculated and 95% CIs were calculated from 10,000 bootstrap resampling runs. The minimum LOS was specified as 0.1 days (2.4 hours), with smaller values rounded up to this value. Statistical significance of differences in LOS was determined using two-sided Mann-Whitney U tests. P values for all contrasts reported in Figures 2 and 3 are conservatively Bonferroni-corrected for the full number of hypotheses (24). Kaplan-Meier plots were generated to examine the nonparametric maximum likelihood estimation for risk of discharge from the hospital between cases and matched controls, and 95% CIs for these plots were derived from log-transformed standard errors.
To examine whether changes in LOS may have depended on the time of CDI onset, we repeated the above analysis for case definition (iv) stratified by the time of the first positive toxin assay result, using three ranges: 0-3 days, 3-8 days, and ≥8 days. Propensity models were again fitted to each of these case cohorts for matching as described previously, with the added condition that controls discharged before the start of the CDI time window were ineligible for matching, effectuating simplified balanced risk set matching. 4 To assess matching performance, propensity score distributions for each group were examined once more, and LOS was analyzed similarly to the original five case definitions.
To further characterize dependence of LOS on the time of CDI onset, we fit a nonparametric multistate model consistent with previous studies. [5] [6] [7] The model has two transient states (admitteduninfected and admitted-infected) and one absorbing state (discharged); each patient starts in the admitted-uninfected state. Figure 4A is a diagram of all allowed transitions. For all case definitions with a diagnosis time (ii, iii, and iv), an Aalen-Johansen estimator was used on the full, unmatched dataset to calculate time-varying hazards of each transition. Since the estimator is sensitive to regions with sparsity or outliers, the minimum LOS was specified as 1 day, the time of CDI diagnosis was left-or right-shifted to at least 0.5 days from admission and discharge events, and the model was computed to a precision of 0.1 day up to the 99 th percentile LOS value (38.9, 41.9, and 40.9 days for case definitions ii, iii, and iv, respectively). The mean excess LOS was then estimated as the average difference in LOS between patients with and without CDI at each time t, weighted by the distribution of times spent in the uninfected state. Robust 95% CIs were generated from 1,000 bootstrap resampling runs.
Analyses were performed in R 3.2.2 (R Foundation for Statistical Computing, Vienna, Austria) using the glmnet, 8 ROCR, 9 MatchIt, 10 survival, and etm 11 packages. Figure S1 .
Supplementary figures

Caliper sizes used for matching cases for each CDI case definition.
A-E, histograms of propensity score distributions for case cohorts as defined by each of the five CDI case definitions (top panels) compared with the size of the calipers used (bottom panels) for each corresponding unscaled propensity score. Unlike Figures S4 and S5, the X axes are log 10 probability scaled, not logit (log odds) scaled. Because calipers are applied during matching after logit-scaling of the propensity score (see Methods), the size of the caliper changes along the 0-1 range of the unscaled propensity score. The solid curve indicates the width of the upper caliper, and the dashed curve indicates the width of the lower caliper. The vertical dashed line indicates the median propensity score among the cases, and the horizontal red line indicates the size of the upper caliper at the median propensity score, represented as units of an unscaled probability. 
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A, Table of summary statistics from scaled Schoenfeld residuals regressed against time transformation (individual covariates) and a global test of the proportional hazards assumption, using the R function cox.zph with a transform parameter of function(t) log(t+50). Propensity score, age, Clostridium difficile case status, and the global model violate the proportional hazards assumption. B, plot of the scaled Schoenfeld residuals for Clostridium difficile case status by transformed time. Solid line: smoothing spline; dotted lines: 2 standard errors. The zero proportional hazards assumption would require that the fitted spline resembles a straight horizontal line. C, plot as in B but of residuals for age by transformed time.
Figure S3. Receiver operator characteristic curves for CDI propensity models.
A-E, receiver operator characteristic (ROC) curve comparing the true positive rate against the false positive rate for every possible cutoff of the propensity score, for each of the five CDI case definitions. ROCs are only measured on test data not used to train the models, under five-fold cross validation. Light grey lines indicate ROCs for 100 bootstrap samples. Area under each ROC is reported in Supplementary Methods. CDI, Clostridium difficile infection.
Figure S4. Propensity score distributions for matched cohorts for each CDI case definition
A-E, density plots of propensity score distributions for matched cases, matched controls, matched-again controls, and all controls for each of the five CDI case definitions. Matched-again controls are derived from a second round of matching between the case-matched controls from the first round of matching and remaining unmatched controls. All X axes are logit-scaled. All Y axes are scaled to unit probabilities; the area under every curve equals 1. The matching algorithm intends to align the propensity score distributions for all of the matched groups. by EIA or PCR (+) by any of these criteria Figure S5 .
Propensity score distributions for matched cohorts stratified by time of CDI diagnosis
A-C, density plots of propensity score distributions for matched cases, matched controls, matched-again controls, and all controls for cases defined by any positive toxin assay, stratified by the time to infection. Matched-again controls are derived from a second round of matching between the case-matched controls from the first round of matching and remaining unmatched controls. All X axes are logit-scaled. All Y axes are scaled to unit probabilities; the area under every curve equals 1. The matching algorithm intends to align the propensity score distributions for all of the matched groups. A-E, mean area under the receiver operating characteristic curve (AUC) vs. log(lambda) for each of the case definitions for Clostridium difficile infection, based on five-fold cross-validation. As the log(lambda) penalty hyper-parameter increases, the number of variables left in the model (i.e., with nonzero coefficients) decreases; these are listed across the top of each plot. Vertical bars indicate standard errors. The log(lambda) value with maximal mean AUC and the log(lambda) value with mean AUC within 1 standard deviation of the maximum are highlighted by vertical dashed lines; the former was used for the final propensity models. 
