According to previous work, the performance of the Distributed Coordination Function (DCF) (i.e., the basic access method of the IEEE 802.11 protocol) is far from optimum due to use of the binary exponential backoff (BEB) scheme as its collision avoidance mechanism. There has been considerable discussion of DCF issues and its performance analysis. However, most schemes assume an ideal channel, which is contrary to realistic wireless environments. In this paper, we present a simple yet pragmatic distributed algorithm, designated the density based access method (DBM), which allows stations to dynamically optimize the network throughput based on run-time measurements of the channel status. Our simulation results demonstrate that the DBM is highly accurate. The performance in terms of throughput and fairness is nearly optimal by use of the proposed scheme.
Introduction
Wireless networks play an important role in communications today due to their convenience and wide deployment. People are able to connect to the Internet via wireless LANs (WLANs) in hot spots such as coffee shops, restaurants and hospitals. In contrast to traditional wired networks, the bandwidth of a wireless network is limited. Moreover, a wireless channel is error-prone, so packets may be corrupted in the channel due to transmission errors such as path loss, channel noise, fading and interference. Thus, the efficiency of wireless channel access becomes a critical issue.
IEEE 802.11 [1] is currently the dominant technology used in WLANs. The basic access scheme in the IEEE 802.11 medium access control (MAC) layer works as a distributed coordination function (DCF) based on carrier sense multiple access with collision avoidance (CSMA/CA). The CSMA/CA collision avoidance operation is performed by a variable which controls users' channel access times. The stations start to transmit their frames randomly to reduce the probability of collision. However, collisions may still occur if two or more stations select the same backoff slot. When this happens, the stations involved have to reenter the competition cycle with an exponentially increasing backoff parameter value determined by the Binary Exponential Backoff (BEB) algorithm. The increase of the backoff parameter value after collision is the mechanism provided by CSMA/CA to make the access control adaptive to channel conditions. In the BEB algorithm, the size of the contention window (cw) is doubled when transmission fails and is reset to the initial value (CW min ) when transmission is successful. The station chooses a backoff counter from [0, cw − 1] and transmits its packets if the backoff number has counted down to zero. The BEB algorithm determines the performance of the WLAN system, and many analytical models [2] [3] [4] have been proposed in the literature for WLAN performance evaluation.
In prior research [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] , several controlling schemes for the BEB algorithm have been presented to improve the performance of wireless networks, focusing on issues such as efficiency, fairness, delay, and so on. The basic concept of these schemes is to adapt the contention window to an estimation of the system load based on the transmission status. In fact, the present study proposes that a proper choice of the cw parameter has a great influence on the overall network performance. Although the literature contains excellent discussions regarding BEB issues and its performance analysis, most of the estimation methods proposed so far are based on partial observations [5] [6] [7] [8] [9] [10] or impractical assumptions [11] [12] [13] [14] . Moreover, the prior approaches tend to be computationally expensive and subject to significant error, especially in highly contented environments.
In this paper we propose a simple yet pragmatic distributed algorithm to estimate the number of active stations in the wireless networks and then compute an appropriate cw value that optimizes utilization of the channel bandwidth. We use the frequency of transmission attempts in the channel to estimate the system load. The proposed method can be performed in run-time, without complex computation, to obtain a near-optimal throughput. Comprehensive simulations implemented in an NS2 network simulator are presented to evaluate the performance of the proposed scheme. Simulation results show that our scheme provides remarkable performance improvement and good fairness among stations.
The remainder of this paper is organized as follows. Section 2 describes the DCF function and discusses the transmission overhead in wireless channels. Brief reviews of related BEB studies are also presented in Section 2. Section 3 describes our proposed algorithm. Simulation results and a performance analysis of our proposed algorithm are discussed in Section 4. Section 5 concludes the paper and discusses our future work.
Preliminaries

IEEE 802.11 DCF access method
According to IEEE 802.11 standards, the DCF function adopts a CSMA/CA scheme for channel access. In this scheme, each station needs to sense carriers in the wireless channel before sending frames. Transmission is performed if the medium is idle for a DCF InterFrame Space (DIFS) period, as shown in Fig. 1a , else the backoff procedure is activated. A backoff counter is chosen randomly from the interval [0, cw − 1]. The backoff number is decremented by one for every idle time slot or frozen if the channel is busy during the countdown procedure. The station sends out its frames when the backoff number is counted down to zero, as shown in Fig. 1b . This frame may collide with other frames or be discarded due to channel error during transmission. To indicate a successful transmission, an acknowledgement frame from the receiver is expected before the ACK timeout signal is triggered; otherwise the sender considers this frame as lost and then retransmits it. For each failed transmission, the station doubles its current cw size until cw reaches its maximum value (CW max ). The station then performs the backoff procedure again and reduces the probability of collision in the next transmission by using a larger contention window (CW new ). After a successful transmission, the contention window is reset to the initial value (CW min ).
The overhead in this channel access system is composed of idle channel duration, transmission headers, and retransmission frames for unsuccessful transmissions. Inter Frame Space (IFS) such as Distributed Inter Frame Space (DIFS) and Short Inter Frame Space (SIFS) before or after transmitting frames and idle timeslots during the backoff procedure reduce the channel utilization. Moreover, transmitting the physical and MAC headers takes extra time and constrains the system throughput during transmission [15] . As shown in Fig. 2 , transmitting a physical header needs 20 µs in IEEE 802.11a if a long preamble header is applied and the header is transmitted at a rate of 6 Mbps with BPSK modulation. A MAC header (including the CRC checksum) takes 224 bits and can be transmitted at various data rates depending on the applied modulation. Furthermore, consecutive retransmissions due to collisions or channel errors decrease the efficiency of channel utilization. Thus, minimizing the overhead in the backoff procedure directly affects the channel efficiency.
Related work
Prior studies pointed out that the reset behavior of the BEB algorithm becomes very unstable when numerous stations are contending within a shared media. In [5] , to prevent improper reset behavior under a steadily heavy network load, a backoff algorithm known as MILD (Multiplicative Increase Linear Decrease) was proposed. MILD tends to keep a large contention window to alleviate collisions that occur among numbers of competing stations. In MILD, the contention window is multiplied by 1.5 when transmission fails and is decreased by 1 if transmission succeeds. However, this conservative policy results in low channel utilization when occasional collisions occur among few competing stations. In [6] , the authors suggested an Exponential Increase and Exponential Decrease (EIED) backoff algorithm to balance the traditional BEB and MILD schemes. EIED sets the new contention window CW new as CW old multiplied by the parameter r i (where r i is the incremental backoff factor) when a collision occurs. The difference is that the contention window is divided by the parameter r d (where r d is the decremental backoff factor) if transmission succeeds. The principle of exponential decrease keeps the collision history of the previous transmissions instead of resetting automatically to CW min . Exponential Decrease also prevents channel utilization from being degraded among few competing stations. Other similar algorithms such as AIMD [7] , LILD [8] , MIMLD [9] and GDCF [10] have been proposed. These backoff algorithms regard the transmission status as a control signal to adjust the contention window. One advantage of these backoff algorithms is that they are simple, without extensive computational overhead. However, they do not provide a precise estimation of the number of competing stations due to limited information regarding the transmission status, thereby degrading performance of the system. The research in [2] indicated that the size of the contention window (cw) and the number of competing stations (n) dominate the performance of IEEE 802.11 DCF systems; i.e., that an optimal cw can be determined if n is known. In consequence, some research has focused on accurate estimation of the number of competing stations. In [11] , an estimator named the EKF (Extended Kalman Filter) uses CUSUM approximation and the ratio of busy slots based on run-time measurement to estimate the number of competing stations. However, non-linear conditions in IEEE 802.11 WLANs may result in EKF divergence. In [12] , the authors proposed an adaptive control scheme for the DCF based on run-time estimation using the sequential Monte Carlo (SMC) method. The SMC method deals well with filtering problems in non-Gaussian and non-linear systems. However, the computational cost was reduced in [13] , wherein a non-linear filter named GMSPPF was proposed and accuracy improved. However, the existing methods for estimating the number of competing stations and the optimization schemes based on them are still too complex for use in mobile devices with power and processor The number of transmission attempts in a considered period E [Ps] Expected probability that a transmission is successful in the considered time slot
Expected number of competing stations
The average number of involved stations in a collision considerations. Besides, these filters are oriented towards the IEEE 802.11 DCF, producing conflict between operation of new backoff algorithms and the traditional BEB of the DCF.
To estimate the network load, information regarding channel occupancy has also been used. The benefit of estimation from channel occupancy is that its awareness of channel errors. In [14] , a method named Idle Sense (IS) measured the number of idle slots between two transmission attempts for dynamic control of the contention window. In the scheme, the authors derive an optimal number of idle slots between consecutive transmissions, n opt , such that maximum performance is achieved if the interval between transmissions is n opt . The stations adjust their contention window by using an AIMD control algorithm to obtain an approximate value of n opt . However, computation of this dominant parameter requires data such as the number of competing stations n, which is unavailable. Motivated by the above limitations, our present study considers that a channel error aware backoff algorithm for IEEE 802.11 DCF is necessary. Moreover, this feasible algorithm should be capable of run-time execution; i.e., it must function without complex computation.
Density based access method
Our objective is to propose a channel access method that enhances the performance of IEEE 802.11 WLANs. We start by discussing how to achieve the maximum throughput of such a system. According to our following analytical model, knowledge of the number of competing stations, n, is necessary and in fact becomes the most important factor in the optimization process. Although this information is unavailable to stations in actual environments, the proposed density based access method (DBM) estimates n from the frequency of transmitting attempts in the channel. With a reasonable estimation of n, the stations can dynamically adjust their contention window to maximize the efficiency of the system, without large computational overhead. The proposed DBM is also channel error aware, which makes the DBM more practical. Furthermore, we do not need all stations to be active all the time. We merely need the competing stations to be active when they want to derive the number of competing stations with our proposed DBM. The notation used in the following is summarized in Table 1 .
Considerable research has focused on performance analysis of the IEEE 802.11 DCF. In [2] , Bianchi proposed a Markov chain model to represent the behavior of a backoff scheme in the DCF and calculated the saturation throughput of the DCF access method. However, retransmissions are unlimited in Bianchi's model, with failed packets being retransmitted until successful reception. Chatzimisios in [4] considered finite retransmissions and evaluated the performance of the IEEE 802.11 protocol for both basic access and the RTS/CTS mechanism. The main concept in Bianchi's and Chatzimisios' models is to derive the probability τ that a station transmits in a randomly chosen slot. In general, τ depends on the size of the contention window and the probability that the transmission fails by collision or channel error. Our DBM uses the probability τ to produce a novel access control for the IEEE 802.11 DCF function. However, our DBM does not double the contention window size after an unsuccessful transmission because the contention window size does not change according to the number of competing stations. Accordingly, our DBM ignores the retry limit in the backoff procedure of the IEEE 802.11 DCF function [2, 16] . Accordingly, we obtain the probability P tr that at least one transmission occurs in a considered slot with ''n'' stations in the system:
Therefore, the average idle channel duration is
where σ indicates the length of an empty slot in the system.
Let P s be the probability that a transmission in the channel is successful. In such a case, one station sends out a packet in the channel and the transmissions of the other n − 1 stations are deferred; i.e., Calculation of the saturated system throughput S is similar to that in [2] and it can be expressed as .
The amount of received data in a slot time is the average payload size E[P] multiplied by the probability of successful transmission. In Fig. 3 , the length of a slot time is the sum of three duration times, namely the average idle channel duration, the average duration a successful transmission T s , and the average duration a failed transmission due to collision T c . Therefore, (4) can be rewritten as
In basic access:
In the RTS/CTS mechanism:
The values of T s and T c depend on the payload length, the access mechanism, the control rate and the data rate applied in transmission. In the basic access mechanism, T s is composed of the duration of transmitting the physical header (T PHY ), the MAC header and payload (T DATA ), the acknowledgement frame (T ACK ), and a DIFS period. T c is composed of the duration of transmitting the physical header, the MAC header, and the payload and the acknowledgement timeout. As shown in formulas (6) and (7), the length of T c is a variable in the basic access mechanism but not in the RTS/CTS mechanism. The proposed DBM considers the different payload lengths of different stations and applies an exponentially weighted moving average (EWMA) to estimate T c by measuring the busy channel (T busy ) duration in the basic access mechanism:
where ρ represents the weight of the current collision. We rewrite formula (5) as formula (9) . The average packet size E [P] is the average packet size of all competing stations. E[P] and the duration of packet transmission depend on the applications that are running in the transmitting stations if no additional packet aggregation or fragmentation scheme is applied in the MAC layer. In other words, the only variables in formula (9) that we can control are the probabilities P tr and P s .
S = E [P]
The throughput is enhanced when the duration of system idleness and the number of collisions are reduced. In [17] , the authors investigated the capacity for a p-persistent IEEE 802.11 protocol and concluded that the maximum throughput is achieved if the average idle length is equal to the duration of collisions. That is, the overhead of idleness and collisions becomes minimum if formula (10) holds:
As the length of σ and T c cannot be controlled, we need only consider the corresponding probability that is determined by the number of competing stations n and the contention window cw applied in each station. As mentioned above, the value of n is not known to stations; therefore, we still have to estimate the value of n. The DBM concept of estimation is based on taking a station-view and extending it to a system-view. A station can evaluate the number of competing stations in a channel if the station knows the frequency of transmission attempts in a period and the successful probability of these transmissions. The proposed estimation method measures the number of frozen times f c in the range [0, T], where T is a given period, i.e., the number of idle slots during the backoff stage. The system performance with varied T is presented in Section 4. Each freeze represents a transmission occurred and at least one station transmitted frame in the channel. A station can easily measure the density d (the number of transmission attempts in a considered period) as calculated by f c /T , i.e., the same definition as P tr . The density d is higher if the number of competing stations becomes larger. By the DBM concept, station i estimates its transmission status, namely the probability ps i for the probability of a successful transmission in the considered slot, as
Substituting P tr as expressed in formula (1) into formula (11) , ps i can be represented as
The probability of a successful transmission is related to the density d and the contention window cw. In fact, each station can measure ps from received acknowledgement frames. However, in a realistic environment, such measurement would not give the precise network situation due to channel error. Accordingly, the station needs a frame loss differentiation algorithm to distinguish the cause of lost frames, but such algorithms require greater computational effort. In the proposed method, however, channel error does not affect the preciseness of frozen backoff counter calculation. Therefore, the estimated probability ps can directly represent the degree of contention among stations.
In the DBM concept, stations use the estimated ps (station view) to evaluate whether transmissions in the channel are successful or not, i.e., P s (system view). When a station is aware of the transmission status (such as the density and probability of a successful transmission) in the channel, then it could estimate the unknown but important parameter, i.e., n for optimizing the system throughput. On the other hand, the parameter cw in the ps estimation varies with the network situation and so may vary among stations. Therefore, each station is uniform and assumes the station's cw size is being used by all stations. We will discuss later how to let each station obtain similar cw values. Then, the expected probability E[P s ] as shown in formula (13) can be represented by the number of successful transmissions divided by the number of transmissions occurring in the channel. Here, the transmitting interval (i.e., the period between transmission attempts in a station) should be cw/2 idle slots because the generated backoff counter defined in standard is chosen from [0, cw − 1] with uniform distribution. In other words, each station has a transmission attempt per transmitting interval. Then, the estimated number of competing stations E[n] multiplied by the successful transmission rate ps implies the number of successful transmissions for a transmitting interval. The total number of transmissions is the transmitting interval (cw/2) multiplied by density d.
Meanwhile, the number of transmissions in a transmitting interval with the density d also implies the value of E[n], as shown in formula (14) . When a successful transmission occurs, it means that exactly one station accessed the channel. In contrast, a failed transmission means that at least two stations sent out packets. Therefore, the estimation of n can be calculated by the summation of the number of successful transmissions (cw/2 × d × P s ) and the number of failed transmissions multiplied by the number of involved stations in each failed transmission.
The number of involved stations x in each failed transmission is a binomial distribution with p(x) as follows:
The expected value E[x] can be calculated by To simplify the calculation, we assume that two stations collide in a failed transmission, i.e., x is equal to 2. The value of E[n] can be obtained by solving the simultaneous equations (13) and (14) . The station uses the estimated E[n] to find a new cw to satisfy formula (10).
In the above derivations, the station supposes the contention window cw of the other stations is the same as used in formulas (13) and (14) . However, this hypothesis is impossible in a realistic wireless network. Thus we now discuss how to let all stations obtain a similar cw. The value of cw determines the length of the transmitting interval (cw/2). A longer transmitting interval generates a larger E[n] from formulas (13) and (14) with density d of the system. In other words, a smaller initial cw always has an advantage with regard to channel usage, i.e., the so-called fairness question.
To avoid unfair channel usage among stations, in the proposed scheme the station adjusts its cw to other stations' when a failed transmission occurs. The collide station tends to enhance the probability of successful transmission after a failed transmission, thereby creating ps ′ . We define the improvement in successful transmission probability, α, as
Taking the ps of formula (12) into (17) allows α to be represented as (18) . The new contention window cw ′ can be derived from formula (18) , versus the cw in formulae (13) and (14) . Fig. 4 illustrates adaptation of the contention window.
Assume station B has transmitted for a period in the channel and set its cw to w j . Station A joins the system and contends for channel access with the small initial contention window CW min . Therefore, the number of transmission attempts and failed transmission attempts in station A is more than in station B. Hence station A quickly increases its current cw value for a higher probability of successful transmission (w 1 to w 4 ). In addition, the density d of the system increases at that time and other stations adapt themselves to this change (w j to w j+1 ). For a period, the density d decreases again due to the large cw size. Finally, all stations estimate the number of competing stations and set a similar size of their cw (w j+2 , w 5 ). (See Fig. 5.) 
Performance evaluation
Simulation setup
This section evaluates the system performance of the proposed algorithm as opposed to standard DCF and EIED schemes under various system loads. The simulation programs are written in C++ to simulate an IEEE 802.11 network. We take an IEEE 802.11a [18] WLAN setup for both basic access and the Request to Send/Clear to Send (RTS/CTS) scheme for performance evaluation. To simplify the problem, we assume there are no hidden terminals in the system. The transmission duration of the IEEE 802.11a PLCP preamble and PLCP header is set to 20 µs, as specified in the IEEE 802.11a standard. The lengths of the MAC header and acknowledgement are 224 and 128 bits, respectively. The physical characteristics and parameters used in the simulation are listed in Table 2 . In the simulation scenario, each mobile station is greedy to send its data to the access point. The number of stations is varied from 5 to 100 and the simulation duration is set to 100 s. Also, the parameters r i and r d in the EIED algorithm are set to 2, the suggested value in [6] . The parameters α and the period T are set to 0.0005 and 512, respectively, after a few tests. We repeat the experiment 30 times and all simulation results are presented at the 95% confidence level.
Throughput and efficiency
Throughput is the most common performance metric for calculating the total data amount received in a period by stations. In BEB studies, maximizing system utilization is always an important goal due to the limited bandwidth in WLANs. Fig. 6 presents the aggregate throughput of various backoff algorithms for an IEEE 802.11 WLAN and compares this with the optimal curve. The optimum throughput in an ideal channel is derived from formulae (9) and (10) by Cali et al. [17] . From the simulation results, the proposed DBM outperforms the other EIED and standard DCF algorithms (STD). Further, the DBM curve is stable and close to the optimal value even with numerous competing stations in the system. In EIED or standard DCF methods, estimation of the network load becomes imprecise when the number of competing stations increases. In other words, the station cannot set an appropriate contention window according to network status, and this leads to poor performance. Fig. 6 shows the improvement of throughput obtained by use of the DBM, an improvement which is especially pronounced under heavy network loading.
Section 2 discussed several unavoidable overheads that occur during transmission. Section 3 discussed the maximum throughput available if overheads are balanced. Efficiency is treated as a proportion obtained by the total amount of received data in a period divided by the supporting data rate (IEEE 802.11a provides 54 Mbps data rate). Table 3 shows the efficiencies of these overheads for the compared methods for various network loads. The results in Table 3 show that the transmission overheads dominate the system performance, and that the optimal efficiency is around 0.43. Therefore, the principle of the proposed DBM is to balance these overheads to obtain optimal utilization. From the simulation results, the efficiencies obtained by the DBM are similar to the optimal values obtained from formulas (9) and (10) for various numbers of competing stations. 
Fairness among competing stations
The aggregate throughput metric in Fig. 6 can represent the efficiency of a system. However, a practical backoff algorithm should maximize utilization in conjunction with fair sharing of the resources among the competing stations. Fairness among stations is a classical problem in BEB studies and has been discussed by many researchers. The widely used fairness index derived in [19] is performed to evaluate the backoff algorithms in our experiments as
where n is the number of competing stations and T i is the throughput of station i. The value of the fairness index is bound to the interval [0, 1]. The index is equal to 1 when all stations obtain the same throughput. The simulation results in Fig. 7 show that the fairness of the EIED and standard DCF (STD) decreases with an increased number of competing stations. Notably, the DBM curve as a brief decrease in the range of n = 20. This is because the small number of competing stations results in uneven density d observed at each station. Overall, the fairness index of the proposed DBM is nearly 1 and convergent for n > 50. Fig. 8 presents the system collision rate of the tested backoff algorithms. In general, a high collision rate usually indicates additional overheads, especially for large frames, and results in longer end-to-end delays for applications. The simulation results show that the number of collisions increases with increasing number of competing stations. However, compared to the standard DCF (STD) and EIED, the proposed DBM yields superior performance as indicated by the low collision rate and the DBM's relative insensitivity to the number of competing stations. The low collision rate achieved by the DBM implies reduced overhead and reduced number of retransmissions in the system. The effect of reduction of collision overhead has been shown as efficiency in Table 3 . The reason is that, based on an accurate estimation of network load, the DBM sets an appropriate size for the contention window in all cases. In contrast to the DBM, the collision rate of a standard DCF is the highest among the compared algorithms due to the critical resetting behavior for each successful transmission. Finally, please note that a low collision rate does not mean the least overhead in the system. In some specific cases, an extremely large contention window can result in a low collision rate, but the resulting increase in idle channel duration causes the efficiency of the system to decrease. 
Collision rate
Varied payload length
In general, the payload length depends on applications. Therefore, we evaluate the performance of the DBM under varied payload length and two different scenarios. In the first scenario, 50 stations contend for channel access. We divide the 50 stations into five groups. The stations of the first group transmit packets with size 64 bytes. The size in the second group is 128 bytes, it is 256 bytes for the third group, 512 bytes for the fourth group and 1024 bytes for the fifth group. After 180 s of simulation, we randomly choose one station from each group, summarizing their performance in Table 4 . The results from Table 4 show that the difference of performance among groups is slight, meaning that payload length is not a dominant factor in the proposed DBM. In the second scenario, 50 competing stations transmit data in the channel and the payload length is set as a random distribution from 64 bytes to 960 bytes. Fig. 9 shows the estimated number of competing stations at different stations, with an average value around 45. If we take the average payload length as 512 bytes (from 64 to 960) and compare with the optimal efficiency of same payload length, the difference is 1.35%.
Stations in/out
To verify that the proposed DBM can be run-time performed and adapt well in various conditions, we consider the following scenario. At the beginning, there are 20 active stations contending for the channel. After 60 s, 30 more stations start competing for the channel. Then, after 60 s, the 30 stations leave. Fig. 10 depicts the estimation of the number of competing stations from station 1 and from station 50. The curve of station 1 shows that the DBM correctly and immediately estimates the network load. On the other hand, the newly joined stations (e.g. station 50) also realize the current situation in the system within a short-term period, as indicated at the arrival of the 30 new contending stations. The initial small contention window used in newly joined stations does not affect the preciseness of estimation of the number of competing stations. Based on precise estimation, the information of the current network is input into the formula of all the stations to find the corresponding parameter settings, producing fast and accurate adaptation to the new conditions. Our simulation results have shown the improvement in throughput and collision rate.
Error-prone environment
In a realistic WLAN, transmission may fail due to channel noise. In [20] , the authors point out that backoff algorithms lead to a needless increase of contention window size and poor channel utilization for failed transmission due to channel errors. To evaluate the difference of performance between an ideal channel and an error-prone environment, we perform the same simulation but set a high error rate (40%) during transmission, focusing on the number of frames successfully transmitted from the sender (i.e., not counting the collided frames). As a special setting for the 40%-error experiment, we alter the rule for changing the contention window such that it now takes two failed transmissions, not just one, before changing the size of the cw. This prevents the DBM from adjusting too frequently in environments with high channel error rates. From the simulation results in Fig. 11 , we can see the unnecessary increase of contention window size of the two non-DBM systems leads to bad utilization under light loading. In contrast, the DBM considers the occupancy of a wireless channel, which reduces the influence of channel error. In Fig. 12 , we evaluate the performance of the DBM for various error rates under different numbers of competing stations. It is seen that the DBM shows good judgment of network conditions in error-prone environments, thus preventing the contention window from increasing due to channel errors.
Performance of the RTS/CTS mechanism
In the IEEE 802.11 protocol, the DCF employs two schemes for packet transmission. The first one is the basic access mechanism, and comprehensive experimental results for this mechanism are given in the prior sections. In this section we examine the performance of the various algorithms under the RTS/CTS mechanism, which is mainly designed to resolve the hidden terminal problem. Fig. 13 plots throughput against the number of competing stations and compares the optimal value obtained by formulas (9) and (10) . The results show that the optimal throughput is degraded significantly by use of the RTS/CTS mechanism, the best curve being far lower than that obtained by use of the basic access scheme (Fig. 6) . This indicates the expense of the RTS/CTS mechanism is very high, so it should be considered carefully. Furthermore, the difference between these algorithms and the optimal values under the RTS/CTS mechanism is smaller than under basic access. The reason is that the RTS/CTS mechanism reduces the impact from failed transmissions, which is a notable overhead of the system. Fig. 14 presents the collision rates of the tested backoff algorithms and our calculated optimal. As compared with Fig. 8 , we find that the results of the proposed DBM under the RTS/CTS mechanism are slightly higher than the basic access. This shows that the DBM adapts itself to the various durations of the failed transmissions and maximizes the system throughput. In contrast with the DBM, the EIED and the IEEE 802.11 standard algorithms did not react to the variations.
Effect of the adaptive parameters in the DBM
In the above experiments, we showed the performance of the DBM in terms of various metrics. In the following paragraphs we will discuss the approach method (i.e., x = 2) instead of the formula (16) calculations, and consider the influence of the DBM parameters. Fig. 15 shows the average number of stations involved in each collision. From the curve, we can see that the approach value (x = 2) used in the formula is reasonable. In Fig. 16 , we normalize the efficiency to optimal with various values of the parameter x. As expected, the simulation results show that the efficiency with small x is better under light network loading, and that the parameter x should be increased for heavier network load. In Fig. 17 , the parameter α is varied from 0.00025 to 0.0015, and α is used in formula (18) to achieve a similar cw among stations. A large value of α will result in cw with more vibration in the DBM. The simulation results confirm that the efficiency of the system is degraded if α becomes large. Fig. 18 shows the influence of the length of observation period (i.e., the parameter T in Section 3). A long observed period is not appropriate under light network load because the density becomes unstable in such situations. Finally, Fig. 18 shows a major a deviation occurs from n = 10 to n = 30. The reason is that the density information becomes obsolete because the long observation period cannot represent precisely the current network situation, especially for a network undergoing quick variations. In such cases we suggest setting a short observation period so as to allow the DBM to capture system variations. 
Conclusions
This paper has proposed a DBM that estimates channel status based on the frequency of transmission attempts in the channel. Based on the estimation results, appropriate contention window parameters are derived so as to maximize the performance of channel utilization in IEEE 802.11 WLANs. Simulation results show the proposed method achieves good estimation and provides near-optimal performance in terms of efficiency and fairness. Moreover, our method takes channel error into account without complex computation, making the DBM practical in realistic run-time wireless environments. Extensive simulation has verified that the DBM scheme outperforms previously proposed algorithms for various performance metrics, and dynamically adapts to variations of channel status. Our future work will extend this present study by considering the fairness problem [21] . Further, performance anomaly phenomena [22] due to rate diversity will be addressed. Moreover, this study could be extended to include more considerations rather than merely throughput, e.g. the delay optimization and the quality of service support in WLANs.
