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This paper analyzes the problem of using the sample covariance matrix to 
detect the presence of clustering in p-variate data in the special case when the 
component covariance matrices are known up to a constant multiplier. For the 
case of testing one population against a mixture of two populations, tests are 
derived and shown to be optimal in a certain sense. Some of their distribution 
properties are derived exactly. Some remarks on the extensions of these t&ts 
to mixtures of k < p populations are included. The paper is essentially a formal 
treatment (in a special case) of some well-known procedures. The methods used 
in deriving the distribution properties are applicable to a variety of other 
situations involving mixtures. 
1. INTRODUCTION 
A variety of methods are used today for detecting and analyzing clusters. An 
excellent summary and bibliography may be found in Ling [14]. For the most 
part, the methods are not accompanied by any formal evaluation of their prop- 
erties. This paper presents an attempt at a theory for one such method, a method 
which uses the sample covariance matrix of the data as a basis for detecting the 
presence of clusters. The theory is not complete, and applies only to some of the 
problems of interest, but may nonetheless be instructive. The methods also 
provide an approach to analyzing mixture models (see Eq. (1) below) more 
generally, and some of the distribution theory may be of independent interest. 
The idea of using the sample covariance matrix to detect clusters has begun 
to find its way into practical use. Using scatterplots based on the principal 
components leads to reasonable results in many cases; examples and discussion 
are given in Gnanadesikan and Wilk [9], Cooper and Cooper [7], and Bryant [4]. 
For use at a computer terminal, this approach is particularly convenient, since 
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it requires nothing more elaborate than eigenvector and plotting subroutines. 
The question of interest here is how well you do when you use this approach. 
We formalize this question below in terms of mixture models and hypothesis 
testing, and show that under certain conditions we can formally answer it. 
The problems of detecting and analyzing clusters have long been acknowl- 
edged, either from intrinsic interest in groupings or classifications, or from fear 
that the presence of clusters would distort standard statistics which assume a 
single population. Formal treatment of the problems is fairly recent. Some 
examples are given in Ling [14], which also describes a particular hierarchical 
method and some of its properties. Of the variety of models assumed, mixture 
models’like (1) (below) are, from a formal standpoint, in some ways the most 
satisfying, for they allow some distribution properties to be derived from the 
corresponding properties of single normal populations. The calculations in 
Section 2 illustrate this. Attempts to analyze mixtures of normals by the method 
of moments and maximum likelihood date back over 70 years (see the references 
in [14] or [3]), but in the multivariate case, at least, satisfactory results seem to 
require high-speed computers. Maximum likelihood methods have recently 
been developed and programmed by Day [8] and Wolfe [21]. Theoretical 
properties of the mixture model are discussed by Tan and Chang [19] and 
Hariton ill], and the relationships to similar models, by John [12] and Sclove 
[16]. The “significance,” in whatever sense, of the clusters found by any of 
these methods seems hard to treat formally. Ling [14] does this for one approach, 
but the probability model underlying his evaluation seems unlikely. Day [8] 
and Wolfe [21,22] have used Monte-Carlo methods to evaluate the performance 
of the relevant maximum likelihood statistics for mixture models, but no com- 
pletely satisfactory theory seems to be available. 
2. TESTING Hl AGAINST H, 
Let x1 ,..., X, be independent pxl-dimensional random variables (N > p). We 
consider using the sample covariance matrix 
A- = w - 1)-l f (Xi - a)(+ - ny, 
i=l 
where f = N-r (x1 + *** + xN), to test the hypothesis that the xi come from a 
single normal distribution with known covariance matrix I: against the hypothesis 
that they come from a mixture of k < p such populations, differing in mean. 
With minimal loss of generality, we assume Z = u21, where I is the p x p 
identity matrix, and a2 is a positive constant. 
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Denote by Hk the hypothesis that 
xi - fj TjN(pj 3 U21) i = I,..., N, 
where 0 < n9 (j = l,..,, R), “I + *.a + 7rk = 1, 1 < K <p, and N(p, Z) 
denotes the p-variate normal distribution with mean ~1 and covariance matrix Z: 
Below we derive tests of HI versus Hz based on S, and evaluate their 
performance. Analogous tests for Hl versus Hti for k > 2 are mentioned in 
Section 3. Some further comments on the methods are given in Section 4. 
It is convenient here to deal with the sample scatter matrix A = (N - 1)s 
rather than with S itself, and to let 7r = 9 = 1 - ?r, in H, , so that we have 
and 
Hl:xc~N(~,u21)i= I,..., N, 
Ha : xi - ?rN(pl , u21) + (1 - n) N& , u21) i = I,..., N. 
The basic tool in deriving the tests is the lemma below, which gives the distri- 
bution of A under H, . Following that, tests are derived for the cases in which 
various combinations of parameters in Hl and H, are assumed known or specified. 
2.1. The Distribution of A Under H, 
LEMMA. Under H, , 
A N i (7) &(l - i++iW(N - 1,u21, M,), 
where W(n, C, T) denotes the noncentral Wtihart distribution with n degrees of 
freedom, covariance matrix C, and noncentrality T, and 
W = N-W - i)h - P~)(Y~ - ~~1’. (3) 
Proof. Suppose j of the Xi, say X, ,..., xj , are from population 1. That is, 
suppose they are distributed as N(p, , $1). The remaining N - j are assumed to 
come from population 2, and are thus distributed as N(p2, $1). Under these 
conditions, it is well known that the distribution of A is the noncentral Wishart 
W(N - 1, ~91, M), where M is the scatter matrix of the means of the xi . Since j 
of these means are equal to p1 and N - j are equal to pa , it follows easily that 
M = M, as given by (3). A is symmetric in the X, , and thus the above calcula- 
tion depends only on the fact that j of the xi come from population 1 and N - j 
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from population 2, and not on which xi come from which population. The 
probability that this happens is 
N ( 1 j n5(1 - q-5. 
Combining these two arguments, we obtain (2). 
Note that this argument holds for an arbitrary covariance matrix, not just 
.Z = aa1 as assumed in H, . Also, the argument assumes the real existence of two 
populations, so that it is sensible to assign a probability to the event “j of the xi 
come from population 1.” But (2) is a statement about distributions, really, not the 
underlying probability space, and remains valid without this assumption. 
(Behboodian [2] and Subrahmaniam [17] have noted this independently.) 
2.2. The Case When All Parameters are Known 
THEOREM. When rr, 9, pI , pS and p are known, the most powerful level a 
test of HI against H, based cm A rejects HI when 
B = d’Adlo2 > x& , (4) 
where d = pI - p.J[l k1 - b 11 and xc-l:a is the upper a-point of the chi-squared 
distribution on N - 1 degrees of freedom. 
Proof. The proof consists of showing that the likelihood ratio L = fHI(A)/fH1 
(A) is an increasing function of B. The Neyman-Pearson lemma will then imply 
that rejecting Hx for large values of B is the correct thing to do. Under HI, 
B is readily shown to be distributed as xi-, , so that x:-r:. is indeed the correct 
critical value. 
It is well known that fHJA) = W(N - 1, u21,0). Considering H, , we have 
from (3) that Mj is of rank 1 (except for the two cases j = 0 and j = N, when 
M5 = 0). Thus [l], 
W(N - l,a21, M,) = W(N - l,a21, 0) 
~{function of Mj and u2} 
x {(tr(AMJ)1~2)-(N-s)~21~,-,~,2((tr(AMJ)1~2}, 
(5) 
where IV(x) denotes the Bessel function of purely imaginary argument, and 
tr(AM) denotes the trace of AM. From [20, p. 79, Eq. (911, it follows that the 
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last line of (5) is an increasing function of (tr(AM,))lla, which is easily seen to be 
an increasing function of d’Ad. Thus by (2), 
L = (W(N - 1, a, O)>-l g (7) TV - v-j (6) 
x (increasing function of d’Ad) 
x W(N - 1,021, O), 
which reduces to an increasing function of d’Ad, and the proof is complete. 
We remark that although we assumed 7r, pL1 , ps , ,LL and ua were known, the test 
does not depend on TV, depends on p1 and t~s only through d, and does not depend 
on 7r. With respect to 7r, then, it is uniformly most powerful. 
The power of the B-test may be derived by arguments like those used in 
proving the lemma in Section 2.1. We obtain 
PrHz {rejecting Hr} = f (7) rri(l - 9r)N-iPr{&&lr2) > &-iJ, (7) 
i=O 
where x~&12) denotes a chi-squared variable on N - 1 degrees of freedom and 
noncentrality parameter As, and 
A2 = MN --iWIll ~1 - ~a ll”b”. (8) 
Thus the power of the B-test may be computed in terms of noncentral chi- 
squared probabilities. 
The B-test essentially looks for inflated variance along a certain direction, the 
direction of difference between the means. It is possible to evaluate what happens 
to the power if you test in the wrong direction. If you test in direction d when you 
should be testing in direction do , the effective value of Aj2 in (7) is the value given 
there, multiplied by d,‘d. 
2.3. The Case When a2 is Unknm 
The same reasoning which leads to the B-test above can also be used in the 
case when a2 is unknown. Essentially the same test results except that o2 must be 
replaced by an estimate. The obvious estimate, 
t2 = {tr(A) - d’Ad}/(N - l)(p - 1) (9) 
is simply the sample variance in directions orthogonal to d. It follows as in the 
TESTING FOR CLUSTERS 101 
proof of the theorem above that the most powerful unbiased (with respect to 
us) test of HI against H, based on A rejects HI when 
c = d’Ad/(N - 1) ts > FN-l,(9-r)(N-r);a: , (10) 
where FN-l,~P--l)(N-l);a is the upper a-point of the F distribution on N - 1 
and ( p - l)(N - 1) degrees of freedom. As with Eq. (7) the distribution of C 
under H, may be derived. It involves noncentral F probabilities where (7) has 
noncentral chi-squared probabilities. 
The effect of testing in the wrong direction may also be evaluated. In this case, 
it hurts the power in two ways, it reduces the noncentrality in the numerator of 
the F ratios, and introduces one into the denominator. Testing in seriously wrong 
directions may give rise to disastrous power functions; the test need no longer 
be even unbiased. 
2.4. The Case When d is Unknown 
The B- and C-tests, as remarked above may be very sensitive to testing in the 
wrong direction. In cases where we lack knowledge of the proper direction in 
which to test, some other tests are called for. The analogues of the B-test and the 
C-test involve looking for excess variance in any direction, and rejecting HI if 
such inflated variance is found. That is, when us is known we reject HI for large 
values of 
where hi(A) denotes the ith largest eigenvalue of A. When a2 is unknown, we 
reject for large values of 
E = mm WN = GUP - l)lCW) - 441. Ildll=l 
The distribution theory for these tests is much more complex than in the 
previous cases. Percentage points for the D-test are available in [lo]; they can 
be easily computed for the E-test when p = 2; and are tabulated [15] for the 
E test when p > 2. Some power figures derived from simulations [3] are sum- 
marized in Table I. The entries in Table I are the probabilities of rejecting HI 
in favor of H, for 01 = .05, and various values of P, p, and N. Except for the 
B-test, the dimensionality p has a noticeable effect, and in all cases, the effect of 
the mixing probability ?T is marked. As a rule of thumb, if the means under Ha 
are separated by more than two or three standard deviations, one may reasonably 
expect to detect the presence of two components, while if they are separated by 
less than two standard deviations, the performance is not so good. For d < 1, 
the tests are not particularly useful. 
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TABLE I 
Power of the Tests of HI Against Hs for OL = .OS; ?r = Mixing Probability, 
A = 11 pI - p2 11/u, N = Sample Size 
77 = .25 7l = .50 
Test P A=1 2 3 A=1 2 3 
B any .23 89 1.00 .32 -98 1.00 
c 4 .19 .79 .99 .25 .93 1.00 
C 10 .22 .86 1.00 .30 .97 1.00 
N= 51 D 4 .ll .70 .98 .14 .86 1.00 
D 10 .07 .41 .95 .09 .66 1.00 
E 4 .07 .45 .94 .07 .62 1.00 
E 10 .04 .26 .88 .04 .45 .99 
B mY .35 .99 1.00 .50 1.00 1.00 
c 4 .28 .90 1.00 .39 1.00 1.00 
c 10 .33 .98 1.00 .46 1.00 1.00 
N = 101 D 4 .13 .93 1.00 .27 1.00 1.00 
D 10 .I0 .77 1.00 .ll .97 1.00 
E 4 .13 .78 1.00 .21 .96 1.00 
E 10 .07 .58 1.00 .07 .QO 1.00 
Notes. (1) Figures for B test derived from Eq. (7). Figures for C test from its analogue. 
Figures for D- and E- tests derived by simulations reported in [3]. The simulations were 
carried out before the exact significant points for the E-test [15] became available. Com- 
parison of these with the points used in [3] indicates good agreement. (2) Probabilities 
greater than .995 are recorded as 1.00. 
3. EXTENSIONS 
The ideas of section 2 may be extended to test HI against Hk for arbitrary 
specified R (2 < K < p), and this is developed in [3], Basically, the analogues 
of the B- and C- tests reject HI for excess variance within a specified (k - I)- 
dimensional subspace instead of along a specified line, and the analogues of the 
D- and E-tests reject HI for large values of the k - 1 largest eigenvahres of the 
sample scatter matrix A. “Largeness” of these eigenvalues may be measured by 
their sum, for example, as in [3]. The optimal@ results analogous to the 
Theorem of Section 2.2 are no longer true, though. 
Another approach is to reject HI in favor of H, for large values of hkJA) 
(when ua is known) or of h,,(A)/tr(A)( w h en up is unknown). The critical points 
given in [6], or [13] and [15] may be used for this. As Krishnaiah and 
Schuurmann [13], and Schuurmann, Krishnaiah, and Chattopadhyay [15] point 
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out, a simultaneous-tests approach may be appropriate here, too. That is, if 
h,,(A)/tr(A) is large, we reject Hr in favor of E&,-r . If not, we check 
and reject HI in favor of HP8 if it is large, and so on. A related approach, using 
&j(A)/&-j+i(A) instead of h,-@)/tr(A) was examined in [3], though without 
exact critical values. References [ 131 and [ 151 also show how this sort of procedure 
is related to a number of other, more classical, statistical problems. 
There are cases in signal processing [7] where the assumption that .Z = $1 
is reasonable. In the more classical case of an arbitrary (unknown) covariance 
matrix, applying these ideas is more difficult, (and not just because of more 
complicated distribution theory calculations). The theory of Section 2 cannot be 
generalized to this case directly. For example, the covariance matrix of the 
mixture 
so that the two distributions (11) and N(p, G) have the same covariance matrix. 
Thus even if we can determine the overall covariance matrix exactly, we cannot 
on that busis alone distinguish between the mixture (11) and the single component 
N(p, G), unless we know something about the component covariance matrix Z:. 
If we must estimate the overall covariance matrix from the sample, we can 
clearly do no better. As a practical matter, simulations [3] indicate that the tests 
remain approximately correct even when some correlations are present, provided 
that the variances in the various dimensions are comparable. Two-to-one scale 
differences in the dimensions may render the tests useless, though. 
4. REMARKS 
The ideas in the lemma of Section 2 are obviously applicable to many other 
situations involving mixtures, and often provide insight into the structure of the 
mixture model. Often they allow the computation of the distribution of a sym- 
metric statistic when the underlying distribution is a mixture in terms of (non- 
central) distributions from normal theory, and in N + 1 terms rather than the 
general 2N terms. Means, covariances, and t-statistics have been treated by 
Behboodian [2] and Subrahmaniam [17]. (Unfortunately, the ideas do not seem 
to apply readily to Hotelling’s P.) The approach has also been used to obtain 
exact results in robustness studies [5, 181. In conjunction with the computer, this 
seems potentially fruitful. 
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