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Abstract 
The interactions between proteins, DNA, and RNA in living cells constitute 
molecular networks that govern various cellular functions. To investigate the global 
dynamical properties and stabilities of such networks, we studied the cell-cycle 
regulatory network of the budding yeast. With the use of a simple dynamical model, 
it was demonstrated that the cell-cycle network is extremely stable and robust for its 
function. The biological stationary state—the G1 state—is a global attractor of the 
dynamics. The biological pathway—the cell-cycle sequence of protein states—is a 
globally attracting trajectory of the dynamics. These properties are largely 
preserved with respect to small perturbations to the network. These results suggest 
that cellular regulatory networks are robustly designed for their functions. 
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Despite the complex environment in and outside of the cell, various cellular functions are 
carried out reliably by the underlying biomolecular networks. How is the stability of a 
cell state achieved? How can a biological pathway take the cell from one state to another 
reliably? Evolution must have played a crucial role in the selection of the architectures of 
these networks for them to have such a remarkable property. Much attention has recently 
been focused on the “topological” properties of large-scale networks (1-5). It was argued 
that a power-law distribution of connectivity, which is apparent for some bionetworks 
(2,4), is more tolerable against random failure (1). Here we address this question from a 
dynamic systems point of view. We study the network regulating the cell cycle of the 
budding yeast, investigating its global dynamical property and stability. We find that the 
stationary states of the cell, or states at the checkpoints in general, correspond to global 
attractors of the dynamics—almost all initial protein states flow to these biological 
stationary states. Furthermore, the biological pathway of the cell-cycle sequence—which 
is a particular trajectory in the state space—is a globally stable and attracting trajectory of 
the dynamics. These dynamic properties, arising from the underlying network connection, 
are also robust against small perturbations to the network. They are directly responsible 
for the robustness of the cellular process. 
The Yeast Cell-Cycle Network 
The cell-cycle process, by which one cell grows and divides into two daughter cells, is a 
vital biological process the regulation of which is highly conserved among the eukaryotes 
(6). The process consists of four phases: G1 (in which the cell grows and, under 
appropriate conditions, commits to division), S (in which the DNA is synthesized and 
chromosomes replicated), G2 (a “gap” between S and M), and M (in which chromosomes 
are separated and the cell is divided into two). After the M phase, the cell enters the G1 
phase, hence completing a “cycle”. The process has been studied in great details in the 
budding yeast Saccharomyces cerevisiae, a single-cell model eukaryotic organism (see 
the Supporting Information for references). There are about 800 genes involved in the 
cell-cycle process of the budding yeast (7). However, the number of key regulators that 
are responsible for the control and regulation of this complex process is much smaller. 
Based on extensive literature studies, we have constructed a network of key regulators 
that are known so far, as shown in Fig. 1A (details in the Supporting Information).  
There are four classes of members in this regulatory network: cyclins (Cln1,2,3 and 
Clb1,2,5,6, which bind to the kinase Cdc28); the inhibitors, degraders, and competitors of 
the cyclin/Cdc28 complexes (Sic1, Cdh1, Cdc20, Cdc14); transcription factors (SBF, 
MBF, Mcm1/SFF, Swi5); and checkpoints (the cell size, the DNA replication and damage, 
and the spindle assembly). Green arrows represent positive regulations. For example, 
under rich nutrient conditions and when the cell grows large enough, the Cln3/Cdc28 will 
be “activated”, which in turn activates (by phosphorylation) a pair of transcription factor 
groups SBF and MBF, which transcriptionally activate the genes of the cyclins Cln1,2 
and Clb5,6, respectively. Red arrows represent “deactivation” (inhibition, repression, or 
degradation). For example, the protein Sic1 can bind to the Clb/Cdc28 complex to inhibit 
2 
its function, Clb1,2 phosphorylates Swi5 to prevent its entry into the nucleus, while Cdh1 
targets Clb1,2 for degradation. The cell-cycle sequence starts when the cell commits to 
division by activating Cln3 (the START). The subsequent activity of Clb5,6 drives the 
cell into the S phase. The entry into and exit from the M phase is controlled by the 
activation and degradation of Clb1,2. After the M phase, the cell comes back to the 
stationary G1 phase, waiting for the signal for another round of division. Thus the 
cell-cycle process starts with the “excitation” from the stationary G1 state by the 
“cell-size” signal and evolves back to the stationary G1 state through a well-defined 
sequence of states. 
The Model and Dynamic Properties 
In principle, the arrows in the network have very different time scales of action, and a 
dynamic model would involve various binding constants and rates (8,9). However, since 
in the cell-cycle network much of the biology seems to be reflected in the on-off 
characteristics of the network components and we are mainly concerned here with the 
overall dynamic properties and the stability of the network, we use a simplified dynamics 
on the network, which treats the nodes and arrows as logic-like operations¶. Thus, in the 
model each node i has only two states, Si=1 and Si=0, representing the active and the 
inactive state of the protein, respectively. The protein states in the next time step are 
determined by the protein states in the present time step via the following rule:  
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where  for a green arrow from protein j to protein i and ij ga a= ij ra a=  for a red arrow 
from j to i. We first focus on the case where all the other checkpoints are always off, 
except that of the cell size. That is, the cell size checkpoint will act as a start signal, while 
other checkpoints will always let the “traffic” pass when it come to it. We therefore arrive 
at a slightly simplified network shown in Fig. 1B, with 11 nodes (plus a signal node). We 
have also added “self-degradation” (yellow loops) to those nodes that are not negatively 
regulated by others||. The degradation is modeled as a time-delayed interaction: if a 
protein with a self yellow arrow is active at time t (Si(t)=1) and if its total input is zero 
from t+1 to t=t+td, it will be degraded at t=t+td, i.e. Si(t+td)=0. The results presented 
below were obtained with ag=-ar=1 and td=1. As will be discussed later, the overall 
dynamic properties of the network are not very sensitive to the choice of these 
parameters. 
Fixed Points. Using the dynamic model described above, we study the time evolution of 
the protein states. First, we study the attractors of the network dynamics by starting from 
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each of the 211=2048 initial states in the 11-node network of Fig. 1B. We find that all of 
the initial states eventually flow into one of the 7 stationary states (fixed points), shown 
in Table 1. Among the 7 fixed points, there is one big fixed point attracting 1764 or about 
86% protein states. Remarkably, this super stable state is the biological G1 stationary state. 
The advantage for a cell’s stationary state to be a big attractor of the network is 
obvious—the stability of the cell state is guaranteed. Under normal conditions, the cell 
will be sitting at this fixed point, waiting for the signal for another round of division. 
Biological Pathway. Next, we start the cell-cycle process by “exciting” the G1 stationary 
state with the cell size signal, and observe that the system goes back to the G1 stationary 
state. The temporal evolution of the protein states, presented in Table 2, indeed follows 
the cell-cycle sequence, going from the excited G1 state (the START) to the S phase, the 
G2 phase, the M phase, and finally to the stationary G1 state. This is the biological 
trajectory or pathway of the cell-cycle network.  
To investigate the dynamical stability of this biological pathway, we study the 
dynamic trajectories of all 1764 protein states that will flow to the G1 fixed point. In Fig. 
2, each of these protein states is represented by a dot, with the arrows between them 
indicating dynamic flows from one state to another. The biological pathway is colored in 
blue and so is the node representing the G1 stationary state. We see that the dynamic flow 
of the protein states is convergent onto the biological pathway, making the pathway an 
attracting trajectory of the dynamics. With such a topological structure of the phase 
diagram of protein states, the cell-cycle pathway is a very stable trajectory—it is very 
unlikely for a sequence of events, starting at the beginning (or at any other point) of the 
cell-cycle process, to deviate from the cell-cycle pathway. Interestingly, the topology of 
the converging trajectories shown in Fig. 2 is reminiscent of the converging kinetic 
pathways in protein folding where a protein sequence is facing the challenge of finding 
the unique native state among a huge number of conformations (10-12). 
Comparison with Random Networks. To investigate how likely a big fixed point and a 
converging pathway can arise by chance, we study an ensemble of random networks 
(13,14) that have the same numbers of nodes and links in each color as in the cell-cycle 
network. We find that random networks typically have more attractors (fixed points and 
limit cycles), with the average number being 14.28. The sizes of the basins of attraction 
in the random networks have a power-law distribution, as shown in Fig. 3A. The 
probability for a random network to have an attractor of a basin size B equal to or larger 
than that of the cell-cycle network (B≥1764) is 10.34%.  
To quantify the “convergence” of trajectories, we define a quantity wn (n=1, 2, …, 
2048) for each of the 2048 network states that measures the overlap of its trajectory with 
all other trajectories (Fig. 3C). Denote Tj,k the total traffic flow through the arrow Aj,k that 
takes state j to k in one time step, i.e. Tj,k is the total number of trajectories starting from 
all network states that pass through Aj,k. If the trajectory from n to its attractor has Ln 
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steps so that it consists Ln arrows Ak-1,k, k=1,2, …, Ln, . The overall 
overlap of all trajectories in a network can be measured by W=<w
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1
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over all network states. The normalized histogram of wn for all network states is shown in 
Fig. 3B, for both the cell-cycle and the random networks. Without any significant overlap 
or convergence of trajectories and with a much shorter transient times to attractors, the 
random networks have their w-distribution peaked at small w’s, with an average W=124. 
While for the cell-cycle network, the distribution is peaked at very large numbers 
(W=743), indicating significant convergence of trajectories. The probability for a random 
network to have a W≥743 is 0.25%.  
Network Perturbations. We see that the cell-cycle network has two distinct dynamic 
properties compared with random networks: it has a super fixed point and it has a 
converging pathway. What effects would perturbations of the network have on these 
properties? We perturbed a network by deleting an interaction arrow, adding a green or 
red arrow between nodes that are not linked by an arrow, or switch a green arrow to red 
and vice versa. The relative change in the size B of the basin of attraction for the biggest 
attractor, ∆B/B were then measured as a result of the perturbation. The distributions of 
∆B/B are plotted in Fig. 4 for each kind of the perturbations, respectively, along with 
those obtained from the ensemble of random networks. We observe that only a very small 
fraction of perturbations will eliminate the fixed point completely (∆B/B=1). For most 
perturbations, the relative changes of the basin size are small. A similar behavior in the 
changes of the quantity W as results of the perturbations was also seen. Interestingly, this 
high “homeostatic stability” (13) is also evident in the ensemble of random networks of 
the same size (Fig. 4). In fact, we found that for random networks with the dynamic rule 
of Eq. 1 the homeostatic stability increases monotonically with the average number of 
arrows per node k (15), which is very different from the random Boolean network where 
a “chaotic” phase with low homeostatic stability is seen for k>kc (13). Recent studies 
suggest that either a scale-free Boolean network (16) or a genetic network with minimal 
frustration (17) would also lead to a more stable phase. 
To examine the effects of these perturbations on the biological pathway itself, for 
each perturbed cell-cycle network we start at the START state and follow its time 
evolution. We found that under perturbation a significant fraction of the trajectories reach 
the G1 stationary state and the cell-cycle sequence is by far the most probable trajectory 
(Fig. 5).  
Other dynamical rules. We found that the results are insensitive to the values of the 
weights ag and ar in Eq. 1 and to the protein lifetime td, as long as –ar ≥ ag and td >0. For 
example, with ar=-10, ag=1, and td=4, there exist the same 7 fixed points. The G1 fixed 
point attracts 90% of all protein states and W=907. The network is somewhat more robust 
against perturbation (see Fig. S-1 in the Supporting Information). Preliminary results with 
differential equations replacing the simple discrete dynamic rule support the overall 
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conclusions (18). 
Other checkpoints. We also studied the cases in which one of the other checkpoints, 
instead of the “cell size”, will act as the stop-go signal. We found that in all cases there 
exists a big fixed point that corresponds to the biological state waiting at the checkpoint 
and the biopathway is a converging trajectory. The studies were done on the full network 
(Fig. 1A), keeping only one checkpoint at a time. The basin size B of the big fixed point 
and the convergence measure W of the biopathway for each checkpoint are, respectively, 
B=99.4% and W=4257 (Inter-S), B=89.8% and W=3821 (Spindle Assembly), B=99.8% 
and W=4925 (DNA Damage). For comparison, the corresponding values for the Cell-Size 
checkpoint with the full network are B=90.8% and W=6757 (see Fig. S-2 in the 
Supporting Information). 
Discussion 
We have demonstrated that the yeast cell-cycle network is robustly designed. The 
biological states at the checkpoints are big attractors and the biopathway is an attracting 
trajectory. These robust dynamical properties are also seen in the life-cycle network of the 
budding yeast (19), suggesting that they may be common features of regulatory networks. 
The cell-cycle network is rather stable against perturbations. Note that the network we 
studied (Fig. 1A) is only a skeleton of a larger cell-cycle network with many “redundant” 
components and interactions (e.g. any member of the G1 cyclins can, to a large extend, 
perform the functions of other members). Thus, we expect the complete network to be even 
more stable against perturbations. 
The idea that aspects of biological systems can be modeled as dynamic systems and 
biological states can be interpreted as attractors has a long history, with examples in neural 
networks (20,21), immune systems (22,23), genetic networks (24,13), cell regulatory 
network (25), and ecosystems (26). Our study on an actual yeast cellular network lends 
support to this idea. Furthermore, our results suggest that not only biological states 
correspond to big fixed points but the biological pathways are also robust.  
Functional robustness has been found in other biological networks, e.g. in the 
chemotaxis of E. Coli (in the response to external stimuli) (27) and in the gene network 
setting up the segment polarity in insects development (with respect to parameter changes) 
(28,29). It has also been found at the single molecular level—in the mutational and 
thermodynamic stability of proteins (30). In some sense, biological systems have to be 
robust in order to function in complex (and very noisy) environments. More robust could 
also mean more evolvable and thus more likely to survive—a robust “module” is easier to 
be modified, adapted, added-on, and combined with others for new functions and new 
environments (31). Indeed, robustness may provide us with a handle to understand the 
profound driving force of evolution. 
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Footnotes 
¶Making the time constants of all arrows the same could have disastrous consequences in 
network dynamics. However, we are saved for this particular network because of its 
intrinsic sequential nature. We have tested the dynamics with varied time scales of action 
(phosphorylation and transcriptional activation) for different arrows and obtained similar 
results. 
||This is a simplification for the actual degradation processes. See the Supporting 
Information for details. 
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 Basin 
size 
Cln3 MBF SBF Cln1,2 Cdh1 Swi5 Cdc20 Clb5,6 Sic1 Clb1,2 Mcm1 
1764 0 0 0 0 1 0 0 0 1 0 0 
151 0 0 1 1 0 0 0 0 0 0 0 
109 0 1 0 0 1 0 0 0 1 0 0 
9 0 0 0 0 0 0 0 0 1 0 0 
7 0 1 0 0 0 0 0 0 1 0 0 
7 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 1 0 0 0 0 0 0 
 
 
Table 1. The fixed points of the cell-cycle network. Each fixed point is represented in a row. The 
left column is the size of the basin of attraction for the fixed point; the other 11 columns show the 
protein states of the fixed point. The protein states of the biggest fixed point correspond to that of 
the G1 stationary state. 
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Protein 
 
Step 
Cln3 MBF SBF Cln1,2 Cdh1 Swi5 
Cdc20
& 
Cdc14 
Clb5,6 Sic1 Clb1,2 
Mcm1/
SFF 
Phase 
1 1 0 0 0 1 0 0 0 1 0 0 START 
2 0 1 1 0 1 0 0 0 1 0 0 
3 0 1 1 1 1 0 0 0 1 0 0 
4 0 1 1 1 0 0 0 0 0 0 0 
 
G1 
5 0 1 1 1 0 0 0 1 0 0 0 S 
6 0 1 1 1 0 0 0 1 0 1 1 G2 
7 0 0 0 1 0 0 1 1 0 1 1 
8 0 0 0 0 0 1 1 0 0 1 1 
9 0 0 0 0 0 1 1 0 1 1 1 
10 0 0 0 0 0 1 1 0 1 0 1 
11 0 0 0 0 1 1 1 0 1 0 0 
 
M 
12 0 0 0 0 1 1 0 0 1 0 0 G1 
13 0 0 0 0 1 0 0 0 1 0 0 
Stationary 
G1 
 
 
Table 2. Temporal evolution of protein states for the simplified cell-cycle network of Fig. 1B. 
The right column indicates the cell-cycle phases. Note that the number of time steps in each phase 
do not reflect its actual duration. 
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Fig. 1. (A) The cell-cycle network of the budding yeast. (B) Simplified cell-cycle 
network with only one checkpoint “cell size”. 
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Fig. 2. Dynamical trajectories of the 1764 protein states (green nodes) flowing to the G1 
fixed point (blue node). Arrows between states indicate the direction of dynamic flow 
from one state to another. The cell-cycle sequence is colored blue. The size of a node and 
the thickness of an arrow are proportional to the logarithm of the traffic flow passing 
through them.
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Fig. 3. Comparison with random networks. (A) Attractor size distribution of random 
networks. (B) w-value distributions for the cell-cycle network and for random networks. 
10000 random networks were used to generate the statistics. (C) Schematic illustration of 
the definition of wn. The number next to an arrow indicates the total traffic through the 
arrow. The number next to a node is the wn of the node.  
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Fig. 4. The histogram of the relative changes of the size of the basin of attraction for the 
biggest fixed point with respect to network perturbations. (A) 34 line deletions; (B) 174 
line additions; (C) 29 red-green switchings; and (D) the average of A-C. 1000 random 
networks were used to generate statistics. 
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Fig. 5. Trajectories of the perturbed cell-cycle network starting from the START. The 
trajectories from each kind of perturbations (34 from arrow deletions, 174 from arrow 
additions, and 29 from red-green switchings) are first superimposed on top of each other 
to form three groups. The three groups are then superimposed on top of each other with 
equal weights. The width of an arrow and the size of a node are proportional to the 
logarithm of the number of shared trajectories. The biological pathway is colored blue. 
The percentages of the perturbed networks that still evolve to the G1 state from START 
are 41.2%, 57.4%, and 64.7% for arrow-deletion, arrow addition and color-switching, 
respectively.
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0. The Protein Network in Budding Yeast 
Budding yeast Saccharomyces cerevisiae is a widely studied single-celled eukaryotic 
model organism. Comprehensive protein-protein interaction maps in budding yeast have 
been rapidly accumulating (S0-1~S0-10), providing an opportunity to study the global or 
systemic properties of the protein networks.  
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S0-11. There are also many online databases containing rich information about protein functions 
and interactions in yeast. For example, Munich Information Centre for Protein Sequences 
(http://mips.gsf.de/), the Yeast Proteome Database (http://www.proteome.com), and the 
Saccharomyces Genome Database (http://www.yeastgenome.org/). 
 
1. The network governing the cell-cycle process in budding yeast 
In eukaryotes the cell-cycle process is divided into two phases: interphase and 
mitosis. Interphase consists of G1, S and G2 phases. Mitosis can be sub-divided into 
prophase, metaphase, anaphase, and telophase. Chromosomes condense during prophase, 
align during metaphase, separate during anaphase, and de-condense during telophase. A 
highly regulated and complex network governs the cell-cycle process. The machinery of 
cell-cycle control is known in more detail for budding yeast (S1-1) than for any other 
eukaryotic organisms.  
In yeast, cell-cycle initiation is coupled to cell size probably through the 
accumulation of Cln3 (S1-1, S1-2). The nuclear concentration of the G1 cyclin Cln3 
16 
increases with the total cell mass (S1-1, S1-3). When the level of Cln3/Cdc28 complex is 
larger than a certain threshold, it triggers G1/S transcription by activating 
(phosphorylating) SBF (Swi4 and Swi6) (S1-4) and MBF (Mbp1 and Swi6) (S1-5). In 
fact, Bck2 acts genetically as a parallel system to Cln3, activating SBF and MBF. Since 
the function of Bck2 is not indispensable (S1-2), we use Cln3 to stand for both Cln3 and 
Bck2 in our network for simplification. SBF and MBF are the transcription factors of 
CLN1,2 (S1-6) and CLB5,6 (S1-5), respectively. So Cln1,2 and Clb5,6 begin to 
accumulate. Cln1, Cln2, Clb5 and Clb6 bind to Cdc28 (a CDK protein) respectively to 
form compounds (S1-7). At first, Clb5,6 accumulate in the inactive trimer form, 
Clb5/Cdc28/Sic1 and Clb6/Cdc28/Sic1 (S1-8). 
While Cln1,2/Cdc28 are active and accumulating, they cause two processes 
consequentially besides initiating the bud formation: Sic1 is phosphorylated and then 
degraded by the proteasome—Cln1,2/Cdc28 prime the inhibitor for ubiquitination by 
SCF+Cdc4 (S1-9); and Cdh1 is inactivated (by phosphorylation) (S1-10, S1-11). Chd1 
controls Clb1,2’s degradation in M/G1 transition through cooperating with APC 
(Anaphase Promoting Complex) (S1-12, S1-13). As a result of Sic1’s degradation, 
Clb5,6/Cdc28 become active and drive the cell-cycle process into the S phase (S1-14). 
Activation of Clb5,6 facilitate the phosphorylation of Sic1 and may have an inhibitive 
action on Cdc14 (S1-15). If there is no DNA damage, Rad53 will not be activated, 
otherwise, it will be the effecter of DNA damage checkpoint pathway and arrest the cell 
cycle in G2 phase (S1-16). 
The Mcm1/SFF (Mcm1/Fkh2/Ndd1) complex is the transcription factor of CLB1,2 
(S1-17, S1-18, S1-19) and SWI5 (S1-20). The transcription of CLB1,2 also depends on 
an active mitotic kinase (S1-21). But how Mcm1/SFF begins to work is not exactly 
known so far. The binding of Ndd1 and the phosphorylation of the complex are key 
processes. Clb1,2 can phosphorylate the complex (S1-17, S1-18), thus forming a positive 
feedback loop with Mcm1/SFF. Ndd1, in cooperation with Mcm1/Fkh1,2, is a 
stage-dependent activator of G2/M phase-specific transcripts (S1-22, S1-23). Presumably, 
the binding of Ndd1 happens after the successful completion of DNA replication. Here 
we use a functional node to represent DNA replication in our cell-cycle network, and use 
two positive arrows (colored light-green to represent uncertainty) from the node to 
activate the loop. In the simplified cell-cycle network (Fig. 1B), we remove this 
intermediate node, and use two positive arrows from Clb5,6 to Mcm1/SFF and Clb1,2 to 
present the indirect action (S1-19). With Sic1 gone and Cdh1 inactivated, the activity of 
Clb1,2 begins to rise after the S phase. Clb1,2/Cdc28 inactivates SBF (S1-17), so Cln1,2 
activity begins to fall. MBF is inactivated by some unknown proteins rather than by 
Clb1,2 (S1-20), but since MBF and SBF turn off at similar times in the cell cycle under 
most conditions (S1-25), we assume that MBF is also (indirectly) inactivated by Clb1,2. 
The inactivation of MBF causes Clb5,6 level to fall. The rising Clb1,2/Cdc28 activity 
induces mitosis (S1-26).  
A key regulator in the metaphase-anaphase transition and in the exit from mitosis is 
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Cdc20 (S1-15). Cdc20 presents substrates to the APC, which is activated by Clb2 (S1-50), 
for ubiquitination (S1-27). Before metaphase, Cdc20 is inactive, but when DNA is fully 
replicated and all chromosomes are aligned on the metaphase plate, Cd20 is activated 
(S1-28, S1-29). The transcription control of CDC20 depends on a similar active mitotic 
kinase as that involved in the transcription of CLB1,2 (S1-21). There is evidence that 
Mcm1/SFF plays a role in the transcription of CDC20 (S1-30). Cdc20/APC functions in 
two aspects: first, it degrades Clb2 (S1-49) and Clb5,6 (S1-12, S1-13); second, it 
activates Cdh1 and Swi5 by degrading an inhibitor of Cdc14 (S1-13, S1-15, S1-31, S1-32, 
S1-33). Cdh1, which was inactivated by Cln1,2 through phosphorylation (S1-10, S1-11), 
conducts Clb1,2 to the APC for ubiquitination (S1-12,S1-13). Swi5 is the transcription 
factor of SIC1 (S1-34), but in the presence of Clb1,2, it is prevented from entering the 
nucleus (S1-20). Once Swi5 is in the nucleus, it can increase the amount of Sic1 and thus 
help to drive the cell to return to the G1 phase. However, Swi5 will not remain for a long 
time since once it enters the nucleus, it will be destroyed (S1-34). In the simplified 
network, we combine the three nodes Cdc20, Pds1 and Cdc14 into one node. 
Besides the cell-size control, there are several other checkpoint mechanisms in the 
cell-cycle process, such as the intra-S-phase checkpoint and the DNA-replication and 
DNA-damage checkpoints to ensure the order of the cell-cycle events and to preserve 
genomic integrity (S1-35, S1-36, S1-37). The intra-S-phase checkpoint slows DNA 
replication in response to DNA damage. If replication forks stop in response to intra-S 
DNA damage, the firing of late origins is blocked by the activity of Mec1 and Rad53 
(S1-38, S1-39, S1-40, S1-41). The DNA-damage checkpoint communicates to the mitotic 
apparatus through Pds1 and Cdc5 by blocking the metaphase to anaphase (M-A) 
transition (S1-42, S1-43). Pds1 is an anaphase inhibitor, which is required for the DNA 
damage and spindle checkpoints (S1-44). The spindle assembly checkpoint blocks the 
metaphase-anaphase transition by inhibiting Cdc20/APC (S1-48). 
In the simplified cell-cycle network (Fig. 1B), we add a self-degradation action 
(yellow line) to the proteins that are not directly negatively regulated by other proteins in 
the network to simulate their finite life times. This is a simplification for the actual 
degradation processes. For example, Cln1,2 and Cln3 are degraded by a complex SCF 
associated with Grr1 (S1-45, S1-46, S1-47), Mcm1/SFF is inactivated when one of its 
subunit Ndd1 is degraded and the complex is dephosphorylated, and Cdc20 is destructed 
by APC-dependent proteolysis machinery (S1-21). 
 
S1-1. Mendenhall, M. D. & Hodge A. E. (1998) Microbiol. Mol. Biol. Rev. 62, 1191-1243. 
S1-2. Cross, F. R., Archambault, V., Miller, M. & Klovstad, M. (2002) Mol. Biol. Cell 13, 
52-70. 
S1-3. Chen, K. C., Csikasz-Nagy, A., Gyorffy, B., Val, J., Novak, B. & Tyson, J. J. (2000) Mol. 
Biol. Cell 11, 369-391. 
S1-4. Cross, F. R. & Tinkelenberg, A.H. (1991) Cell 65, 875-885. 
S1-5. Koch, C., Moll, T., Neuberg, M., Ahorn, H., & Nasmyth, K. (1993) Science 261, 
18 
1551-1557. 
S1-6. Nasmyth, K. & Dirick, L. (1991) Cell 66, 995-1013. 
S1-7. Nasmyth, K. (1993) Curr. Opin. Cell Biol. 5, 166-179. 
S1-8. Peter, M. & Herskowitz, I. (1994) Cell 79, 181-184. 
S1-9. Verma, R., Annan, R. S., Huddleston, M. J., Carr, S. A., Reynard, G. & Deshaies, R. J. 
(1997) Science 278, 455-460. 
S1-10. Zachariae, W., Schwab, M., Nasmyth, K. & Seufert, W. (1998) Science 282, 1721-1724. 
S1-11. Jaspersen, S. L., Charles, J. F. & Morgan, D. O. (1999) Curr. Biol. 11, 227-236. 
S1-12. Schwab, M., Lutum, A. S. & Seufert, W. (1997) Cell 90, 683-693. 
S1-13. Visintin, R., Prinz, S. & Amon, A. (1997) Science 278, 460-463. 
S1-14. Schwob, E. & Nasmyth, K. (1993) Genes Dev. 7, 1160-1175. 
S1-15. Shirayama, M., Toth, A., Galova, M. & Nasmyth, K. (1999) Nature 402, 203-207. 
S1-16. Weinert, T. (1998) Cell. 94, 555-558. 
S1-17. Amon, A., Tyers, M., Futcher, B. & Nasmyth, K. (1993) Cell 74, 993-1007. 
S1-18. Maher, M., Cong, F., Kindelberger, D., Nasmyth, K. & Dalton, S. (1995) Mol. Cell. Biol. 
15, 3129-3137. 
S1-19. Jorgensen, P. & Tyers, M. (2000) Genome Biol. 1(3), 1022.1-1022.4. 
S1-20. Nasmyth, K., Adolf, G., Lydall, D. & Seddon, A. (1990) Cell 62, 631-647. 
S1-21. Prinz, S., Hwang, E. S., Visintin, R. & Amon, A. (1998) Curr. Biol. 8, 750-760. 
S1-22. Loy, C. J., Lydall, D. & Surana, U. (1999) Mol. Cell. Biol. 19, 3312-3327. 
S1-23. Koranda, M., Schleiffer, A., Endler, L. & Ammerer, G. (2000) Nature 406, 94-98. 
S1-24. Simon, I., Barnett, J., Hannett, N., Harbison, C. T., Rinaldi, N. J., Volkert, T. L., Wyrick, J. 
J., Zeitlinger, J., Gifford, D. K., Jaakkola, T. S. & Young, R. A. (2001) Cell 106, 697-708. 
S1-25. Koch, C. & Nasmyth, K. (1994) Curr. Opin. Cell Biol. 6, 451-459. 
S1-26. Surana, U., Robitsch, H., Price, C., Schuster, T., Fitch, I., Futcher, A. B & Nasmyth, K. 
(1991) Cell 65, 145-161. 
S1-27. Morgan, D. O. (1999) Nature Cell Biol. 1, E47-E53. 
S1-28. Hwang, L. H., Lau, L. F., Smith, D. L., Mistrot, C. A., Hardwick, K. G., Hwang, E. S., 
Amon, A & Murray, A. W. (1998) Science 279, 1041-1044. 
S1-29. Kotani, S., Tugendreich, S., Fujii. M., Jorgensen, P. M., Watanabe, N., Hoog, C., Hieter, P. 
& Todokoro K. (1998) Mol. Cell 1, 371-380. 
S1-30. Lee, T. I., Rinaldi, N. J., Robert, F., Odom, D. T., Bar-Joseph, Z., Gerber, G. K., Hannett, 
N. M., Harbison, C. T., Thompson, C. M., Simon, I., et al. (2002) Science 298, 799-804. 
S1-31. Lim, H. H., Goh, P.-Y. & Surana, U. (1998) Curr. Biol. 8, 231-234. 
S1-32. Shirayama, M., Zachariae, W., Ciosk, R. & Nasmyth, K. (1998) EMBO J. 17, 1336-1349. 
S1-33. Visintin, R., Craig, K., Hwang, E. S., Prinz, S., Tyers, M. & Amon, A. (1998) Mol. Cell. 2, 
709-718. 
S1-34. Knapp, D., Bhoite, L., Stillman, D. J. & Nasmyth, K. (1996) Mol. Cell. Biol. 16, 
5701-5707. 
S1-35. Murakami, H. & Nurse P. (2000) Biochem. J. 349, 1-12. 
S1-36.  Rhind, N. & Russell, P. (2000) J. Cell Sci. 113, 3889-3896. 
19 
S1-37.  Hartwell, L. H. & Weinert, T. A. (1989) Science 246, 629-634. 
S1-38. Santocanale, C. & Diffley, F. X. (1998) Nature 395, 615-618. 
S1-39. Shirahige, K., Hori, Y., Shiraishi, K., Yamashita, M., Takahashi, K., Obuse, C., Tsurimoto, 
T. & Yoshikawa H. (1998) Nature 395, 618-621. 
S1-40.  Pellicioli, A., Lucca, C., Liberi, G., Marini, F., Lopes, M., Plevani, P., Romano, A., Di 
Fiore, P. P. & Foiani, M. (1999) EMBO J. 18, 6561-6572. 
S1-41.  Lopes, M., Cotta-Ramusino, C., Pellicioli, A., Liberi, G., Plevani, P., Muzi-Falconi, M., 
Newlon, C. S. & Foiani, M. (2001) Nature 412, 557-61. 
S1-42.  Wang, H., Liu, D., Wang, Y., Qin, J., Elledge, S. J. (2001) Genes Dev. 15, 1361-1372. 
S1-43. Ciosk, R., Zachariae, W., Michaelis, C., Shevchenko, A., Mann, M. & Nasmyth. K. (1998) 
Cell 93,1067-1076.  
S1-44. Yamamoto, A., Guacci, V. & Koshland, D. (1996) J. Cell. Biol. 133, 99-110. 
S1-45. Barral, Y., Jentsch, S. & Mann, C. (1995) Genes Dev. 9, 399-409. 
S1-46. Li, F. N. & Johnston, M. (1997) EMBO J. 16, 5629-38. 
S1-47. Skowyra, D., Craig, K. L., Tyers, M., Elledge, S. J. & Harper, J. W. (1997) Cell 91, 
209-19. 
S1-48. Hoyt, M.A. (2001) J. Cell Biol. 154, 909-912.  
S1-49. Wasch, R. & Cross, F.R. (2002) Nature 418, 556-562.  
S1-50. Rudner, A.D. & Murray, A.W. (2000) J. Cell Biol. 149, 1377-1390. 
 
 
 
20 
 
STARTING 
NODE 
ENDING 
NODE 
DESCRIPTION REFERENCE 
Cell Size Cln3 
The nuclear concentration of Cln3 is proportional to 
cell mass. When the cell is large enough, Cln3 is 
“activated”. 
S1-1, S1-2 
Cln3 SBF 
When the level of Cln3/Cdc28 complex is larger than a 
certain threshold, it triggers G1/S transcription by 
activating SBF (Swi4 and Swi6). 
S1-1,S1-4 
Cln3 MBF 
Cln3/Cdc28 complex activates MBF (Mbp1 and Swi6) 
by the similar mechanism to SBF. 
S1-5 
SBF Cln1,2 SBF is the transcription factor of CLN1,2. S1-6 
MBF Clb5,6 MBF is the transcription factor of CLB5,6. S1-5 
Cln1,2 Sic1 
Cln1,2/Cdc28 complex phosphorylates Sic1 for its 
degradation. 
S1-7 
Cln1,2 Cdh1 Cln1,2/Cdc28 complex inactivates Cdh1. S1-13 
Sic1 Clb5,6 
Sic1 binds to Clb5,6/Cdc28 to inactivate the complex’s 
function. 
S1-8 
Clb5,6 Sic1 Clb5,6 phosphorylate Sic1. S1-15 
Clb5,6 
DNA 
Replication 
Clb5,6 initiate DNA replication. S1-14 
Inter-S 
Checkpoint 
DNA 
Replication 
The DNA replication checkpoint in S phase. 
S1-36, 
S1-38~41, 
Clb5,6 Cdh1 Clb5,6 phosphorylate Cdh1 and cause it to be inactive. S1-15 
DNA 
Replication 
Clb1,2 
The transcription of Clb1,2 partly depends on an active 
mitotic kinase which is related to completion of correct 
DNA replication. 
S1-21 
DNA 
Replication 
Mcm1/SFF 
The binding of Ndd1, which happens in G2/M, is a key 
process to activate the complex. 
S1-19, S1-23 
Clb1,2 Mcm1/SFF Clb1,2 phosphorylate the complex. S1-19 
Clb1,2 Sic1 Clb1,2 phosphorylate Sic1. S1-1 
Clb1,2 SBF Clb1,2/Cdc28 inactivate SBF. S1-17 
Clb1,2 MBF 
MBF is inactivated by some unknown proteins rather 
than Clb1,2, but since MBF and SBF turn off at similar 
time in cell cycle under most conditions, we add a red 
line from Clb1,2 to MBF to represent this logic 
relation. 
S1-17, S1-25 
Sic1 Clb1,2 Clb1,2/Cdc28 are inactivated by the binding of Sic1. S1-8 
Mcm1/SFF Clb1,2 Mcm1/SFF is the transcription factor of CLB1,2. S1-17, S1-18 
21 
Mcm1/SFF Cdc20 
The transcription control of CDC20 depends on 
Mcm1/SFF to some extent. 
S1-30 
Cdc20 Clb5,6 Cdc20 presents Clb5,6 to the APC for ubiquitination. S1-12, S1-13 
Clb1,2 Swi5 
Clb1,2 phosphorylate Swi5 to prevent its entry to the 
nucleus. 
S1-20 
Cdc20 Pds1 
Cdc20 targets Pds1 for destruction to promote 
separation of sister chromatids. 
S1-15 
DNA Damage 
Checkpoint 
Pds1 Pds1 is phosphorylated in response to DNA damage. S1-42, S1-43 
Pds1 Cdc14 
When Pds1 is present, Cdc14 is bound to nucleolar 
RENT complex. 
S1-15 
Cdc14 Sic1 Cdc14 can dephosphorylate and activate Sic1. S1-15 
Cdc14 Cdh1 Cdc14 can dephosphorylate and activate Cdh1. S1-15 
Cdc14 Swi5 Cdc14 dephosphorylates Swi5. S1-33 
Cdh1 Clb1,2 Cdh1 controls degradation of Clb1,2. S1-12 
Swi5 Sic1 Swi5 is the transcription factor of SIC1. S1-34 
Mcm1/SFF Swi5 Mcm1/SFF is the transcription factor of SWI5. S1-20 
Clb1,2 Cdc20 Clb2 activates APC via phosphorylation S1-50 
Cdc20 Clb1,2 Cdc20/APC degrades Clb1,2 S1-49 
Spindle 
checkpoint 
Cdc20 The spindle assembly checkpoint inhibits Cdc20/APC S1-48 
Clb1,2 Cdh1 Clb1,2 inactivate Cdh1 by phosphorylation S1-10 
 
Table S-1. References to each interaction in Fig. 1A. 
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Fig. S-1. The histogram of the relative changes of the size of the basins of attraction for the 
biggest fixed point with respect to network perturbations, with ag=1, ar=-10, and td=4. (A) 34 line 
deletions; (B) 174 line additions; (C) 29 red-green switchings; and (D) the average of A-C. 1000 
random networks were used to generate statistics.
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Fig. S-2. The trajectories to the G1 fixed point for the full cell-cycle network (Fig. 1), but with 
only one checkpoint: cell size, and with ag=1, ar=-1, and td=1. Out of all 214=16384 initial states, 
14884 of them (90.8%) flow to the G1 fixed point. For clarity, leaf nodes (nodes without 
incoming traffic) are omitted from the graph. 
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