MEM and SEM in the GME framework: Statistical Modelling of Perception and Satisfaction used to obtain multiple indicators that are discrete variables; then, these variables are averaged to compute composite indicators, that are estimates of the underlying latent variables.
In this paper we presents a short review of the original method recently developed with the Generalized Maximum Entropy (GME) estimator for the simple linear Measurement Error Model (MEM) and the Structural Equation Model (SEM). These two models often concern subjective or psychological variables (the composite indicators) and represent relations between many latent variables. As well as to obtain an estimate of the parameters of these models considering the measurement errors (reliabilities) of the composite indicators, the GME approach can adjust them, allows to obtain estimates with higher correlation with the related latent variables. Hovewer, unresolved drawback of this approach are the computational complexities for models with many parameters and errors, and its scalability for big data sets. This paper is organised as follows. In paragraph 2, the GME estimation approach for the simple linear regression model is described. In paragraph 3 the GME estimation approach for the MEM with one composite indicator as explanatory variable is presented, together with a simulation and an example of economic perception from the Eurobarometer Survey. In paragraph 4 the GME estimator for the SEM with many composite indicators for many latent variable is explained, together with a simulation and an example in the case of job satisfaction from a survey on the workers of the Italian Social Cooperatives. Conclusions are given in paragraph 5.
Introducing the Generalized Maximum Entropy (GME) Estimator
The GME estimator was proposed by Golan et al. (1996) to estimate parameters in cases of ill-posed problems (e.g., short and fat matrices, multi-collinearity, etc) or when some prior-knowledge on the parameters are known. The formalization of the GME approach could be made by considering the following simple regression model for the i th unit of a sample with n observations:
The idea underlying the GME estimator consists to rewrite the regression coefficients α and β as expected values of two random variables Z α and Z β :
where z α k and z β k are the supports, symmetric around zero, while p α k and p β k are the probabilities associated (usually 2 ≤ K ≤ 7). The error terms i can also be written in the same way, considering the random variables Z i :
where z ih are the supports, symmetric around zero, while p ih are the probabilities associated (usually 2 ≤ H ≤ 7). The choice of the z α k , z β k and z ih have an important role in the probability estimation procedure. These vectors could be shaped starting from particular prior information or rather could be chosen ad-hoc: for example, by considering z ih , the choice could be the adoption of the three-sigma-rule (Pukelsheim (1994) ). For the details, see the next paragraph.
The GME method, therefore, allows to estimate the regression coefficients and the error terms, by recovering the probability distribution of a discrete random variables set. The parameter estimates are obtained by the maximization of the following Shannon's entropy function (Shannon et al. (1949) ):
subject to the consistency constraints that represent the re-parametrization of the regression model (1):
and the following normalization constraints:
The main advantages of using GME estimation method are its desirable properties, which can be briefly summarized in the following points (Golan et al. (1996); Golan (2008) ):
• The GME approach uses all the data points and does not require restrictive moments or distributional error assumptions;
• Thus, unlike other estimators, the GME is robust for a general class of error distributions;
• The GME estimator may be used when the sample is small, where there are many covariates, and when the covariates are highly correlated;
• Moreover, using the GME method, it is easy to impose nonlinear and inequality constraints.
Therefore the GME works well in case of ill-behaved data, where the estimators, like for instance the Maximum Likelihood Estimation, cannot proceed. However, some drawbacks can be considered: in particular, the GME estimator is cumbersome with many parameters and errors and it's not very suitable for big data problems.
3 The GME estimator for the Measurement Error Model (MEM)
The measurement error that is present in subjective or psychological variables is one of the most frequent (sometimes ignored) problems in statistical analyses. Let consider the following linear deterministic structural relationship:
where η and ξ are two latent random variables and α and β are unknown structural parameters. To estimate these parameters it is possible to use multiple indicators, i.e. observe the realization of 1 + J random variables, with additive errors and δ j respectively, that are uncorrelated between them and with the latent variable ξ:
These 1 + J reflective relations are represented in the figure 1. In the simpler case, the latent variable ξ can be estimated with the average of X s as follow:
From the equation (3) on the right and the average (4), we can write:
Considering the i th unit of a sample with n observations and by replacing the equations (2) and (5) in the equation (3) on the left, we can obtain the following specification of the MEM:
A standard solution to the parameter estimation problem is the Ordinary Least Square Adjusted for attenuation (OLSA) estimator (Fuller (1987) ):
whereκ ξ is the estimated reliability index, defined as follow: withr x the average correlation of X s. The GME estimator is outlined by the reformulation of the intercept and slope coefficients and the two error terms in form of expected values of the discrete random variables Z α , Z β , Z δ , Z i :
The idea underling the GME method is to estimate the unknown parameters and the error terms, by maximizing the following Shannon's entropy function:
p ih ln p ih subject to the consistency constraints, which are represented by the re-written model in equation (6), and adding up the normalization constraints. Note that, with the MEM-GME approach we obtain an error estimateδ GM E , and therefore the estimatê ξ GM E =ξ −δ GM E of the latent variable ξ.
3.1 A simulation for the MEM-GME estimator in the case of four optimal discrete variables
Since the analysis of the perception or satisfaction are usually made by using questionnaire based on Likert-scale, in this section we compare the performance of the estimator based on the GME, contrasted with OLSA, using different levels of reliability for the composite indicator used as explanatory variable. The method we have used to construct homogeneous data with a one-dimensional latent trait underlying J discrete variables is based on the discretization of J continuous variables following a multivariate standard normal distribution with equal correlations. The approach followed for the discretization procedure is called optimal discrete probability distribution, which resembles the original Normal distribution, and it is indicated with the letter O. Following Carpita and Manisera (2012), we chose k = 5 for each discrete variable with corresponding probabilities (0.11; 0.24; 0.30; 0.24; 0.11). The latent probability distribution and the discrete variable optimal O are represented in the figure 2. To compare the performance of GME and OLSA estimators for the model (2)- (3), we fixed the structural parameters to α = 0 and β = 0.5, J=4, n=30, σ 2 =0.2 and κ ξ = (0.7, 0.8, 0.9). Considering the summary in table 1 (bootstrap estimates, standard errors -SE and root mean square errors -RMSE of the estimators of β), the simulation shows that, on the contrary to the classic OLS estimator which has a bias very high (between 22% and 40%, increasing with the measurement error), the bias of the GME estimator is Table 2 : Simulation results (average of 2,000 replications) for the correlation ofξ GM E andξ with ξ (MEM: α = 0, β = 0.5, J=4, n = 30, σ 2 =0.2) relatively low and constant (about 5%) similar to the OLSA estimator. The RMSE of the estimators GME and OLSA are practically the same. Table 2 shows that the estimatedξ GM E is more correlated with the latent variable ξ with respect to the simple averageξ. Because the GME correction, the value of the correlation coefficient increases from 2.4% (with an error of rate of 10%) to 12.7% (with a measurement error of 30%).
An application for the MEM-GME estimator in the case of the Eurobarometer perception
The empirical evidence proposed in this section concerns the study of the public opinion in the European Union on four socio-economic aspects and how these perceptions could be related to the future Gross Domestic Product. The data refers to 27 European Union (EU) Countries on four socio-economic questions (the X s of the survey Eurobarometer Standard (2012)), and sample of Gross domestic product per capita for the year 2013 (the Y provided by European Commission (2013)). The respondents judge the current situation in each of his/her Country, for the following aspects:
• X 1 -The situation of the (NATIONALITY) economy
• X 2 -The situation of the European economy
• X 3 -The situation of the economy in the world
The response scale is: 1=very bad, 2=rather bad, 3=rather good, 4=very good, so that, for each of 27 Countries, there is a frequency distribution on four categories. To obtain four optimal discrete variables as in figure 2, for each variable X we sorted the country means, and discretized them on 1-5 points using the absolute frequency bins (3; 6; 9; 6; 3) that close resemble the optimal relative frequencies (0.11; 0.24; 0.30; 0.24; 0.11). Finally, with these four indicators we have compute the composite indicator (4). Figure 3 sums up the estimation results, obtained after the standardization of the dependent and indipendent variable of the MEM. In the first part is reported the correlation matrix of the X s variables and also the correlation with the Gross Domestic Product. The mean of the correlation is 0.654 with a corresponding Cronbach's Alfa equal to 0.777, so that the measurement error is 22.3%. The regression coefficient β and the standard errors are obtained via bootstrap with 2000 replications and samples size equal to 27. The regression coefficients estimated with the two methods show there is no difference between the GME and OLSA, but in terms of standard errors, GME has smaller standard error. OLS and GME regression lines are reported in the figure respectively in black and in grey colors.
The GME estimator for the Structural Equation Model
(SEM)
The SEM can be seen as a generalization of the MEM by obtaining a more complex system of relation among the variables and relative measurement errors. The SEM consists of two main parts (Bollen (1998) ):
The first part is the Structural Model and represents the linear relationships among the latent variables, where η is the vector of the m endogenous latent variables, ξ is the vector of the n exogenous latent variables, x and y, are respectively the vectors of the q and p manifest exogenous and endogenous variables; the coefficient matrices B and Γ contain the path coefficients respectively of the effects of the endogenous on the endogenous variables and the effects of exogenous on the endogenous variables. The second part is the Measurement Model and represents the relationships between the manifest and latent variables, endogenous and exogenous; the coefficient matrices Λ y and Λ x measure the causal relationships of the manifest from the latent variables, both endogenous and exogenous, respectively. The vectors τ , and δ are the structural and measurement error vectors. As showed for the MEM, the GME estimator is defined by the re-parameterization of the unknown parameters and the disturbance terms as a convex combination of expected values of discrete random variables as follow (Ciavolino and Al-Nasser (2009) ):
The parameters and the error terms estimation is obtained by the maximization of the following entropy function:
where p = [p B , p Γ , p Λy , p Λx ] and p e = [p τ , p , p δ ] are vectors containing the vec operations of the coefficients and error terms matrices. The maximization is subjected to the consistency constraint, obtained as unique SEM function:
Adding up normalization constraints which guarantee the sum of each coefficient and the error terms probability vector equal to 1. A problem for the GME estimation is to define the support point of the SEM errors.
A simulation for the SEM-GME estimator in the case of five latent variables
Several simulation studies have been conducted to evaluate the performance of the GME estimator for SEM, on different experimental conditions (Ciavolino and Al-Nasser (2009)), or as extension to the spatio-temporal case (Papalia and Ciavolino (2011) ), for the simultaneous equation model (Ciavolino and Dahlgaard (2009) ) and for fuzzy measures models (Ciavolino and Calcagnì (2013) ). The simulation reported in this section is presented in detail on (Ciavolino and Al-Nasser (2009) ) and the structural model is defined by the path diagram of Figure 4 , where there are three endogenous variables (Perceived Value, Customer Satisfaction and Loyalty), only two exogenous variables (Hardware and Software) and the relationships among the latent variables are shown with arrows. The simulation study is conducted under the following assumptions:
1. Generate 500 random samples each of size 10, 20 and 40 from the given model;
2. For the random variable X ∼ N (2, 2), and Y is computed based on re-formulation Equation (7); 3. The error terms are generated from symmetric distributions, τ ∼ N (0, 1); δ ∼ U (0, 1) and ∼ Beta(6, 6), the observed values are then scaled such that the error terms have expectation value zero. The parameters are initialised as follow: β 1 = 0.8; β 2 = 0.7, γ 1 = 0.35, γ 2 = 0.25, γ 3 = 0.6, γ 4 = 0.45 λ y =all are set to 0.3 and λ x =all are set to 0.6; Table 3 : MSE comparisons between GME and PLS estimators
The results of the simulations are showed in the table 3, where the rows show the MSE of the estimated coefficients and the columns the sample sizes, with the GME and the Partial Least Squares (PLS). The Monte Carlo results are obtained under the above assumptions by the generation of 500 random samples each of size 10, 20 and 40. For this case. Based on the simulation assumptions, the results indicate that the GME outperforms the PLS in estimating the parameters of the given model, with small sample size (n = 10) for all parameters estimated. Improvements with PLS appear with some coefficients for moderate (n = 20) or large sample sizes (n = 40). In general, the GME method has better performance than the PLS in terms of MSE.
4.2 An application for the SEM-GME estimator in the case of the job satisfaction
The job satisfaction is the degree to which workers like their work, and its importance in socio-economic sciences has been recognized, as high levels of it are related to well-being, extra work effort and performance (Spector (1997); Taylor (2006); Millán et al. (2013) ). Using data from a survey on the Italian Social Cooperatives carried out on about 4,000 workers over more than 300 social cooperatives (known as ICSI 2007 ; Carpita and Golia (2012)), we have study with the SEM-GME approach the links between two dimension of the job satisfaction (intrinsic and extrinsic) with others work quality latent factors as fairness (distributive and procedural) and motivation, that together constitute the psychological contract signed between employees and their organization (Borzaga and Depedri (2005) ; Borzaga and Tortia (2006) ). For the estimation of the parameters of this complex model with items, we have adopting a two steps procedure (Oberski and Satorra (2013) ):
1. In the first step a reliability study is conduct to obtain multidimensional measures of the subjective quality of work, starting with Nonlinear Principal Component Analysis and then using the Rating Scale Model (NPCA-RSM; Carpita and Vezzoli (2012) ).
2. In the second step a substantive research is develop for the SEM with 9 composite indicators, considering their reliabilities via the GME estimator (Ciavolino et al. (2012) ). Figure 5 shows the ICSI 2007 Model with the estimates and standard errors of the path coefficients obtained using the SEM-GME approach with a random sample of n = 360 workers: fairness (in particular procedural fairness) has the most significant effect on both the dimensions of the job satisfaction considered, whereas motivations are not so important, especially for intrinsic job satisfaction (see Ciavolino et al. (2012) for other details).
Also in this application, to define the supports for the error terms we adopt the threesigma-rule of Pukelsheim (1994) . In particular, we use the estimate the variances of the measurement errors and δ obtained in the first step of the procedure from the reliability indices of the 9 composite indicators: table 4 shows that the estimates of these variances in the two analyses are not so different, but generally with the SEM-GME we have lower estimates of those with the NPCA-RSM.
In this study we appreciate the flexibility and more thoughtful analysis offered by the combined use of two different statistical approaches as NPCA-RSM and SEM-GME. 
Epilogue
In this paper we have presented a synthesis of some simulation and application results about our methodological proposal, recently developed with the Generalized Maximum Entropy (GME) estimator for the simple linear Measurement Error Model (MEM) and the Structural Equation Model (SEM). In socio-economic research, these two models represent relations between latent variables and make often use of composite indicators, obtained from subjective or psychological (discrete) data sets. The simulation point out that the GME estimator: (1) for the MEM performs as well as the standard OLSA estimator with relatively small samples and allows a more accurate estimate of the latent variable of interest; (2) for the SEM has some advantages with respect to Partial Least Squares (PLS) estimator with small samples.
The two applications (one with economic perception data from the Eurobarometer survey, and one with job satisfaction data from the ICSI 2007 survey) confirm the simulation results: (1) the GME estimator for MEM and relatively small dataset has a lower RMSE of the OLSA estimator; (2) the GME estimator for SEM with complex structure allows to separate the preliminary reliability analysis of the composite indicators from more substantive research.
As any other estimator, also the GME estimator has some drawbacks. In particular, computational problems arise with big data sets, and for models with many parameters and errors. Our actual research on the GME estimator, as well as to extend the simulation scenario, is facing with these important application issues.
