Another interesting result that may be viewed as a generalized Ulm theorem for valued vector spaces is due to R. Brown (cf. [BR]):
A valued vector space of countable dimension is determined up to isomorphism by its skeleton.
In his applications, Brown shows that his theorem holds for ordered vector spaces over Q (i.e. divisible ordered abelian groups) as well. In the same spirit, we have a theorem due to J. Erdds (cf. [E] ):
A countable dimensional ordered R-vector space is determined up to isomorphism by its rank. The above mentioned theorems of Barwise -Eklof, Brown, Erdds and Hill are but a few instances of several scattered results which can be explained in a broader context. Each of them features some aspect of the general theory behind. The goal of this paper is to develop this theory systematically, and to prove a general classification theorem for valued vector spaces, which covers those results. Here we mean classification up to infinitary equivalence, rather than up to isomorphism. This is the appropriate setting: we have seen above, for example, that the Ulm invariants classify any p-group up to infinitary equivalence, whereas they classify only the totally projective ones up to isomorphism. The invariants we use for this classification are the skeletons. Actually, we do not need to fix the skeleton; we show a stronger result (cf. Theorem 3.1):
Let two valued vector spaces, both correct extensions of a common subspace, be given. Then they are infinitarily equivalent over that common subspace if and only if their skeletons are infinitarily equivalent over the skeleton of the common subspace.
Some explanation is required at this point. Of course, the theorem does not make sense unless we express valued vector spaces and their skeletons as structures in a first order language. This is done in Section 2, followed by several technical lemmas needed in the proofs of the main results. We work in a many sorted language, and one of the sorts is for the base field (which allows us to compare vector spaces over different base fields). If the extension we are considering is a a fixed field extension (i.e. the base field remains the same), then the extension is correct if and only if the subspace is nice. This brings us back to Hill's theorem, which illustrates the importance of considering equivalence over subspaces. It then appears that the natural extension of Hill's requirement about the relative Ulm invariants is just requiring isomorphism of the skeletons over the common subskeleton. But if the base field is not fixed in the extension, then niceness is not the right condition anymore. We then have to require correctness, and indeed the very reasonable algebraic properties of correct extensions (as developed in [K-K]) allow us to prove our Main Lemma, which is an embedding lemma.
The typical model we consider is a valued vector space, together with its skeleton. The reason for this choice is technical: it allows us to extend our results to valued vector spaces, endowed with extra predicates (cf. Section 4). It is mainly in view of applications to ordered vector spaces that we follow this course. In this way, we can prove Brown's theorem for ordered vector spaces over any ordered field, and recover Erdds' theorem. Another fruitful application to ordered fields was given in [K1]. There a criterion was derived for the infinitary equivalence of the ordered additive group of the field to its ordered multiplicative group of positive elements, yielding criteria for such a field to be exponential in the countable case. Note that all those axioms except "v is surjective", and "n is surjective" are universal, so preserved for substructures.
Let L v denote the language of valued vector spaces (as a sublanguage of L vs) and Tv the theory of valued vector spaces (obtained by forgetting the axioms concerning the components and the coefficient maps). Similarly let Ls and Ts denote the language of skeletons and the theory of skeletons respectively (obtained from L vs in the obvious way).
We denote the models of Tvs, Tv and Ts by the symbols XW, M, and M respectively. (2) Fix an arbitrary field K0. Consider on the one hand the class of Ko-valued vector spaces, and on the other hand the class of models of Tv for which K = K0. Then there is a bijective correspondence between those two classes. Moreover, every isomorphism of valued Ko-vector spaces determines an isomorphism over K0 of the corresponding models of Tv (more precisely, it determines an isomorphism fixing the common substructure generated by the set of parameters Ko), and viceversa. Similarly, we have a bijective correspondence between the class of skeletons of valued Ko-vector spaces on the one hand, and that of models of Ts for which K = K0, and every isomorphism of skeletons determines an isomorphism over Ko of the corresponding models of Ts. Let Ko be a subfield of K. If V is a K-vector space, then V is in a canonical manner a K0-vector space. We write K V and K0 V to distinguish these two structures. We say that Ko Vo C K V is an extension if Ko Vo is a KO-subspace of K0 V, and that K V is finitely generated over K0 Vo if K is finitely generated over Ko as a field and V is finitely generated over K ( Vo) as a vector space. The following lemma is straightforward. infinitely generated over B(,) (Bo (y)) as a vector space.
It then follows easily that for X and /do models of Tvs with /do C Xd, we have XI is finitely generated over /do if and only if K V is finitely generated over Ko VO.
Lemma 2.3 says that the larger skeleton is finitely generated over the smaller one if for all but finitely many values, the larger components are just the smaller ones "blown up" to the larger field. Moreover, at the finitely many exceptional values, we allow only a finite set of generators. The lemma does not tell us that if an extension of Tv models is finitely generated, then the same holds for the corresponding skeleton extension. In fact, this will not be true in general. So we need a further assumption. Let V be a valued K-vector space. Recall that . c V is K-valuation independent if 0 V . and 
It is easy to see that (1) implies (2) and (3), even without the assumption that V(fi) is a correct extension of V (,i0). Indeed take F: X1
/W2 over Xo and set K;' V{' finitely generated over Kv, Va, and such that K" V{' C Ki V1 is a correct extension. Let x/' be the submodel generated by K1l U V', then //'' is finitely generated over X1' and V(ldl) is a correct extension of V(l1'). Moreover, since V(l'l) is a correct extension of V(Id'), then by Proposition 3.3, V("1') is a correct extension of V(Id'). So by Lemma 2.4, S(Id') is finitely generated over SG(I').
Let therefore a E E such that S (/'") c dom a and f C a. Identify now and f2 by f ' and call it X', and S (1') and S(/2') by f s and call it S(Ao'). Then a is an embedding of S(ff') in S(i2) over S(Ao). All hypothesis of Lemma 2.5 are realized, therefore we have an embedding f " of X/1' in /2 over X0 such that f s'=a. This means that we have an embedding f " of 1' in 02 extending f ' and such that f or.
It remains to verify that if f "(/Xl') = //', then V(/42) is a correct extension of V(ld,"). But 2//' being finitely generated over 2, we have that V9" is finitely generated over ', (V2J). Consequently, K) (VI") is finitely generated over K'(V2').
Since a finitely generated extension of a nice subspace is again nice (cf. [K2; Corollary 3.7]), it follows that [ ) (V2") is nice in K, V2.
So it remains to show that K" V2' is valuation disjoint from K2 in K, V2. Now K" VI' is valuation disjoint from K, in K V1. Equivalently, for every r e Dj Note that this corollary covers several known results. Indeed, setting VO = 0 in the second assertion yields that a countable dimensional valued vector space is determined up to isomorphism by its skeleton (cf. R. Brown [BR] ). In the context of p-groups, the second assertion yields an extension of Zippin's theorem due to P. Hill. Also setting again V0 = 0 in the first assertion yields a theorem due to Barwise and Eklof (cf. [BA; Theorem 10]).
We refer readers interested in applications of the theory of valued vector spaces to p-groups to L. Fuchs [F] . PROOF. It suffices to observe that in the ordered skeleton of an ordered IR-vector space, all IR-archimedean components are isomorphic to IR.
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