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The ability to collectively choose the best among a finite set of alternatives is a funda-
mental cognitive skill for robot swarms. In this paper, we propose a formal definition of 
the best-of-n problem and a taxonomy that details its possible variants. Based on this 
taxonomy, we analyze the swarm robotics literature focusing on the decision-making 
problem dealt with by the swarm. We find that, so far, the literature has primarily focused 
on certain variants of the best-of-n problem, while other variants have been the subject 
of only a few isolated studies. Additionally, we consider a second taxonomy about the 
design methodologies used to develop collective decision-making strategies. Based on 
this second taxonomy, we provide an in-depth survey of the literature that details the 
strategies proposed so far and discusses the advantages and disadvantages of current 
design methodologies.
Keywords: best-of-n problem, collective decision-making, consensus achievement, swarm robotics, 
self-organization
1. iNTRODUCTiON
Collective decision-making refers to the phenomenon whereby a collective of agents makes a choice 
in a way that, once made, it is no longer attributable to any of the individual agents. This phenomenon 
is widespread across natural and artificial systems and is studied in a number of different disciplines 
including psychology (Moscovici and Zavalloni, 1969; Hirokawa and Poole, 1996), biology (Camazine 
et al., 2001; Conradt and List, 2009; Couzin et al., 2011), and physics (Galam, 2008; Castellano et al., 
2009). For example, social insects such as honeybees and ants are able to collectively choose and 
commit to a single suitable nest site using collective and distributed information processing (Franks 
et al., 2002). In a similar way, schools of fish, flocks of birds, and wild baboons are able to move 
coherently in a common direction using only local interactions with their neighbors (Okubo, 1986; 
Sumpter, 2010; Kao et al., 2014; Strandburg-Peshkin et al., 2015). A different situation arises in the 
context of other social insect colonies, where workers are able to collectively allocate themselves to 
a variety of tasks, such as foraging, brood care, and nest construction, and to change their allocation 
as a function of the colony needs (Pinter-Wollman et al., 2013; Gordon, 2016; Jandt and Gordon, 
2016). The distinction between these two situations has been formalized in the context of swarm 
robotics by Brambilla et al. (2013) and organized in two categories: consensus achievement and task 
allocation (see Figure  1). The first category encompasses systems where agents aim at making a 
common decision on a certain matter (see Section 4 and Section 5), whereas the second category 
includes systems where agents allocate themselves to different tasks, with the objective to maximize 
FigURe 1 | Taxonomy of collective decision-making processes with the focus of this survey highlighted in blue (i.e., discrete consensus 
achievement).
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the performance of the collective (Gerkey and Matarić, 2004; Liu 
et al., 2007; Correll, 2008; Berman et al., 2009). Understanding 
and designing both types of collective decision-making systems 
is pivotal for the development of robot swarms (Brambilla et al., 
2013).
The field of swarm robotics aims at developing robotic systems 
that exhibit features similar to those that characterize natural self-
organized systems (Brambilla et  al., 2013; Dorigo et  al., 2014). 
In particular, it aims at developing systems that are scalable to 
different swarm sizes (i.e., the number of robots), robust to a 
broad range of environmental conditions (e.g., same application 
but different environments), tolerant to failures of individual 
components (i.e., the robots), and offer flexible solutions to dif-
ferent goals (i.e., application scenarios). To obtain these features, 
swarm robotics systems are characterized by robots interacting 
only locally, without access to global information, and without 
a leader to coordinate the work activities. Similar to natural 
systems, swarm robotics systems achieve a desired collective 
behavior through self-organization.
Recent review articles have highlighted the intrinsic empirical 
nature of swarm robotics as one of the primary challenges of 
this field (Brambilla et al., 2013; Hamann et al., 2016). This fact 
is exacerbated by the lack of a formal engineering process that 
allows the designer to develop individual behaviors and interac-
tion rules that generate a collective behavior with the desired 
characteristics. In our view, one important reason for this is the 
lack of agreement on the definition of what are the possible classes 
of problems for robot swarms and, consequently, we lack a formal 
understanding of each of these classes.
The goal of this article is to provide a contribution toward a 
formal understanding of swarm robotics problems. We focus on 
one specific class of problems, that is, on consensus achievement 
problems. This class of problems encompasses a wide set of appli-
cation scenarios faced by robot swarms: whether the swarm needs 
to select the shortest path to traverse, the most suitable morphol-
ogy to create, or the most favorable rendez-vous location, it first 
needs to address a consensus achievement problem (Christensen 
et al., 2007; Garnier et al., 2009; Montes de Oca et al., 2011). We 
further decompose this wide set of problems into two classes (cf. 
Figure 1), depending on the cardinality of the choices available 
to the swarm. When the possible choices of the swarm are finite 
and countable, we say that the consensus achievement problem 
is discrete. An example of a discrete problem is the selection 
of the shortest path connecting the entry of a maze to its exit 
(Szymanski et al., 2006). Alternatively, when the choices of the 
swarm are infinite and measurable, we say that the consensus 
achievement problem is continuous. For example, the selection of 
a common direction of motion by a swarm of agents flocking in 
a two- or three-dimensional space (Reynolds, 1987; Olfati-Saber 
et al., 2007) is a continuous problem.
In this article, we introduce the best-of-n problem, i.e., an 
abstraction capturing the structure and logic of discrete consen-
sus achievement problems that need to be solved in several swarm 
robotics scenarios. First, we provide a taxonomy of possible vari-
ants of the best-of-n problem, irrespective of the specific applica-
tion scenario and design solution. According to this taxonomy, 
we group together research studies in which the environment and 
the robot capabilities share common characteristics. In doing so, 
we identify which variants of the best-of-n problem have received 
less attention and thus require further research. Second, we pro-
vide a more in-depth review of the literature using an additional 
taxonomy that classifies research studies according to the design 
approach utilized to develop the collective decision-making strat-
egy. This second classification of the literature allows us to discuss 
for each different design approach the domain of application and 
the level of portability of the resulting strategies.
2. CONTeXT OF THe SURveY
Discrete consensus achievement problems similar to those 
faced by robot swarms have been studied in a number of dif-
ferent contexts. The community of artificial intelligence focused 
on decision-making approaches for cooperation in teams of 
agents and studied methods from the theory of decentralized 
partially observable Markov decision processes (Bernstein 
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et  al., 2002; Pynadath and Tambe, 2002). Discrete consensus 
achievement problems have been considered also in the context 
of the RoboCup soccer competition (Kitano et  al., 1997). In 
this scenario, robots in a team are provided with a predefined 
set of plays and are required to agree on which play to execute. 
Different decision-making approaches have been developed 
to tackle this problem including centralized (Bowling et  al., 
2004) and decentralized (Kok and Vlassis, 2003; Kok et  al., 
2003) play-selection strategies. Other approaches to consensus 
achievement over discrete problems have been developed in the 
context of sensor fusion to perform distributed object classifica-
tion (Kornienko et al., 2005a,b). These approaches, however, rely 
on sophisticated communication strategies and are suitable only 
for relatively small teams of agents. Finally, discrete consensus 
achievement problems are also studied by the community of 
statistical physics. Examples include models of collective 
motion in one-dimensional spaces (Czirók et al., 1999; Czirók 
and Vicsek, 2000; Yates et al., 2009) that describe the marching 
bands phenomenon of locust swarms (Buhl et al., 2006) as well 
as models of democratic voting and opinion dynamics (Galam, 
2008; Castellano et al., 2009).
Continuous consensus achievement problems have been 
mainly studied in the context of collective motion, that is, flocking 
(Camazine et al., 2001). Flocking is the phenomenon whereby a 
collective of agents moves cohesively in a common direction. The 
selection of a shared direction of motion represents the consensus 
achievement problem. In swarm robotics, flocking has been stud-
ied in the context of both autonomous ground robots (Nembrini 
et al., 2002; Spears et al., 2004; Turgut et al., 2008; Ferrante et al., 
2012, 2014) and unmanned aerial vehicles (Holland et al., 2005; 
Hauert et  al., 2011) with a focus on developing control and 
communication strategies suitable for minimal and unreliable 
hardware. Apart from flocking, the swarm robotics community 
focused on spatial aggregation scenarios, where robots are 
required to aggregate in the same region of a continuous space 
(Trianni et al., 2003; Soysal and Şahin, 2007; Garnier et al., 2008; 
Gauci et al., 2014; Güzel and Kayakökü, 2017). Outside the swarm 
robotics community, the phenomenon of flocking is also studied 
within statistical physics (Szabó et al., 2006; Vicsek and Zafeiris, 
2012) with the aim of defining a unifying theory of collective 
motion that equates several natural systems. A popular study is 
provided by the minimalist model of self-driven particles pro-
posed by Vicsek et al. (1995). The community of control theory 
has intensively studied the problem of consensus achievement 
(Mesbahi and Egerstedt, 2010) with the objective of deriving 
optimal control strategies and proves their stability. In addition to 
flocking and tracking (Savkin and Teimoori, 2010; Cao and Ren, 
2012), the consensus achievement problems studied in control 
theory include formation control (Ren et al., 2005), agreement on 
state variables (Hatano and Mesbahi, 2005), sensor fusion (Ren 
and Beard, 2008), as well as the selection of motion trajectories 
(Sartoretti et  al., 2014). Continuous consensus achievement 
problems have been also studied in the context of wireless sensor 
networks with the aim of developing algorithms for distributed 
estimation of signals (Schizas et  al., 2008a,b). More recently, 
continuous consensus achievement has been investigated using 
a network-theoretic perspective, which focuses on the signaling 
network emerging between interacting agents (Komareji and 
Bouffanais, 2013; Shang and Bouffanais, 2014).
3. THe BeST-OF-n PROBLeM
The best-of-n problem requires a swarm of robots to make a 
collective decision over which option, out of n available options, 
offers the best alternative to satisfy the current needs of the swarm. 
We use the term options to abstract domain-specific concepts 
that are related to particular application scenarios (e.g., foraging 
patches, aggregation areas, traveling paths). We refer to the dif-
ferent options of the best-of-n problem using natural numbers, 
1, …, n. Given a swarm of N robots, we say that the swarm has 
found a solution to a particular instance of the best-of-n problem 
as soon as it makes a collective decision for any option i ∈ {1, …, 
n}. A collective decision is represented by the establishment of a 
large majority M ≥ (1 − δ)N of robots that favor the same option 
i, where δ, 0 ≤ δ ≪ 0.5, represents a threshold set by the designer. 
The constraint δ ≪ 0.5 requires the opinions within the swarm 
to form a cohesive collective decision for a single option (i.e., the 
opinions are not spread over different options of the best-of-n 
problem). In the boundary case with δ = 0, we say that the swarm 
has reached a consensus decision, i.e., all robots of the swarm 
favor the same option i.
The best-of-n problem requires a swarm of robots to make a 
collective decision for the option i ∈ {1, …, n} that maximizes 
the resulting benefits for the collective and minimizes its costs. 
Each option i is characterized by a quality and by a cost that 
are function of one or more attributes of the target environ-
ment (Reid et  al., 2015). For example, when searching for a 
new nest site, honeybees instinctively favor candidate sites 
with a certain volume, exposure, and height from the ground 
(Camazine et al., 1999); however, their search is limited to sites 
within a certain distance from the current nest location. In this 
example, the volume, exposure, and height from the ground 
of a candidate site represent the option qualities, while the 
distance from the current nest location to the candidate site 
location represents the option cost.
Let ρi be the opinion quality associated with each option i ∈ 
{1, …, n}. Without loss of generality, we consider the quality of 
each option i to be normalized in the interval (0;1]. Option i is a 
maximum quality option if ρi = 1. We use the term option qual-
ity as an abstraction to represent the quality of domain-specific 
attributes of primary concern for the objective of the swarm. 
These attributes are defined by the designer for the specific appli-
cation scenario. Robots are programmed to actively measure and 
estimate their quality and to prefer options whose attributes have 
certain characteristics. For example, in a collective construction 
scenario, the focus of the swarm is often on the dimension of a 
candidate site for construction; differently, in a foraging scenario, 
the swarm usually focuses on the type, quality, or availability of 
food in a foraging patch. Once evaluated, the information carried 
by the option quality is used by the robots to directly influence or 
modulate the collective decision-making process in favor of the 
best option (Garnier et al., 2007a; Valentini et al., 2016b).
We define the option cost σi > 0 associated with each option 
i ∈ {1, …, n} as the cost in terms of the average time needed by 
FigURe 2 | Taxonomy of possible discrete consensus achievement scenarios corresponding to different variants of the best-of-n problem. 
The schema illustrates how different combinations of option quality and option cost define the best option of the best-of-n problem.
4
Valentini et al. The Best-of-n Problem in Robot Swarms
Frontiers in Robotics and AI | www.frontiersin.org March 2017 | Volume 4 | Article 9
a robot to obtain one sample of the quality ρi of option i. The 
option cost is a function of the characteristics of one or more 
attributes of the target environment. We will use the term option 
cost as an abstraction for the cost resulting from these domain-
specific features. These attributes depend on the target scenario, 
and robots are not required to perform measurements to evaluate 
them. Instead, this cost biases the collective decision-making 
process indirectly: the bias is induced by the environment and 
is not under the control of individual robots. For example, when 
foraging, certain species of ants find the shortest traveling path 
between a pair of locations as a result of pheromone trails being 
reinforced more often on the shortest path (Goss et  al., 1989). 
These ants do not measure the length of each path individually 
and do not lay more or less pheromone depending on the path 
they are on. However, the length of a path indirectly influences 
the amount of pheromone laid over the path by the ants. Note 
that other sources of cost such as the amount of energy consumed 
or the risk involved in exploring a certain option need to be 
considered as option cost only when they affect the time neces-
sary to explore a certain option while otherwise they need to be 
considered during the estimation of the option quality.
We classify instances of the best-of-n problem in five different 
categories depending on how the option quality and the option 
cost are configured in the application scenario and perceived by 
the robots (cf. Figure 2). In general, the best-of-n problem is either 
symmetric or asymmetric with respect to both the option quality 
and option cost. If all options have the same quality (respectively, 
cost), we say that the best-of-n problem is symmetric with respect 
to the option quality (option cost). If at least two options of dif-
ferent quality (cost) exist, we say that the best-of-n problem has 
asymmetric option qualities (costs). When both option qualities 
and option costs are symmetric, the options of the best-of-n 
problem are equivalent to each other and the objective of the 
swarm is to make a collective decision for any of them. This 
problem is known in the literature as the symmetry-breaking 
problem (de Vries and Biesmeijer, 2002; Hamann et  al., 2012). 
When the option qualities are symmetric but the option costs are 
not, the objective of the swarm is to make a collective decision 
for the option of minimum cost. In the opposite situation, i.e., 
asymmetric qualities but symmetric costs, the best option for the 
swarm corresponds to the option of maximum quality. Finally, 
when both option qualities and option costs are asymmetric, we 
further distinguish between two situations: in the first situation, 
the option qualities and the option costs are synergic and the 
best option has both maximum quality and minimum costs; in 
the second situation, they are antagonistic and the best option is 
characterized by a trade-off between quality and cost.
Finally, the option quality and the option cost can be either 
static or dynamic. This feature is particularly relevant to guide the 
choices of designers during the design of a collective decision-
making strategy. When the option quality is static, designers favor 
collective decision-making strategies that results in consensus 
decisions (Parker and Zhang, 2009; Montes de Oca et al., 2011; 
Scheidler et  al., 2016). Differently, when the option quality is 
dynamic, i.e., a function of time, designers favor strategies that 
result in a large majority of robots in the swarm favoring the same 
option without converging to consensus (Parker and Zhang, 2010; 
Arvin et al., 2014). In this case, the remaining minority of agents 
that are not aligned with the current collective decision keep 
exploring other options and possibly discover new ones, making 
FigURe 3 | The aggregation scenario in Francesca et al. (2014) 
consists of a dodecagonal arena of 4.91 m2 that contains a pair of 
circular aggregation spots of 0.35 m radius and 20 e-puck robots 
(Mondada et al., 2009). Panel (A) shows the initial distribution of robots in 
the arena; Panel (B) shows the robots aggregated over the chosen spot at 
the end of the experiment.
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the swarm adaptive to changes in the environment (Schmickl 
et al., 2009b). Additionally, a consensus decision corresponding 
to a large majority rather than unanimity allows swarm systems to 
swiftly react to perturbations as in the case of fish schools (Calovi 
et al., 2015).
4. PROBLeM-BASeD CLASSiFiCATiON
4.1. Symmetric Option Qualities and 
Costs: Symmetry Breaking
When the problem is symmetric with respect to both the option 
quality and option cost (i.e., there is no difference in the qual-
ity and there is no environmental bias toward any option), the 
best-of-n problem reduces to a symmetry-breaking problem. 
In this case, the objective of the swarm is to make a collective 
decision for any option of the best-of-n problem. The option 
that is ultimately favored by the swarm is usually selected 
arbitrarily as a result of the amplification of noise and random 
fluctuations.
Wessnitzer and Melhuish (2003) considered a prey-hunting 
scenario with moving preys. In this scenario, a swarm of robots 
needs to capture two preys (i.e., best-of-2 problem) that are 
moving in the environment and is required to choose which prey 
to hunt first. The two preys are equally valuable for the robots 
(i.e., their quality is symmetric) and are initially located at the 
same distance from the swarm (i.e., their cost is symmetric too). 
Although the distance of the preys is dynamic, the collective 
decision made by the swarm is based only on information about 
the initial preys’ position and therefore the cost of each option is 
constant in time.
Garnier et  al. (2007b) considered a double-bridge scenario, 
similar to the one designed by Goss et al. (1989) and Deneubourg 
and Goss (1989), to study the foraging behavior of ant colonies. 
In this foraging scenario, a nest is connected to a foraging site 
by a pair of paths. The two paths have symmetric option quality 
because they both connect the nest to the foraging site and allow 
the swarm to fulfill its objective (i.e., foraging). Additionally, 
being the two paths equal in length, they are also characterized 
by the same traversal time and their cost is symmetric too.
Garnier et  al. (2009) considered an aggregation scenario 
inspired by the collective selection of shelters by cockroaches 
(Amé et al., 2006; Halloy et al., 2007). In their application sce-
nario, robots of a swarm are presented with two shelters (i.e., a 
best-of-2 problem) and are required to select one shelter under 
which the swarm should aggregate. The two shelters, which cor-
respond to a pair of black-colored areas, are indistinguishable to 
the robots except for their size, which is varied by the authors 
between two different experimental setups. In the first scenario 
they considered, which is the only one of interest in this section, 
the two shelters have equal size and, therefore, are characterized 
by the same quality and by the same cost (see Section 4.4 for the 
description of the second scenario). The aggregation problem 
requires to break the symmetry between the two shelters of equal 
size. This aggregation scenario has also been investigated in more 
recent studies by Francesca et al. (2012, 2014) (see Figure 3) and 
by Brambilla et al. (2014).
Finally, Hamann et al. (2012) considered a binary aggregation 
scenario that is similar to the one proposed by Garnier et  al. 
(2009). The only difference is that, in the scenario of Hamann et al. 
(2012), the two aggregation spots are represented by projected 
light whose intensity determines the size of the aggregation spot 
rather than by colored areas as done in previous studies (Garnier 
et al., 2009; Francesca et al., 2012, 2014; Brambilla et al., 2014). 
In this symmetry-breaking scenario, both aggregation spots are 
characterized by the same level of brightness and therefore by the 
same option quality and by the same option cost.
4.2. Symmetric Option Qualities and 
Asymmetric Option Costs
When all options of the best-of-n problem have the same qual-
ity (i.e., symmetric option quality) but are subject to different 
environmental bias (i.e., asymmetric option cost), the best-of-n 
problem reduces to finding the option of minimum cost. This 
variant can be tackled using strategies that do not require robots 
to directly measure neither the quality nor the cost of each option.
Schmickl and Crailsheim (2006, 2008) studied a foraging 
scenario reminiscent of the double-bridge problem. In their 
scenario, a nest area is separated from a foraging patch by a wall 
with two gates, and the swarm needs to decide which gate to 
traverse in order to reach the foraging patch (the options of a 
best-of-2 problem). Both gates allow robots to forage between the 
foraging patch and the nest area (i.e., the objective of the swarm) 
and have therefore symmetric quality. However, the position of 
the two gates on the wall, which determines the length of the 
corresponding traveling path (i.e., the option cost), is different. 
The best-of-n problem is therefore characterized by asymmetric 
option cost.
Schmickl et al. (2007) considered a binary aggregation scenario 
with a pair of aggregation spots of different area size. In their 
study, the objective of the swarm is to form a cohesive aggregate in 
the proximity of any of the two spots. Each robot is only provided 
with the means to perceive whether it is over an aggregation spot 
or not and it cannot measure any other feature of the aggregation 
FigURe 4 | Two examples of scenarios with symmetric option qualities and asymmetric option costs. Panel (A) shows the double-bridge scenario used in 
Scheidler et al. (2016). 10 foot-bot robots (Dorigo et al., 2013) navigate an environment of size 4.5 m × 3.5 m, with a source location (left) and a destination location 
(right) connected by two paths of different length. Panel (B) shows the maze scenario used in Garnier et al. (2013) (Creative Commons Attribution, CC BY 3.0). Each 
corridor in this maze is 9 cm wide and its walls are 2.5 cm high. The starting (S, top right) and the target (T, bottom left) areas are hexagons of 22.5 cm diameter and 
there are 7 possible connecting paths of different lengths (shortest: 86 cm; longest: 178 cm). Robots used are Alice robots (Caprari et al., 2001), depicted in the 
bottom-right part of Panel (B).
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spots (i.e., symmetric option quality). Nonetheless, aggregation 
spots differ in their cost: having bigger area, the large spot is easier 
to discover by robots exploring the environment than the small 
spot; this spot is discovered sooner and more frequently and has 
therefore a lower cost (i.e., asymmetric option cost).
Campo et  al. (2010b) focused on a navigation scenario in 
which the shortest between two paths needs to be found. In their 
scenario, paths are represented by chains of robots of different 
length that lead to two different locations. This scenario belongs 
to this category as the locations reachable following either of the 
two paths are indistinguishable by the robots (i.e., symmetric 
option quality) but the shorter path is faster to traverse (i.e., 
asymmetric option cost) and biases the collective decision. A 
similar setup was studied in the context of foraging by Reina et al. 
(2015a). In this case, the two foraging patches (of equal quality) 
are positioned in an open environment at different distances from 
the retrieval area.
An additional shortest-path problem inspired by the double-
bridge problem (Goss et al., 1989) has been studied by Montes 
de Oca et al. (2011) and subsequent work (Brutschy et al., 2012; 
Scheidler et  al., 2016). Two areas, a source area containing 
objects and a destination area where objects are to be delivered, 
are connected by two paths of different length (see Figure 4A). 
Robots do not measure the length or any other feature of the 
two paths (i.e., symmetric option quality). In contrast, the length 
of each path indirectly biases the collective decision-making 
process, which takes place at the source area, because robots 
traveling through the shortest (and fastest) path have higher 
chances to influence other members of the swarm (i.e., asym-
metric option cost).
Garnier et al. (2013) considered a foraging scenario that takes 
place in a maze. Similarly to the double-bridge scenario, a swarm 
of robots is located in an environment composed of corridors 
that connect a source area with a destination area. In the case 
of Garnier et al. (2013), corridors form a maze that provides the 
swarm with n = 7 different paths connecting the source area with 
the destination area (see Figure  4B). The robots in the swarm 
do not measure explicitly any feature of a foraging path, and the 
option quality is therefore symmetric. The option cost is still 
represented by the length of each path and is asymmetric due 
to the existence of a path shorter than all other paths (i.e., best 
option). In addition to the path length, Garnier et al. (2013) also 
showed that a second environmental factor that can bias the col-
lective decision is the angle of branches in a bifurcation whereby 
the branch offering the smallest deviation from the current direc-
tion of motion has a lower cost.
4.3. Asymmetric Option Qualities and 
Symmetric Option Costs
When only the option quality is asymmetric while the option 
cost is symmetric, the best option of the best-of-n problem cor-
responds to that with the highest quality. In this variant of the 
best-of-n problem, the designer of a collective decision-making 
strategy is required to consider robots with means to directly 
measure the quality of each option. In the case in which this 
requirement is not respected, the swarm would not be able to 
collect the information necessary to discriminate the best option 
from other sub-optimal options.
Parker and Zhang (2009, 2011) considered a site-selection 
scenario, where a swarm of robots is required to discriminate 
the brightest between two sites. The two sites are symmetrically 
located at the borders of an hexagonal arena, have the same 
size, and are uniquely identified by colored light beacons (i.e., 
symmetric option costs). However, sites are also characterized 
by an overhead light whose intensity differs between the two 
sites. Since the objective of the swarm is to select the brightest 
site, the level of brightness of a site represents the site quality 
and option qualities are asymmetric due to their different level 
of brightness. Valentini et al. (2014, 2015, 2016b) investigated a 
similar site-selection scenario in which two sites of equal size are 
symmetrically positioned at the sides of a rectangular arena (i.e., 
no environmental bias and therefore symmetric costs). Rather 
than a physical feature as the level of brightness, the two sites 
are characterized by an abstract quality which has the form of 
a numeric value broadcast by beacons and perceived by robots. 
These values are different between the two sites and the option 
quality is therefore asymmetric.
FigURe 5 | examples of robotic scenarios with asymmetric option 
qualities and symmetric option costs. Panel (A) shows the 50 cm sided 
square arena with five Alice robots (Caprari et al., 2001) and four differently 
colored light spots projected by an overhead projector used in the monitoring 
scenario in Mermoud et al. (2010). Panel (B) shows the collective perception 
scenario in Valentini et al. (2016a) characterized by a 2 m × 2 m square arena 
with 10 cm × 10 cm cells of different colors (black or white) and 20 epuck 
robots (Mondada et al., 2009).
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Parker and Zhang (2010) considered a task-sequencing 
problem where a swarm of robots needs to work sequentially on 
different tasks (e.g., site preparation, collective construction of 
structures). The robots are required to collectively agree on the 
completion of a blind-bulldozing task (i.e., remove debris from a 
site) prior to begin working on the next task in the sequence. The 
task-sequencing problem is a best-of-2 problem whose options 
(i.e., “task complete” or “task incomplete”) are characterized by 
dynamic qualities (i.e., the task completion level changes over 
time). The task completion level, which represents the option 
quality, corresponds to the size of the cleared area. The option 
qualities are asymmetric and change over time as the size of the 
cleared area is complementary to the one of the area with debris. 
Moreover, there is no asymmetry in accessing this information, 
and therefore, the option costs are symmetric.
Mermoud et  al. (2010) considered a scenario where robots 
of the swarm are required to monitor a certain environment, 
searching and destroying undesirable artifacts (e.g., pathogens, 
pollution). Specifically, artifacts correspond to colored spots that 
are projected on the surface of the arena and can be of two types: 
“good” or “bad” (see Figure 5A). The robots need to determine 
collectively whether each spot is good or bad. This scenario cor-
responds to an infinite series of best-of-2 problems (i.e., one for 
each spot) that are tackled in parallel by different subsets of robots 
of the swarm. Each spot type has a different color, and robots can 
measure the light intensity to determine the type of a spot. The 
quality of a spot is either maximal (e.g., ρ = 1), if the spot is good, 
or minimal (e.g., ρ = 0), if the spot is bad. Each best-of-2 problem 
is characterized therefore by asymmetric option qualities. Once 
again, as both spot types appear randomly in the environment, 
their positions do not bias the discovery of spots by robots and 
the option cost is symmetric.
Recently, Valentini et al. (2016a) proposed a collective percep-
tion scenario in which a closed environment is characterized by 
different features scattered around in different proportions. The 
objective of the swarm is to determine which feature is the most 
frequent in the environment. The authors considered a binary 
scenario in which the two features (i.e., options) are represented 
by different colors of the arena surface, respectively, black and 
white (see Figure  5B). The colors of the arena surface can be 
perceived by the robots; their corresponding covered area, i.e., the 
size of the arena surface covered with a certain color, represents 
the option quality which, in this case, is asymmetric. Moreover, 
the cost in terms of time necessary for a robot to perceive the 
color of the arena surface is the same for both the black and white 
colors. The option cost is therefore symmetric.
4.4. Asymmetric Option Qualities and 
Costs: Synergic Case
When both option qualities and option costs are asymmetric, we 
distinguish between the synergic case and the antagonistic case 
(cf. Section 3). In the following, we consider research studies 
where the interaction between the option quality, and the option 
cost is synergic and the best option of the best-of-n problem has 
both the highest quality and the lowest cost.
The aggregation scenario of Garnier et  al. (2009) was char-
acterized by two shelters which, in their first case study, were of 
equal size (see Section 4.1). In the second case study, one shelter 
is larger than the other and the objective of the swarm is to 
aggregate under the larger shelter. In this case, the size of a shelter 
acts both as the option quality and option cost. The shelter size 
represents the option quality. Robots are programmed to sense 
the number of neighbors under a shelter, use this information 
to estimate the shelter size, and prioritize shelters of larger size. 
The shelter size represents also the option cost. Larger shelters are 
easier to discover by robots and have therefore lower cost; being 
larger shelters also those where robots are required to aggregate 
into, the interaction between quality and cost is synergic.
Schmickl et  al. (2009b) considered an aggregation scenario 
characterized by two spots (i.e., a best-of-2 problem) identified 
by two lamps with different levels of brightness (see Figure 6). 
The swarm is required to aggregate at the brightest spot, and 
therefore, the level of brightness represents the option quality 
which, being different between the two spots, is asymmetric. 
Additionally, the level of brightness of each lamp determines the 
size of the spot because brighter lights define larger spots. The 
size of each spot influences the probability for a robot to discover 
that spot (i.e., asymmetric option cost) and bias the collective 
decision toward larger spots. Due to the fact that larger spots are 
also brighter, the interaction between option quality and option 
cost is synergic.
Arvin et al. (2012, 2014) studied a dynamic aggregation prob-
lem, where robots need to aggregate in one of two available spots. 
Each spot is identified by a sound emitter. The sound magnitudes 
of the two spots are different and vary over time. The objective 
of the swarm is to decide, which spot has the highest level of 
magnitude. This feature can be measured by the robots using 
their sensors and represents an asymmetric option quality. The 
size of each aggregation spot is proportional to the magnitude 
of the emitted sound and different for the two spots (i.e., asym-
metric option cost). Consequently, the option cost is asymmetric 
and its interaction with the option quality is synergic due to the 
fact that spots with louder sound (i.e., higher quality) also have 
larger area (i.e., lower cost) making them easier to discover by 
the robots.
FigURe 6 | The 1.5 m × 1 m rectangular arena used in Schmickl et al. 
(2009b), containing 15 Jasmine-iii robots and differently light-dimmed 
areas for robot aggregations.
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Gutiérrez et al. (2010) studied a foraging scenario character-
ized by two foraging patches (i.e., a best-of-2 problem) positioned 
at different distances from a retrieval area. The objective of the 
swarm is to forage from the closest foraging patch. In this sce-
nario, the distance between a patch and the retrieval area acts 
both as option quality and option cost: as option quality, because 
each robot can directly measure the distance and is programmed 
to favor closer foraging patches; as option cost because patches 
that are closer to the retrieval area are easier to discover by robots 
and are therefore of lower cost. Both the option quality and the 
option cost are asymmetric and their interaction produces a 
synergic effect.
4.5. Asymmetric Option Qualities and 
Costs: Antagonistic Case
Finally, the antagonistic case of asymmetric option qualities and 
option costs is characterized by application scenarios where the 
option cost bias negatively the collective decision toward options 
with sub-optimal quality. In this case, the best option of the best-
of-n problem is characterized by a trade-off between the quality 
of an option and its cost. The target compromise between quality 
and cost driving the collective decision-making process of the 
swarm is determined by the designer at design time.
Campo et al. (2010a) considered an aggregation scenario simi-
lar to that of Garnier et al. (2009), where two shelters of different 
size are located in a closed arena. As in Garnier et al. (2009), the 
size of a shelter determines both the quality and the cost of a 
certain option. However, differently from Garnier et al. (2009), 
the objective of the swarm is to select the smallest shelter that can 
host the entire swarm. The larger shelter is still the one associated 
with the smaller cost; however, its quality is not necessarily the 
highest. Campo et  al. (2010a) studied different experimental 
setups varying the size of the shelters. In one of these setups, the 
smallest of the two shelters can host the entire swarm, and the 
interaction between quality and cost of an option is therefore 
antagonistic.
Recently, Reina et  al. (2015b) studied a binary foraging 
scenario, where the objective of the swarm is to decide which 
foraging patch offers the highest quality resource and to forage 
from that patch. The environment is characterized by a central 
retrieval area and two foraging patches. Each foraging patch con-
tains resources of a certain quality that a robot can measure using 
its sensors. The two foraging patches differ in the quality of the 
contained resources (i.e., asymmetric option quality). Moreover, 
foraging patches are positioned at different distances from the 
retrieval area (i.e., asymmetric option cost) in a way that the 
foraging patch with highest quality resource is the farthest from 
the retrieval area. As a consequence, the best foraging patch is 
harder to discover by robots and, once discovered, requires longer 
traveling time. The interaction between the option quality and the 
option cost is therefore antagonistic.
4.6. Summary
We have distinguished research studies in the five different cat-
egories previously described. For each category, we have further 
grouped the literature in separate lines of research, where each line 
of research focuses on a specific combination of application scenario 
and collective decision-making strategy (as explained in Section 
5). Each research line is characterized by a first seminal work (i.e., 
the research studies reviewed above) and by subsequent work that 
extended or continued that line of research in one or more direc-
tions (e.g., theoretical studies that will be surveyed in Section 5).
As shown in Table 1, the first three variants of the best-of-n 
problem, namely, symmetry-breaking problems and problems 
where either only the option cost or only the option quality is 
asymmetric, have been the subject of a large portion of the litera-
ture. This part of the literature is structured in several different 
research lines for each variant of the best-of-n problem.
Differently, a significantly smaller portion of the literature 
focused on the remaining two variants of the best-of-n problem, 
that is, when both the option quality and the option cost are 
asymmetric and their interaction is either synergic or antagonistic. 
Most of these studies considered the synergic case and resulted in 
3 different research lines. The case where the interaction between 
quality and cost is antagonistic is the least developed area of study 
in the literature on discrete consensus achievement, with only two 
research contributions. A possible reason for this fact is that, from 
the perspective of the designer, this variant of the best-of-n problem 
represents application scenarios with the highest level of complex-
ity and requires design solutions able to compensate the negative 
bias of environmental factors affecting the cost of each option.
An additional consideration that we can draw from our 
analysis is represented by the fact that nearly all reviewed stud-
ies focused on binary decision-making scenarios. The study of 
Garnier et al. (2013) provides the only experimental results over 
a problem with n = 7 options (see Section 4.2), while the study of 
Scheidler et al. (2016) provided a theoretical analysis for the case 
of n = 3 options (see Section 5.1.1).
5. DeSigN-BASeD CLASSiFiCATiON
The efforts of researchers in the last decade resulted in research 
contributions that span over a number of different design 
approaches. Brambilla et  al. (2013), who surveyed the field of 
swarm robotics focusing on design methodologies, organized 
TABLe 1 | Classification of swarm robotics literature according to the 
combination of factors that determines the quality and the cost of the 
options of the best-of-n problem.
Asymmetric 
quality
Asymmetric cost Research lines/studies
No No i. Wessnitzer and Melhuish (2003)
ii. Garnier et al. (2007b)
iii. Garnier et al. (2009); Brambilla et al. 
(2014)
iv. Hamann et al. (2012); Hamann (2013)
v. Francesca et al. (2012, 2014)
Yes i. Schmickl and Crailsheim (2006, 2008)
ii. Schmickl et al. (2007); Hamann and Wörn 
(2008); Hamann (2010)
iii. Campo et al. (2010b)
iv. Montes de Oca et al. (2011); Scheidler 
(2011); Massink et al. (2013); Valentini et al. 
(2013)
v. Brutschy et al. (2012); Scheidler et al. 
(2016)
vi. Garnier et al. (2013)
vii. Reina et al. (2015a)
Yes No i. Parker and Zhang (2009, 2011); Valentini 
et al. (2014)
ii. Parker and Zhang (2010)
iii. Valentini et al. (2015, 2016b)
iv. Montes de Oca et al. (2013)
v. Mermoud et al. (2010, 2014)
vi. Valentini et al. (2016a)
Yes, synergic i. Garnier et al. (2009)
ii. Schmickl et al. (2009a,b); Arvin et al. 
(2012, 2014)
iii. Gutiérrez et al. (2010)
Yes, antagonistic i. Campo et al. (2010a)
ii. Reina et al. (2015b)
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research studies in two categories, behavior-based and automatic 
design methods. In this section, we make use of a similar tax-
onomy to classify research studies according to the methodology 
used by designers to derive their collective decision-making 
strategies (see Figure 7). Differently from Brambilla et al. (2013), 
our focus is not on the design methodology but on the structure 
and functioning of the designed strategies.
We divide the design approaches used to address the best-of-n 
problem into two categories: bottom-up and top-down (Crespi 
et al., 2008). In a bottom-up approach, the designer develops the 
robot controller by hand, following a trial and error process where 
the robot controller is iteratively refined until the swarm behavior 
fulfills the requirements. Conversely, in a top-down approach, 
the controller for individual robots is derived directly from a 
high-level specification of the desired behavior of the swarm by 
means of automatic techniques, for example, as a result of an 
optimization process (Nolfi and Floreano, 2000; Bongard, 2013).
In a bottom-up approach (see Section 5.1), a typical design 
paradigm consists in defining different atomic behaviors that are 
combined together by the designer to obtain a probabilistic finite-
state machine that represents the robot controller (Scheutz and 
Andronache, 2004). Each behavior used in the robot controller 
is implemented by a set of control rules that determine (i) how 
a robot works on a certain task and (ii) how it interacts with its 
neighbor robots and (iii) with the environment. We organize 
collective decision-making strategies designed by means of a 
bottom-up process in two categories (see Figure  7), according 
to how the control rules governing the interaction among robots 
have been defined. In the first category, that we call opinion-based 
approaches, robots have an explicit internal representation of 
their favored opinion, and the role of the designer is to define 
the control rules that determine how robots exchange opinions 
and how they change their own opinion. The main advantage of 
opinion-based approaches is that they result in strategies that are 
generic and can be applied to different application scenarios. In 
the second category, that we call ad hoc approaches, we consider 
research studies where the control rules governing the interaction 
between robots have been defined by the designer to address a 
specific task. As opposed to opinion-based approaches, control 
strategies belonging to this category are not explicitly designed to 
solve a consensus achievement problem; nonetheless, their execu-
tion by the robots of the swarm results in a collective decision. 
In this category, we consider research studies that focus on the 
problem of spatial aggregation and on the problem of navigation 
in unknown environments.
In a top-down approach (see Section 5.2), the robot control-
ler is derived automatically from a high-level description of the 
desired swarm behavior. We organize research studies adopting a 
top-down approach in two categories: evolutionary robotics and 
automatic modular design (AutoMoDe). Evolutionary robotics 
(Nolfi and Floreano, 2000; Bongard, 2013) relies on evolutionary 
computation to obtain a neural network representing the robot 
controller. As a consequence, this design approach results in 
black-box controllers. In contrast, automatic modular design 
(Francesca et  al., 2014) relies on optimization processes to 
combine behaviors chosen from a predefined set and obtain a 
robot controller that is represented by a probabilistic finite-state 
machine.
5.1. Bottom-Up Design
5.1.1. Opinion-Based Approaches
A large amount of research work has focused on the design of 
collective decision-making strategies characterized by robots 
having an explicit representation of their opinions. We refer to 
these collective decision-making strategies as opinion-based 
approaches. Using this design approach, robots are required to 
perform explicit information transfer, i.e., to purposely transmit 
information representing their current opinion to their neigh-
bors. As a consequence, a collective decision-making strategy 
developed using an opinion-based approach requires robots 
to have communication capabilities (e.g., visual or infrared 
communication).
One of the first research studies developed with an opinion-
based approach is that of Wessnitzer and Melhuish (2003), which 
tackled a prey-hunting scenario with moving prey. The authors 
proposed a collective decision-making strategy based on the 
majority rule. At the beginning of the experiment, each robot 
favors a prey chosen at random. At each time step, robots apply 
the majority rule over their neighborhood in order to reconsider 
and possibly change their opinions. Following this strategy, the 
FigURe 7 | Taxonomy used to review research studies that consider a discrete consensus achievement scenario. Research studies are organized 
according to their design approach (i.e., bottom-up and top-down) and to how the control rules governing the interaction among robots have been defined.
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swarm decides which prey to hunt first, captures the first prey, 
and successively focuses on the second.
Parker and Zhang (2009) developed a collective decision-
making strategy by taking inspiration from the house-hunting 
behavior of social insects (Franks et al., 2002). The robots need to 
discriminate between two sites having different levels of bright-
ness. The proposed control strategy is characterized by three 
phases. Initially, robots are in the search phase either exploring 
the environment or waiting in an idle state. Upon discovery of 
a site and estimating its quality, a robot transits to the delibera-
tion phase. During the deliberation phase, a robot recruits other 
robots in the search phase by repeatedly sending recruitment 
messages. The frequency of these messages is proportional to 
the option quality. Meanwhile, robots estimate the popularity of 
their favored option and use this information to test if a quorum 
has been reached. Upon detection of a quorum, robots enter the 
commitment phase and eventually relocate to the chosen site. 
The strategy proposed by Parker and Zhang builds on a direct 
recruitment and a quorum-sensing mechanism inspired by the 
house-hunting behavior of ants of the Temnothorax species. 
Later, Parker and Zhang (2011) considered a simplified version 
of this strategy and proposed a rate equation model to study its 
convergence properties.
Parker and Zhang (2010) proposed a collective decision-
making strategy for unary decisions and applied it to a task-
sequencing problem (see Section 4.3). The authors proposed a 
quorum-sensing strategy to address this problem. Robots working 
on the current task monitor its level of completion: when a robot 
recognizes the completion of the task, it enters the deliberation 
phase during which it asks its neighbors if they recognized too 
the completion of the task. Once a deliberating robot perceives 
a certain number of neighbors in the deliberation phase (i.e., 
the quorum), it moves to the committed phase during which 
it sends commit messages to inform neighbor robots about the 
completion of the current task. Robots in the deliberation phase 
that receive a commit message enter the committed phases and 
respond with an acknowledgment message. Committed robots 
measure the time passed since the last received acknowledgment 
and, after a certain time, they begin working on the next task.
Montes de Oca et al. (2011) took advantage of the theoretical 
framework developed in the field of opinion dynamics (Krapivsky 
and Redner, 2003) to develop their own strategy. The authors 
extended the concept of latent voters introduced by Lambiotte 
et al. (2009) (i.e., voters stop participating to the decision-making 
process for a stochastic amount of time after changing opinion) 
and proposed a collective decision-making strategy referred to as 
majority rule with differential latency. They considered a double-
bridge scenario where robots need to transport objects between 
two locations connected by two paths of different length. Objects 
are heavy and require a team of 3 robots to be transported. During 
the collective decision-making process, robots repeatedly form 
teams at the source location. Within a team, robots share with 
each other their opinion for their favored path and then apply 
the majority rule (Galam, 2008) to determine which path the 
team should traverse. Then, the team travels back-and-forth 
along the chosen path before dismantling once back in the source 
location. Due to its lower option cost, robots taking the shortest 
path appear more frequently at the source location and have a 
higher chance to influence other members of the swarm. This 
self-organized process biases the collective decision of the swarm 
toward the shortest path. The majority rule with differential 
latency has been the subject of an extensive theoretical analysis 
that includes deterministic macroscopic models (Montes de Oca 
et al., 2011), master equations (Scheidler, 2011), statistical model 
checking (Massink et al., 2013), and Markov chains (Valentini 
et al., 2013).
The same foraging scenario investigated in Montes de Oca 
et  al. (2011) has been the subject of other research studies. 
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Brutschy et  al. (2012) and Scheidler et  al. (2016) extended the 
control structure underlying the majority rule with differential 
latency introducing the k-unanimity rule. Instead of forming 
teams and applying the majority rule within each team, robots 
have a memory of size k, where they store the opinions of other 
robots as they encounter them. A robot using the k-unanimity 
rule changes its current opinion in favor of a different option 
only after consecutively encountering k other robots all favoring 
that other option. The primary benefit of the k-unanimity rule is 
that it allows the designer to adjust the speed and accuracy of the 
collective decision-making strategy by means of the parameter k 
(Scheidler et al., 2016). The authors studied the dynamics of the 
k-unanimity rule analytically when applied to decision-making 
problems with up to n = 3 options using a deterministic macro-
scopic model and a master equation.
Montes de Oca et al. (2013) built on the concept of differential 
latency and proposed a more complex individual decision mecha-
nism that is motivated by the imitation behavior characteristic of 
many biological systems (Goss et al., 1989; Rendell et al., 2010). 
The authors replace the majority rule used in Montes de Oca 
et al. (2011) by means of a learning rule implemented through 
an exponential smoothing equation. Each agent has both an 
opinion for a particular option and an internal belief over the set 
of options. When an agent perceives the opinion of a different 
member of the swarm, it updates its internal belief as a weighted 
sum of both its current opinion and the perceived one. The agent 
then tests the value of its belief against a fixed threshold in order 
to decide whether to change its opinion or not.
Valentini et al. (2014) considered a binary site-selection sce-
nario and proposed a collective decision-making strategy that is 
based on direct modulation of opinion dissemination and on the 
use of the voter model as decision mechanism. Robots alternate a 
period of option exploration to a period of opinion dissemination. 
In the exploration state, a robot samples the quality of the option 
associated to its current opinion. In the dissemination state, a 
robot advertises its current opinion for a time proportional to 
the sampled quality (i.e., direct modulation). Before moving to 
the exploration state, a robot switches opinion in favor of that of 
a randomly chosen neighbor (as in the voter model). The authors 
demonstrated the effectiveness of the method using multi-agent 
simulations as well as two mathematical models: an ordinary 
differential equation model to explore the asymptotic properties 
of the proposed strategy and a chemical reaction network model 
to quantify finite-size effects.
Valentini et al. (2015, 2016b) proposed a collective decision-
making strategy similar to that in Valentini et  al. (2014) but 
used a different decision rule to let robots change their opinion. 
As in Valentini et al. (2014), the robots sample the quality of 
the option associated to their opinions and disseminate their 
preferences for a time proportional to the sampled quality. 
In contrast to the voter model, robots use the majority rule 
(Galam, 2008) to change their opinion, whereby a robot adopts 
the opinion favored by the majority of its neighbors. This 
strategy has been validated with experiments with a hundred-
robot swarm. Additionally, the performance of the proposed 
strategy has been investigated in a broad range of problem 
configurations using both an ordinary differential equation 
model and a chemical reaction network model. More recently, 
Kouvaros and Lomuscio (2016) studied the strategy proposed 
by Valentini et al. (2016b) using formal methods and symbolic 
model-checking methodologies showing that consensus is a 
guaranteed property of this strategy.
Reina et al. (2015a,b) proposed a collective decision-making 
strategy inspired by theoretical studies that unify the decision-
making behavior of social insects with that of neurons in verte-
brate brains (Marshall et al., 2009; Seeley et al., 2012). The authors 
considered the problem of finding the shortest path connecting 
a pair of locations in the environment. In their strategy, robots 
can be either uncommitted, i.e., without any opinion favoring 
a particular option, or committed to a certain option, i.e., with 
an opinion. Uncommitted robots might discover new options 
in which case they become committed to the discovered option. 
Committed robots can recruit other robots that have not yet an 
opinion (i.e., direct recruitment); inhibit the opinion of robots 
committed to a different option making them become uncommit-
ted (i.e., cross-inhibition); or abandon their current opinion and 
become uncommitted (i.e., abandonment). The proposed strategy 
is supported by both deterministic and stochastic mathematical 
models that link the microscopic parameters of the system to the 
macroscopic dynamics of the swarm.
5.1.2. Ad Hoc Approaches
In this section, we consider research studies where control 
strategies were developed for specific tasks: spatial aggrega-
tion and navigation in unknown environments. As opposed 
to opinion-based approaches, the objective of the designers of 
these control strategies is not to tackle a consensus achievement 
problem directly but to address a specific need of the swarm (i.e., 
aggregation or navigation). Nonetheless, the control strategies 
reviewed in this section provide a swarm of robots with collective 
decision-making capabilities.
5.1.2.1. Aggregation-Based Control Strategies
Aggregation-based control strategies make the robots of the 
swarm aggregate in a common region of the environment form-
ing a cohesive cluster. The opinion of a robot is represented 
implicitly by its position in space. Aggregation-based strategies 
have the advantage of not requiring communication due to the 
fact that the information regarding a robot opinion is transferred 
implicitly to nearby robots. Implicit information transfer can be 
implemented, for example, by means of neighbors observation 
without requiring any explicit communication. As a consequence, 
designers can simplify the hardware requirements of individual 
robots (Gauci et al., 2014).
Garnier et  al. (2009) considered a behavioral model of self-
organized aggregation and studied the emergence of collective 
decisions. The authors proposed a control strategy inspired by 
the behavior of young larvae of the German cockroach, Blattella 
germanica, Jeanson et al. (2003). Robots explore a bounded arena 
by executing a correlated random walk. When a robot detects the 
boundaries of the arena, it pauses the execution of the random 
walk and begins the execution of a wall-following behavior. 
The wall-following behavior is performed for an exponentially 
distributed period of time after which the robot turns randomly 
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toward the center of the arena. When encountering a shelter, the 
robot decides whether to stop or not as well as whether to stop 
for a short or a long period of time as a function of the number 
of nearby neighbors. Given the number of perceived neighbors, 
this function returns the probability for a robot to stop and its 
value has been tuned by the designer to favor the selection of 
shelters with larger area. Correll and Martinoli (2011) studied 
this collective behavior with both Markov chains and difference 
equations and showed that a collective decision arises only when 
robots move faster than a minimum speed and are characterized 
by a sufficiently large communication range.
Campo et  al. (2010a) considered the same aggregation sce-
nario of Garnier et al. (2009) and developed a control strategy 
taking inspiration from theoretical studies of the aggregation 
behaviors of cockroaches (Amé et al., 2006). In their strategy, the 
robot controller is composed of three phases: exploration, stay 
under a shelter, and move back to the shelter. Initially, the robots 
explore the environment by performing a random walk. Once a 
robot discovers a shelter, it moves randomly within the shelter’s 
area and estimates the density of other robots therein. If during 
this phase a robot accidentally exits the shelter, it performs a 
U-turn aimed at reentering the original shelter. Differently from 
Garnier et al. (2009), the robots directly decide whether to stay 
under a shelter or to leave and return to the exploration phase. 
This decision is stochastic and the probability to leave the shelter 
is given by a sigmoid function of the estimated density of robots 
under the shelter. A similar aggregation strategy was proposed 
later by Brambilla et al. (2014) and studied in a binary symmetry-
breaking setup. Differently from the sigmoid function used in 
Campo et al. (2010a), the authors considered a linear function of 
the number of neighbors to determine the probability with which 
a robot decides whether to leave a shelter or not.
Kernbach et al. (2009) took inspiration from the thermotactic 
aggregation behavior of young honeybees, Apis mellifera L., 
Grodzicki and Caputa (2005), and proposed the BEECLUST 
algorithm (Kernbach et al., 2009; Schmickl et al., 2009b). The goal 
of a swarm executing the BEECLUST algorithm is to aggregate 
around the brightest spot in the environment. For this purpose, a 
robot moves forward in the environment and, when it is encoun-
ter an obstacle, it turns in a random direction to avoid it. Upon 
encountering another robot, the robot stops moving and measures 
the local intensity of the ambient light. After waiting for a period 
of time proportional to the measured light, the robot resumes 
random walk. Schmickl et  al. (2009b) studied the BEECLUST 
algorithm in a setup characterized by two spots of different 
brightness. Later, Hamann et al. (2012) studied the BEECLUST 
algorithm in a binary symmetry-breaking setup, where both spots 
are characterized by the same level of brightness. The BEECLUST 
algorithm has been the subject of an extensive theoretical analysis 
that includes both spatial and non-spatial macroscopic models 
(Schmickl et  al., 2009a; Hereford, 2010; Hamann et  al., 2012; 
Hamann, 2013). While the resulting decision-making process is 
robust, it is difficult to model due to the complex dynamics of 
cluster formation and cluster breakup (Hamann et al., 2012).
More recently, Arvin et al. (2012, 2014) extended the original 
BEECLUST algorithm by means of a fuzzy controller. In the 
original BEECLUST algorithm, after the expiration of the waiting 
period, a robot chooses randomly a new direction of motion. 
Differently, using the extension proposed by Arvin et al., the new 
direction of motion is determined using a fuzzy controller that 
maps the magnitude and the bearing of the input signal (in their 
case, a sound signal) to one out of five predetermined directions 
of motion (i.e., left, slightly left, straight, slightly right, right). 
The authors studied the extended version of the BEECLUST 
algorithm considering a dynamic, binary aggregation scenario 
with two aggregation areas identified by a sound emitter. The 
proposed extension has been shown to improve the aggregation 
performance of the BEECLUST algorithm (i.e., clusters last for a 
longer period of time) as well as its robustness to noisy percep-
tions of the environment.
Mermoud et al. (2010) considered a scenario where the task of 
the robots is to collectively classify colored spots in the environ-
ment as “good” or “bad.” The authors proposed an aggregation-
based strategy that allows robots to collectively perceive the type 
of a spot and to destroy those spots that have been perceived 
as bad while safeguarding good spots. Each robot explores the 
environment by performing a random walk and avoiding obsta-
cles. Once a robot enters a spot, it measures the light intensity 
to determine the type of the spot. Successively, the robot moves 
inside the spot area until it detects a border; at this point, the robot 
decides with a probability that depends on the estimated spot type 
whether to leave the spot or to remain inside it by performing 
a U-turn. Within the spot, a robot stops moving and starts to 
form an aggregate as soon as it perceives one or more other 
robots evaluating the same spot. When the aggregate reaches a 
certain size (which is predefined by the experimenter), the spot 
is collaboratively destroyed and robots resume the exploration 
of the environment. The achievement of consensus is detected 
using an external tracking infrastructure, which also emulates the 
destruction of the spot. The proposed strategy has been derived 
following a bottom-up, multi-level modeling methodology that 
encompasses physics-based simulations, chemical reaction 
networks, and continuous ODE approximation (Mermoud et al., 
2010, 2014).
5.1.2.2. Navigation-Based Control Strategies
Navigation-based control strategies allow a swarm of robots to 
navigate an environment toward one or more regions of interest. 
Navigation strategies have been extensively studied in the swarm 
robotics literature. However, not all of them provide a swarm with 
collective decision-making capabilities. For examples, navigation 
strategies based on hop-count strategies have been proposed to 
find the shortest-path connecting a pair of locations (Payton 
et al., 2001; Szymanski et al., 2006). However, these strategies are 
incapable of selecting a unique path when there are two or more 
paths with equal length and thus fail to make a collective decision 
(Campo et al., 2010b).
Schmickl and Crailsheim (2006) took inspiration from the 
trophallactic behavior of honeybee swarms, Apis mellifera L. 
(Camazine et  al., 1998), and proposed a virtual gradient and 
navigation strategy that provides a swarm of robots with collec-
tive decision-making capabilities. Trophallaxis refers to the direct, 
mouth-to-mouth exchange of food between two honeybees (or 
other social insects). Using the proposed strategy, the authors 
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investigated an aggregation scenario (Schmickl et al., 2007) and a 
foraging scenario (Schmickl and Crailsheim, 2006, 2008). Robots 
explore their environment searching for resources (i.e., aggrega-
tion spots, foraging patches). Once a robot finds a resource, it 
loads a certain amount of virtual nectar. As the robot moves in the 
environment, it spreads and receives virtual nectar to and from 
other neighboring robots. This behavior allows robots to create a 
virtual gradient of nectar that can be used by robots to navigate 
back-and-forth a pair of locations following the shortest of two 
paths or to orient toward the largest of two aggregation areas. This 
trophallaxis-inspired strategy has been studied later using models 
of Brownian motion (Hamann and Wörn, 2008; Hamann, 2010). 
The authors defined both a Langevin equation (i.e., a microscopic 
model) to describe the motion of an individual agent and a 
Fokker–Planck equation (i.e., a macroscopic model) to model the 
motion of the entire swarm finding a good qualitative agreement 
with the simulated dynamics of the trophallaxis-inspired strategy.
Garnier et al. (2007b) considered the double-bridge problem 
and developed a robot control strategy based on a pheromone-
laying behavior similar to that used by ants (Goss et al., 1989). 
During robot experiments, pheromone is emulated by means of 
an external tracking infrastructure interfaced with a light projec-
tor that manages both the laying of pheromone and its evapora-
tion. The robots can perceive pheromone trails by means of a pair 
of light sensors and can recognize the two target areas by means of 
IR beacons. In the absence of a trail, a robot moves randomly in 
the environment avoiding obstacles. When perceiving a trail, the 
robot starts following the trail and depositing pheromone, which 
evaporates with an exponential decay. In their study, the authors 
show that using this strategy the robots of a swarm are capable to 
make a consensus decision for one of the two paths.
Campo et al. (2010b) proposed a solution to the above limita-
tions of pheromone-inspired mechanisms for the case of chain-
based navigation systems. In their work, the robots of the swarm 
form a pair of chains leading to 2 different locations. Similarly 
to Garnier et al. (2007b, 2013), the authors proposed a collective 
decision-making strategy to select the closest of the two locations 
that is based on virtual pheromones. However, rather than relying 
on an external infrastructure to emulate pheromone, robots in a 
chain communicate with their two immediate neighbors in order 
to form a communication network. The messages exchanged by 
robots represent virtual ants navigating through the network 
and depositing virtual pheromone over the nodes of the network 
(i.e., the robots). Eventually, this navigation strategy leads to the 
identification and to the selection of the closest location.
Gutiérrez et al. (2009) proposed a navigation strategy called 
social odometry that allows a robot of a swarm to keep an estimate 
of its current location with respect to a certain area of interest. A 
robot has an estimate of its current location and a measure of con-
fidence about its belief that decreases with the traveled distance. 
Upon encountering a neighboring robot, they both exchange 
their location estimates and confidence measures. Successively, 
each of the two robots updates its current location estimate by 
averaging its current location with that of its neighbor weighted 
by the respective measures of confidence. Using social odometry, 
Gutiérrez et al. (2010) studied a foraging scenario characterized 
by two foraging patches each at a different distance from a central 
retrieval area. The authors found that the weighted mean under-
lying social odometry favors the selection by the swarm of the 
closest foraging patch due to the fact that robots traveling to that 
patch have higher confidence in their location estimates. Due to 
the presence of noise, social odometry allows a swarm of robots to 
find consensus on a common foraging patch also in a symmetric 
setup, where the two patches are positioned at the same distance 
from the retrieval area.
5.2. Top-Down Design
5.2.1. Evolutionary Robotics
As for most collective behaviors studied in swarm robotics 
(Brambilla et al., 2013), collective decision-making systems have 
also been developed by means of automatic design approaches. 
The typical automatic design approach is evolutionary robotics 
(Nolfi and Floreano, 2000; Bongard, 2013), where optimization 
methods based on evolutionary computation (Back et al., 1997) 
are used to evolve a population of robot controllers following the 
Darwinian principles of recombination, mutation, and natural 
selection. Generally, the individual robot controller is an artificial 
neural network that maps the sensory perceptions of a robot (i.e., 
input of the neural network) to appropriate actions of its actuators 
(i.e., output of the neural network). The parameters of the neural 
network are evolved to tackle a specific application scenario by 
opportunely defining a fitness function on a per-case base; the 
fitness function is then used to evaluate the quality of each con-
troller and to drive the evolutionary optimization process.
Evolutionary robotics has been successfully applied to address 
a number of collective decision-making scenarios. Trianni and 
Dorigo (2005) evolved a collective behavior that allows a swarm 
of physically connected robots to discriminate the type of holes 
present on the arena surface based on their perceived width and 
to decide whether to cross the hole (i.e., the hole is sufficiently 
narrow to be safely crossed) or to avoid it by changing the motion 
direction (i.e., the hole is too risky to cross). Similarly, Trianni 
et  al. (2007) considered a collective decision-making scenario, 
where a swarm of robots need to collectively evaluate the sur-
rounding environment and determine whether there are physical 
obstacles that require cooperation in the form of a self-assembly 
or, alternatively, if robots can escape obstacles independently of 
each other.
Francesca et  al. (2012, 2014) applied methods from evo-
lutionary robotics to a binary aggregation scenario similar to 
the one studied in Garnier et  al. (2008, 2009), Campo et  al. 
(2010a) but with shelters of equal size (i.e., a symmetry-
breaking problem). The authors compared the performance of 
the evolved controller with theoretical predictions of existing 
mathematical models (Amé et al., 2006); however, their results 
show a good agreement between the two models only for a 
small parameter range.
As shown by the above examples, evolutionary robotics can be 
successfully applied to the design of collective decision-making 
systems. However, its use as a design approach suffers of several 
drawbacks. For example, artificial evolution is a computationally 
intensive process that needs to be repeated for each newly con-
sidered scenario. Artificial evolution may suffer from over-fitting 
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whereby a successfully evolved controller performs well in simu-
lation but poorly on real robots. This phenomenon is also known 
as the reality gap (Jakobi et al., 1995; Koos et al., 2013). Moreover, 
artificial evolution does not provide guarantees on the optimal-
ity of the resulting robot controller (Bongard, 2013). The robot 
controller, being ultimately a black-box model, is difficult to 
model and analyze mathematically (Francesca et  al., 2012). As 
a consequence, in general, the designer cannot maintain and 
improve the designed solutions (Matarić and Cliff, 1996; Trianni 
and Nolfi, 2011).
5.2.2. Automatic Modular Design
More recently, Francesca et  al. (2014) proposed an automatic 
design method, called AutoMoDe, that provides a white-box 
alternative to evolutionary robotics. The robot controllers 
designed using AutoMoDe are behavior-based and have the 
form of a probabilistic finite-state machine. Robot controllers are 
obtained by combining a set of predefined modules (e.g., random 
walk, phototaxis) using an optimization process that, similarly to 
evolutionary robotics, is driven by an objective function defined 
by the designer for each specific scenario.
Using AutoMoDe, Francesca et  al. (2014) designed an 
aggregation strategy for the same scenario as in Garnier et  al. 
(2008, 2009), Campo et al. (2010a). In their experimental setup, 
the swarm needs to select one of two equally good aggregation 
spots. The resulting robot controller proceeds as follows. A robot 
starts in the attraction state in which its goal is to get close to 
other robots. When perceiving an aggregation spot, the robot 
stops moving. Once stopped, the robot has a fixed probability for 
time unit to return to the attraction state and start moving again. 
Additionally, the robot may transit to the attraction state in the 
case in which it has been pushed out of the aggregation spot by 
other robots.
6. DiSCUSSiON AND CONCLUSiON
In this article, our aim was to improve our formal understanding 
of a given class of problems within swarm robotics. We divided 
collective decision-making problems in task allocation and con-
sensus achievement, whereby the latter is further divided into 
discrete and continuous problems. We then focused on discrete 
consensus achievement. We formally defined the structure of the 
best-of-n problem and showed how this general framework cov-
ers a large number of specific application scenarios. We analyzed 
and surveyed the literature on discrete consensus achievement 
from two complementary points of view: the problem structure 
and the solution design.
In order to analyze the literature with a focus on the structure 
of the underlying cognitive problem, we first formalized the 
best-of-n problem. In the best-of-n problem, a swarm of robots 
is required to make a collective decision about which of a set of 
n available options offers the best alternative to satisfy its current 
needs. In the best-of-n problem, each option is characterized 
by an intrinsic quality and by a cost in terms of time necessary 
to evaluate that option. Depending on how quality and cost 
interact with each other, we distinguished between five different 
variants of the best-of-n problem and defined a problem-oriented 
taxonomy. Using this taxonomy, we surveyed the literature of 
swarm robotics and classified research studies according to the 
considered variant of the best-of-n problem.
As it emerged at the end of Section 4 and perhaps due to their 
simpler problem structure, the first three variants of the best-of-n 
problem have been the subject of a large portion of the litera-
ture. The first variant is the simplest form of best-of-n problem, 
whereby options have both equal quality and equal cost (i.e., 
symmetry-breaking problem), and the objective of the swarm is 
to make a decision for any of the available options. The second 
variant is characterized by options of equal quality but with differ-
ent cost, and the objective of the swarm is to minimize the cost of 
the chosen option. We saw that, in this case, the environment has 
a key role in biasing the collective decision and no direct measure-
ment by individual robots is required. In the third variant, options 
differ in their quality but have the same cost. A collective decision 
in favor of the best option requires individual robots of the swarm 
to measure (or sample) the quality of each option and to use this 
information to bias the collective decision-making process.
Less effort has been put in the study of the last two variants of 
the best-of-n problem. These two variants have asymmetries in 
both the option quality and the option cost and their interaction 
is either synergic or antagonistic. In the fourth variant, the inter-
action is synergic: options with higher quality have lower costs 
and the best option has both maximum quality and minimum 
cost. This is possibly the easiest type of best-of-n problem to solve 
from the perspective of the swarm because both the environment 
and the individual robots of the swarm bias the collective deci-
sion toward the best option. In the fifth variant, the interaction 
is antagonistic and the selection by the swarm of the option with 
highest quality is hindered by its cost. This variant of the best-
of-n problem is the most challenging one. Probably because of 
its difficulty, it is the one that received the least attention from 
the swarm robotics community. For this reason, we encourage 
further research to tackle novel application scenarios within this 
variant of the best-of-n problem.
As discussed in Section 4.6, only a handful of research stud-
ies investigated application scenarios requiring the solution of a 
best-of-n problem with more than n = 2 options. While binary 
decision-making scenarios simplify the study and analysis of 
collective decision-making strategies, robot swarms will gener-
ally face best-of-n problems with a higher number of options. 
Moreover, some of the research results reviewed in this paper 
might not extend to the general case of n > 2 options. For this 
reason, we encourage further research to develop and study 
application scenarios characterized by more than 2 options.
In order to analyze the literature with a focus on the designed 
strategies, we divided research studies in two categories: bottom-
up and top-down design approaches. We further organized each 
category in sub-categories. In the case of bottom-up design, we 
distinguished between opinion-based approaches and ad  hoc 
control strategies (further organized in aggregation-based and 
navigation-based strategies). In the case of top-down design, 
we distinguished between evolutionary robotics and automatic 
modular design.
Aggregation-based strategies to collective decision-
making have the advantage of functioning without the need of 
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communication as they exploit implicit information transfer. 
However, aggregation as a means of communicating one’s own 
opinion provides a viable solution only when the options of the 
best-of-n problem are clearly separated in space from each other, 
which, as showed in Figure 5B, is not always the case. Similarly, 
navigation-based strategies can be applied only to scenarios in 
which the swarm is required to find the shortest-path connecting 
different locations. In contrast, automatic design approaches as 
evolutionary robotics and automatic modular design have the 
potential to be applicable to a larger set of consensus achievement 
scenarios. Evolutionary robotics, however, suffer from the reality 
gap between simulated and real robots. Moreover, it is difficult 
to derive predictive mathematical models for systems designed 
using artificial evolution. This latter limitation might also affect 
automatic modular design depending on the complexity of the 
resulting probabilistic finite-state machines. Opinion-based 
approaches offer a more general design methodology that can 
be applied and ported to different application scenarios. This 
higher level of generality, however, requires explicit information 
transfer and is obtained at the cost of allowing for robot-to-robot 
communication.
The work presented in this paper sets the basis for a principled 
understanding of discrete consensus agreement in robot swarms. 
The identified structure of the best-of-n problem provides design-
ers with the means to understand, which design requirements 
characterize a certain application scenario, while the overview of 
the possible design approaches supports them in the selection of 
a design solution.
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