Abstract-Fault diagnostics is to distinguish the current state of the equipment is in normal or abnormal. It can be seen as a problem of multi-class classification. To improve the performance of classification, this paper presents a novel method for fault diagnosis. In this method, we synthetically applied immune clonal selection algorithm and artificial neural network technology to the fault diagnosis of steamturbine generator. The method consists of two stages. Firstly, the parameters of artificial neural network were optimized by immune clonal selection algorithm. Then an artificial neural network classifier with parameter optimization is constructed and used to identify the fault of steam-turbine generator. The experimental result using the a steam turbine fault diagnosis dataset shows that the fault diagnostics based on artificial neural network optimized by immune clonal selection algorithm can give higher recognition accuracy than other traditional methods.
INTRODUCTION
Fault detection and diagnosis in manufacturing processes is of great practical significance. Fault detection is recognizing that a problem has occurred, even if you don't yet know the root cause. Faults may be detected by a variety of quantitative or qualitative means. This includes many of the multivariable, model-based approaches discussed later. It also includes simple, traditional techniques for single variables, such as alarms based on high, low, or deviation limits for process variables or rates of change.
Recently, the general problem of fault diagnosis has been getting more attention. A lot of researches have been applied in the field of fault diagnosis. Reza has designed a hierarchical neural network based on fuzzy clustering for fault diagnosis of the Tennessee-Eastman process [2] . Jack and Nandi used support vector machines for detection and characterisation of rolling element bearing faults [3] .
Kankar et al. Investigated the use of machine learning method for fault diagnosis of ball bearing [4] .Perk and Shao et al. gives an adaptive fault-tolerant control framework [5] . Sujatha and Pappa introduced the GA and SVM into non linear controllers in batch reactor [6] .Xu et al. present an ensemble method for process fault diagnosis [7] . Muhammet et al. propose artificial neural network (ANN) based fault estimation algorithm was verified with experimental tests and promising results [8] .In addition, there are some other combination method is proposed [9] [10] [11] and have been used effectively to detect the machine faults in the past few years.
In neural network applications, we will inevitably face a problem that the network structure and other parameters lack the available theory guarantee. We must have a great effect on the practical capability and efficiency of neural network model.
According to above problems, we must choose an appropriate optimum algorithm to optimize the parameters of ANN. Immunity Clonal Selection Algorithm [1] (ICSA) is a new intelligent algorithm which integrates global search with local search, and can effectively overcome the prematurity and slow convergence speed of traditional evolution algorithm. So Immune Clonal Selection Algorithm is a proper method of parameter optimization. All of these mentioned above, Fault diagnostics based on artificial neural networks with parameter optimization by immune clonal selection is proposed in the paper.
The remainder of the paper is organized as follows: In Section 2, we give a brief introduction to Immunity Clonal Selection Algorithm [1] used in this paper. In section 3, describe the model establishment. In Section 4, describes simulation and analysis of results. Finally, we conclude the paper in Section 5. stimulus. It establishes the idea that only those cells that recognize the antigens proliferate, thus being selected. When exposed to antigens, immune cells that may recognize and eliminate the antigens can be selected in the body and mount an effective response against them during the course of the clonal selection.
The main steps are as following:
Step1: k=0, initialize the antibody population, set the algorithm's parameters and calculate the affinities of the initializing population;
Step2: According to the affinities and the given integer relating to the scale of the clone, carry out the clonal operation, clonal mutation operation and clonal selection operation; obtain the new antibody population;
Step3: Calculate the affinities of the current population;
Step4: k=k+1 if a stop condition is satisfied, stop the algorithm, else go to step2
III. MODEL ESTABLISHMENT

A. Determination of the encoding scheme
The first step, when Immunity Clonal Selection Algorithm [1] (ICSA) is applied, is the determination of an encoding scheme, namely to denote each possible point in the problem's search space as a characteristic string of defined length. This is in order to be sure that immunity clonal selection algorithm (ICSA) will not only optimize network configuration but, in the meantime, Immunity Clonal Selection Algorithm (ICSA) training will proceed on weight values. In this paper, weight values between each layer of the multi-layer feed-forward neural network are simultaneously coded as one chromosome. Fig .1 show our encoding scheme. 
B. Definition of flexibility function
The second key step is the definition of the flexibility function to evaluate the problem-solving ability of the neural network, which is denoted by a certain specific chromosome string. In this paper, objective function is generated from the cost factor mean-square error (MSE) of the neural network output, and then converted into a function via reciprocal transformation. Its computational formula is as follows: So we designed the affinity function as:
In which the selection of S is quite crucial, as it determines the coerciveness of the selection procedure. S is determined from experiments.
C. Three of Clonal Selection elemental operators
Where:
Where c N >n is a given integer relating to the clonal scale. We set c N =20 herein. () Int x represents the minimum integer which is bigger than x . Formula (1) shows that clonal scale adjusts adaptively according to the affinity between antibody and antigen. After clonal operation, the antibody population changes into formula (4):
2) Clonal mutation operation
Unlike the general mutation operator in GA, in order to save the information of the original population, the clonal mutation is unused to ' A A  .
We carry out mutation operation on the current population which we get from the clonal operation according to the given probability of
In this paper we set the probability of mutation as 0.5.
is not the best antibody in the population 
D. Fault diagnosis model based on ICSA+ANN
In this section, we provide a definition of the fault diagnosis model based on artificial neural networks with parameter optimization by immune clonal selection algorithm. As shown in Fig .2 .
In this model, we choose the Steam-turbine generator data as the experimental data set and the data set is divided into two parts: training data set and test data set.
Then, through the continuous experiments in data set, use the ICS algorithm for optimization of ANN algorithm, has obtained the optimized parameter values.
Thirdly, we construct a parameter optimization neural network classifier is used in classifying effect on classifier, and the method is verified by the test data, to make the appropriate fine-tuning according to the verification results.
Finally, fault diagnosis using the constructed classifier, and actual results. 
IV. SIMULATIONS AND RESULTS ANALYSIS
A. Data set used in the experiments
To demonstrate the effectiveness of the proposed ICSA-ANN in fault diagnosis, the experiments are conducted on a steam turbine fault diagnosis dataset. Rotor unbalance is a familiar fault phenomenon of large machines. To discover the fault as early and accurate as possible, the possibility of occurrence of fault should be evaluated based on the symptom of vibrancy signal. The original data are shown in Table I , in which S1~S11 are the symptoms and D is the decision.
B. Experiment results and analysis
To be clearer, we use two performance measures in our experiments. The true detection rate (TDR) measures the percentage of correctly classified in the test set. The false detection rate (FDR) measures the percentage of classified in the test set that are detected false.
We have performed simulation using BPNN, a discrete event simulator. BP+Moentum and the proposed defending model TBDM-GR in this paper are respectively implemented in simulation. Each method was tested on the same suite of data sets, and the comparison of the following three algorithms' results are showed in Table II , each result is the statistical mean value generated by 100 times calculations separately. Fig .3 shows the statistical mean value of TDR in the three kinds of algorithm. Fig .4 shows the statistical mean value of FDR in the three kinds of algorithm. As shown in Table II , our algorithm in the true detection rate (TDR) than BPNN and BP+Moentum algorithms are improved by 9.13 and 9 percentage points. The false detection rates (FDR) were reduced by 4.18 and 5.12 percentage points. Therefore, our model is effective, can obtain higher recognition accuracy and have lower FDR.
V. CONCLUSION AND FUTURE WORK
This paper has investigated the use of artificial neural networks with parameter optimization by immune clonal selection algorithm in the fault diagnostics and tested their performance on a set of steam-turbine generator data. As the result of these experiments, the fault diagnostics based on artificial neural networks with parameter optimization by immune clonal selection algorithm achieves the higher recognition accuracy than other method.
In addition, the model presented in this paper need further research direction, is the universal verification algorithm, because this only for steam-turbine generator data were validated, and to other types of fault diagnostics, also need to obtain the parameters of fault diagnostics.
