Recent experiments have shown that two electromagnetic waves can be mixed together by a nonlinear process in magnetic materials and can produce a wide variety of output waves, each with a different frequency. A perturbation expansion of the Landau-Lifschitz-Gilbert equation is presented which provides qualitative and quantitative understanding of this process. The results of this expansion are compared to both experiment and direct numerical solutions.
I. INTRODUCTION
Nonlinear behavior in magnetic systems has been a topic of continuing interest. [1] [2] [3] Recently there has been a renewal of this interest because it has become possible to generate large amplitude precessional motion in metals through a variety of techniques. [4] [5] [6] [7] [8] [9] [10] [11] There have been a number of experiments 8, 12, 13 which have shown an interesting nonlinear mixing of two signals in magnetic materials. These experiments were done in ultra-small geometries where the microwave magnetic field could be varied over several orders of magnitude, from less than one Oe up to several hundred Oe. These experiments have demonstrated several interesting features such as the generation of new frequencies not present in the input and the amplification of these new frequencies by the input frequencies. In addition, the amplification of one input frequency by another has been seen.
In this paper we develop, in detail, a perturbation theory that can account for many of the features found in the experiments. Carrying this calculation to third order in a small expansion parameter we find, for inputs consisting of two distinct frequencies, expressions for the frequencies and amplitudes of six new signals not present in the input. The values of these frequencies agree with those seen in the experiments. The expressions for the amplitudes properly predict the relative sizes of the outputs, as well as their dependence on the amplitudes of the input signals. The output waves which are at the same frequencies as the input waves are particularly interesting. These signals are the sum of two terms, the original input wave and a generated wave. When the magnitudes of these two terms are similar, constructive or destructive interference may occur resulting in increased or decreased output amplitude.
In addition we also investigate a numerical macrospin model which shows good agreement with the perturbation theory for microwave fields up to about 20 Oe. At higher input powers more energy goes into the creation of frequencies not included in the third-order perturbation theory, so agreement in this regime is not expected.
The remainder of the paper is organized as follows: section II describes the outline of the perturbation calculation, section II A presents a general solution to the k-th order equation, section II B presents a specific solution to k-th order equation, section II C describes the solutions for each distinct output frequency, in sections III and IV we compare the calculated perturbation theory values to experiment and to a simple macrospin model, and finally section V contains a summary of the results.
II. OUTLINE OF THE PERTURBATION EXPANSION
In this section we develop the theory of the time development of the magnetization in the nonlinear regime when two input driving frequencies are present. For simplicity we use a macrospin assumption where the magnetization is spatially uniform over a significant region and may be represented by a single quantity. This is a reasonable approximation for the recent experiments where the magnetic system is driven by an electromagnetic wave with a wavelength on the order of several millimeters.
The Landau-Lifschitz-Gilbert (llg) equation is
where H eff is the effective field acting on the magnetization M, α is the damping parameter, and γ is the gyromagnetic ratio. We replace the effective field H eff with H−NM, where H represents the applied fields, both static and dynamic. N is a diagonal demagnetizing tensor having the form
We also use the non-dimensional variables m = M/M s , h = H/M s , and τ = |γ|M s t. The llg equation becomes
Here we consider the z component of the applied field to be a positive constant, but the x and y components may depend on time. Explicitly,
Assuming |m| = 1, the variable m z (τ ) may be eliminated by the substitution
We also introduce a small perturbation expansion parameter δ and make the following substitutions
The square roots in the resulting llg equation are then expanded in a Taylor series in terms of δ. Equating all terms containing a factor of δ k but no other power yields a two-component, k-th order equation in the variables m k,x (τ ) and m k,y (τ ). In all cases considered here, the equation corresponding to the z component becomes identically zero.
Remarkably, the first, second, and third order equations can all be written in the following simple forms:
where
and the matrices A and B are given by
The Pauli matrices
may be used to write A and B in a more compact form:
where n is a "reduced" demagnetizing tensor:
The expression h 1 is simply
but h 3 is quite a bit more complicated; it is
Using the Kronecker product, C may be written as
Note that the matrices C, D, and E are all quadratic forms in terms of the components of m 1 . Using the first-order equation (2), the time derivative in Eq. (7) may be eliminated resulting in
Written this way, it is clear that h 3 is cubic in the components of m 1 .
A. General solution to k-th order equation
Equations (2) through (4) are linear, two-dimensional dynamical systems. Equation (3) is homogeneous and autonomous, but the others are nonhomogeneous and nonautonomous.
Solutions to the homogeneous system
The nature of these solutions depend on the properties of the matrix A. Here, the determinant and trace of A are given by
For h z > n z and α > 0, we have det(A) > 0 and tr(A) < 0, therefore solutions are stable 14 . The discriminant of the system is
For α sufficiently small we have ∆ < 0, thus solutions are spiral sinks. For τ sufficiently large, these solutions decay to the fixed point (0, 0). The value of the time constant of this decay depends on the real parts of the eigenvalues of A. Here, the real parts of both eigenvalues are the same, resulting in a time constant of
Solutions to the nonhomogeneous system
is a particular solution of the nonhomogeneous equation and v(τ ) is a solution of the homogenous equation.
We now find a particular solution for h of the form
where a x and a y are arbitrary complex constants. Assuming a solution m of the same form, substitution into the nonhomogeneous equation yields
Define the susceptibility tensor χ(ω) as
and this becomes
Note that χ is antisymmetric and also has the property
The complete solution to the nonhomogeneous k-th order equation can now be written as
provided, of course, that h k has the simple form mentioned above. In what follows we will only consider solutions with τ sufficiently large that the first term may be neglected. Note that this has the consequence that there is no contribution from the second-order equation.
B. Specific solution to k-th order equation
It is now straightforward, albeit tedious, to solve the system for a specific h 1 . The procedure is to use the first-order equation to solve for m 1 , then use h 1 and m 1 to calculate h 3 , and finally use the third-order equation to obtain m 3 .
We consider the solution for a specific h 1 consisting of a sum of two distinct frequencies ω 1 and ω 2 . Although the k-th order equations are linear in m k , the expression for h 3 is not, so the usual trick of representing a solution as the real part of a complex exponential does not work. To ensure the correct evaluation of the solution we require h 1 to be strictly real, which guarantees that m 1 , h 3 , and finally m 3 to be real as well.
To this end we let
Then the solution to the first-order equation is simply
The nonlinear character of the expression for h 3 results in the creation of new frequencies not present in h 1 . Each term in h 3 will contain three factors, each of which is a term in h 1 or m 1 . The exponentials in these factors may be combined into a single exponential representing a single frequency. Grouping terms of the same frequency results in an expression of the form
If 0 < ω 1 < ω 2 and ω 2 /ω 1 < 2 then the Ω n are distinct and ordered from smallest to largest. The solution to the third-order equation is then
and the complete solution is
The complexity of the solution resides in the expression for h 3 , which is cubic in the components of m 1 and h 1 . Each component of h 3 consists of over 5000 individual terms, each containing one or more of the factors α, h z , n x , n y , n z , as well as the components of a 1 , a 2 , χ(ω 1 ), χ(ω 2 ) and their complex conjugates. Symmetry properties of the χ tensor may be used to to reduce the number of unique terms to less than 2000.
To reduce the number of terms further, we restrict the varying applied field to be in the y direction only, and require the sample to have infinite extent in the z direction; that is, we set
This reduces the number of unique terms to a manageable 399. We now assign symbols to certain recurring combinations of factors and then list h 3 in terms of these symbols and grouped by frequency. To that end, we define a set of amplitude factors, A m . Each amplitude factor is a third-degree product of the components of a 1 and a 2 and their complex conjugates. These factors are defined as follows
Note that the amplitudes of the perturbation solutions at a given frequency are cubic polynomials in the driving amplitudes, a 1 and a 2 ; the geometric and physical properties of the system are contained in the coefficients, c n .
In the next section we write the explicit expressions for the third-order driving fields which occur in Eq. (8) . These allow one to calculate the strength of the response at any of the eight possible output frequencies.
C. Solutions for the output frequencies
The expressions for the u n , each respectively corresponding to an output frequency of Ω n , are
The individual components of the u n are defined in the supplemental material 15 . However here we present, as an example, the complete solution for u 4 
III. COMPARISON TO EXPERIMENT
As has been previously reported 8 , this analysis explains features seen in experiments utilizing a microstrip waveguide with a thin Permaloy ribbon under the signal line. The waveguide was driven with two independent continuous wave frequencies; the input amplitude of the lower frequency, ω 1 , was kept fixed, while the amplitude of the higher frequency, ω 2 , was varied.
As the input power is increased, a new output is seen at a frequency of Ω 3 = 2ω 2 − ω 1 as predicted by the perturbation expansion. At still higher input powers an output wave at frequency Ω 0 = 2ω 1 − ω 2 appears.
Why does the output at Ω 3 appear before the output at Ω 0 in this experiment? Equations (8) and (13) tell us the amplitude of the Ω 3 signal, A 3 , will be proportional to |A 3 |, since for fixed material geometry and parameters, as well as static field h z , all other factors are constant. Similarly, equations (8) and (10) indicate that the amplitude of the Ω 0 signal, A 0 , is proportional to |A 0 | (of course, the constant of proportionality is in general different from that of the Ω 3 signal). The expressions for the amplitude factors yield
For |a 2,y | sufficiently larger than |a 1,y |, the Ω 3 signal will be larger than the Ω 0 signal, and will be seen first as the input power increases. If |a 1,y | is held fixed we have When these amplitudes, as a function of a 2,y , are plotted using a log-log scale, the results are simple straight lines with slopes proportional to the exponents. These features are illustrated in Fig. 1 . To compute the data plotted in this figure we used values of the physical parameters as follows: α = 0.02, γ = 2.93 GHz/kOe, M s = 0.7958 kOe, H z = 0.6 kOe, n x = (0.903)4π, n y = (0.097)4π, ω 1 = 9.95 GHz, ω 2 = 10.05 GHz and |a 1,y | = 1.0 Oe. The response at frequencies Ω 1 and Ω 2 is more complicated since these signals are a sum of the first-order and third-order terms. The first-order response at frequencies Ω 1 and Ω 2 is
|A 2,1 | ∼ |a 2,y | and the third-order response at these frequencies is
The consequence of this is that as the driving amplitude |a 2,y | is increased, the Ω 1 response will be initially constant since the first-order term dominates. But for sufficiently large driving amplitude, the third-order term will dominate and the response will increase. This is an amplification of the Ω 1 signal in response to the increased Ω 2 signal. Similarly, the Ω 2 response will initially be proportional to the driving amplitude, but will then be amplified as the third-order contribution becomes dominant (see Fig. 1 ). These amplification effects were also seen in 8 . Although outputs at frequencies Ω 4 through Ω 7 were not discussed in 8 , a similar analysis shows
Each frequency has a distinct functional dependence on |a 2,y | and each has a distinct slope when plotted using log-log scales. This is illustrated in Fig. 2 , which was produced using identical values of the physical parameters used for Fig. 1 .
IV. COMPARISON TO NUMERICAL SOLUTIONS
The llg equation (1) can also be solved numerically and the results compared with the perturbation expressions (9). To do so we have used adaptive time-step ode solvers found in the popular Matlab computing environment 16 . The response at the specific frequencies predicted by the perturbation result was then computed using a fast Fourier transform, taking care that the number of points in the transform, as well as the time-domain resolution, ensure that the computed points in the frequency domain fall exactly on the eight frequencies of interest, Ω 0 -Ω 7 . For these computations we used values of the physical parameters as follows: α = 0.02, γ = 2.93 GHz/kOe, M s = 0.796 kOe, n x = (0.9)4π, n y = (0.1)4π, ω 1 = 9.95 GHz, ω 2 = 10.05 GHz and |a 1,y | = 1.0 Oe.
In Fig. 3 we compare one such solution, for frequencies Ω 0 through Ω 3 , with the perturbation result using an applied static field of H z = 0.41 kOe. For the values used here this results in an undamped resonant frequency of 10.67 GHz, so we have a sample being driven below resonance. As can be seen, there is good agreement up to a driving field of 20 Oe or so.
We note that the amplification of the Ω 2 mode seen in the experiment and seen in Fig. 1 does occur in both the perturbation theory and in the numerical solution. However as the driving field is further increased, the response in M y actually decreases in the numerical solution while there is an increase found using perturbation theory.
Agreement at larger driving amplitudes is not expected as more energy goes into the creation of frequencies not considered here. Furthermore, the macrospin approximation also becomes less appropriate as it is possible to generate spin waves with short wavelengths. In this case true micromagnetic calculations would be more appropriate. Fig. 4 is the same comparison for the higher frequencies Ω 4 through Ω 7 . Again, there is good agreement up to a driving field of 20 Oe or so.
In Fig. 5 and Fig. 6 we present a comparison computed at a static field of H z = 0.14 kOe. This corresponds to a undamped resonant frequency of 9.45 GHz so we have the case of a sample being driven above the resonance. Again, we get good agreement up to a driving field of 20 Oe or so. Fig. 5 also illustrates an interesting consequence of the fact that the perturbation result for frequency Ω 1 is the sum of a first-order term and a third-order term. The relative phase between these two terms need not be zero, and this has the consequence that there may be constructive or destructive interference between the two terms. For the particular case shown in Fig. 5 , we see the perturbation result for the Ω 1 signal undergo a pronounced dip in the region around 60 Oe, followed by a rise at higher driving field. This region corresponds to where the two terms are similar in magnitude but opposite in phase, and the dip corresponds to destructive interference between the two terms.
It is not surprising that the perturbation result is not as good for the case of driving frequencies close to resonance. Close to the resonance frequency, the precession can be driven to large amplitudes at smaller values of the driving field. As a result the perturbation theory also deviates from the numerical results for smaller driving fields. A static field of H z = 0.2593 kOe gives an undamped resonant frequency of 10.0 GHz, half-way between the driving frequencies used here. For this case we have found reasonable agreement only for driving fields up to 10 Oe or so. Nonetheless, the perturbation method gives a very good account (at low powers) of which waves can be produced by the nonlinear mixing and their relative amplitudes.
V. SUMMARY
In this paper we have found a series solution to the Landau-Lifschitz-Gilbert equation up to the third-order in terms of a small perturbation expansion parameter. The first, second and third-order equations in this expansion turn out to be simple linear two-dimensional dynamical systems which differ only in the nonhomogeneous terms. The solutions to the corresponding homogeneous equations are stable spiral sinks which vanish in the limit of large time values. For harmonic driving terms, and in the limit of large time values, solutions to the nonhomogeneous equations are frequency-dependent linear combinations of the frequencies present in the driving terms. The solution to the first-order equation is straightforward and, in the limit of large time values, the second-order equation does not contribute. The complexity of the solution to the third-order equation lies in the complexity of the third-order driving term, which contains six new frequencies not present in the first-order driving term. For reasonable restrictions on the driving fields, we present analytic expressions for the solutions to the first and third order equations.
These expressions provide a ready qualitative understanding of the amplitudes of the frequencies present in the solution, as functions of the amplitudes of the driving fields, and agree quite well with features seen in actual experiments. For reasonable values of the parameters, quantitative agreement of the perturbation solution to direct numerical solution of the Landau-Lifschitz-Gilbert equation is also quite good, up to driving fields of 10 to 20 Oe.
In addition, it is clear from this paper how the solutions could be calculated in other geometries, e.g. systems where there are static or dynamic fields in different directions than those considered here. For example, it has been pointed out recently that the nonlinear generation of harmonics strongly depends on the orientation of the static field 17 . This work was supported by NSF Grant No. DMR 0907063.
