Sprays are widely used in industry for combustion, coating, painting, and a number of other applications. They have in common the principle of dividing a continuous liquid phase into a dispersed phase made of numerous droplets. Among all the techniques employed to atomize liquids, very few are fully described by a model or a convenient theory. We summarize in this work the main trends and principles of spray and atomization models. The mechanisms identified as being at the origin of atomization, such as aerodynamic drag, cavitation, turbulence, electrostatic forcing, etc., are listed and the appropriate models are described. Linear instability theory, cavitation models, electrostatic equations, along with Eulerian models, and statistical descriptions of sprays are presented. The need for intense work and improvement of knowledge is brought out in the conclusion.
INTRODUCTION
Spray applications range from large scale dispersion of insecticides to nanometer thin film deposits with ion sources. What they have in common is the transformation of a continuous phase (mostly liquids) into a number of separated droplets created by a specific device, or atomizer. For characterization of sprays, the most commonly used qualities are size/number distribution of droplets, penetration and spray angle.
Atomizer technologies are based on a number of principles that achieve break-up of continuous phase with surface or volume forces. The main forces used and their corresponding atomizers are listed non-exhaustively in Table 1 .
Different modeling efforts have been undertaken in the past and some describe with high precision the atomizing process and the resulting size of droplets. But most atomizers still lack a suitable model that manages to correctly predict at least the main features of the resulting spray. Given the complexity of the phenomena, much work has been done on 3D CFD modeling where advanced techniques like LES (large eddy simulation) and DNS (direct numerical simulation of Navier-Stokes equations) allow description of two phase flow during atomization with increasing success [1] [2] [3] [4] . The level of detail of these calculations is such that numerical experiments are possible to visualize the aspects of atomization such as intra-orifice flow that are very difficult to observe, in real experiments. Nevertheless, computer time to achieve such refined simulations is still significant and is still too costly for many applications. Besides, even if the process is correctly simulated by detailed 3D modeling, the mechanisms of atomization and ultimate break-up need physical, theoretical comprehension, which from our point of view must still be extended.
In the following sections we try to give an overview of the principles underlying the modeling efforts carried up to now in the theory domain. Our aim is to coherently present different and disconnected points of view on droplet formation and atomization. We review the main results of different trends, without too much detail on the way they were obtained, but emphasizing the hypotheses and connections or lack of connection with one another. Numerical considerations and complete/direct solution of flow equations during atomization are therefore not in the scope of this article, and should be addressed elsewhere. Nevertheless, atomization sub-models are massively used in CFD simulations of sprays, notably for combustion applications, and the theories reviewed here-after form the core of many of those sub-models. The objective is then to preview as precisely as possible the main characteristics of the atomization process, namely the droplet diameters and velocities (norm and direction), which will represent the initial conditions of a more complete simulation of a multiphase and often reactive flow. Accurate prediction of combustion rates, deposition rates, vaporization rates, etc., depend therefore on how well the droplets features are calculated. Many scientists have objected to the lack of criticism when evaluating results of CFD involving sprays that are based on current theories, as this depends on a series of hypotheses and arbitrary simplifications that should limit their use, or at least, impose precautions when analyzing results. It seems thus necessary to review the state of the art concerning the theories behind sub-models of atomization, underlying simplifications allowing some results, the limits of application of the formulae, and the efforts undertaken recently to provide more complete knowledge of the atomization process.
Mainly, there are two types of atomization theories. One type is based on direct description of motion, and the corresponding forces. The other type is based on statistical descriptions and probabilistic considerations. 50 Trends in atomization theory For deterministic theories, conservation equations for mass and momentum are written and simplified by neglecting lower order terms. All the perturbations that will eventually break-up the liquid initially start with very small amplitude, which makes the non-linear terms orders of magnitude smaller than the linear terms. However some perturbations may grow later and hence non-linear terms should be taken into account. Linear theories simplify velocity profiles avoiding a direct solution of non-linear terms.
Atomizing processes often occur at small time scales compared to heat transfer phenomenon allowing them to be considered as isothermal, so energy equations have seldom been employed. The resulting Navier-Stokes equations represent the fluid before break-up in a continuous eulerian manner well adapted for the initial jet or sheet flowing out of the atomizer. Stability theories consider that atomization will result from the growth of surface perturbations. Specific models for cavitation or effervescence (gas dilution) account for particular mechanisms of liquid destabilization. A problem arises when the outcome of surface wave amplification or whatever mechanism, results in rupture of the fluid continuum; since continuum equations fail to describe the transition to discrete droplets. At a certain point the hydrodynamic approximation is invalid and molecular dynamics should be considered but the objective of predicting the atomization features at low cost would be lost. A specific treatment of the rupture is therefore necessary, fulfilled by semi-empirical break-up criteria that try to link the continuousliquid destabilization model to the resulting liquid fragments. It could be said in addition, that even for DNS detailed simulations, break-up occurs by the numerical limitation of mesh size rather than by a true calculation of fragmentation. Two interesting efforts to achieve understanding of the intermediate states between liquid jet (or sheet) and droplets are mentioned hereafter; ligament formation and rupture, and asymptotic solution of equations just before and just after break-up. In another line of thought, the fragmentation problem can be evaded by solving transport equations for the liquid/gas ensemble (through mass or volume fraction, interfacial section, or other scalars); atomization intervenes then through production terms. However even though this leads to difficulties as to physical expressions for the production terms, the effectiveness of calculation is greatly enhanced.
For statistical models, a mechanism underlying fragmentation of the initial liquid (solid particles can be treated identically) is assumed but not explicitly written. Only some of its characteristics are used to calculate, after a certain number (often assumed to be very large) of fragmentations, the properties of the resulting fragments. Fragmentation can result as a succession of similar (in nature but not necessarily in scale) events, leading to a break-up cascade. Differences in the results depend on the properties given to the break-up mechanism, particularly on whether the initial size of a particle has an influence on the number of fragments. In this line of thought fractal geometries come to mind and some work has been carried in this direction.
Fragmentation can also result on a series of non-successive events leading to particular statistics and allowing treatment of the inverse mechanism, coalescence, which is a possible explanation for the often observed differences in droplet size distributions between deterministic break-up models and real experiments.
When dealing with probability distributions for break-up or coalescence of droplets the question arises on how to integrate the results of spray and combustion calculations and whether there can be a link with deterministic models. Balance equations for the number-of-droplets or spray equations are aimed to introduce probability density functions into transport problems and the Maximum Entropy Formalism has permitted the extension of the trends for droplets sizes resulting from deterministic theories to polydisperse distributions which are used for complex spray simulations.
DETERMINISTIC THEORIES -ATOMIZATION MECHANISMS 2.1. Linear stability theories 2.1.1. Fundamental equations and results
The basic principle of stability analysis is to write the general conservation equations and introduce an infinitesimal sinusoidal perturbation. If the amplitude is continuously amplified in time, instability of the system results. Applied to sprays, such a perturbation is considered on surface and its eventual growth results in break-up of the liquid. First then, the conservation equations are written in a selected geometry allowing simplification through symmetries. A perturbation is applied and the conditions for its amplification determined. At the end, a rupture criterion must be selected to decide under what conditions break-up occurs and what are the resulting characteristics of the droplet(s) obtained. The simpler models neglect convective terms and consider inviscid fluids and incompressible gas around the atomizing liquid. More complete models consider both liquid and gas phases as viscous and compressible and do not neglect convective terms. Not taking into account convective terms limits the validity of the model to low-velocity jets.
Historic work was achieved by Rayleigh [5] and Weber [6] with the stability of isolated liquid cylinders and Kelvin [7] and Helmholtz [8] for planar sheets in one dimension. The most popular form of the theory for liquid cylinders (jets) was developed by Reitz [9] - [10] with the WAVE model (see Figure 1 ).
Consider a surface perturbation of the form (1) and the linearized, by specified axial [10] velocity profiles U i (r), set of equations for perturbations of velocity and pressure, respectively u, v and p:
Index i, being 1 or 2 respectively for liquid or gas. The bulk fluid velocity U(r) is applicable only for the gas, and is zero for the liquid.
Boundary conditions at r = a ( the initial liquid cylinder radius and not at r = a + η) are linearized and written as:
and at r → ∞ :
Velocity potential and stream function in the liquid are of the form:
(5) C 1 and C 2 are integration constants, I 0 and I 1 modified Bessel functions of the first kind.
Assuming that in the gas the velocity profile is U 2 (r) = U (constant) at the gas/liquid interface, the solution for gas pressure at the interface is of the form: 1 
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Figure 1:
Instability of liquid jet, WAVE model-(Reitz [10] ).
Rayleigh results correspond to ρ 2 = µ = U = 0 :
And Weber's for k.a ∼ 1, and U = 0 :
The dispersion equation is central to atomization as the maximum amplification factor will determine the mode of the fastest growing perturbation and thus most probable mode of liquid destabilisation and subsequent break-up.
In most atomizers velocity of liquid is much higher than that of gas and the size of droplets is smaller than the atomizer orifice (or liquid cylinder diameter). This break-up mode of small liquid parcels stripping from jet surface corresponds to ka →∞, the dispersion equation asymptotically simplifies into: (10) which is now independent of liquid jet initial radius a.
Reitz gave a curve-fit results for the numerical solutions of the dispersion equation, for wavelength Λ and growth rate | of the fastest growing wave : (11) with the non-dimensional groups:
More recent studies have extended the approach to different velocity profiles and atomizing configurations [11] [16] , taking into account (simplified) boundary layers in one or both fluids. The dispersion relation (some times in a non explicit form) is different, and broadens the range of validity of stability theory, but the principle of attributing atomization regimes to most unstable modes remains unchanged.
A similar approach can be made for infinite planar sheets [17] [22] , which are of interest for swirl atomizers as the annular shape is of small thickness in comparison to annulus curvature and can be approximated by this geometry (Figure 2 ). In this case two interfaces must be considered at y = ±h, 2h being the sheet thickness. Three velocity potential functions must be considered, φ + , φ − for gas at each interface and φ L for the liquid. Senecal et al. [20] have obtained with considerations close to the abovementioned (notably a constant velocity profile in gas) a dispersion equation of the form:
which simplified for short waves as:
The maximum amplification factor is found numerically. Some authors have addressed the more complex problem of the annular sheet [23] , [26] , see Figure 3 . Swirl and outward-opening injectors notably generate such sheet geometries. Squire theory can be applied when the sheet radius is large compared to its thickness, particularly for conical sheets but only if gas velocity on either side of the sheet is the same. Otherwise a specific approach is needed as lateral curvatures have an important effect on development of instabilities.
Liquid velocity has an axial component U and an additional azimuthal component V, and two gas flows must also be considered, one inside the annulus and the other outside each having two velocity components. Velocity potentials and perturbation are of the form: where n is the wave number in the azimuthal direction of angle θ. Even for inviscid fluids the dispersion equation is of order 4 in ω and is not in the scope of a review article. Given the existence of a couple of wave numbers k and n, the maximum amplification factor must be searched in a map of dispersion diagrams with n as a parameter.
The above-mentioned models give the conditions for wave surface growth and surface deformation. Under what conditions and when rupture happens is a question related to microscopic scales and as such is not directly addressed by modeling but is replaced by a break-up criterion.
For a cylinder subject to destabilization, one assumes that liquid detaches over a distance equal to the wavelength λ. The detached volume forms a spherical droplet of diameter d and by conservation of mass: (15) For low velocity jets (Rayleigh), Eq. (8) gives the wave number k max =0.696/a for maximum growth rate, with the corresponding wave length λ max = 4.51·2a, thus :
For a sheet of thickness 2h, one assumes in general that break-up happens over half a wavelength, giving rise to a cylinder of radius a, or a torus of small radius a in the case of annular sheets. This same cylinder or torus is destabilized later to
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Figure 3:
Annular sheet geometry [23] .
give droplets of diameter d according to Rayleigh instability. The same mass conservation considerations give:
And consequently:
For atomization regimes at large velocities, droplets are stripped from the liquid surface. In such a case instead of a global liquid column or sheet fragmentation, alternative criteria have been proposed. Reitz suggests adopting a fraction of the wavelength determined from stability analysis: (19) B being a constant (0.6 according to experiments). Another criterion is based on the hypothesis of formation of cylindrical ligaments on the surface of diameter and of length l = Aλ, with 0.15 < A < 0.19. Mass conservation then gives: (20) Stability theories are widely used to provide initial conditions for spray simulations. When injection velocity (or pressure), hole diameter and liquid properties are known they furnish the most unstable mode and one assumes that it is that mode that will be most probably responsible for atomization. The assumption is not questionable if the conditions for the validity of the theory are respected, as evidenced by the excellent control of droplet sizes obtained by piezo-electrically driven droppers available commercially. In such devices the frequency of the oscillator forcing the liquid column to move before injection follows the theory.
It should be emphasized nevertheless that these theories provide only one droplet size and velocity, whose trends, but not their numerical values, can eventually be considered as characteristic of the atomizing process relative to its dependence on the generating parameters. Moreover, the large dispersion of the droplet diameter and velocities that is usually observed cannot be addressed in the frame of these theories. Some efforts to account for diameters distribution have been made with the maximum entropy formalism (cf. section 3.3), but velocity dispersion estimation has probably been somewhat forgotten and is still to be addressed. As a result, most of the time the spatial distribution of mass remains empirical, as it results from the combination of droplet size and directions of initial velocities. The estimation of the spray angle only is indeed insufficient, angular distribution of droplets sizes should be solved.
In the next sections the application of linear stability theories to specific atomizers is outlined. Once again, when the conditions for the validity of theory exist, the results are in close agreement. For effervescent and even more for electrostatic atomizers, many applications have looked for designs that create the conditions for theory validity and limited the frame of application to controlled droplet generators. For many of the "uncontrolled" regimes of such atomizers an effective theory must still be developed.
Effervescent atomizers
In effervescent atomizers a gas that may or may not be miscible with the liquid is introduced before atomization takes place. It greatly enhances atomization but the difficulty of modeling by the two-phase aspect of intra-orifice flow arises.
Senda et al. [27] have proposed a flash-boiling atomization model for atomizing liquids in which one of the components reaches boiling conditions at the exit of the atomizer. As a first approximation, the growth of vapor bubbles is modeled by a Rayleigh-Plesset equation and the number of bubbles is given by the expression:
Next the volume fraction of gas is considered, (22) When this fraction reaches a critical value (0.45 is proposed) one considers that bubbles cause the disintegration of liquid jet and the corresponding atomization. The number of liquid droplets is then 2N.
For atomizers using a gas added to liquid without dilution, Lund et al. [28, 29] have performed a stability analysis assuming that at atomizer's exit the liquid occupies an annular sheet with the gas concentrated on its center. This sheet disintegrates in the form of ligaments which fragment later into droplets, see Figure 4 . The sheet thickness is obtained from injection orifice diameter and gas fraction, which depends on the mass ratio of gas and liquid injected. The droplet diameter is assumed of the order of sheet thickness. A stability analysis with Weber's conditions gives the most unstable wavelength: (23) and mass conservation gives the Sauter Mean Diameter (SMD) of droplets:
liq N e T = − ∆ 6 44 10 11 5 28 , . , More sophisticated stability analysis takes into account the velocity difference between gas and liquid.
Electrostatic atomizers
Application of an electric field to a liquid jet has two consequences, the attraction of liquid towards the oppositely charged electrode and the reduction of apparent surface tension due to electrostatic pressure of surface, which oppose the surface tension forces. Another possible effect for certain liquids is the effective reduction of surface tension by molecular reorientation on the surface. The electrostatic pressure is maximum at the jet end. Under the effect of electric field the liquid jet stretches and droplets detach. For different relative flow rate and electric field values, different regimes can be observed depending on liquid properties [30, 31] .
Probably the most interesting regime, the cone-jet regime allows controlled droplet generation to be obtained. Taylor [32] showed that, in theory, electrostatic pressure and capillary forces balance on liquid surface when it forms a cone of angle 49.3 degrees. At the cone apex, a liquid cylinder of small diameter forms and droplets detach. The liquid jet destabilizes in Rayleigh or Weber modes depending on viscosity. What is interesting is that the elongation of the liquid at the orifice exit allows an important reduction of jet diameter as it is no longer limited by surface tension and can therefore be much smaller than injection orifice diameter.
Thus, one must model the liquid jet before break-up to obtain its diameter and a stability analysis will then enable estimation of droplet characteristics. Turnbull [33] proposed a model for axisymmetric jets, of uniform velocity, at equilibrium, without aerodynamic interaction and with electric charges concentrated at the liquid surface.
The expression of electric potential is linearized considering its continuity on the surface. The electric force per unit volume can then be introduced into the balance equation. Generally, surface tension can be neglected resulting in the following expressions for non-conductive and conductive liquids respectively:
where b is electrode radius, ε 0 and ε the dielectric constants of ambient medium and liquid respectively, Q the liquid volume flow rate; I the electric current, V the electric difference potential and r 0 the minimal liquid jet radius.
The size of droplets is obtained from the radius by a Rayleigh instability expression:
Turbulence
When velocity gradients are important, Kelvin-Helmholtz instabilities of aerodynamic origin are relatively small and control the atomization regime, and turbulence scales are larger. When velocities are smaller, turbulence scales can become smaller than instability wavelengths and cause sufficient surface deformation to achieve detachment of relatively large fragments. A first approach is through evaluation of eddies energy per surface unit that, in order to achieve break-up, must be greater to surface tension. This order of magnitude equality can be written [34] : (28) where λ is the eddy size, and v t radial or transversal turbulent velocity transporting the eddy up to surface. This velocity can be obtained from turbulence characteristics assuming that eddy size belongs to the inertial zone:
Λ being the integral scale and v 0 the turbulent velocity. As in the previous sections, a break-up criterion is based on the assumption that the fragments detach when eddies deform and elongate the surface in the form of ligaments, are of the order of magnitude
of the eddy size λ. This leads to a relationship for a characteristic diameter d of droplets, (like Sauter Mean Diameter):
Here, the Weber number is based on integral scale and the jet velocity U. The break-up length L b can also be estimated by assuming that the ligament created by the eddy effect on surface has a cylindrical shape of diameter λ. The growth and break-up time τ of the ligament must equal the fluid flow time from eddy nozzle exit to break-up:
The ligament is considered to have a cylinder shape and Rayleigh stability theory is applied giving the break-up length of the ligament . As the eddy is transported at velocity v t , the time to cover the ligament break-up length is of order . Thus, as (32) one obtains,
Wu, Tseng and Faeth [34] , carried experiments giving a relationship between SMD and Weber number in good agreement with theory for certain regimes of atomization. A more refined description of turbulence effects on atomization should take into account real liquid jet turbulence characteristics, probably not fully homogeneous and isotropic, and also a more detailed description of surface deformation by eddies. The difficulty in separating other atomization mechanisms from turbulence in experiments is at the origin of speculation on the real influence it may have. In practice it can be interesting to combine results from stability analysis and turbulence. Indeed real droplet size distributions could result from a combination of these effects, surface stripping producing small droplets and interfacial deformation leading to larger droplets detachment.
Cavitation
Cavitation was only relatively recently confirmed as one of the main atomization mechanisms [35] [36] [37] . Implosion of vapour bubbles destabilizes the liquid even inside the injector and leads to atomization enhancement. As liquid flow rate increases, cavitation
appears first as isolated vapour bubbles in turning points of the flow which are later transported outside the injector or towards the walls. For higher liquid flow rates, cavitation results in a permanent vapour bag asymmetrically stretching towards the end of injection orifice. Implosion takes place at the contact with walls or suspended particles. Outset of cavitation is related to total stress in the liquid and not only to pressure; viscous stresses can play a role. Cavitation number allows characterizing cavitation inception:
where p inj is the pressure in injection circuit, p ext the pressure of the chamber, p c a critical pressure (vapor pressure) and K c the value upon which cavitation appears. Another expression is:
Stress tensor can be written S = µ [∇u + ∇u T ] − pI, I is identity matrix and exponent T means transposition. Classical cavitation criterion is p < p c , if one takes into account viscous stresses it becomes S 11 > − p c . When cavitation occurs, the discharge coefficient becomes independent of Reynolds number and dependent only on cavitation number, . Exact modeling of cavitation involves solution of compressible transport equations with phase change, which is a particularly difficult task. Some authors [38, 40] 
where a is here sound velocity. With a homogeneous equilibrium model, this equation leads to: (37) where α is void fraction, Martynov et al. [40] have also recently proposed a single-fluid model of cavitation derived from the theory of bubble dynamics and assuming hydrodynamic similarity of cavitating flows. The liquid-vapour flow is described using the homogeneous mixture concept. The phase content and mixture properties are described by the vapor volume fraction α, which is governed by a specific transport equation. In order to avoid the cost of detailed simulations of intra-orifice flow, local sub-models have been proposed [41, 44] . In most of these models the main principle is to determine firstly whether there is cavitation or not, based on cavitation number. Depending on its value, the discharge coefficient is obtained. The cross-section surface fraction occupied by vapor phase can be thus estimated [45] . Bubbles are considered to form and collapse, characteristics of the process are obtained from Rayleigh-Plesset type equations [46, 47] .
Arcoumanis et al. [42] based their model on an equivalent bubble having the same area as the one occupied by the total cavitation vapor bag. The equivalent bubble can be transported to the surface or implode. The characteristic times of both processes are estimated and compared to determine which happens first. The force acting on the jet is determined from characteristic time and length of bubble burst or collapse and compared to the surface tension force. The condition of equality of both forces gives the maximum size of droplets formed.
Huh and Gosman [43] based their model on the assumption that the turbulence generated in the nozzle hole produces initial perturbations on the jet surface when it exits the hole. Once the perturbations have reached a certain level, they grow exponentially via pressure forces induced through interaction with the surrounding gas, until these perturbations become detached from the jet surface as droplets. The model estimates the initial perturbations from an analysis of the flow through the hole and then uses established wave growth theory to represent the atomization process. The perturbation amplitude obeys a dispersion equation as derived by Taylor. The break-up rate of the produced parent droplets (obtained from the nozzle model) is calculated as a function of an atomization time scale and an atomization length scale. The minimum droplet size is calculated from Kelvin-Helmoltz instability theory.
Nishimura and Assanis [41] calculate the energy released by bubble collapse as the energy necessary to deform the bubble from an initial to a final radius. The collapse energy is assumed to be transformed entirely into turbulent kinetic energy, and represents up to 80% of total turbulent kinetic energy. A turbulent velocity can be formed from the kinetic turbulent energy. Discrete cylindrical parcels of fluid are considered to flow through the nozzle and break-up. A deformation force induced by turbulent velocity fluctuations is added to aerodynamic force and compared to surface tension force. When surface tension forces are less than deformation forces spherical satellite droplets are produced, and their diameters are calculated with WAVE theory [10] , where the turbulent velocity is used as relative velocity between liquid and gas.
Baumgarten et al. [44] distinguish two different zones (liquid and mixture of bubbles and liquid ligaments). Characteristics of both zones are obtained from detailed CFD calculations or from experiments. Break-up of the different zones is studied separately. For bubbles/liquid mixture, pressure waves issuing from bubble collapse propagate both to the outer surface and break-up the mixture zone, and to the inner interface between the two zones where they increase turbulent energy of liquid core. Cavitation energy distribution between the two zones is proportional to their inner and outer interface areas. Liquid ligament break-up is considered to occur after bubble collapse time is reached, and due to turbulent kinetic energy added to cavitation collapse induced energy. Surface tension forces enable transfer of surface and kinetic energy to satellite droplets.
It is evident from the phenomenological models mentioned above that a clear scenario of bubble appearance and surface destabilization has not been established and therefore the theory of cavitation induced atomization has to be perfected. Non-equilibrium phase transitions could take place given the pressure and velocity ranges reached inside injection nozzles in common combustion devices. Bubble appearance and growth could therefore substantially differ from the equations actually used and preclude the feasibility of a simple model.
Ligaments and drop formation
In many cases the intermediate step between a deforming liquid surface and drops is the formation of ligaments or digitations. The ligaments are elongated by different forces and finally break-up in one or a number of liquid parcels that later reshape into spheres by surface tension. As a consequence of mass conservation, the final diameter of droplets can be much larger than ligaments cross section thickness, but of the order of the cubic root of ligament volume.
It is the capillary instability that is responsible for ligament rupture when the surface shape is determined by surface tension forces. The latter creates an over-pressure in the liquid at the place where the curvature is small. Liquid will have the tendency to be evacuated from this zone, decreasing local curvature and thus increasing surface tension over-pressure intensity, leading to instability.
As long as the ligament remains attached to a larger mass of liquid, capillary instability is retarded [48] . When the liquid contained in the ligament detaches from the larger mass of liquid, the time scale of break-up or coalescence becomes smaller. Indeed, dimensional analysis shows that the time scale for capillary forces is where V is ligament volume, ρ liquid density and σ surface tension. When ligament detaches, this time scale becomes (39) where h is ligament thickness. Villermaux and Marmottant [11] , [48] , [49] analyzed ligaments dynamics by considering mass and momentum balances. A ligament is described by its velocity u 0 , and its radius r 0 , along the longitudinal coordinate x. The stretch rate of the ligament is assumed uniformly distributed. In the long-wave and slender-slope approximations, small velocity and radius perturbations u and r are considered resulting in the system: (40) Differentiation of the equations by t and x gives an equation for dynamics of ligaments:
The dynamics of the ligament determines the maximum amplitude modulations, which depend on stretching γ , and controls the way the ligament breaks-up, particularly the polydispersity of its fragments. Individual liquid parcels then form that can aggregate. This scenario results in Gamma-type distributions for final droplet sizes that correlate quite well with experiments and explains the exponential fall-off of size distributions frequently found in sprays.
Asymptotic approach
The shape of the liquid surface when rupture takes place has been described [50, 51] in axis-symmetrical geometries by writing Navier-Sokes equations: 
And mass conservation:
On the liquid surface one can write two different boundary conditions, equality of normal stresses: (45) And equality of tangential stresses: (46) Where n is the outward normal, t the tangent, S is here the stress tensor and R 1 , R 2 the curvatures.
Relating curvatures to the radius H of liquid cylinder gives:
Finally, an equation is written for the evolution of H : (48) As H goes to zero, equation (48) results in a singularity. An asymptotic solution of the system of equations has been written by Eggers [50] , assuming that the singularity extends along its axis much more than its radius. This means that at a given time, axial and radial length scales l z and l r respectively are related by a small perturbation parameter ε (proportional to square root of singularity characteristic time scale), l r = εl z . Also, it implies that surface tension and viscous forces are of the same order near the singularity. Velocity and pressure fields are also supposed to take the form of perturbation series. For lowest order terms, a closed system is obtained for non-dimensional variables. By considering independent length and time scales, involving only internal parameters of fluid: (49) and that the singularity occurs at t 0 and z 0 , a change of variables ;
results in a new system in the limit ε → 0, for the lowest-order term in the perturbation series v of v z : (51) for which singular solutions are expected in the similarity form: (52) by solving the system of ordinary differential equations: (53) with s = 1 if t < t 0 and s = -1 if t > t 0 . Boundary and initial conditions can only implicitly be taken into account as they determine the position of the singularity t 0 and z 0 , whereas the analysis considers equations of motion valid only close to the singularity. A numerical solution of the initial system can also be made [51] to take into account in particular mass flow from liquid to ligament. Although some hypotheses are made in these studies, they are of great interest as the scenario of ultimate breakup they draw has a wide generality in every atomization process. They should allow calculation of the mass transfer from ligaments to droplets in a more precise manner than breakup criteria, often used in applications of linear stability theory.
Eulerian approach
The complexity of atomization processes leads to speculation whether a detailed description of its mechanisms is necessary. A global approach that would give mean sizes and velocities of two phase flow is sufficient for many applications. Such a model with an Eulerian approach has been proposed by Vallet, Burluka and Borghi [52] and Behesti and Burluka [53] . The principles of such modeling are currently used for the development of Eulerian-Lagrange coupled codes for spray simulation.
The compressible Favre-averaged flow equations are applied to a single fluid with variable properties. The mass and momentum conservation equations consider the
contributions from one phase on another. The model is completed by k-ε equations for the two-phase turbulent kinetic energy (which includes kinetic energy in gas, liquid and the mean velocity gradient of the two phases) and dissipation rate, and then closed by an Algebraic Stress Model (ASM) of the Reynolds stress tensor. Specific treatment of atomizing liquid consists of conservation equation of liquid mean mass fraction: (54) with,
and a state law,
along with a transport equation of mean interfacial area per unit volume:
Diffusion term is written classically with a diffusion coefficient D s that depends on turbulence and liquid fraction gradient. The production consists of two mechanisms, first is the action of velocity gradients that, according to a Kelvin-Helmholtz type instability, will stretch liquid-gas interface and make the surface larger. The author's choice is to give it a characteristic time A -1 equivalent to the one of turbulent kinetic energy production. The second is the action of turbulence which can also stretch and augment liquid-gas interface, with a characteristic time a -1 equivalent to the integral scale of turbulence. Last, the destruction term allows compensating production in such a way that at small scales, inertial forces be of the same order as surface tension: We =1. The destruction term exponent being greater than 1, value of 2 is given to include the possibility of having two interfaces interacting inside a given volume.
In this approach, oriented towards large Reynolds and Weber number flows with a main velocity direction (hole injectors of Diesel type), surface tension, and viscosity are only effective at small scales, and where curvature and velocity gradients are important. At large scales, the characteristics of the flow are dependent only on fluid density. It is a generalization to atomization of Kolmogorov's results for turbulence. Also, it is
possible to define in the same way, a critical scale of atomization where inertial forces balance surface tension: (58) on the condition that balance between different processes of droplet formation of radius r c (coalescence, break-up) and turbulent diffusion is obtained. Such a model includes some constants that can be tuned for solution. A correct calibration of the model can therefore lead to good simulation efficiency but the physical mechanisms of atomization are not explicitly represented resulting in the potential need for calibration of constants for each different case and hence limited generality.
In another attempt to use classical numerical codes, Bhamidipati, Panchagnula and Peddieston [54] have proposed a form of discrete population balance. So, besides mass, momentum and energy balance equations, resolved for continuous phases one adds as many equations as droplet classes are considered. (59) Here, N i is the number of droplets of size i per unit volume (size number 1 being the class gathering the droplets with the largest diameter, v i is the velocity of droplets of class i, Γ is break-up frequency and n ij the interaction coefficient between classes i and j. The first term on the left represents the loss of droplets of class i by break-up and the one on the right the increase of droplets by break-up of larger droplets. It is a discrete form of the population balance equations (PBE, c.f. section 3.4), for which different hypotheses on the way successive break-ups take place give the expression for Γ and n ij . Often, one assumes that frequency does not depend directly on the number of droplets. Other terms could be envisioned to take into account coalescence or other phenomena modifying droplet size distribution.
STATISTICAL MODELS
Measurements of droplets sizes often result in large histograms of diameter, or volume. They have usually been represented by continuous statistical distributions fitted to experimental data. The choice of the statistical laws most appropriate to fit different kinds of atomizers has been discussed in the past without a clear answer. In parallel, efforts to obtain such distributions based on physical considerations have lead to models based on probability of fragmentation events. Such approaches have been criticized as the mechanisms of rupture are somewhat unclear. Nevertheless, although they do not rely on mechanics and classical forms of conservation equations, they do result from physical considerations and up to a point some even suggest that the initial scenario of droplet formation could not have a major influence on the final size of the droplets after coalescence and secondary break-up. The importance of events subsequent to primary jet or sheet atomization could justify the extensive, and relatively successful, use and
We r u c g c c = ρ σ 2 1 development of simplistic scenarios like TAB (Taylor Analogy Break-up) and blob models combined with secondary atomization models based on linear stability analysis of droplets formed first. A series of fragmentation processes is then an appropriate approach with the restriction that in principle the number of successive fragmentations is relatively small, and that in dense parts of sprays where atomization takes place, coalescence events should also be considered. Hypotheses concerning the time scales or the large number of events necessary to obtain statistical convergence and equilibrium, which underlie some of the following break-up cascades, should be considered when making use of them.
Break-up cascades 3.1.1. Normal distributions
According to the vision of atomization as a cascade of successive break-ups, Kolmogorov proposed in 1941 a scenario for solid particles fragmentation, as also did Brown [55] . Kolmogorov assumed that in average the probability of breaking a particle into a given number of fragments was not dependent on the initial size of the particle. The main result is then that the size distribution follows a normal law [55] . Gorokhovski and Savaliev [57] extended that result and showed that for long enough times in the fragmentation process of droplets of a given Weber number, the normalized radius distribution function was effectively of the log-normal type and that a single parameter could characterize it: (60) where α is the mean number of fragments issuing from the break-up of a droplet of initial size r. The same authors showed that when the break-up frequency v is of the type v(r) ~ r β , the form of the distribution becomes:
Practically, one can use the distribution function of x = 1n(r):
One assumes the initial distribution T 0 to be at the largest scale x 0 of initial particles (e.g. injector diameter). After a time t, such that vt = 1, new droplets form with distribution T(x), where parameter α must be adjusted. Rimbert and Séro-Guillaume [58] extended Kolmogorov's work on fragmentation to log-stable distributions without adding new calibration parameters (with some hypotheses) relative to other commonly used distributions and showed that they adapted better for large Weber atomizing processes. Using Kolmogorov's work and by analogy to turbulence and intermittency theories, Novikov and Dommermuth [59] proposed a dimensional analysis that follows initially a normal law, but which the authors revise to conserve mass: Brown [60] postulated that the mass distribution resulting from fragmentation depended on a power law of the fragment's mass in such a way that the number of lighter fragments issued from a single-event was disproportionately large. Thus, the probability density function of break-up of a particle of mass m′ in particles of mass m is: (64) Where the mass fragment is m, not m', m 1 is related to the average fragment mass in the distribution n(m), the number of particles of mass m: (65) One obtains a Weibull distribution:
Weibull-Rosin/Rammler distributions
(N T is total number of particles) (66) which in a cumulative form (number of particles of mass higher than m) is:
This distribution of number can be transformed to a mass distribution: 
M T being total mass, l the size of particles and l 0 a characteristic size. This distribution is widely used in atomization for its simplicity and good correlation with experiments under certain conditions. But if one considers that the mass and size of particles are related by: (70) the Rosin-Rammler distribution can be rewritten: (71) The distribution of mass comprised between m and m+dm would be: (72) This relation has the same form as Weibull's mass distribution, but is a number distribution.
Fractals and sprays
Some authors have tried to apply fractal geometry aspects to spray applications. The scenario of successive fragmentation at different scales constitutes by itself a fractal object fabrication method. In the spray domain the difficulty arises when trying to link evident fractal geometrical aspects to physical parameters and mechanisms. Shavit and Chigier [61] brought out the relationship between the fractal dimension of the liquid surface during break-up and main characteristics of atomization like droplet diameter. Cheroudi and Talley [62] , Wei-Xing et al. [63] and Grout et al. [64] have confirmed the fractal aspects of interface during atomization and its links with controlling parameters such as pressure and velocity. Zhou et al. [65] have studied fractal and multi-fractal aspects of sizes distribution and proposed a model based on fractal aspects to represent size distribution. Le Moyne et al. [66] have proposed application of scale entropy concepts to spray to attempt linkage between physical mechanisms and geometric aspects.
When analysing spray data from experiments, the self-similar scale independent behaviour of fractals is observed for some areas or partial aspects of the measurement. Often, the whole spray does look like a fractal but its structure deviates from the simplest
fractal behaviour. Analysis of liquid/gas interface for example has been proven to present simple fractal dimension which has not been retrieved in the resulting spray. Therefore multifractal and entropic skins approaches have been introduced, which have some similarity. The possibility offered by both approaches is to widen the spectra of fractal dimensions attributed to spray. As such, it only permits a better fit of the formalism with experimental data. The next step is to link the variations in dimension to spray dynamics.
Although not yet achieved, modelling of sprays by such approaches could result in very effective formalisms in the sense that very few parameters are needed to represent quite complex geometries. At least, empirical correlations for dimension variations and physical parameters must be studied to evaluate the possibilities.
Other distributions
Cohen [67] proposed from only combinatorial considerations a suspension droplet size distribution resulting from coalescence. The study is interesting as results are not dependent on any physical parameter but the total number of particles. Consider N 0 (large) particles fragmenting or coalescing under the action of some forces. After a sufficient time interval, if the system reaches equilibrium, certain particle arrangements will be achieved. If the size of arrangements does not play a particular role, the number of arrangements per size or degeneracy is: (73) i is arrangement size, N i the number of droplets of size i that form the arrangement. Cohen [67] shows that on the condition that the N i particles be numerous enough, the most probable arrangement size distribution follows a Poisson law: (74) Size i can be expressed by the ratio of diameters: d min is the minimal diameter size in the suspension Following a relatively different reasoning but based only on statistical considerations, Longuet-Higgins [68] studied the fragmentation of an initial volume of unit size by p parallel planes in three spatial directions. Making the hypothesis that the cutting planes were independently and regularly distributed, he showed that the resulting fragment size distribution is: 
Maximum Entropy formalism (MEF)
The maximum entropy formalism [56] , [69] , [70] , is based on the hypothesis that among all possible distributions for droplet diameters, the most probable is the one that minimizes the amount of information of the phenomenon (from the available knowledge, by experiment or model). Indeed any other distribution would contain more information than the one that physics can provide. In that sense the most probable distribution must maximize Shannon's entropy (or more generally the Bayes and Kullback-Leibler divergence):
The distribution must satisfy a normalization condition:
And comply with constraints given by knowledge (given by instability theory for example) of mean (or any other statistic moment) diameter d q :
(78) A solution f is then searched for in order to maximize S with Lagrange multipliers λ:
(79) Droplet volume distribution can then be written:
Parameter q remains to be determined by experiments, but seems to depend only on injector type and functioning regime, and not on generating conditions. Other constraints can be added to take into account other information on atomization like minimum and maximum diameters.
Apparently only two characteristic diameters are necessary with maximum entropy formalism to determine a distribution that reproduces correctly experimental data. Determining a velocity distribution with MEF is still subject to discussion. 
Population balance equations (PBE)
Population balance equations [71] , [72] are not based on equilibrium or hypotheses on number and type of break-ups. They represent a particular form of mass conservation expressed through number of droplets. The form of such equations is of the type:
N is the number of particles of class (size) i, ndv is the number of particles with a volume enclosed between v and v + dv, Q is the aggregation or coalescence frequency, β(v,v′ ).dv is the number of droplets of volume between v and v + dv and resulting from break-up of droplets of size v', and Γ is the break-up or scission frequency. Normalization conditions must complete the system along with implicit or explicit expressions of break-up and coalescence frequencies.
One can see the spray equation as a continuous form of the population balance equation. It consists of expressing the conservation of the number of droplets based on a distribution function having as many variables as characteristics attributed to a droplet (diameter, velocity, temperature, chemical composition, etc…). It is also a transport equation in a n-phases space where elementary hypervolume is expressed as: dV = dx.dy.dz.du.dv.dw.dz.dr.de…. ;
(83)
x,y,z are coordinates, u,v,w velocity components, r radius, e energy, etc… The number of droplets between V and V + dV can be expressed as a function of droplets number distribution f(x, y, z, u, v, w, r, e,…), n = fdV.
Balance of the droplet number of class k reads [73] :
Index l relates to liquid, s to surface, a to air (or ambient gas), u i are velocity components, x i spatial coordinates, r radius, e energy, g i are volume forces, m . the evaporated mass flow rate, q . the conductive heat flux from the gas to droplet interior, B the energy flux to the volume occupied by liquid if gas filled the volume, ψ the liquid volume fraction and ρ density.
DISCUSSION
The above review is intended to give an idea of the different paths undertaken in the past to address the complex issue of atomization. We cannot be exhaustive as a number of researchers have contributed to it, but we believe that all the main trends have been at least briefly described. One can notice that the complete scenarios of the multiple ways for atomization are still to be studied and comprehended. Stability theory has proven effective in predicting the main trends of atomization processes but the large dispersion of droplet diameters has yet no clear physical (nonstatistical) mechanism. One could discuss on the ability of stability analysis to predict one or another characteristic droplet diameter and its variations with changing generating conditions. In a number of models, constants must be adapted to account for complex mechanisms and one could state that stability analysis based models be adapted the same way. Fundamentally however, the selection of one mode of amplification cannot conduce to any dispersion in the results without the introduction of some kind of random distribution, on ligament break-up for instance. In this sense the recent work published on ligament dynamics and liquid jet physics [74] is most encouraging.
The growing complexity of dispersion equations by taking into account more complex flow geometries (like boundary layer velocity distributions) and swirling velocity components for instance, has achieved an extension of the "validity" of instability results. Indeed, higher Reynolds and Weber numbers flows can be treated, and viscosity and density accounted for. Still, the gain in predictive quality is low compared to the increase in the number of terms to be calculated. As a consequence, simpler models with limited ranges of validity are preferred in CFD simulations even if artificial manipulation of constants is necessary.
On the other hand, probability density functions that correlate to experimental data have still to be related effectively to generating parameters such as pressure, viscosity, etc., in a way that does not rely on empirical correlations. It seems nevertheless, that purely statistical considerations cannot lead to a satisfying model or description of the atomization process, as different approaches lead to different distributions and results. One can see that different ways of "dividing" or breaking an initial ensemble lead to significantly different distributions. Moreover, it seems of unaffordable complexity to try to predict size and velocity distributions for coupled mechanisms where ligament or first-step fragments break-up competes with coalescence, secondary break-up, and other phenomena. The best answer in this case consists on writing population balance equations; however the production terms in the right hand of these equations pose many questions. The difficulty is transferred to the issue of giving these terms physics-based expressions.
Modeling of cavitation processes in atomizers is very recent and significant progress should still be made to clarify the droplet formation in this case. Their effects on atomization are certainly among the main avenues for deeper study. The models developed for taking into account cavitation are very recent, and in what one may consider as a primary state. Studies could address aspects such as how do vapor bags and bubbles destabilize liquid-gas interface, or what is the influence of intra-injector surface characteristics, not only at nozzle but also at previous obstacles inside injector or atomizer.
Instabilities and eddy interactions could also be studied more; as both have been identified as atomization mechanisms, one can wonder whether a simultaneous action is possible, possibly resulting in phenomenon like "rasta" effect.
Rupture criterion could be formulated in greater depth in order to precisely determine how ligament characteristics and final droplet diameter are related, but in a simple scheme allowing integration into complex simulation codes. Although some work has been done on how the diameters estimated by instability theories rely on characteristic diameters of experimental distributions, no definitive law has been established and calibration of ordinary models of atomization still require systematic series of experiments.
While viscous terms for Newtonian and non-Newtonian fluids have been considered in stability analysis in recent years, the study of the effect of boundary layers on atomization should allow a more effective modeling. Often, numerical tools are necessary. Effective implementation of such studies in spray codes could certainly improve the results not only qualitatively but also quantitatively. Besides, the role of viscosity on atomization could be investigated. Usually considered only as a dampening term, intense ligament formation in very viscous fluids could result in other effects.
At last, temperature and pressure effects could be taken into account. Firstly, surface tension dependence on temperature could induce a different atomization regime, for combustion chamber sprays for example, where an important temperature gradient exists between nozzle exit and break-up length. Phase change aspects should be taken into account whenever evaporation times become of the order of magnitude of atomization times. In such cases, the very definition of surface tension in those conditions should be revised. Radial convection movements and surface tension gradients induced by temperature gradients can be studied also. On the role of pressure, usually one assumes only an effect of the density ratio. For very high injection pressures, severe decompression effects could play a role on atomization.
A more general remark concerns the fact that energy conservation equations are seldom used in atomization theories. Recently, in cavitation models, simple energy balances have been used to determine when liquid surface is broken by bubble implosion. However, in general iso-thermal assumptions put aside energy considerations. In the same line of thought entropy evolution during atomization has been seldom addressed. MEF or other approaches treat the global spray entropy as a time-independent, space-independent characteristic of the spray. Energy and entropy variations and optimization during atomization could provide extra equations for the numerous unknowns of atomization processes. Constructal-theory [75] aspects of atomization for example could be considered, in a line of thought like work by Gobin and Bejan [76] . This should probably be addressed by interested researchers in the future. Indeed, constructal "laws" provide a way to predict regime transition and structures on simple basis by optimization and selection of easiest access to fluxes. Particularly, the maximization of momentum flux can be considered as a shape-constructive principle probably allowing prediction of Rayleigh/wind-induced/atomization regimes and even cavitation inception and further, droplet characteristics links with generating conditions and nozzle geometries.
In a field where industry applications rely almost purely on empirical bases, need for design ideas and guides require further work on theoretical aspects.
