We give lower bounds for the density pT (x, y) of the law of Xt, the solution of dXt = σ(Xt) dBt + b(Xt) dt, X0 = x, under the following local ellipticity hypothesis: there exists a deterministic differentiable curve xt, 0 ≤ t ≤ T , such that x0 = x, xT = y and σσ
1. Introduction. It is well known that under uniform ellipticity and boundedness assumptions for the diffusion coefficients matrix, the law of a diffusion process is absolutely continuous with respect to the Lebesgue measure and one may obtain Gaussian-type lower and upper bounds for the density of the law. This classical result has been extended (see [7, 12, 17] ) to the more subtle case where, instead of ellipticity, one assumes a Hörmander-type hypothesis. In this paper, we do not proceed in this direction. On the other hand, as an application of Malliavin's calculus, it is proven that under appropriate hypothesis, a large variety of functionals on the Wiener space (e.g., solutions of stochastic PDE's) have absolute continuous laws and the density is smooth (see [16] ). Using already standard techniques, one may prove that some Gaussian upper bounds hold true. In a number of cases, one may also succeed to prove that the density is strictly positive (see e.g., [1, 3, 5, 15] or [16] ). But the techniques used to prove strict positivity are rather qualitative and do not provide lower bounds. So, this remains a challenging problem. In a recent paper, Kohatsu-Higa [13] developed a strategy which permits an attack on this problem for abstract Wiener functionals. The author proposes a framework which essentially expresses the idea of uniform ellipticity for a Wiener functional and then develops a methodology for computing lower bounds. He employs this method for the stochastic heat equation. More recently, Dalang and Nualart [6] provided applications to potential theory for hyperbolic SPDE's. The paper of Kohatsu-Higa was the starting point for our work and several important ideas come from it. But we give a local approach which permits the treatment of a significantly larger class of problems. On one hand, we avoid boundedness assumptions on the coefficients of the equations at hand. In recent work, Guérin, Méléard and Nualart [9] used this local approach in order to obtain lower bounds for the solution of Landau's equation-a serious difficulty there is that the coefficients are not bounded. But the main purpose is to relax the uniform ellipticity hypothesis: we simply assume that there exists a deterministic differentiable curve such that the ellipticity assumption holds true along this curve. This gives access to a large class of problems which are far from uniform elliptic diffusions, such as stochastic integrals and solutions of non-Markov stochastic equations (see the examples in [2] ). These problems are also out of reach of the criterion based on Hörmander's hypothesis (but the method presented here does not cover this criterion).
Although our main applications concern diffusion processes, we present the method in a more general context which is close to the abstract setting put forward by Kohatsu-Higa. We consider a q-dimensional Itô process of the form where B j , j ∈ N , are independent Brownian motions. We are interested in the density p T (x 0 , y) of X T at a point y. We assume that U and V are smooth in Malliavin's sense so that X T is also smooth. We now give the nondegeneracy assumption. We fix a deterministic differentiable curve x t , 0 ≤ t ≤ T , such that x 0 = x 0 , x T = y and some deterministic functions r t , K t > 0 for 0 ≤ t ≤ T. We also consider a family of deterministic q × q symmetric positive definite matrices Q t , 0 ≤ t ≤ T , and denote by λ t > 0 the lower eigenvalue of Q t . Given t and δ > 0, we define Then our hypotheses are the following. For every 0 < t < T and 0 < δ < T − t,
LOCALLY ELLIPTIC ITÔ PROCESSES 3 Γ δ (t) k,p,t ≤ K(t)δ 1/2+ν , ν > 0, (H ν , ii) on the set defined by |Q −1/2 t (X(t) − x(t))| ≤ r(t). Let us explain this definition. One writes
The random variable G δ (t) =:
s , s ≤ t, j ∈ N ) and has the covariance matrix δ × U t U * t . (H, i) therefore says that this term is nondegenerate; it represents the ellipticity assumption. Γ i δ (t) is a remainder and (H ν , ii) says that this remainder may be ignored with respect to the principal term G δ (t), which is essentially of order δ 1/2 . ν is a strictly positive number which depends on the problem at hand-in the context of diffusion processes, ν = 1 2 and for the stochastic heat equation, ν = 1 4 (see [13] ). The norm • k,p,t is a Sobolev norm which involves the L p -norms of the first k Malliavin derivatives where p, k are some integers depending on the dimension q. The lower index t signifies that we work with conditional expectations with respect to F t and not with usual expectations; we use a conditional version of the Malliavin calculus. Let us now comment on the localization. Both U t = U t (ω) and Γ δ (t) k,p,t = Γ δ (t) k,p,t (ω) are random variables. So, the hypotheses (H, i) and (H ν , ii) hold true only for ω ∈ {|Q −1/2 t (X(t) − x(t))| ≤ r(t)}. Let us consider the example of the diffusion process dX t = σ(X t ) dB t + b(X t ) dt. Then U t = σ(X t ) and so (H, i) says that σσ * (x) ≥ Q t for x such that |Q −1/2 t (x − x(t))| ≤ r(t). Therefore we need the ellipticity assumption only on a tube around the curve x t .
Roughly speaking, in order to obtain lower bounds for p T (x 0 , y), we proceed as follows. We construct a time grid 0 = t 0 < · · · < t N = T and let
with respect to the Lebesgue measure. We first note that if
. This is an easy computation based on the fact that G δ i+1 (t i ) is a Gaussian random variable and we control the covariance matrix by means of (H, i). Next, we want to use the fact that the reminder Γ δ i+1 (t i ) is small in order to derive a similar evaluation for p i (z). This is a more involved computation because
) where δ z is the Dirac function. Since the Dirac function is not smooth, the fact that Γ δ i+1 (t i ) is small in L p -norms is not sufficient-we need the Sobolev norms (in Malliavin's sense) to also be small-this is why Γ δ i+1 (t i ) k,p,t appears in (H ν , ii). We may then use a development in Taylor series and Malliavin's integration by parts formula (this is very similar to the calculus in [13] , except for a localization argument which allows the avoidance of uniform ellipticity assumptions). This evaluation represents the basic element in the calculus and now our problem now is to transport it, by means of a "chain argument," along the curve x t . This is done in the abstract context of the "evolution sequences" in Section 2. In Section 3, we discuss the Itô processes presented before and in Section 4, we deal with diffusion processes.
There is a certain analogy between the strategy used here and the one employed in the analytical approach to this problem (compare the decomposition used in (1) with (4.1), (4.2) page 14 in [8] ; see also [4] ). The advantage of the stochastic method is that it permits localization on the set of trajectories which remain in a tube around the deterministic curve. This allows the treatment of certain classes of diffusions which are not uniform elliptic and which do not have bounded coefficients. But the drawback is that we need much more regularity for the coefficients of the diffusion process.
In the context of diffusion processes, we are able to give a nice form of the lower bound by means of a distance based on the skeleton of the diffusion process. More precisely, suppose that X t ∈ R q , t ≥ 0, solves the SDE
We denote p T (x 0 , y) = P (X T ∈ dy). We assume that the coefficients have linear growth, are q + 2 times differentiable and have bounded derivatives. Moreover, we consider some functions λ * , λ * : R q → R + and assume that λ * (x) ≥ σσ * (x) ≥ λ * (x) ≥ 0. In particular, λ * may be the lower eigenvalue of σσ * , but for technical reasons, we accept smaller functions as well. Finally, we consider a control φ = (φ 1 , . . . , φ d ), φ j ∈ L 2 [0, T ], and denote by x φ the solution of the ordinary differential equation
We consider a set of parameters θ = (µ, χ, ν, η, h), µ, ν, η ≥ 1, h, χ > 0, and we define Φ θ (x 0 , y) to be the set of the controls φ ∈ (L 2 ([0, T ])) d such that
Then we define
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Our lower bound is given by
where K diff depends on the bounds of the diffusion coefficients and K q is a constant depending only on q.
2. Evolution sequences.
Conditional Malliavin calculus.
We consider a probability space (Ω, F, P ) with a filtration F t , t ≥ 0, and an infinite-dimensional Brownian motion B = (B j ) j∈N with respect to this filtration (we do not need to assume that the filtration F t is generated by the Brownian motion itself). Moreover, we fix some t ≥ 0, δ > 0 and denote by E t the conditional expectation with respect to F t , that is,
We will use a conditional version of Malliavin's calculus that we shall now outline. We work with the standard Malliavin derivative operators, but we will consider some specific norms which permit vs to focus on the derivatives with respect to B s , s ∈ [t, t + δ] (instead of s ∈ [0, ∞)), on one hand and we will replace the expectation E by the conditional expectation E t on the other hand. Let us briefly recall some notation (we refer to [16] or to [14] for a complete exposition of this topic). D k,p is the space of random variables which are k times differentiable in Malliavin's sense, in L p . For F ∈ D k,p , the derivative of order k is D k F, an element of the space H k which is defined in the following way. We denote by Θ k the set of the multi-
. . , ds k and
H k is a Hilbert space with the scalar product [16] ) and we have
The above scalar product is used in the standard Malliavin calculus. In our framework, for every fixed t, δ > 0 we define
For F ∈ D k,p , we define the following Sobolev norms:
Moreover, for a multidimensional functional
is not a constant (as in the standard case), but an F t -measurable random variable. Notice also that using F t,δ,k,p instead of the standard norm F k,p = F 0,∞,k,p amounts to using the differential calculus with respect to B s , s ∈ [t, t + δ], only and taking conditional expectations instead of the usual expectation.
In the sequel, we will employ the following inequality. There exists a universal constant µ(k) such that for every F ∈ D k,p , every p > 1 and every
where φ k,∞ := max i=0,k sup x∈R |φ (i) (x)|. This is a straightforward consequence of the chain rule and inequality (22) from the Appendix.
We now define the Ornstein-Uhlembeck operator
where the above stochastic integral is the Skorohod integral (see [16] or [14] ). If F ∈ Dom(L), where L is the standard Ornstein-Uhlembeck operator, then L t,δ F is well defined. In our framework, we will assume that F ∈ p∈N D k+2,p for some k ∈ N and so, in view of Meyer's inequalities, F ∈ Dom(L) and LF ∈ p∈N D k,p . We will use the following form of Meyer's inequality which
is proved in [16] : there exists an universal constant c(k, p) such that for every
In the sequel, we assume that c(k, p) increases in both k and l. If not, we take the maximum over k ′ ≤ k and p ′ ≤ p.
It is easy to check (the standard argument) that for F, G ∈ D 2,2 ,
Here and in the sequel, we use the notation D instead of D 1 . This is a conditional version of the standard duality relation which is the starting point for Malliavin's calculus. The same arguments as those used in the classical case give the conditional version of the integration by parts formula presented in the following theorem. Before stating this result, we define the Malliavin covariance matrix corresponding to [t,
We now state a localized version of the nondegeneracy assumption in Malliavin calculus. We consider a measurable set A ⊂ {det φ t,δ,F = 0} and denote
We assume that v p (F, A) < ∞ for every p ∈ N and denote by φ t,δ,F (ω) the inverse of φ t,δ,F (ω) for ω ∈ A. We denote by D k A the class of random variables
The following lemma gives the localized version of the nondegenerancy condition:
The proof is straightforward and so we leave it for the Appendix. The same proof as in the standard case gives the following integration by parts theorem:
A . Then for every smooth function f : R q → R and every i = 1, . . . , q, one has
where
We now give some evaluations of the norms of H α (F, G).
for some k, l ∈ N. Then there exists a universal constant c(k, l, q) such that for every multi-index α with |α| = l and every p ∈ N , one has
In particular (taking k = 0, l = q + 1 and p = 1), there exists two universal constants depending only on q, c * = c * (q) and p * = p * (q), such that
for every multi-index α with |α| ≤ q + 1.
We leave the proof for the Appendix.
To finish, we give the following simple fact concerning the Malliavin covariance matrix. We denote by λ t,δ,F (resp. λ t,δ,F ) the smaller (resp. the larger) eigenvalue of φ t,δ,F. They are given by
Proof. Using the elementary inequality (x+ y) 2 ≥ 1 2 x 2 − y 2 , one obtains
2.2. Short-time behavior and density evaluations. We consider some measurable processes h ij (s), s ∈ [t, t + δ], i = 1, . . . , q, j ∈ N , such that h ij (s) is F t -measurable and we assume that
Since h(s) is F t -measurable, conditionally with respect to F t , J(h) is a Gaussian vector with covariance matrix
Moreover, we consider a deterministic symmetric positive definite matrix M and denote by ∆ M the smallest eigenvalue of M. We assume that ∆ M > 0 (so that M is invertible) and define
where ·, · is the scalar product on R q . Given a point z ∈ R q , a number a ≥ 1 and a set A ⊆ {ω : V (ω) − z M −1 ≤ 1} we consider the following hypothesis. For every ω ∈ A,
Note that, in particular, we have
Finally, we consider φ : R q → R defined by φ(x) = c exp(− 1 1− x 2 ) for x < 1 and φ(x) = 0 for x ≥ 1, with c chosen such that φ = 1. We construct the sequence φ η → δ 0 defined by φ η (y) = η −q φ(η −1 y).
Proof. Conditionally with respect to F t , G − z is a Gaussian random variable and so we have
Since φ η = 1 and det C(J(h)) ≤ a q det M , the proof is completed.
The following evaluation concerns a perturbation of G by means of a remainder R which is small in an appropriate sense. We consider a qdimensional random variable R = (R 1 , . . . , R q ) such that R i ∈ ∞ p=1 D q+2,p , i = 1, . . . , q, and we define
The random variable I(h) will play a role in the following reasoning.
Although not a standard normal random variable, it is not far from this; more precisely, under the hypothesis (H 1 , a, A, z), one has
Given z, A, a as in (H 2 , a, A, z), we assume that for every ω ∈ A,
where c * (q), p * (q) are those which occur in Proposition 3 and µ(q) is that which occurs in (2).
Remark 6. The above constants are neither optimal nor particularly important. What we need is simply to express C q and p q as universal constants depending only on the dimension q.
Remark 7.
In concrete applications we verify that R M t,δ,q+3,p ≤ C∆ λ for some λ, ∆ > 0. We then require that ∆ λ be sufficiently small in order to verify the above inequality. In the context of diffusion processes, λ = (see [13] or [2] ).
We also let
and note that
The key evaluation in our approach is given by the following proposition.
Remark 9. Let us give the main ideas of the proof. We write Ω = Γ ∪ Γ c , where Γ is a set on which the Malliavin covariance matrix of F is sufficiently large and Γ c is a set on which we do not control the nondegeneracy of F, but which is supposed to be small [in the proof below, we work with Θ which Θ) ]. The key question is how we control things on Γ c , when we have no information about the nondegeneracy. We write
The above inequality allows us to ignore Γ c . Then, following an idea in [13] we use a development in Taylor series of order one to obtain
where r is a reminder. We are able to evaluate this remainder using Malliavin's integration by parts formula because we are working on the set Γ on which the Malliavin covariance matrix is under control. In order to control the first term, we have to "come back to the whole space," that is, to write
The previous lemma gives the needed evaluations for E t (φ η (G − z)), which is the principal term, but we must also evaluate E t (φ η (G − z)½ Γ c ). But (contrary to F ), G is nondegenerate on the whole space, so we are able to treat this term, even if we are on Γ c .
Proof of Proposition 8. Since t and δ are fixed, we will drop them from the notation. So, we write φ F instead of φ t,δ,F , F k,p instead of F t,δ,k,p , and so on.
Step 1. Localization. In the sequel, we will assume (without special mention) that we are on the set A and, in particular, that V − z M −1 ≤ 1. Since I(h) is Gaussian, its Malliavin covariance matrix coincides with the usual covariance matrix. Moreover, λ I(h) ≥ 1 [see (7)] and so, using Proposition 4, we obtain, for every ρ ∈ (0, 1),
The aim of this step is to localize on the set on which Λ ≤ 1/2 and consequently det φ I(h)+ρR M ≥ 1/4 q . We consider a localization function θ ∈ C ∞ b (R + ; R + ) such that 0 ≤ θ ≤ 1, θ(x) = 1 if x < 1/4 and θ(x) = 0 if x > 1/2 and we denote Θ = θ(Λ). We may (see [10] , Chapter 1) choose θ such that for every 0 ≤ k ≤ q + 1, one has θ (k) ∞ ≤ m(q) := 4 q+3 (q + 1) q+3 .
Step 2. Sobolev norms. Let us evaluate the Sobolev norm of Θ. First, it is clear that Θ p = (E t |Θ| p ) 1/p ≤ 1. Using (2) and (23), we obtain
the last inequality being a consequence of (H 2 , a, A, z). We conclude that Θ q+1,2p * ≤ 2.
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We now evaluate the Sobolev norms of 1 − Θ. Since 0 ≤ Θ ≤ 1 and Θ = 1 on the set defined by Λ ≤ 1/4, we have
Finally, we evaluate the norm of I(h). Note that
we use (7) and obtain |I(h) | k,p ≤ a.
Step 3. Development in Taylor series of order one. We first localize (multiply by Θ) and then use a development in Taylor series with respect to R in order to obtain
Let us now evaluate the remainder B. We define Φ η (x) =:
We also have
The last inequality is obtained using the substitution x = V − z + M 1/2 y and the fact that φ η = 1. We now write
We use Malliavin's integration by parts formula q + 1 times to obtain
We will use Proposition 3 in order to evaluate the above term. Using the notation from Theorem 2 with F = I(h) + ρR M , G = ΘR M and k = q + 1, we define the localization set A := {Λ ≤ 1/4} [note that, since θ (i) (Λ) = 0, i = 0, . . . , q + 1, for Λ > 1/4, R i M Θ and its Malliavin derivatives vanish on
Moreover, using (22) and the evaluations from step 2,
Finally, using the evaluations for I(h) and hypothesis (H 2 , a, A, z), we obtain
It follows (see Proposition 3) that
and, consequently, that
the last inequality being a consequence of (H 2 , a, A, z). Finally, B satisfies the same inequality. We now evaluate A. We use the previous lemma to obtain
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In order to evaluate E t (φ η (G − z)(1 − Θ)), we integrate by parts q times with respect to I(h) obtain
Using Proposition 3, the fact that λ I(h),t ≥ 1 and the evaluations from step 2, we see that the above term is dominated by
the last inequality being a consequence of the hypothesis (H 2 , a, A, z). It follows that
Finally, using the evaluation of |B|, we obtain
and the proof is completed.
Evolution sequences.
In this section, the following objects are given:
• A time grid Π N = (t 0 , . . . , t N ) with 0 = t 0 < t 1 < · · · < t N = T . We denote
• A sequence of matrixes M k , k = 0, . . . , N , which are deterministic, symmetric, positive definite and invertible. We define by ∆ k the lower eigenvalue of M k and define the norms
Clearly,
We also consider a sequence of numbers H k ≥ 1 such that H 2 k M k ≥ M k−1 in the matrix sense. This is equivalent to
and this is the inequality that we need.
• A sequence of numbers a k ≥ 1, k = 0, . . . , N.
• A sequence of points x k ∈ R q , k = 1, . . . , N , such that
Conditionally with respect to F t k−1 , J k is a Gaussian vector with covariance matrix
• We now introduce the main object of this section, the evolution sequences.
We consider a sequence of R q -valued random variables F 0 , . . . , F N of the form
where R k are q-dimensional F t k -measurable random variables. In particular, F 0 is a constant. We are interested in the density of the conditional law of F k with respect to F t k−1 . Since we do not know that a conditional density exists, we work with the following "regularization of the conditional density":
This quantity makes sense independently of any nondegeneracy assumption.
• Finally, we define the sets
Definition 10. We say that F 0 , . . . , F N is an elliptic evolution sequence
. . , q, k = 1, . . . , N, and, on the set A k , one has
where C q and p q are as given in (8) .
Remark 11. The framework of the above definition is inspired by the one introduced by Kohatsu-Higa in [13] .
The time grid Π N , the path x = (x 0 , . . . , x N ) and M k , ∆ k , a k , H k , k = 1, . . . , N , are the parameters of evolution sequence and all evaluations are given in terms of these parameters.
As a consequence of the proposition from the previous section, we have the following result:
Proposition 12. Let F 0 , . . . , F N be an elliptic evolution sequence and let k ∈ {1, . . . , N }. For every z ∈ R q such that
Proof. Suppose that we are on the set A k . Since
Since we have an elliptic sequence, the hypothesis (H 1 , a k , A k , z) and (H 2 , a k , A k , z) hold true and we may employ Proposition 12.
2.4. Tubes evaluations. The aim of this section is to give lower bounds for P (A N ). We first prove the following lemma:
Proof. We write
the second equality being a consequence of φ η (F k−1 − y) dy = φ η (y) dy = 1.
Using the time-space relation x k−1 − x k k ≤ 1/4 and the definition of H k , we obtain
and so we may drop this restriction from the integral. We obtain
. . , N , be an elliptic evolution sequence. For every k = 1, . . . , N ,
In particular,
Proof. We take η =
we may use Proposition 12 in order to obtain a lower bound for p η,k−1 (y) and then
where m is the Lebesgue measure. We use a change of variable and the inequality m( x ≤ r) ≥ (r/ √ q ) q in order to obtain
It follows that
and (12) is proved. In order to prove (13), we employ recurrence to obtain
2.5. The main result. Our final result is as follows. We look for lower bounds for the density of F N . We say that the law of F N has a local density p F N in a neighborhood of x N with respect to the Lebesgue measure on R q if there exists some δ > 0 such that for every smooth function ψ with the support included in the ball B δ (x N ), one has
Theorem 15. Let F k , k = 0, . . . , N be an elliptic evolution sequence. Suppose that the law of F N has a continuous local density p F N in a neighborhood of x N with respect to the Lebesgue measure on R q . Then
with θ given as in (14) .
Proof. We use Proposition 12 and the fact that A N is F t N−1 -measurable to obtain
We now use the continuity of p F N and take the limit with η → 0 in order to obtain the result. 3. Elliptic Itô processes. We consider a q-dimensional Itô process of the form
and assume that for every T > 0,
We fix T > 0 and y ∈ R q and study the density of the law of X T in y. In order to do this, we have to give a nondegeneracy assumption on X T and this assumption is related to a deterministic path from x 0 to y, that is, a continuously differentiable function x : [0, T ] → R q such that x(0) = x 0 and x(T ) = y. We also consider continuous, strictly positive functions r, K : [0, T ] → R + and a number a ≥ 1. The significance of these functions is as follows. We work on a tube around the deterministic path x(t); r(t) represents the radius of this tube and K controls the small increments of our process. The number a comes on in the ellipticity assumption. Finally, we consider a family Q t , t ∈ [0, T ], of symmetric, positive definite and invertible matrixes. We denote
Our ellipticity hypothesis as follows.
Definition 16. Let ν > 0. We say that the path x is (r, K, a, Q, ν)-elliptic for X if for every 0 < t < T and 0 < δ < T − t,
on the set {ω : X(t, ω) − x(t) Q −1 (t) ≤ r(t)}. Recall that p q is given in (8) .
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We need some more notation. Given m ≥ 1, h > 0 we denote by L(m, h) the class of the strictly positive functions f :
for |s − t| ≤ h.
If the above inequality holds true for every t and s in [0, T ], then we take h = ∞.
Moreover, we say that Q ∈ L(m, h) if
Note that this is still equivalent to Q t ≤ m 2 Q s .
Theorem 17. We suppose that the law of X T has a continuous local density in y and that there exists a path x(t), t ∈ [0, T ] such that x(0) = x, x(T ) = y and which is (K, a, r, Q, ν)-elliptic for X. We also consider two functions π t , γ t such that
where C q is given in (8) . Finally we assume that
where α = ln(8e(2πq) 1/4 ) + ln m Q + 4 ln m γ + ln m π .
Remark 18. We may take γ t = ∂ t x t Q −1 t , but in concrete examples, it may be difficult to work with this function (to compute m γ , e.g.)-this is why we allow γ t to be larger. The same holds for π.
Proof of Theorem 17.
Step 1. We define a time grid t k , k ∈ N , in the following way. We take t 0 = 0 and, if t k is given, we define τ k = inf u > 0 :
We put N = min{k : t k ≥ T } and claim that In order to prove this, we denote I = {k ≤ N : t k+1 − t k = τ k }, I ′ = {k ≤ N : t k+1 − t k = π(t k )} and I ′′ = {k ≤ N : t k+1 − t k = h} and write
We claim that all terms in the above sums are greater than one; hence, (17) holds true. For k ∈ I, this follows from the definition of τ k and for k ∈ I ′′ , it is trivial. Suppose, now, that k ∈ I ′ and note that in this case,
The proof of (17) is thus completed.
Step 2. We define an evolution sequence as follows. We define δ k := t k − t k−1 , F k = X(t k ) and write 
Further, note also that
Finally, we use Theorem 17 and our evaluation (17) for N to obtain
and the proof is thus completed.
Diffusion processes.
In this section, we will study the diffusion process X which is the solution of the SDE
We fix ε i ∈ {0, 1}, i = 0, . . . , q, and denote
We assume that the coefficients σ and b are of class C q+2 and verify that
The reason to use N (x) (instead of the usual Euclidean norm) in order to control the growth of the coefficients is that for different choices of ε i , i = 0, . . . , q, we obtain different type of hypothesis-bonded coefficients, linear growth, log-normal types diffusions, and so on-and the behavior of the lower bound of the density is different in these cases.
As an immediate consequence of (A), one has
It is clear that X is an Itô process and that
We will employ the following standard lemma:
Lemma 19. Suppose that (A) holds true. Then for every
where C(m, p) is a constant which depends on C 0 and on m, p.
Proof. The proof is straightforward, but rather long and tedious, so we just outline the main arguments (see [11] for a complete approach to such evaluations). In order to simplify the notation, we take b = 0. The first step is to check that for t ≤ s ≤ δ ≤ 1, (E t (|N (X s )| p )) 1/p ≤ CN (X t ). Here and in the sequel, C is a constant which may change from one line to another. We use the SDE of X, Hölder's inequality, Burckholder's inequality and hypothesis (A, i) in order to obtain
and employ Gromwell's lemma. This proves the above inequality. The same argument gives
It follows that
Let us now deal with the first-order Malliavin derivatives. For t ≤ u ≤ s ≤ t ′ ≤ t + δ and i = 1, . . . , q, l = 1, . . . , d, one has
as an R d -valued process and use Burckholder's inequality (for R d -valued martingales) in order to obtain
ds.
Using Gromwell's lemma, we obtain
r dB j r and, so, using (A, ii), Hölder's inequality and Burckholder's inequality we obtain
So, we have proved that Γ δ (t) t,δ,1,p ≤ CN (X t )δ. The proof is analogous for higher order derivatives, so we omit it.
We denote by λ * the smallest eigenvalue of σσ * and let
Roughly speaking, ρ 2 is of the same order as the quotient of the smallest and the largest eigenvalues of σσ * .
Lemma 20. (i) Suppose that (A) holds true and let x = (x t ) t≤T be a differentiable path such that λ * (x t ) > 0, for all 0 ≤ t ≤ T . Then the path x is (r, K, a, Q, ν)-elliptic (in the sense of Definition 16) with ν = 
, where C(q + 2, p q ) is the constant from (18) and p q is given in (8).
(ii) Assume that there exists a measurable function M t , t ∈ [0, T ], and a number h G ∈ (0, 1) such that for every t ∈ [0, T ),
.
Then for every s, t ∈ [0, T ] such that |s − t| ≤ h G , we have
Proof. Suppose that X t − x t Q −1 t ≤ r t . In view of (A, iv), λ * (x) ≤ qC 2 0 × N 2 (x) and so (σσ * ) −1 (x) ≥ (1/qC 2 0 N 2 (x)) × I, where I is the identity matrix. It follows that X t − x t ≤ √ qC 0 N (x t ) X t − x t Q −1 t ≤ √ qC 0 N (x t )r t .
Let ξ ∈ R q with ξ = 1. Using (A, v) and √ qC 0 r t ≤ 1, we obtain 28 V. BALLY | σσ * (X t )ξ, ξ − σσ * (x t )ξ, ξ | ≤ qC 2 0 (2N (x t ) + √ qC 0 N (x t )r t ) √ qC 0 N (x t )r t ≤ 3q 3/2 C 3 0 N 2 (x t )r t ≤ λ * (x t ) 2 , the last inequality being a consequence of the choice of r t . This gives σσ * (X t )ξ, ξ = σσ * (x t )ξ, ξ + ( σσ * (X t )ξ, ξ − σσ * (x t )ξ, ξ )
Moreover,
So (H, i) holds true with a k = 3/2. Note that N (X t ) ≤ N (x t ) + r t ≤ N (x t ) + 1. Using the previous lemma with m = q + 2 and p = p q , we obtain Q −1 t Γ δ (t) t,δ,m,p ≤ 1 λ * (x t ) Γ δ (t) t,δ,m,p ≤ C(m, p) λ * (x t ) N (X t )δ ≤ C(m, p) λ * (x t ) (N (x t ) + 1)δ = K t δ.
So, we have an elliptic path with parameters given in (19). Let us now prove (ii). Suppose that t < s and write x s = x t + s t ∂x r dr so that
By the choice of h G ,
We are now able to state our result.
Theorem 21. Suppose that (A) holds true and that x = (x t ) t≤T is a differentiable path such that x 0 = x 0 , x T = y and ρ(x t ) ≥ 1 µ , λ −2 * (x t ) ≤ χ for all 0 ≤ t ≤ T, for some µ ≥ 1, χ > 0. We assume that there exists a number h G ∈ [0, 1) and a measurable function M such that (G) holds true and M ∈ L(η M , h M ) for some η M ≥ 1, h M > 0. Then p T (x 0 , y) ≥ 1 4e 2 (6µ √ qπT ) q/2 det σσ * (y)
× exp −K q T (1 + ln C 0 + ln µ + ln η M ) (20)
0 C 2 (q + 2, p q ) [recall that C 0 is given in hypothesis (A) and C(q + 2, p q ) given in (18)] and K q is a constant depending only on q.
Remark 22. Usually, the constants which appear in the lower bound are independent of x 0 , y and T, but the dependence on the coefficients σ, b is not explicit. So, the lower bound is not significant for y in a compact set, but only for y → ∞. Here, the constants are explicit (although not optimal), so the result is relevant for every x 0 , y-this is the motivation of the (rather tedious) effort to keep the constants under control.
Proof of Theorem 21. Under our assumptions, σσ * (x 0 ) > 0 and so the law of X T has a continuous density with respect to the Lebesgue measure. We will use Theorem 2 in order to obtain the lower bound. By the previous lemma, x is (r, K, a, Q, ν)-elliptic and we know the corresponding parameters [see (19)]. Since ρ −1 (x t ) ≤ µ, we take K t = C(q + 2, p q )(µ + χ), r t = 1 6µ 2 q 3/2 C 3 0 .
