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Abstract
This paper investigates an unknown input observer design for a large class of linear systems with unknown inputs and commensu-
rate delays. A Luenberger-like observer is proposed by involving only the past and actual values of the system output. The required
conditions for the proposed observer are considerably relaxed in the sense that they coincide with the necessary and sufficient
conditions for the unknown input observer design of linear systems without delays.
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1. Introduction
Time delay systems are widely used to model many applica-
tions, ranging from chemical and biological process to sampled
data effects Richard (2003). Many results have been published
to treat this kind of systems for different aspects, such as stabil-
ity Fridman (2014), observability Zheng et al. (2011) and iden-
tifiability Zheng et al. (2013).
The unknown input observer design for linear systems
without delays has already been solved in Bhattacharyya
(1978); Darouach et al. (1994); Yang and Wilde (1988);
Hou and Muller (1992); Kudva et al. (1980); Wang et al.
(1975); Hostetter and Meditch (1973). This problem becomes
more complicated when the studied system involves delays,
which might appear in the state, in the input and in the output.
For this issue, different techniques have been proposed in
the literature, such as infinite dimensional approach Salamon
(1980), polynomial approach based on the ring theory Sename
(1997); Emre and Khargonekar (1982), Lyapunov function
based on LMI Darouach (2001); Seuret et al. (2007) and so on.
More precisely, Fattouh et al. (1999) proposed an unknown
input observer with dynamic gain for linear systems with com-
mensurate delays in state, input and output variables, while the
output was not affected by the unknown inputs. Inspired by the
technique of output injection Krener (1985), Hou et al. (2002)
solved this problem by transforming the studied system into a
higher dimensional observer canonical form with delayed out-
put injection. In Darouach (2001, 2006), the unknown input
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observer was designed for the systems involving only one de-
lay in the state, and no delay appears in the input and output.
The other observers for some classes of time-delay systems can
be found in Conte et al. (2003); Sename (2001); Fu et al. (2004)
and the references therein.
Most of the existing works on unknown input observer are
focused on time-delay systems whose outputs are not affected
by unknown inputs. However, this situation might exist in many
practical applications since most of the sensors involve compu-
tation and communication, thus introduce output delays. This
motivates the work of this paper. Compared to the existing re-
sults in the literature, this paper deals with the unknown input
observer design problem for a more general sort of linear time-
delay systems where the commensurate delays are involved in
the state, in the input as well as in the output. Moreover, the
studied linear time-delay system admits more than one delay.
As far as we known, there exist some methods to eliminate
(or reduce the degree of) the delay, such as Lee et al. (1982),
Germani et al. (2001) and Garate-Garcia et al. (2011). It has
been proven in Garate-Garcia et al. (2011) that the elimination
or the reduction of delay degree via a bicausal transformation
with the same dimension is possible if some conditions on A(δ )
and B(δ ) are satisfied. Since this paper investigates the most
general linear system with commensurate delays on the state,
the input and the output, to impose those kinds of conditions
will definitely restrict the contribution of this paper. Moreover,
even for the general single delay system with unknown input,
the problem to design an observer is still unsolved, thus the con-
tribution of this paper does not depend on the degree of time
delay involved in A(δ ),B(δ ),C(δ ) and D(δ ).
This paper adopts the polynomial method based on ring the-
ory since it enables us to reuse some useful techniques devel-
oped for systems without delays. The following notations will
be used in this paper. R is the field of real numbers. The set of
nonnegative integers is denoted by N0. Ir means the r× r iden-
tity matrix. R [δ ] is the polynomial ring over the field R. Rn [δ ]
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is the R [δ ]-module whose elements are the vectors of dimen-
sion n and whose entries are polynomials. By Rq×s [δ ] we de-
note the set of matrices of dimension q× s, whose entries are in
R [δ ]. For a matrix M (δ ), rankR[δ ]M (δ ) means the rank of the
matrix M (δ ) over R [δ ]. M(δ ) ∼ N(δ ) means the similarity
between two polynomial matrices M(δ ) and N(δ ) over R[δ ],
i.e. there exist two unimodular1 matrices U1(δ ) and U2(δ ) over
R[δ ] such that M(δ ) =U1(δ )N(δ )U2(δ ).
2. Problem statement
In this paper, we consider the following class of linear sys-



























where the state vector x(t) ∈ Rnx , the system output vector
y(t) ∈Rp, the unknown input vector u(t) ∈Rm, the initial con-
dition ϕ (t) is a piecewise continuous function ϕ (t) : [−kh,0]→
Rn (k = max{ka,kb,kc,kd}); thereby x(t) = ϕ (t) on [−kh,0].
Ai, Bi, Ci and Di are the matrices of appropriate dimension with
entries in R.
In order to simplify the analysis, let us introduce the delay
operator δ : x(t) → x(t − h) with δ kx(t) = x(t − kh), k ∈ N0.
Let R [δ ] be the polynomial ring of δ over the field R, and it is
obvious that R[δ ] is a commutative ring.
After having introduced the delay operator δ , system (1) may
be then represented in the following compact form:
{
ẋ(t) = A(δ )x(t)+B(δ )u(t)
y(t) = C (δ )x(t)+D(δ )u(t)
(2)
where A(δ ) ∈ Rnx×nx [δ ], B(δ ) ∈ Rnx×m[δ ], C (δ ) ∈ Rp×nx [δ ],
and D(δ ) ∈ Rp×m[δ ] are matrices over the polynomial ring





















Remark 1. For the system without delay, i.e. A(δ ) = A,
B(δ ) = B, C(δ ) =C and D(δ ) = D in (2), Hautus (1983) pro-
posed the following unknown input Luenberger-like observer:
ξ̇ = Pξ +Qy
x̂ = ξ +Ky
and it has been proven as well the above Luenberger-like ob-













1refer to Definition 2 for the concept of unimodular matrix over R[δ ].
When considering the general linear system (2) with com-
mensurate delays which can appear in the state, in the input and
in the output, the problem to design a simple unknown input
Luenberger-like observer is still open. The main idea of this
paper is inspired by the method proposed in Hou et al. (2002)
where only linear time-delay systems without input were stud-
ied. More precisely, we firstly try to decompose system (2)
into a simpler form provided that some conditions are satisfied,
and then transform it into a higher dimensional observer normal
form with output (and the derivative of the output) injection and
its delay. Finally we can design an unknown input observer for
the obtained observer normal form.
3. Notations and definitions
When designing an unknown input observer for time-delay
systems, it is desired to use only the actual and the past in-
formation (not the future information) of the measurements to
estimate the states because of the causality. Therefore, by not-
ing x(t;ϕ ,u) as the solution of (2) with the initial condition ϕ
and the input u, we have the following observability definition
stated in Bejarano and Zheng (2014).
Definition 1. System (1) (or system (2)) is said to be backward
unknown input observable on [t1, t2] if for each τ ∈ [t1, t2] there
exist t ′1 < t
′
2 ≤ τ such that, for all input u and every initial con-
dition ϕ , y(t;ϕ ,u) = 0 for all t ∈ [t ′1, t
′
2] implies x(τ;ϕ ,u) = 0.
Concerning the above definition of backward unknown in-
put observability, Bejarano and Zheng (2014) analyzed it by
following the ideas of Silverman (1969) and Molinari (1976).
Define {∆k (δ )} as the matrices generated by the following al-
gorithm:
∆0 , 0, G0 (δ ),C (δ ) , F0 (δ ), D(δ )
Sk (δ ),
[
∆k (δ )B(δ )
Fk (δ )
]
, k ≥ 0
[
Fk+1 (δ ) Gk+1 (δ )
0 ∆k+1 (δ )
]
, Pk (δ )
[
∆k (δ )B(δ ) ∆k (δ )A(δ )
Fk (δ ) Gk (δ )
]
(4)
where Pk (δ ) is a unimodular matrix over R [δ ] that transforms
Sk (δ ) into its Hermite form. Moreover define {Mk (δ )} as fol-
lows:















= Λk+1 (δ )Nk+1 (δ )Σk+1 (δ )
(5)
where SNk+1(δ ) = diag{ψ
k+1




Λk+1 (δ ) and Σk+1 (δ ) being unimodular matrices over R [δ ]




are called the invariant factors of Nk+1 (δ ).
Since we are going to analyze system (2) which is described
by the polynomial matrices over R[δ ], therefore let us give
some useful definitions of unimodular and change of coordi-
nates over R[δ ].
2
Definition 2. A given polynomial matrix A(δ ) ∈ Rn×q[δ ] is
said to be left (or right) unimodular over R[δ ] if there exists
A−1L (δ )∈R
q×n[δ ] with n≥ q (or A−1R (δ )∈R
q×n[δ ] with n≤ q),
such that A−1L (δ )A(δ ) = Iq (or A(δ )A
−1
R (δ ) = In). A square
matrix A(δ ) ∈ Rn×n[δ ] is said to be unimodular over R[δ ] if
A−1L (δ ) = A
−1
R (δ ).
Definition 3. Hou et al. (2002) For x(t) defined in (2), z(t) =
T (δ )x(t) with T (δ ) ∈ Rnz×nx [δ ] and nz ≥ nx is said to be
a causal generalized change of coordinates over R[δ ] if
rankR[δ ]T (δ ) = nx. Moreover, it is said to be a bicausal gen-
eralized change of coordinates over R[δ ] if T (δ ) is left uni-
modular over R[δ ].
When applying the algorithm (4)-(5) to system (2), it has
been proven in Bejarano and Zheng (2014) that there always
exists a least integer k∗, which is independent of the choices
of {Pk(δ ),Λk(δ ),Σk(δ )}, such that Mk∗+1 (δ ) = Mk∗ (δ ), based
on which the following assumption will be made.
Assumption 1. For the quadruple (A(δ ),B(δ ),C(δ ),D(δ )) of
system (2), there exists a least integer k∗ ∈ N0 such that
rankR[δ ]Mk∗(δ ) = nx, and Mk∗(δ ) is unimodular over R [δ ].
Then the following theorem was stated in
Bejarano and Zheng (2014).
Theorem 1. If Assumption 1 is satisfied, then there exists a t1
such that system (2) is backward unknown input observable on
[t1, t2] for all t2 > t1.
For simplicity, for any polynomial matrix D(δ ) ∈
Rp×m[δ ] with rankR[δ ]D(δ ) = rD ≤ min{p,m}, let us denote
InvS [D(δ )] = {ψi (δ )}1≤i≤rD as the set of its invariant factors
of the Smith form defined in (5). Thereby, the following state-
ment, adapted from the result on the left unimodular stated in
Hou et al. (2002), is obvious.
Lemma 1. A polynomial matrix D(δ ) ∈ Rp×m[δ ] is left (or
right) unimodular over R[δ ] if and only if rankR[δ ]D(δ ) = m ≤
p (or rankR[δ ]D(δ ) = p ≤ m ) and InvS [D(δ )]⊂ R.
It is said to be unimodular over R[δ ] if and only if
rankR[δ ]D(δ ) = p = m and InvS [D(δ )] ⊂R.
4. Main result
Before proposing an unknown input observer for the general
system (2), we will firstly decompose system (2) into a simpler
form under some additional conditions.
4.1. Preliminary result
In order to transform the general system (2) into a simpler
form, let us make the following assumption.
Assumption 2. For the polynomial matrices B(δ ), C(δ ) and














Remark 2. When treating linear systems without delay, the











for all s ∈ C (7)
which is exactly the necessary and sufficient condition such that
the system is strongly observable Trentelman et al. (2001).



















and it is exactly the necessary condition to ensure the existence
of such a Luenberger-like observer (see Remark 1). As we are
going to propose an unknown input observer for the general
time-delay system (2) with the same structure, thus the condi-
tion (6) imposed in Assumption 2 is not restrictive.
Lemma 2. Suppose Assumption 2 is satisfied, then there exists
a matrix W (δ ) ∈ R(nx+p)×2p[δ ] satisfying the following condi-
tions:
1) W (δ )
[















J(δ )W (δ ) = 0.
Proof.
For simplicity, let us denote CBD =













It is easy to see that if Assumption 2 is satisfied, then we have
rankR[δ ]
[











where r denotes the number of invariant factors. More-
over, this implies as well that there exist the unimodular
matrices P1(δ ), P2(δ ), Q1(δ ) and Q2(δ ) over R[δ ] such
that P1(δ )
[






















SCBD = SCD= diag{ψ1, · · · ,ψr}. Then, we obtain






























































P2(δ ) should be spanned by
P1(δ )
[
C(δ )B(δ ) D(δ )
D(δ ) 0
]
P2(δ ) over R[δ ], other-
wise the condition (6) is violated. Thus, there exists





W̄ (δ )P1(δ )
[
C(δ )B(δ ) D(δ )
D(δ ) 0
]
, this implies as well
that there exists a matrix W (δ ) ∈ R(nx+p)×2p[δ ] such that
W (δ )
[









In order to prove the second condition of Lemma 2, let U(δ )
be a unimodular matrix over R[δ ] which transforms the follow-
ing matrix into its Hermite form:
U(δ )
[








where V (δ ) is full row rank over R[δ ]. Since
there exists a matrix W (δ ) ∈ R(nx+p)×2p[δ ] such that
W (δ )
[








, then we can






Finally we can select W (δ ) = [V̄ (δ ),0]U(δ ) with which
we still have W (δ )
[









Moreover, since V (δ ) is full row rank over R[δ ], then for any





= 0 we always have
J(δ )V̄ (δ ) = 0, which implies J(δ )W (δ ) = 0.
4.2. System decomposition
Suppose that W (δ ) ∈ R(nx+p)×2p[δ ] is a matrix over R[δ ]
such that Lemma 2 is satisfied. Decompose W (δ ) =
[W1(δ ),W2(δ )] with W1(δ ),W2(δ ) ∈ R
(nx+p)×p[δ ], then we
have W1(δ )D(δ ) = 0 since W (δ )
[








. Thus, we obtain
W1(δ )y =W1(δ )C(δ )x
which yields the following equation
W1(δ )ẏ =W1(δ )C(δ )A(δ )x+W1(δ )C(δ )B(δ )u









































K1(δ ) K2(δ )
Γ1(δ ) Γ2(δ )
]
, where Ki(δ ) ∈ R
nx×p[δ ] and Γi(δ ) ∈






into the original system (2) in order to replace the unknown in-
put u. That is, if Assumption 2 is satisfied, then system (2) can
be put into the following simpler form:
ẋ = Ā(δ )x+K1(δ )ẏ+K2(δ )y
y = C̃(δ )x+Γ1(δ )ẏ+Γ2(δ )y
(8)
where Ā(δ ) = A(δ ) − K (δ )
[
C (δ )A(δ )
C (δ )
]
∈ Rnx×nx [δ ] and
C̃(δ ) =C (δ )−Γ(δ )
[
C (δ )A(δ )
C (δ )
]
∈ Rp×nx [δ ].
Suppose rankR[δ ]C̃(δ ) = r ≤ p, then there exists a unimodu-
lar matrix Λ(δ ) over R[δ ] such that






with C̄(δ ) ∈ Rr×nx [δ ] being full row rank over R[δ ]. By noting
ȳ = Λ(δ )y, finally system (8) can be written into the following
decomposed form:
ẋ = Ā(δ )x+K1(δ )Λ







x+ Γ̄1(δ ) ˙̄y+ Γ̄2(δ )ȳ
(10)
where
Γ̄1(δ ) = Λ(δ )Γ1(δ )Λ
−1(δ ) ∈ Rp×p[δ ]
Γ̄2(δ ) = Λ(δ )Γ2(δ )Λ
−1(δ ) ∈ Rp×p[δ ]
(11)
4.3. Observer normal form
This subsection is devoted to designing a Luenberger-Like
observer for the deduced simple form (10). Before this, define
















∈Rrl×nx [δ ] (12)
where l ∈ N0, and let us recall a useful result stated in
Hou and Muller (1992).
Theorem 2. Hou and Muller (1992) There exists a bicausal
generalized change of coordinates z = T (δ )x which transforms
the following system:
ẋ = Ā(δ )x
ȳ = C̄(δ )x
(13)
with rankR[δ ]C̄(δ ) = r into the following observer normal form:
{
ż = A0z+F(δ )ȳ
ȳ =C0z
4
where F(δ ) =
[















0 0 · · · Ir








C0 = [Ir,0, · · · ,0] ∈ R
r×rl∗
(14)
if and only if there exists a least integer l∗ ∈N0 such that Ōl∗(δ )
defined in (12) is left unimodular over R [δ ].
Moreover, the bicausal generalized change of coordinates
z = T (δ )x with T (δ ) = col{T1(δ ), · · · ,Tl∗(δ )} is defined as fol-
lows:
{
T1(δ ) = C̄(δ )
Ti+1(δ ) = Ti(δ )Ā(δ )−Fi(δ )C̄(δ ), for 1 ≤ i ≤ l
∗− 1
(15)
with Fi(δ ) being determined through the following equations:







Remark 3. Theorem 2 deduces a very simple observer normal
form with constant matrices A0 and C0 plus a linear output
delayed term F(δ )ȳ for a special form of system (10), which
implies in fact that in the original system (2) the matrices
B(δ ) = D(δ ) = 0, i.e. system (10) has no inputs. Theorem 2
can be also applied to design a Luenberger-like observer for
system (2) with known input, however it cannot treat directly
system (2) with unknown input, since the observability in this
case depends as well on the matrices B(δ ) and D(δ ).
It has been stated in Theorem 1 that system (2) is backward
unknown input observable if Assumption 1 is satisfied. In the
following it will be shown that Assumptions 1 and 2 imply that
the observability matrix defined in (12) is left unimodular. For
this, we need the following result.
Lemma 3. If Assumption 1 is satisfied for the quadruple
(A(δ ),B(δ ),C(δ ),D(δ )) in system (2), then there exists a least


















∗×nx [δ ] (17)
is left unimodular over R [δ ].
Proof.
If Assumption 1 is satisfied for the quadruple
(A(δ ),B(δ ),C(δ ),D(δ )) of system (2), then by applying
the algorithm defined in (4)-(5) to system (2), we can find an
integer k∗ ∈ N0 such that rankR[δ ]Mk∗(δ ) = n, and Mk∗(δ ) is
unimodular over R [δ ].
Now, consider the first iteration of the algorithm, we have
P0(δ )
[
∆0(δ )B(δ ) ∆0(δ )A(δ )




F1(δ ) G1(δ )
0 ∆1(δ )
]
with ∆0(δ ) = 0. Thus, there exist two matrices S1(δ ) and
R1(δ ) over R [δ ] such that ∆1(δ ) = S1(δ )C(δ ) and G1(δ ) =
R1(δ )C(δ ). In the second iteration, we obtain
P1(δ )
[
∆1(δ )B(δ ) ∆1(δ )A(δ )




S1(δ )C(δ )B(δ ) S1(δ )C(δ )A(δ )




F2(δ ) G2(δ )
0 ∆2(δ )
]
from which we can see that there exist the matrices S2(δ )











. The next iteration yields
P2(δ )
[
∆2(δ )B(δ ) ∆2(δ )A(δ )




F3(δ ) G3(δ )
0 ∆3(δ )
]















, for some matrices S3(δ ) and R3(δ )
over R [δ ].
Thus, by induction we can see that in the k-th iteration there










with k ∈ N0. Hence, the matrix Nl(δ ) defined in (5) can be
expressed as Nl(δ ) = S(δ )Ol(δ ) where S(δ ) depends on Si(δ )
and Ol(δ ) is defined in (17).
Therefore, if Assumption 1 is satisfied for system (2), i.e.
there exists a least integer l∗ ∈N0 such that rankMl∗(δ ) = n and
Ml∗(δ ) is unimodular over R [δ ], where the unimodular matrix
Ml∗(δ ) over R [δ ] is the corresponding Smith form of Nl∗(δ ),
then Nl∗(δ ) is left unimodular over R[δ ]. Thus, Nl∗(δ ) admits
a left inverse matrix [Nl∗(δ )]
−1
L such that
Inx = [Nl∗(δ )]
−1
L Nl∗(δ ) = [Nl∗(δ )]
−1
L S(δ )Ol∗(δ )
which implies [Nl∗(δ )]
−1
L S(δ ) is a left inverse of Ol∗(δ ).
Therefore Ol∗(δ ) is left unimodular over R [δ ].
Based on Lemma 3, we have the following result for the de-
duced system (8).
Lemma 4. If Assumption 1 is satisfied for the quadruple
(A(δ ),B(δ ),C(δ ),D(δ )) defined in (2), then for the deduced


















∗×nx [δ ] (18)
is left unimodular over R [δ ].
5
Proof.
According to Lemma 3, we need only to prove
that, if Assumption 1 is satisfied for the quadruple
(A(δ ),B(δ ),C(δ ),D(δ )), then this assumption is also
satisfied for the quadruple
(
Ā(δ ),B(δ ),C̃(δ ),D(δ )
)
, which
implies that Õl∗(δ ) is left unimodular over R [δ ].
For this, by keeping the same matrix P0(δ ) as in the proof of




∆0(δ )B(δ ) ∆0(δ )Ā(δ )




∆0(δ )B(δ ) ∆0(δ )A(δ )
































for some matrix S1(δ ) over R[δ ]. In the last equality we












Hence ∆1(δ ) for
(
Ā(δ ),B(δ ),C̃(δ ),D(δ )
)
is the same as for





∆1(δ )B(δ ) ∆1(δ )Ā(δ )









∆1(δ )B(δ ) ∆1(δ )A(δ )








































Thus, by induction, it is easy to see that the matrix Nk(δ ) for
the quadruple
(
Ā(δ ),B(δ ),C̃(δ ),D(δ )
)
is the same as the ma-
trix Nk(δ ) calculated for (A(δ ),B(δ ),C(δ ),D(δ )). Therefore,
according to Lemma 3, there exists a least integer l∗ ∈ N0 such
that Ōl∗(δ ) defined in (12) is left unimodular over R [δ ].
Lemma 5. If there exists a least integer l∗ ∈ N0 such that
Õl∗(δ ) defined in (18) is left unimodular over R [δ ], then Ōl∗(δ )
defined in (12) is left unimodular over R [δ ].
Proof.
Since there exists a unimodular matrix Λ(δ ) over R[δ ] such





, then we can define the unimodular
matrix Λd(δ ) = diag{Λ(δ ), · · · ,Λ(δ )} ∈R
pl∗×pl∗ [δ ], and there
exists an elementary matrix E ∈Rpl
∗×pl∗ such that





which shows that the left unimodularity of Õl∗(δ ) over R [δ ]
defined in (18) implies the left unimodularity of Ōl∗(δ ) defined
in (12) over R [δ ].
Theorem 3. If Assumption 1 and Assumption 2 are both satis-
fied for system (2), then for the deduced system (10) there exists
a least integer l∗ ∈ N0 such that Ōl∗(δ ) defined in (12) is left
unimodular over R [δ ].
Proof. If Assumption 2 is satisfied for system (2), then it can
be transformed into system (10). Thus, the proof can be easily
achieved by combing the results stated in Lemma 3, Lemma 4
and Lemma 5.
After having proved the left unimodularity of Ōl∗(δ ) defined
in (12) over R [δ ], the following corollary is obvious due to
Theorem 2.
Corollary 1. If Assumption 1 and Assumption 2 are both sat-
isfied for system (2), then there exists a bicausal generalized
change of coordinates z = T (δ )x defined in (15) such that sys-











z+ Γ̄1(δ ) ˙̄y+ Γ̄2(δ )ȳ
(19)
where Γ̄1(δ ), Γ̄2(δ ), A0, C0 and F(δ ) are defined in (11), (14)
and (16) respectively, with
K̄1(δ ) = T (δ )K1(δ )Λ
−1(δ ) ∈ Rnz×p[δ ]
K̄2(δ ) = T (δ )K2(δ )Λ
−1(δ ) ∈ Rnz×p[δ ]
(20)
where nz = rl
∗.
Proof. The proof of this corollary just needs to apply the results
stated in Theorem 2 and Theorem 3.
4.4. Unknown input observer design
For the obtained observer normal form (19), we are ready to
present our main result.
Theorem 4. If Assumption 1 and Assumption 2 are both satis-




ξ̇ = L0ξ + J(δ )Λ(δ )y
ẑ = ξ +H(δ )Λ(δ )y
x̂ = T−1L (δ )ẑ
(21)
with T−1L (δ ) being defined in (15), and
L0 = A0 −G0C0
H(δ ) = K̄1(δ )− [G0,0] Γ̄1(δ )
J(δ ) = [F(δ ),0]+ K̄2(δ )+L0H(δ )− [G0,0] Γ̄2(δ )+ [G0,0]
(22)
where G0 is a constant matrix which makes (A0 −G0C0) Hur-
witz, is an exponential unknown input observer for system (2).
6
Proof. As we have proved that, if Assumption 1 and Assump-
tion 2 are both satisfied for system (2), then it can be trans-
formed into the observer normal form (19). Denote ez = z− ẑ,
ex = x− x̂ and note Ḡ0 = [G0,0], F̄(δ ) = [F(δ ),0], since ȳ =
Λ(δ )y, then we have
ėz = A0z−L0ẑ+[F̄(δ )+ K̄2(δ )+L0H(δ )− J(δ )] ȳ
+[K̄1(δ )−H(δ )] ˙̄y
Since the pair (A0,C0) is observable, then there exists a constant
matrix G0 such that (A0 −G0C0) is Hurwitz. With the chosen
matrix G0, we can determine the matrices L0, H(δ ) and J(δ )





ȳ+ Ḡ0Γ̄1(δ ) ˙̄y
= [A0 −G0C0]ez
Since x = T−1L (δ )z, then ex = x− x̂ = T
−1
L (δ )ez is governed by:
ėx = T
−1
L (δ )(A0 −G0C0)T (δ )ex
Due to the fact that (A0 −G0C0) is a constant Hurwitz matrix,
so T−1L (δ )(A0 −G0C0)T (δ ) is Hurwtiz as well. Consequently,
we proved that system (21) is an exponential unknown input
observer of system (2).
Remark 4. When treating linear systems without delay, As-
sumption 1 and Assumption 2 are necessary and sufficient for
the existence of a Luenberger-like observer. In this sense, when
studying linear systems with delay, the conditions required by
Assumption 1 and Assumption 2 are not restrictive to guarantee
the existence of a Luenberger-like observer.
Remark 5. The proposed method is based on the output injec-
tion (delayed) technique. It can be seen that the observation
error dynamics ėz = [A0 −G0C0]ez is independent of the delay,
which implies that this method can be applied to any commen-
surate and constant delay.
For the given quadruple (A(δ ),B(δ ),C(δ ),D(δ )), if Theo-
rem 4 is valid, the following summarizes the procedure to de-
sign the proposed unknown input observer for system (2):
Step 1: Compute the unimodular matrix U(δ ) over R[δ ] which
transforms the following matrix into its Hermite form:
U(δ )
[








with V (δ ) being full row rank over R[δ ], and calculate






obtain the gain matrix W (δ ) = [V̄ (δ ),0]U(δ );
Step 2: With the obtained matrix W (δ ), decompose it as







K1(δ ) K2(δ )
Γ1(δ ) Γ2(δ )
]
, then trans-












find the unimodular matrix Λ(δ ) over R[δ ] such that






Step 3: After having obtained Ā(δ ) and C̄(δ ), deduce T (δ ) de-
fined in (15) and F(δ ) defined in (16);
Step 4: Deduce A0 and C0 defined in (14), Γ̄1(δ ) and Γ̄2(δ )
defined in (11), K̄1(δ ) and K̄2(δ ) defined in (20);
Step 5: Design the observer of the form (21) by choosing the
matrices L0, H(δ ) and J(δ ) defined in (22).
Remark 6. The above procedure involves the computations
over polynomial matrices. There exist lots of packages already
implemented in Matlab and Maple which enable us to easily
realize those calculations by computer.
5. Illustrative example






0 −1 1 0
−1 δ 0 0
1 0 1 0





















δ 0 0 0
0 1 0 0
0 0 1 1









For the given quadruple (A(δ ),B(δ ),C(δ ),D(δ )), by applying
the algorithm (4)-(5), we find that there exist k∗ = 3 such that
Mk∗ = Mk∗+1 = I4, thus Assumption 1 is satisfied. Moreover,














therefore Assumption 2 is satisfied as well. According to Theo-
rem 4, there exists a Luenberger-like observer to exponentially
estimate the state of the studied system.
Step 1:
In order to transform the matrix
[














δ 0 −δ 1 0 δ
−1 0 1 0 0 −1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 −1 0 1









and V (δ ) =


1 0 0 0
0 1 0 0
0 0 1 δ

, then we can find
V̄ (δ ) =


0 0 1 0 1 0 1
0 0 1 δ δ 0 δ










, which gives us
W (δ )=
[
K1(δ ) K2(δ )













0 0 0 0 0 0
0 0 0 0 0 0
δ −1 0 1−δ 1 0 δ −1
−δ 0 δ 0 0 −δ
0 0 0 1 0 0
0 0 0 0 0 0


















0 −1 1 0
−1 δ 0 0
δ 2 − δ δ 2 − 1 −δ 2 + 2δ −2δ + 2





and C̃(δ ) =


0 0 0 0
0 1 0 0
−δ 0 1 1

, thus we can choose the uni-








gives C̄(δ ) =
[
0 1 0 0




With the deduced Ā(δ ) and C̄(δ ), we can check that there









0 1 0 0
−δ 0 1 1
−1 δ 0 0
−δ 0 1 1
−δ 1+ δ 2 −1 0



















δ 0 −1 0 0 0
1 0 0 0 0 0
1 0 δ 0 −1 0





























−2− δ 2+ 5δ 0
0 0
1+ 3δ − 5δ 2 + δ 3 0
0 0











Then we obtain the bicausal generalized change of coordinates
z = T (δ )x where









0 1 0 0
−δ 0 1 1
−1 2− 4δ + δ 2 0 0
−δ 0 1 1
−2+ 4δ − δ 2 −δ + δ 2 −1 0
















2−4δ +δ 2 0 −1 0 0 0
1 0 0 0 0 0
−19δ 2 +15δ +8δ 3 −4−δ 4 0 −4δ +2+δ 2 0 −1 0






With the deduced change of coordinates, the studied system
can be transformed into the simple observer form (19) with










0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0











1 0 0 0 0 0
0 1 0 0 0 0
]
[











0 0 0 0 0 0
0 1 −1 0 −1 1
0 0 0 0 0 0
0 1 −1 0 −1 1
0 δ − 1 1− δ 0 1− δ −1















0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 1


For the simulation setting, we can choose
G0 =
[
85 0 2000 0 12500 0
0 85 0 2000 0 12500
]T
such that (A0 − G0C0) has negative eigenvalues
(−10,−10,−25,−25,−50,−50). And finally we obtain










−85 0 1 0 0 0
0 −85 0 1 0 0
−2000 0 0 0 1 0
0 −2000 0 0 0 1
−12500 0 0 0 0 0









































83+ 5δ − δ 2 0 0
0 0 0
2001− 5δ 2+ 3δ + δ 3 δ − 1 1− δ
0 0 0












With the deduced L0, H(δ ) and J(δ ), one can easily design
the unknown input observer described in (21). In the sim-
ulation of the studied system, we set the unknown input as
u1 =−10sin100t and u2 = 20sin20t (see Fig. 1). The simula-
tion step is 0.001s, and the basic delay h = 0.01s. By choosing
the calculated gain matrices L0, H(δ ) and J(δ ), the observa-
tion errors (in log scale) are given in Fig. 2, from which we can
notice not only the convergence of the proposed observer, but
also the delay effect in the observer which is equal to 0.04s and
it is due to the term δ 4 in [T (δ )]−1L . The singularity in the fig-
ure is due to the fact that the observation error passes zero and
changes the sign. In order to show that the proposed method is
independent of the time-delay involved in the studied system,
another simulation was made with the same gains and a bigger
delay h = 0.1s, whose results (again in log scale) were depicted
in Fig. 3. Compared Fig. 2 with Fig. 3, we can conclude that,
with two distinct delays, the resulting estimation errors con-
verge to 0 with the same speed, depending on the eigenvalues
of T−1L (δ )(A0 −G0C0)T (δ ). Moreover, with a bigger delay,
the estimations will have a bigger delay as well (in Fig. 3 the
delay effect in the observer equals to 0.4s, corresponding to the
term δ 4 in [T (δ )]−1L ).
In order to show the robustness of the proposed observer, the
third simulation (the same gains with h = 0.01s) was made by
adding a mean-zero random disturbance in the output belonging
to [−2,2]. The estimation errors are depicted in Fig. 4 and it
can be noticed that the estimation error is always bounded.
















Figure 1: Unknown input u of the studied system.
6. Conclusion
The class of linear time-delay systems investigated in this
paper is quite larger than that those in the literature since we
consider unknown inputs in both the state equation and in the
system output. Moreover, commensurate delays are allowed
to appear in the state, input, and in the output also. We have
matched the backward unknown input observability condition





































Figure 2: The observation error (in log scale) for h = 0.01s.



































Figure 3: The observation error (in log scale) for h = 0.1s.



















Figure 4: The observation error for h = 0.01s with noisy measurement.
recently obtained in Bejarano and Zheng (2014), with the ob-
servability condition required in Hou et al. (2002) for the ob-
server design of linear time-delay systems without inputs. The
required conditions for the observer design are considerably re-
laxed in the sense that they coincide with the necessary and
sufficient conditions for the unknown input observer design of
linear systems without delays.
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