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REGULARITY AND CONVERGENCE ANALYSIS IN SOBOLEV
AND HO¨LDER SPACES FOR GENERALIZED
WHITTLE–MATE´RN FIELDS
SONJA G. COX AND KRISTIN KIRCHNER
Abstract. We analyze several Galerkin approximations of a Gaussian ran-
dom field Z : D × Ω → R indexed by a Euclidean domain D ⊂ Rd whose
covariance structure is determined by a negative fractional power L−2β of a
second-order elliptic differential operator L := −∇·(A∇)+κ2. Under minimal
assumptions on the domain D, the coefficients A : D → Rd×d, κ : D → R, and
the fractional exponent β > 0, we prove convergence in Lq(Ω;Hσ(D)) and in
Lq(Ω;Cδ(D)) at (essentially) optimal rates for (i) spectral Galerkin methods
and (ii) finite element approximations. Specifically, our analysis is solely based
on H1+α(D)-regularity of the differential operator L, where 0 < α ≤ 1. For
this setting, we furthermore provide rigorous estimates for the error in the
covariance function of these approximations in L∞(D × D) and in the mixed
Sobolev space Hσ,σ(D×D), showing convergence which is more than twice as
fast compared to the corresponding Lq(Ω;Hσ(D))-rate.
For the well-known example of such Gaussian random fields, the original
Whittle–Mate´rn class, where L = −∆+κ2 and κ ≡ const., we perform several
numerical experiments which validate our theoretical results.
1. Introduction
1.1. Motivation and background. By virtue of their practicality owing to the
full characterization by their mean and covariance structure, Gaussian random
fields (GRFs for short) are popular models for many applications in spatial statis-
tics and uncertainty quantification, see, e.g., [4, 7, 26, 33, 35]. As a result, several
methodologies in these disciplines require the efficient simulation of GRFs at un-
structured locations in various possibly non-convex Euclidean domains, and this
topic has been intensively discussed in both areas, spatial statistics and computa-
tional mathematics, see, e.g., [2, 8, 9, 13, 17, 19, 24, 30]. In particular, sampling
from non-stationary GRFs, for which methods based on circulant embedding are
inapplicable, has become a central topic of current research, see, e.g., [2, 9, 17].
In order to capture both stationary and non-stationary GRFs, a new class of
random fields has been introduced in [26], which is based on the following obser-
vation made by P. Whittle [40]: A GRF Z on D := Rd with covariance function
of Mate´rn type solves the fractional-order stochastic partial differential equation
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(SPDE for short)
LβZ = dW, in D, L := −∆ + κ2, (1.1)
where ∆ denotes the Laplacian, dW is white noise on Rd, and κ > 0, β > d/4
are constants which determine the practical correlation length and the smoothness
of the field. In [26] this relation has been exploited to formulate generalizations of
Mate´rn fields, the generalized Whittle–Mate´rn fields, by considering the SPDE (1.1)
for non-stationary differential operators L (e.g., by allowing for a spatially varying
coefficient κ : D → R) on bounded domains D ⊂ Rd, d ∈ {1, 2, 3}. Note that the
covariance structure of a GRF is uniquely determined by its covariance operator, in
this case given by the negative fractional-order differential operator L−2β . Further-
more, for the case 2β ∈ N, approximations based on a finite element discretization
have been proposed in [26].
Subsequently, a computational approach which allows for arbitrary fractional
exponents β > d/4 has been suggested in [2, 3]. To this end, a sinc quadrature
combined with a Galerkin discretization of the differential operator L is applied to
the Balakrishnan integral representation of the fractional-order inverse L−β .
In this work, we investigate Sobolev and Ho¨lder regularity of generalized Whittle–
Mate´rn fields and we perform a rigorous error analysis in these norms for sev-
eral Galerkin approximations, including the sinc-Galerkin approximations of [2, 3].
Specifically, we consider a GRF Zβ : D × Ω → R, indexed by a Euclidean domain
D ⊂ Rd, whose covariance operator is given by the negative fractional power L−2β
of a second-order elliptic differential operator L : D(L) ⊆ L2(D)→ L2(D) in diver-
gence form with Dirichlet boundary conditions, formally given by
Lu = −∇ · (A∇u) + κ2u, u ∈ D(L) ⊆ L2(D). (1.2)
Here, we solely assume that D ⊂ Rd has a Lipschitz boundary, κ ∈ L∞(D), and
that A ∈ L∞
(D;Rd×d) is symmetric and uniformly positive definite.
For a sequence
(ZβN)N∈N of Galerkin approximations for Zβ (namely, spectral
Galerkin approximations in Section 5 and sinc-Galerkin approximations in Sec-
tion 6) defined with respect to family (VN )N∈N of subspaces VN ⊂ H10 (D) of finite
dimension dim(VN ) = N <∞, we prove convergence at (essentially) optimal rates.
More precisely, under minimal regularity conditions on the operator L in (1.2) and
for 0 ≤ σ < 2β − d/2, δ ∈ (0, σ), within a suitable parameter range we show that
for all ε, q > 0 there exists a constant C > 0 such that, for all N ∈ N,(
E
[∥∥Zβ −ZβN∥∥qHσ(D)])1/q ≤ CN−1/d (2β−σ−d/2−ε), (1.3)(
E
[∥∥Zβ −ZβN∥∥qCδ(D)])1/q ≤ CN−1/d (2β−σ−d/2−ε), (1.4)∥∥%β − %βN∥∥Hσ,σ(D×D) ≤ CN−1/d (4β−2σ−d/2−ε), (1.5)
sup
x,y∈D
∣∣%β(x, y)− %βN (x, y)∣∣ ≤ CN−1/d (4β−d−ε). (1.6)
Here, %β , %βN : D × D → R denote the covariance functions of the Whittle–Mate´rn
field Zβ and of the Galerkin approximation ZβN , respectively. For details, see Corol-
laries 5.1–5.3 for spectral Galerkin approximations, and Theorems 6.18, 6.23 for the
sinc-Galerkin approach. “Suitable parameter range” refers to the observations that
(i) if a finite element method of polynomial degree p ∈ N is used to define the
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sinc-Galerkin approximation or (ii) if L in (1.2) is H1+α(D)-regular for 0 < α ≤ 1
maximal (see Definition 6.20), then the convergence rates of the sinc-Galerkin ap-
proximation cannot exceed p+ 1− σ or min{1 + α− σ, 2α}, where 0 ≤ σ ≤ 1.
We point out that due to the low regularity of white noise, dW ∈ H−d/2−ε(D),
which holds P-almost surely and in Lq(Ω) (cf. [2, Prop. 2.3]) the convergence re-
sults (1.3)–(1.6) are (essentially, up to ε > 0) optimal and they are also reflected
in our numerical experiments, see Section 7 and the discussion in Section 8. Note
furthermore that the convergence rates in (1.4), (1.6) of the field with respect to
Lq(Ω;C
δ(D)) and of the covariance function in the C(D ×D)-norm, which we ob-
tain via a Kolmogorov–Chentsov argument, are by d/2 better than applying the re-
sults (1.3), (1.5) combined with the Sobolev embeddings Hδ+d/2(D) ↪→ Cδ(D) and
Hε+d/2, ε+d/2(D × D) ↪→ C(D ×D), respectively. We remark that strong conver-
gence of the sinc-Galerkin approximation with respect to the L2(Ω;L2(D))-norm,
i.e., (1.3) for σ = 0, at the rate 2β − d/2 has already been proven in [2, Thm. 2.10].
However, the assumptions made in [2, Ass. 2.6 and Eq. (2.19)] require the dif-
ferential operator L to be at least H2(D)-regular. Thus, our results do not only
generalize the analysis of [2] for the strong error to different norms, but also to less
regular differential operators. This is of relevance for several practical applications,
since the spatial domain, where the GRF is simulated, may be non-convex or the
coefficient A may have jumps. For this reason, in Subsection 6.3.2 we work un-
der the assumption that L is H1+α(D)-regular for some 0 < α ≤ 1 (for instance,
α < pi/ω if D is a non-convex domain with largest interior angle ω > pi).
As an interim result while deriving the error bounds (1.3)–(1.6) for the sinc-
Galerkin approximation, we prove a non-trivial extension of one of the main results
in [5]. Namely, we show that for all
β > 0, 0 ≤ σ ≤ min{1, 2β}, −1 ≤ δ ≤ 1 + α, δ 6= 1/2 with 2β + δ − σ > 0,
and for all ε > 0, there exists a constant C > 0 such that, for N ∈ N and g ∈ Hδ(D),∥∥L−βg − L˜−βN g∥∥Hσ(D) ≤ CN−1/dmin{2β+δ−σ−ε, 1+α−σ, 1+α+δ, 2α}‖g‖Hδ(D).
Here, L˜−1N : H
−1(D)→ VN denotes the approximation of the data-to-solution map
L−1 : H−1(D) → H10 (D) with respect to the Galerkin space VN ⊂ H10 (D). For
details see Theorem 6.6, Remark 6.7 and Lemmata 6.21–6.22. This error estimate
was proven in [5, Thm. 4.3 & Rem. 4.1] only for β ∈ (0, 1), σ = 0, and δ ≥ 0, see
also the comparison in Remark 6.8.
1.2. Outline. After specifying the mathematical setting as well as our notation in
Subsections 1.3–1.4, we rigorously define the second-order elliptic differential opera-
tor L from (1.2) under minimal assumptions on the coefficients A, κ and the domain
D ⊂ Rd in Section 2; thereby collecting several auxiliary results for this type of op-
erators. Section 3 is devoted to the regularity analysis of a GRF colored by a linear
operator T which is bounded on L2(D). These results are subsequently applied in
Section 4 to the class of generalized Whittle–Mate´rn fields, where T := L−β with
L defined as in Section 2 and β > d/4. In Section 5 we derive the convergence re-
sults (1.3)–(1.6) for spectral Galerkin approximations where the finite-dimensional
subspace VN is generated by the eigenvectors of the operator L corresponding to
the N smallest eigenvalues. We then investigate sinc-Galerkin approximations in
Section 6, where we first let VN be an abstract Galerkin space satisfying certain
approximation properties, see Subsections 6.1–6.2. Subsequently, in Subsection 6.3
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we show that these properties are indeed satisfied if the Galerkin spaces originate
from a quasi-uniform family of finite element discretizations of polynomial degree
p ∈ N, and we discuss the convergence behavior for two cases in detail: (i) the co-
efficients A, κ and the domain D in (1.2) are smooth, and (ii) A, κ,D are such that
the differential operator L in (1.2) is only H1+α(D)-regular for some 0 < α ≤ 1. In
Section 7 we perform several numerical experiments for the model example (1.1),
d = 1, and sinc-Galerkin discretizations generated with a finite element method of
polynomial degree p ∈ {1, 2}. In Section 8 we reflect on our outcomes.
1.3. Setting. Throughout this article, we let (Ω,F ,P) be a complete probability
space with expectation operator E, and D be a bounded, connected and open subset
of Rd, d ∈ N, with closure D.
In addition, we letW : L2(D)→ L2(Ω) be an L2(D)-isonormal Gaussian process
in the sense of [29, Def. 1.1.1].
1.4. Notation. For B ⊆ Rd, B(B) denotes the Borel σ-algebra on B (i.e., the
σ-algebra generated by the sets that are relatively open in B). For two σ-algebras
F and G, F ⊗ G is the σ-algebra generated by F × G.
If (E, ‖ · ‖E) is a Banach space, then (E∗, ‖ · ‖E∗) denotes its dual, 〈 · , · 〉E∗×E
the duality pairing on E∗ × E, IdE the identity on E, and L(E;F ) the space of
bounded linear operators from (E, ‖ · ‖E) to another Banach space (F, ‖ · ‖F ).
For T ∈ L(E;F ) we write T ∗ ∈ L(F ∗;E∗) for the adjoint of T . If V is a vector
space such that E,F ⊆ V and if, in addition, IdV |E ∈ L(E;F ), then we write
(E, ‖ · ‖E) ↪→ (F, ‖ · ‖F ). Moreover, the notation (E, ‖ · ‖E) ∼= (F, ‖ · ‖F ) indicates
that (E, ‖ · ‖E) ↪→ (F, ‖ · ‖F ) ↪→ (E, ‖ · ‖E).
If not specified otherwise, ( · , · )H is the inner product on a Hilbert space H
and L2(H;U) ⊆ L(H;U) denotes the Hilbert space of Hilbert–Schmidt operators
between two Hilbert spaces H and U . The adjoint of T ∈ L(H;U) is identified with
T ∗ ∈ L(U ;H) (via the Riesz maps on H and on U). We write L(E) and L2(H)
whenever E = F and H = U . The domain of a possibly unbounded operator L is
denoted by D(L).
For 1 ≤ q < ∞, Lq(D;E) is the space of (equivalence classes of) E-valued,
Bochner measurable, q-integrable functions on D and Lq(Ω;E) denotes the space
of (equivalence classes of) E-valued random variables with finite q-th moment, i.e.,
‖f‖Lq(D;E) :=
(∫
D
‖f(x)‖qE dx
)1/q
, f ∈ Lq(D;E),
‖X‖Lq(Ω;E) :=
(
E
[‖X‖qE])1/q , X ∈ Lq(Ω;E).
The space L∞(D;E) consists of all equivalence classes of E-valued, Bochner mea-
surable functions which are essentially bounded on D, i.e.,
‖f‖L∞(D;E) := ess sup
x∈D
‖f(x)‖E , f ∈ L∞(D;E).
For γ ∈ (0, 1), we furthermore define the mappings
| · |Cγ(D;E), ‖ · ‖Cγ(D;E) : C(D;E)→ [0,∞]
on the Banach space(
C(D;E), ‖ · ‖C(D;E)
)
, ‖f‖C(D;E) := sup
x∈D
‖f(x)‖E ,
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of continuous functions from D to (E, ‖ · ‖E) via
|f |Cγ(D;E) := sup
x,y∈D
x6=y
‖f(x)− f(y)‖E
|x− y|γ , (1.7)
‖f‖Cγ(D;E) := sup
x∈D
‖f(x)‖E + |f |Cγ(D;E). (1.8)
Note that the norm ‖ · ‖Cγ(D;E) renders the subspace
Cγ(D;E) =
{
f ∈ C(D;E) : ‖f‖Cγ(D;E) <∞
}
⊂ C(D;E) (1.9)
of γ-Ho¨lder continuous functions a Banach space. Whenever the functions or ran-
dom variables are real-valued, we omit the image space and write C(D), Cγ(D),
Lq(D), and Lq(Ω), respectively. For σ > 0, the (integer- or fractional-order) Sobolev
space is denoted by Hσ(D) (see [12, Sec. 2], see also [41, Sec. 1.11.4/5]), and
H10 (D) ⊂ H1(D) is the closure of the space C∞c (D) of compactly supported smooth
functions in
(
H1(D), ‖ · ‖H1(D)
)
.
We mark equations which hold almost everywhere or P-almost surely with a.e.
and P-a.s., respectively. For two random variables X,Y , we write X d= Y whenever
X and Y have the same probability distribution. The Dirac measure at x ∈ D
is denoted by ðx. Given a parameter set P and mappings A,B : P → R, we let
A(p) . B(p) denote the relation that there exists a constant C > 0, independent
of p ∈ P, such that A(p) ≤ CB(p) for all p ∈ P. For a further parameter set Q
and mappings A,B : P ×Q → R, we write A(p, q) .q B(p, q) if, for all q ∈ Q, there
exists a constant Cq > 0, independent of p ∈ P, such that A(p, q) ≤ CqB(p, q) for all
p ∈ P and q ∈ Q. Finally, A(p) h B(p) indicates that both relations, A(p) . B(p)
and B(p) . A(p), hold simultaneously; and similarly for A(p, q) hq B(p, q).
2. Auxiliary results on second-order elliptic differential operators
As outlined in Subsection 1.1, the overall objective of this article is to study
(generalized) Whittle–Mate´rn fields and Galerkin approximations for them. Here,
we call a Gaussian random field a generalized Whittle–Mate´rn field if its covariance
operator is given by a negative fractional power of a second-order elliptic differential
operator. The purpose of this section is to present preliminary results on second-
order differential operators which will be of importance for the regularity and error
analysis of these fields.
Firstly, we specify the class of differential operators that we consider. We start
by formulating assumptions on the coefficients of the operator.
Assumption 2.1 (on the coefficients A and κ). Throughout this article we assume:
I. A ∈ L∞
(D;Rd×d) is symmetric and uniformly positive definite, i.e.,
∃a0 > 0 : ess inf
x∈D
ξ>A(x)ξ ≥ a0|ξ|2 ∀ξ ∈ Rd; (2.1)
II. κ ∈ L∞(D).
Where explicitly specified, we require in addition:
III. A : D → Rd×d is Lipschitz continuous on the closure D, i.e.,
∃aLip > 0 : |Aij(x)−Aij(y)| ≤ aLip|x− y| ∀x, y ∈ D,
for all i, j ∈ {1, . . . , d}.
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Under Assumptions 2.1.I–II we let L : D(L) ⊂ L2(D)→ L2(D) denote the max-
imal accretive operator on L2(D) associated with A and κ2 with largest domain
D(L) ⊂ H10 (D). By this we mean that D(L) consists of precisely those u ∈ H10 (D)
for which there exists a constant C ≥ 0 such that∣∣∣∣∫D[(A(x)∇u(x),∇v(x))Rd + κ2(x)u(x)v(x)] dx
∣∣∣∣ ≤ C‖v‖L2(D) ∀v ∈ H10 (D),
and, for u ∈ D(L), Lu is the unique element of L2(D) which, for all v ∈ H10 (D),
satisfies ∫
D
[
(A(x)∇u(x),∇v(x))Rd + κ2(x)u(x)v(x)
]
dx = (Lu, v)L2(D). (2.2)
It is well-known that the operator L : D(L) → L2(D) defined via (2.2) is densely
defined and self-adjoint (e.g., [31, Prop. 1.22 and Prop. 1.24]). Furthermore, by the
Lax–Milgram lemma, its inverse exists and extends to a bounded linear operator
L−1 : H10 (D)∗ → H10 (D) (e.g., [31, Lem. 1.3]). By the Kondrachov compactness
theorem L−1 : L2(D)→ L2(D) is compact (e.g., [18, Thm. 7.22]).
For this reason, the spectrum of L consists of a system of only positive eigen-
values (λj)j∈N with no accumulation point, whence we can assume them to be in
nondecreasing order. The following asymptotic spectral behavior, known as Weyl’s
law (see, e.g., [11, Thm. 6.3.1]), will be exploited several times in our analysis.
Lemma 2.2. Let L be the second-order differential operator in (2.2), defined with
respect to the bounded open domain D ⊂ Rd, and with coefficients A and κ fulfilling
Assumptions 2.1.I–II. Then, the eigenvalues of L (in nondecreasing order) satisfy
λj h(A,κ,D) j
2/d, j ∈ N. (2.3)
We let E := {ej}j∈N denote a system of eigenvectors of the operator L in (2.2)
which corresponds to the eigenvalues (λj)j∈N and which is orthonormal in L2(D).
Note that, for σ > 0, the fractional power operator Lσ : D(Lσ) ⊂ L2(D) → L2(D)
is well-defined. Indeed, on the domain
D(Lσ) :=
{
ψ ∈ L2(D) :
∑
j∈N
λ2σj (ψ, ej)
2
L2(D) <∞
}
the action of Lσ is given via the spectral representation
Lσψ :=
∑
j∈N
λσj (ψ, ej)L2(D)ej , ψ ∈ D(Lσ).
The subspace (
H˙σL, ( · , · )σ
)
, H˙σL := D
(
L
σ/2
) ⊂ L2(D), (2.4)
is itself a Hilbert space with respect to the inner product
(φ, ψ)σ :=
(
L
σ/2φ,L
σ/2ψ
)
L2(D) =
∑
j∈N
λσj (φ, ej)L2(D)(ψ, ej)L2(D),
and the corresponding induced norm ‖ · ‖σ. In what follows, we let H˙0L := L2(D)
and, for σ > 0, H˙−σL denotes the dual space (H˙
σ
L)
∗ after identification via the inner
product ( · , · )L2(D) on L2(D) which is continuously extended to a duality pairing.
In order to derive regularity and convergence results with respect to the Sobolev
space Hσ(D) and the space Cγ(D) of γ-Ho¨lder continuous functions in (1.9), we
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wish to relate the various norms involved by well-known results from interpolation
theory and by Sobolev embeddings. To this end, we need to consider various
assumptions on the spatial domain D, specified below.
Assumption 2.3 (on the domain D). Throughout this article, we assume that
I. D has a Lipschitz continuous boundary ∂D.
Where explicitly specified, we additionally suppose one or both of the following:
II. D is convex;
III. D is a polytope.
Note that II. implies I. (see, e.g., [21, Cor. 1.2.2.3]).
In the following lemma we specify the relationship between the spaces H˙σL in (2.4)
and the Sobolev space Hσ(D), under two sets of assumptions on the spatial do-
main D and on the coefficients A, κ of the differential operator L in (2.2). We
recall that [E,F ]σ denotes the complex interpolation space between (E, ‖ · ‖E) and
(F, ‖ · ‖F ) with parameter σ ∈ [0, 1], see, e.g., [27, Ch. 2].
Lemma 2.4. Let Assumptions 2.1.I–II and 2.3.I be satisfied. Then(
H˙σL, ‖ · ‖σ
) ∼= ([L2(D), H10 (D)]σ , ‖ · ‖[L2(D),H10 (D)]σ), 0 ≤ σ ≤ 1, (2.5)
holds for the space
(
H˙σL, ‖ · ‖σ
)
from (2.4). Furthermore,(
H˙σL, ‖ · ‖σ
)
↪→ (Hσ(D), ‖ · ‖Hσ(D)), 0 ≤ σ ≤ 1, (2.6)
and the norms ‖ · ‖σ, ‖ · ‖Hσ(D) are equivalent on H˙σL for 0 ≤ σ ≤ 1 and σ 6= 1/2.
If, in addition, Assumptions 2.1.III and 2.3.II hold, then(
H˙σL, ‖ · ‖σ
) ∼= (Hσ(D) ∩H10 (D), ‖ · ‖Hσ(D)), 1 ≤ σ ≤ 2. (2.7)
Proof. First, note that [41, Cor. 2.4] implies (2.5). If (E, ‖ · ‖E), (F, ‖ · ‖F ), and
(G, ‖ · ‖G) are Banach spaces such that (F, ‖ · ‖F ) ↪→ (G, ‖ · ‖G), then by definition
of complex interpolation we have
(
[E,F ]σ, ‖ · ‖[E,F ]σ
)
↪→ ([E,G]σ, ‖ · ‖[E,G]σ).
This observation in connection with [41, Thm. 1.35] (which collects several results
from [39]) shows (2.6). Equivalence of ‖ · ‖σ, ‖ · ‖Hσ(D) on H˙σL for 0 ≤ σ ≤ 1,
σ 6= 1/2, is proven in [20, Thm. 8.1]. By combining (2.5) for σ = 1, [27, Thm. 4.36]
and [22, Lem. A2] (recalling Assumption 2.3.II) we find that (2.7) for σ ∈ (1, 2)
follows once (2.7) is established for the case σ = 2.
It thus remains to prove (2.7) for σ = 2. To this end, we first observe that,
for a vanishing coefficient κ ≡ 0 of the operator L in (2.2), we have, e.g., by [21,
Thm. 3.2.1.2] the regularity result
f ∈ L2(D) ⇒ u := L−1f ∈ H2(D) ∩H10 (D). (2.8)
If κ 6≡ 0, then u ∈ H10 (D) satisfies the equality −∇ · (A∇u) = f − κ2u in the weak
sense so that [21, Thm. 3.2.1.2] applied to f˜ := f −κ2u ∈ L2(D) again yields (2.8).
By the closed graph theorem,
(
H˙2L, ‖ · ‖2
)
↪→ (H2(D) ∩H10 (D), ‖ · ‖H2(D)).
We now establish the reverse embedding. By Assumption 2.1.III and, e.g., [16,
Thm. 4 in Ch. 5.8] (note that the assumptions on the boundary posed therein can
be circumvented by exploiting an extension argument as, e.g., in [36, Sec. VI.2.3
Thm. 3], see also the remark below [16, Thm. 4 in Ch. 5.8]), Aij is differentiable
a.e. in D with essentially bounded weak derivatives ∂xkAij ∈ L∞(D), 1 ≤ i, j, k ≤ d.
Thus (by first approximating Aij in H
1(D) with a sequence in C∞(D) to obtain
that Aij∂xju is weakly differentiable with ∂xk(Aij∂xju) = ∂xkAij∂xju+A∂xkxju),
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we conclude that A∇u ∈ H1(D)d whenever u ∈ H2(D) ∩ H10 (D). Finally, by the
closed graph theorem
(
H2(D) ∩H10 (D), ‖ · ‖H2(D)
)
↪→ (H˙2L, ‖ · ‖2) follows. 
3. General results on Gaussian Random Fields (GRFs)
In this section we address different notions of regularity (Ho¨lder and Sobolev) for
Gaussian random fields (GRFs) and their covariance functions. We first recall the
definition of a GRF and specify then what we mean by a colored GRF. As usually,
we work in the setting formulated in Subsection 1.3.
Definition 3.1. Let B ⊆ Rd. A family of F-measurable R-valued random variables
(Z(x))x∈B is called a random field (indexed by B). It is called Gaussian if the
random vector (Z(x1), . . . ,Z(xn))> is Gaussian for all finite sets {x1, . . . , xn} ⊂ B.
It is called continuous if the mapping x 7→ Z(x)(ω) is continuous for all ω ∈ Ω.
Definition 3.2. Let T ∈ L(L2(D)). We call Z : D × Ω → R a Gaussian random
field (GRF) colored by T if it is a GRF, a B(D)⊗F-measurable mapping, and
(Z, ψ)L2(D) =W(T ∗ψ) P-a.s. ∀ψ ∈ L2(D). (3.1)
Remark 3.3. It is well-known and easily verified (see also Proposition 3.7) that
there exists a square-integrable GRF Z colored by T if and only if T ∈ L2(L2(D)),
and in this case E
[‖Z‖2L2(D)] = tr(TT ∗), where tr( · ) is the trace on L2(D).
3.1. Ho¨lder regularity of GRFs. We now provide an abstract result on the
construction and Ho¨lder regularity of a GRF assuming that the color and, thus,
the covariance structure of the field is given.
Proposition 3.4. Assume that T ∈ L(L2(D);Cγ(D)) for some γ ∈ (0, 1). Then
there exists a continuous GRF Z colored by T such that
Z(x) =W(T ∗ðx) P-a.s. ∀x ∈ D. (3.2)
Furthermore, for q ∈ (0,∞) and δ ∈ (0, γ), we have(
E
[
‖Z‖q
Cδ(D)
])1/q
.(q,γ,δ,D) ‖T‖L(L2(D);Cγ(D)). (3.3)
Proof. We first define the random field Z0 : D × Ω → R by Z0(x) := W(T ∗ðx) for
all x ∈ D. By the properties of an isonormal Gaussian process we find, for x, y ∈ D,(
E
[|Z0(x)−Z0(y)|2])1/2 = (E[|W(T ∗(ðx − ðy))|2])1/2 = ‖T ∗(ðx − ðy)‖L2(D)∗
≤ ‖T ∗‖L(Cγ(D)∗;L2(D)∗)‖ðx − ðy‖Cγ(D)∗
= ‖T‖L(L2(D);Cγ(D))|x− y|γ . (3.4)
Since Z0(x)−Z0(y) =W(T ∗(ðx − ðy)) is a real-valued Gaussian random variable,
we can apply the Khintchine inequalities (see, e.g., [25, Thm. 4.7 and p. 103]) and
conclude with (3.4) that, for all q ∈ (0,∞), the estimate
|Z0|Cγ(D;Lq(Ω)) ≤ Cq sup
x,y∈D
x6=y
(
E
[∣∣∣∣Z0(x)−Z0(y)|x− y|γ
∣∣∣∣2
])1/2
≤ Cq‖T‖L(L2(D);Cγ(D)) (3.5)
holds, with a constant Cq > 0 depending only on q.
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Thus, by the Kolmogorov–Chentsov continuity theorem (e.g., [34, Thm. I.2.1],
combined with an extension argument as discussed in the proof of [28, Thm. 2.1],
see also [36, Thm. VI.2.3]), there exists a continuous random field Z : D × Ω → R
such that Z(x) = Z0(x) P-a.s. for all x ∈ D, and furthermore, for every δ ∈ (0, γ)
and every finite q > (γ − δ)−1, we can find a constant Cq,γ,δ,D > 0, depending only
on q, γ, δ, as well as the dimension and the diameter of D ⊂ Rd, such that(
E
[
|Z|q
Cδ(D)
])1/q
≤ Cq,γ,δ,D|Z0|Cγ(D;Lq(Ω)). (3.6)
Next, again by the Khintchine inequalities, we have, for all x ∈ D and all q ∈ (0,∞),
(E [|Z(x)|q])1/q = (E [|Z0(x)|q])1/q
≤ Cq
(
E
[|W(T ∗ðx)|2])1/2 ≤ Cq‖T‖L(L2(D);Cγ(D)). (3.7)
From (1.7)–(1.8) we deduce, for every δ ∈ (0, 1) and all f ∈ Cδ(D), the relation
‖f‖Cδ(D) ≤ |f(x)|+
(
1 + diam(D)δ)|f |Cδ(D) ∀x ∈ D.
We combine this observation with (3.5), (3.6), and (3.7) to derive, for all δ ∈ (0, γ)
and all finite q > (γ − δ)−1, the bound(
E
[
‖Z‖q
Cδ(D)
])1/q
≤ Cq‖T‖L(L2(D);Cγ(D)) +
(
1 + diam(D)δ) (E[|Z|q
Cδ(D)
])1/q
≤ Cq
(
1 + Cq,γ,δ,D
(
1 + diam(D)δ))‖T‖L(L2(D);Cγ(D)). (3.8)
Note that Ho¨lder’s inequality and (3.8) ensure that (3.3) holds for every δ ∈ (0, γ)
and every q ∈ (0,∞). Furthermore, for every ψ ∈ L2(D), one readily verifies the
identity E
[|(Z, ψ)L2(D) −W(T ∗ψ)|2] = 0, i.e., Z is colored by T . 
If Assumption 2.3.I is fulfilled, the Sobolev embedding theorem (see, e.g., [12,
Thm. 5.4 and Thm. 8.2]) is applicable and we obtain γ-Ho¨lder continuity (1.9) for
elements in the fractional-order Sobolev space Hγ+d/2(D) for every γ ∈ (0, 1). This
continuous embedding, Hγ+d/2(D) ↪→ Cγ(D), combined with Proposition 3.4 leads
to the following result.
Corollary 3.5. Let Assumption 2.3.I, γ ∈ (0, 1), and T ∈ L(L2(D);Hγ+d/2(D)) be
satisfied. Then there exists a continuous GRF Z : D×Ω→ R colored by T , cf. (3.1),
such that Z(x) =W(T ∗ðx) P-a.s. for all x ∈ D. Moreover, the stability estimate(
E
[
‖Z‖q
Cδ(D)
])1/q
.(q,γ,δ,D) ‖T‖L(L2(D);Hγ+d/2(D)) (3.9)
for the q-th moment of Z with respect to the δ-Ho¨lder norm (1.8) holds for every
δ ∈ (0, γ) and q ∈ (0,∞).
We close the subsection with a brief discussion on (i) the continuity of covariance
functions of colored GRFs, and (ii) the L∞(D×D)-distance between two covariance
functions of GRFs colored by different operators.
By definition, the covariance function % ∈ L2(D × D) of a square-integrable
random field Z ∈ L2(D × Ω) satisfies
%(x, y) = E[(Z(x)− E[Z(x)])(Z(y)− E[Z(y)])] a.e. in D ×D. (3.10)
We obtain the one-to-one correspondence∫
D
%(x, y)ψ(y) dy = (Cψ)(x) a.e. in D, ∀ψ ∈ L2(D),
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with the covariance operator C : L2(D)→ L2(D) of the field Z, which is defined via
(Cφ, ψ)L2(D) = E
[
(Z − E[Z], φ)L2(D)(Z − E[Z], ψ)L2(D)
] ∀φ, ψ ∈ L2(D).
From this definition it is evident that a GRF Z colored by T (note that E[Z] = 0
by construction, see Definition 3.2) has the covariance operator C = TT ∗. In the
next lemma, this relation is exploited to characterize continuity of the covariance
function % in terms of the color T of the GRF Z.
Proposition 3.6. Let Z, Z˜ be GRFs colored by T and T˜ , respectively, see (3.1),
with covariance functions denoted by % and %˜, cf. (3.10). Then,
(i) % has a continuous representative on D ×D (again denoted by %) if and
only if T ∈ L(L2(D);C(D)). In this case,
sup
x,y∈D
|%(x, y)| ≤ ‖TT ∗‖L(C(D)∗;C(D)) ; (3.11)
(ii) if T, T˜ ∈ L(L2(D);C(D)), then %, %˜ ∈ C(D ×D) satisfy
sup
x,y∈D
∣∣%(x, y)− %˜(x, y)∣∣ ≤ ∥∥TT ∗ − T˜ T˜ ∗∥∥L(C(D)∗;C(D)) . (3.12)
Proof. By (3.10), the covariance function % of a GRF Z colored by T is given by
%(x, y) = (T ∗ðx, T ∗ðy)L2(D)∗ a.e. in D ×D. (3.13)
First, let T ∈ L(L2(D);C(D)). Then, we have T ∗ ∈ L(C(D)∗;L2(D)∗) and con-
tinuity of % : D ×D → R follows from (3.13). Assume now that % ∈ C(D ×D).
Then, again by (3.13), we obtain ‖T ∗ðx‖2L2(D)∗ = %(x, x) <∞ for all x ∈ D and
‖Tφ‖C(D) = sup
x∈D
〈ðx, Tφ〉C(D)∗×C(D) ≤ sup
x∈D
‖T ∗ðx‖L2(D)∗ <∞
holds for all φ ∈ L2(D) with ‖φ‖L2(D) ≤ 1. Thus, T ∈ L(L2(D);C(D)) if %
is continuous. Furthermore, by identifying L2(D)∗ ∼= L2(D) via the Riesz map,
the covariance operator C of Z satisfies C = TT ∗ ∈ L(C(D)∗;C(D)), and we can
deduce (3.11) from (3.13) since, for all x, y ∈ D,
|%(x, y)| = |〈ðx, TT ∗ðy〉C(D)∗×C(D)| ≤ ‖TT ∗ðy‖C(D) ≤ ‖TT ∗‖L(C(D)∗;C(D)).
Finally, the estimate (3.12) can be shown similarly since, for all x, y ∈ D,
|%(x, y)− %˜(x, y)| = ∣∣〈ðx, (TT ∗ − T˜ T˜ ∗)ðy〉C(D)∗×C(D)∣∣. 
3.2. Sobolev regularity of GRFs and their covariances. After having char-
acterized
(i) the Ho¨lder regularity (in Lq(Ω)-sense) of a GRF Z, and
(ii) continuity of the covariance function % in (3.10),
in terms of the color of Z, we now proceed with this discussion for Sobolev spaces.
Specifically, we investigate the regularity of Z in Lq(Ω;Hσ(D)) and of the covari-
ance function % with respect to the norm on the mixed Sobolev space
Hσ,σ(D ×D) := Hσ(D) ⊗ˆHσ(D). (3.14)
Here, ⊗ˆ denotes the tensor product of Hilbert spaces. Thus, the inner product on
Hσ,σ(D ×D) inducing the norm ‖ · ‖Hσ,σ(D×D) is uniquely defined via
(φ⊗ χ, ψ ⊗ ϑ)Hσ,σ(D×D) := (φ, ψ)Hσ(D)(χ, ϑ)Hσ(D) ∀φ, ψ, χ, ϑ ∈ Hσ(D).
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To this end, in the following proposition we first quantify the H˙σL-regularity (in
Lq(Ω)-sense) of a colored GRF in terms of its color, cf. (2.4) and Definition 3.2. In
addition, we specify the regularity of the covariance function (3.10) in the Hilbert
tensor product space (
H˙σ,σL , ‖ · ‖σ,σ
)
, H˙σ,σL := H˙
σ
L ⊗ˆ H˙σL, (3.15)
cf. (3.14). Finally, we characterize the distance between two GRFs which are colored
by different operators with respect to these norms.
Proposition 3.7. Let Z : D×Ω→ R be a GRF colored by T ∈ L(L2(D)), cf. (3.1).
Then Z is square-integrable, i.e., Z ∈ L2(D × Ω), if and only if its covariance
operator C = TT ∗ has a finite trace on L2(D). More generally, for σ ≥ 0 and
q ∈ (0,∞), we have
E
[‖Z‖2σ] = tr(TT ∗Lσ) = ‖T‖2L0;σ2 , (3.16)(
E
[‖Z‖qσ])1/q hq √tr(TT ∗Lσ) = ‖T‖L0;σ2 , (3.17)
‖%‖σ,σ = ‖C‖L−σ;σ2 = ‖TT
∗‖L−σ;σ2 . (3.18)
Here, tr( · ) is the trace on L2(D), L is the differential operator in (2.2) with co-
efficients A, κ satisfying Assumptions 2.1.I–II, % is the covariance function of Z,
see (3.10), and Lθ;σ2 is a short notation for the Hilbert–Schmidt space L2
(
H˙θL; H˙
σ
L
)
.
If Z˜ ∈ L2(D × Ω) is another GRF colored by T˜ ∈ L(L2(D)), with covariance
function %˜ and covariance operator C˜ = T˜ T˜ ∗, we have, for σ ≥ 0 and q ∈ (0,∞),(
E
[∥∥Z − Z˜∥∥q
σ
])1/q
hq
∥∥T − T˜∥∥L0;σ2 , (3.19)
‖%− %˜‖σ,σ =
∥∥C − C˜∥∥L−σ;σ2 = ∥∥TT ∗ − T˜ T˜ ∗∥∥L−σ;σ2 . (3.20)
Proof. Assume first that Z ∈ L2(D × Ω). Since Z has mean zero and since it is
colored by T ∈ L(L2(D)), we obtain C = TT ∗, i.e.,
E
[
(Z, φ)L2(D)(Z, ψ)L2(D)
]
= (TT ∗φ, ψ)L2(D) ∀φ, ψ ∈ L2(D).
By choosing φ = ψ := λ
σ/2
j ej , summing these equalities over j ∈ N, and exchanging
the order of summation and expectation, we obtain the identity
E
[‖Z‖2σ] = ∑
j∈N
λσj (TT
∗ej , ej)L2(D) = tr(TT
∗Lσ) =
∥∥Lσ/2T∥∥L0;02 = ‖T‖L0;σ2 ,
and the first part of the proposition as well as (3.16) are proven. The estimate (3.17)
follows from (3.16) by the Kahane–Khintchine inequalities (see, e.g., [25, Thm. 4.7
and p. 103]), since Z is an H˙σL-valued zero-mean Gaussian random variable.
Assume now that Z˜ ∈ L2(D × Ω) is another GRF colored by T˜ ∈ L(L2(D)).
Then we obtain (3.19) from (3.17), since Z − Z˜ is again a GRF, colored by T − T˜ ,
see (3.1) and Definition 3.2. Furthermore, we find
‖%− %˜‖2σ,σ =
∑
i∈N
∑
j∈N
λσi λ
σ
j
((
TT ∗ − T˜ T˜ ∗)ei, ej)2L2(D)
=
∑
i∈N
∥∥(TT ∗ − T˜ T˜ ∗)Lσ/2ei∥∥2σ = ∥∥TT ∗ − T˜ T˜ ∗∥∥2L−σ;σ2 .
This proves (3.20) and (3.18) follows from this result for Z˜ ≡ 0. 
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Remark 3.8. Note that if Assumptions 2.1.I–II, 2.3.I, and 0 ≤ σ ≤ 1 (or Assump-
tions 2.1.I–III, 2.3.II, and 0 ≤ σ ≤ 2) are satisfied and σ 6= 1/2, it follows from
Lemma 2.4 that all assertions of Proposition 3.7 remain true if we replace the
equalities with equivalences and the norms ‖ · ‖σ, ‖ · ‖σ,σ (cf. the spaces in (2.4),
(3.15)) with the Sobolev norm ‖ · ‖Hσ(D) and with the norm ‖ · ‖Hσ,σ(D×D) on
the mixed Sobolev space (3.14), respectively. Furthermore, by (2.6) Proposition 3.7
provides upper bounds for these quantities if σ = 1/2.
4. Regularity of Whittle–Mate´rn fields
In this section we focus on the regularity of (generalized) Whittle–Mate´rn fields,
i.e., of GRFs colored (cf. Definition 3.2) by a negative fractional power of the
differential operator L as provided in (2.2). Specifically, we consider
Zβ : D × Ω→ R, (Zβ , ψ)
L2(D) =W
(
L−βψ
)
P-a.s. ∀ψ ∈ L2(D), (4.1)
for
β := nβ + β?, nβ ∈ N0, 0 ≤ β? < 1. (4.2)
We emphasize the dependence of the covariance structure of Zβ on the fractional
exponent β > 0 by the index and write %β for the covariance function (3.10) of Zβ .
The first aim of this section is to apply Proposition 3.7 for specifying the reg-
ularity of Zβ in (4.1) and of its covariance function %β with respect to the spaces
H˙σL and H˙
σ,σ
L in (2.4), (3.15). As already pointed out in Remark 3.8, provided that
the assumptions of Lemma 2.4 are satisfied, this implies regularity in the Sobolev
space Hσ(D) and in the mixed Sobolev space Hσ,σ(D ×D) in (3.14), respectively.
Besides this regularity result with respect to the spaces H˙σL and H
σ(D), we
obtain a stability estimate with respect to the Ho¨lder norm from Corollary 3.5 and
continuity of the covariance function from Proposition 3.6. Although we believe
that, at least in some specific cases, these results are well-known, for the sake of
completeness, we derive them here in our general framework.
Lemma 4.1. Let Assumptions 2.1.I–II be fulfilled, β, q ∈ (0,∞), σ ≥ 0, and Zβ
be the Whittle–Mate´rn field in (4.1), with covariance function %β. Then,
(i) E
[∥∥Zβ∥∥q
σ
]
<∞ if and only if 2β > σ + d/2, and
(ii)
∥∥%β∥∥
σ,σ
<∞ if and only if 2β > σ + d/4.
If, in addition, Assumption 2.3.I and 0 ≤ σ ≤ 1 (or Assumptions 2.1.I–III, 2.3.II,
and 0 ≤ σ ≤ 2) hold, then the assertions (i)–(ii) remain true if we formulate them
with respect to the Sobolev norms ‖ · ‖Hσ(D), ‖ · ‖Hσ,σ(D×D).
Proof. By Proposition 3.7 we have, for any β, q ∈ (0,∞) and σ ≥ 0,(
E
[∥∥Zβ∥∥q
σ
])2/q
hq tr
(
L−2β+σ
)
=
∑
j∈N
λ
−(2β−σ)
j , (4.3)∥∥%β∥∥2
σ,σ
=
∥∥L−2β∥∥2L2(H˙−σL ;H˙σL) = ∑
j∈N
λ
−2(2β−σ)
j . (4.4)
Combining the spectral behavior (2.3) of L from Lemma 2.2 with (4.3)/(4.4)
proves (i)/(ii) for ‖ · ‖σ, ‖ · ‖σ,σ. If the assumptions stated in the second part of
the lemma are satisfied, then applying Lemma 2.4 completes the proof. 
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Lemma 4.2. Suppose that
(i) Assumptions 2.1.I–II are satisfied, 0 < 2γ ≤ 1, and d = 1, or
(ii) Assumptions 2.1.I–III and 2.3.II are fulfilled, d ∈ {1, 2, 3} and γ ∈ (0, 1)
are such that γ ≤ 2− d/2.
In either of these cases and if 2β ≥ γ + d/2, there exists a continuous Whittle–
Mate´rn field Zβ : D ×Ω→ R satisfying (4.1) such that Zβ(x) =W(L−βðx) P-a.s.
for all x ∈ D, and, for every δ ∈ (0, γ) and q ∈ (0,∞), the bound(
E
[∥∥Zβ∥∥q
Cδ(D)
])1/q
.(q,γ,δ,D)
∥∥L−β∥∥L(H˙0L;H˙γ+d/2L ) <∞, (4.5)
for the q-th moment of Zβ with respect to the δ-Ho¨lder norm, cf. (1.8), holds.
Proof. Note that by definition of H˙σL, see (2.4), for any β > 0, the operator
L−β : L2(D) = H˙0L → H˙2βL
is an isometric isomorphism. For this reason, L−β : L2(D) → H˙γ+d/2L is bounded
provided that 2β ≥ γ + d/2. For d and γ as specified in (i)/(ii) above, we have(
H˙
γ+d/2
L , ‖ · ‖γ+d/2
)
↪→ (Hγ+d/2(D), ‖ · ‖Hγ+d/2(D)) by the relations (2.6)–(2.7) from
Lemma 2.4 and we conclude that L−β ∈ L(L2(D);Hγ+d/2(D)). The proof is then
completed by applying Corollary 3.5 in both cases (i)/(ii). 
Lemma 4.3. Let Assumptions 2.1.I–II be satisfied and β > d/4. Suppose further-
more that a system of L2(D)-orthonormal eigenvectors E = {ej}j∈N corresponding
to the eigenvalues 0 < λ1 ≤ λ2 ≤ . . . of L in (2.2) is uniformly bounded in C(D),
i.e.,
∃CE > 0 : sup
j∈N
sup
x∈D
|ej(x)| ≤ CE . (4.6)
Then the covariance function, cf. (3.10), of the Whittle–Mate´rn field Zβ in (4.1)
has a continuous representative %β : D ×D → R and
sup
x,y∈D
∣∣%β(x, y)∣∣ ≤ C2E tr (L−2β) ,
where tr( · ) denotes the trace on L2(D).
Proof. By Proposition 3.6(i) we have to show boundedness of L−β : L2(D)→ C(D)
to infer that %β ∈ C(D ×D), with
sup
x,y∈D
∣∣%β(x, y)∣∣ ≤ ∥∥L−2β∥∥L(C(D)∗;C(D)). (4.7)
For ψ ∈ L2(D), the spectral representation L−βψ =
∑
j∈N λ
−β
j (ψ, ej)L2(D) ej shows
that, for all x ∈ D,
∣∣(L−βψ)(x)∣∣ ≤ CE∑
j∈N
λ−βj
∣∣(ψ, ej)L2(D)∣∣ .(A,κ,D) CE
(∑
j∈N
j−4β/d
)1/2
‖ψ‖L2(D)
is finite, provided that β > d/4. Here, we have used the Cauchy–Schwarz inequality
and the spectral behavior (2.3) from Lemma 2.2 in the last estimate. Similarly,∣∣(L−2βϕ)(x)∣∣ ≤ CE∑
j∈N
λ−2βj
∣∣〈ϕ, ej〉C(D)∗×C(D)∣∣ ≤ C2E tr (L−2β) ‖ϕ‖C(D)∗ , (4.8)
for all ϕ ∈ C(D)∗. Combining (4.7) and (4.8) completes the proof. 
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Remark 4.4. Note that if γ ∈ (0, 1) and d ∈ {1, 2, 3} are such that Assumption (i)
or (ii) of Lemma 4.2 is satisfied, then the Sobolev embedding Hδ+d/2(D) ↪→ Cδ(D)
and Lemma 2.4 are applicable for any 0 < δ ≤ γ. Thus, if 2β ≥ δ + d/2, we find
L−β : L2(D) = H˙0L → H˙2βL ↪→ H˙δ+
d/2
L
∼= Hδ+d/2(D) ↪→ Cδ(D) ↪→ C(D),
i.e., L−β : L2(D) → C(D) is bounded. Thus, by Proposition 3.6(i) the covariance
function %β : D ×D → R of the Whittle–Mate´rn field Zβ in (4.1) is a continuous
kernel and H˙2βL is the corresponding reproducing kernel Hilbert space, cf. [37].
5. Spectral Galerkin approximations
In this section we investigate convergence of spectral Galerkin approximations
for the Whittle–Mate´rn field Zβ in (4.1). Recall that the covariance structure of the
GRF Zβ is uniquely determined via its color (3.1) given by the negative fractional
power L−β of the second-order differential operator L in (2.2) which is defined with
respect to the bounded spatial domain D ⊂ Rd.
For N ∈ N, the spectral Galerkin approximation ZβN of Zβ is (P-a.s.) defined by(ZβN , ψ)L2(D) =W(L−βN ψ) P-a.s. ∀ψ ∈ L2(D), (5.1)
i.e., it is a GRF colored by the finite-rank operator
L−βN : L2(D)→ VN ⊂ L2(D), L−βN ψ :=
N∑
j=1
λ−βj (ψ, ej)L2(D)ej , (5.2)
mapping to the finite-dimensional subspace VN := span{e1, . . . , eN} generated by
the first N eigenvectors of L corresponding to the eigenvalues 0 < λ1 ≤ . . . ≤ λN .
The following three corollaries, which provide explicit convergence rates of these
approximations and their covariance functions with respect to the truncation pa-
rameter N , are consequences of the Propositions 3.4, 3.6 and 3.7. We first formulate
the results in the Sobolev norms.
Corollary 5.1. Suppose Assumptions 2.1.I–II and that d ∈ N, σ ≥ 0, β, q ∈ (0,∞).
Let Zβ be the Whittle–Mate´rn field in (4.1) and, for N ∈ N, let ZβN be the spectral
Galerkin approximation in (5.1). If 2β − σ > d/2, the following bounds hold,(
E
[∥∥Zβ −ZβN∥∥qσ])1/q .(q,σ,β,A,κ,D) N−1/d (2β−σ−d/2), (5.3)∥∥%β − %βN∥∥σ,σ .(σ,β,A,κ,D) N−1/d (4β−2σ−d/2), (5.4)
where %β , %βN denote the covariance functions of Zβ and ZβN , respectively, cf. (3.10).
If, in addition, Assumption 2.3.I and 0 ≤ σ ≤ 1 (or Assumptions 2.1.I–III,
2.3.II, and 0 ≤ σ ≤ 2) are satisfied, then the assertions (5.3)–(5.4) remain true if
we formulate them with respect to the Sobolev norms ‖ · ‖Hσ(D), ‖ · ‖Hσ,σ(D×D).
Proof. The estimates (5.3)/(5.4) follow from (3.19)/(3.20) of Proposition 3.7 with
Z := Zβ , Z˜ := ZβN , T := L−β , and T˜ := L−βN by exploiting the spectral behav-
ior (2.3) from Lemma 2.2. Finally, applying Lemma 2.4 proves the last claim of
this proposition. 
By Proposition 3.6 we furthermore obtain the following convergence result as
N →∞ for the covariance function %βN in the L∞(D ×D)-norm.
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Corollary 5.2. Suppose Assumptions 2.1.I–II and that the system E = {ej}j∈N
of L2(D)-orthonormal eigenvectors of the operator L in (2.2) is uniformly bounded
in C(D) as in (4.6). Then, for β > d/4, the covariance functions of Zβ in (4.1)
and of ZβN in (5.1) have continuous representatives %β , %βN : D ×D → R, and
sup
x,y∈D
∣∣%β(x, y)− %βN (x, y)∣∣ .(CE ,β,A,κ,D) N−1/d (4β−d). (5.5)
Proof. By Lemma 4.3, %β and %βN have continuous representatives. In addition, the
estimate (3.12) from Proposition 3.6 proves (5.5) since, for all x ∈ D, ϕ ∈ C(D)∗,〈
ðx,
(
L−2β − L−2βN
)
ϕ
〉
C(D)∗×C(D) =
∑
j>N
λ−2βj 〈ϕ, ej〉C(D)∗×C(D) ej(x)
≤ C2E ‖ϕ‖C(D)∗
∑
j>N
λ−2βj .
Finally, for β > d/4, the spectral behavior (2.3) of L from Lemma 2.2 yields∥∥L−2β − L−2βN ∥∥L(C(D)∗;C(D)) .(CE ,β,A,κ,D) N−1/d (4β−d). 
If Assumption (i) or (ii) of Lemma 4.2 is satisfied, we obtain not only Sobolev
regularity of the GRF Zβ in (Lq(Ω)-sense), but also Ho¨lder continuity. The next
proposition shows that in this case the sequence of spectral Galerkin approxima-
tions
(ZβN)N∈N converges also with respect to these norms.
Corollary 5.3. Suppose that d ∈ {1, 2, 3}, γ ∈ (0, 1) satisfy Assumption (i) or (ii)
of Lemma 4.2, and let L,L−βN be the operators in (2.2) and (5.2). Then, for every
N ∈ N and 2β ≥ γ+ d/2, there exist continuous random fields Zβ ,ZβN : D×Ω→ R,
colored by L−β and L−βN , respectively, such that(
E
[∥∥Zβ −ZβN∥∥qCδ(D)])1/q .(q,γ,δ,β,A,κ,D) N−1/d (2β−γ−d/2), (5.6)
for every δ ∈ (0, γ) and q ∈ (0,∞).
Proof. By Lemma 4.2 there exist continuous random fields Zβ ,ZβN : D × Ω → R
colored by L−β and L−βN , respectively. Their difference Zβ−ZβN is then a continuous
random field colored by TN := L
−β − L−βN = (L − LN )−β and we obtain the
convergence result in (5.6) from the stability estimate (4.5) of Lemma 4.2 applied
to Zβ −ZβN , since, for every ψ ∈ L2(D),
‖TNψ‖2
H˙
γ+d/2
L
=
∑
j>N
λ
−2β+γ+d/2
j (ψ, ej)
2
L2(D) ≤ λ
−2β+γ+d/2
N
∑
j>N
(ψ, ej)
2
L2(D)
.(γ,β,A,κ,D) N−2/d (2β−γ−d/2)‖ψ‖2L2(D).
Here, we have used the spectral behavior (2.3) from Lemma 2.2 for λN . 
6. General Galerkin approximations
After having derived error estimates for spectral Galerkin approximations in the
previous subsection, we now consider a family of general Galerkin approximations
for the Whittle–Mate´rn field Zβ in (4.1) which, for the case β ∈ (0, 1), has been
proposed in [2, 3]. Recall that the random field Zβ is indexed by the bounded
spatial domain D ⊂ Rd.
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6.1. Sinc-Galerkin approximations. The approximations proposed in [2, 3] are
based on a Galerkin method for the spatial discretization Lh of L and a sinc quad-
rature for an integral representation of the resulting discrete fractional inverse L−βh .
We recall that approach in this subsection, and formulate all assumptions and aux-
iliary results which are needed for the subsequent error analysis in Subsection 6.2.
6.1.1. Galerkin discretization. We assume that we are given a family (Vh)h>0 of
subspaces of H10 (D), with dimension Nh := dim(Vh) <∞. We let Πh : L2(D)→ Vh
denote the L2(D)-orthogonal projection onto Vh. Since Vh ⊂ H10 (D) = H˙1L, Πh can
be uniquely extended to a bounded linear operator Πh : H˙
−1
L → Vh. In addition,
we let Lh : Vh → Vh be the Galerkin discretization of the differential operator L
in (2.2) with respect to Vh, i.e.,
(Lhφh, ψh)L2(D) = 〈Lφh, ψh〉H˙−1L ×H˙1L ∀φh, ψh ∈ Vh. (6.1)
We arrange the eigenvalues of Lh in nondecreasing order,
0 < λ1,h ≤ λ2,h ≤ . . . ≤ λNh,h,
and let {ej,h}Nhj=1 be a set of corresponding eigenvectors which are orthonormal
in L2(D). The operator Rh : H10 (D) = H˙1L → Vh is the Rayleigh–Ritz projection,
i.e., Rh := L
−1
h ΠhL and, for all ψ ∈ H˙1L,
(Rhψ, φh)1 = (ψ, φh)1 ∀φh ∈ Vh. (6.2)
All further assumptions on the finite-dimensional subspaces (Vh)h>0 are summa-
rized below and explicitly referred to, when needed in our error analysis.
Assumption 6.1 (on the Galerkin discretization).
I. There exist θ1 > θ0 > 0 and a linear operator Ih : Hθ1(D)→ Vh such that,
for all θ0 < θ ≤ θ1, Ih : Hθ(D)→ Vh is a continuous extension, and
‖v − Ihv‖Hσ(D) .(σ,θ,D) hθ−σ‖v‖Hθ(D) ∀v ∈ Hθ(D), (6.3)
holds for 0 ≤ σ ≤ min{1, θ} and sufficiently small h > 0.
II. For all h > 0 sufficiently small and all 0 ≤ σ ≤ 1 the following inverse
inequality holds:
‖φh‖Hσ(D) .(σ,D) h−σ‖φh‖L2(D) ∀φh ∈ Vh. (6.4)
III. dim(Vh) = Nh hD h−d for sufficiently small h > 0.
IV. There exist r, s0, t, C0, Cλ > 0 such that for all h > 0 sufficiently small and
for all j ∈ {1, . . . , Nh} the following error estimates hold:
λj ≤ λj,h ≤ λj + Cλhrλtj , (6.5)
‖ej − ej,h‖2L2(D) ≤ C0h2s0λtj , (6.6)
where {(λj , ej)}j∈N are the eigenpairs of the operator L in (2.2).
We refer to Subsection 6.3 for explicit examples of finite element spaces (Vh)h>0,
which satisfy these assumptions.
Remark 6.2. It is a consequence of the min-max principle that the first inequality
in (6.5), λj ≤ λj,h, is satisfied for all conforming Galerkin spaces Vh ⊂ H˙1L.
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In Theorem 6.6 below, we bound the deterministic Galerkin error in the frac-
tional case, i.e., we consider the error between L−βg and L−βh Πhg. This theorem is
one of our main results and it will be a crucial ingredient when analyzing general
Galerkin approximations of the Whittle–Mate´rn field Zβ from (4.1) in Subsec-
tion 6.2. For its derivation, we need the following two lemmata.
Lemma 6.3. Let L be as in (2.2) and, for h > 0, let Lh, Rh be as in (6.1) and (6.2).
Suppose Assumptions 2.1.I–II and 2.3.I. Let 0 < α ≤ 1 be such that(
H˙1+δL , ‖ · ‖1+δ
) ∼= (H1+δ(D) ∩H10 (D), ‖ · ‖H1+δ(D)), 0 ≤ δ ≤ α, (6.7)
where H˙1+δL is defined as in in (2.4). Furthermore, let Assumption 6.1.I be satisfied
with parameters θ0 ∈ (0, 1) and θ1 ≥ 1 + α. Then, for every 0 ≤ η ≤ ϑ ≤ α,
‖u−Rhu‖1−η .(η,ϑ,A,κ,D) hϑ+η‖u‖1+ϑ, u ∈ H˙1+ϑL , (6.8)∥∥L−1g − L−1h Πhg∥∥1−η .(η,ϑ,A,κ,D) hϑ+η‖g‖ϑ−1, g ∈ H˙ϑ−1L , (6.9)
for sufficiently small h > 0.
Proof. SinceRhu ∈ Vh is the best approximation of u ∈ H˙1L with respect to ‖ · ‖1, we
find by Assumption 6.1.I and the assumed equivalence (6.7) that, for e := u−Rhu
and any 0 ≤ ϑ ≤ α,
‖e‖1 .(A,κ,D) ‖u− Ihu‖H1(D) .(ϑ,A,κ,D) hϑ‖u‖H1+ϑ(D) .(ϑ,A,κ,D) hϑ‖u‖1+ϑ,
i.e., (6.8) for η = 0 follows. Furthermore, if we let ψ := L−ϑe ∈ H˙1+2ϑL , the estimate
above and the orthogonality of e to Vh in H˙
1
L, combined with (2.6), Assumption 6.1.I
and (6.7) yield
‖e‖21−ϑ = (ψ, e)1 = (ψ − Ihψ, e)1 ≤ ‖ψ − Ihψ‖1‖e‖1 .(ϑ,A,κ,D) h2ϑ‖u‖1+ϑ‖ψ‖1+ϑ,
which proves (6.8) for η = ϑ since ‖ψ‖1+ϑ = ‖e‖1−ϑ. For η ∈ (0, ϑ), the result (6.8)
holds by interpolation. Now let g ∈ H˙ϑ−1L be given. Then, (6.9) follows from (6.8)
for u := L−1g ∈ H˙1+ϑL , since ‖u‖1+ϑ = ‖g‖ϑ−1. 
Remark 6.4. Note that if Assumptions 2.1.I–III and 2.3.II are satisfied, i.e., if the
coefficient A of the operator L in (2.2) is Lipschitz continuous and the domain D
is convex, then the equivalence (6.7) with α = 1 is part of Lemma 2.4, see (2.7).
Lemma 6.5. Suppose Assumptions 2.1.I–II and 2.3.I. Let L be as in (2.2) and,
for h > 0, let Lh be as in (6.1). Then, for each 0 ≤ γ ≤ 1/2, we have∥∥LγL−γh Πh∥∥L(L2(D)) .γ 1. (6.10)
Furthermore, if the L2(D)-orthogonal projection Πh is H1(D)-stable, i.e., if there
exists a constant CΠ > 0 such that
‖Πh‖L(H1(D)) ≤ CΠ, (6.11)
for all sufficiently small h > 0, then, for such h > 0 and all 0 ≤ γ ≤ 1/2,∥∥LγhΠhL−γ∥∥L(L2(D)) .(γ,A,κ,D) 1. (6.12)
If additionally Assumption 6.1.II is satisfied and if 0 < α ≤ 1 is as in (6.7), then
(6.12) holds for 0 ≤ γ ≤ (1+α)/2.
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Proof. For g ∈ L2(D) = H˙0L, we find by the definition (6.1) of Lh that∥∥L1/2L−1/2h Πhg∥∥20 = 〈LL−1/2h Πhg, L−1/2h Πhg〉H˙−1L ×H˙1L = ‖Πhg‖20 ≤ ‖g‖20.
Thus, (6.10) holds for γ ∈ {0, 1/2}. In other words, the canonical embedding Ih of
Vh into L2(D) is a continuous mapping from H˙2γh to H˙2γL , for γ ∈ {0, 1/2}, where
H˙2γh denotes the space Vh equipped with the norm ‖ · ‖H˙2γh := ‖L
γ
h · ‖L2(D). Thus,∥∥LγL−γh Πh∥∥L(L2(D)) = ‖Ih‖L(H˙2γh ;H˙2γL ) .γ ‖Ih‖1−2γL(H˙0h;H˙0L)‖Ih‖2γL(H˙1h;H˙1L) ≤ 1,
follows by interpolation for all 0 ≤ γ ≤ 1/2, which completes the proof of (6.10).
If Πh is H
1(D)-stable, by Lemma 2.4 we have ‖Πh‖L(H˙1L) .(A,κ,D) CΠ, and∥∥L1/2h ΠhL−1/2g∥∥20 = (LhΠhL−1/2g,ΠhL−1/2g)0 = 〈LΠhL−1/2g,ΠhL−1/2g〉H˙−1L ×H˙1L
=
∥∥ΠhL−1/2g∥∥21 .(A,κ,D) C2Π∥∥L−1/2g∥∥21 = C2Π‖g‖20
follows, i.e., (6.12) holds for γ ∈ {0, 1/2}. By interpreting this result as continuity
of Πh as a mapping from H˙
2γ
L to H˙
2γ
h , again by interpolation, we obtain (6.12) for
all 0 ≤ γ ≤ 1/2. Finally, if γ = (1+ϑ)/2 for some 0 < ϑ ≤ α, we use the identity
L
(1+ϑ)/2
h ΠhL
−(1+ϑ)/2 = L−
(1−ϑ)/2
h ΠhL
(1−ϑ)/2 + L
(1+ϑ)/2
h Πh
(
IdH˙1+ϑL
−Rh
)
L−(1+ϑ)/2,
where Rh = L
−1
h ΠhL is the Rayleigh–Ritz projection (6.2). Since 0 < ϑ ≤ α ≤ 1,
we obtain for the first term by (6.10) that∥∥L−(1−ϑ)/2h ΠhL(1−ϑ)/2∥∥L(L2(D)) = ∥∥L(1−ϑ)/2L−(1−ϑ)/2h Πh∥∥L(L2(D)) .γ 1.
To estimate the second term, we write ERh := IdH˙1+ϑL
−Rh. Then,∥∥L(1+ϑ)/2h ΠhERh L−(1+ϑ)/2∥∥L(L2(D))
≤ ∥∥Lϑ/2h ΠhL−ϑ/2∥∥L(L2(D))∥∥Lϑ/2L1/2h ΠhERh L−(1+ϑ)/2∥∥L(L2(D)).
Here, ‖Lϑ/2h ΠhL−ϑ/2‖L(L2(D)) .(γ,A,κ,D) 1, since 0 < ϑ = 2γ − 1 ≤ 1, and we can
use Assumption 6.1.II, (6.11), and (6.8) to conclude for ϑ 6= 1/2 as follows,∥∥L1/2h ΠhERh ∥∥L(H˙1+ϑL ;H˙ϑL) .(γ,A,κ,D) h−ϑ∥∥L1/2h ΠhERh ∥∥L(H˙1+ϑL ;H˙0L)
.(γ,A,κ,D) h−ϑ
∥∥ΠhERh ∥∥L(H˙1+ϑL ;H˙1L)
.(γ,A,κ,D) CΠh−ϑ
∥∥ERh ∥∥L(H˙1+ϑL ;H˙1L) .(γ,A,κ,D) 1.
If γ = 3/4 and, thus, ϑ = 1/2, a slight modification completes the proof of (6.12) for
all 1/2 < γ ≤ (1+α)/2. 
Theorem 6.6. Let L be as in (2.2) and, for h > 0, let Lh be as in (6.1). Suppose
Assumptions 2.1.I–II, 2.3.I, 6.1.II and that Πh is H
1(D)-stable, see (6.11). Let
Assumption 6.1.I be satisfied with parameters θ0 ∈ (0, 1) and θ1 ≥ 1 + α, where
0 < α ≤ 1 is as in (6.7). Assume further that β > 0, 0 ≤ σ ≤ 1, and −1 ≤ δ ≤ 1+α
are such that 2β + δ − σ > 0 and 2β − σ ≥ 0. Then, for all g ∈ H˙δL, we have∥∥L−βg − L−βh Πhg∥∥σ .(ε,δ,σ,α,β,A,κ,D) hmin{2β+δ−σ−ε, 1+α−σ, 1+α+δ, 2α}‖g‖δ, (6.13)
for arbitrary ε > 0 and all h > 0 sufficiently small.
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Remark 6.7 (Sobolev bounds). By (2.6) of Lemma 2.4 and under the assumption
given by (6.7), the result (6.13) implies an error bound with respect to the Sobolev
norms, for all 0 ≤ σ ≤ 1 and −1 ≤ δ ≤ 1 + α, δ 6= 1/2. Namely, for all g ∈ Hδ(D),∥∥L−βg − L−βh Πhg∥∥Hσ(D).(ε,δ,σ,α,β,A,κ,D) hmin{2β+δ−σ−ε, 1+α−σ, 1+α+δ, 2α}‖g‖Hδ(D)
for any ε > 0 and all h > 0 sufficiently small.
Remark 6.8 (Comparison with [5]). For the specific case β ∈ (0, 1), σ = 0, and
δ ≥ 0 the error in (6.13) has already been investigated in [5], where (Vh)h>0 are
chosen as finite element spaces with continuous piecewise linear basis functions,
defined with respect to a quasi-uniform family of triangulations (Th)h>0 of D. If
g ∈ H˙δL, δ ≥ 0 and α < β, the results of [5, Thm. 4.3] show convergence at the rate
2α, in accordance with (6.13). For α ≥ β and g ∈ H˙δL, by [5, Thm. 4.3 & Rem. 4.1]∥∥L−βg − L−βh Πhg∥∥L2(D) ≤
{
C ln(1/h)h2β+δ‖g‖δ if 0 ≤ δ ≤ 2(α− β),
Ch2α‖g‖δ if δ > 2(α− β),
i.e., compared to (6.13), one obtains a log-term ln(1/h) instead of h−ε in the first
case. We point out that the purpose of Theorem 6.6 was to allow for all β > 0 and,
in addition, for the wider range of parameters: 0 ≤ σ ≤ 1 and −1 ≤ δ ≤ 1 + α.
Remark 6.9 (p-FEM). Due to the term 2α and 0 < α ≤ 1, (6.13) will be sharp for
finite elements of first order, but not for finite elements of polynomial degree p ≥ 2
when β > 1 and the problem is “smooth” such that (6.7) holds with α > 1.
Proof of Theorem 6.6. We first prove (6.13) for 0 ≤ δ ≤ 1 + α. To this end, let
β > 0 and 0 ≤ σ ≤ min{2β, 1} satisfying 2β + δ > σ be given. Without loss of
generality we may assume that ε ∈ (0, 2β + δ − σ − α1{2β+δ−σ−α>0}). We write
I := IdL2(D) and split∥∥L−β − L−βh Πh∥∥L(H˙δL;H˙σL) = ∥∥Lσ/2(L−β − L−βh Πh)L−δ/2∥∥L(L2(D))
≤ ∥∥Lσ/2−β(I −Πh)L−δ/2∥∥L(L2(D)) + ∥∥Lσ/2(L−β − L−βh )ΠhL−δ/2∥∥L(L2(D))
=: (A) + (B).
In order to estimate term (A), we first note that by Assumption 6.1.I, with
θ = 1 + α, and by (6.7) we have, for h > 0 sufficiently small,
‖I −Πh‖L(H˙1+αL ;H˙0L) .(α,A,κ,D) ‖I −Πh‖L(H1+α(D);L2(D)) .(α,A,κ,D) h
1+α,
since Πhg ∈ Vh is the L2(D)-best approximation of g ∈ Hθ(D). Furthermore,
‖I −Πh‖L(L2(D)) = 1, and by interpolation
‖I −Πh‖L(H˙θL;H˙0L) .(θ,α,A,κ,D) h
θ, 0 ≤ θ ≤ 1 + α.
By exploiting the identity(
L
σ/2−β(I −Πh)L−δ/2φ, ψ)0 = ((I −Πh)L−δ/2φ, (I −Πh)Lσ/2−βψ)0,
which holds for all φ, ψ ∈ L2(D), we thus obtain, for all h > 0 sufficiently small,
(A) = sup
φ∈L2(D)\{0}
sup
ψ∈L2(D)\{0}
1
‖φ‖0‖ψ‖0
(
L
σ/2−β(I −Πh)L−δ/2φ, ψ)0
≤ ∥∥I −Πh∥∥L(H˙δL;H˙0L) ∥∥I −Πh∥∥L(H˙θL;H˙0L) .(δ,σ,α,β,A,κ,D) hmin{2β+δ−σ, 1+α+δ},
where we set θ := min{2β − σ, 1 + α} and, hence, 0 ≤ θ, δ ≤ 1 + α.
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For deriving a bound for (B), we first note that by (6.12) of Lemma 6.5
(B) .(δ,A,κ,D)
∥∥Lσ/2(L−β − L−βh )L−δ/2h Πh∥∥L(L2(D)).
Next, we define the contour
C :=
{
te−iω : r ≤ t <∞} ∪ {reiθ : θ ∈ (−ω, ω)} ∪ {teiω : r ≤ t <∞} ,
where ω ∈ (0, pi) and r := λ1/2. By, e.g., [32, Ch. 2.6, Eq. (6.3)] we have
L−β =
−1
2pii
e−iω(1−β)
∫ ∞
r
t−β
(
L− e−iωtI)−1 dt
+
r1−β
2pi
∫ ω
−ω
ei(1−β)θ
(
L− reiθI)−1 dθ + 1
2pii
eiω(1−β)
∫ ∞
r
t−β
(
L− eiωtI)−1 dt.
From the limit ω → pi, we then obtain the representation
L−β =
sin(piβ)
pi
∫ ∞
r
t−β (tI + L)−1 dt+
r1−β
2pi
∫ pi
−pi
ei(1−β)θ
(
L− reiθI)−1 dθ,
which applied to L−β and L−βh (recall that λ1,h ≥ λ1, see Remark 6.2) implies that(
L−β − L−βh
)
Πh =
sin(piβ)
pi
∫ ∞
r
t−β
(
(tI + L)−1 − (tI + Lh)−1
)
Πh dt
+
r1−β
2pi
∫ pi
−pi
ei(1−β)θ
((
L− reiθI)−1 − (Lh − reiθI)−1)Πh dθ.
We exploit this integral representation as well as the identity(
(L− zI)−1 − (Lh − zI)−1
)
Πh = (L− zI)−1L
(
L−1 − L−1h Πh
)
Lh(Lh − zI)−1Πh,
which holds for any z ∈ C, and bound term (B) as follows
(B) .(δ,A,κ,D)
(
sin(piβ)
pi +
r1−β
2pi
)∥∥L(1−η)/2(L−1 − L−1h )L(1−ϑ)/2h Πh∥∥L(L2(D))
×
(∫ ∞
r
t−β
∥∥(tI + L)−1Lµ∥∥L(L2(D))∥∥Lνh(tI + Lh)−1Πh∥∥L(L2(D)) dt
+
∫ pi
−pi
∥∥∥(L− reiθI)−1 Lµ∥∥∥
L(L2(D))
∥∥∥Lνh (Lh − reiθI)−1 Πh∥∥∥L(L2(D)) dθ
)
, (6.14)
where µ := (1+η+σ)/2, ν := (1+ϑ−δ)/2 and 0 ≤ η ≤ ϑ ≤ α are chosen as follows
η := 0, ϑ := 2β + δ − σ − ε, if 0 < 2β + δ − σ ≤ α,
η := min{2β + δ − α− ε, 1} − σ, ϑ := α, if α < 2β + δ − σ ≤ 2α,
η := min{α, 1− σ}, ϑ := α, if 2β + δ − σ > 2α.
By (6.12) and (6.9), we find for the term outside of the integral,∥∥L(1−η)/2(L−1 − L−1h )L(1−ϑ)/2h Πh∥∥L(L2(D))
≤ ∥∥L−1 − L−1h Πh∥∥L(H˙ϑ−1L ;H˙1−ηL )∥∥L−(1−ϑ)/2L(1−ϑ)/2h Πh∥∥L(L2(D))
.(ε,δ,σ,α,β,A,κ,D)

h2β+δ−σ−ε if 0 < 2β + δ − σ ≤ α,
hmin{2β+δ−σ−ε, 1+α−σ} if α < 2β + δ − σ ≤ 2α,
hmin{2α, 1+α−σ} if 2β + δ − σ > 2α,
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for h > 0 sufficiently small, where these three cases can be summarized as in (6.13),
since 2β + δ − σ − ε < α ≤ 1 + α − σ for all 0 ≤ σ ≤ 1 if 2β + δ − σ ≤ α and
2α < 2β + δ − σ − ε for ε > 0 sufficiently small if 2β + δ − σ > 2α. It remains to
show that the two integrals in (6.14) converge, uniformly in h. To this end, we first
note that 0 ≤ µ ≤ 1 and, thus, for any t > 0,∥∥(tI + L)−1Lµ∥∥L(L2(D)) ≤ sup
x∈[λ1,∞)
xµ
t+ x
≤ sup
x∈[λ1,∞)
(t+ x)µ−1 ≤ tµ−1.
By the same argument we find that
∥∥Lνh(tI + Lh)−1Πh∥∥L(L2(D)) ≤ tν−1, for t > 0,
since also 0 ≤ ν ≤ 1. Thus, we can bound the first integral arising in (6.14) by∫ ∞
λ1/2
tµ+ν−2−β dt = 2
1+β−µ−ν
(1+β−µ−ν)λ1+β−µ−ν1
.
Here, we have used that r = λ1/2, µ+ν−2−β = −1+(η+ϑ+σ−δ−2β)/2 ≤ −1−ε/2 < −1
if 2β+δ−σ ≤ 2α, and µ+ν−2−β ≤ −1−(β+δ/2−σ/2−α) < −1 if 2β+δ−σ > 2α.
To estimate the second integral in (6.14), we note that, for any z ∈ C with |z| = λ1/2,∥∥(L− zI)−1Lµ∥∥L(L2(D)) ≤ sup
x∈[λ1,∞)
xµ
x− |z| ≤ supx∈[λ1,∞)
(x− |z|)µ + |z|µ
x− |z| ≤
22−µ
λ1−µ1
,
since (x+ y)µ ≤ xµ + yµ if 0 ≤ µ ≤ 1 and x, y ≥ 0. Similarly, for 0 ≤ ν ≤ 1,∥∥Lνh(Lh − zI)−1Πh∥∥L(L2(D)) ≤ sup
x∈[λ1,h,∞)
xν
x− |z| ≤ supx∈[λ1,∞)
xν
x− |z| ≤
22−ν
λ1−ν1
.
With these observations, we finally can bound the second integral in (6.14),∫ pi
−pi
∥∥∥(L− reiθI)−1 Lµ∥∥∥
L(L2(D))
∥∥∥Lνh (Lh − reiθI)−1 Πh∥∥∥L(L2(D)) dθ ≤ pi 25−µ−νλ2−µ−ν1 ,
which completes the proof of (6.13) for the case that 0 ≤ δ ≤ 1 + α.
Assume now that δ = −σ˜ for some 0 < σ˜ ≤ 1. Then, for g ∈ H˙δL,∥∥L−βg − L−βh Πhg∥∥σ ≤ ∥∥Lσ/2(L−β − L−βh Πh)Lσ˜/2∥∥L(L2(D))‖g‖δ.
After rewriting,
L
σ/2(L−β − L−βh Πh)Lσ˜/2 = Lσ/2
(
L−(β−σ˜/2) − L−(β−σ˜/2)h Πh
)
L
−σ˜/2
h ΠhL
σ˜/2
+ L−(2β−σ˜−σ)/2
(
L−σ˜/2 − L−σ˜/2h Πh
)
L
σ˜/2,
we may exploit (6.13), which has already been proven for 0 ≤ δ ≤ 1 +α, as follows,∥∥L−(β−σ˜/2) − L−(β−σ˜/2)h Πh∥∥L(H˙0L;H˙σL) .(ε,σ˜,σ,α,β,A,κ,D) hmin{2β−σ˜−σ−ε, 1+α−σ, 2α},∥∥L−σ˜/2 − L−σ˜/2h Πh∥∥L(H˙ δ˜L;H˙σ˜L) .(ε,σ˜,σ,α,β,A,κ,D) hmin{2β−σ˜−σ−ε, 1+α−σ˜, 2α},
since δ˜ := 2β − σ˜ − σ = 2β + δ − σ > 0 by assumption. Furthermore, by (6.10) of
Lemma 6.5 we have
∥∥L−σ˜/2h ΠhLσ˜/2∥∥L(L2(D)) .σ˜ 1. We conclude that∥∥L−β − L−βh Πh∥∥L(H˙δL;H˙σL) .(ε,δ,σ,α,β,A,κ,D) hmin{2β+δ−σ−ε, 1+α−σ, 1+α+δ, 2α},
for the whole range of parameters σ, δ as stated in the theorem. 
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6.1.2. Sinc quadrature and fully discrete scheme. After the Galerkin discretization
(in space), we need a second component to approximate the generalized Whittle–
Mate´rn field Zβ in (4.1). Namely, we have to numerically realize a fractional inverse
of the Galerkin operator Lh in (6.1). To this end, as proposed in [2], we introduce,
for β ∈ (0, 1) and k > 0, the sinc quadrature approximation of L−βh from [5],
Qβh,k : Vh → Vh, Qβh,k :=
2k sin(piβ)
pi
K+∑
`=−K−
e2β`k
(
IdVh +e
2`kLh
)−1
, (6.15)
where K− :=
⌈
pi2
4βk2
⌉
, K+ :=
⌈
pi2
4(1−β)k2
⌉
. We also formally define this operator for
the case β = 0 by setting Q0h,k := IdVh .
For a general β = nβ + β? > 0 as in (4.2), we then consider the approxima-
tions Z˜βh,k,Zβh,k : D × Ω → R of the Whittle–Mate´rn field Zβ in (4.1) which are
(P-a.s.) defined by(
Zβh,k, ψ
)
L2(D)
=W
((
Qβ?h,kL
−nβ
h Πh
)∗
ψ
)
P-a.s. ∀ψ ∈ L2(D), (6.16)(
Z˜βh,k, ψ
)
L2(D)
=W
((
Qβ?h,kL
−nβ
h Π˜h
)∗
ψ
)
P-a.s. ∀ψ ∈ L2(D), (6.17)
i.e., Zβh,k, Z˜βh,k are GRFs colored by Qβ?h,kL−nβh Πh and Qβ?h,kL−nβh Π˜h, respectively,
cf. Definition 3.2. Here, the finite-rank operator Π˜h is given by
Π˜h : L2(D)→ Vh ⊂ L2(D), Π˜hψ :=
Nh∑
j=1
(ψ, ej)L2(D)ej,h. (6.18)
For β ∈ (0, 1), the construction (6.17) of Z˜βh,k gives the same approximation as
considered in [2, 3]. Note furthermore that, in contrast to Πh, the operator Π˜h
in (6.18) is neither a projection nor self-adjoint, and its definition depends on the
particular choice of the eigenbases {ej}j∈N ⊂ L2(D) and {ej,h}Nhj=1 ⊂ Vh. The
reason for why we consider both approximations Zβh,k, Z˜βh,k will become apparent
in the error analysis of Subsection 6.2. Although, in general, they do not coincide
in Lq(Ω;L2(D))-sense, i.e.,
E
[∥∥Zβh,k − Z˜βh,k∥∥qL2(D)] 6= 0,
they have the same Gaussian distribution as shown in the following lemma.
Lemma 6.10. Suppose Assumptions 2.1.I–II. Let Πh denote the L2(D)-orthogonal
projection onto Vh, and Π˜h be the operator in (6.18). Then, if Th ∈ L(Vh),
((ThΠh)
∗φ, (ThΠh)∗ψ)L2(D) =
((
ThΠ˜h
)∗
φ,
(
ThΠ˜h
)∗
ψ
)
L2(D) (6.19)
holds for all φ, ψ ∈ L2(D). In particular, Zβh,k
d
= Z˜βh,k as L2(D)-valued random
variables, where Zβh,k and Z˜βh,k are as defined in (6.16)–(6.17).
Proof. Note that (ThΠh)
∗ (resp. (ThΠ˜h)∗) denotes the adjoint of ThΠh (resp. of
ThΠ˜h) when interpreted as an operator in L(L2(D)). This means, we are identifying
ThΠh with IhThΠh (resp. ThΠ˜h with IhThΠ˜h), where Ih denotes the canonical
embedding of Vh into L2(D). Since I∗h = Πh we thus find that (ThΠh)∗ = T ∗hΠh
and (ThΠ˜h)
∗ = Π˜∗hT
∗
hΠh, which combined with Π˜hΠ˜
∗
h = IdVh proves (6.19).
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By definition of Zβh,k, Z˜βh,k in (6.16)–(6.17), for M ∈ N and ψ1, . . . , ψM ∈ L2(D),
the random vectors z, z˜ with entries zj =
(Zβh,k, ψj)L2(D) and z˜j = (Z˜βh,k, ψj)L2(D),
1 ≤ j ≤ M , are multivariate Gaussian distributed. Furthermore, both vanish in
expectation and their covariance matrices, C := Cov(z) and C˜ := Cov
(
z˜
)
, coincide
due to (6.19) applied to Th := Q
β?
h,kL
−nβ
h . This shows that Zβh,k
d
= Z˜βh,k as L2(D)-
valued random variables. 
Remark 6.11 (Simulation in practice). To simulate samples of the in (6.16)–(6.17)
abstractly defined (P-a.s.) Vh-valued Gaussian random variables Zβh,k and Z˜βh,k in
practice, in both cases, one first has to generate a sample of a multivariate Gaussian
random vector b with mean 0 and covariance matrix M, where M is the Gramian
with respect to any fixed basis Φh = {φj,h}Nhj=1 of Vh, i.e., Mij := (φi,h, φj,h)L2(D).
This follows from the identical distribution of the GRFs Z0h and Z˜0h colored by Πh
and Π˜h, respectively, as well as from the chain of equalities
E[W(Π∗hφi,h)W(Π∗hφj,h)] = (Π∗hφi,h,Π∗hφj,h)L2(D) = (φi,h, φj,h)L2(D) = Mij
=
(
Π˜∗hφi,h, Π˜
∗
hφj,h
)
L2(D) = E
[
W(Π˜∗hφi,h)W(Π˜∗hφj,h)] ,
which we obtain from Lemma 6.10 with Th := IdVh . Since
Zβh,k
d
= Qβ?h,kL
−nβ
h Z0h
d
= Qβ?h,kL
−nβ
h Z˜0h
d
= Z˜βh,k,
the random vector Zβk , given by
Zβk :=
{
L−1
(
ML−1
)nβ−1b, if β? = 0,
Qβ?k
(
ML−1
)nβb, if β? ∈ (0, 1), (6.20)
is then the vector of coefficients when expressing the Vh-valued sample of Zβh,k (or
of Z˜βh,k) with respect to the basis Φh. Here, L ∈ RNh×Nh represents the action of the
Galerkin operator Lh in (6.1), i.e., Lij := (Lhφj,h, φi,h)L2(D), and, for β? ∈ (0, 1),
Qβ?k ∈ RNh×Nh is the matrix analog of the operator Qβ?h,k from (6.15), i.e.,
Qβ?k :=
2k sin(piβ?)
pi
K+∑
`=−K−
e2β?`k
(
M + e2`kL
)−1
. (6.21)
6.2. Error analysis. The errors Zβ −Zβh,k and Zβ − Z˜βh,k of the approximations
in (6.16)–(6.17) compared to the true Whittle–Mate´rn field Zβ from (4.1) are GRFs
colored (see Definition 3.2) by
Eβh,k := L
−β −Qβ?h,kL−nβh Πh and E˜βh,k := L−β −Qβ?h,kL−nβh Π˜h,
respectively. In order to perform the error analysis for Zβh,k and Z˜βh,k, we split these
operators as follows
Eβh,k = E
β
Vh
+ EβQ and E˜
β
h,k = E˜
β
Nh
+ E˜βVh + E˜
β
Q,
where E˜βNh := L
−β − L−βNh is a dimension truncation error (recall the finite-rank
operator L−βNh from (5.2)) which can be estimated with the results from Section 5
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on spectral Galerkin approximations. Furthermore, we shall refer to
EβVh := L
−β − L−βh Πh, E˜βVh := L
−β
Nh
− L−βh Π˜h, (6.22)
EβQ :=
(
L−βh −Qβ?h,kL−nβh
)
Πh, E˜
β
Q :=
(
L−βh −Qβ?h,kL−nβh
)
Π˜h, (6.23)
as the Galerkin errors and as the quadrature errors, respectively.
In the following we provide error estimates for both approximations, Zβh,k and
Z˜βh,k in (6.16)–(6.17), with respect to the norm on Lq(Ω;Hσ(D)) as well as for its
covariance functions %βh,k, %˜
β
h,k in the mixed Sobolev norm, cf. (3.14). By exploit-
ing Theorem 6.6 the bounds for Zβh,k and %βh,k in Proposition 6.12 below will be
sharp if a conforming finite element method with piecewise linear basis functions
is used. However, to derive optimal rates for the case of finite elements of higher
polynomial degree, a different approach will be necessary, cf. Remark 6.9. To this
end, we perform an error analysis for Z˜βh,k and %˜βh,k based on spectral expansions,
see Proposition 6.13. Since these arguments work only if the differential operator
L in (2.2) is at least H2(D)-regular, both approaches and results are needed for
a complete discussion of smooth vs. H1+α(D)-regular problems in Subsection 6.3.
Finally, in Proposition 6.14, we use the approximation Zβh,k from (6.16) to formu-
late a convergence result with respect to the Ho¨lder norm (1.8) in Lq(Ω)-sense and
with respect to the L∞(D ×D)-norm for its covariance function %βh,k.
We note that, at the cost of other assumptions (e.g., α > 1/2) on the parameters
involved, it is possible to circumvent the additional condition β > 1 (instead of
β > 3/4) needed in the following proposition for the Lq(Ω;H
σ(D))-estimate if d = 3.
Proposition 6.12. Suppose Assumptions 2.1.I–II, 2.3.I, 6.1.II–III, and let As-
sumption 6.1.I be satisfied with parameters θ0 ∈ (0, 1) and θ1 ≥ 1 + α, where
0 < α ≤ 1 is as in (6.7). Assume furthermore that Πh is H1(D)-stable, see (6.11),
and that d ∈ {1, 2, 3}, β > 0 and 0 ≤ σ ≤ 1 are such that 2β − σ > d/2. Let Zβ
be the Whittle–Mate´rn field in (4.1) and, for h, k > 0, let Zβh,k be the sinc-Galerkin
approximation in (6.16), with covariance functions %β and %βh,k, respectively. Then,
for every q, ε > 0 and sufficiently small h > 0,(
E
[∥∥Zβ −Zβh,k∥∥qHσ(D)])1/q
.(q,ε,σ,α,β,A,κ,D)
(
hmin{2β−σ−d/2−ε, 1+α−σ, 2α} + e−pi
2/(2k)h−σ−d/2 1{β<1}
)
, (6.24)∥∥%β − %βh,k∥∥Hσ,σ(D×D)
.(ε,σ,α,β,A,κ,D)
(
hmin{4β−2σ−d/2−ε, 1+α−σ, 2α} + e−pi
2/(2k)h−2σ−d/2 1{β<1}
)
, (6.25)
where, if d = 3, for (6.24) to hold, we also suppose that β > 1 and α ≥ 1/2− σ.
Proof. We start with splitting the errors with respect to the norms on H˙σL, cf. (2.4),(
E
[∥∥Zβ −Zβh,k∥∥qσ])1/q ≤ (E [∥∥Zβ −Zβh∥∥qσ])1/q + (E [∥∥Zβh −Zβh,k∥∥qσ])1/q
=: (AZ) + (BZ),
and on H˙σ,σL , see (3.15), respectively,∥∥%β − %βh,k∥∥σ,σ ≤ ∥∥%β − %βh∥∥σ,σ + ∥∥%βh − %βh,k∥∥σ,σ =: (A%) + (B%), (6.26)
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which by (2.6) of Lemma 2.4 bound the errors (6.24)–(6.25) in the Sobolev norms.
Here Zβh denotes a GRF colored by L−βh Πh, with covariance function %βh. Further-
more, we note the following: For m ≥ 0, we have
‖L−mh Πh‖2L2(L2(D)) =
Nh∑
`=1
λ−2m`,h ≤
Nh∑
`=1
λ−2m` ,
where the observation of Remark 6.2 was used in the last step. Thus, by the spectral
asymptotics from Lemma 2.2 and by Assumption 6.1.III we have form ≥ 0, m 6= d/4,
‖L−mh Πh‖L2(L2(D)) .(m,A,κ,D) max
{
h2m−d/2, 1
}
. (6.27)
For terms (AZ) and (BZ), we obtain with the definitions of the Galerkin and
quadrature errors EβVh , E
β
Q from (6.22)–(6.23) by (3.19) of Proposition 3.7 that
(AZ) .q
∥∥EβVh∥∥L0;σ2 and (BZ) .q ∥∥EβQ∥∥L0;σ2 , Lθ;σ2 := L2(H˙θL; H˙σL).
For bounding term (AZ), we let γ ∈ (0, β) and rewrite EβVh from (6.22) as follows,
EβVh =
(
L−(β−γ) − L−(β−γ)h Πh
)
L−γh Πh + L
−(β−γ)(L−γ − L−γh Πh). (6.28)
We first bound (AZ) for d ∈ {1, 2}. To this end, let ε0 > 0 be chosen sufficiently
small such that 2β − σ − d/2 > 4ε0 and choose γ := d/4 + ε0 in (6.28). We obtain
thus (AZ) .q (A′Z) + (A′′Z), where
(A′Z) :=
∥∥Lσ/2(L−(β−d/4−ε0) − L−(β−d/4−ε0)h Πh)L−(d/4+ε0)h Πh∥∥L0;02 ,
(A′′Z) :=
∥∥L−(β−σ/2−d/4−ε0)(L−(d/4+ε0) − L−(d/4+ε0)h Πh)∥∥L0;02 .
For (A′Z), we find by (6.13) of Theorem 6.6 and by (6.27), applied for the pa-
rameters β′ := β − d/4− ε0, σ′ := σ, δ′ := 0, and m = d/4 + ε0, respectively,
(A′Z) ≤
∥∥L−(β−d/4−ε0) − L−(β−d/4−ε0)h Πh∥∥L(H˙0L;H˙σL)∥∥L−(d/4+ε0)h Πh∥∥L0;02
.(ε0,ε′,σ,α,β,A,κ,D) hmin{2β−σ−
d/2−2ε0−ε′, 1+α−σ, 2α},
for any ε′ > 0 and sufficiently small h > 0.
After rewriting term (A′′Z) we again apply (6.13) of Theorem 6.6, this time for
the parameters β′′ := d/4 + ε0 > 0, σ′′ := 0, and δ′′ := min{2β−σ−d− 4ε0, 1 +α}.
Note that, due to the choice of ε0 > 0 and since d ∈ {1, 2}, we have δ′′ > −1 and
2β′′ − σ′′ + δ′′ = min{2β − σ − d/2− 2ε0, 1 + α+ d/2 + 2ε0} > 2ε0 > 0.
We thus find that, for any ε′′ > 0 and sufficiently small h > 0,
(A′′Z) ≤
∥∥(L−(d/4+ε0) − L−(d/4+ε0)h Πh)L−(β−σ/2−d/2−2ε0)∥∥L(L2(D))∥∥L−(d/4+ε0)∥∥L0;02
.(ε0,ε′′,σ,α,β,A,κ,D) hmin{2β−σ−
d/2−2ε0−ε′′, 1+α+δ′′, 2α}∥∥L−(d/4+ε0)∥∥L0;02 .
The Hilbert–Schmidt norm ‖L−(d/4+ε0)‖L0;02 converges for any ε0 > 0 due to the
spectral asymptotics (2.3) of Lemma 2.2. In addition, since 1+α > d/2 for d ∈ {1, 2},
we find that 1 + α+ δ′′ > min{2β − σ − d/2− 4ε0, 1 + α}, and we conclude that
(AZ) .(ε,σ,α,β,A,κ,D) hmin{2β−σ−d/2−ε, 1+α−σ, 2α}, (6.29)
for sufficiently small h > 0 and any ε > 0 (by adjusting ε0, ε
′, ε′′ > 0).
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If d = 3, let ε0 > 0 be such that 2ε0 < min{2β − σ − 3/2, β − 1}, and choose
γ := 3/4− σ/2 + ε0 ∈ (0, β) in (6.28). We thus need to bound the terms
(A′Z) :=
∥∥Lσ/2(L−(β+σ/2−3/4−ε0) − L−(β+σ/2−3/4−ε0)h Πh)Lσ/2−(3/4+ε0)h Πh∥∥L0;02 ,
(A′′Z) :=
∥∥L−(β−3/4−ε0)(L−(3/4−σ/2+ε0) − L−(3/4−σ/2+ε0)h Πh)∥∥L0;02 .
This can be achieved similarly as for d ∈ {1, 2} by picking the parameters
β′ := β + σ/2− 3/4− ε0, σ′ := σ, δ′ := −σ,
β′′ := 3/4− σ/2 + ε0, σ′′ := 0, δ′′ := min{2β − 3− 4ε0, 1 + α},
(recall that β > 1 if d = 3 and, thus, δ′′ > −1). These choices result, for sufficiently
small h > 0, in the estimates
(A′Z) .(A,κ,D)
∥∥L−β′ − L−β′h Πh∥∥L(H˙−σL ;H˙σL)∥∥L−(3/4+ε0)h Πh∥∥L0;02
.(ε0,ε′,σ,α,β,A,κ,D) hmin{2β−σ−
3/2−2ε0−ε′, 1+α−σ, 2α},
(A′′Z) :=
∥∥(L−β′′ − L−β′′h Πh)L−(β−3/2−2ε0)∥∥L(L2(D))∥∥L−(3/4+ε0)∥∥L0;02
.(ε0,ε′′,σ,α,β,A,κ,D) hmin{2β−σ−
3/2−2ε0−ε′′, 1+α+δ′′, 2α},
for all ε′, ε′′ > 0, where we also have used (6.12) and (6.27) for (A′Z). Finally, since
α ≥ 1/2 − σ if d = 3, we again have 1 + α + δ′′ ≥ min{2β − σ − d/2 − 4ε0, 1 + α}.
Thus, (6.29) also holds for d = 3.
To estimate (BZ), we recall the convergence result of the sinc quadrature from [5,
Lem. 3.4, Rem. 3.1 & Thm. 3.5]. For sufficiently small k > 0, we have∥∥EβQψ∥∥L2(D) .(β,A,κ,D) e−pi2/(2k)∥∥L−nβh Πhψ∥∥L2(D) ∀ψ ∈ L2(D).
Next, by equivalence of the norms ‖ · ‖σ, ‖ · ‖Hσ(D) for σ ∈ {0, 1}, see Lemma 2.4,
and by the inverse inequality (6.4) from Assumption 6.1.II, we find, for σ ∈ {0, 1},
(BZ) .q
∥∥EβQ∥∥L0;σ2 = ∥∥Lσ/2ΠhEβQ∥∥L0;02 .(σ,A,κ,D) h−σ∥∥EβQ∥∥L0;02 (6.30)
.(q,σ,β,A,κ,D) e−pi
2/(2k)h−σ
∥∥L−nβh Πh∥∥L0;02 .(β,A,κ,D) e−pi2/(2k)h−σ−d/2 1{β<1} ,
where we have applied (6.27) with m = nβ ∈ N0, m 6= d/4 for d ∈ {1, 2, 3} in the
last step. If σ ∈ (0, 1), a respective bound for (BZ) follows by interpolation.
We proceed with the derivation of (6.25) by estimating (A%) and (B%) in (6.26).
By (3.20) of Proposition 3.7 we obtain
(A%) =
∥∥L−2β − L−2βh Πh∥∥L−σ;σ2 , (B%) = ∥∥L−2βh Πh −Qβ?h,kL−2nβh Qβ?h,kΠh∥∥L−σ;σ2 .
To bound (A%), we let ε0 > 0 be such that 2β − σ − d/2 > 2ε0 and write
L−2β − L−2βh Πh =
(
L−(2β−σ/2−d/4−ε0) − L−(2β−σ/2−d/4−ε0)h Πh
)
L
−(σ/2+d/4+ε0)
h Πh
+ L−(2β−σ/2−d/4−ε0)
(
L−(σ/2+d/4+ε0) − L−(σ/2+d/4+ε0)h Πh
)
,
and find therefore that (A%) ≤ (A′%) + (A′′%), where
(A′%) :=
∥∥(L−(2β−σ/2−d/4−ε0) − L−(2β−σ/2−d/4−ε0)h Πh)L−(σ/2+d/4+ε0)h Πh∥∥L−σ;σ2 ,
(A′′%) :=
∥∥L−(2β−σ/2−d/4−ε0)(L−(σ/2+d/4+ε0) − L−(σ/2+d/4+ε0)h Πh)∥∥L−σ;σ2 .
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For term (A′%), we apply (6.13) of Theorem 6.6, for β
′ := 2β−σ/2−d/4−ε0, σ′ := σ,
and δ′ := 0. We thus obtain that, for any ε′ > 0 and sufficiently small h > 0,
(A′%) ≤
∥∥L−β′ − L−β′h Πh∥∥L(H˙0L;H˙σL)∥∥L−(σ/2+d/4+ε0)h ΠhLσ/2∥∥L0;02
.(ε0,ε′,σ,α,β,A,κ,D) hmin{4β−2σ−
d/2−2ε0−ε′, 1+α−σ, 2α}∥∥L−(σ/2+d/4+ε0)h Πh∥∥L0;σ2 .
Here, the arising Hilbert–Schmidt norm is bounded by a constant, since∥∥L−(σ/2+d/4+ε0)h Πh∥∥L0;σ2 ≤ ∥∥Lσ/2L−σ/2h Πh∥∥L(L2(D))∥∥L−(d/4+ε0)h Πh∥∥L2(L2(D)),
and boundedness follows from (6.10) and (6.27).
For term (A′′%), we choose the parameters in (6.13) of Theorem 6.6, as follows:
β′′ := σ/2 + d/4 + ε0, σ′′ := σ, and δ′′ := min{4β − 2σ − d − 4ε0, 1 + α} > 0. This
gives, for any ε′′ > 0 and sufficiently small h > 0,
(A′′%) :=
∥∥Lσ/2(L−(σ/2+d/4+ε0) − L−(σ/2+d/4+ε0)h Πh)L−(2β−σ−d/4−ε0)∥∥L0;02
≤ ∥∥L−β′′ − L−β′′h Πh∥∥L(H˙δ′′L ;H˙σL)∥∥L−d/4−ε0∥∥L0;02
.(ε0,ε′′,σ,α,β,A,κ,D) hmin{4β−2σ−
d/2−2ε0−ε′′, 1+α−σ, 2α},
since
∥∥L−d/4−ε0∥∥L0;02 is bounded due to the spectral asymptotics (2.3) of Lemma 2.2.
We conclude that
(A%) .(ε,σ,α,β,A,κ,D)) hmin{4β−2σ−d/2−ε, 1+α−σ, 2α},
for every ε > 0 and sufficiently small h > 0.
Finally, we use the estimate∥∥TT ∗ − T˜ T˜ ∗∥∥L−σ;σ2 = ∥∥ 12(T + T˜ )(T − T˜ )∗ + 12(T − T˜ )(T + T˜ )∗∥∥L−σ;σ2
≤ ∥∥(T + T˜ )(T − T˜ )∗∥∥L−σ;σ2 , (6.31)
as well as the inverse inequality (6.4) to conclude for term (B%) for σ ∈ {0, 1} that
(B%) .(σ,A,κ,D) h−σ
∥∥(L−βh +Qβ?h,kL−nβh )Πh∥∥L(L2(D))∥∥(EβQ)∗∥∥L−σ;02
.(σ,A,κ,D) h−σ
(∥∥L−βh Πh∥∥L(L2(D)) + ∥∥Qβ?h,kL−nβh Πh∥∥L(L2(D)))∥∥EβQ∥∥L0;σ2 .
Combining the above estimate with (6.30) and stability of the operators
L−βh , Q
β?
h,k :
(
Vh, ‖ · ‖L2(D)
)→ (Vh, ‖ · ‖L2(D)) (6.32)
which is uniform in h and k for sufficiently small h, k > 0, shows that
(B%) .(σ,β,A,κ,D) e−pi
2/(2k)h−2σ−d/2 1{β<1} .
Interpolation for σ ∈ (0, 1) completes the proof of (6.25). 
Due to the similarity in the derivation with the proof of [2, Thm. 2.10], we have
moved the proof of the following proposition to Appendix A.
Proposition 6.13. Suppose Assumptions 2.1.I–II, 2.3.I, and 6.1.II–III. Let As-
sumption 6.1.IV be satisfied with parameters r, s0, t > 0 such that r/2 ≥ t − 1 and
s0 ≥ t. Let d ∈ N, β > 0 and 0 ≤ σ ≤ 1 be such that 2β − σ > d/2. For τ ≥ 0, set
ρ0(τ) := min {r, s0, 2β + τ − d/2} , ρ1(τ) := min {r/2, s0, 2β − 1 + τ − d/2} . (6.33)
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Furthermore, define, for 0 ≤ σ ≤ 1,
ρZ(σ) := (1− σ)ρ0(0) + σρ1(0), ρ%(σ) := (1− σ)ρ0(2β) + σρ1(2β − 1). (6.34)
Let Zβ be the Whittle–Mate´rn field in (4.1) and, for h, k > 0, let Z˜βh,k denote
the sinc-Galerkin approximation in (6.17), with covariance functions %β and %˜βh,k,
respectively. Then, for all q > 0,(
E
[∥∥Zβ − Z˜βh,k∥∥qHσ(D)])1/q .(q,P) CZβ,h(hρZ(σ) + e−pi2/(2k)h−σ−d/2 1{β<1}), (6.35)∥∥%β − %˜βh,k∥∥Hσ,σ(D×D) .P C%β,h(hρ%(σ) + e−pi2/(2k)h−2σ−d/2 1{β<1}) (6.36)
hold for sufficiently small h, k > 0, where
CZβ,h :=
{√
ln(1/h) if 2β ∈ {2(t− 1) + γ + d/2, t+ γ + d/2 : γ ∈ {0, 1}} ,
1 otherwise,
C%β,h :=
{√
ln(1/h) if 4β ∈ {2(t− 1) + γ + d/2, t+ γ + d/2 : γ ∈ {0, 1, 2}} ,
1 otherwise,
and P := {C0, Cλ, σ, β,A, κ,D}.
Proposition 6.14. Suppose Assumptions 2.1.I–II, 6.1.II–III, and let Assump-
tion 6.1.I be satisfied with parameters θ0 ∈ (0, 1) and θ1 ≥ 1 + α, where 0 < α ≤ 1
is as in (6.7). Assume furthermore that Πh is H
1(D)-stable, see (6.11), and that
d = 1, β > 0 and 0 < γ ≤ 1/2 are such that 2β > γ + 1/2. Then, the Whittle–
Mate´rn field Zβ in (4.1) and the sinc-Galerkin approximation Zβh,k in (6.16) can
be taken as continuous random fields. Moreover, for every δ ∈ (0, γ), all ε, q > 0
and sufficiently small h > 0, we have(
E
[∥∥Zβ −Zβh,k∥∥qCδ(D)])1/q
.(q,γ,δ,ε,α,β,A,κ,D) hmin{2β−γ−1/2−ε, 1/2+α−γ, 2α} + e−pi
2/(2k)h−γ−1/2, (6.37)
sup
x,y∈D
∣∣%β(x, y)− %βh,k(x, y)∣∣
.(ε,α,β,A,κ,D) hmin{4β−1−ε, 1/2+α−ε, 2α} + e−pi
2/(2k)h−1−ε. (6.38)
Here, %β , %βh,k denote the covariance functions of Zβ and Zβh,k, respectively.
Proof. Clearly, Qβ?h,kL
−nβ
h Πh ∈ L
(
L2(D);Hγ+1/2(D)
)
, since Qβ?h,kL
−nβ
h Πh is a finite-
rank operator and Vh ⊂ H10 (D) ⊂ Hγ+1/2(D) by assumption. Thus, by Corollary 3.5
Zβh,k can be taken as a continuous GRF; and the same is true for the Whittle–Mate´rn
field Zβ by Corollary 4.2. Then, Zβ − Zβh,k is a continuous random field, colored
by Eβh,k = E
β
Vh
+ EβQ, see (6.22)–(6.23). Furthermore, by (3.9) and by Lemma 2.4,
since d = 1 and 1/2 < γ + 1/2 ≤ 1, we have, for δ ∈ (0, γ) and q ∈ (0,∞),(
E
[∥∥Zβ −Zβh,k∥∥qCδ(D)])1/q .(q,γ,δ,A,κ,D) ∥∥EβVh + EβQ∥∥L(H˙0L;H˙γ+1/2L ).
By (6.13) of Theorem 6.6 we then find, for any ε > 0 and sufficiently small h > 0,∥∥EβVh∥∥L(H˙0L;H˙γ+1/2L ) .(γ,ε,α,β,A,κ,D) hmin{2β−γ−1/2−ε, 1/2+α−γ, 2α}.
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For EβQ ∈ L(Vh) we use the inverse inequality (6.4) as well as the quadrature error
estimate from [5, Lem. 3.4, Rem. 3.1 & Thm. 3.5] and obtain∥∥EβQ∥∥L(H˙0L;H˙γ+1/2L ) .(γ,β,A,κ,D) e−pi2/(2k)h−γ−1/2, (6.39)
for sufficiently small h > 0, which completes the proof of (6.37).
For the L∞(D×D)-estimate (6.38) of the covariance function, fix ε ∈ (0, 2). First,
we recall the Sobolev embedding Hε/4+1/2(D) ↪→ Cε/4(D) as well as the equivalence
of the spaces Hε/4+1/2(D) ∼=(A,κ,D) H˙ε/4+1/2L , see Lemma 2.4. We then conclude
with (3.12) of Proposition 3.6(ii) that, for σ := 1/2 + ε/4 ∈ (1/2, 1),
sup
x,y∈D
∣∣%β(x, y)− %βh,k(x, y)∣∣ ≤ ∥∥L−2β −Qβ?h,kL−nβh Πh(Qβ?h,kL−nβh Πh)∗∥∥L(C(D)∗;C(D))
.(ε,A,κ,D)
∥∥(L−2β − L−2βh Πh)+ (L−2βh −Qβ?h,kL−2nβh Qβ?h,k)Πh∥∥L(H˙−σL ;H˙σL).
By (6.13) of Theorem 6.6 we have∥∥L−2β − L−2βh Πh∥∥L(H˙−σL ;H˙σL) .(ε,α,β,A,κ,D) hmin{4β−1−ε, 1/2+α−ε/4, 2α}.
Furthermore, we find, similarly as in (6.31), that∥∥(L−2βh −Qβ?h,kL−2nβh Qβ?h,k)Πh∥∥L(H˙−σL ;H˙σL)
≤ ∥∥(L−βh +Qβ?h,kL−nβh )(L−βh −Qβ?h,kL−nβh )∗Πh∥∥L(H˙−σL ;H˙σL)
.(ε,A,κ,D) h−1/2−ε/4
∥∥(L−βh +Qβ?h,kL−nβh )Πh∥∥L(L2(D))∥∥(EβQ)∗∥∥L(H˙−σL ;H˙0L),
where we have used the inverse inequality (6.4) in the last step. Finally, since∥∥(EβQ)∗∥∥L(H˙−σL ;H˙0L) = ∥∥EβQ∥∥L(H˙0L;H˙σL), the proof is completed by (6.39) combined
with the uniform stability (6.32) of L−βh and Q
β?
h,k. 
6.3. Application to finite element approximations. We now discuss different
scenarios of
(i) regularity of the second-order differential L in (2.2),
(ii) finite element (FE) discretizations satisfying Assumptions 6.1.I–IV for spe-
cific values of 0 < θ0 < θ1 and of r, s0, t > 0.
We then obtain explicit rates of convergence for the FE Galerkin approximations
Zβh,k, Z˜βh,k in (6.16)–(6.17) from Propositions 6.12, 6.13 and 6.14.
Assumption 6.15 (FE discretization). Throughout this subsection, we suppose
the following setting:
• the (minimal) Assumptions 2.1.I–II on the coefficients A, κ of the operator L;
• Assumptions 2.3.I, i.e., D ⊂ Rd is a bounded Lipschitz domain;
• (Th)h>0 is a quasi-uniform family of triangulations on D, indexed by the mesh
width h > 0;
• the basis functions of the finite-dimensional space Vh ⊂ H10 (D) are continuous
on D and piecewise polynomial with respect to Th of degree at most p ∈ N.
All further assumptions on the operator L, on the domain D, and on the FE
spaces are explicitly specified for each case. Note that quasi-uniformity of (Th)h>0
already guarantees that Assumptions 6.1.II and 6.1.III are satisfied (6.1.III is ob-
vious, for the inverse inequality 6.1.II see, e.g., [15, Cor. 1.141]).
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In Subsection 6.3.1 we briefly comment on the situation of smooth coefficients
and apply Proposition 6.13 to derive optimal convergence rates when p ≥ 1. Af-
terwards, in Subsection 6.3.2 we focus on less regular problems and p = 1 by using
the results from Propositions 6.12 and 6.14.
6.3.1. The smooth case. The remaining crucial ingredient in order to derive explicit
rates of convergence from Proposition 6.13 is to prove validity of Assumption 6.1.IV
for the finite element spaces (Vh)h>0. For the case of a second-order elliptic dif-
ferential operator L with smooth coefficients, these results are well-known and we
summarize them below.
Assumption 6.16 (smooth case). The domain D has a smooth C∞-boundary ∂D,
and the coefficients of L in (2.2) are smooth, i.e., A ∈ C∞(D)d×d and κ ∈ C∞(D).
Furthermore, the Rayleigh–Ritz projection Rh : H
1
0 (D) → Vh in (6.2) satisfies the
a-priori estimates
‖v −Rhv‖H1(D) .(p,A,κ,D) hp‖v‖Hp+1(D),
‖v −Rhv‖L2(D) .(p,A,κ,D) hp+1‖v‖Hp+1(D).
Lemma 6.17. Suppose Assumptions 6.15 and 6.16. Then, Assumption 6.1.IV is
satisfied for r = 2p and s0 = t = p+ 1.
Proof. See, e.g., [38, Thm. 6.1 & Thm. 6.2]. 
Theorem 6.18. Suppose Assumptions 6.15 and 6.16. Let d ∈ N, β > 0, and
0 ≤ σ ≤ 1 be such that 2β − σ > d/2, let Zβ be the Whittle–Mate´rn field in (4.1)
and, for h, k > 0, let Z˜βh,k be the sinc-Galerkin approximation in (6.17), and let %β,
%˜βh,k denote their covariance functions. Then we have, for sufficiently small h > 0,
sufficiently small k = k(h) > 0, and all q > 0,(
E
[∥∥Zβ − Z˜βh,k∥∥qHσ(D)])1/q .(q,P) CZβ,h hmin{2β−σ−d/2, p+1−σ},∥∥%β − %˜βh,k∥∥Hσ,σ(D×D) .P C%β,h h(1−σ) min{4β−d/2, p+1}+σmin{4β−2−d/2, p},
where C%β,h, C
Z
β,h and P are as in Proposition 6.13.
Proof. By Lemma 6.17 we have r = 2p, s0 = t = p + 1 and, thus, for γ ∈ {0, 1},
ργ(τ) = min {p+ 1− γ, 2β + τ − γ − d/2} in (6.33). Finally,
ρZ(σ) = min {2β − d/2, p+ 1} − σ,
ρ%(σ) = (1− σ) min {4β − d/2, p+ 1}+ σmin {4β − 2− d/2, p}
in (6.34), for any 0 ≤ σ ≤ 1, and the assertion holds by Proposition 6.13. 
Remark 6.19. The convergence rates with respect to the L2(D)-norms (σ = 0)
min{2β − d/2, p+ 1} and min{4β − d/2, p+ 1}
of the sinc-Galerkin FE approximation Z˜βh,k and its covariance function %˜βh,k reflect
the higher regularity of the Whittle–Mate´rn field Zβ in (4.1) for large β > 0 in (4.2).
In particular, when the integer part does not vanish, nβ ∈ N, a polynomial degree
p > 1 is meaningful, since thus higher order convergence rates can be achieved, cf.
the numerical experiments in Section 7.
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6.3.2. Less regularity. We now discuss convergence of FE discretizations when the
operator L in (2.2) has a coefficient A which is not necessarily Lipschitz continuous
or the domain D is not convex, i.e., the general case that L is only H1+α(D)-regular.
In the following definition we specify what we mean by this.
Definition 6.20. Suppose Assumptions 2.1.I–II, 2.3.I, let 0 < α ≤ 1 and L be
the second-order differential operator in (2.2). We say that the elliptic problem
associated with L is H1+α(D)-regular if the restriction of L : H10 (D) → H10 (D)∗
to H10 (D) ∩H1+α(D) is a continuous map to H˙−1+αL = (H˙1−αL )∗, see (2.4), and if
additionally the data-to-solution map L−1 : f 7→ L−1f is a bounded linear operator
from H˙−1+αL to H
1
0 (D) ∩H1+α(D).
We quote the following extension of the equivalence in (2.6) of Lemma 2.4 from [5,
Prop. 4.1] to values 1 ≤ σ ≤ 1 + α which holds if the elliptic problem associated
with L be H1+α(D)-regular.
Lemma 6.21. Let the elliptic problem associated with L be H1+α(D)-regular, see
Definition 6.20. Then the equivalence in (6.7) holds for this parameter 0 < α ≤ 1.
Lemma 6.22. Suppose Assumptions 6.15, 2.3.III (i.e., D is a Lipschitz polytope)
and let p = 1. Then, Assumption 6.1.I is satisfied for θ0 = 1/2 and θ1 = 2.
Proof. The operator Ih : Hθ(D) → Vh in Assumption 6.1.I can be taken as the
Scott–Zhang interpolant, see [15, Lem. 1.130]. 
Theorem 6.23. In addition to Assumptions 6.15, 2.3.III, suppose that the elliptic
problem associated with L is H1+α(D)-regular for some 0 < α ≤ 1 (see Defini-
tion 6.20) and let p = 1. Assume further that d ∈ {1, 2, 3}, β > 0 and 0 ≤ σ ≤ 1
are such that 2β − σ > d/2. Let Zβ be the Whittle–Mate´rn field in (4.1) and, for
h, k > 0, let Zβh,k be the sinc-Galerkin approximation in (6.16), with covariance
functions %β and %βh,k. Then, for every q, ε > 0 and sufficiently small h > 0,
k = k(h) > 0,(
E
[∥∥Zβ −Zβh,k∥∥qHσ(D)])1/q .(q,ε,σ,α,β,A,κ,D) hmin{2β−σ−d/2−ε, 1+α−σ, 2α},∥∥%β − %βh,k∥∥Hσ,σ(D×D) .(ε,σ,α,β,A,κ,D) hmin{4β−2σ−d/2−ε, 1+α−σ, 2α},
where, if d = 3, for (6.24) to hold, we also suppose that β > 1 and α ≥ 1/2− σ.
In addition, if d = 1 and 0 < γ ≤ 1/2 is such that 2β > γ + 1/2, then(
E
[∥∥Zβ −Zβh,k∥∥qCδ(D)])1/q .(q,γ,δ,ε,α,β,A,κ,D) hmin{2β−γ−1/2−ε, 1/2+α−γ, 2α},
sup
x,y∈D
∣∣%β(x, y)− %βh,k∣∣ .(ε,α,β,A,κ,D) hmin{4β−1−ε, 1/2+α−ε, 2α},
for sufficiently small h > 0, k = k(h) > 0, every δ ∈ (0, γ) and ε, q > 0.
Proof. By Lemma 6.21 the equivalence in (6.7) holds. Furthermore, by Lemma 6.22
Assumption 6.1.I is satisfied for θ0 = 1/2 < 1 and θ1 = 2 ≥ 1 + α. Finally, since
we assume that the family of triangulations (Th)h>0 of D ⊂ Rd is quasi-uniform,
the L2(D)-orthogonal projection Πh is H1(D)-stable, see [10] for d ∈ {1, 2} and [6]
for arbitrary d ∈ N. Thus, Propositions 6.12 and 6.14 are applicable and yield the
assertions of this theorem. 
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7. Numerical experiments
In the following numerical experiments we consider the original Whittle–Mate´rn
field from (1.1) in Subsection 1.1, i.e., L := −∆+κ2, on the unit interval D = (0, 1),
augmented with homogeneous Dirichlet boundary conditions. We choose κ := 0.5
and apply a finite element discretization with continuous, piecewise polynomial
basis functions of degree at most p ∈ {1, 2} to compute the sinc-Galerkin approxi-
mation Zβh,k (or Z˜βh,k) in (6.16)/(6.17). More precisely, we investigate
(i) the empirical convergence to the Whittle–Mate´rn field Zβ , see (4.1), with
respect to the norms on L2(Ω;L2(D)), L1(Ω;L∞(D)), and L2(Ω;H10 (D))
for β ∈ {0.5, 0.8, 1.1, 1.4, 1.7};
(ii) the empirical convergence of the covariance function with respect to the
norms on L2(D ×D) and L∞(D ×D) for β ∈ {0.5, 0.6, 0.7, 0.8, 0.9, 1}.
To this end, we generate an equidistant initial mesh on D = [0, 1] with N0 := 9
nodes (resp. N0 := 17 for the L∞-studies), of mesh size h0 := 2−3 (resp. h0 := 2−4).
This initial mesh is 4 times uniformly refined, so that on level ` ∈ {0, . . . , 4} the
mesh is of width h` = h02
−`. For p ∈ {1, 2}, we use the MATLAB-based package
ppfem [1] to assemble the matrices M and L in (6.20) and (6.21) with respect to the
Babusˇka–Shen nodal basis {φj,h}Nhj=1. On level `, the step size k = k` > 0 of the sinc
quadrature is calibrated with the finite element mesh width via k` = −1/(β lnh`).
The reference solutions for the field and the covariance function are generated
based on an overkill Karhunen–Loe`ve expansion of Zβ with NKL = 1000 terms,
Zβref :=
NKL∑
j=1
ξjλ
−β
j ej and %
β
ref(x, y) :=
NKL∑
j=1
λ−2βj ej(x)ej(y),
where λj = j
2pi2 + κ2 and ej(x) =
√
2 sin(jpix) are the eigenvalues and eigen-
functions of L = −∆ + κ2 on D = (0, 1). Here, for each of 100 Monte Carlo
runs, the same realization of the set of random variables {ξ1, . . . , ξNKL} is used to
generate Zβref and the load vector b ∼ N (0,M) via
b := R (ξ1, . . . , ξNh)
>
, where Rij := (φi,h, ej,h)L2(D).
For d = 1, the operator L does not have multiple eigenvalues and we can assemble
the matrix R, for each h ∈ {h0, . . . , h4}, by computing the discrete eigenfunc-
tions {ej,h}Nhj=1 and by adjusting their sign so that ej,h indeed approximates ej for
each j ∈ {1, . . . , Nh}. Note that we only have to assemble this matrix R to have
comparable samples of the sinc-Galerkin approximation and the reference solution
needed for the strong error studies. For the simulation practice, one could compute
the Cholesky factor of the Gramian M or approximate the matrix square root
√
M,
e.g., as proposed in [23], in order to sample from b. Since furthermore the dimension
of the finite element spaces, even at the highest level ` = 4, is relatively small, we
can assemble the covariance matrices of the sinc-Galerkin approximation directly,
without Monte Carlo sampling, as
Cov
(
Zβk
)
=
{
L−1
(
ML−1
)nβ−1M(ML−1)nβ−1L−1, if β? = 0,
Qβ?k
(
ML−1
)nβM(ML−1)nβQβ?k , if β? ∈ (0, 1),
cf. (6.20)–(6.21).
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Table 1. Expected rates of convergence, cf. Theorems 6.18 and 6.23
L2 L∞ H10
Zβh,k min {2β − 1/2, p+ 1} min {2β − 1/2, p+ 1} min {2β − 3/2, p}
%βh,k min {4β − 1/2, p+ 1} min {4β − 1, p+ 1} min {4β − 5/2, p}
Table 2. Observed (resp. theoretical) rates of convergence for the
errors of the field/covariance shown in Figures 1–2
β for field error studies
p 0.5 0.8 1.1 1.4 1.7
L2
1 0.54 (0.5) 1.10 (1.1) 1.67 (1.7) 1.94 (2) 1.96 (2)
2 0.56 (0.5) 1.10 (1.1) 1.68 (1.7) 2.27 (2.3) 2.85 (2.9)
L∞
1 0.55 (0.5) 1.05 (1.1) 1.60 (1.7) 1.93 (2) 1.99 (2)
2 0.68 (0.5) 1.14 (1.1) 1.67 (1.7) 2.25 (2.3) 2.79 (2.9)
H10
1 – 0.22 (0.1) 0.70 (0.7) 1.00 (1) 1.05 (1)
2 – 0.27 (0.1) 0.73 (0.7) 1.30 (1.3) 1.87 (1.9)
β for covariance error studies
p 0.5 0.6 0.7 0.8 0.9 1
L2
1 1.53 (1.5) 1.85 (1.9) 1.98 (2) 2.00 (2) 2.00 (2) 2.00 (2)
2 1.57 (1.5) 1.94 (1.9) 2.32 (2.3) 2.69 (2.7) 2.94 (3) 3.00 (3)
L∞
1 1.07 (1) 1.41 (1.4) 1.72 (1.8) 1.91 (2) 1.98 (2) 1.99 (2)
2 1.23 (1) 1.52 (1.4) 1.86 (1.8) 2.23 (2.2) 2.61 (2.6) 2.99 (3)
Note that the operator L := −∆ + 0.25 has constant (and, thus, smooth) coef-
ficients. Therefore, Theorem 6.18 provides (essentially) optimal convergence rates
for the error of Z˜βh,k in L2(Ω;L2(D)), L2(Ω;H10 (D)) and of %˜βh,k in L2(D × D).
Furthermore, the convergence results of Theorem 6.23 on the L1(Ω;L∞(D))-error
are (essentially) sharp if β ∈ (1/4, 1) (resp. if β ∈ (1/4, 5/8) for the L∞-error of the
covariance). For this smooth case, we have α > p+ 1 in (6.7). For this reason, we
expect the convergence rates listed in Table 1. The expected rates corresponding to
the values of β > 1/4 used in our experiments are shown in parentheses in Table 2.
For every of the 100 Monte Carlo samples, we approximate the integrals needed
for computing the L2(D) and H10 (D)-errors by using MATLAB’s built-in function
integral with tolerance 1e-6. For the L∞-studies we consider the largest error
with respect to an equidistant mesh on on D = [0, 1] with Nok = 1001 nodes, i.e.,
sup
x∈D
∣∣Zβh,k(x)−Zβref(x)∣∣ ≈ sup
1≤j≤Nok
∣∣Zβh,k(xj)−Zβref(xj)∣∣,
sup
x,y∈D
∣∣%βh,k(x, y)− %βref(x, y)∣∣ ≈ sup
1≤i,j≤Nok
∣∣%βh,k(xi, xj)− %βref(xi, xj)∣∣,
where xj := (j − 1)10−3. Furthermore, to compute the L2(D × D)-error, we ap-
proximate the distance of the covariances by a function which is piecewise constant
on a regular lattice with N2ok nodes. Finally, the empirical convergence rates, also
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Figure 1. Observed errors of the field in L2(Ω;L2(D)) (top),
L1(Ω;L∞(D)) (middle) and L2(Ω;H10 (D)) (bottom) for polyno-
mial degree p ∈ {1, 2} (left, right), and different values of β, shown
in a log-log scale as a function of the mesh width h. The corre-
sponding observed convergence rates are shown in Table 2.
shown in Table 2, are obtained via a least-squares affine fit with respect to the data
set {(lnh`, ln err`) : 2 ≤ ` ≤ 4}. Here, err` denotes the error on level ` with respect
to the norm used in the study and for the respective value of β and p.
The resulting observed errors are displayed in Figure 1 for the fields and in
Figure 2 for the covariances. Overall, the empirical results validate our theoretical
outcomes fairly well, with a slight deviation for the L∞-studies which may be caused
by a larger pre-asymptotic range.
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Figure 2. Observed Lq(D × D)-error of the covariance function
for q ∈ {2,∞} (top, bottom), polynomial degree p ∈ {1, 2} (left,
right), and different values of β, shown in a log-log scale as a func-
tion of the mesh width h. The corresponding observed convergence
rates are shown in Table 2.
8. Conclusion and discussion
We have identified necessary and sufficient conditions for square-integrability,
Sobolev regularity, and Ho¨lder continuity (in Lq(Ω)-sense) for GRFs in terms of
their color, as well as square-integrability, mixed Sobolev regularity, and continuity
of their covariance functions, see Propositions 3.4, 3.6 and 3.7. Subsequently, we
have applied these findings to generalized Whittle–Mate´rn fields, see Zβ in (4.1),
where these conditions become assumptions on the smoothness parameter β > 0,
corresponding to the fractional exponent of the color L−β , see Lemmata 4.1–4.3.
While these regularity results readily implied convergence of spectral Galerkin
approximations, see Corollaries 5.1–5.3, significantly more work was needed to de-
rive convergence for general Galerkin (such as finite element) approximations, for
the following reason: It was unknown, how the deterministic fractional Galerkin
error L−βg−L−βh g behaves in the Sobolev space Hσ(D), for 0 ≤ σ ≤ 1, all possible
exponents β > 0, and sources g ∈ Hδ(D) of possibly negative regularity δ < 0.
We have identified this behavior in Theorem 6.6 for the general situation that the
second-order elliptic differential operator L is H1+α(D)-regular for some 0 < α ≤ 1.
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This result could be exploited to show convergence of the sinc-Galerkin approxima-
tions and their covariances to the Whittle–Mate´rn field Zβ and to its covariance
function %β , respectively, see Theorems 6.18 and 6.23.
The fact that the Rayleigh–Ritz projection and, thus, the deterministic Galerkin
error L−1g−L−1h g converges at the rate min{1 + α− σ, 2α} in Hσ(D), 0 ≤ σ ≤ 1,
if L is H1+α(D)-regular, cf. Lemma 6.3, and at the rate p + 1 − σ if the problem
is “smooth” and a conforming finite element discretization with piecewise poly-
nomial basis functions of degree at most p ∈ N is used, combined with the low
regularity of white noise in H˙
−d/2−ε
L , show that the Sobolev convergence rates of
Theorems 6.18 and 6.23 are (essentially, up to ε > 0) optimal. In addition, we
believe that our results on Ho¨lder convergence of the field and on L∞-convergence
of the covariance function for d = 1 in Theorem 6.23 are optimal (i) if the problem
is only H1+α(D)-regular for α ∈ (0, 1) maximal, or (ii) if the problem is smooth
and β ∈ (1/4, 1) (resp. β ∈ (1/4, 5/8) for the covariance). However, the deterministic
p-FEM L∞-rate for d = 1 is known to be p + 1 if the problem is smooth, see [14].
Thus, our results will not be sharp in this case, see also our numerical experiments
in Section 7.
Since the approach on deriving optimal L∞-rates involves non-Hilbertian regu-
larity of the solution in W p+1,∞(D), such a discussion was beyond the scope of this
article and we leave this problem as well as the Cδ(D) /L∞(D×D) error analysis of
sinc-Galerkin approximations in dimension d ∈ {2, 3} as topics for future research.
Appendix A. Proof of Proposition 6.13
The following lemma will be the main tool for the derivation of Proposition 6.13.
Lemma A.1. Suppose Assumptions 2.1.I–II and 6.1.III. Let Assumption 6.1.IV
be fulfilled with parameters r, s0, t > 0 such that r/2 ≥ t− 1 and s0 ≥ t. Let d ∈ N,
β > 0, and ρ0( ·), ρ1( · ) be as in (6.33), i.e.,
ρ0(τ) := min {r, s0, 2β + τ − d/2} , ρ1(τ) := min {r/2, s0, 2β − 1 + τ − d/2} ,
and define the exception set
Eτ := {2(t− 1)− 2β + σ + d/2, t− 2β + σ + d/2 : σ ∈ {0, 1}} .
Then, for σ ∈ {0, 1}, the Galerkin error E˜βVh in (6.22) satisfies∑
j∈N
λ−τj
∥∥E˜βVhej∥∥2σ .(C0,Cλ,σ,τ,β,A,κ,D) Cτ,hh2ρσ(τ) ∀τ ≥ 0, (A.1)
for sufficiently small h > 0. Here, {(λj , ej)}j∈N are the L2(D)-orthonormal, ordered
eigenpairs of L in (2.2) and we set Cτ,h := 1 if τ 6∈ Eτ and Cτ,h := ln(1/h) if τ ∈ Eτ .
Proof. Fix τ ≥ 0. The definitions of E˜βVh in (6.22) and of Π˜h in (6.18) yield∑
j∈N
λ−τj
∥∥E˜βVhej∥∥2σ = Nh∑
j=1
λ−τj
∥∥λ−βj ej − λ−βj,hej,h∥∥2σ
.
Nh∑
j=1
λ−τ+σj
∣∣λ−βj − λ−βj,h ∣∣2 + Nh∑
j=1
λ−τj λ
−2β
j,h ‖ej − ej,h‖2σ. (A.2)
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By the mean value theorem, λ−βj −λ−βj,h = λ˜−β−1j (λj,h−λj) for some λ˜j ∈ (λj , λj,h).
Thus, we can use (6.5) from Assumption 6.1.IV and the spectral behavior (2.3) from
Lemma 2.2 combined with Assumption 6.1.III to bound the first sum in (A.2),
Nh∑
j=1
λ−τ+σj
∣∣λ−βj − λ−βj,h ∣∣2 ≤ C2λh2r Nh∑
j=1
λ
−2β−τ+σ+2(t−1)
j
.(Cλ,σ,τ,β,A,κ,D) Cτ,hh2 min{r, 2β−σ+τ−
d/2}. (A.3)
where we also have used that r ≥ 2(t − 1) by assumption. For the second sum in
(A.2) we distinguish the cases σ = 0 and σ = 1. If σ = 0, we can apply (6.6) of
Assumption 6.1.IV and obtain
Nh∑
j=1
λ−τj λ
−2β
j,h ‖ej − ej,h‖20 ≤ C0h2s0
Nh∑
j=1
λ−2β−τ+tj
.(C0,σ,τ,β,A,κ,D) Cτ,hh2 min{s0, 2β+τ−
d/2}, (A.4)
since s0 ≥ t. For σ = 1, we first note that (6.5)–(6.6) of Assumption 6.1.IV imply
the following estimate with respect to the norm on H˙1L,
‖ej − ej,h‖21 = λj‖ej − ej,h‖20 + λj,h − λj ≤ C0h2s0λt+1j + Cλhrλtj .
Here, we have used the identity (ej , ej,h)1 = λj(ej , ej,h)0. Thus, if σ = 1, we can
bound the second sum in (A.2) as follows,
Nh∑
j=1
λ−τj λ
−2β
j,h ‖ej − ej,h‖21 ≤ C0h2s0
Nh∑
j=1
λ−2β−τ+t+1j + Cλh
r
Nh∑
j=1
λ−2β−τ+tj
.(C0,Cλ,σ,τ,β,A,κ,D) Cτ,hh2 min{
r/2, s0, 2β−1+τ−d/2}, (A.5)
since s0 ≥ t and r/2 ≥ t−1 by assumption. Combining (A.2), (A.3), (A.4) and (A.5)
completes the proof. 
Proof of Proposition 6.13. In order to derive (6.35), we start with splitting the error
in the norm ‖ · ‖σ on H˙σL, cf. (2.4), which by (2.6) of Lemma 2.4 implies an upper
bound for the Sobolev norm:(
E
[∥∥Zβ − Z˜βh,k∥∥qσ])1/q ≤ (E [∥∥Zβ −ZβNh∥∥qσ])1/q + (E [∥∥ZβNh − Z˜βh∥∥qσ])1/q
+
(
E
[∥∥Z˜βh − Z˜βh,k∥∥qσ])1/q =: (AZ) + (BZ) + (CZ).
Here, ZβNh is the spectral Galerkin approximation from (5.1) and Z˜
β
h denotes a GRF
colored by L−βh Π˜h. We readily obtain a bound for (AZ) from (5.3) of Corollary 5.1,
combined with Assumption 6.1.III. This gives
(AZ) .(q,σ,β,A,κ,D) N−
1/d (2β−σ−d/2)
h .(q,σ,β,A,κ,D) h2β−σ−
d/2.
Note that it suffices to estimate the terms (BZ) and (CZ) for σ ∈ {0, 1}. The respec-
tive bounds for σ ∈ (0, 1) then follow by interpolation. By definition of the Galerkin
and the quadrature error, E˜βVh , E˜
β
Q, in (6.22)–(6.23) and by Proposition 3.7,
(BZ) .q
∥∥E˜βVh∥∥L0;σ2 and (CZ) .q ∥∥E˜βQ∥∥L0;σ2 , Lθ;σ2 := L2(H˙θL; H˙σL).
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Since we have to consider these terms only for σ ∈ {0, 1}, the first term can be
bounded by (A.1) of Lemma A.1 (with τ := 0),
(BZ)
2 .q
∥∥E˜βVh∥∥2L0;σ2 = ∑
j∈N
∥∥E˜βVhej∥∥2σ .(C0,Cλ,σ,β,A,κ,D) (CZβ,h)2 h2ρσ(0).
where CZβ,h > 0 is defined as in the statement of Proposition 6.13. To estimate
(CZ), we first apply the convergence result of the sinc quadrature from [5, Lem. 3.4,
Rem. 3.1, Thm. 3.5]. Thus, for sufficiently small k > 0 and all 1 ≤ j ≤ Nh,∥∥E˜βQej∥∥L2(D) = ∥∥(L−β?h −Qβ?h,k)L−nβh ej,h∥∥L2(D) .(β,A,κ,D) e−pi2/(2k)λ−nβj,h .
Again by equivalence of the norms ‖ · ‖σ, ‖ · ‖Hσ(D) for σ ∈ {0, 1}, see Lemma 2.4,
and by the inverse inequality (6.4) from Assumption 6.1.II, we then find
(CZ)
2 .q
∥∥E˜βQ∥∥2L0;σ2 =
Nh∑
j=1
∥∥E˜βQej∥∥2σ .(σ,A,κ,D) h−2σ Nh∑
j=1
∥∥E˜βQej∥∥2L2(D)
.(q,σ,β,A,κ,D) e−pi
2/kh−2σ
Nh∑
j=1
λ
−2nβ
j,h .(q,σ,β,A,κ,D) e−
pi2/kh−2σ−d 1{β<1} ,
where we have used the spectral behavior (2.3) from Lemma 2.2 and Assump-
tions 6.1.III-IV in the last step. This completes the proof of (6.35).
We now proceed with the derivation of (6.36). To this end, we consider the error
with respect to the norm ‖ · ‖σ,σ, see (3.15), since the embedding in (2.6) implies
that H˙σ,σL ↪→ Hσ,σ(D ×D). We again partition the error in three terms,∥∥%β − %˜βh,k∥∥σ,σ ≤ ∥∥%β − %βNh∥∥σ,σ + ∥∥%βNh − %˜βh∥∥σ,σ + ∥∥%˜βh − %˜βh,k∥∥σ,σ
=: (A%) + (B%) + (C%),
where %˜βh denotes the covariance function of the above-introduced GRF Z˜βh colored
by L−βh Π˜h. A bound for the truncation error is given by (5.4) in Proposition 5.1,
(A%) .(σ,β,A,κ,D) N
1/d (4β−2σ−d/2)
h .(σ,β,A,κ,D) h4β−2σ−
d/2,
where we also used Assumption 6.1.III. We bound the remaining terms (B%) and
(C%) for σ ∈ {0, 1}. Since
[
H˙0,0L , H˙
1,1
L
]
σ
= H˙σ,σL , see [41, Thm. 16.1], we may again
interpolate these results for σ ∈ (0, 1). To this end, we first exploit (3.20) from
Proposition 3.7 and (6.31) to derive for (B%) that
(B%) =
∥∥L−2βNh − L−βh Π˜h(L−βh Π˜h)∗∥∥L−σ;σ2 ≤ ∥∥E˜βVh(L−βNh + L−βh Π˜h)∗∥∥L−σ;σ2
≤ ∥∥E˜βVhL−βNh∥∥L−σ;σ2 + ∥∥E˜βVh(L−βh Π˜h)∗∥∥L−σ;σ2 =: (B′%) + (B′′%).
By Lemma A.1 (for τ := 2β − σ > d/2 > 0 in (A.1)) we have, for σ ∈ {0, 1} and for
C%β,h > 0 as in the statement of Proposition 6.13,
(B′%)
2
=
∑
j∈N
λ
−(2β−σ)
j
∥∥E˜βVhej∥∥2σ .(C0,Cλ,σ,β,A,κ,D) (C%β,h)2h2ρσ(2β−σ).
Next, we use the identity
(
L−βh Π˜h
)∗
ej =
∑Nh
`=1 λ
−β
`,h (ej , e`,h)L2(D) e`, the orthogo-
nality (ek,h, e`,h)σ = δk`λ
σ
k,h (here, δk` denotes the Kronecker delta), which holds
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for σ ∈ {0, 1}, and the relation λj ≤ λj,h from Assumption 6.1.IV. With these
steps, we obtain again by (A.1) of Lemma A.1 (with τ := 2β−σ) a bound for (B′′%),
(B′′%)
2
=
∑
j∈N
Nh∑
i=1
Nh∑
`=1
λσj λ
−β
i,h λ
−β
`,h (ej , ei,h)L2(D)(ej , e`,h)L2(D)
(
E˜βVhei, E˜
β
Vh
e`
)
σ
=
Nh∑
i=1
Nh∑
`=1
λ−βi,h λ
−β
`,h (ei,h, e`,h)σ
(
E˜βVheiE˜
β
Vh
e`
)
σ
=
Nh∑
`=1
λ
−(2β−σ)
`,h
∥∥E˜βVhe`∥∥2σ
≤
∑
`∈N
λ
−(2β−σ)
`
∥∥E˜βVhe`∥∥2σ .(C0,Cλ,σ,β,A,κ,D) (C%β,h)2h2ρσ(2β−σ).
In conclusion,
∥∥%βNh − %˜βh∥∥σ,σ ≤ (B′%) + (B′′%) .(C0,Cλ,σ,β,A,κ,D) (C%β,h)2hρσ(2β−σ) for
σ ∈ {0, 1}. For (C%), we derive with the equivalence of the norms ‖ · ‖σ, ‖ · ‖Hσ(D),
the inverse inequality (6.4) from Assumption 6.1.II, and the convergence result for
the sinc quadrature [5, Lem. 3.4, Rem. 3.1, Thm. 3.5] the following, if σ ∈ {0, 1},
(C%)
2 .(σ,A,κ,D) h−2σ
∑
j∈N
λσj
∥∥E˜βQ(L−βh Π˜h +Qβ?h,kL−nβh Π˜h)∗ej∥∥2L2(D)
.(σ,β,A,κ,D) e−pi
2/kh−2σ
∑
j∈N
λσj
∥∥L−nβh Π˜hΠ˜∗h(L−nβh )∗(L−β?h +Qβ?h,k)∗ej∥∥2L2(D).
Since L
−nβ
h Π˜hΠ˜
∗
h(L
−nβ
h )
∗e`,h = λ
−2nβ
`,h e`,h for all ` ∈ {1, . . . , Nh}, this shows that
(C%)
2 .(σ,β,A,κ,D) e−pi
2/kh−2σ
Nh∑
`=1
∑
j∈N
λσj λ
−4nβ
`,h
(
ej ,
(
L−β?h +Q
β?
h,k
)
e`,h
)2
L2(D).
Next, again by the inverse inequality (6.4) we find
(C%)
2 .(σ,β,A,κ,D) e−pi
2/kh−4σ
Nh∑
`=1
λ
−4nβ
`,h
∥∥(L−β?h +Qβ?h,k)e`,h∥∥2L2(D)
.(σ,β,A,κ,D) e−pi
2/kh−4σ
Nh∑
`=1
λ
−4nβ
` .(σ,β,A,κ,D) e−pi
2/kh−4σ−d 1{β<1} .
Here, we have used the uniform stability of L−β? , Qβ?h,k with respect to h and k,
see (6.32), as well as (2.3) from Lemma 2.2 and Assumption 6.1.I. Combining the
bounds for (A%), (B%), (C%) completes the proof. 
References
[1] R. Andreev, ppfem – MATLAB routines for the FEM with piecewise polynomial splines on
product meshes, 2016. https://bitbucket.org/numpde/ppfem/, downloaded on November 12,
2018.
[2] D. Bolin, K. Kirchner, and M. Kova´cs, Numerical solution of fractional elliptic stochastic
PDEs with spatial white noise, IMA J. Numer. Anal., (2018). Electronic.
[3] D. Bolin, K. Kirchner, and M. Kova´cs, Weak convergence of Galerkin approximations
for fractional elliptic stochastic PDEs with spatial white noise, BIT, 58 (2018), pp. 881–906.
[4] D. Bolin and F. Lindgren, Spatial models generated by nested stochastic partial differential
equations, with an application to global ozone mapping, Ann. Appl. Stat., 5 (2011), pp. 523–
550.
[5] A. Bonito and J. E. Pasciak, Numerical approximation of fractional powers of elliptic
operators, Math. Comp., 84 (2015), pp. 2083–2110.
40 SONJA G. COX AND KRISTIN KIRCHNER
[6] J. H. Bramble, J. E. Pasciak, and O. Steinbach, On the stability of the L2 projection in
H1(Ω), Math. Comp., 71 (2002), pp. 147–156.
[7] M. Cameletti, F. Lindgren, D. Simpson, and H. Rue, Spatio-temporal modeling of partic-
ulate matter concentration through the SPDE approach, AStA Adv. Stat. Anal., 97 (2013),
pp. 109–131.
[8] G. Chan and A. T. A. Wood, Algorithm AS 312: An algorithm for simulating stationary
Gaussian random fields, J. Roy. Statist. Soc. Ser. C, 46 (1997), pp. 171–181.
[9] J. Chen and M. L. Stein, Linear-cost covariance functions for Gaussian random fields.
Preprint, arXiv:1711.05895, 2017.
[10] M. Crouzeix and V. Thome´e, The stability in Lp and W 1p of the L2-projection onto finite
element function spaces, Math. Comp., 48 (1987), pp. 521–532.
[11] E. B. Davies, Spectral theory and differential operators, vol. 42 of Cambridge Studies in
Advanced Mathematics, Cambridge University Press, Cambridge, 1995.
[12] E. Di Nezza, G. Palatucci, and E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev
spaces, Bull. Sci. Math., 136 (2012), pp. 521–573.
[13] C. R. Dietrich and G. N. Newsam, Fast and exact simulation of stationary Gaussian
processes through circulant embedding of the covariance matrix, SIAM J. Sci. Comput., 18
(1997), pp. 1088–1107.
[14] J. Douglas, Jr., T. Dupont, and L. Wahlbin, Optimal L∞ error estimates for Galerkin
approximations to solutions of two-point boundary value problems, Math. Comp., 29 (1975),
pp. 475–483.
[15] A. Ern and J.-L. Guermond, Theory and practice of finite elements, vol. 159 of Applied
Mathematical Sciences, Springer-Verlag, New York, 2004.
[16] L. C. Evans, Partial differential equations, vol. 19 of Graduate Studies in Mathematics,
American Mathematical Society, Providence, RI, second ed., 2010.
[17] M. Feischl, F. Y. Kuo, and I. H. Sloan, Fast random field generation with H-matrices,
Numer. Math., 140 (2018), pp. 639–676.
[18] D. Gilbarg and N. S. Trudinger, Elliptic partial differential equations of second order,
Classics in Mathematics, Springer-Verlag, Berlin, 2001. Reprint of the 1998 edition.
[19] I. G. Graham, F. Y. Kuo, D. Nuyens, R. Scheichl, and I. H. Sloan, Analysis of circulant
embedding methods for sampling stationary random fields, SIAM J. Numer. Anal., 56 (2018),
pp. 1871–1895.
[20] P. Grisvard, Caracte´risation de quelques espaces d’interpolation, Arch. Rational Mech.
Anal., 25 (1967), pp. 40–63.
[21] P. Grisvard, Elliptic problems in nonsmooth domains, vol. 69 of Classics in Applied Math-
ematics, Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2011.
[22] J.-L. Guermond, The LBB condition in fractional Sobolev spaces and applications, IMA J.
Numer. Anal., 29 (2009), pp. 790–805.
[23] N. Hale, N. J. Higham, and L. N. Trefethen, Computing Aα, log(A), and related matrix
functions by contour integrals, SIAM J. Numer. Anal., 46 (2008), pp. 2505–2523.
[24] J. Latz, M. Eisenberger, and E. Ullmann, Fast sampling of parameterised Gaussian
random fields, Comput. Methods Appl. Mech. Engrg., 348 (2019), pp. 978–1012.
[25] M. Ledoux and M. Talagrand, Probability in Banach spaces, Classics in Mathematics,
Springer-Verlag, Berlin, 2011. Isoperimetry and processes, Reprint of the 1991 edition.
[26] F. Lindgren, H. v. Rue, and J. Lindstro¨m, An explicit link between Gaussian fields and
Gaussian Markov random fields: the stochastic partial differential equation approach, J. R.
Stat. Soc. Ser. B Stat. Methodol., 73 (2011), pp. 423–498. With discussion.
[27] A. Lunardi, Interpolation theory, vol. 16 of Appunti. Scuola Normale Superiore di Pisa
(Nuova Serie), Edizioni della Normale, Pisa, 2018.
[28] K. Mittmann and I. Steinwart, On the existence of continuous modifications of vector-
valued random fields, Georgian Math. J., 10 (2003), pp. 311–317.
[29] D. Nualart, The Malliavin calculus and related topics, Probability and its Applications
(New York), Springer-Verlag, Berlin, second ed., 2006.
[30] S. Osborn, P. S. Vassilevski, and U. Villa, A multilevel, hierarchical sampling technique
for spatially correlated random fields, SIAM J. Sci. Comput., 39 (2017), pp. S543–S562.
[31] E.-M. Ouhabaz, Analysis of heat equations on domains, vol. 31 of London Mathematical
Society Monographs Series, Princeton University Press, Princeton, NJ, 2005.
GENERALIZED WHITTLE–MATE´RN FIELDS: REGULARITY AND APPROXIMATION 41
[32] A. Pazy, Semigroups of linear operators and applications to partial differential equations,
vol. 44 of Applied Mathematical Sciences, Springer-Verlag, New York, 1983.
[33] W. D. Penny, N. J. Trujillo-Barreto, and K. J. Friston, Bayesian fMRI time series
analysis with spatial priors, NeuroImage, 24 (2005), pp. 350–362.
[34] D. Revuz and M. Yor, Continuous martingales and Brownian motion, vol. 293 of
Grundlehren der Mathematischen Wissenschaften, Springer-Verlag, Berlin, third ed., 1999.
[35] S. R. Sain, R. Furrer, and N. Cressie, A spatial analysis of multivariate output from
regional climate models, Ann. Appl. Stat., 5 (2011), pp. 150–175.
[36] E. M. Stein, Singular integrals and differentiability properties of functions, Princeton Math-
ematical Series, No. 30, Princeton University Press, Princeton, N.J., 1970.
[37] I. Steinwart and C. Scovel, Mercer’s theorem on general domains: on the interaction
between measures, kernels, and RKHSs, Constr. Approx., 35 (2012), pp. 363–417.
[38] G. Strang and G. Fix, An analysis of the finite element method, Wellesley-Cambridge Press,
Wellesley, MA, second ed., 2008.
[39] H. Triebel, Interpolation theory, function spaces, differential operators, vol. 18 of North-
Holland Mathematical Library, North-Holland Publishing Co., Amsterdam-New York, 1978.
[40] P. Whittle, Stochastic processes in several dimensions, Bull. Inst. Internat. Statist., 40
(1963), pp. 974–994.
[41] A. Yagi, Abstract parabolic evolution equations and their applications, Springer Monographs
in Mathematics, Springer-Verlag, Berlin, 2010.
(Sonja G. Cox) Korteweg-de Vries Institute for Mathematics, University of Amster-
dam, Postbus 94248, NL–1090 GE Amsterdam, The Netherlands.
E-mail address: S.G.Cox@uva.nl
(Kristin Kirchner) Seminar fu¨r Angewandte Mathematik, ETH Zu¨rich, Ra¨mistrasse 101,
CH–8092 Zu¨rich, Switzerland.
E-mail address: kristin.kirchner@sam.math.ethz.ch
