We prove that groups a, b, t | tat
Introduction
Let φ be an injective endomorphism of a group G. Then the HNN extension
is called an ascending HNN extension of G (or the mapping torus of the endomorphism φ). In particular, the ascending HNN extensions of free groups of finite rank are simply the groups given by presentations x 1 , ..., x n , t | tx i t −1 = w i , i = 1, ..., n , where w 1 , ..., w n are words generating a free subgroup of rank n.
In [BS] , Borisov and Sapir proved that all ascending HNN extensions of linear groups are residually finite. In particular the ascending HNN extensions of free groups are residually finite. After [BS] , the question of linearity of these groups became very interesting. This question is especially interesting for ascending HNN extensions of free groups because most of these groups are hyperbolic [I. Kap] , and because this class of groups contains most 1-related groups [BS] .
Let H = HNN φ (F n ) be an ascending HNN extension of a free group. If n = 1 then H is a Baumslag-Solitar group BS(n, 1), so it is inside SL 2 (Q). If n = 2 and φ is an automorphism then the linearity of H follows from the linearity of Aut(F 2 ). The linearity of Aut(F 2 ) follows from two facts: Dyer, Formanek and Grossman [DFG] reduced the linearity of Aut(F 2 ) to the linearity of the braid group B 4 ; the linearity of B 4 was proved by Krammer [Kra] .
In this note, we prove that in the case when φ is not an automorphism, the situation is different. The group a, b, t | tat −1 = ab, tbt −1 = ba is actually a 1-related group a, t | [ [a, t] , t] = a . The fact that this group does not have a faithful 2-dimensional representation follows from [FLR] . We have proved (using Maple) that the group a, b, t | tat −1 = a 2 , tbt −1 = [a, b] and several similar groups do not have faithful 2-dimensional representations. We conjecture that the answer to Problem 1.3 is a strong "yes", namely that most groups HN N φ (F k ), k ≥ 2, are non-linear provided φ is not an automorphism.
Note that known examples of non-linear hyperbolic groups (M.Kapovich [M.Kap] ) do not have simple and explicit finite presentations.
Our Theorem 1.1 gives the first example of a non-linear ascending HNN extension of a linear group. Non-ascending HNN extensions with this property are much easier to find: some of these HNN extensions are not even residually finite (say, the Baumslag-Solitar groups BS(2, 3)). But residually finite non-linear HNN extensions of linear groups were also known before. In particular Formanek and Procesi [FP] proved that the HNN extension of the direct product F k × F k , where one of the associated subgroups is the diagonal and the other one is one of the factors, is residually finite but not linear. This was the main ingredient in the proof in [FP] of the non-linearity of Aut(F n ), n ≥ 3.
Proof of the main theorem
Suppose that H = a, b, t | tat −1 = a k , tbt −1 = b l is linear for some k, l ∈ {1, −1}. Hence H ≤ SL n (K) for some n and some field K. Thus a, b, t are n × n-matrices with entries in K.
Remark 2.1. For every integer p = 0 the subgroup a p , b p , t p has a similar presentation as H, with k replaced by k p , l replaced by l p . Consequently, we can always replace a, b, t by their powers, in our arguments. In particular we can suppose without loss of generality that k ≥ 2 and l ≥ 2.
Since a, t is a solvable Baumslag-Solitar group, it is virtually a conjugate of an upper triangular group, by the Kolchin-Malcev theorem [KM] . Therefore we can assume that t, a are represented by upper triangular matrices. Lemma 2.2. Let a = a s a u be the Jordan decomposition of a (that is a s is semi-simple, a u is unipotent, and [a s , a u ] = 1).
Proof. Indeed, the (i, i)-entry of tat −1 is the same as the (i, i)-entry of a. Since tat −1 = a k , a(i, i) = a(i, i) k for every i. Therefore a k−1 s = 1. Since (ta s t −1 )(ta u t −1 ) is the Jordan decomposition of tat −1 , and (a k s )(a k u ) is the Jordan decomposition of a k , we have ta
In particular we have that a k−1 = a k−1 u and a similar argument gives that b l−1 = b l−1 u . Remark 2.1 implies that we may suppose henceforth that a and b are unipotent elements.
Lemma 2.3. The field K has characteristic 0.
Proof. Suppose that K has positive characteristic. We can assume that K is algebraically closed. Let K 0 be the simple subfield of K. Since a is conjugate to an upper uni-triangular matrix in the Jordan form, its conjugate belongs to the finite group SL(n, K 0 ). Hence a has a finite order. Thus the subgroup a, t is not isomorphic to the Baumslag-Solitar group BS(2, 1), a contradiction.
Since H is finitely generated, we can assume that K ⊆ C, so without loss of generality let K = C.
Notation: Let g ∈ SL n (C). We denote by U (g) the subgroup of SL n (C) consisting of all elements u such that lim q→∞ g −q ug q = 1.
The following result can be found, for instance, in [Da] .
Lemma 2.4. For every element g ∈ SL n (C) the subgroup U (g) is nilpotent.
Let d n be the n × n-matrix with d n (i, i + 1) = 1 for every i = 1, ..., n − 1, d n (i, j) = 0 if j = i + 1 (i.e. d n has 1 ′ s on the diagonal just above the main diagonal and 0's everywhere else).
Lemma 2.5. Every upper uni-triangular matrix that commutes with d n has the form 1 + α 1 d n + ... + α n−1 d n−1 n for some α 1 , ..., α n−1 ∈ C.
Proof. It follows from a direct computation.
The following lemmas follow from more general results in the theory of semi-simple Lie groups (see for instance [OV] ) but deducing them would take longer than giving direct elementary proofs, so we present the proofs here.
Lemma 2.6. For every q ≥ 1 let f q be an upper uni-triangular matrix such that f Lemma 2.7. There exists a semi-simple upper-triangular matrix t 1 such that
Proof. Indeed, the corresponding system of linear equations t 1 (1 + d n ) = (1 + d n ) k t 1 obviously has an upper triangular solution t 1 such that the (i, i)-entry of t 1 is k n−i for every i.
Lemma 2.8. The element a belongs to U (t).
Proof. We can assume that a is in the Jordan normal form where every Jordan block is of the form 1 + d m for some m. By Lemma 2.7, there exists a semi-simple block-diagonal upper triangular matrix t 1 which has a block-structure similar to a such that t 1 at −1 1 = a k . Since for every q ≥ 1, (t −q 1 at q 1 ) k q = a, by Lemma 2.6, lim q→∞ t −q 1 at q 1 = 1. Notice that (t −1 at) k = (t −1 1 at 1 ) k = a. Since the group of upper uni-triangular matrices is torsion-free and nilpotent, it is totally orderable, and satisfies the unique extraction of roots property [KK] . Therefore t −1 at = t −1 1 at 1 . Similarly t −q at q = t −q 1 at q 1 for every q ≥ 1. Therefore lim q→∞ t −q at q = 1 as well. Hence a ∈ U (t). Now we are in a position to complete the proof of Theorem 1.1. By Lemma 2.8 we have that a and b are in U (t). The subgroup U (t) is nilpotent by Lemma 2.4, so a, b is not free, a contradiction.
