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Abstract—With the rapid advance of smart wireless technolo-
gies, a plethora of human behavioral data are generated in
5G networks, which is reported capable to improve network
performance by leveraging intelligent channel resource allocation
through big data analytics. However, what information can be
extracted for the network mobility management, how to exploit
the knowledge for resource allocation and to meet the user-
centric quality of experience (QoE) are not well understood
and fully explored. To address this problem, we propose an
online learning algorithm for dynamic channel allocation based
on contextual multi-armed bandit (CMAB) theory. Especially, we
divide the stochastic human behavioral data into two categories:
the user location and the QoE-driven context. Noticing that
the distributions of CSI vary spatially, we define a set of
user’s geographic locations that shares the same set of CSI
distributions as a cluster, and the stochastic channel distributions
vary across clusters. The problem is formulated as a novel
latent SCB problem, where the proposed agnostic SCB algorithm
could automatically find the underlying clusters and significantly
improve the learning performance. We then extend our online
learning algorithm into the practical multi-user random access
scenario. We conduct experiments on a real dataset collected from
China Mobile, which indicate that our algorithms outperform
existing approaches tremendously and perform extremely well in
large-scale and high-mobility networks.
Index Terms—Human behavior, QoE, 5G, Contextual bandits,
Channel allocation, User mobility, Online learning.
I. INTRODUCTION
Nowadays, an increasing number of diversified mobile de-
vices are being deployed in hot spots to meet the explosive
demand of high-data-rate applications in 5G networks. Along
with rapid technology advance, mobile users are preferring to
carry a smartphone with several sensors (e.g., GPS measure-
ment and video recording), use Google glasses, wear smart-
shirts, smart watches and shoes with sensors to enjoy satisfac-
tory multimedia services. During this process, a plethora of
quality of service (QoS) data (e.g., packet delay, bandwidth,
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throughput and peak signal to noise ratio (PSNR)) and human
behavioral data (e.g. location or mobility pattern, factors of
satisfaction in quality of experience (QoE)) are generated and
collected.
In comparision, existing 4G networks providing all-IP (In-
ternet Protocol) broadband access are based on a reactive
mechanism, leading to very poor spectrum efficiency. To tackle
this problem, artificial intelligence (AI) and its sub-categories
like machine learning has been evolving as a golden rule,
where nowadays it allows 5G networks to be predictive and
proactive. Hence, this idea is essential in making the 5G vision
conceivable. Moreover, as the big data analytics flourishes,
much attention has been drawn to exploiting the predicted
human behavior data to improve the performance of future
wireless systems during next decades, which is referred to as
the context-aware resource allocations [1]–[3]. However, most
of human behavioral data are not well understood and fully
explored in the design loop of mobile networks [4].
In the 5G networks, the human behavior data are regarded
as context information, which is considered relevant to the
interaction between a mobile user and a 5G application. To
support context-aware wireless access, the context information
are often translated from the measured data that are acquired
and stored in the network management side. As noticed,
the aforementioned QoS indicators are mainly employed to
quantify some network-centric and service performance, rather
than to directly meet user demand, which pays more attention
to user’s personalized satisfactory level of services. In this
regard, the quality of experience (QoE) is believed to be a
more appropriate criterion, and a paradigm shift from the
technological QoS metrics to superior QoE is desirable [6].
Moreover, flourishing and diversified applications in 5G
systems are vulnerable to user mobility and uncertainty in
dynamics of channel state information (CSI). On the one
hand, the mobility of users is not purely random but exhibit
significant amount of predictability, which may be learned
after monitoring user movements for a period of time. On the
other hand, accurately predicting CSI is a significantly key
precondition to decide data transmission schemes for wireless
communications. The strength attenuation of wireless signal is
named as channel fading, which is divided into large timescale
(slow) fading and small timescale (fast) fading. Hence, ac-
quiring small timescale (say in micro-seconds) fading of CSI
receives more attention [15], [16] for its great importance to
evaluate the wireless communication performance. Moreover,
the human behavior and QoE related context information,
e.g., PSNR, dropping probability, location and traffic map,
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are usually varies and predictable in a large timescale (say
in seconds, minutes, hours or even days). How to correlate
the available/predictable information in different time scales
together for the optimal channel resource allocation is still
open for future wireless communications.
Since no statistical tool exists to model and resolve the
above important problem, one promising approach is to devise
machine learning-driven policy for actively learning, steering
the user behavioral data, and adapting the prediction of small
timescale CSI to match the large timescale context information
in QoE-aware network performance optimization. This moti-
vates our current work. In this paper, we classify the human
behavioral data into two categories: user location and QoE re-
lated context. The user location data come along with the user
mobility, and users at different locations probably experience
different channel distributions due to different communication
environmental profiles. We define a set of geographic locations
that shares the same set of channel state distributions as a
cluster, and the stochastic channel distributions vary across
clusters. Plus, the QoE-aware contextual data describing the
QoE metric are user-specific, where their distributions only
differ among different type of users.
Observing the QoE related factors as side contextual in-
formation, e.g., PSNR, throughput and blocking probabil-
ity and video frames rate, our policy as an active learner
can predict the CSI and select a communication channel
based on its accumulated historic statistics to maximize the
QoE performance metric [6]. This problem can be analyzed
within the contextual multi-armed bandit (MAB) framework
[8], [9], where the QoE-aware contextual information that
summarizing the QoE factors could be encoded perfectly as
a Stochastic Contextual multi-armed Bandit (SCB) problem
[10]. However, the context alone may not be sufficient for
mobile communications. When a user is moving around over
time, the communication environment and the corresponding
channel distributions probably change in different clusters.
This phenomenon indicates that the classic assumption of fixed
set of channel distributions over space [31]–[37] is restrictive
and impractical.
To tackle the more practical problem, we design an ag-
nostic online algorithm to learn the optimal channel alloca-
tion strategy and user clusters over time in terms QoE. We
consider stochastic user behaviors and channel distributions,
which are based on the stochastic model of MAB theory
[11]. Determining the underlying clusters from many mobile
users’ communication locations becomes a very challenging
problem, since the clusters are not observable and need to
be learned gradually over time. The repeated process of first
deciding underlying types (of clusters) and then selecting an
arm (channel) out of many forms a latent bandit problem
[12] in the machine learning society. As a nutshell, with
context-awareness, our study belongs to the Latent Contextual
MAB (LCMAB) problem. In this case, a reward of QoE is
revealed only after given a certain user location and context
for an allocated channel. Like any MAB algorithm, the goal
is to minimize the expected cumulative regret of the policy
as reward loss compared to a genie-aided policy that always
chooses optimal arm and context for the LCMAB problem.
Furthermore, we consider the multi-user random access
(RA) scenario in 5G networks, and extend the medium access
control problem in our online learning setting. Unlike classic
MAB frameworks [31]–[37] that always seeking the optimal
channel with largest channel reward for a single user over
time, we consider a more general regret model of selecting
the channel with the D-th largest reward to prioritized user,
where D=1 stands for the optimal channel. This is motivated
by the fact that users with different payment abilities or service
types must have priorities in experiencing different QoEs. For
example, a paid user should allocate better channels over that
of free users for video services. We investigate and provide the
regret performance of our algorithm in multiple users RA sce-
nario under the typical TDMA, CSMA, ALOHA, successive
interference cancellation (SIC) protocols. Our contributions
are summarized as follows:
1) We first consider a simple and ideal case that a user’s
mobility is within the same known underlying cluster, and
the QoE-aware dynamic channel allocation is formulated
as a Stochastic Contextual multi-armed Bandit (SCB)
problem. We present a novel policy that is referred to as
SCB(D), which is a non-trivial generalization of UCB1
in [11] and DCB(ε) in [10]. The SCB(D) provides a
general solution for selecting a channel with the D-th
largest expected rewards under the observed QoE factors
as contexts for the SCB problem.
2) Then, we focus on the user’s mobility is from different
and unknown clusters with completely unknown chan-
nel and context distributions, which is formulated as a
LCMAB problem. We propose an agnostic algorithm
named as A-SCB(D) to adaptively learn the underlying
cluster and perform the QoE-aware channel allocation
over time. We provide the upper bounds of the regret
performance of A-SCB(D). The key idea of A-SCB(D)
is to group the user’s locations with the same (or similar)
context and channel distributions and learn the same
underlying clusters to speed up the learning performance.
3) Our algorithm is also extended to the multi-user RA
scenario, and we implement all the proposed algorithms
on a real LTE downlink dataset collected from China
Mobile. Under a typical QoE metric, we have shown that
our proposed A-SCB(D) tremendously outperform the
SCB(D) and the vanilla UCB1 [11]. This provides strong
support that the incorporating human behavioral data
indeed has great potential to improve the performance
of 5G networks.
The rest of this paper is organized as follows. Section II
discusses the works that related to this paper. Section III
presents the system model. Section IV focuses on an ideal case
that the QoE-aware dynamic channel allocation is formulated
as a SCB problem with a single known cluster. Section V
consists our main technical innovations and focused on the
LCMAB with unknown user mobility. We show that it is a
very challenging issue and proposed an agnostic version of
SCB(D) in this setting. Section VI extends our theory to the
multiple user RA setting. Experiments results are available in




Recently, growing research interest is shown in applying
machine learning techniques to wireless communications and
networking problems, e.g., CSI prediction by deep learning
[17], short-term fading channel prediction by extreme learning
[18], traffic-aware online network selection by MAB [19],
throughput optimization under unknown interference by online
learning [20], QoE prediction by multiple machine learning al-
gorithms [21], cell prediction by supervised learning [23]. etc.
Meanwhile, many research works on user mobility prediction
are also presented. For example, authors in [6] presented a
support vector machine (SVM) scheme to predict next cell
using short term CSI and long term handover history infor-
mation in real time. However, the impact of user mobility and
location on QoE for various services is not well understood.
Especially, reinforcement learning as a hot online learning
algorithm, is widely applied in the wireless communication
and networking problems [25]. Actually, the multi-armed
bandit (MAB) problem belongs to the catalogue of reinforce-
ment learning, which both share the same dilemma of the
exploitation and exploration tradeoff [26]. And, the contextual
MAB (CMAB) is just a special case of MAB. However, in
contrast, the MAB (or CMAB) could provide the anytime
optimal solutions rather than providing the asymptotically
optimal solution in the reinforcement learning, so it is more
applicable for the mission critical applications with relatively
short learning periods. This is also true for context-aware
reinforcement learning methods, such as [27]. Moreover, pre-
vious work had found that, in many traditional reinforcement
learning algorithms, such as tabula rasa [28], the target of
reaching a goal state has exponential complexity, which is
prohabitive in large-scale problems.
Due to the finite-time optimality guarantee and polynomial
complexity in implementation, the stochastic MAB as an
online learning theory is highly identified for channel resource
allocation problems and has been widely applied in dynamic
spectrum access [31], [32], decentralized channel access [33],
[34] and multi-user dynamic channel allocation (DCA) [35]–
[37], and so on. Besides, previous works such as [14] have
used trajectory prediction and radio maps obtained from real
measurement to predict future average data rate. As a result,
the scheduling policy is in a single timescale, although the
user trajectory, the traffic pattern, and the small timescale CSI
are evolving and predictable in different timescales, which
naturally requires multiple timescale resource allocations. But
none of them have considered the spatial channel distribution
variation in wireless communications and 5G networks.
Efforts on the QoE-aware channel allocation scheme based
on CSI was seen in [37] for cognitive radio networks and in
[22] for video streaming in mobile networks. However, these
offline models assume known channel statistics, and do not
take into account the user mobility. The motivation of applying
contextual MAB for channel allocation in terms of QoE stems
from the machine learning society for the applications on ad
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Fig. 1: Human-behavior and QoE-aware Online Learning for
DCA in a 5G Downlink
[38] with arbitrarily changing contexts and arm distributions.
Different to these works, we devise the SCB algorithm based
on the well-known UCB1 [11] by considering stochastically
distributed contexts and channels, which is more suitable for
wireless communications. Recently, the work [10] studied a
SCB problem in mobile networks with known reward function.
However, it is not suitable for general QoE-driven applications,
where the QoE metric (reward function) is often difficult to
model and unavailable in advance.
Utilizing human behavioral data in the design loop of
mobile networks can improve the network performance. Sur-
vey papers like [4] [5] have emphasized its importance and
especially human’s QoE is the key performance index [6]. In
[39], the human behavior is preliminarily involved in video
QoE prediction. In [40], the user mobility is predicted based on
the human behavior. In [41], a closed-loop framework of data-
guided network resource allocation is provided to optimize the
users’ QoE. In [24], the authors study the mobility and CSI-
aware predictive resource allocation for energy-saving based
on future average user behavioral and channel information.
In [4], the authors have pointed out that the massive user
behavior data collected via mobile crowdsensing could provide
high-throughput, low-delay traffic and energy-efficient services
that challenge the limited capacity of wireless networks, but
significantly many research problems are still open. Moreover,
devising effective multi-user communication protocols for
resource sharing is an important issue in 5G networks. Our
current work consider both the user location data and QoE-
driven contextual data. As illustrated in Fig. 1, for a cellular
video streaming service, the PSNR, video frame queueing size
and energy status information can be regarded as contexts
in the QoE metric for our algorithm to guide the channel
resource management. We consider four typical multi-user RA
MAC protocols. Therefore, our work can be regarded as a
first important attempt for DCA by addressing the challenge
that the stochastic channel distributions are location-aware. In
addition, we have utilized the technique of grouping the similar
user locations, channel conditions and contextual features to




We consider a typical downlink cellular communication
scenario for 5G as shown in Fig. 1. Time is slotted n =
1, 2, 3, ...t, ... and the mobile user’s location is unchanged at
a time slot but could varies at different time slots. The user
transmits its QoE factors as contexts to the base station (BS) at
each slot. The BS utilizes the mobile user’s QoE and location
data, and makes the channel allocation decisions. Note that
when the BS makes the channel resource allocation decisions
to predict CSI, the potentially incurred delay in reporting the
context information to BS in practice will not affect the QoE
performance. Because the fast fading CSI is acquired in small
timescale when compared to the large timescale less varied
context information. The main notations are listed in Table I
and Table II.
Denote s as the user’s location and S = {1, ..., s, ..., S̄}
as the set of all user’s collected locations with cardinality S̄.
Let N = {1, ..., i, ..., N} denote the set of available channels
(arms) with cardinality N . Let X = {x1, x2..., x|X |} denote
the set of all channels’ possible states, and |X | is the number
of channel states. We let xi,t denote the CSI or the value of
i-th channel at slot t. Let y ∈ Y is a context vector in the
context space Y that encodes a specific QoE factor. Because
we consider the wireless multimedia communications in our
experiments, we adopt some of its key context vectors as
detailed in Section VII. There can be many other factors that
be adopted as the context, e.g., type of applications, type of
devices, and type of subscription plans, etc. And, consequently,
we can design more user-friendly QoE performance metrics.
As we can see, our proposal can be custom-made to capture
any different context features.
For clarity, and to highlight the role of latent information,
we assume all the three sets are finite, and as such we
have discrete1 context space Y = {y1, ....,yk, ...,yK} with
K elements and K is the index set. Formally, let ν =
{νi,yk,s}i∈N ,k∈K,s∈S be generally the real-valued channel-
context-and-location distributions. At each slot t ∈ N, the
user’s mobility results in some location st ∈ S according to
some unknown stochastic mobility process Υ(st). Then, st is
revealed to the BS. Observing st and the current context vector
yk, an algorithm with policy π must select some it ∈ N at BS
to allocate to the user for transmission at each slot t. Finally,
a reward rt as the realized value of QoE function is sampled
from ν and observed for channel it with CSI xi,t.
In the classic definition of regret, the goal is to find up to n
slots a sequence of channels i1:n = {it}1≤t≤n with maximal
accumulated expected reward of QoE
∑n
t=1 rt∼νit,yt,st [rt].
Let µi,k,s ∈ R be the mean of νi,yk,s that is obtained by
µi,k,s = Eri∼νi,yk,st [ri] = E [r(xi,yk; s)] , (1)
where r(xi,yk; s) denotes the reward under the observed
context yk at location s, or it is short for ri,k,s.
To facilitate online learning and channel resource sharing
among multiple users, our goal now is to allocate the channel
1This model can be easily extended to continuous parameter settings as [9],
[10], [44].
with the D-th largest expected reward to certain ordered and
prioritized users and regard other channels (even channels with
larger reward) to be sub-optimal channels, so that the D-th
ranked user learns to access the channel with the D-th largest
reward. We aim to minimize the number of times that we
pick the wrong channel. Here we define two types of regrets
as follows:
• Type 1 regret: The sum of the absolute difference between
the expected reward µD,yD,s that the genie now pick
a channel with the D-th largest expected reward and
the corresponding optimal context yD, and the rt that





|µD,yD,s − Ert∼νit,yt,st [rt] |. (2)
• Type 2 regret: The absolute difference between the ex-
pected sum reward nµD,yD,s that could be obtained by
a genie that pick a channel with D-th largest expected
reward and the corresponding optimal context yD, and
that obtained by the given policy π after n plays, i.e.,
R2π(s;n) = |nµD,yD,s −
∑n
t=1 Ert∼νit,yt,st [rt] |. (3)
Note that R2π(s;n) ≤ R1π(s;n) due to the simple fact
that |nµD,yD,s −
∑n
t=1 Ert∼νit,yt,st [rt] | ≤
∑n
t=1 |rD,yD,s −
Ert∼νit,yt,st [rt] |. Note that, when D = 1 which corresponds
the typical selection of the optimal channel, we have the abso-
lute value sign to be removed and now R1π(s;n) = R2π(s;n).
The set S contains user’s location points dispersed within
the mobile network’s region. We model this latent infor-
mation by assuming that S is partitioned into C clus-
ters C = {Sc}c=1,...,C such that the distributions νc =
{νi,yk,c}i∈N ,k∈K,c∈C are the same for each s ∈ Sc. This
common distribution νc is called a cluster distribution. Ac-
cordingly, for each s ∈ Sc, we can defeine R1π(c;n) and
R2π(c;n). In practical mobile networks, both the partitions and
the number of clusters are unknown.
Similarly to the UCB1 [11] algorithm, we need to define
some important notations for our problem. At time slot n,
we denote the number of observations for the triplet (i,yk, s)
by Ti,k,s(n) =
∑n
t=1 1{it = i,yt = yk, st = s}, where 1{·}
is the indicator function. Then, we can define the group-





i∈N Ti,s(n). We use ν̂i,yk,s(n) and r̂i,k,s(n) to
denote the empirical distribution and mean value built from the
same observations, respectively. We define Rk, the maximum





E [r(xi,yk; s)]− inf
x∈X
E [r(xi,yk; s)]}.
We denote the R = maxk∈K Rk as the maximal such
deviation among all the contexts. In our problem, we can
tailor each UCB1 to a particular pair of user-location and
QoE-driven context vector. We denote the Ui,k,s(n) a high
probability upper confidence bound (UCB) on the mean µi,k,s,
i.e.,





Correspondingly, we define Li,k,s(n) a high probability lower
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TABLE I: Main Notations
Notations Definition
t, n current time slot and total number of slots
S, st set of users’ locations and user location at t
N set of channels with size N with channel index i
X set of channel states with size |X |
Y set of contexts with size K with context index k
xi,t the CSI or the value of i-th channel at slot t
it the selected i-th channel at t
ν = {νi,yk,s} channel-context-and-location distributions
rt realized reward of QoE at slot t
r(xi,yk; s) QoE with CSI xi under context yk at location s
µi,k,s mean of νi,yk,s
R1π(s;n),R2π(s;n) Type 1 and tyep 2 regret for location s
R1π(c;n),R2π(c;n) Type 1 and tyep 2 regret for cluster c
C,Sc set of clusters and the type c cluster
Ti,k,s(n) number of observed triplet (i,yk, s)
Ti,s(n) number of observed (i,yk, s) over all yk
Ts(n) number of observed (i,yk, s) over all i and yk
ν̂i,yk,s(n), r̂i,k,s(n) the empirical distribution and mean value
Rk maximum deviation in the rewards for context k
Ui,k,s(n), Li,k,s(n) UCB and LCB for triplet (i,yk, s)
Hi,k,s(n), Gi,k,s(n) HPCI and confidence gap for triplet (i,yk, s)
Ui,k,c(n), Li,k,c(n) UCB and LCB for triplet (i,yk, c)
Ti,k,c(n) number of observed triplet (i,yk, c)
r̂i,k,c(n) empirical mean for triplet (i,yk, c)
Ti,c(n) number of observed (i,yk, c) over all yk
Tc(n) number of observed (i,yk, c) over all i and yk
AD,c channel set with D-th largest reward in cluster c
TD,i,c(n) number of times BS allocates i /∈ AD,c up to n
µD,k,c D-th largest expected reward under yk in c
µi,k,c i-th expected reward for i /∈ AD,c under yk in c




rD,y(t),c(n) reward for selected triplet (D,yk, c) at slot t
∆̃kDc,i,c pseudo optimality gaps in (12)
ε = εi,k,s,s′,n adaptive factor for enlarged confidence bounds
Ss(n) compatible set or clique of user location graph
S+s (n) maximally compatible set or maximal cliques
Ωn,Fαn , Eαn Scn ∈ Ssn (n−1) and events in (13) and (14)
TDcn ,in,sn (n−1) number of selecting i /∈ AD,c at sn up to n−1
TDcn ,in,Scn (n−1) number of selecting i /∈ AD,c at Scn up to n−1
γc distortion factor
Sc(s; γ) γ-balance of S
Υ(s),Υ user arrival distribution and uniform distribution
R1,2
SCB(D) on S
(n) Type 1 and tyep 2 regret for SCB(D) on S
R1,2
SCB(D) on C
(n) Type 1 and tyep 2 regret for SCB(D) on C
M set of user with size M with user index j or m
Rπ(n) regret for multiple users
O∗M set of M channels with M largest expected rewards
O∗m set of channels with m-th largest expected rewards
r̂jt,k,Tjt,k,c(t−1),c
empirical mean under (j,yk, c) up to Tjt,k,c(t− 1)
confidence bound (LCB), i.e.,





Let the high probability confidence interval (HPCI) be
Hi,k,s(n) = [Li,k,s(n), Ui,k,s(n)] and the confidence gap be
Gi,k,s(n) = Ui,k,s(n)− Li,k,s(n).
IV. THE SCB PROBLEM WITH SINGLE USER’S KNOWN
MOBILITY WITHIN A CLUSTER
In this section, we consider the ideal case that the mobile
user’s arrivals, i.e., locations {sn}n≥1, up to current slot n
belong to a same known cluster c ∈ C. The different locations
of the user within cluster c share the same channel-and-context
distribution {νi,yk,c}i∈N ,k∈K. In this case, the uncertain latent
information of the underlying cluster is removed. Thus, the
dynamic channel allocation problem degenerates to a SCB
problem that needs to keep only a single learning instance for
the cluster. Indeed, if two distributions {νi,yk,s} and {νi,yk,s′}
are the same, then group the corresponding observations
provides a faster convergence speed. This setting provides
great insight for our rest discussions.
A. The SCB(D) algorithm
We first propose a general policy to allocate a channel with
the D-largest expected reward (1 ≤ D ≤ N ) for the single
cluster SCB problem. It is summarized as SCB(D) in Alg. 1.
The motivation is that this policy can facilitate decentralized
sharing of channels among multiple users in Section VI, such
that user m will run a learning policy targeting a channel with
the m-th largest expected reward.
The SCB(D) generalizes the UCB1 algorithm [11] in two
aspects: First, the BS keeps a UCB1 instance for each observed
context vector variable yk and select the channel i ∈ N that
is the minimal one in Li,k,c(n) with the set OD,c containing
D channels with the D-largest empirical channel reward that
maximizes Ui,k,c(n) at slot n. Both Ui,k,c(n) and Li,k,c(n)
have similar definitions as in (4) and (5) for the cluster c,
where Ti,k,c(n) =
∑n
t=1 1{it = i,yt = yk, st ∈ Sc} and the
corresponding Ti,c(n) and Tc(n).
The key idea is to store an empirical mean of µi,k,c for
every channel-context pair for the cluster c, i.e., r̂i,k,c. Specif-
ically, the BS needs to use an N ×K matrix [r̂i,k,c]N×K to
store the accumulated empirical reward from previous channel
allocation decisions. The BS also needs to store [Ti,c(n)]1×N ,
∀i ∈ N up to the current slot n. At the slot n, the channel
with index in is allocated under the observed context yk and
reward r(xin ,yk; c) is revealed. Based on these information,
[r̂i,k,c]N×K and [Ti,c(n)]1×N are updated. Since the BS
always keeps the accumulated values, the storage complexity is
only Θ(NK) that does not increase with time. And, obviously,
the overall computational complexity is O(NKn).
B. Regret Analysis for SCB(D)
In classic MAB-based channel allocation problems [33],
[34], [36], [37], the regret is calculated based on the sub-
optimal allocated channels and it is upper bounded by the
summation of optimality gaps times the expected number of
pulls for each non-optimal channels. Now, we present the
analysis of the regret upper bound for SCB(D). Denote AD,c
as the set of channels with the D-th largest expected reward in
the cluster c. We allow multiple channels with the D-th largest
expected reward, and all these channels are regarded as optimal
channels. Moreover, an optimal channel could correspond to
several context values.
Lemma 1. Under the policy SCB(D), the expected number







)2 + 1 + 2π23 , (6)
where ∆kD,i,c = |µD,k,c − µi,k,c| and µD,k,c and µi,k,c are
the D-th largest expected reward and the i-th expected reward
with i /∈ AD,c under context yk in cluster c, respectively.
Proof: See detailed proof in [48].
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Algorithm 1: SCB(D): Channel Allocation for the D-
Largest Expected Reward
1: Input: Receive sn ∼ Υ. Map the mobile user locations
{sn}n≥1 to a cluster Sc
2: Initialization [r̂i,k,c]N×K = [0]N×K and
[Ti,c(n)]1×N = [0]1×N
3: The BS observes the current context yn = yk.
4: for n = 1 to N do
5: Let i = n and select channel in = i;
6: Update r̂i,k,c = r(xin ,yk; c),∀k : 1 ≤ k ≤ K;
7: Ti,c(n) = 1
8: end for
9: while 1 do
10: n = n+ 1
11: Let OD,c contains the D channels with the D largest
values in Ui,k,c(n),∀i ∈ N ,∀k ∈ K








Ti,c(n) = Ti,c(n− 1) + 1
13: end while
Based on Lemma 1 and using the simple fact that
R2π(c;n) ≤ R1π(c;n), we can easily provide the regret bound
in the following theorem:
Theorem 1. The expected regret Rπ(c;n) under both regret

















where ∆max,c = max
i,k
∆kD,i,c.

























Since each channel’s contribution to the regret is logarithmic
in time and they are explored independently for all contexts,
the regret upper bound scales as O(NKlog(n)).
V. THE LCMAB PROBLEM WITH SINGLE USER’S
UNKNOWN MOBILITY
In this section, we come to the general case that the user’s
mobility is not restricted and can vary across multiple different
underlying clusters, and the boundaries of clusters and their
distributions are not known to the BS. We first indicate that it
is a very challenging problem according to the following high
level intuition.
Let us focus on the means of reward only. Let Cn−1 =
{c ∈ C,∀i ∈ N ,∀yk ∈ Y : µi,k,c ∈ Hi,k,S(n− 1)} be the set
of admissible clusters viewed as BS at slot n − 1, where the
confidence set Hi,k,S(n−1) is constructed using observations
for the triplet {(i,yk, b)}b∈S . Note that the true cluster c that
the user at current location belonging to is admissible due
to the concentration of measure, and thus Ct−1 is not empty.
Let c̃ ∈ Ct−1 be an admission cluster. Then, the SCB(D) in
Alg. 1 would allocate a channel Dc̃ with D-th largest expected
reward µD,k,c̃, where the simple notation k denotes the optimal
context such that its value given the least expected regret under
SCB(D). Now there are several possible situations:
1) : If another cluster c′ ∈ C such that µDc̃,k,c′−µDc̃,k,c̃ >
Hi,k,S(t − 1), the cluster c′ cannot be admissible. Because
µD,k,c′ is out of the possible confidence range under SCB(D).
The c′ is admissible only if Dc̃ = Dc′ . It means that choosing
to play Dc̃ for c′ ∈ Cn−1 does no cause harm.
2) : If ∃c′ ∈ C such that both µDc̃,k,c′ − µDc̃,k,c̃ ≤
Hi,k,S(t − 1) and Dc̃ 6= Dc′ , standing for the case that
the channel state distribution of the channel set and the
latent distribution of different clusters c′ and c̃ are very
close to each other, then the implemented SCB(D) on BS
cannot discriminate the right and wrong channels very well.
In practice, this corresponds to the wireless environment that
has very good channel condition, and the users’ mobility are
very restricted and almost static. Here, we note that if we
choose the D-th largest reward in cluster c̃, it guarantees
that |µDc,k,c − µDc̃,k,c̃| ≤ |µDc̃,k,c̃ − µDc̃,k,c|, which leads
to a controlled error. This is due to the difference of channel
and context profiles are small between c̃ and c, where this
phenomenon is verified in our real experiments.
Under known cluster information, we can obtain signif-
icantly improved regret bounds on the equivalent agnostic
version. Indeed, if two distributions νi,yk,s and νi,yk,s′ are the
same, then grouping the corresponding observations provides
a faster convergence speed. Now, we try to resolve the much
harder agnostic version that cluster distributions are unknown
with significantly improved regret bounds.
A. Grouping Channel-Context-and-Location Distributions
Before presenting the agnostic version of SCB(D) algorithm
to adaptively learn the underlying clusters at the BS, we first
discuss grouping channel distributions for speeding up the
learning. By our analysis, the grouping problem is modelled
as maximal clique in a graph covering problem.
For a subset of locations S ⊂ S, define the empirical group
distribution ν̂i,k,S(n) with associated group mean µi,k,S(n),














When S = Sc, then µi,k,Sc(n) = µi,k,c, which may not hold
for other sets Ŝ because a bias occurs when the {µi,k,s′}s′∈Ŝ
are distinct. Further, the convergence speed of the group
depends on Ti,k,S(n) =
∑
s′∈S Ti,k,s′(n)1{s′ ∈ S}, which is
typically much faster than that of a single location s that de-
pends on Ti,k,s(n). Thus, Hi,k,S(n) = [Li,k,S(n), Ui,k,S(n)]
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is potentially much smaller than Hi,k,s(n). Another important
fact is, µi,k,S(n) ∈ Hi,k,S(n) holds with high probability, but
for some s ∈ S there is no reason that µi,k,s ∈ Hi,k,S(n) due
to the introduced bias.
To leverage the estimation bias, we restrict possible groups
S by using two observations. First, if µi,k,s = µi,k,s′ , then we
must have Hi,k,s(n) ∩ Hi,k,s′(n) 6= ∅ with high probability.
More generally, it there is some S such that µi,k,s = µi,k,s′ ,
for all s, s′ ∈ S, it must satisfy that for all S′ ⊂ S and all
S′′ ⊂ S, with high probability, Hi,k,S′′(n) ∩Hi,k,S′(n) 6= ∅.





Consequently, we have Hi,k,s(n; 1 + ε) = [Li,k,s(n; 1 +
ε), Ui,k,s(n; 1 + ε)]. If µi,k,s = µi,k,s′ , we have
Gi,k,s′(n) ≤ εmin{Ui,k,s(n) − r̂i,k,s(n), Li,k,s(n) −
r̂i,k,s(n)} = ε2Gi,k,s(n). Then, we must have Hi,k,s′(n) ⊂
Hi,k,s(n, 1 + ε) with high probability.2
The distribution νi,yk,s for each context vector yk never
changes at different channel i ∈ N and user locations s ∈
S. Thus, grouping all the context vectors does not affect the
differentiation of the underlying clusters and can further speed
up the performance during the process of clustering. Therefore,
we introduce the following grouped mean µi,S(n), grouped































Similarly, we have the grouped lower confidence bound
Li,S(n) and upper confidence bound Ui,S(n), and the con-
fidence interval Hi,S(n) = [Li,S(n), Ui,S(n)] is probably
much smaller than Hi,k,S(n). Due to the linear additive
property of all context variables defined in (4) and (5)
such that in Li,S(n) =
∑
yk∈Y Li,k,S(n) and Ui,S(n) =∑
yk∈Y Ui,k,S(n), we still have µi,S(n) ∈ Hi,S(n) with high
probability.





S⊂S : ∀i ∈ N ,
∀s′, s′′ ∈ S,Hi,s′(n)⊂Hi,s′′(n; 1+ε)
∀S′, S′′ ⊂ S,Hi,S′′(n) ∩Hi,S′(n) 6= ∅
}
,
and the maximally compatible set that has the maximal group




Note that contrary to argmax, here Argmax returns a set rather
than a real value.
The set Ss(n) can be viewed as a clique in the graph theory
that covers the node s by viewing the user locations as nodes
2In this paper, for clarity, we only focus on mean-based confidence bound
analysis for our stochastic MAB problem, although other approaches like to
use the empirical distributions ν̂i,k,s(n) to measure s′ with obvious mismatch
in Kullback-Leibler divergence are possible.
Algorithm 2: A-SCB(D): Channel Allocation with
Unknown Cluster Distributions
1: Require: Parameter γ.
2: for n = 1... do
3: Receive the user’s location sn ∼ Υ and observe the
context yk at BS
4: Compute r̂i,k,s(n− 1), then Ui,k,s(n− 1),
Li,k,s(n− 1), Hi,k,s(n− 1) and Hi,k,s(n− 1).








6: Compute r̂i,s(n− 1), then Ui,s(n− 1), Li,s(n− 1),
Hi,s(n− 1) and Hi,s(n− 1), based on the
maximally compatible aggregation sets.
7: Let OS+sn contains the D channels with the D













9: Update r̂i,k,S and Ti,S(n),∀1 ≤ k ≤ K, ∀sn ∈ S.
10: end for
in the graph S(n). The problem of determining the maximally
compatible sets S+s (n) as maximal cliques is converted as a
graph covering problem. BS can use existing greedy set cover
algorithm (e.g., [46], p. 16) to solve the above problem.
B. The Agnostic SCB(D) Algorithm
We are now ready to introduce A-SCB(D), whose pseu-
docode is provided as Alg. 2. Proving strong regret bounds in
this agnostic setting is difficult without further assumptions on
the communication environment, since the cluster size and the
admissible true cluster may change at each single time slot.
For this reason, we need to make reasonable assumptions to
get strong and clear regret bounds in practice.
At first, we obtain Proposition 1 that controls the number
of pulls of sub-optimal channels under some potentially high
probability events.




that the true class cn is admissible at slot n, where cn =
c is the current cluster that the user located in and in = i
is the chosen channel. Under Ωn, there exists a maximally
compatible supper set S̃cn that contains Scn . Now let us define
the pseudo optimality gaps under each context k ∈ K
∆̃kDc,i,c = max
{
µi,k,c(s) − µi,k,c : s ∈ S̃c
∩ max
S∈Ssn (n−1)
Ui,k,S ≥ UD,k,S ,







Define Fαn and Eαn as the event that the confidence interval of
the optimal channel of cluster Sc is small enough (that ensures
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the S̃c is not too biased to the true cluster),
Fαn =
{
α∆̃kDc,i,c ≤ Gi,k,Sc , k ∈ K
}
(13)
Eαn = {min{GDc,k,Sc(n− 1),
max
s∈S̃
|µD,k,c(s) − µD,k,c|} < α∆̃kDc,in,c}.
(14)
The events Fαn and Eαn hold for small α ∈ (0, 1). Under

















Proof: See detailed proof in [48].
Remark 1. Proposition 1 shows that in all the events this
occurs with high probabilities (proved in Lemma 2 and 3),
the total number of allocated suboptimal channels for either
the current user location sn or its cluster cn is controlled in
a logarithmic order. In particular, for small ε, α and η → 1, it
shows that under Ωn∩Eαn the regret of A-SCB(D) is essentially
in between that of SCB(D) on S and SCB(D) on C up to
constants, it is never worse than SCB(D) on S, and can be
significantly better by competing occasionally with SCB(D)
on C. It now remains to show that Ωn∩Eαn happens with high
probability to deduce a non-trivial regret bound.
1) Adaptive enlargement of ε: We introduce an adaptive ε
and not just a constant ε = 1, since a constant ε does not al-
ways ensure that Scn is admissible such that Ωn happens with
high probability, but only that a subset of Scn is admissible
at slot n. To better understand the number of such locations
that are gathered in Hi,k,s(n; 1+ε), we define the distortion
factor which only depends on the law of user arrivals Υ:






where Sc(s; γ) = (s′ ∈ Sc : Υ(s) ≤ γΥ(s′)) is the γ-balance
of S with respect to cluster c for point s ∈ Sc.
The factor enables us to quantify the effective number of
user locations that are grouped with s ∈ S, which directly
indicates the speed-up that the algorithm can achieve. Impor-
tantly, if γ ≥ γc, then it holds that Sc(s; γ) = Sc for all
s ∈ Sc. A-SCB(D) uses an adaptive ε that ensures that if γ
is essentially greater that γc, then Sc(s; γ) and thus SC are
admissible with high probability.
2) Ensuring Events Ωn, Fαn and Eαn with High Probability:
For event Ωn that the true cluster is admissible, we have the
following lemma according to [12] to show that Ωn is a high
probability event.
















if γ ≥ γc +O(n−1/2).
For event Fαn that the allocation of suboptimal channels
and the errors of miss identifying clusters are controlled and
event Eαn that the optimal channel is allocated with enough
time, we obtain the following lemma to show that under mild
conditions and restrictions in mobile networks, they actually
hold with high probability.
Lemma 3. Assuming that Υ is the uniform distribution over
the network region, and all clusters have the same size. If A-
SCB(D) run with γ ∼ γc = 1, then a) Pr(Fαn ) ≥ 1−O(n−2)
holds for α ∈ [1/2, 1]; b) Pr(Eαn ) ≥ 1 − O(n−2) holds for








other words, a misidentification between two clusters is either
clear or harmless.
Proof: See detailed proof in [48].
Note that obtaining strong regret results in general network
conditions is a hard issue. Now, summarizing all the above
analysis, we can get the following Theorem 2 for a specific
but typical network scenario.
Theorem 2. Assuming that Υ is the uniform distribution,
and all clusters have the same size, in this case, if A-SCB(D)
run with γ ∼ γc = 1 and for some α ∈ (1/2, 1] and η ∈ (α, 1]
with ε defined in (9), the expected regret defined in (2) and




































From the regret results of Theorem 2, we find that the regret
upper bounds of SCB(D) on S and SCB(D) on C are still in
the optimal order of O(log(n)). But SCB(D) on C has obvious
smaller regret result than SCB(D) on S due to grouping data
of same distributions to speeding the online learning process.
VI. DISTRIBUTED LEARNING AMONG MULTIPLE USERS
In practical wireless networks, there multiple users access
the channel resources randomly at the same time by sharing the
set of N channels. The multi-access control protocol of users’
RA scheme can be both distributed (e.g. CSMA, ALOHA) or
centralized (e.g., communicating with BS, TDMA, SIC).
In this section, we consider M = {1, ...j, ...,M} users
which may have different distributions νi,yk,s,j , ∀j ∈ M
due to different user-specific context distributions for different
applications.
For channel i allocated to user j at slot t, the QoE reward
rt = ri,k,s under the observed context yk at location s is
obtained if there is not any other user allocated the same
channel. If there are multiple users accessing the same channel,
there are three cases:
1) Contention model (M1): At most one of the conflicting
users j′ get the reward rt, while other users do not
transmit, e.g., TDMA, CSMA with perfect sensing.
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Algorithm 3: DLP-A-SCB: Distributed Learning Al-
gorithm with Prioritized Access by A-SCB(D)
1: Input: Receive smn ∼ Υ for user m. Map the mobile
user m locations {smn }n≥1 to a cluster Sc
2: Initialization: [r̂i,k,c]N×K = [0]N×K and
[Ti,c(n)]1×N = [0]1×N
3: The BS observes the context ymn = y
m
k for user m.
4: for n = 1 to N do
5: Allocate channel i such that in = i = ((m+ n)
mod N) + 1;
6: Update r̂mi,k,c = r(xin ,yk; c),∀k : 1 ≤ k ≤ K;
7: Tmi,c(n) = 1
8: end for
9: while 1 do
10: n = n+ 1;
11: Allocate a channel D according to the policy
A-SCB(D) specified in Alg. 2;
12: Update r̂mi,k,c and T
m








i,c(n− 1) + 1
13: end while
2) Collision model (M2): No user gets any reward under
perfect collision model, e.g., ALOHA protocol.
3) Multiple reception model (M3): All the users get the
same reward, e.g., successive interference cancellation
(SIC).
If the BS uses round-robin schemes to allow multiple users
sharing the channel set witout conflicting, we have
1) Sharing model (M1): A scheduled users j get the reward
rt, while other users will transmit in the rest times, e.g.,
TDMA.
Note that the contention model and the sharing model have the
same resulted reward structure for all users. So, we regard it
as the same model in the respective of online learning reward.
We denote the three model as M1, M2 and M3, respectively.
Denote the policy for each decentralized user j as πj and
the set of policies for all users as π = {πj , 1 ≤ j ≤ M}.
Assuming no information exchange among users, the regret is
the gap between the expected reward of all users that could be
obtained by a genie-aided optimal allocation and that obtained























[rt] Ii,j(t) is the sum of the actual rewards obtained by all
users up to slot n. For M1, Ii,j(t) is defined to be 1 if user
j is the one with the smallest index among the users over
channel i and 0 otherwise. For M2, Ii,j(t) is defined to be 1
if user j is the only user over channel i and 0 otherwise. For
M3, Ii,j(t) is defined to be 1 for all users over channel i at
time t and 0 otherwise.
As noticed, in the downlink 5G communication scenario,
each user will either keep the profile of itself and send its
historical information to BS for downlink scheduling (M1),
or keep the profile in its locality (M2 and M3). If a user j
leave the system, the BS or other users can still utilize its
previous records and stop counting the number of rounds and
computing its value of UCB any further. Because the UCB-
type of algorithm can be implemented in a fully distributed
way for all combinatorial problems (e.g. the multi-user case)
without the complexity issue [13], no channel will be allocated
to the user j, and this will not waste any channel resources or
cost any further problems to the remaining users. This property
also holds for new arriving users.
In the next, we focus on a prioritized access problem, where
it is desired to prioritize a set of ranked users so that the D-th
ranked user learns to access the channel with the D-th largest
reward. In this scenario, we propose our distributed learning
algorithm with prioritized access, DLP-A-SCB, in Alg. 3.
Similar as in Alg. 2, here we need to keep the N ×K
vectors [r̂i,k,c]N×K and the 1×N vectors [Ti,c(n)]1×N for
each user m. We denote o∗m as the index of channel with
the m-th largest expected reward. Note that {o∗m}1≤m≤M =
O∗M . Since the BS always keeps their accumulated values,
therefore the storage complexity is now Θ(MNK) that does
not increase with time, while the computational complexity
is upper bounded by O(MNKt). Line 5 ensures that there
will be no collision among users. Line 11 in Alg. 3 means the
user m is allocated the channel with the D-th largest expected
reward with Alg. 2.
Theorem 3. The expected regret Rπ(n) under the DLP-A-















under the definition of T̄o∗m,in,sn(n) and T̄o∗h,o∗m,sn(n) on S















under the definition of T̄o∗m,in,Scn (n) and T̄o∗h,o∗m,Scn (n) on






























on C, where we have T̄o∗m,in,sn(n) and T̄o∗h,o∗m,sn(n) on
S by substituting ∆knDc,in,c in the upper bound of re-
gret in (15) with the respective associate values ∆kno∗m,in,c




m,Scn (n) on C by
substituting ∆̃kDCi,c and ∆
kn
Dc,in,c
in the upper bound of
regret in (16) with respective associate values ∆̃ko∗m,i,c
and ∆kno∗h,o∗m,c, and µmax,s = max1≤k≤K,1≤i≤N µi,k,s










Fig. 2: User locations in the campus of Huazhong University
of Science and Technology in China Mobile networks
Proof: See detailed proof in [48].
Remark 2. From the Theorem 3, we find that the regret
in the multiple users prioritized setting is upper bounded by
O(MK(N + M − 2)log(n)). For the fairness consideration
in practice, the users should be treated equally important and
there should be no priority for the users. Here we can set a
new line before the line 11, i.e., D = ((m+n) mod M)+1,
such that the D-th largest channel(s) is rotated among the M
users, i.e., the users use channels from the estimated largest
one to the estimated smallest in turns to ensure the fairness.
The analysis of the performance in this fairness setting follows
very similar as the proof of Theorem 3 and we omit here
for brevity, but we verified its performance in our experiment
section.
VII. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of our pro-
posed algorithms for the LTE downlink wireless multime-
dia communications based on a real collected data, which
is provided by China Mobile Communications Corporation.
The dataset in our experiments is collected in the region
of Wuhan City, located in the Hubei Province, China. This
dataset contains of gargantuan description fields such as signal
quality and strength of different locations of mobile devices,
network information of neighbor plots and etc. Especially, it
includes services identifiers for different type of multimedia
communications along with fundamental QoS parameters,
such as throughput (frame rate (FR)), blocking probabilities,
dropping probability (DP), packet delay, PSNR, etc. Although
the dateset is offline and contains irregular records, we take
some meaningful samples to facilitate the running of our
online learning algorithms to verify QoE performance.
A. Dataset Preprocessing and Experiment Setting
This dataset provides a detailed description of network
conditions. We extract the useful information about the user
location and QoE from the dataset. Based on user locations, we
plot the mobility graph of the campus of Huazhong university
of science and technology on the Baidu map shown in Fig. 2,
which contains a two-week monitoring of all users’ records.
There are twelve BS covering the whole campus. From the
figure, we see that most of the mobility data locations are
mainly correct but corrupted by the inaccurate measure of the
Time ×104























Fig. 3: Regret performance comparison with
N = 20,M = 5,C = 13, the best channel in different clusters
is the same
AOA field. Thus, this is a tough dataset that cause challenging
to the clustering algorithms. However, on the other hand, its
a good resource to emulate the two typical errors in mobility
networks as we indicated at the beginning of Section V.
To perform the single user online learning and multiple
user RA online learning for dynamic channel allocation in the
LTE network, we collect the communication statistics of each
virtual resource block (VRB) with a join operation with service
type, e.g., video streaming service from certain different sites,
image data transmissions from certain antenna ports, etc.
For QoE metric, based on the study in [42], we devise
a novel mean opinion score (MOS) prediction model which
incorporates dropping probability (DP), frame rate (FR), peak
signal to noise ratio (PSNR), and packet delay variation
(PDV) in the dataset. As studied in [43], a typical convention
between PDV and MOS is as follows: A constant delay (D)
is maintained at 150ms and the ∆D as PDV is taken as a
measure of the MOS. Only with constant delay 150ms and
no ∆D i.e., 150ms± 0ms the value of MOS is high, which
obtained for both fast and slow moving videos are more than
perceptible and are not annoying. When D ± ∆ equals to
150 ± 0ms, 150 ± 10ms, 150 ± 25ms, 150 ± 75ms and
150 ± 100ms, the MOS ranges from 4 ∼ 4.15, 3.41 ∼ 4.19,
3.31 ∼ 4.19, 2.92 ∼ 4.08 and 2.5 ∼ 3.31 for several type
of TCP and UDP protocols. Another example is described
in [42] for the conversion between PSNR and MOS. In the
LTE network, we have the values of PSNR (dB) > 37.67,
32.00 ∼ 37.01, 26.00 ∼ 31.21, 22.00 ∼ 25.91 , < 21.86
corresponds to MOS values “5, 4, 3, 2, 1”, respectively. Based
on the study in [42], we devise a novel MOS prediction model
which incorporates the DP, FR, PSNR, and PDV into the MOS
calculation as shown below:
MOS =
e1 + e2FR+ e3 ln(PSNR)




where the regression coefficient e1 to e6 is unknown in the
prediction model. In our experiments, we use the matlab non-
linear toolbox to perform a nonlinear regression analysis of the
dataset offline, where the coefficients are e1 = 8.3025, e2 =
−0.9371, e3 = 0.5723, e4 = 1.9612, e5 = 9.10246ande6 =
11
0.1238 along with R2 showing the goodness of fit for the video
applications over the LTE networks. The model is verified
with three different video sequences of suzie, carphone and
football in the three corresponding slow, median and fasting
moving content categories. MATLABTM function nlintool
has been used to carry out the nonlinear regression analysis.
R2 indicates the goodness of fit of the fitted coefficients of the
models, which is on average of 92.31% in our model. In our
experiments, the set {FR,PSNR,DP,PDV } is the context
set for the online learning algorithms.
B. Regret Performance Comparison
We conduct our experiments under different groups with
numbers of channels N , users M and clusters C, and compare
the performance of algorithms A-SCB(D), SCB(D) on S,
SCB(D) on C and Vanilla UCB1. A-SCB(D) is our proposed
practical agnostic algorithm. In contrast, SCB(D) on S is the
ideal and raw version of our algorithm that does not explore
the diversity of user location information, and SCB(D) on C is
the ideal and theoretical version of our algorithm that assumes
known priori information of all clusters and the cluster type
of all users’ locations. Moreover, Vanilla UCB1 represents
all the previous MAB algorithms (e.g., [31]–[37]) that do
not utilize the QoE context and user behavioral information.
Fig. 3 and Fig. 4 show the regrets comparisons of the proposed
algorithms in different scenarios. The vanilla UCB1 [11] and
SCB(D) on S are adopted as baselines. Note that we adopt the
prioritized multi-user RA online learning for all the algorithms,
e.g. the A-SCB(D) is actually DLP-A-SCB(D). The thick lines
in the figures are used to represent the mean regrets and the
dashed lines for quantiles at levels 0.25, 0.5, 0.75, 0.95 and
0.99. By sampling the dataset, we set the distortion factors γc
as 3.24. The algorithms run over 100 trials for a large horizon
n = 30000, where the QoE performance metrics shown in the
next subsection are satisfactory.
Fig. 3 presents a scenario where the best channel in different
clusters is the same and the distribution of CSI among different
channels are quite close. In this case, it is very hard for the
A-SCB(D) to distinguish different channels (to find the D-
optimal ones) and different clusters. We find that the SCB(D)
on S performs poorly, and the A-SCB(D) is defeated even
by UCB1 slightly, because there is one channel as the best
for all contexts in this scenario. This indicates our proposed
algorithms should have potential to work well in the more
complex dynamic changing wireless environments.
Fig. 4(a) presents an expected performance, where both
the vanilla UCB1 and the SCB(D) on S perform poorly
with respect to the offline optimal value. In this scenario,
the best channel is different in the different clusters, and
the corresponding value is always very high and are well
separated from other channels by A-SCB(D). Comparing to
the A-SCB(D), the vanilla UCB1 without human behavior and
QoE data included, has an 228.73% value of regret increase.
This indicates great performance gain of A-SCB(D) in this
scenario, and A-SCB(D) is especially good at differentiating
channels with different qualities, and predict the best CSI for
DCA in wireless communications over time.
TABLE II: Blocking Probability
(M,C) Algorithm Probability \ round 3× 104
N = 8N = 16N = 24N = 32N = 48N = 64
A-SCB(D) .561 .534 .512 .483 .478 .452
SCB(D) on S .675 .643 .592 .577 .569 .547
(50, 74) SCB(D) on C .509 .481 .461 .435 .430 .407
Vanilla UCB1 .622 .602 .574 .538 .532 .525
No Learn .729 .684 .666 .618 .621 .588
A-SCB(D) .621 .584 .543 .513 .491 .467
SCB(D) on S .732 .689 .641 .605 .578 .551
(20, 74) SCB(D) on C .571 .537 .532 .461 .447 .425
Vanilla UCB1 .745 .701 .652 .616 .589 .560
No Learn .776 .730 .678 .646 .624 .592
TABLE III: Throughput (FR)
(M,C) Algorithm Kbps \ round 3× 104
N = 8N = 16N = 24N = 32N = 48N = 64
A-SCB(D) 61.3 82.4 104.6 106.1 109.3 113.3
SCB(D) on S 52.2 70.1 88.4 90.1 92.9 96.3
(50, 74) SCB(D) on C 73.2 98.8 124.8 127.2 131.2 136.1
Vanilla UCB1 54.9 74.2 94.1 95.5 98.1 .102.0
No Learn 49.0 65.9 83.7 84.9 87.2 90.6
A-SCB(D) 55.1 69.1 74.2 85.6 90.4 93.2
SCB(D) on S 46.8 58.7 62.9 72.8 76.8 79.2
(20, 74) SCB(D) on C 66.0 82.8 89.0 102.7 108.1 111.8
Vanilla UCB1 49.5 62.1 66.8 77.0 81.4 83.9
No Learn 44.0 55.2 59.4 68.5 72.3 74.4
Fig. 4(b) presents a variant on a dataset when N is large.
As expected, the performance of all algorithms degrades, but
A-SCB(D) is still competitive with respect to the baseline
SCB(D) on S. In this scenario, comparing to the A-SCB(D),
the vanilla UCB1 has an 113.09% value of regret increase.
With larger number of channels, the A-SCB(D) is more
capable to explore the multi-channel diversity than vanilla
UCB1 in wireless communications, which proves its advantage
and effectiveness.
Fig. 4(c) presents a variant on a dataset when M is large,
one user only dwells on each location s 10 times less than
the previous dataset, which is challenging. From the results,
we find that the A-SCB(D) behaviors initially like SCB(D)
on S, and gradually it behaviors like SCB(D) on C. In this
scenario, comparing to the A-SCB(D), the vanilla UCB1 has
an 517.18% value of regret increase. This inundates that the
proposed A-SCB(D) performs extremely well in exploring the
multi-user and mobility diversity, which has great potential
to be applied in the large-scale and high mobility network
conditions.
Fig. 4(d) presents a variant on a dataset when C is large and
the number of users is also large. Although we find that most
of the users are within 10 ∼ 30 number of clusters, we see
that A-SCB(D) still works fairly decent in this case.
As a summary of results in Fig. 4, A-SCB(D) consistently
competes with SCB(D) on C, while UCB1 and SCB(D) on
S obtain poor regrets in typical and practical scenarios. This
indicates that our proposed algorithm A-SCB(D) by incor-
porating human-behavioral data into channel allocation can
greatly improve the performance of mobile communications.
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(a) N = 20, M = 5, C = 13
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(b) N = 64, M = 5, C = 13
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(c) N = 32, M = 50, C = 74
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(d) N = 32, M = 20, C = 74
Fig. 4: Regret performance comparison where the best channel in different clusters is different
TABLE IV: Dropping Probability
(M,C) Algorithm Probability \ round 3× 104
N = 8N = 16N = 24N = 32N = 48N = 64
A-SCB(D) .061 .067 .072 .086 .109 .123
SCB(D) on S .0738 .081 .086 .104 .131 .148
(50, 74) SCB(D) on C .055 .060 .066 .077 .099 .110
Vanilla UCB1 .072 .079 .085 .101 .129 .145
No Learn .076 .084 .090 .107 .136 .154
A-SCB(D) .061 .068 .075 .089 .111 .124
SCB(D) on S .072 .080 .089 .105 .130 .146
(20, 74) SCB(D) on C .058 .065 .071 .084 .105 .118
Vanilla UCB1 .074 .082 .091 .108 .134 .150
No Learn .076 .085 .092 111 .167 .187
TABLE V: Measured Average PDV
(M,C) Algorithm ms \ round 3× 104
N = 8N = 16N = 24 N = 32 N = 48N = 64
A-SCB(D) 26.1 23.4 18.6 15.4 14.3 12.2
SCB(D) on S 31.2 28.1 22.3 18.5 17.2 14.6
(50, 74) SCB(D) on C 23.4 21.1 16.7 15.6 15.1 14.2
Vanilla UCB1 30.7 27.1 21.0 17.6 16.1 14.9
No Learn 32.7 28.9 23.1 19.7 17.7 15.6
A-SCB(D) 27.7 25.3 21.3 18.2 15.7 13.9
SCB(D) on S 30.47 27.9 23.1 20.1 16.8 14.2
(20, 74) SCB(D) on C 24.9 22.3 18.4 16.3 15.4 13.4
Vanilla UCB1 31.3 28.1 24.4 21.3 17.8 15.2
No Learn 36.1 32.4 27.1 23.0 18.6 16.6
C. MOS Performance Metrics
We also compare the performance of obtained results of
blocking probability, FR, DP, PDV and PSNR, under the QoE
performance metric of the MOS for the algorithms A-SCB(D),
SCB(D) on S, SCB(D) on C, Vanilla UCB1 and the plain case
where no machine learning algorithm is applied (“No Learn”).
We have listed the respective comparison results in Table II,
Table III, Table IV, Table V and Table VI under two typical
(M,C) user-context pairs (50, 74) and (20, 74) under different
size of channels N .
In Table II, we can find that the A-SCB(D) have a 9%-
13% blocking probability reduction than Vanilla UCB1 and
a reduction of 13%-29% of blocking probability than “No
Learn” on average for all the scenarios. In Table III, we
can find that the A-SCB(D) have a 18%-26% throughput
improvement than Vanilla UCB1 and a improvement of 22%-
34% of FR than “No Learn” on average for all the scenarios.
In Table IV, we can find that the A-SCB(D) have a 11%-17%
DP reduction than Vanilla UCB1 and a reduction of 19%-31%
of DP than “No Learn” on average for all the scenarios. In
Table V, we can find that the A-SCB(D) have a 27%-35%
PDV reduction than Vanilla UCB1 and a reduction of 36%-
54% of PDV than “No Learn” on average for all the scenarios
.In Table VI, we can find that the A-SCB(D) have a around
1.8dB PSNR improvement than Vanilla UCB1 and a reduction
of 3.2dB PSNR improvement than “No Learn” on average for
all the scenarios.
In summary, when we transfer the values of FR, DP, PDV
and PSNR into the reward of MOS as the QoE performance.
We figure out that on average the our proposed A-SCB(D)
have a range of 12% − 44% QoE improvement than Vanilla
UCB1 and a range of 25%−57% QoE improvement than “No
Learn” cases. This strongly support that our proposed algo-
rithms have great capability to improve the QoE performance
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TABLE VI: PSNR
(M,C) Algorithm dB \ round 7× 107
N = 12 N = 24 N = 32 N = 48 N = 64
A-SCB(D) 36.29133 36.53665 37.20356 37.96044 39.19218
SCB(D) on S 33.76521 34.01298 36.39812 36.89234 38.24134
(50, 74) SCB(D) on C 38.56413 39.12341 42.13119 43.09881 45.23142
Vanilla UCB1 34.33315 35.75614 36.89124 37.34213 38.54146
No Learn 33.01298 33.68431 34.87545 35.41490 36.56721
A-SCB(D) 32.12351 32.87234 33.34986 34.54129 36.12963
SCB(D) on S 30.91234 30.35421 31.12412 32.98872 35.67512
(20, 74) SCB(D) on C 34.51861 34.31985 35.99051 36.87512 39.02195
Vanilla UCB1 30.20297 30.98513 31.98155 33.20124 35.97851
No Learn 29.28213 29.81431 30.41512 32.51342 33.90818
in future wireless communications.
D. Performance of Prioritized and Fair Learning Algorithms
Next, we conduct the experiments in the the multi-user
RA scenario. Without loss of generality, we compare the
specific performance indices terms under the MOS for both
prioritized and fair channel access in the MAC scheme M3
under SIC. Fig. 5 provides the offline optimal values for
the prioritized access (“prio opt”), prioritized access by the
proposed online learning algorithm (“prio learn”) and fair
access by the proposed online learning algorithm (“fair learn”).
In the “prio learn” scheme, we consider three EUs, in which
EU 1 has the highest priority, EU 2 has the medium priority
and EU 3 has the lowest priority.
Fig. 5(a) presents the blocking probability of EUs, which
describes the number of blocked new connections. The results
of the blocking probability verify the theoretical analysis for
both schemes. Moreover, the “prio learn” achieves a very quick
convergence to its offline optimal value, which demonstrates
the accuracy and correctness of our proposed algorithm. In
addition, the performance difference between the “prio learn”
and “fair learn” schemes is not significant. In Fig. 5(b), we
present the dropping probability of EUs, which describe the
number packet drops in wireless multimedia communications.
EU 1 has the least values of DP, while EU 3 has the highest
values of DP in the “prio learn” scheme. However, the DPs
of all EUs are close to each other in the “fair learn” scheme.
Fig. 5(c) presents the throughput performance of EUs. The
proposed online learning algorithm can always guarantee that
the EU with a higher priority have a higher throughput,
while there is a tradeoff on DP performance among multiple
users with the increase of number of channels in Fig. 5(b).
Fig. 5(d) presents the delay performance of the EUs. The
values of PDV for both ‘prio learn” and ‘fair learn” schemes
are ranged from 5 ∼ 20ms, which correspond to acceptable
MOS for the QoE performance. For example, EU 1 with a
PDV value around 5 indicates a very high QoE for the user
with the highest priority. In reality, some clusters may be more
important, e.g., running more applications with more stringent
QoE requirements. For the number of prioritized users who
have better QoE performance, we could identify them to be
the more prioritized clusters, which are expected to have better
channel conditions and offer better QoE-aware services. This
information could be collected for the wireless communication
environment planning, and we can put the more important
users within these prioritized clusters.
Furthermore, we study the real video transmission by three
groups of datasets, which includes the fast moving videos,
median moving videos and slow moving videos. We focus
on the PSNR performance that is statistically calculated by
the video streaming protocols and mapped it on each corre-
sponding channel. We list the measured average video PSNR
in Table VII. From the multiple user distributed learning, EU
1 always achieves a higher PSNR than other two EUs, and
EU 1 has the lowest PSNR. With the increase of number of
channels, the searching space increase for seeking the video
frames with larger PSNR values, and thus the PSNR values
of all EUs increase. By the mapping from PSNR to MOS,
the proposed channel allocation scheme can achieve the good
multimedia transmission quality for all users. Specifically, the
average QoE improvement for ‘prio learn” over the ‘fair learn”
scheme is about 8%-17%. This indicates that providing priority
services to prioritized users could effective improve their QoE
performance in our algorithm setting.
VIII. CONCLUSION AND FUTURE WORK
We design effective online contextual bandit learning al-
gorithms to facilitate QoE-driven dynamic channel allocation
by incorporating human behavioral data for 5G networks. We
propose an agnostic Latent SCB algorithm to resolve this hard
problem. Specifically, our proposed A-SCB(D) algorithm has
an about 30% QoE improvement than classic Vanilla UCB1
algorithm and an about 45% QoE improvement than the case
without implementing machine learning algorithm. Moreover,
the prioritized version of our algorithm shows an additional
10% QoE improvement over the fairness learning version. This
demonstrates that exploring human behavioral data indeed has
great potential to improve the performance of 5G networks.
For future research, to further embrace the power of big
data analytics for DCA in 5G wireless communications, we
strongly suggest to devise the low-complexity deep reinforce-
ment learning algorithms to model trajectory prediction and
radio maps by considering the spatial channel distribution
variation. As we can see, the curse of dimensionality issue
hinders its progress, which must be heavily resolved at first.
This is especially true for the model-free reinforcement learn-
ing algorithms. To resolve this problem, we suggest to study
the model-based reinforcement learning in a latent space [29],
which is very promising solution. The idea is quite similar
to the LCAMB proposed in this paper, which uses the latent
representation to discard information freely that is irrelevant to
the design goal. Plus, we can utilize the idea of the hierarchical
or tree-based structure to further reduce the complexity of
learning algorithm, such as the one in [30].
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Fig. 5: Performance of EUs under MOS as QoE metric
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