In two experiments, memory was tested for changes in viewpoints in naturalistic scenes. In the key study condition, participants viewed two images of the same scene from viewpoints 40º apart. There were two other study conditions: The two study images were identical or were of different scenes. A test image followed immediately, and participants judged whether it was identical to either of the study images. The scene in the test image was always the same as in a study image and was at least 20º from any study image on different trials. Two models were tested: (1) views stored and retrieved independently and (2) views combined at retrieval. The crucial test of these hypotheses involved a comparison (in the key study condition) of the interpolation condition (the test image was presented between the two study images and 20º from both) and the extrapolation condition (it was 20º from one study image and 60º from the other). Performance in the interpolation condition was far worse than what was predicted by the first model, whereas the second model fit the data quite well. The latter model is parsimonious in that it integrates previous experiences without requiring the integration of the views in memory. We review some of this model's broader implications.
One of the most amazing properties of the visual system is its ability to identify our surroundings, despite the variety of visual conditions that change the image reflected onto the retina (e.g., lighting, color). This is especially apparent in our ability to recognize the same scenes from a number of different views. Although there have been many studies on the recognition and perception of scenes over the past few decades (for a review, see Henderson, 2007) , only a few have investigated how scenes are represented across different viewpoints and how the system uses this information in scene recognition (Christou & Bülthoff, 1999; Garsoffky, Schwan, & Hesse, 2002; Hock & Schmelzkopf, 1980; Nakatani, Pollatsek, & Johnson, 2002; Shelton & McNamara, 1997) . Christou and Bülthoff focused on this problem by using a navigation task in a virtual-reality setting. Participants were allowed to explore an attic (consisting of multiple rooms) from certain viewpoints. When participants were asked to recognize still images taken from this environment, it was shown that scene recognition was highly viewpoint dependent. However, the scenes were relatively impoverished, because they consisted mainly of rooms defined by planar walls, floors, and ceilings, with only the angles and orientations of these planes able to provide information for distinguishing these views. Shelton and McNamara were also interested in the representation of large, navigable spaces and had participants memorize the relative locations of items from specific viewpoints within an array of objects. Participants were then asked to imagine themselves aligned to different views and to report the relative positions of the objects. Imagined headings aligned with the study views were easier to retrieve than novel headings, and so performance was consistent with a viewpoint-dependent representation of the space. The important thing to note about these two studies is that the space, as represented by the walls or the array of objects, was the primary focus of the investigation.
In other studies Garsoffky et al., 2002; , participants studied dynamic scenes depicting moving players in a soccer game (Garsoffky et al., 2002) or a basketball game . In these studies as well, it was found that performance was viewpoint dependent. However, as discussed in Huff et al. (2007) , the nature of representing dynamic scenes may be likened more to a descriptive "event" representation (Zacks, Tversky, & Iyer, 2001 ) and so may involve consideration of information not present in the static scenes that are typical of scenerecognition studies. Therefore, it is difficult to conclude solely on the basis of these studies how scenes are repre-sentations. What is clear from both of these approaches is that, when multiple views of the same object or scene are shown and each view differs drastically (either because of a large change in distance from the new view to the stored view or because numerous part changes have occurred in the structural description), a new representation is created. We surmise that, when a scene is shown at different viewpoints, each view is represented anew due to a number of changes that occur in a scene in terms of both its spatial layout and its object contents. 1 The most common test of the two prominent approaches to object recognition (viewpoint dependent, viewpoint invariant) has been to examine the extent to which new views of an object can be recognized by generalizing from known views (Biederman & Gerhardstein, 1993 , 1995 Peissig & Tarr, 2007; Tarr & Pinker, 1989) . If multiple studied views of the object are considered, the visual system must contend with multiple experiences with that object when it judges a new view. If we assume that the previously studied views of the object are stored as multiple representations (i.e., assuming an instance-based approach), there are generally two types of judgment processes that can be taking place to allow the system to decide whether a new view of an object matches the stored views of an object in memory. On the one hand, the new view can be compared (e.g., via alignment) with each of the views stored in memory (Tarr & Pinker, 1989 , 1990 Ullman, 1989) . Alternatively, all stored views can be somehow combined and compared with the new view (H. H. Edelman, 1999) . H. H. Bülthoff and Edelman showed that the object is more readily recognized when a test image is from an interpolated viewpoint (i.e., presented between the two studied views) than when the viewpoint of the test image is extrapolated (i.e., outside of the boundaries set by these studied views); they concluded that the latter of the two judgment processes was more likely occurring.
If we consider a case in which multiple views of a scene are observed and stored, there is the question as to how the system uses the stored information from multiple instances of different views to assess a new view of the same scene. On one hand, it could be that, due to the vast number of changes occurring with viewpoint changes, the system is less able to combine old views for comparison with new ones. On the other, in order to be able to extrapolate to new views, it is possible that the system treats individual objects and scenes in the same way and combines the known views of a scene. In the present study, we focused our investigation on examining how a judgment is made. We point out that an investigation into the processes involved in making this judgment does not favor one type of representation (i.e., these judgments can be instantiated with either an image-based or a structural description, or with some other type of scene representation). We think, however, that the way in which information is used in the decision process can shed some light on the representation; we return to these ideas in the General Discussion section.
In the present study, participants were asked to judge whether a test image of a scene was presented either from sented across different viewpoints and how the system uses this information, because the definition of the scene varied so greatly. In the present study, scenes are defined as semantically coherent views of the world, as in the definition put forth by Henderson and Hollingworth (1999) .
In contrast to scene recognition, the nature of object recognition has been the subject of numerous investigations, and the theoretical approaches may shed some light on how the visual system processes more complex scenes (for a complete review, see Peissig & Tarr, 2007) . Theoretical approaches to the recognition of objects across viewpoints are of two main types: viewpoint dependent and viewpoint invariant. Although these labels describe the type of recognition performance expected when objects are recognized from new viewpoints, the main tenet of each approach is the nature of object representations. Researchers who support a viewpoint-dependent approach posit that object representations are image based (I. Tarr, 1995) or prototype based (Edelman, 1999; Ullman, 1989) . When one is presented with a new view of a known object, an alignment process takes place to match the present view with the stored view (Tarr, 1995; Tarr & Pinker, 1989; Ullman, 1989) ; otherwise, recognition is based on viewpointindependent distinctive features (Tarr, 1995) . So, in this approach, object representations consist of multiple snapshots gathered from experience at specific viewpoints. As a result, input from the new view is aligned and relatively monotonic increases in error and response times (RTs) are expected as a function of the distance of this new view from the most similar stored view.
Alternatively, researchers supporting a viewpointinvariant approach have proposed that the visual system creates a viewpoint-invariant representation of objects (Biederman, 1987; Biederman & Gerhardstein, 1993 , 1995 Marr, 1982; Marr & Nishihara, 1978) . These researchers have posited that objects are represented as structural descriptions of the spatial relations among simple, volumetric 3-D parts. Thus, the structural description representations can be used to recognize objects from a number of viewpoints, limited only by the extent to which the constituent parts do not change across views (Biederman, 1987; Biederman & Gerhardstein, 1993) . Given that the structural descriptions match across views, performance should be relatively consistent across these views of the object, even if they have not been viewed previously. Therefore, it follows that viewpoint-dependent performance is expected when the structural description changes by either the addition of a part previously occluded or the deletion of a part that has become occluded (Biederman & Gerhardstein, 1993) . In this case, a new structural description is required for the same objects from a different view to account for the changes in visible parts.
It is not clear how the theoretical approaches based on the use of isolated objects as stimuli generalize to scenes, which consist of multiple objects arranged in specific spatial layouts, all of which can change with shifts in viewpoint. Despite these differences, the constraints placed by each of the approaches on visual recognition can serve as a guide to investigate viewpoint information in scene repre-probable, because a new decision is made only if all the individual decisions are "no"; thus, unless the added study image can be rejected as being different from the test image with a probability of 1, the probability of a new judgment is lowered by this added study image. Moreover, using the independent decision model with an inverse decision rule (i.e., "Have you seen this scene before-ignoring orientation?") could also give a reasonable account of the typical identity-recognition task discussed earlier (H. H. Christou & Bülthoff, 1999; Humphrey & Khan, 1992; Ullman, 1989; Ullman & Basri, 1991) . That is, such a model would assume that each study image is compared with the test image and a yes/no (match/mismatch) decision is made, and that an overall new decision is made only if all the individual decisions are "mismatch." Thus, such a model would predict that old judgments would be more probable as the number of different study images increases, that old judgments would be more likely the more similar the test image is to any particular study image, and that interpolated test images are more likely to be judged "the same" as the study images, because they are, on average, closer to them.
The independent decision model, however, makes one fairly simple, testable prediction that does not require any specification of parameters. It involves a comparison between the two key test conditions in Experiment 1: the interpolation condition and the two different extrapolation conditions. In the key study condition in Experiment 1, we showed participants two different images of the same scene from two viewpoints. To be consistent with our terminology below, we refer to the viewing angles of the two study images as 20º and 60º. Participants were told to study these images for an immediate memory test to follow. As stated above, participants were asked to indicate whether the test image was taken from exactly the same viewpoint as was one of the study images (to which they would respond "old") or from a new viewpoint (to which they would respond "new"). There were three conditions for new test images. In the interpolation condition, the test image was at the 40º viewpoint (i.e., intermediate between the two study viewpoints), and in the extrapolation test conditions, the test image was at either 0º or 80º (i.e., outside the two study viewpoints). Thus, in the interpolation condition, both memory study images were 20º from the test image, whereas in each extrapolation condition, one memory study image was 20º from the test image and the other was 60º from the test image. Given that the study images were presented sequentially, the order of presentation must be taken into account; it was reasonable to assume that the decision of "mismatch" would become more difficult with a greater lag between the presentations of a study image and the test image. By making one simplifying assumption-that all "near" study images (i.e., 20º from the test image) were equally confusable with the test image and all "far" study images (i.e., 60º from the test image) were also equally confusable with the test imagewe were able to model the probabilities of making new judgments in the interpolation and extrapolation conditions with the following three equations (where "first" and the same viewpoint as were previously seen images of the scene or from a new one. We chose a viewpoint discrimination task in order to avoid possible confounding effects of distinctive features that can accompany a typical identity-recognition task (especially in the case of very disparate stimuli, such as scenes) (Tarr, Bülthoff, Zabinski, & Blanz, 1997) . Our ensuing focus is on how one makes a judgment of "new" in this task (i.e., the scene that has been previously viewed, but never from the viewpoint of the test image). In particular, we were interested in determining whether performance in such a task could be explained by assuming that people compared each of the stored viewpoint-dependent representations of the scene with the test image separately, or whether one needs to posit that some sort of integration of these representations is involved in the decision. In the following, we assume (1) that the views of a scene are all taken from the same vertical height, so that the views differ only in the horizontal viewing angle, and (2) that the difference in horizontal viewing angle between two scenes is ordinarily a good index of how similar a study image is to a test image.
Again, assuming that the views of a scene are stored as separate representations, we would expect memory performance to have two properties. The first is the obvious property that, all else being equal, a new judgment is less difficult the greater the difference in the viewing angle between the test image and a particular study image. The second property is that having two different views of the scene in memory (neither of which is the same as the test image) makes it more difficult to make a new judgment than if only one of those images is in memory. That is, it would seem that each additional study image has some degree of match to the test image and thus should make a new (i.e., mismatch) judgment more difficult. We describe two models (with those two properties) that we will evaluate on the basis of the memory performance observed in the experiments. The first is described in detail below; the second is only sketched, but will be presented in full and tested later. However, we emphasize that a key property of both, and one that we are exploring, is that each stored scene view is a separate memory representation (for reasons stated above). The difference lies in how the results of these judgments are accomplished.
First, consider the independent decision model. This is perhaps the simplest way in which the information from the comparisons between various study images and the test images can be assessed. In this model, each view is stored in memory as a separate entity, and then, when a test image is presented, (1) each study image is compared with the test image independently, and a yes/no decision is made about whether there is a match between the two; then (2) a "no" (new) decision is made on the test image only if each of these separate decisions is "no."
Although this model may seem too simple, it is not unreasonable. First, it has the two properties that we outlined above. Obviously, it predicts that the probability of making an overall decision of new would be higher the more dissimilar any given study image is from the test image (all else being equal). It also predicts that introducing an additional study image would make a new decision less particular, the latter appears to account for the data quite well. However, because the specification of these models requires significant detail, including assumptions about parameters, we defer discussion of it until later.
Briefly put, Experiment 1 contains both the key test of the independent decision model and the key data for the integrated decision model. Experiment 2 is a control experiment, which contains conditions that check that there are no artifacts influencing the key conditions of Experiment 1 and, therefore, compromising the tests.
EXPERIMENT 1
As indicated above, the focus in Experiment 1 was on how people discriminate a test image from two study images of the same scene shown at different viewpoints. In these different-viewpoints study conditions, the two study images were 40º apart. In one key test condition (the interpolation condition), the test image was taken from a viewpoint halfway between them. In the other key test condition (the extrapolation test condition), the test image was 20º apart from one of the study images and 60º from the other. There was also a test condition in which the test image matched one of the study images. As our discussion up to this point, we hope, has made clear, although the independent decision model (or any reasonable model) predicts that the interpolation test image will be harder to judge as different than the extrapolation test images will be, the independent decision model makes a simple quantitative prediction about the relationship of these conditions (formulated in Contrast 1).
In addition to the different-viewpoint study condition, in the identical-viewpoint study condition, the identical image was presented twice during the study section of the trial. This study condition was added as a baseline control to assess the difficulty of discriminating the test image from the images presented at the various viewpoints seen in the different-viewpoints study conditions.
Method
Participants. Thirty-six University of Massachusetts undergraduates participated for credit toward an introductory psychology course. They all had normal or corrected-to-normal vision.
Stimuli and Apparatus. Stimuli consisted of 48 illustrations of naturalistic indoor scenes rendered in 3-D with Data Becker Home Design 5.0. These scenes (which subtended a visual angle of 40.6º horizontally and 31.2º vertically) were displayed at a resolution of 800 600 pixels in 24-bit color on a 19-in. monitor with a 100-Hz refresh rate. Each scene was rendered from five different viewpoints, labeled 0º, 20º, 40º, 60º, and 80º in Figure 1A , which shows an example stimulus at each of these viewpoints.
Design and Procedure. Participants were shown two study images, which were followed immediately by a test image (Figure 1B) . The two study images could be either different images of the same scene, one from the 20º viewpoint and one from the 60º viewpoint (different-viewpoints condition), or two identical images of a scene taken from either the 20º or the 60º viewpoint (identical-viewpoint condition). The test image could be identical to a study image (old condition) or could be the same scene taken from a different viewpoint than that of either of the study scenes (new condition). As indicated above, for the new condition, there were two types of new viewpoints that could be shown during test.
"second" mean presented first and second, respectively, and "no" means deciding that there is a mismatch between an individual study image and the test image). These equations made the obvious prediction that performance would be worse in the interpolation condition (i.e., fewer correct "new" responses) than in either extrapolation condition, because one of the component mismatch decisions was more difficult in the interpolation condition than in either of the extrapolation conditions. However, they also imply the following less obvious prediction:
This inequality follows straightforwardly from the three equations above. That is, multiplying the right-hand sides of the two equations for the extrapolation conditions yields the product of four probabilities: the product of two probabilities in the right-hand side for the interpolation condition multiplied by two other probabilities. Hence, because probabilities are less than or equal to 1, this product (the right-hand side of the inequality above) is less than or equal to the left-hand side of the inequality. We should add that this prediction is independent of how one views each mismatch decision as being made: Each decision could be consistent with a simple threshold model or with a signal-detection model. Thus, testing whether Contrast 1 is greater than or equal to zero is our key test of the independent decision model.
What are the alternatives to this model? Staying within the general framework of assuming (1) that the memory representations are stored separately and (2) that the decision of old or new has, as components, independent comparisons of the test image with the various study images, there are clearly many such models. The one we consider here (referred to as the integrated decision model) is that the old or new judgment is produced through a combination of the information from all representations. To allow for this combination, each comparison of the test image with a study image produces a graded or "strength of match" output rather than an old/new decision. We develop the details of two instances of this class of models below, and, in from the same scene and for each trial a different scene was used. There was no break between the practice and experimental trials.
At the beginning of each trial, a black fixation cross was shown at the center of a white background. Participants were instructed to look at this fixation cross and to press a key when they were ready to begin a trial. On each trial, the two study images were shown sequentially for 2.5 sec each, with a 1-sec delay between them. Following the presentation of the second image, the word "Test" was displayed for 2 sec at the center of the screen to indicate that the next image would be the test image and required a response. The test image was then displayed until the participant responded. Participants responded as to whether the test image was identical to one of the preceding test images by pressing one of two buttons that corresponded to "yes" (old) or "no" (new). Whenever RT exceeded 2.5 sec, a buzzer sounded, which the participants were warned indiIn the interpolation condition, the test viewpoint fell between the two study viewpoints (40º). In the extrapolation condition, the test viewpoint fell outside the two study viewpoints shown (0º and 80º). The order and the viewpoints shown in the study and test conditions were counterbalanced across participants, and all 12 combinations of study and test stimuli were used. For the identical-viewpoint study condition, we call tests at the 40º viewpoint interpolation control and the average of tests at the 0º and 80º viewpoints extrapolation control, because they involved test stimuli at the same viewpoints as those in the interpolation and extrapolation conditions, respectively.
Participants were tested in 48 experimental trials. One third of the trials were old, and two thirds were new; half of the new trials were interpolation trials, and half were extrapolation trials. These were preceded by 15 practice trials. Within each trial, all images were taken 17.3% higher when the "close" study image (the one 20º from the test stimulus) was the first rather than the second study image [t(35) 3.94, p .01]. Of greatest interest, however, is that the percent correct in the interpolation condition was only about half that of the average of the extrapolation conditions [t(35) 6.73, p .01]. Moreover, this is not explainable by the lag effect, because there were 23.6% more false alarms in the interpolation condition than in the extrapolation condition in which the test image was 20º from the first study image (Table 1, RT. RTs were on the order of 1 sec (see Table 1 ). The RTs reported are for correct trials only. The pattern of data mirrored that of the accuracy data, so that none of the comparisons above were compromised by a speedaccuracy trade-off. However, because of the high error rates in many of the conditions, it is difficult to draw strong inferences about the size of the RT differences. Of greatest interest is that the RTs in the interpolation condition were 158 msec greater than the average of the RTs in the two extrapolation conditions [t(35) 4.06, p .001]; however, the 101-msec difference between the interpolation condition and the extrapolation condition in which the near image was presented first was only marginally significant [t(33) 1.81, p .10]. For the different-viewpoints conditions, the 120-msec lag effect when the correct response was old and the 124-msec lag effect for the extrapolation conditions were both significant [t(35) 3.08, p .01; t(33) 2.98, p .01, respectively].
Evaluation of the independent decision model. As indicated above, the key test of the independent decision model involves Contrast 1. That is, the model predicts that the value of the contrast, p(no, interpolation condition) p(no, extrapolation first near condition) p(no, extrapolation second near condition), should be greater than or equal to zero. However, this prediction is falsified, because the actual value was 15.7%, which is significantly less than zero [t(35) 2.74, p .01]. 2 Thus, the independent decision model can be rejected, because performance in the interpolation condition was substantially worse than cated that they were responding too slowly. No feedback was given regarding accuracy.
Results and Discussion
The accuracy and RT for each condition are reported in Table 1 . The RT pattern mirrors the pattern for accuracy; however, because accuracies were quite low in some conditions, any quantitative tests involving RTs were difficult to interpret; thus the focus is on the accuracy data. Trials that exceeded the 2.5-sec limit placed on RTs were excluded from the rest of the analyses (1.5% of data).
Accuracy. First, consider the identical-viewpoint conditions, which were employed largely to assess whether there was any difference in difficulty of making the discrimination between the two study viewpoints and the three test viewpoints. (Note that all new test images in the identical-viewpoint condition were 20º from the study image, and thus the labels extrapolation and interpolation here merely denote the same test stimuli as those in the corresponding different-viewpoints study conditions.) The overall percent correct in these conditions was quite high (93%), but the error rate was 9.5% higher for the average of the extrapolation and interpolation control conditions than for the same test condition [F(2,70) 6.74, MS e 0.017, p .01]. The 3.0% difference between the extrapolation and interpolation conditions was far from significant ( | t(35) | 1).
As indicated above, the results from the differentviewpoints conditions are of central interest, and we turn to them now (see Table 1 ). As with the identical-viewpoint conditions, on average, the percent correct was higher for the old conditions than for the new conditions [F(2,70) 51.53, MS e 0.036, p .01]. Of greater interest, there was a lag effect: Memory was poorer when the most relevant study item was the first one shown. This is perhaps seen most clearly in the old conditions, for which the error rate was 13.4% higher when the test image was identical to the first study image than when it was identical to the second study image [t(35) 3.44, p .05]. Similarly, in the extrapolation condition, the false alarm rate was in Experiment 1 (with both old and new test stimuli). However, the different-viewpoints study condition was replaced by the mixed image study condition in which images from two different scenes were presented. One of the scenes was identical to the scene in Experiment 1, and the other was replaced by a perspective view of a different scene. (Half the time, the first study item was replaced, and half the time, the second study item was replaced.) However, the test image was always the scene in Experiment 1 that was 20º from the study item actually presented. Thus, logically, although there was a distinction in the different trials between whether the scene tested was presented first or second, there was no difference between the different trials analogous to that between the interpolation and extrapolation test conditions. However, in order to directly compare the results from Experiment 2 with those from Experiment 1, the different test condition was divided into "extrapolation" and "interpolation," corresponding to which test view was used in Experiment 1. The instructions and the procedure for each trial were identical to those in Experiment 1, but only three practice trials preceded the experimental trials.
The accuracy and RTs for Experiment 2 are presented in Table 2 . Again, we concentrate on the accuracy results. Also, trials that exceeded the 2.5-sec limit placed on RTs were excluded (1.4% of data).
Accuracy. The mean percent correct in the identicalviewpoint condition was very close to that of Experiment 1 (92.5% vs. 93%, respectively). As in Experiment 1, the error rate in the identical-viewpoint study condition was higher on old trials than on new trials (97.9% vs. 89.8%), but the difference was not statistically significant [t(23) 1.67, p .10]. In addition, the difference between the extrapolation and interpolation control conditions was small (1.5%) and in the opposite direction from that in Experiment 1 [| t(23) | 1]. A between-experiments analysis showed no interaction of experiment and test conditions for the identical viewpoint conditions (F 1).
In the mixed image conditions, there was only a 2.4% lag effect on old trials [ | t(23) | 1], but a 22.3% lag effect on new trials (averaged over the extrapolation and interpolation conditions) [t(23) 3.92, p .01]. The former lag effect was substantially smaller than that for old would be predicted by independent decisions about the match between the test images and each of the two study images. In the framework of this model, the performance cost in the interpolation condition was more than can be explained by the fact that both of the study conditions were close to the test image. Although this suggests that the two study images were, in some sense, combined in memory, we first turn to Experiment 2 before trying to model the data.
EXPERIMENT 2
Experiment 2 was designed primarily to test whether the results observed in Experiment 1 were due simply to decay of the first image or to the second viewpoint's actually interfering with either the storage or the retrieval of the first image. A mixed image condition was added in which the two study images were of different scenes, the test stimulus was an image of one of the two scenes, and the timing of the two presentations and test was the same as in Experiment 1. Thus, any difference in performance between when the tested scene was presented first or second should be due to decay rather than to the specific memory of the viewpoint of the second scene making the viewpoint of the first scene less available. In addition, a difference in performance served as an additional check that the high error rate in the interpolation condition was not an artifact of the angle from which the test stimuli in that condition (40º) were seen in Experiment 1.
Method
Participants. Twenty-four University of Massachusetts undergraduates participated for credit toward an introductory psychology course. They all had normal or corrected-to-normal vision.
Stimuli and Apparatus. The stimuli used in Experiment 2 consisted of the ones used in Experiment 1 plus 48 new scenes created using the same methods described in Experiment 1.
Design and Procedure. The procedure and design were similar to those of Experiment 1, with the exceptions listed below. There was an identical-viewpoint study condition that was the same as The x-axis of this distribution is the viewpoint of the scene, the mean is assumed to be at the viewpoint of the study image, and the y value of this function at any particular value on the x-axis represents the resonance that a test image at that orientation would have with the study image (see Figure 2) . To represent the poorer memory for the first study image shown, the variance is set higher. The decision about whether the test image matches either of the study images is made by summing the two matching strengths above and comparing this sum with a threshold value. We assumed that this threshold value had a mean and a standard deviation that was the same across all conditions. If the combined strength from the two study images exceeds the threshold, the response is "yes" (old), and if not, the response is "no" (new). (The random component can also be viewed as a random variation of the response threshold from trial to trial.)
We started out by trying to fit the data of Experiment 1, and as can be seen in Table 3 , the model fit the test conditions in the different-viewpoints study condition quite well. Algebraically, the model we used can be summarized as follows: First, as indicated above, the total "strength," or resonance coming from the two comparisons, is Total resonance exp{ [(X 1 )/ 1 ] 2 /2 } * exp{ [(X 2 )/ 2 ] 2 /2 }. The parameter values we used were as follows: For the first memory stimulus, the mean value ( 1 ) was 20º and its standard deviation ( 1 ) was 18º; for the second memory stimulus, the mean value ( 2 ) was 60º and its standard deviation ( 2 ) was 12º. (Thus, the mean values were not free parameters.) Then, the total resonance (TR) at Viewpoint X was compared with a response threshold value (TH), so that the probability of a "yes" response was given by the probability that TR was greater than TH. The value of TH was given by a normal distribution, with a mean of 0.24 and a standard deviation of 0.12. Note that the predicted false alarm rate for the interpolation condition (61.4%) is well within the observed 95% confidence interval for this value (52.2%-66.3%). The one aspect of the data that the integrated decision model did not explain particularly well, however, was the significant lag effect for old responses in the different-viewpoints study condition. The model predicted only a 5.6% lag effect, whereas the observed lag effect was 13.4%.
Before we return to the problem in predicting the lag effect, we first turn to the question of whether the same model can fit the identical-viewpoint study condition. The answer is that it can with only one parameter change for these trials. It seems reasonable to assume that the participant is quite aware of the fact that the viewpoints of the study images on a trial were identical, and thus they set up a substantially higher strength threshold criterion for saying "old" on those trials. Holding the other parameters constant and changing the mean response threshold to 0.47 for identical trials, the model predicted a hit rate of 99.7% in the identicaldifferent-viewpoints trials in Experiment 1 (where there was a 13.4% lag effect on old trials); however, the difference across experiments was only marginally significant [F(1,58) 3.48, p .07] . For the extrapolation new trials, the 22.3% lag effect reported above was not significantly different from the 17.3% lag effect in Experiment 1 (F 1). Perhaps most importantly, as shown in Table 2 , the average probabilities of being correct in the interpolation and extrapolation conditions in the mixed image study conditions were virtually identical. This indicates that the high false alarm rate in the interpolation condition in Experiment 1 was due to the test image's being "between" the two study images rather than to its being more confusable with one of the test images because of some artifact in the stimuli. Another striking aspect of the data was that performance in the new test trials in the mixed study condition was about the same as the performance in the extrapolation test conditions in Experiment 1 (F 1), despite the fact that there was only one study image to distinguish from the test image.
RTs. Again, the RTs were about 1 sec. The RTs reported are for correct trials only. As can be seen in Table 2, . Thus, again, there is no evidence that the test stimuli in the interpolation condition in Experiment 1 were more difficult to judge than those in the extrapolation conditions. As in Experiment 1, there were significant lag effects of 191 msec for correct old responses, 214 msec for the extrapolation conditions, and 164 msec for the interpolation conditions [t(23) 2.72, 5.47, 2.69; ps .05, .001, and .05, respectively]. Although these lag effects were somewhat larger than those in Experiment 1, the interaction of lag effect with experiment was not close to significant, either for the correct old responses or for the extrapolation test items [F(1,58) 1.10, 2.13; ps .20, .10, respectively].
THE INTEGRATED DECISION MODEL
There is no simple test of the whole class of integrated decision models, because there are many different hypotheses one could have for how a single decision could be made on the basis of the combined amount of agreement between two memory traces and the test image (for examples of such models, see Brainerd & Reyna, 2001; Hintzman, 1986 ). Our approach, rather than carefully trying to achieve a best fit with numerous models, was to determine whether a fairly simple version of the model, with reasonable assumptions, could explain the data well.
A key construct in our model was the amount of resonance between a study image and the test image. (One can think of this as the strength of "oldness" that the particular memory trace gives to the test image.) For simplicity, we assumed that the strength of resonance each memory trace imparts to the test image is represented as the height of Model 1's underprediction of the lag effect is due to the oversimplified "decay function" we chose above. It accounted for increasing decay by increasing the parameter in the function exp{ [(X )/ ] 2 /2 }, which can account for the effects of decay for all values of similarity except those for the identical study image and test image: There, the value of the exponent is merely equal to zero, regardless of the parameter, because X 0. In fact, the smaller lag effect predicted above was not due to decay of the study image that matched the test image; instead, it was "right for the wrong reason." That is, the smaller lag effect was due to the fact that the second study image sends a clearer signal of "mismatch," which lowers the probability of responding "old."
This problem for the different-viewpoints conditions with Model 1 was fixable with one minor change. Because we did not have a principled way of adjusting the height of the curve at the mode, we tried what seemed like the simplest alternative: The function for the second memory stimulus was as before, but we used an adjusted value for the first memory stimulus for Model 2 (K * exp{ [(X )/ ] 2 /2 }, where K would be a number slightly less than 1). Indeed, this worked quite well for K .93 (see Table 3 ). In Experiment 1, for the same test conditions, Model 2 predicted 87.2% and 77.3% old responses for the short and long lag conditions (observed 92.3% and 78.9%), and in Experiment 2, the analogous predictions were 90.3% and 86.1% (observed 89.2% and 85.8%). This improved fit was at no expense to the fit for the different conditions in Experiment 1. The adjusted model predicted 60.4% old responses in the interpolation condition (observed 58.0%) and previewpoint old condition and a false alarm rate of 9.8% in the identical-viewpoint new condition, which are extremely close to the observed values of 99.3% and 10.2%, respectively. Given that the data in the identical conditions in Experiment 2 were virtually the same as those in Experiment 1 and that Model 2 (below) would make virtually the same predictions in these conditions as would Model 1, we concentrate our modeling efforts below on the differentviewpoints presentation conditions.
We then went on to determine whether Integrated Decision Model 1 could explain the data of Experiment 2, and, if so, whether parameters need to be changed in order to do so. The answer is that an Integrated Decision Model 1 can fit the data quite well, but that a few parameters needed to be changed slightly. In Experiment 1, 1 18º for the first memory stimulus, 2 12º for the second memory stimulus, and the mean and standard deviation for the threshold value were 0.24 and 0.12, respectively. In Experiment 2, values that gave a fairly good fit were 1 14º, 2 18º, and the mean and standard deviation for the threshold value were 0.28 and 0.12, respectively. With these values, the model predicted 87.7% old responses when the test image was old in the mixed image conditions (observed 87.5%) and 35.4% and 16.6% old responses when the test image was new trials when the near stimulus was the first and second presented, respectively (observed 38.4% and 16.1%). It is also worth noting that, unlike for Experiment 1, the model predicted no lag effect for old trials. Thus, although the model correctly predicted that the lag effect was smaller in Experiment 2, it predicted too small a lag effect in both experiments. pants were much more likely to mistake a test image that was an interpolated view between the two study images than they were a test image that was an extrapolated view (i.e., as close to one of the study images as the interpolated view, but not from a view that was "between" those of the two study images). Experiment 2 confirmed that this effect was not due to uncontrolled aspects of the test stimuli and indicated that it was also not due to the memory representation of the second image interfering with access to the first. Contrast 1 indicated that these data cannot be accounted for in the independent decision model that posits (1) that independent study images of each study image are stored and (2) that the decision about whether the test image is old or new is made by independent decisions about the match between the test image and each study image. In contrast, our modeling efforts indicated that an integrated decision model fit the data reasonably well (with the exception of the lag effects). We emphasize that the integrated decision model posits that the decision about whether the test stimulus is old or new depends on a summation of two "strengths" representing the degree of match between the test stimulus and each of the two memory representations.
The broader question is whether the major premise of the integrated decision model seems reasonable: that the memory representations of views of scenes invariably are independent and their contributions are combined only at the decision stage. At one extreme, the answer is likely to be "no." That is, if the successive views were shown in close enough sequence so that there was apparent motion, it seems quite unlikely that the views would be stored as separate memory items. Studies with faces (Wallis & Bült hoff, 2001 ) and objects (Kourtzi, Erb, Grodd, & Bülthoff, 2003) have shown that when static images are shown in succession (as to imply motion through different viewpoints), the different viewpoints are arguably integrated into a single representation. Wallis and Bülthoff investigated whether temporal contiguity allows the visual dicted false alarm rates of 14.4% and 34.5% in the shortand long-lag extrapolation conditions, respectively (observed 17.1% and 34.4%); in Experiment 2, it predicted 15.8% and 40.9% old responses in the short and long lag conditions, respectively (observed 16.1% and 38.4%). In this modeling exercise, the standard deviations of the two memory distributions were kept as before (i.e., 12º and 18º), and the values for the mean and standard deviation of the threshold criterion were adjusted only slightly from before (0.26 and 0.15 in Experiment 1, 0.23 and 0.13 in Experiment 2).
We should make clear that we view our modeling work here as exploratory; we made no serious attempts to achieve "best fits," and it is possible that there is a tweak of the parameters that could give an even better fit than the model tested. However, it is not clear whether there is a reason to explore whether this is so. Among other things, there are many free parameters, so that it may seem like an empty exercise to get a perfect fit of the data. However, we adopted the original form of our "degree of match" function to keep things as simple as possible. Our modified version added one more free parameter and thus is a bit less parsimonious, but the qualitative way in which we allowed the parameters to vary made intuitive sense. What seems more to the point, however, is that a careful fitting exercise would be of great value only when one had a more principled way to define parameters and the form of the function describing the similarity of two viewpoints. As it is, we think the main point that is unarguable is that such an integrated decision model provides a quite adequate explanation of our data.
GENERAL DISCUSSION
In the present study, we investigated how different views of a scene are represented and retrieved by the visual system. In Experiment 1, we found that, when asked to discriminate between old and new views of a scene, partici- Disparate views that result in increased error and RTs are accounted for by different structural descriptions of the same object that reflect when parts disappear or appear with changes in viewpoint. It is clear from the data in the present experiments that, in the implementation of this framework, independence of representations cannot necessarily be extended to independence of processing at retrieval, at least for judgments of whether there is an exact match between the test stimulus and the images in memory. This raises the question of whether this conclusion (nonindependence of decisions) is also likely to apply to the typical object recognition test (i.e., whether a test image matches any study image, ignoring differences in viewpoint) used in the object recognition literature. Clearly, if one used the same interpolation and extrapolation stimuli that we employed in a typical recognition test, one would expect the analogous result: that the probability of old responses would be substantially higher in the interpolation condition than in the extrapolation conditions. (Note, however, that in this task, these would be correct rather than incorrect responses.) Moreover, even the independent decision model assumed here-responding "new" only if none of the comparisons of the test image and study image representations yield a "match" outcome-would predict such an outcome.
However, it seems that the visual memory system would naturally try to take advantage of the various experiences with a stimulus by integrating this information in order to make a judgment. It is interesting that participants did not adopt an independent decision rule in the viewpoint recognition task of the present study (for which it may be optimal). This suggests that an integrated decision process is generally what is used in recognizing scenes, and it spills over into this more specialized task as well, thereby, among other things, making the "new interpolation" views seem as if they are old.
Taken in conjunction with earlier studies, our data suggest that the mechanisms involved in the recognition of viewpoints and identity for isolated objects also apply to scenes. If one thinks of scenes merely as larger objects, this is not surprising. However, given the much greater complexity of scenes and the much looser spatial relationships among the component objects in scenes than those among components of objects, this similarity might seem surprising. Regardless of how scene representations are conceptualized, these data suggest that, even with an assumed instance-based representational system, how the system integrates this information must be considered in addition to how the system represents this information.
We close by discussing two related issues: the form of the representation of these images in memory and whether the integration of information from the study images occurs only at retrieval or occurs at the level of the scene representation as well. Our description of the images in terms of differing in the viewpoint angle tacitly assumes that the representation of the scene is "visual" and also that the gradient of similarity is related ordinally to the angular disparity between the two views. There are clearly conceptualizations consistent with this. Perhaps the most system to link together separate views of the same object. Participants were presented with five views of a face (from left profile through to right profile) sequentially and were asked to perform the difficult task of matching profile and frontal views of faces during a testing session. Using morphed images as the "in-between" faces, Wallis and Bülthoff presented two different faces in each sequence (one at each profile view and one at a frontal view). They found that participants were more likely to associate faces that were presented within the same sequence than when they were presented between sequences. They concluded that the temporal proximity of the faces as they changed over the views was used by the visual system to associate the different views into a single object identity. In another study, Kourtzi et al. used an fMRI adaptation method to examine whether the implied 3-D structure from a 2-D image of an object produced the reduced activation levels typical of similar stimuli in adaptation studies. They observed adaptation when the two stimuli in a trial were images of the same object rotated 30º in depth. These results imply that, with quick succession of presentation, the visual system assumes that the same object is present, despite appreciable changes in viewpoint.
At the other extreme, if there were days between the two views, it would seem quite likely that they would be stored separately. However, it is clear from this experiment (and from other experiments that use a variety of other stimuli, such as novel objects and faces) that the information presented from multiple views is integrated during some phase of processing and that the integration (regardless of whether it happens at encoding or retrieval) has important implications for recognizing new views of a familiar stimulus and possibly for recognizing new tokens within the same category. In a recent study, Friedman and Waller (2008) found that the relative position of playground equipment could be interpolated after extensive training on two studied views. Thus, it seems that, even with longterm memory, the integration of views can occur and can aid in recognition. We now turn to the consideration of how integration of various experiences of stimuli may link processing across recognition, generalizability, and categorization.
As mentioned in the introduction, there has been considerable debate in the object recognition literature about how objects are represented over their various views. One conjecture to emerge from this debate has been that the system seems to be based on representations of novel stimuli that are viewpoint specific and that, with increased experience, viewpoint-invariant performance is observed. The simplest version of this conjecture was an image-based view that relied on comparing pictorial information of the percept with the internal representation (e.g., Tarr & Pinker, 1989; Ullman, 1989) . More recent image-based theories have moved away from this simple instantiation but have maintained the framework of objects' views being represented in separate representations (Peissig & Tarr, 2007) . As mentioned above, this notion is also found in the updated recognition-by-components account of Biederman and Gerhardstein (1993, 1995): ages are stored and compared with the test image independently. In contrast, our data indicate that a model in which (1) images are stored independently, (2) their representations of viewpoint get "fuzzier" over even short memory intervals, and (3) an index of their similarity to the test image is summed in the decision process handles the observed data quite well. It remains to be seen, however, whether this model can also explain situations with more study images or greater delay intervals. It also would require a "deeper" theory to describe accurately the similarity space of the scene images.
