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We extend the well-known relation between Markov semigroups and processes 
with independent increments to the case of generalized group-valued semigroups 
indexed by some measurable space and stochastic multiplicative measures. We give 
a Kolmogorov-type theorem and a classification theorem, connecting the stochastic 
multiplicative measures with vector-valued Levy-Khinchine fields. The results have 
applications to the study of stochastic connections and differential equations for 
forms on Lie groups. ,i‘, 1988 Academic Press, Inc 
1. INTRODUCTION 
Stochastic processes with values in groups have been studied as a par- 
ticular case of processes with values in manifolds (see, e.g., [l-12]), but 
also on their own [13-281, due to their particular geometric and algebraic 
structure. Part of the recent revival of interest for such processes is due to 
developments in stochastic analysis connected for such processes is due to 
developments in stochastic analysis connected with applications of 
Malliavin’s calculus (e.g., [29-311) and of filter theory (see, e.g., [32]), on 
the one hand, on the other hand, with differential geometric studies (e.g., 
[ 1-3, 7-12, 27, 28, 3&37]; for studies, in particular, related to the 
investigation of gauge fields, see, e.g., [27, 33-37, 57-60, 631). 
In particular, Markov processes of diffusion type and processes with 
independent increments have been studied. They are characterized by 
Markov semigroups. Such semigroups have been studied and classified on 
Lie groups by Hunt [16]; see also, e.g., [21, 221. Convolution semigroups 
and infinitely divisible processes have been studied in great generality on, 
not necessarily, Lie groups; see, e.g., [24-263 and references therein. 
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Motivated by our recent studies [35-37, 58-601 of stochastic elements 
associated with (d - 1 )-dimensional hypersurfaces on d-dimensional 
manifolds,’ we shall look in this paper at an extension of the concept of 
convolution semigroup to the case where the time is replaced by 
measurable subsets of a measurable space. 
Moreover we shall investigate the connection of such semigroups with 
stochastic “independent” group-valued measures here called “multiplicative 
stochastic measures” (the objects corresponding in the one-dimensional 
time situation to the laws of the group-valued processes). It turns out that 
the relation semigroups f-t Markov processes, by the corresponding 
Kolmogorov construction, has an extension to this more general situation. 
We shall also provide a classification theorem for our generalized Markov 
semigroups and associated multiplicative stochastic measures in the case 
where the group is a Lie group. 
This classification is based on a classification of vector-valued multi- 
plicative measures, the latter being provided by the proof of a Levy- 
Khinchine formula for certain vector-valued generalized random fields. 
Levy-Khinchine-type formulae for generalized random fields have been 
given in the literature (e.g., [3843]). Our Levy-Khinchine-type formula is 
certainly related to ones developed in the large literature on random 
measures, however, our framework differs in some points from the other 
ones, so that we prefer to give our own proof rather than engage in an 
adaptation (if at all possible) to our case of published proofs. 
By going from the Lie algebra to the Lie group we obtain a classification 
of our generalized semigroups. The construction also permits us to express 
the relevant multiplicative group-valued measures by solutions of 
stochastic differential equations on the group. 
In [35, 58,601, applications of the present results to the study of multi- 
plicative curve integrals, gauge fields, and random cosurfaces are given. 
In particular, certain specific stochastic differential Markov forms are 
constructed. 
Let us also mention a relation between the present construction and the 
results on Markoff fields over R4 in [61]. Finally, we refer to [57] for a 
continuation and expansion of the present investigation. 
2. STOCHASTIC MULTIPLICATIVE MEASURES 
AND GENERALIZED MARKOV SEMIGROUPS 
Let (A4,9) be a measurable space and let G be a locally compact 
separable group. 
’ Stochastic differential forms are also discussed, in general terms, in [45,46]. 
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DEFINITION 2.1. A stochastic G-valued multiplicative measure q on 
(M, 99) is a mapping A + r](A) from 99 into G-valued stochastic variables, 
i.e., q(A) is a G-valued measurable function q(A)(o) on some fixed 
probability space (Sz, ~4, P) such that ~(0) = e and such that the following 
two conditions hold: 
( 1) If A, BE B with A A B = 0 then q(A) and q(B) are independent 
and q(A). q(B) is identical in law with q(A u B) (here . denotes the product 
in G). 
(2) If A,1 A in 9J then r](A,,) -+ q(A) in law (i.e., the distribution of 
q(A,) converges weakly to the one of q(A)). 
We say that the stochastic G-valued multiplicative measure ye is strongly 
ergodic if G is locally compact unimodular (i.e., such that the left and right 
invariant Haar measures coincide) and the following holds: 
(3) If q(A) = e does not hold for P-a.e. o E Q (i.e., we do not have 
q(A)=e P-a.s.) then the distribution q(A)(dP) of q(A) is equivalent with 
the Haar measure dg on G, i.e., q(A)(dP) =P,~( g) dg for some 
p.dg)E~‘(dg), p.+,(g)>0 dg-a.e., j p,4(g)&= 1. 
Let 4 be a strongly ergodic G-valued multiplicative measure. From 
property ( 1) in Definition 2.1 we get the following property of pa : 
(2.1) 
where * denotes convolution. 
Moreover, since q(A). q(B) and q(B). q(A) have, by property (1) in 
Definition 2.1, the same law, namely, the one of q(A u B), we have for any 
open U c G, P-a.s., that 
p(q(A).v(B)~ UV(B))=P(VI(B).~I(A)~ Ulv(W), (2.2) 
where P( .I q(B)) is the conditional probability with respect o the a-algebra 
generated by q(B). Evaluating (2.2) at r](B) = 6, we get for dg-a.e. 
beGn (range q(B)), using (3), P-a.s., that 
P(r/(A).be U)= P(b.r/(A)e U). (2.3) 
Let (A, q) be such that (3) of Definition 2.1 holds. Then using 
q(A)(dP) = pA( g) dg we get that (2.3) is equivalent to 
s pa(g.b)&= ~,(b.g)dg. L.: s L’ (2.4) 
GROUP-VALUED STOCHASTIC PROCESSES 157 
Since II was an arbitrary open subset of G this gives us 
PA(g.b)=PA(b.g) (2.5) 
dg-a.s., i.e., 
PA(b-‘.g.b)=PA(g) (2.6) 
for a.e. b E range v](B) and g in G. 
DEFINITION 2.2. We call q frioial if for any A EB we have either 
q(A) = e or q(M- A) = e. In the case q is trivial, (2.6) holds with pA 
replaced by 6,(. ) resp. A replaced by M- A and pA by 6,( ). 
Assume q is non-trivial and assume there exists AE&@ such that 
q(M- A) = e. By Definition 2.1( 1) we have that q(M- A) . q(A) is identical 
in law with q(M), hence e.q(A)(dP)=q(M)(dP) and thus, by (3) (v being 
nontrivial we have that q(A) = e does not hold for P-a.s. o E Q, thus we can 
apply (3)), we have pa = P,~. Thus in the case of a non-trivial r] it suffices 
to prove (2.6) for A = M. But q being non-trivial there is a BE g s.t. 
q(B) #e and q(M - B) #e. For this B we have then from the reasoning 
leading to (2.6) that 
PBU-‘.g.b)=p,(g) (2.7) 
as well as 
P.~,~B(b~‘.g.b)=P,~~B(g) (2.8) 
for dg-a.e. b and g. By (2.1). pM = pe * p,&,- B, which then yields from (2.7), 
(2.8) that 
p.d-‘gb)=p.dgh (2.9) 
which then proves (2.6) for all A E J, under the sole condition that q is not 
trivial. 
Hence we have proven the following: 
THEOREM 2.3. Let G be a locally compact group. Let q be a stochastic 
G-valued multiplicative measure on a measurable space (M, 99) and set 
pa = q(A)(P), so that pa is the distribution on G of the random variable 
q(A). Then 
(1) IfA,B~aandAnB=@, then 
PAUB=PA* PB=PB* P.4 
(2) If A, 1 A in 9 then P,~, 1 pA iceakly. 
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If in addition r] is strongly ergodic and non-trivial, then for all A E a, 
(3) p.4(hP’gh) = pA( g) for dg-a.e. h, gE G. 
We shall now introduce the concept of a generalized Markov semigroup 
on a group G. 
DEFINITION 2.4. Let (M, 9) be a measurable space and let G be a 
locally compact group. Let Jz’: (G) be the space of probability measures on 
G. A mapping p from into ,H: (G) is called a generalized Markov semigroup 
on G l&h parameter space (M, B) if the following two conditions are 
satisfied: 
(1) If A, BEB with An B=@ then 
P.~uB=PA * PB=PB* PA. 
(2) If A,1 A in B then pa,, + p,4 weakly. 
If in addition G is unimodular and we have condition (3) below satisfied, 
then we say that the generalized semigroup p is invariant under G: 
(3) For any A E @ and for dg-a.e. h E G we have 
Path-‘Bh) = P,~(B), 
for all measurable subsets B of G. 
Remark 1. From Theorem 2.3 we have that if 9 is a G-valued multi- 
plicative measure on (M, 99) then pa = q(A)(dP) is a generalized Markov 
semigroup on G. If q is an ergodic G-valued non-trivial multiplicative 
measure on (M, B) then b,4 = q(A)(dP) is an invariant generalized Markov 
semigroup on G with parameter space (M, ?+Y). We shall see below that a 
converse of this statement holds. 
Remark 2. We shall give below, after Theorem 2.12, examples of 
stochastic G-valued multiplicative measures. 
In the rest of this section we shall concentrate ssentially on the question 
of whether there exists a converse of Theorem 2.3 in the sense of Remark 1. 
Let p be an invariant generalized Markov semigroup on a locally com- 
pact (separable) unimodular group G, with parameter space (M, ~43). Let 9 
be the set of ordered finite B-measurable partitions of M. Thus an element 
Z7inPisoftheformU=(A,,..., A,,,}, where In1 is the number of sets in 
nandA,nAj=0fori#j,UiAi=M.Ifn,,n,arein~wesaythat17, 
is finer than 17, iff for any BE f7* and any A E f7, we have that either B c A 
or Bn A = 0 and the order in 17, corresponds to the order in I7,, i.e., if 
B18~Ill, and A,,EI~, with Bj,cAk,, i=l,2, then k,dk2=+j,djz. 
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If i72 is finer than f7, we write I7, < Z7,. (9, d ) is then a partially 
ordered set. For any 17~9 we let 52, denote the set of all G-valued 
functions on I7, so that 52, can be identified with the set Gin’. 
Let S& be the u-algebra on Sz, corresponding to the natural Bore1 
a-algebra on GI”‘. 
For each I~EP we consider the probability space (Q,, s&, P,), with 
the probability measure P, on Q, defined by 
(2.10) 
with U,4 arbitrary open subsets of G. 
Let J7,, l7,~P, with 17, =SIIz. We then define a mapping 
c~n,nz: Q,l+ Qn, by 
(cp (2.10)’ 
BE112 
BcA 
where A is arbitrary in I7, and the order in the product on the right-hand 
side of (2.10)’ is the same as the order in Z7,, i.e., o&E;) comes before 
w,,(B,) iff i<j. 
It is easily seen that qnln2 maps (Q,,, &&) into (Q,,, d,,). We shall 
now compute qnln2 P nj. From (2.10)’ we have, with U, an open subset of 
G. 
p((cpLqn~ u,7z)(A )E uA ; A E n, ) 
=P 
( 
n w,*(B)EU,;AEl7, . 
BEIZ2 > 
BcA 
(2.11) 
From (2.10) we have that o&B) are independent random variables as 
B c A ranges over Z7,, hence (2.11) is equal to 
.Fu, p ( n w&B) E uA). 
BEI 
BcA 
(2.12) 
Again by the independence of the w,,(B), BE ll,, we get 
P n ~~:(B)EUA 
BE& > 
=(PB,* PB~* ... i PB,)(UAL (2.13) 
BcA 
where we have chosen B,, . . . . B, s.t. A = Ui Bi, Bicz II,, and the Bi, 
i = 1, . . . . n, are increasing according to the order of IZ7,. 
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By Definition 2.4(l), we have that the right-hand side of (2.13) is equal 
to pA(UA), so that (2.12) is equal to (2.10), with n= 17,. Hence we have 
proven that n, d I7, implies 
(Pn,r12p171 = pl7,. (2.14) 
In particular, thus qnln2 maps (Q,,, 5;4,,, P,,) into (a,,, z&,,, Ph,). In a 
similar way we get easily from (2.10) that n, < 17,~ 17, implies 
(Pn,rIz’Png7, = cPn,n,. 
We may collect these results in the following 
(2.15) 
~oPosIrIoN 2.5. Let (M, 98) be a measurable space and G be a locally 
compact (separable) unimodular group. Let p be a generalized Markov 
semigroup on G with parameter space (M, 9). Let 9 be the set of finite 
ordered S&measurable partitions of M. For any ILE 9’ we define the 
probability space (Q,, SC&, P,), where 52, is realized as Cl”‘, and SB, is 
then the Bore1 o-algebra of G1’71. P, is given by 
for any open subsets U, of G. For l7,< 112 in 9 we define qn,a2 : Qn, + Qn, 
bv 
where the product is taken in increasing order, in accord with the order of 
17,. We have 
PIT, = (Pn,rrzp1712 
and, for any Ll, < 17, d l7,, 
Remark. For any no 8, the measure space (Q,, &, Pa) is indepen- 
dent of the order on n. The mappings ~~~~~ do, however, depend on the 
order of n2, but are independent of the order of 17,. 
Now let l7~9 and let (Q,, J&, Ph) be the corresponding measure 
space given by Proposition 2.5. For o,EQ, we have that w,+ w,(A), 
A E l7, is a G-valued random variable on the probability space 
(Q,, J&,, Pa). Let W, be the o-algebra generated by 17, so that any BE 9Sn 
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is of the form B=A,u ... u A, for some Ai E Z7. We may assume that 
i + Ai is monotone with respect o the order on L7. We then define 
r],(B)=w,(A,). ... .o,(A,). (2.16) 
Similarly we define for arbitrary BE gfl that 
v,(B)= n on(A). (2.17) 
AtI 
AcB 
We shall prove the following 
PROPOSITION 2.6. Let p be a generalized Markov semigroup. Let II E 9 
and let S3n be the a-algebra generated by II, in the above sense. Define qn by 
(2.17), then B + qn(B) is a stochastic G-valued multiplicative measure on 
(M, &la) over the probability space (Q,, s&,, Po). 
Proof. We have to verify properties ( 1) and (2) in Definition 2.1. 
Property (2) is trivial since 9Yn is finite. To prove (l), let A, BE gfl with 
AnB=@. 
From Proposition 2.5 we have that if I7= (A,, . . . . A,, . ..) is a partition of 
M then w,(A,) are independent with distributions pa,. Since B -+ ps is a 
generalized Markov semigroup we have that B = A, v . . . u A, E 5;4, 
implies pe=pA, *...* pA. hence the distribution of qa(B) is 
PB=PA, * ... * PA.. 
Similarly, if A n B= 0, AE&~~, then the distribution of qa(A) is 
p,4=pB,*...*pB,rif~=(B, ,..., B, ,... ), A=B,u . ..uB..Thusthedis- 
tribution of qn(A u B) is pA, * . . . * pA. * pe, * . . . * pB,, which is identical 
with the one of qn(A).q,(B). 
Moreover qn(A), qn(B) are independent, for A n B = 0, as products 
n w,(B,) resp. n on(Aj) of independent random variables (the indepen- 
dence of w,(Ai) and o,(B,) is easily seen from the definition of P,, using 
that (A , , . . . . A,, . . . . B1, . . . . B,, . ..) is a partition). 
This then completes the proof of property (1) in Definition 2.4 of the 
generalized Markov semigroup. 1 
We are going to construct the projective limit (Q, d, P) of the 
(Q,, &,, Pn). For this we first remark that by the Zorn lemma we may 
select a maximal linearly ordered subset 9 in the set B of all partitions. 
For any two elements I7,, I7, in 9 we then have that either I7, < I7, or 
II, < I7,. Assume that I7, < l7,. Then by Proposition 2.5, v”,~, is a 
measure-preserving injection of (a,,, J$~~, P,,) into (Q,,, J&,, P,,) such 
that pR, = vnlRz P,, and, for I7, < 17, < II,, 
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Assuming G to be a separable space (in the sense of having a countable 
generating set for the topology) and using general results on projective 
limits (e.g., [47, 563) we get that the projective limit (Q, d, P)= 
lb, JQn, J%, PO) exists, where cp stands for the family of projections 
{‘p n,n,+,}. We have, setting qn=lim, (Pan,, with qnn, the natural 
projection from Q, to Q,,: 
Hence we have the following 
PROPOSITION 2.7. Let G be a locally compact separable unimodular 
group. Let 9 be a maximal linearly ordered subset in 9. Then the projective 
limit (52, d, P) = lim,, JQ,, s$,, P,) of the probability spaces 
(a,, tin, P,) of Proposition 2.5 exists and defines a probability space. 
Moreover lim, qnn, E qn exists and 
Pm 47, PO) = cpnw, d, PI. 
Let BE CBno for some 17, E 9, and consider qn( B) for 17~ 9 with 
I7O < l7. Then from Proposition 2.6 we have 
vn(W= n o,(A). (2.18) 
AEO 
ACB 
From Proposition 2.5 we have 
(rp,,,,onNB) = n ~a( A ). (2.19) 
nen 
ACB 
This gives us the following 
PROPOSITION 2.8. For any I7, < I7 in B and BE 8, we have, with qn 
defined in Proposition 2.6 and qnOn defined in Proposition 2.5, 
rl,(B)(wn) = (c~n,,n~nNB)~ 
Remark. We have written here qn(B)(w,) instead of qn(B), to put in 
evidence the fact that the random variable qn(B) depends on the coor- 
dinates on. 
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Now let l7, < 17 in 9. Since we have We = qno for any w E Q, we may 
write the formula of Proposition 2.8, 
rtn(B)(w,) = (cPnonWn)(B), (2.20) 
in the form 
rln(B)(on) = (cPn&Pn~)(B). (2.21) 
Using that from Proposition 2.7 we have qnonqn = (pnO, we may rewrite 
(2.21) in the form 
rl,(BNw,) = (cp,p)(B). (2.22) 
We observe that the right-hand side of (2.22) is independent of l7, in our 
situation I!, Q 17. We have the 
PROPOSITION 2.9. Let 4 be a maximal linearly ordered subset in S. Let 
17, and lI be in 9, and B E II,. Then vu(B) as defined in Proposition 2.6 is 
independent of 17 whenever IZ, < II. Thus 
v(B) = l$ vu(B) 
exists and B + q(B) defines a stochastic G-valued multiplicative measure on 
(MT B). 
Proof It remains to be proven that q(B) is indeed a stochastic G- 
valued multiplicative measure on (M, 99), i.e., properties ( 1 ), (2) of 
Definition 2.1 are satisfied. Property (2) follows from the fact that p is a 
generalized Markov semigroup, hence (2) of Definition 2.4 holds, together 
with the definition of q in Proposition 2.6 and the definition of the 
distribution P, of w, given in Proposition 2.5. 
Property (1) follows from Proposition 2.6, together with the fact that if 
A, BE%?, AnB=(ZI, then A, BE 17 for some 17~ F and then 
v(A) = VIAA), v(B) = VII(B), thus, vn being a G-valued multiplicative 
measure by Proposition 2.6, qn(A u B) P r],(A). qn(B), in the sense that 
they have the same distribution, which proves r](A u B) 4 r](A). q(B), i.e., 
property (1) in Definition 2.1. 1 
For the next theorem we shall need the following 
DEFINITION 2.10. A stochastic G-valued multiplicative measure q on 
(M, 99) is called G-invariant if for any finite W-measurable partition I7 we 
have that the joint distribution of the random variables q$Ai), Aim l7, 
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i= 1 9 . . . . n, is the same as that of g;‘q(Ai)gi, for any arbitrary g,, . . . . g, 
in G. 
We summarize the results of Propositions 2.5-2.9 in the following 
THEOREM 2.11. Let (M, S3) be a measurable space and let G be a locally 
compact separable unimodular group. If A + pa, A E $8, is a generalized 
Markov semigroup on G with parameter space (M, B), then there exists a 
stochastic G-valued multiplicative measure r] on (M, 23) over a probability 
space (52, ~4, P) such that, for any A E 93, pA = n(A)(P), i.e., pa is the image 
of P under n(A). Moreover, n is essentially unique in the sense that for any 
finite collection A,, . . . . A,, of a-measurable subsets of M, the joint 
distribution of the n(Al), . . . . r](A,) is unique. If in addition pA is invariant 
under G then n is G-invariant. 
Proof All has been already proven in Propositions 2.5-2.9, except for 
the invariance properties. But these properties follow immediately from the 
definition of the G-invariance of pa, together with the explicit construction 
of q in terms of p. 1 
From Theorem 2.3 and Remark 1 after Definition 2.4 we have that if q is 
a stochastic G-valued multiplicative measure on (M, g) such that q is 
strongly ergodic and non-trivial then the corresponding generalized 
Markov semigroup pa = n(A)(P) . 1s invariant under G. By Theorem 2.11 we 
then get that q is G-invariant. Hence we have the following 
THEOREM 2.12. Let (M, 93) be a measurable space and let G be a locally 
compact separable unimodular group. Then any stochastic G-valued multi- 
plicative measure n on (M, W) which is strongly ergodic and non-trivial is 
also G-invariant. 
Let us now discuss some examples of stochastic G-valued multiplicative 
measures. Let G be a locally compact group and let pI be a weakly 
continuous (Markov) convolution semigroup on G, i.e., pr, t 30, is a 
probability measure on G, with pO = 6, and t + pr weakly continuous in t 
and such that that for t, ~20, 
P t+s=p,* PS. (2.23) 
We shall call pt a “Markov semigroup on G.” 
Let (M, W) be a measurable space and let 0 be a positive finite measure 
on (M, SY). Define 
Pa = Pa(A) ; (2.24) 
then pA is a generalized Markov semigroup on G with parameter space 
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(A&, 98). In fact for A n B = @ we have a( A u B) = a( A) + CJ( B) and 
Po(A)+o(B)=Pa(A) * PdB)=PA * PB as well as P~(B)+~T(A)= Pe* PAI hence 
PA*PB=PB*PA=PA~BY which proves Definition 2.4( 1). The continuity 
of Definition 2.4(2) holds because A, 1 A in B implies a(A,) 1 o(A), cr being 
a measure, and pa. + pa follows then from the weak continuity of pr. 
If we have in addition that pI converges weakly as t -, co to a probability 
measure pm then (2.24) defines a generalized Markov semigroup also when 
c is only a-finite. Moreover, if p, is invariant then P,~ is invariant, since 
by the invariance of pI, for any h E G, B measurable subset of G. Hence we 
have: 
THEOREM 2.13. Let G be a locally compact group and let p, be a Markov 
semigroup on G. Let (M, 98, o) be a measure space, with o a finite positive 
measure. Then pA E pOC A,, A E 99, defines a generalized Markov semigroup on 
G with parameter space (M, 99). If the weak limit of p, as t -+ CO exists and IS 
is a a-finite measure on (M, 99) then again pA = poCA) defines a generalized 
Markov semigroup on G. Moreover, ifp, is invariant on G then so is pa. 
In the following theorem we shall need the 
DEFINITION 2.14. Two stochastic G-valued multiplicative measures q, 
and q2 on a measurable space (M, .9#) are said to be equivalent if for any 
finite S&measurable partition A L, . . . . A,, of M we have that the random 
vectors {nl(A,) ,..., n,(A,)} and {nz(A,) ,..., nz(A,)} have the same 
distribution. 
Combining Theorem 2.13 with Theorem 2.11 we get the following result: 
THEOREM 2.15. Let G be a locally compact separable unimodular group 
and let pI be an invariant Markov semigroup on G. Let (M, SY) be a 
measurable space with a positive measure a, supposed to be finite or, in case 
the weak limit of pI as t + cc, exists, a-finite. Then there is up to equivalence 
a unique stochastic G-valued multiplicative measure n on (M, &9), with some 
underlying probability space (Q, ,rQ, P), such that n(A)(P) = paCA, for all 
A E 58. n is G-invariant. 
3. STOCHASTIC VECTOR-VALUED MEASURES 
Let I/ be a real finite-dimensional vector space and let (M, W) be a 
measurable space. 
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DEFINITION 3.1. A stochastic vector-valued measure < on (M, 3) is a 
stochastic V-valued multiplicative measure on (M, B), where V is looked 
upon as a real vector space with multiplication given by the vector 
addition. 
Recalling Definition 2.1 of stochastic G-valued multiplicative measures 
on (M, a’) we see that t satisfies the following two conditions: 
( 1) If A, BE g with A n B = 0 then r(A ) and t(B) are independent 
and <(A u B) is identical in law with ((A) + t(B). 
(2) If A, 1 A in Z@ then ((A,) + <(A) in law. 
Remark. Our definition of stochastic vector-valued measures is related 
to, but not identical with, those encountered in the literature on processes 
with independent increments or infinitely divisible laws, like, e.g., 
“measures with independent increments” [48], “random measures” 
[38, 391, or “stochastic measures” [4&44, 49, SO]. It is, of course, more 
special than the “general random measures” used in stochastic analysis 
(e.g., [Sl, 521). The special “independence” structure of 5, expressed by ( 1 ), 
is precisely what makes our definition suitable for our analysis. 
From (1) we get that if A n B = 0 then, for any p E v’, with v’ the dual 
of V and ( , ) the dualization between V and v’, 
E(e i<P.:(AuB)>)=E(ei<P.rlA)>) E(ei(P.t@)>). (3.1) 
Delinef(P;A) and F(p;A) for PE v’, A~99 by 
(3.2) 
Then p + F( p; A) is, for any fixed A E g, a positive definite function on v’. 
By (3.1) we have for any A, BEG with An B= 0 that 
f(~;AuB)=f(p;A)+f(p;B). (3.3) 
Hence A +f(p; A) is, for any fixed p E v’, a complex-valued additive set 
function defined on the o-algebra 9’. By property (2) in Definition 3.1 we 
also have that 
A,lA ing=+jf(p;A,)+f(p;A) (3.4) 
for any fixed p E V’. From (3.3) we have 
f(P;0)=0. (3.5) 
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We take (3.3)-(3.5) as definitions of a a-additive complex measure 
f( p; . ) on &I. We shall write 
where for every p E v’, p( p, . ) is a signed measure on (M, a). 
DEFINITION 3.2. Let 4 be a stochastic vector-valued measure on (M, 2). 
We define as support of < the set 
supp 5 = IJ supp p(p, .), 
pE I” 
(3.6) 
where supp ,u( p, .) is for fixed p E V’, the support of the signed measure 
p( p, .). We say that a point x E M belongs to the discrete support of 5 iff 
f(P1 W)ZO? f or some p E V’; in this case we write x E disc supp 5. 
We say that x belongs to the continuous support of i;‘, and we write 
x E cant supp 5, iff x E supp [ but I 4 disc supp 5. 
We shall assume that D = disc supp 5 E a, which is, e.g., the case if A4 is 
a topological space, as seen using (3.4), since in this case disc supp 5 is 
open. We define for any A E Bl 
L(A) = ((A n D), <,(A) = t(A n (M-D)). (3.7) 
It follows immediately that both ld and 5, are stochastic vector-valued 
measures on (M, a) and rd has no continuous support, whereas 5, has no 
discrete support, and 
” 
((A I= S,(A) + 5dA 1. 
From Definition 3.1.2 and (3.1) we get that 
(3.8) 
E(e l<P,id(A)>)= ,-, E(e’<P.<d(X)>). 
.X.SAnD 
(3.9) 
The product on the right-hand side of (3.9) is only well defined for all 
A ~g and p E V’ when D has at most countably many points, since 
qei<Pmm )#l forsomepEV’,VxED. 
On the other hand, the left-hand side is well defined, since eiCp. 5d’AJ> is a 
bounded measurable function, in fact F,(p) EE E(e’<P,Sd(a’)) is a bounded 
continuous function of p E v’. Thus from the validity of (3.9) we conclude 
that D = {xl, x2, . . . . x,, . . . } for some x;EM. Set [j=~({xj})=~,({xi}), 
xi E D. From the definition of r,, we get then for A ~&r that 
<d(A)=<(AnD)= C 5i. 
il x, E A 
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The ti are, by Definition 3.1(l), independent V-valued random variables. 
We summarize some of the above conclusions in the following 
THEOREM 3.3. Let (M, %9) be a topological measurable space and let V 
be a real finite-dimensional vector space. if 5 is a stochastic V-valued 
measure on (Al, %T), then 
is a continuous positive definite function on V’, for any A E 99. p( p, . ) is, for 
any p E v’, a measure on (M, $9). 
Let D be the discrete support of p; then D is countable, i.e., 
D = {xI, x2, . . . . x,, . . . }, for some X,E M. Moreover if td(A) = <(A n D), 
t,(A) = <(A n (M-D)), then t(A) = t,(A)+&,(A), where 5, and td have 
disjoint supports, c, is continuous, i.e., has no discrete support, while & 
has discrete support. There exists a unique sequence ti, i = 1, 2, . . . . of 
independent V-valued random variables such that 
4cdA)= 1 5;, 
X,E A 
for any A E 9#. Conversely, if {x,, x2, . . . } is a countable subset of M and ri 
is a sequence of V-valued independent random variables such that 
C1<jl <co, with 1.1 the norm in V, almost surely, then &(A)=CXIEA ri is a 
stochastic V-valued discrete measure on (44, 99). 
Remark. The assumption that (M, g) be topological can be replaced 
by (M, g) measurable and such that disc supp r E 9. 
From the above theorem we get a unique splitting of any stochastic 
vector-valued measure t into the sum of a discrete td and a continuous 
part 5,. We shall now proceed to study the continuous part. 
Assume r = l, is a stochastic V-valued measure with no discrete part. 
Then 
E(e i<p.S(,J)) - 1-e j.~AP;dm)=,f(p;A) 9 (3.10) 
where p(p; dm) is a complex measure without discrete support. Set 
P*(A)= sup If(p; AN, assumed to be finite. (3.11) 
pE V’ 
By (3.3) we have that if A n B = QJ then 
,u*(A u B) <p*(A) + ,u*(B). (3.12) 
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By (3.4) we have that if A, J A in SJ then 
P*(Al)lP*(A). (3.13) 
Moreover p*(@)=O, from (3.10), (3.11), and c(@)=O. 
From this it follows that p* is a a-continuous positive subadditive set 
function defined on (M, W). By the standard theory of abstract Lebesgue 
integration we have that there exists a positive measure p defined on .% so 
that ,u and p* have the same zero measure sets and p(A)<p*(A). In fact 
one has p(A) = inf{C:, , p*(Ai) I {A,, . . . . A,} a finite g-measurable partion 
of A}. Since p and p* have the same sets of measure zero we get that 
p( p; . ) is absolutely continuous with respect to p(A). If (M, B) is locally 
compact with countable base in the topology, by the Radon-Nikodym 
theorem we can then write, for any A E a, p E v’, 
(3.14) 
for some functionf(p, .) E L'(p). Thus we can write (3.10) in the form 
E(e<iP.“.4)))=el,cr(P.m)dcl(mJ. (3.15) 
As A 1 {m} along a strong derivation base we have that 
exists for p-a.e. m E M (cf., e.g., [53]), for all p E v’, and is equal to,f(p, m). 
This implies 
,‘f(P,“‘J = lim ei~(AJ-‘/(p;Ab, 
Al(m) 
(3.17) 
for any arbitrary 2 > 0. 
Since ,u(p, dm) has no discrete support, by assumption, we have 
p( {m}) =O, hence p(A) -+ 0 as A 1 {m}, p being a measure. Hence we may 
choose a sequence A,, no N, such that A,1 {m} and p(A,)= n/n. In this 
case (3.17) reads 
(3.18) 
The function p + J’,(p) E @pi An) = E(&( p. UAn)> ) is positive definite, hence 
its nth power is also positive definite, thus 
F,(~)” = ,W-(P; A.) 
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is positive definite. From (3.18) we then have that p + eA”P,m) is positive 
definite, for p-a.e. rn E M and all A > 0, since the limit of positive definite 
functions is again positive definite. By a well-known theorem (see, e.g., [38, 
p. 279]), the positive definiteness of e’Jtp:“’ for every A > 0 is equivalent 
with the fact that f( p; m) is conditionally positive definite, in the sense that 
I:‘=, li = 0, A, E C *x;=, x,“=, Ajljf( pi - pj, m) 2 0, for all pI E v’, p-a.e. 
mEM. 
The Levy-Khinchine formula for conditionally positive functions on real 
finite-dimensional vector spaces gives: 
PROPOSITION 3.4. Let ( , ) be a Hilbert inner product on the real n- 
dimensional vector space V. Let f(p) be a conditionally positive definite 
function on V‘, then f( p) has the form 
+ s (e IIN > 1 “p,“‘-I)v(du)-i(p,Ap)+iap, 
inhere /lull * = (c(, cr ), A is a symmetric positive definite n x n matrix, a E V, 
and v is a a-finite positive measure on V- (0) such that 
i o< ,,a,, <, lbll* 4da) < a30, 1 v(dcl) < CG. ll2ll > 1 
Proof See, e.g., [54, 551. 1 
Using the formula of Proposition 3.4 for f ( p, m) we get, for p-a.e. m E M, 
+I II4 > 1 (ei’p~“‘-l)v(da;m)-~(p,A(m)p)+ia(m), 
where A(m) is an n x n symmetric positive definite matrix (n being the 
dimension of V), a(m) E V, and v(dcr; m) is a o-finite positive measure on 
V- (0) with 
I o< ,,~,, <, IId* v(da; m) < 00, j v(dcl; m) < co. llall > 1 
From the fact m + f(p; m) is, for every p E V’, p-measurable one easily 
proves that (p, A(m)p), a(m), and v(da; m) are p-measurable. From the 
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fact that j If( p; m)l #(m) < CC we get easily 5 v(A; m) dp(m) < cxz for every 
Bore1 subset of I/ and J I( p, A(m)p)l &(m) < cxj, Jlu(m)l &(m) < CXI. 
Hence we have the following 
THEOREM 3.5. Let (M, %?) be locally compact with countable base for the 
topology. Let r be LI stochastic V-valued measure without discrete support on 
(M, g), with V an n-dimensional real vector space with scalar product ( , ) 
and norm 11 (I. Then there exists a positive a-finite measure p without discrete 
support on (M, @) such that 
for ever)’ p E V’, A E 98, where 
+ i‘ (e i<P.U> IId > 1 -l)v(da;m)-i(p,A(m)p)+io(m), 
where, for pa.e. m E M, A(m) is an n x n positive definite symmetric matrix, 
v(da, m) is a o-finite positive measure on V - (0) such that 
I o<,,~,,cIllal12v(da;m), j v(da; m) II-a > 1 
and a(m), (p, A(m)p) are all in L’(p). 
Remark. The condition that (M, 9) be locally compact with countable 
base can be replaced by conditions making sure that (3.14), (3.16) hold (cf., 
e.g., Lb21 1. 
We shall now discuss a converse of Theorem 3.5. Thus let (M, 99) be a 
measurable space and let p be a positive o-finite measure on (M, 9) 
without discrete support. 
Let f( p, m) be a function on V x M, with V a real vector space, of the 
form given in Theorem 3.5, in terms of 1’ and A. 
Definef(p;A)rI,f(p,m)d~(m) f or every A E C?ZI. Identifying v’ with V 
with the help of the scalar product we can look upon p -+ exp[f( p; A)] as 
a positive definite function on V. By Bochner’s theorem there is a 
probability measure p,(dq) on V such that 
(3.19) 
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Since by its definition A -f( p; A) is c-continuous in A we have that if 
A,, 1 A in a then j( p; A,) +f(p; A), thus pa, + pA weakly. Since 
A +f( p; A) is additive we get from (3.19) that 
A,BE~ with AnB=Oap,,B=pA*pB. (3.20) 
Hence pA is a generalized Markov semigroup on V with parameter space 
(M, g). By Theorem 2.11 there exists then a stochastic V-valued measure 5 
on a probability space (52, &‘, P) such that p,(dq) = t(A)(dP(q)). 
By (3.19) we then have 
e/“P:A)=E(e’<P.5(AJ:), (3.21) 
which yields the following converse of Theorem 3.5: 
THEOREM 3.6. Let (M, a) be a measurable space and let ,u be a o-finite 
positive measure on g without discrete support. Let 
f(p,m)=J [eicP-‘> - 1 - i( p, LY)] v(dcr; m) 
0 < llrrll s I 
+ I Ildll > 1 (e’CP*OL) - 1) v(dcl; m) -i (p, A(m)p) + iu(m 
where p E V, V being an n-dimensional real vector space with scalar product 
( , ) and norm 11 (I. v(da, m) is a positive o-finite measure on V- (0} 
depending u-measurably on m and such that ~O<,,a,l <, IIaII* v(da, .)E L’(u), 
s ,la,I,, v(da, .) E L’(u). A(m) is an n x n positive definite symmetric matrix. 
such that (p, A( .)p) E L’(u), u(m) E V, a( .) E L’(M). Then there exists u 
stochastic V-valued measure 5 on (M, SZ?) such that for any p E V and A E 9, 
E(e i<p15(A)))=exp j4 f(p,m)p(dm)]. 
Remark. In the case M= IL!“, V = KY’ from the literature on generalized 
random fields of “infinitely divisible type” or “with independent values at 
every point,” results related to Theorems 3.5 and 3.6 can be extracted (see, 
e.g., [ 38441). 
Formally (p, ((A)) corresponds to taking a generalized random field 
over C,“(W’; IF!“) at a function pxA(x), XE IF!“, p E Iw” (this is allowed under 
suitable continuity assumptions). 
By the equivalence proven in Section 2 between generalized Markov 
semigroups on G and stochastic G-valued multiplicative measures 
(Theorem 2.3, Remark 1 following Definition 2.4, and Theorem 2.11) we 
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may express the results of Theorem 3.3 in terms of generalized Markov 
semigroups on G = V and we get the following: 
THEOREM 3.7. Let V be a finite-dimensional real vector space and let 
(M, 28) be a topological measurable space. Let A + pa be a generalized 
Markov semigroup on V with parameter space (M, B). Then there exists an 
at most countable subset D c M, D = (x,, x2, . . . . x,,, . ..I. such that if 
.Y E M- D then pfli = o,,, where 6, is the unit measure at 0, i.e., 
6,(p) = 6(p). Moreover pA has the unique decomposition pa = p’, * p$, 
b&re P?.I~PA~IM-D), P”,- PA~,D. Furthermore, p”, = *X,E A n D pX,, where 
the r.h.s. denotes the convolution of all p;, for xi E A n D. For all x E M one 
has p’{x} =6,. Conversely, if D= (x,, x2, . . . . x,, . ..} is a fixed countable 
subset of M lying in 4? and P.~, is a probability measure, then if *X,E A pr, = pA 
is well defined, then pA is a generalized Markov semigroup. 
Remark. In the same way as in Theorem 3.3, the assumption that 
(M, S?) be topological can be replaced by (M, SY) measurable and s.t. 
{x]~(~~~=&}E~. In Th eorem 3.9 we shall need the following definition: 
DEFINITION 3.8. Let A +pA be a generalized Markov semigroup on a 
finite-dimensional real vector space V, with parameter space (M, SY). The 
subset D c M such that x E D iff p +; # S, is called the discrete support of p. 
We say that p is continuous if the discrete support is empty. 
From Theorems 3.5 and 3.6 we have, using again the equivalence 
between Markov semigroups V and stochastic V-valued measures: 
THEOREM 3.9. Let p be a generalized Markov semigroup on V, with 
parameter space (M, 2#), bchere V is a finite-dimensional real Hilbert space, 
with scalar product ( , ). Assume that p is continuous. Then there is a o- 
finite positive measure u(dm) on (M, .B) such that, for any A ~28, 
I e’(P’4>pA(dq) = exp m) p(dm) , 1 
where f( p, m) is of the form given in Theorem 3.5. 
Conversely: let (M, SI) be a measurable space and u be a a-finite positive 
measure on .B without discrete support. Let f( p, m) be as in Theorem 3.6. 
Then there exists a unique generalized Markov semigroup p on V with 
parameter space (M, 28) such that p has no discrete support and 
i 
e’<P.Y)pA(dq)=exp f(p, m) u(dm) Y 1 
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for any A l 2#‘, where ( , ) is the scalar product in the vector space V 
entering the definition of f( p; m), p E V. 
4. STOCHASTIC LIE-GROUP-VALUED MULTIPLICATIVE MEASURES 
AND STOCHASTIC LIE-ALGEBRA-VALUED MEASURES 
Let G be a connected Lie group with Lie algebra g and let (M, A?) be a 
measurable space. 
Let cp be a positive measurable function on (M, &9). Let q be a stochastic 
G-valued multiplicative measure on (M, 9-#) and define, for 0 <S d I, 
%,,w-‘lw’c~, I)). (4.1) 
If t,,tr then [0, t,,)t [0, I) in a(R’), hence cp -‘CO, tn)fqP’[O, t) in 
S(R+ ) and for t < T we have (D ‘[t,l, T) 1 cp ~ ‘[r, T). From 
Definition 2.1( 1) we have that vs. ,.(cp) and qr., T((cp) are independent and 
rl.LJcp) 4 vs.,.(cp)~Il,n. i-((P), (4.2) 
where & stands for equality in law. Moreover from Definition 2.1(2) we 
have that q,,Tfq) converges weakly to q,, T(~). This proves the 
PROPOSITION 4.1. Let q be a stochastic G-valued multiplicative integral 
on a measurable space (A4,2?) and let cp be a positive measurable function on 
A4. Then, for 06s6t, r/S,,((p)=q((p-‘[s, t)) is, as a function of I, left 
continuous in law. Moreover, for sl $ t, <s, < t2, qS,, ,,(cp) and I]~?, , (cp) are 
independent and, for t, 6 t, < t?, q,,,,,(q) is identical in law with 
rl,,. IA(P) . vrz. ,,(cp). 
Let q be as in Proposition 4.1 and consider v],. ,(q) = r](cp ~ ’ [0, t)). For 
any IE a’( R + ) we can define 
5(L cp) = f 110. ,(cp)-’ ho. t(v) (4.3) I 
in a similar way as one defines stochastic integrals on Lie groups, as limit 
of suitable discrete approximations of the formal object ‘lo, ,(cp) -’ dq,,, ,(cp). 
By using the properties of q,,,(q) and methods similar to [17, 18,223, we 
obtain that (4.3) is indeed well defined. 
Moreover, from the construction we have that I+ c(Z, cp) is CJ- 
additive. If I c [s, co) then we have by the equality in law contained in 
Proposition 4.1 and definition (4.3) that 
(4.4) 
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where t runs over I. From this we easily get that if I, and Zz are disjoint 
intervals, then t(Z, , cp) is independent of t(Z2, cp). The same conclusion 
extends by the a-additivity of Z--S <(Z, q) to all I,, Z,E~~(IR+) with 
Zi n I, = 0 (expressing Z, as countable unions of disjoint intervals). We 
have the following 
THEOREM 4.2. Let cp be a positive measurable function on (M, a). Let q 
be a stochastic G-valued multiplicative measure on (AI, 33). Define 
with qO, (cp) = q(cp ~ ‘[O, t)). This is a well-defined stochastic integral and 
I+ ((1, cp) is a stochastic g-valued measure on (I%+, 5iY(R+)). 
Moreover, if $ is a positive Bore1 measurable function on R f, then for an] 
ZEB(IR+) we have 
Proof: We have already proven everything but the “moreover part,” 
since the a-additivity property of <(Z, cp) makes it into a stochastic g-valued 
measure on (W’, a(R’)). To prove the moreover part, we start by 
observing that, from the definitions (4.1) and (4.2) we have 
5(4 Icl(cp)) = j, v(vQ(cp) < t -’ dv($(cp) < t). 
By a change of variables we get 
s, rt(lc/(cp) < t)-’ dv(ti(cp) < t) = j-,(II rl(cp < t)-’ drl(cp < t), 
which proves Theorem 4.2. 1 
Let us assume that (M, 33) is an (uncountable) standard Bore1 space. 
Then, by a well-known result (see, e.g., [56]), there is a measurable 
mapping cp:M+R+ such that W=cp-‘SY(lR+). Then any AE&J is of the 
formA=cp-‘(Z)forsomeZE~([W+)andwedefineamap5from~togby 
5(A) = az, cp). (4.5) 
We shall see that <(A) depends only on A and not on Z and cp. In fact let ‘p, 
be another measurable map from M into R + such that g = cp; ‘W( R + ). 
Then $=(~,‘p-~ is a measurable mapping of R + into R+ such that 
580 78 I-I? 
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$~(lR+)c9Y(R+). Since $(cp)=cpl and $-‘((p,)=q we have from 
Theorem 4.2 that 
where cpP’(f) = cp;‘(Z,). This shows that (4.5), with A = Q-‘(I), is indepen- 
dent of cp and I. In Theorem 4.3 we shall need the following 
DEFINITION. We say that x E M is in the discrete support of a G-valued 
multiplicative measure 9 iff y~( (x}) is not equal to the unit element e E G as. 
We say that r) is continuous if the discrete support of q is empty. The 
corresponding definition for G replaced by its Lie algebra, looked upon as 
an abelian group, applies then to the stochastic g-valued measures g (and 
corresponds to the one adopted in Section 3). 
THEOREM 4.3. Let G be a connected unimodular Lie group with Lie 
algebra g, and let r] be a stochastic G-valued multiplicative measure on a 
standard Bore1 space (M, S?). Let cp be an isomorphism of (M, a) into 
(R+,S?(R’)) and, if u’e define, for any AE~, r(A)=r(cp(A), cp), with 
((I, cp) given in Theorem 4.2, then ((A) is independent of cp. A + <(A) defines 
a g-valued stochastic measure. If n is strongly ergodic then t is also strongly 
ergodic and ~fn is continuous then 5 is also continuous. Assume n is strongly 
ergodic and non-trivial, then we have moreover that <(.) is invariant under the 
adjoint action of G on its Lie algebra g, in the sense that if 7c = (A,, . . . . A,,} 
is an arbitrary finite g-measurable partition of M, then { t(A,), . . . . ((A,,)} is 
identical in law with {Ad g,t(A,), . . . . Ad g,t(A,)}, for any arbitrary 
g,, . . . . g, in G. 
Proof That t;(A) is independent of cp and A + <(A) is a g-valued 
stochastic measure follow from that we wrote before the statement of the 
theorem. 
The continuity and strong ergodicity of 4 are by definition induced by 
those of ye. Let us now prove the “moreover part” of the theorem. Since 
(M, 9) is a standard Bore1 space there is a measurable mapping cp of 
(M, .@) into (lR+, g(iR+)) such that 99==rp’99(R+) and A,=cp-‘(I,), 
where {I,, . . . . Z,} is a partition of R! + into disjoint intervals. By a proper 
choice of cp we can take the Ii to be of the form Ii= [si, ti), for i= 1, . . . . n. 
By Theorem 4.2 we then have 
<(Ail = 5(riv CP), i = 1, . . . . n. (4.6) 
BY (4.3), 
(4.7) 
where 5 runs over I,. 
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If q is strongly ergodic and non-trivial, the G-invariance of q 
(Theorem 2.12) implies that for T;E [si, ti) we have that 
‘Is,. r,(cp), ..‘9 rls,, .(cp) is equal in law to a4 gl) rls,. ,,(cp), .. . . ad(&) II,“, Jcp). 
Inserting this into (4.7) we get that {((A,), . . . . &A,)} is identical in law 
with (Ad( g,) c(A ,), . . . . Ad( g,) [(A,,)), which proves the theorem. i 
Let us assume 5 is as in the preceding theorem (strongly ergodic and) 
continuous. Assume (M, 98) locally compact with countable base. 
Theorem 3.5 gives an explicit representation of E(er(p,S(A))). The invariance 
of 5 under the adjoint action of G implies that the measure v(da, m) and 
the bilinear form (p, A(m)p) are, for p-a.e. m, invariant under the adjoint 
action of G. We summarize some of these results in the following 
THEOREM 4.4. Let G be a connected Lie group Mith Lie algebra g. Let 4 
be a stochastic G-valued multiplicative measure on a locally compact space 
(M, B) with countable base \$,hich is strongly ergodic, nontrivial, and con- 
tinuous. Let cp be an isomorphism of (M, a) into (R +, &?( R+)) and set, as in 
Theorems 4.2 and 4.3, ((A) = IlpCaj g(cp < t)-’ dq(cp < t). 
Then the law of (((A) does not depend on cp and <( .) is a stochastic 
g-valued measure on (M, B), which is invariant under the adjoint action of G. 
For p E g’ \z,e have 
E(e i(p.E(AI:)=,~,,.r(p.nrJ~(riml, 
brhere p is a positive continuous a-finite measure on (M, S?) and 
+ I (e i<P.U> l/all > I -I)v(da;m)-~(p,A(m)p), 
where /I 11 is a Euclidean norm on g, v(da, m) is a positive o-finite measure on 
g- 101 which is invariant under the adjoint action of G, and 
p + ( p, A(m) p) is a positive definite bilinear form on g’, invariant under 
the aa’joint action of G. Moreover the three functions IO < ,,a,, <, 1 aI2 v(da, m), 
s ,,%,,,, dda, m), and (P, A(m)p) are all in L’(P). 
We shall now give a converse of this theorem. Thus let r be a stochastic 
g-valued measure on a standard Bore1 space (M, a) which is invariant 
under the adjoint action of G, in the sense that {c(A,), . . . . <(A,)} has the 
same joint distribution as {Ad(g,) &A,), . . . . Ad( g,) ((A,,)). Since (M, 99) 
is a Bore1 space there exists an isomorphism <p of (M, &?) into ( [0, 11, 
&Y( [0, I]). Let us consider dt(cp < t) as a g-valued stochastic measure on 
(M, 9). Let I be a Bore1 subset of [0, l] and let x, be the indicatrix of Z, 
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i.e., x,(t) = 1 if t E Z, x,(t) = 0 if t .$ I. Let us consider X,(t) &(cp < t) as ag- 
valued stochastic measure on (M, 93). By using methods similar to those of 
[ 17, 18,221 we can find a unique non-anticipating solution of the equation 
v,-’ dvl= x,(t) &((P < t) (4.8) 
with r,~~ = e, e the unit in G. 
The solution process II:= q, is then a Markov process on G with 
independent right increments, in the sense that for s < t we have that q;‘~, 
is independent of qr for r Q s. Moreover qt is left invariant on G, in the 
sense that qt and hq, are equivalent Markov processes, for all h E G, since 
(/IV,)-‘d(hv,) = q,-’ dry,, so that both ql and hq, satisfy (4.8). Moreover 
(qlh)-’ d(r],h) = Ad(h) q;’ dq, = Ad(h) X,(t) &((p < t), where we used 
(4.8). Since by assumption 5 is invariant under the adjoint action of G, 
we see that qth satisfies also (4.8), so that q, is also right invariant. We 
formulate these results in the following 
THEOREM 4.5. Let G be a connected Lie group with Lie algebra g, and let 
(M, 33) be a standard Bore1 space. Let r be a stochastic g-valued measure on 
(M, S?), invariant under the adjoint action of G. Then there exists a Bore1 
isomorphism cp of (M, g) into ([0, 11, &‘([O, 11)) and, for any 
ZE a( [0, l]), the stochastic differential equation q;’ dq, = x,(t) dt(rp < tj 
with y10 = e has a unique non-anticipating solution process ye:, which is a 
Markoo process on G with independent right increments. ye: is left and right 
invariant. 
We shall now consider the solution r~: of Theorem 4.5 and set q(Z) = r,r{. 
By Theorem 4.5, II: is invariant under the adjoint action ye: + h-‘r]:h, thus 
q(Z) and h-‘r](Z)h have the same distribution. If pI is the distribution of 
q(Z) we have that 
for all h, k E G. 
p,(h-‘kh) = p,(k) (4.9) 
Let I= I, u I,, where I, n I, = 0 and I, lies to the left of Z2 on [O, 1) so 
that there exists an SE [0, 1) such that II c [0, s) and Z, c [s, 1). From the 
uniqueness of non-anticipating solutions of (4.8) we have then 
4+=11:1 for t<s, 
11: = e/l for t>s. 
(4.10) 
From the definition of q(Z) = q: we then get from (4.10), with t = 1, 
W) = VU,) . vfl. (4.11) 
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But from (4.8) and the definition of I we have r~,‘l= II:’ = q(Zr), since 
I, c [0, s) and (4.6) has the value zero for t = 1 > S, hence ~,‘1 is a constant 
equal to V{I. Thus (4.11) can be rewritten as 
From Theorem 4.5 we have that q: has independent increments, hence q(Z,) 
is independent of ?(I,). This corresponds to the following property of the 
corresponding distribution, 
PI= PI, * PI> 
= PI? * PI, 
(4.12) 
(the second equality follows from (4.9)). 
p, is the distribution function of q(Z) = $. If Z, 1 Z then it follows by the 
fact that q: solves a stochastic equation that pin + pI weakly. By 
assumption 5 is continuous, hence P{.~) = 6,. 
Now let I,, Z2 be measurable subsets of Z s.t. I= I, u Z,, I, n I, = 0 and 
assume that they are both finite unions of intervals, i.e., Ii = UT= r .Zj, 
i= 1, 2, for some intervals .Zj. By Eq. (4.12) we have 
and 
PI, = PI, * . . . * Pr I “2 i=l,2 
(4.13) 
PI= Pf; * . . . * p,; * pJ; * . . . pJ2 . 
“2 
By (4.12) the order in which the convolutions are taken does not matter, in 
particular (4.13 ) implies 
PI = PI, * PI2. (4.14) 
By the continuity of pc in Z we prove then (4.13) for arbitrary measurable 
I,, I, s.t. z1 u I, = z, I, n I, = 0. 
For A E g we have A = cp-‘(I) for some ZE SS( [0, 11). Let us set PA = p,. 
Since cp is an isomorphism form (A4, W) into ([0, l), a’( [0, 1)) we have 
from (4.14) that if A,BEC@ with AnB=0 then dAvB=PA *pB and if 
A,J. A in a then ha, + PA weakly. From (4.9) we also have that 
PA(hklkh) = PA(k) (4.15) 
for any h, k E G. 
Hence A + PA is a generalized Markov semigroup on G with parameter 
space (iI4, a) which is G-invariant. By Theorem 2.11 there is an (essentially 
unique) corresponding G-valued stochastic multiplicative G-invariant 
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measure 4 on (M, 38) such that DA = Q(A)(P). Thus we have proven, using 
Theorem 4.4, the following theorem: 
THEOREM 4.6. Let G be a connected Lie group with Lie algebra g, and let 
(M, 9) be locally compact with countable base. Then there exists an, up to 
equivalence, unique, stochastic G-valued multiplicative G-invariant measure n 
on (M, 28) such that rf we define 
where cp is any isomorphism of (M, 8) into (IR +, a( R! + )), then 
E(e i<p.:(A)))=eS.r,(P’m)~(dm), 
where u is a continuous positive a-finite measure on (M, &3) andf( p, m) is a 
function on g’ x M, with g’ the dual of g, such that f (p, m) is continuous in p 
for u-a.e. m E M and, for fixed p E g’, in L’(u). f(p, m) is conditionally 
positive definite on g’ for u-a.e. m. 
From the preceding theorem we also have 
Setting A, = cp ~ ‘( [0, s)) we can write this in the form 
5(A,)=i’~(A,)-‘d~(A,). 
0 
In differential form this can be written as 
&(A,)=rl(A,)-’ WA,). (4.17) 
(4.16) 
Hence we have: 
THEOREM 4.7. Let G be a connected Lie group with Lie algebra g. Let 
(M, 9) be a standard Bore1 space. Let 5 be a continuous stochastic g-valued 
measure on (M, 23) which is invariant under the adjoint action of G. Let cp be 
any measurable isomorphism of (M,S!J) into (R+,9I(R+)) and set 
A, = cp-‘( [0, t)). Then the stochastic differential equation 
has a unique non-anticipating solution starting at the unit e of G. This 
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solution is a Markov process on G, with independent right increments, left 
and right invariant, and defines a stochastic G-valued multiplicative integral q 
which is G-invariant. g is given by q(A,) = q:, with I= [0, t), rli as in 
Theorem 4.5. Up to equivalence, r] depends only on s” and not on the 
isomorphism cp. 
Remark. In the case where 5 is as in Theorem 4.4 with v = 0 or (A = 0, 
J hl< xc ), a more direct and detailed description of q can be given (see 
C571). 
ACKNOWLEDGMENTS 
We are very grateful to Drs. T. Kolsrud and B. Torresani for useful discussions. We are also 
very grateful to Professors Philippe Blanchard. Mohamet Mebkhout, Madeleine Sirugue- 
Collin, Michel Sirugue, and Ludwig Streit for the kind hospitality at the University d’Aix 
Marseille 11, the BiBos-Centre, the Centre de Physique Thiorique, CNRS, Marseille, and the 
Universite de Provence. Marseille. The hospitality of the Mathematics Institute of Oslo 
University as well as the financial support of the Norwegian Research Council for Science and 
the Humanities (Project Mathematics Seminar) and the Volkswagenstiftung (Research Centre 
Bielefeld-Bochum Stochastics) are also gratefully acknowledged. 
Note added in proof: In great sorrow, we deeply mourn the departure of our beloved friend 
and co-author, Raphael Hoegh-Krohn, on January 24, 1988: S. Albeverio, H. Holden. 
REFERENCES 
1. N. IKEDA AND S. WATANABE, ‘Stochastic Differential Equations and Diffusion Processes,” 
North-Holland, Amsterdam, 198 I. 
2. D. ELWORTHY. “Stochastic Differential Equations on Manifolds,” Cambridge Univ. Press, 
London,/New York, 1982. 
3. P. MALLIAVIN, “Gtometrie differentielle stochastique,” Presses Universitaires, Montreal. 
1978. 
4. K. ITO, Stochastic differential equations on a differentiable manifold, I, Nugo~a Mufh. J. 1 
(1950), 3547: II. Mem. Coil. Sci. Kyoto Univ. 28 (1953) 82-85. 
5. R. GANGOLLI. On the construction of certain diffusions on a differentiable manifold, 
Z. Wuhrsch. Verw. Gebiere 2 (1964), 209419. 
6. E. JBRGENSEN. Construction of the Brownian motion and the Ornstein-Uhlenbeck 
process in a Riemannian manifold on the basis the Gangolli-McKean injection scheme, 
Z. W’ahrsch. Vern,. Gebiete 44 (1978). 71-87. 
7. T. E. DUNCAN, ‘Stochastic Systems and Afline Lie Algebras. Proceedings, Berkeley,” 
(L. R. Hurt and C. F. Martin. Eds.), Math. Sci. Press, Brookline, MA, 1984. 
8. M. PINSKY. Mean hitting times and hitting probabilities of Brownian motion in geodesics 
balls and tubular neighborhoods, in “Stochastic Processes-Mathematics and Physics,” 
Proceedings, BiBos Symposium I, (S. Albeverio. Ph. Blanchard, and L. Streit, Eds.). 
Lecture Notes in Mathematics, Vol. 1158, pp. 216223, Springer-Verlag, Berlin, 1985. 
9. J. T. LEWIS, An elementary approach to Brownian motion on manifolds, in ‘Stochastic 
Processes-Mathematics and Physics.” Proceedings, BiBos Symposium I (S. Albeverio. 
Ph. Blanchard, and L. Streit, Eds.). Lecture Notes in Mathematics. Vol. 1158. 
pp. 158-167, Springer-Verlag, Berlin. 1985. 
182 ALBEVERIO, H@EGH-KROHN, AND HOLDEN 
10. P. A. MEYER, Geometric stochastique sans larmes, in “Stm. Prob. XV, 1979/1980,” 
Lecture Notes in Mathematics, Vol. 850, Springer-Verlag, New York/Berlin, 1981. 
11. YA. I. BELOFTILSKAYA AND Yu. L. DALETSKII. Ito equations and differential geometry, 
Russian Marh. Suruays 37 (1982) 109-163. 
12. R. W. R. DARLING, Approximating Ito integrals of differential forms and geodesics 
deviation. 2. Wahrsch. Vera. Gebiere 65 (1984), 563-572. 
13. K. ITO, Brownian motions in a Lie group, Proc. Japan Acad. 8 (1950), 4-10. 
14. S. ITO, Brownian motions in a topological group and its covering group, Rend. Circ. Mar. 
Palermo (21 1 (l952), 4&48. 
15. U. GRENANDER, “Probabilities on Algebraic Structures.” Wiley, New York, 1963. 
16. G. A. HUNT, Semigroups of measures on Lie groups. Trans. Amer. Murh. Sot. 81 (1956). 
264293. 
17. H. P. MCKEAN. JR., Stochastic Integrals,” Academic Press, New York/London, 1969. 
18. M. IBERO, Integrales stochastiques multiplicatives et construction de diffusions sur un 
groupe de Lie, Bull. Sci. Math. 100 (1976), 175-191. 
19. D. WEHN, Probabilities on Lie groups, Proc. Nur. Acad. Sci. 48 (1962), 791-795. 
20. D. W. STRCJ~CK AND S. R. S. VARADHAN, Limit theorems for random walks on Lie 
groups, Sankhyci Ser. A 35 (3) ( 1973), 277-294. 
21. A. HULANICKI, A class of convolution semigroups of measures on a Lie group, in 
“Probability Theory on Vector Spaces II” (A. Weron, Ed.), Lecture Notes in 
Mathematics, Vol. 828, Springer-Verlag, New York/Berlin, 1980. 
22. PH. FEINSILVER, Processes with independent increments on a Lie group, Trans. Amer. 
Math. Sot. 242 (1978). 733121. 
23. J. POTTHOFF, Stochastic path-ordered exponentials, J. Math. Phys. 25 (1984) 52-56. 
24. H. CARNAL. Unendlich oft teilbare Wahrscheinlichkeitsverteilungen auf kompakten 
Gruppen, M&h. Ann. 153 (1964), 351-383. 
25. W. HAZOD, “Stetige Faltungshalbgruppen von WahrscheinlichkeitsmaDen und erzeugende 
Distributionen,” Lecture Notes in Mathematics, Vol. 595. Springer-Verlag, Berlin, 1977. 
26. H. HEYER, “Probability Measures on Locally Compact Groups,” Springer-Verlag, New 
York/Berlin, 1977. 
27. S. ALBEVERIO AND T. AREDE, The relation between quantum mechanics and classical 
mechanics: A survey of some mathematical aspects, in “Chaotic Behavior in Quantum 
Systems” (G. Casati, Ed.), pp. 37-77, Plenum, New York, 1985. 
28. T. AREDE, Manifolds for which the heat kernel is given in terms of geodesic lengths, Leff. 
Math. Phys. 9 (1985). 121-131. 
29. D. WILLIAMS (Ed.), “Stochastic Integrals,” Lecture Notes in Mathematics, Vol. 851, 
Springer-Verlag, Berlin, 1981. 
30. Y. YAMATO, Stochastic diNerential equations and nilpotent Lie algebra, Z. Wuhrsch. Vera. 
Gebiete 47 (1979) 213-229. 
31. (a) J. M. BISMUT, Large deviations and the Malliavin calculus, Birkhauser, Basel, 1984; 
(b) J. M. BISMUT, Index theorem and equivariant cohomology on the loop space, Orsay, 
Comm. Math. Phys. 98 (1985), 213-237. 
32. M. HAZEWINKEL AND J. C. WILLEMS (Eds.), “Stochastic Systems: The mathematics of 
Filtering and Identification and Application,” Reidel, Dordrecht, 1981. 
33. (a) Z. HABA, Stochastic equations for fields on complex manifolds, J. Phys. A 18 (1985). 
L 347; (b) Z. HABA, Instantons with noise. I. Equations for two-dimensional models, Phys. 
Rec. D 33 (1986). 2428; (c) Z. HABA, Stochastic equations for some Euclidean fields, in 
“Stochastic Processes in Classical and Quantum Systems” (S. Albeverio, G. Casati, and 
D. Merlini, Eds.), pp. 315-328, Proc. Ascona 1985. Lect. Notes Phys. 262, Springer, 
Berlin, 1986. 
34. F. DE ANGELIS, D. DE FALCO. AND G. DI GENOVA, Quantum lields on a gravitational 
background from random fields on Riemannian manifolds, in “Stochastic Processes in 
GROUP-VALUED STOCHASTIC PROCESSES 183 
Classical and Quantum Systems” (S. Albeverio, G. Casati, and D. Merlini, Eds.), 
pp. 17c178, Proc. 1st Int. Ascona-Como Meeting, June 1985, Lect. Notes Phys. 262, 
Springer, Berlin, 1986. 
35. S. ALBEVERIO, R. HBEGH-KROHN, AND H. HOLDEN, Some Markoff fields and quantum 
fields associated with hypersurfaces, in preparation; Stochastic Lie group-valued measures 
and their relations to stochastic curve integrals gauge fields and Markov cosurfaces, in 
“Stochastic Processes-Mathematics and Physics” (S. Albeverio, Ph. Blanchard, and 
L. Streit, Eds.), pp. l-24, Proc. 1. BiBoS-Symp. Lect. Notes Math. 1158, Springer, Berlin, 
1985. 
36. S. ALBEVERIO, R. HBEGH-KROHN, AND H. HOLDEN, Markov processes on infinite dimen- 
sional spaces, Markov fields and Markov cosurfaces, in “Stochastic Space-Time Models 
and Limit Theorems” (L. Arnold and P. Kotelenez, Eds.), pp. 1140, Reidel, Dordrecht, 
1985. 
37. S. ALBEVERIO. R. HBEGH-KROHN, AND H. HOLDEN, Markov cosurfaces and gauge fields, 
.4cra Phys. Ausfriuca Suppl. 26, 211-231 (1984) (“Stochastic Methods and Computer 
Tehniques in Quantum Dynamics” (H. Mitter and L. Pittner, Eds.)). 
38. I. M. GELFAND AND N. YA. VILENKIN, “Generalized Functions,” Vol. IV, Academic Press, 
New York, 1964. 
39. M. M. RAo, Local functionals and generalized random fields with independent values, 
Theory Probab. Appl. 16 (1971). 457473. 
40. A. TORTRAT, Sur le support des lois indkfiniment divisibles dans les espaces vectoriels 
localement convexes, Ann. Inst. H. Poincare B 13 (1977), 2743. 
41. W. LINDE, “Inlinitely Divisible and Stable Measures on Banach Spaces,” Teubner, 
Leipzig, 1983. 
42. M. B. MARCUS AND W. A. WOYCZYINSKI. Stable measures and central limit theorems in 
spaces of stable type, Trans. Amer. Math. Sot. 251 (1979), 71-102. 
43. J. KERSTAN, K. MATTHES, AND J. MECKE. “Unbegrenzt teilbare Punktprozesse,” 
Akademie-Verlag, Berlin, 1974. 
44. D. SURGAILIS, On the Markof property of a class of linear infinitely divisible fields, 
Z. Wahrsch. Vet-w. Gebiere 49 (1979), 293-311. 
45. E. WONG AND M. ZAKAI, Markov processes on the plane, Stoch. 15 (1985), 311-333. 
46. E. WONG AND M. ZAKAI. Multiparameter martingale differential forms, /‘rob&. Theor. 
Rel. Fields 14 (1987), 429453. 
47. M. M. RAO, “Foundations of Stochastic Analysis,” Academic Press, New York, 1981. 
48. S. G. BOBKOV, Variations of random processes with independent increments, J. Sooief. 
Math. 27 (1984). 3167-3340. 
49. Yu. V. PROHOROV AND Yu. A. ROZANOV, “Probability Theory,” Springer-Verlag, Berlin, 
1969. 
50. D. A. DAWSON, Generalized stochastic integrals and equations, Trans. Amer. Math. Sot. 
147 (1970), 473-506. 
51. R. J. ELLIOTT, “Stochastic Calculus and Applications,” Springer-Verlag. Berlin, 1982. 
52. J. JACOD, “Calcul stochastique et probltmes de martingales,” Lecture Notes in 
Mathematics, Vol. 714, Springer-Verlag, Berlin, 1979. 
53. M. M. RAO, Local functionals on C,(G) and probability, J. Funct. Anal. 39, (1980). 
23-41. 
54. ml. COURR~GE, Ginerateur inlinitisimal d’un semi-groupe de convolution sur R”, et 
formule de Ltvy-Khinchine, BUM Sci. Math. 88 (1964), 3-30. 
55. C. BERG AND G. FORST, “Potential Theory on Locally Compact Abelian Groups,” 
Springer-Verlag. 1975. 
56. D. L. COHN, “Measure Theory,” Birkhluser, Boston, 1980. 
57. S. ALBEVERIO, R. HBEGH-KROHN, H. HOLDEN AND T. KOLSRUD, Representation and 
construction of multiplicative noise, Stockholm and BiBoS preprint, 1987. 
184 ALBEVERIO, HBEGH-KROHN, AND HOLDEN 
58. S. ALBEVERIO, R. HBEGH-KROHN, AND H. HOLDEN. Random fields with values in Lie 
groups and Higgs fields. iu “Stochastic Processes in Classical and Quantum Systems,” 
Proceedings. Ascona 1985. Lecture Notes in Physics. Vol. 262, pp. l-13, Springer-Verlag, 
Berlin. 1986. 
59. S. ALBEVERIO, J. E. FENSTAD, R. HBEGH-KROHN, AND T. LINIXTRBM. “Nonstandard 
Methods in Stochastic Analysis and Mathematical Physics,” Academic Press, Orlando, 
FL. 1986. 
60. S. ALBEVERIO ANL) R. HQEGH-KROHN. Brownian motion. Markov cosurfaces, Higgs fields. 
in “Fundamental Aspects of Quantum Theory,” (V. Gorini and A. Frigerio, Eds.), 
pp. 95-104, Plenum, New York, 1986. 
61. (a) S. ALBEVERIO AND R. HBEGH-KROHN. Euclidean Markov fields and relativistic quan- 
tum fields from stochastic partial differential equations in four dimensions, Phys. Lerr. B 
177 ( 1986~. 175-179. (b) S. ALBEVERIO AND R. H~EGH-KROHN, Quaternionic non abelian 
relativistic quantum fields in four space-time dimensions, PhTs. Left. B 189 (1987), 
319-336: (c)S. ALBEVERIO AND R. HBEGH-KROHN. Local relativistic quantum lields in 
four space-time dimensions with non linear electromagnetic interaction, BIBoS preprint, 
1987. 
62. J. F. C. KINGMAN. Completely random measures, Pac. J. Marh. 21 (1967), 59-78. 
63. A. KAUFMANN, Stetigkeit von gruppenwertigen stochastischen Cofllchen, Diplomarbeit, 
Bochum (1986). 
