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1. INTRODUCTION 
We shall work in two-dimensional Euclidean space, E2, and deal with 
the nonlinear stationary Navier-Stokes equations 
vAv - (v a v)v = vp, 
(1.1) 
v*v=o, 
where v is a nonzero constant and v = (ZJ~ , ZAJ. 
Equations (1.1) represent in general the steady flow of a viscous incompress- 
ible fluid where v is the coefficient of viscosity. 
We shall say the pair (v, p) is a classical solution of (1.1) in the open set 
.Q if vj and p are in Cm(Q), j = 1,2, and if for each x in Q, Eqs. (1.1) are 
satisfied. 
Letting D(x, Y) represent the open disc with center x and radius r, we 
recently established a theorem [9, Theorem 13, which has the following 
result as a corollary. 
Let (v, p) be a classical solution of (1.1) in D(0, r,) - (0). Suppose that 
vj(x) =o(llog/xjI)asIxj-tO,j= 1,2.ThenvandpcanbedefinedatO 
so that (v, p) is a classical solution of (1 .l) in D(0, Y,). 
In this paper, we intend to show that the above result is best possible, 
i.e., if we assume that vu1 = O(l log 1 x / I) and v2 = o(l log 1 x I I) then the 
conclusion does not hold. In particular, we intend to establish the following 
result : 
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THEOREM 1. There exists a pair (v, p) which is a classical solution of (1.1) 
in D(0, 1) - {0} such that Q.(X) and 1 x 1 p(x) are uniformly bounded in 
D(0, 1) - {0} and such that lim~,~,,q(x)/log 1 x j = 5 where 5 is afinite-valued 
rwnzero constant. 
Also, we observe that Theorem 1 shows that condition (iii) in [5, Theorem 
l] for the case N = 2 is best possible, i.e., p = o(I x 1-l) cannot be replaced 
by p = O(l x I-‘). 
2. DOUBLE TRIGONOMETRIC SERIES AND FLUID FLOW 
We shall use the theory of trigonometric series somewhat as in [6] to 
establish the results in this paper. In particular, we shall need a number of 
specific functions on the 2-torus, Tz = {x: -7~ < xj < r, j = 1,2}. To deal 
with this, we shall use the following notation: m will designate an integral 
lattice point; (x, y) = xryr + xaya ; 1 x I2 = (x, x); for a function g in 
L1(T2), we shall set 
g^(m) = (2n)-2 Jrz g(x) e-i(m,z) dx. 
Next, we introduce the function 
(2.1) 
Since the series defining G is absolutely convergent, we see that 
G is a continuous periodic function in E, , (2.2.) 
where periodic means of period 2~ in each variable. Also from [7, pp. 65-781 
and standard facts from potential theory, it is not difficult to see that 
G is in C” E, - u (2~2) 
?n 1 
and that there is a function G*(x) in Cm[D(O, 2)] such that 
G(x) - (n/2) 1 x I2 log I x 1-l = G*(x) 
for x in D(0, 2) - (0). 
Next, using (2.3), we introduce the functions 
H(x) = dG(x) 
vujK(x) = --sj”H(x) + a2G(x)/ax$x,, j, k = 
g(x) = aH(x)/axj , j = 1,2, 
(2.3) 
(2.4) 
1, 2, (2.5) 
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for x in E, - Um{27rm} where Sjk is the Kronecker-6. We observe that they 
are all in L1( T2) and that in particular for m # 0 
HA(m) = 1 m j-?, 
and that 
vuAA(m) = -Sjk I m ]--2 + mjmk 1 m /-4, (2.6) 
q+(m) = imj 1 m 1-2, 
H-+(O) = zqA(0) = qj^(O) = 0. (2.7) 
Next, from (2.4) and (2.5), 
ui* in P[D(O, 2)] such that 
we obtain that there are functions u:*, ui*, and 
YUll(X) + 7r[log I x j-1 + x12 1 x 1-21 = U;*(x) 
vu&x) + ?T[log j x 1-1 + x; 1 x 1-21 = u”2*(x) (2.8) 
vu2yx) + 77+x+ 1x 1-2 = u;*(x) 
for x in D(O,2) - (0). 
From (24, it follows that 
uk1ihj1/i3xR is in L2+(T2) 
for j, k, R = 1, 2 and every E such that 0 < E < 1. 
Next, we observe from (2.6) and from [7, p. 721 that 
AH(x) = 1 for x in E, - u (2rm). 
n& 
W) 
Consequently, with S1 = (1,0) and ur = (yl, uzl), we see from this last 
fact and (2.5) that 
vAul - Vql = -til 
v-ul=O 
(2.10) 
for x in E, - (Jm{2~}. 
Next, we select a function X with the following properties: 
(a) h is a periodic function in Cm(E2); 
(b) X = 1 in D(0, 1); 
(c) P(O) = 0; 
and define 
(2.11) 
fu = (/all * 0) pul + &LB1 
in E, - (Jm{27rm} where TV is a nonzero constant. 
(2.12) 
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The key to the proof of Theorem 1 is to consider the following system 
of equations :
VAV - (v . V)v - (pul * V)v - (v . V) pd - vp = fu 
v*v=o 
(2.13) 
In particular, we shall show that Theorem 1 is an immediate corollary to 
the following theorem concerning the system (2.13). 
THEOREM 2. A positive constant TV,, exists such that for every TV with 
0 < 1 TV. 1< t.~,, there is a pair (v, p) with the following properties: 
(i) v andp are in Cm[Ez - &{2rm}]; 
(ii) (v, p) satis$es (2.13) in E, - Um(27rm}; 
(iii) vj is a periodic function in Ca(EJ for 0 < 01 < 1 and j = 1, 2; 
(iv) p is periodic in E, - Um{2rrm}, is in LE(T2) for 1 < /I < co, and 
furthermore for E > 0, p(x) = O(l x I+) as 1 x I - 0. 
To obtain Theorem 1 from Theorem 2, we set V = v + pul and P = 
p + w1 in D(0, 1) - (0) where (v, p) is the pair in Theorem 2. Then from 
(i) of Theorem 2, (2.3), and (2.5), we have that V and P are in C”[D(O, 1) - 
{O}]. Also from (2.8) and from (iii) of Theorem 2, we have that limIzI,,,vl(x)/ 
log I x j = npv-l and that V,(x) is uniformly bounded in D(0, 1) - (0). 
Furthermore, from (2.4) and (2.5), we have that ql(x) = O(l x 1-l) as 1 x 1 -+ 0. 
Consequently, it follows from (iv) of Theorem 2 that j x / P(x) is uniformly 
bounded in D(0, 1) - (0). Next, we observe from (ii) of Theorem 2 and 
from (2.10) that the pair (V, P) satisfies the second equation in (1.1) in 
D(0, 1) - (0). Finally, we observe from (2.10)-(2.13), and (ii) of Theorem 2 
that in D(0, l)-(O) 
vAv - (v . V)v - (+I . V)v - (v . V) /uI - Vp 
= (pd . V) /111’ - /.L[vAu~ - V@]. 
Consequently in D(0, 1) - (0) 
4v + 1-4 - [(v + pd) . V] (v + ,d> - V(P + j.4) = 0. 
We conclude that in D(0, 1) - {0}, (V, P) satisfies the first equation in (1.1). 
Therefore, Theorem 1 is established once we prove Theorem 2. 
3. PROOF OF THEOREM 2 
To establish Theorem 2, we need certain classes of functions and vector 
functions on T, . We say g is in Cm( T,) if g is a periodic function in C*(EJ. 
We say f is in WV1(TJ, 1 < y < co, if f is inD(TJ and if there are functions 
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fi and fi in Ly(T,) such that ST, fag/ax, dx = -Jr, fjg dx for all g in P(T,), 
j = 1,2. We shall refer to fi as aflax, . 
We say a vector function F = (Fl , FJ is solenoidal if each of its com- 
ponents are in W,l(T,) and if aF,/ax, + aF,/i?Jx, = 0. 
If + = (#r , #a) is solenoidal with each of its components in C=(T,) and 
if furthermore I/~‘(O) = 0 for li = 1,2, we shall say + is in $(T,). 
If 4 = ($1 , $2) . is so enoidal 1 with each of its components in W,l( T,) and 
if furthermore &“(O) = 0 for K = 1, 2, we shall say 4 is &(T2). 
For v and w in &(T,), we shall set 
[v, WI = -f 1 avjax, . awjax, = j,fzl I, +f& $$ dx. (3.1) 
k=l Tz 
Next, let F, v, and w be respectively vector functions with components 
in Ll(T,), L1( T,), and W,l( T,). Suppose furthermore Fivkawj/ax, is in 
L1( Z’s) for j, k = 1, 2. We then define 
{F, v, w> = 2 i Fjvk &q/ax, dx. 
j.k=l Ts 
To prove Theorem 2, we first establish the following lemma (which is 
somewhat motivated by the Galerkin techniques in [3]). 
LEMMA 1. A positive constant CL,, exists such that for every TV with 0 < 
1 p 1 < p0 there is a v in &‘( TJ such that for + in X’( T,) 
44, VI + (4, v, 4 + 14, d, VI+ (4, v, 1.4 = -s, 4 * f” dx. 
(3.3) 
Before proceeding, we observe from (2.8) that 
aujl/axk is in L2-6(Tz) for 0 < E < 1, j,k= 1,2. (3.4) 
Also, we observe (for example, see [5, Lemma 21) that 
if w is in H(Ts), then w, is in Lv(T,) for 1 < y < co and j = 1,2. 
(3.5) 
From (3.4) and (3.5), we consequently see that all the terms in (3.3) are 
well-defined. As a matter of fact, we see that 
if +, w, and W are in .%(T,), then {$, w, ul}, (4, ul, w}, (6, W, w}, 
and {+,3, ul} are all well defined and are equal respectively to (3.6) 
-{ul, w, 41, -h ul, 41, -h W, 41 and -W, ul, 6. 
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Next, we observe that if g is Wal(Ts) and g”(O) = 0, then 
jT2 I &>I” dx Gs, IVg(412 dx, (3.7) 
and obtain as a consequence from [4; Lemma 1, p. 81 and [6, Lemma l] 
that the following holds: 
Remark 1. There exists a constant K such that if g is in W,l(T,) and 
g&(O) = 0, then 
s, g4 dx G K s, g2 dx s, IVg I2 dx. 
From Remark 1, (3.5), (3.6), (3.7), and the fact that for w in &‘(T.J, 
I 1 u>wk awjIaxk 1 dx T2 
< [j-T* 1 u> I4 dx/lia ]sr, 1 wk I4 dx/1’4 is, 1 awj/axk I2 dsj”‘~ 
we also obtain the following: 
Remark 2. There exists a constant Kl such that if w is in &‘(T,), then 
I+, w, u’>l < Kl[w, WI. 
We now proceed with the proof of Lemma 1. 
First of all, we observe that there is a sequence {@}j”=, with the following 
properties: 
+j is in J(T,), and 
s 
+j - Gk dx = ajk j, k = 1, 2 ,...; (3.8) T, 
Given E > 0 and + in $(!I’,), there exists {Cj}jn_l such that 
(3.9) 
forxin T,andi,k = 1,2. 
Next, with Kl the constant in Remark 2, we intend to show the following: 
170 VICTOR L. SHAPIRO 
Given a positive integer J, there exists an 01 = (cyr ,..., 0~~) such that for 
j = I,..., J 
“[V, $1 + I@, vJ, v”> + {V ,pul,vJ} -I- {qJ,~~,pl} = 
where 
(3.10) 
J 
VJ = 1 a:j+j and 0 < I p I < 1 v 1 l-c,-l. 
j=l 
To establish (3.10), we let EJ be Euclidean J-space where J is a fixed 
positive integer. For each 01 in EJ, we define a J x / matrix A(a) with 
components 
We see that A(a) gives rise to a linear transformation on EJ sending 
B = ca Y...> is,> into A(or)/J = (xf=, A,,(a) fij ,..., & A,j(a)pj) where 
-&(a) /$ = v[+,i, /+b5] + @, i Olk+‘, &bi 
1 k-1 1 
+ {@, pul, mJ> + {W, pjw, pul}. (3.11) 
From (3.6) and (3.1 l), we see that 
Since 1 v 1 > Kr / p /, we conclude from (3.12) and Remark 2 that 
From (3.1) and (3.7), we in turn have that the ex ression in brackets on 
9 
the right side of (3.13) majorizes ST2 (Cf-, pi,” . & &+) dx. From (3.8) 
and (3.13), we then obtain that 
(I v I - I P I a I B I G I 443 I for p in EJ . (3.14) 
From (3.14), we consequently conclude that 
A(a)-l exists for (II in EJ and 
II e+l II < (I v I - I P I K-l. (3.15) 
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Next, we set q = (Q ,..., Q) 
17i = -I, v - P dx i = l,..., / (3.16) 
and 
F(a) = A(a)-3. (3.17) 
From (3.15), we obtain that F( 01 is a continuous map of EJ into the closed ) 
ball in EJ of radius [ 77 ] (I Y / - 1 p / K&l with center at the origin. Con- 
sequently, there is an 01 in this closed ball such that F(a) = 0~. We conclude 
from (3.17) that 
there is an OL in EJ with 
I 01 I G I rl I (I v I - I P I G-l such that A(a = r). (3.18) 
Equations (3.11) and (3.16) in conjunction with (3.18) give (3.10). 
With vJ as in (3.10) we have from (2.12) and (3.6) that 
v[vJ, VJ] + p(vJ, VJ, d} = -p2{vJ, ul, u’} - p s, hw,J dx. (3.19) 
Now 
and 
s T2 1 wrJukl I3 dx < Is, I vjJ 14j3” ts, I ukl 112/1’4. 
We consequently see from (3.7) and Remark 1 that there is constant K, 
such that 
l{vJ, ul, u’}] < K2[vJ, vJ]1/2 (3.20) 
for / = 1, 2,.... 
Letting I/ X llDD designate the Lm-norm of A, we see from (3.7), (3.19), (3.20), 
and Remark 2 that 
[v”, v”l < [I v I - I P I K11-l [I P I”K2 + II h IL I P I 2771 [vJ, VY (3.21) 
for J = 1, 2,.... We consequently have that [vJ, v-‘]rIs is uniformly bounded 
in J. It follows from [l, pp. 169, 1811 that there exists a v in ti( T,) and a 
subsequence {v’~}~=~ such that 
$+i s, 1 vJn - v 1 2 dx = 0 (3.22) 
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and 
?-?[A +I == [4, VI for 4 in %(T,). 
Next, fix #j. Then it follows from (3.23) that 
li+i[+j, vJ-] = [+j, v]. 
From (3.6) and (3.22), we also see that 
(3.23) 
(3.24) 
li+i{Jlj, VJ” - v, VJ”} = 0, 
lim{+j, v, vJn - v] = 0. nEvx 
Consequently, 
lii~{#, d”, VJ”} = {$j, v, v}. (3.25) 
Likewise, we see from (3.6) and (3.22) that 
and 
hi{+‘, pd, vJn> = {#, pul, v} 
We conclude from this in conjunction with (3.10), (3.24), and (3.25) that 
there is a v in &‘(Ta) such that 
v[$j, v] + ($j, v, v} + {+‘, pd, v} + {$‘, v, pul} = - s JI’ . fP dx T2 (3.26) 
fori = 1,2,... and 0 < j p 1 < j v I K;‘. 
Next, we obtain in an easy manner from (3.9) and (3.26) that 
v[$,, v]+ {G, v, v: + (4, CLd, 4 + t+, v, we = - s Tz ’ * f” (3*27) 
for 9 in $(Ta) and 0 < ) p ] < 1 v 1 K;l. 
Finally, given + in A’(Ta), we set for t > 0 
c&(x, t) = C c&^(m) ea(m~o)-~mlt. 
97% 
(3.28) 
Then 4(x, t) is $(T,) h w ere the jth component of 4(x, t) is &(x, t). It is 
easy to see from [7, p. 561 that Jr, ] a&(x, t)/ax, - &(x)/ax, I2 dx + 0, 
and .fT, I Y$(% t> - 9W’ d x-+0 as t--+0 for-j, K = 1,2 and 1 <y < CO. 
The conclusion to the lemma with p0 = I v I K;l then follows immediately 
from these facts, (3.6), and (3.27). 
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Proceeding with the proof of Theorem 2 we next set 
g” = (v * V)v + /L(d * V)v + p(v - V)ul + fu (3.29) 
for 0 < 1 p / < p,, = ( v ( K;l, where v is in &‘(TJ and satisfies (3.3). 
From (2.9) (3.4), and (3.5), we see that 
gju is in I?( T,) for 1 < y < 2 (3.30) 
forj = 1, 2. Also we have from (2.11), (2.12), and (3.29) that 
Next, we define 
g;^(O) = 0 j = 1, 2. (3.31) 
V,(x) = (W2 f 1 %“(X - Y) gk”(Y) dY 
k=l *, 
(3.32) 
for x in E, and j = 1,2. From (2.3) and (2.5), we have that ujk and au3k/axR 
are in Cm[E, - Um(27m}] and p eriodic in E, - (J,{27rm} for j, k, R = 1, 2. 
From (2.8), we see that there is a constant c such that 
(i) I ujk(x>l f C lo&l/l X I); 
(ii) I a2q(qaxR I < c I x 1-l; 
(3.33) 
for x in D(0, l/2) - (0) and j, K, R = 1, 2. 
We consequently conclude first from (3.22) and (3.33)(i) that 
Vj(x) is a continuous periodic function 
and next, from (3.33)(ii) and [4, Lemma 51 that 
Vi is in W,l(T,) 
and 
(3.34) 
(3.35) 
av,(xyax, = (2rr)-2 gl Irz ge(Y) %k(x - Y)laxR ‘J’ 
almost everywhere in T, . 
From (3.32), we also see that for m # 0 
vvjA(m) = 5 r-8,” 1 m I2 + mjmk] 1 m I-“g;^(m). 
k=l 
(3.36) 
An easy computation then gives us that mrVI*(m) + maV,-(m) = 0 for all 
m and we consequently conclude from (3.31), (3.32), and (3.35) that 
V is in &(T2). (3.37) 
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Using (3.36) another easy computation enables us to obtain even more, 
namely that 
for 4 in *(T,). 
Next, we observe from (3.3) and (3.29) that 
449 ~1 = mlcl S, gY(x) $j(x) dx 
for 4 in s(T,). We therefore obtain from (3.38) and this last fact that 
[4, v - V] = 0 for r$ in &‘(T,). Taking 4 = v - V, we consequently 
have that vj = Vj almost everywhere in E, . We define vi = Vj everywhere 
in E, and conclude from (3.32) and (3.34) that 
zli is a continuous periodic function (3.39) 
and 
dx) = PY f j Q(x - Y) g.tW 4 
L=I T, 
(3.40) 
for x in Ez and j = 1, 2. 
Next, we observe from [5, Lemmas 2 and 31 that the following remark 
holds: 
. 
Remark 3. Let F be in Ly(T2) for every y such that 1 < y < 2. Set 
A,(X) = (2~)-~ sTz Q’(X - y) F(y) dy and Bik(X) = (27r)-2 sTz $(X - J’) X 
A,(y) dy, j, k = 1,2. Then 
(i) A$ is defined almost everywhere in E2 and is in LB(T2) for every /3 
such that 1 </3 < co; 
(ii) B,, is a continuous periodic function in P(E,) for every cx such 
thatO<cu<l. 
We observe in particular from (2.6) that 
B/(m) = -F^(m) mjml, 1 m j-4 for m # 0. (3.41) 
From (3.40) and (2.6) we observe (as we have once before) that for m # 0 
q^(m) = i [-Sj” 1 m I2 + mjmlc] 1 m I-“g;^(m). (3.42) 
k=l 
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We conclude from (3.30), (3.41), (3.42), and (ii) of Remark 3 that 
oj is in C”(E,) for O<a<l and j = 1,2. (3.43) 
From Lemma 1, we have that &I,/&, is in L2(Tz) for j, K = 1,2. Conse- 
quently, it follows from (3.42) that for m # 0 
~(ih,/ax,)~ (m) = i im, 1 m 1--2 g”,^(m) mRmj 1 m 1-2 
R=l 
- i, GjRim, Im I-"giA(m). (3.44) 
Observing that 2m12 = 1 m j2 + (ml2 - m22), we see from [2, Theorem lo] 
and (3.30) that there is a function in D(T,), 1 < y < 2, which for m # 0 
has g',^(m) mRmj I m 1-2 for its Fourier coefficients. We consequently obtain 
from (3.44) and (i) of Remark 3 that 
&+/ax, is in LB(T2) for 1 < /3 < 00, j, K 
Next, we set 
lgu = (v - Vv) + p(ul * V)v 
Bgu = p(v * V) ul + fu 
and observe that 
g” = lgl” + 2gu. 
Also, we see from (3.43) and (3.45) that 
lg” is in IY( T,) for 1 < fi < co, 
2gu is in Ly(T2) for 1 < y < 2. 
Next, we set 
kvdx) = (24-2 gl s, U5R(X -#ifRUb) dr 
1, 2. (3.45) 
(3.46) 
(3.47) 
(3.48) 
(3.49) 
for j, K = 1,2 and observe that the analogue of (3.42) holds for “nj”(m), 
i.e., for m # 0 
vkvjA(m) = 5 [--6jR / m I2 + mjmR] 1 m I-4k giA(m). (3.50) 
R-l 
Consequently, with k~ = (kwl , kwZ), we obtain as before from (3.48) and (ii) 
of Remark 3 that 
kvj is in C"(E,) for 0 < a! < 1 and j, k = 1, 2. (3.51) 
505/22/I-12 
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Also, we note from (3.40) and (3.49) that 
v(x) = ‘V(X) + “V(X) for x in Ez . (3.52) 
Next, we observe from (3.50) that for m # 0, ~(%u~/&,)^(m) is equal to 
the right side of (3.44) provided we replace gRU by ‘“g#. From (3.48) and 
[2, Theorem lo], we have that qm, 1 m I-21g%A(m) are the Fourier coefficients 
of a function in P(T2), 1 < /3 < co. We consequently conclude from a 
situation analogous to (ii) of Remark 3 that 
&,/ax, is a periodic function in Ca(E2) 
for O<ol<l and j,R=l,2. (3.53) 
But then it follows from [5, Lemma I] that 
lvj is in C1+E(E2) for O<~u<l and j = 1,2. (3.54) 
Next, using [5, Lemma l] once again, we observe that the following 
remark holds: 
Remark 4. Let F be a periodic function in E, - (J,{2rrm} and in L1( T,). 
Suppose furthermore that F is in C n+a on compact subsets of E2 - Um{2n7n} 
where n is a nonnegative integer and 0 < o( < 1. Define Aj and Bj, as in 
Remark 3. Then Aj is in Cn+l+a and Bj, is in Cn+2+a on compact subsets of 
E2 - Um-l274- 
From (3.43) and (3.46) we have that “gju is in Ca on compact subsets of 
E, - (Jn,{2nm) for j = 1, 2. We consequently include from (3.50) and 
Remark 4 that 
2vj is in C2+e on compact subsets of 
E2 - U Pm} for O<~u<l and j=l,2. (3.55) 
m 
But then it follows from (3.50), (3.54), and (3.55) that 
vi is in C1+a on compact subsets of 
E2 - u Pm4 for O<ar<l. 
na 
From (3.46) and this last fact, we next obtain that 
‘gjp is in Ca and “gj” is Pf”l on compact subsets of 
E2 - U Pm) for 0 < u < 1 and j = 1, 2. 
m 
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But then from Remark 4, this last fact, and (3.50), we in turn obtain that 
lvi and 2vi are respectively in C2+~ and C3+ar on compact subsets of E, - 
u,{29rr~r} for j = 1,2. But then from (3.52), we have that vj is in Ca+a on 
compact subsets of E, - Um{27rm} for j = 1, 2. Iterating this procedure, we 
conclude that 
v and gU are in C” E, - u (2~m) . 
m I 
(3.56) 
Next, we set 
PM = Gw2 il jr2 Qk@ - Y> lTkU(Y) dY 
and observe from (3.56) and Remark 4 that 
(3.57) 
p is in C* 
[ 
E, - u {2?rm} 1 . (3.58) nz 
Also, we obtain from (3.30) and Remark 3 that 
p is periodic in E2 - &(2rrm} and 
in La(T,) for 1</3<co. (3.59) 
Next, let E be fixed where 0 < E < 1. From (2.4) and (2.5), we have that 
q”(x) == O(] x 1-l) as 1 3c / --+ 0 for K = 1,2. Consequently, we see from 
(3.57) that there is a constant K3 such that 
1 &)I < K3 gl jr2 1 x - Y 1-l 1 gk”(Y)i + for O<lxl<l. 
Now from (3.43), (3.45), and (2.8), we see that there is a 5 > 2 such that 
/ y I’gkU(y) is in Lr(T,) for K = 1,2. Also, we observe from the above that 
1 x 1' IP(x)l < =3 f [j 1 x -Y I-l+E igk"(Y)l & 
k=l T-A 
+ jTz I x -Y I-l I Y IE I A%“(Y)1 dY] 
for 0 < I x j < 1. Applying Holder’s inequality to both integrals, using the 
fact that g,u is inD( T,) for 1 < y < 2 in the first integral and that 1 y I’gs”(y) 
is in LL(T2) in the second integral, enables us to conclude that there is a K4 
such that 1 x IF 1 p(x)1 < K4 for 0 < I x I < 1. But this implies that 
for E > 0, p(z) = O(l x 1”) as 1 x j + 0. (3.60) 
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Next, from (3.57), we observe that 
p-(m) = i im, / m I-‘g;^(m) 
k=l 
for m # 0. Using this fact, in conjunction with (3.31) and (3.42) enables 
us to obtain that 
--v 1 m I2 vjA(m) - imjp^(m) = g;^(m) (3.61) 
forallmandj = 1,2. 
Since vj , p, andgju are in Ca[Ez - &{2?rm>], it follows from [8, Lemma 21 
that Ai = lim,,, dui(x, t), @(x)/&~ = lim,,, @(x, t)/&ci and gi”(x) = 
limt+,,gju(x, t) for x in E, - &{2m) where vj(x, t), p(~, t) and gip(x, t) 
are defined in a manner similar to that given for $i(x, t) in (3.28). We conclude 
from (3.61) that 
VdVj(X) - ap(x)/axj = g&x) (3.62) 
for x in Ez - u,1{2m} and j = 1, 2. 
In a similar manner, we obtain from (3.41) that 
v * V(X) = 0 for s in E, - u (27rm). (3.63) 
m 
From (3.29), (3.62), and (3.63), we have that the pair (v, p) satisfies (2.13) 
in E, - (Jm{2m} for 0 < / p 1 < pLo where p,, = 1 v 1 Kc1 and K1 is the 
constant in Remark 2. Consequently, (ii) of Theorem 2 is established. Also, 
(i), (iii), and (iv) of Th eorem 2 follow respectively from (3.56) and (3.58), 
from (3.43), and from (3.59) and (3.60). Th e p roof of Theorem 2 is therefore 
complete. 
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