detection/classification/forecast stage. Data acquisition can resort to different types of sensors. Features are extracted from the acquired signals. Time, frequency, and time-frequency features being typically computed.
In this special issue an attempt was made to include contributions in all the above activities in a diverse range of real-world applications. The applications range from batteries and bearings to gearboxes and pneumatic actuators in aircraft landing trains, passing through water pipe failure analysis and air particulate prediction. For this, application tailored intelligent and machine learning techniques including clustering, deep and extreme learning, sparse coding, support vector regression and classification and optimization algorithms are proposed.
To provide the reader with some orientation on this issue, the contributions are tentatively organized according to the usual data activity pipeline in fault diagnosis and prognosis, i.e., we start by the contributions on feature extraction, selection and fusion, followed by the contributions on fault detection, classification, and prognosis. Closely related with the last topic is modelling and forecasting, whose papers constitute the last group of contributions.
The work of J. Chen et al. [1] proposes the employment of image processing techniques, such as bi-spectrum and histogram of oriented gradient, for automatic feature extraction in fault diagnosis of rotating machinery. The work of Su et al. [2] presents a new manifold learning framework for machinery fault diagnosis. It uses unsupervised manifold learning for signal denoising, followed by supervised manifold learning to feature extraction. A most relevant contribution in feature extraction is the work of D. Wang et al. [3] where the concept of blind fault component separation of low-frequency periodic vibration components from high-frequency random repetitive transients is proposed and used to enhance the performance of ensemble empirical mode decomposition for extracting features in an industrial railway axle bearing fault diagnosis.
The contributions of Z. Chen and Z. Li [4] ; Peña et al. [5] ; Sánchez et al. [6] ; Xie et al. [7] ; Jin et al. [8] , and Luo et al. [9] deal with feature selection. Feature fusion is the main subject of the contributions of Jiang et al. [10] and X. Li et al. [11] In the paper of Jiang et al. a deep belief network is exploited as a feature fusion method for bearings diagnosis. The work of X. Li et al. reports the development of a fuzzy feature fusion and multimodal regression method for obtaining a degradation index for mechanical components. Parameter estimation resorts to an extreme learning machine.
The work of B. Wang et al. [12] and J. Shi et al. [13] focuses on fault detection. B. Wang and colleagues presents an innovative hardware implementation of an online anomaly detection system for an unmanned aerial vehicle. J. Shi et al. present a new instantaneous frequency estimation method based on the dual pre-IF integration strategy, from which bearing fault diagnosis can be done by multiple-demodulation.
Fault classification is investigated by C. Li et al. [14] ; Pacheco et al. [15] ; L. Duan et al. [16] ; Medina et al. [17] ; X. Wang et al. [18] ; K. Liu et al. [19] ; J. Meng et al. [20] ; Sun et al. [21] ; and Y. Liao et al. [22] In the work of C. Li a new method of unit testing based on the coverage selection approach using a decision inheritance tree is proposed. In the paper of D. Singh et al. the angle of attack of an aircraft is estimated indirectly via interval type-2 fuzzy sets and systems using data obtained from aircraft speed sensor, linear acceleration sensor and pitch angle sensor. X. Tang and colleagues investigate distance and similarity measures within the context of hesitant fuzzy sets. They propose a new axiomatization for distance measures of hesitant fuzzy sets and then develop novel distance measures for hesitant fuzzy sets.
As can be seen from the enclosed selection of papers intelligent computing techniques are playing a crucial role in system health management. It is apparent from this particular selection of papers that system health management can benefit significantly, in several of their main activities, from both intelligent and machine learning techniques. On the other hand, it is also clear that these methods are still growing in variety and depth. The guest editors are convinced that the reader will find these contributions worth reading and inviting further research on intelligent models, tools, and new paradigms.
The guest editors would like to express their gratitude to the Editor-in-chief of the Journal of Intelligent & Fuzzy Systems, Prof. Reza Langari, for supporting this special issue. Special thanks are also due to our collaborators for providing independent insightful and constructive reviews that contributed to produce a high quality volume. Finally, sincere thanks to the dedicated and knowledgeable staff at IOS Press who were highly instrumental in all phases of this project.
