Input variable scaling is one of the most important steps in statistical modeling. However, it has not been actively investigated, and autoscaling is mostly used. This paper proposes two input variable scaling methods for improving the accuracy of soft sensors. One method statistically derives the input variable scaling factors; the other one uses spectroscopic data of a material whose content is estimated by the soft sensor. The proposed methods can determine the scales of the input variables based on their importance in output estimation. Thus, it can reduce the negative effects of input variables which are not related to an output variable. The effectiveness of the proposed methods was confirmed through a numerical example and industrial applications to a pharmaceutical and a distillation processes. In the industrial applications, the proposed methods improved the estimation accuracy by up to 63% compared to conventional methods such as autoscaling with input variable selection.
Introduction 1
In the process industry, one of the most important tasks is to ensure quality 2 and to reduce operating cost. However, real-time measurement of product 3 quality is not always available due to unacceptable measurement equipment cost 4 and long measurement time. To solve this problem, research on soft sensors,
where X ∈ N ×M is the raw input variable matrix, in which the input variables
21
are not scaled,X ∈ N ×M is the scaled input variable matrix, λ m is a nonnegative samples and the covariance of samples. It also affects the estimation result.
27
For example, the m-th input variable x m cannot have any influence on output 28 estimation when λ m is zero. Thus, Λ ∈ M ×M should be carefully selected to 29 create accurate soft sensors.
30
In past research, autoscaling was commonly used (Engel et al., 2013; van den 31 Berg et al., 2006; Todeschini et al., 1999) . In addition, Pareto scaling, level 32 scaling, poisson scaling, range scaling, and VAST scaling (Keun et al., 2003) paper as shown in the next section.
102
The regression coefficient vector obtained by PLS is represented as
where w r , p r and q r are the weight vector, the loading vector of the input variable 104 and the regression coefficient for the r-th latent variable.
105
The VIP score (Wold et al., 2001 ) of the m-th variable is defined as
where w mr is the m-th component of the r-th weight vector w r . t r is the r-th 107 latent variable score. 
Proposed method 2: knowledge-based approach

109
In the pharmaceutical and food industries, soft sensors are often used to estimate the content of an important material from the spectroscopic data of products (Cen and He, 2007; Roggo et al., 2007; Jamragiewicz, 2012) . In such a situation, it is crucial to identify the important variables/wavelengths.
A large number of statistical wavelength selection methods have been proposed (Jouen-Rimbauda and Massart, 1995; Nørgaard et al., 2000; Jiang et al., 2002; Kim et al., 2011; Fujiwara et al., 2012) . These methods, however, may not work well when the number of samples is small. In addition, they have tuning parameters, which are difficult to determine. To solve this problem, this paper proposes a knowledge-based input variable scaling method using the spectrum of the important material, in which the input variable scaling factor λ m is defined as
where ξ m is the (preprocessed) spectrum signal of an important material at 110 the m-th wavelength and σ xm is the standard deviation of the (preprocessed) 111 spectrum signal at the m-th wavelength in the raw input variable matrix X.
112
Here, the spectrum signals of the important material and the products might be 113 preprocessed before the input variable scaling factor is calculated. For example,
114
the Savitsky-Golay filter (Savitzky and Golay, 1964) 
5.
163
In the reference method, larger input variable scaling factors are assigned to However, the values of regression coefficients converged in most cases at least in 182 the case studies conducted in this paper as shown in Figure 2 .
183
In this example, smaller RMSE was obtained by using VIP scores than using 184 the standardized regression coefficients, but the difference is not significant and 185 using the standardized regression coefficients might be better in another example.
186
The method for selecting the best statistical index is outside the scope of this 
202
The magnesium stearate spectrum is scaled so that the spectral peaks can be 203 clearly seen. More detailed information about the materials and experimental 204 condition is described in Nakagawa et al. (Nakagawa et al., 2012) .
205
In this case study, no scaling, autoscaling, and the proposed methods were parameter tuning samples were used in cases 1 and 2. In case 1, one sample was 213 randomly selected from each of runs 1-15, and 9 samples from runs 1-9 were for 214 model building and 6 samples from runs 10-15 were used for parameter tuning.
215
To evaluate the influence of sample selection on estimation performance, 100 sets 216 of model building and parameter tuning data were independently generated. In 217 case 2, all samples were used. Table 2 and the estimation performance was improved.
232
The to estimate the 95% distillation temperature, which is an important quality of 242 cracked gasoline. In the target process, the 95% distillation temperature is 243 usually measured once a day, and a soft sensor is needed to implement inferential 244 control of the 95% distillation temperature and to reduce the energy consumption. 
Conclusions
This 
