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Resumen: El análisis de canastas de productos, generalmente se hace mediante el uso
de reglas de asociación que dependiendo del tipo de datos de que se disponga, pueden ser
binarias, lineales, secuenciales, etc. El algoritmo a priori para generar reglas de asociación
brinda buena información para el análisis de canastas, pero genera gran cantidad de reglas,
presentando dificultades para los investigadores que necesitan identificar la información
verdaderamente relevante para usarla en la toma de decisiones. Buscando superar estas
deficiencias se han propuesto diversas técnicas entre las que están algunos métodos de
clasificación que han mejorado los resultados pero que requieren de información adicional
para su uso. Este trabajo presenta una metodología para el análisis de canastas de
productos, mediante la aplicación del método de clasificación para análisis de datos
textuales llamado K- medias axial- KMA; el cual permite clasificar las canastas por tipos
de productos, y proporciona resultados que se pueden utilizar para mejorar el proceso
de construcción de reglas de asociación binarias, sin necesidad de información adicional.
Desde los resultados se puede concluir que el uso del KMA es una buena alternativa que
mejora y facilita el análisis de canastas de productos.
Abstract: The analysis of product baskets is generally made using association rules,
depending on the available type of data which can be binary, linear, sequential, etc.
Although the usual algorithm to generate association rules provide good information for
the analysis of baskets, it generates too many rules which make difficult to identify the
relevant information to use in the decision making process. To overcome these shortcom-
ings different techniques have been proposed, among them there are some classification
methods, which improve the results, but require additional information to be used. This
paper presents a methodology for the analysis of product baskets by applying the method
for classification of textual data analysis called axial K - means KMA, which allows
us to sort the baskets by product and provides results that can be used to improve the
construction process of binary association rules, without additional information. From the
results can be concluded that the use of KMA is a good alternative to improve and ease
the analysis of product baskets.
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algoritmo apriori.
Keywords: Analysis of product baskets; axial K-means; association rules; apriori algo-
rithm.
Nota de aceptación
Trabajo de tesis
Aprobado
Jurado
Jurado
Director
Campo Elías Pardo Turriago
Bogotá, D.C., Junio 8 de 2011
Índice general
Índice general I
Índice de tablas IV
Índice de figuras VI
Introducción VII
1. Introducción al análisis de canastas de productos 1
1.1. Qué es el análisis de canastas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Objetivo del análisis de canastas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3. Estado del análisis de canastas de productos . . . . . . . . . . . . . . . . . . . . . . . 2
1.4. Reglas de asociación (RA) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4.1. Definiciones generales para RA . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4.2. Medidas de soporte y confianza para una regla . . . . . . . . . . . . . . . . 5
1.4.3. Algoritmo básico de aprendizaje de RA. . . . . . . . . . . . . . . . . . . . . 6
1.4.3.1. Extracción de conjuntos de ítems que cumplen con un um-
bral de soporte mínimo. . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4.3.2. Generación de reglas a partir de los conjuntos de ítems es-
tablecidos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4.4. Reducción de la dimensionalidad . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4.4.1. Porqué reducir la dimensión de la tabla de datos . . . . . . . . 11
1.5. Deficiencias de los métodos usados en el análisis de canastas de productos . . 12
2. K- medias axial (KMA) 13
2.1. Método K-medias (KM) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2. Algoritmo KMA en su versión adaptante . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3. Justificación del KMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
I
ÍNDICE GENERAL II
2.3.1. Normalización de los datos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.2. Representación por medio de ejes. . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.3. Quiénes son los ejes de clase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.4. Porqué la regla de Oja . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3. K- medias axial en el análisis de canastas de productos 21
3.1. Contexto del problema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2. KMA en el análisis de canastas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2.1. Agrupación por tipos de canastas . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2.2. Definiciones generales para el uso delKMA en el análisis de canastas
de productos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.3. Conjuntos de productos frecuentes altamente correlacionados . . . . . . 25
3.2.4. Algoritmo apriori sobre la tabla restringida a los ítems característicos
de la primera clase de KMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3. Propuesta para el análisis de canastas de productos . . . . . . . . . . . . . . . . . . 28
4. Aplicación 30
4.1. Análisis de tabla de datos canastas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.1.1. KMA sobre la tabla canastas . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.1.1.1. Agrupación de canastas . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.1.1.2. Identificación de ítem o productos característicos de cada
clase de canasta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.1.1.3. Productos característicos de mayor frecuencia en cada clase
de canasta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.1.2. Reglas de asociación para cada una de las clases dadas por KMA . . 35
4.1.2.1. Algoritmo apriori sobre las canastas de la clase uno . . . . . . 35
4.1.2.2. Algoritmo apriori sobre las canastas de la clase dos . . . . . . 35
4.1.2.3. Algoritmo apriori sobre las canastas de la clase tres . . . . . . 37
4.1.3. Algoritmo apriori sobre los datos canastas . . . . . . . . . . . . . . . . . . . 38
4.1.4. Número de reglas generadas por algoritmo apriori sobre el conjunto
de datos en bruto versus las conformadas sobre las clases dadas por
el KMA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2. Otros aportes del KMA al análisis de canastas . . . . . . . . . . . . . . . . . . . . 39
4.2.1. Clasificación por grupos de clientes y de las canastas que ellos
adquieren mediante el KMA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2.1.1. Ítems característicos de las clases . . . . . . . . . . . . . . . . . . . 41
4.2.2. Reglas de asociación para cada una de las clases con información
sociodemográfica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
ÍNDICE GENERAL III
4.2.2.1. Reglas para la clase uno . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2.2.2. Reglas para la clase dos . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2.2.3. Reglas para la clase tres . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2.3. Reglas de asociación para la tabla de datos completa con información
sociodemográfica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2.4. Conclusiones de la aplicación . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
A. KMA programado en R 48
A.1. Parámetros necesarios para el KMA en R . . . . . . . . . . . . . . . . . . . . . . . . 48
A.2. Funciones adicionales programadas en R para el análisis de canastas . . . . . 49
A.3. Otras funciones y paquetes de R necesarias para el análisis de canastas . . . . 49
Conclusiones 51
Trabajo futuro 52
Bibliografía 53
Índice de tablas
1.1. Ejemplo de 10 canastas con 9 ítems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2. Conjuntos candidatos con 1-ítem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3. Conjuntos frecuentes con 1-ítem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4. Conjuntos candidatos con 2-ítems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5. Soporte de los conjuntos con 2-ítems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.6. Conjuntos frecuentes con 2-ítems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.7. Conjuntos candidatos con 3-ítems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.8. Conjuntos frecuentes con 3-ítems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.9. Reglas de asociación entre los subconjuntos de A∗ . . . . . . . . . . . . . . . . . . . . . . 10
1.10. Reglas de asociación que satisfacen los umbrales δ = 0,3 y β = 0,9. . . . . . . . . . . . 11
2.1. Tabla de datos con documentos y palabras clave (matriz X). . . . . . . . . . . . . . . 15
2.2. Datos normalizados (matriz W ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3. Ejes iniciales. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4. Proyección de la primera fila sobre los ejes iniciales. . . . . . . . . . . . . . . . . . . . . 16
2.5. Proyección de la segunda fila sobre los ejes . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.6. Ejes finales. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.7. Proyecciones. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.8. Clasificación. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1. Ejes de clase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2. Matriz binaria de ejes de clase con ítems característicos de cada clase. . . . . . . . . 25
3.3. Clasificación. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4. Canastas restringidas a los ítems de la primera clase. . . . . . . . . . . . . . . . . . . . . 27
3.5. Canastas restringidas a los ítems de la segunda clase. . . . . . . . . . . . . . . . . . . . 27
3.6. Reglas de asociación para los ítems característicos de la primera clase. . . . . . . . . 28
3.7. Reglas de asociación para los ítems de la segunda clase. . . . . . . . . . . . . . . . . . . 28
IV
ÍNDICE DE TABLAS V
4.1. Productos relacionados en la tabla canastas . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2. Ítems característicos en las clases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3. Productos de mayor frecuencia en las clases . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.4. Reglas de asociación con umbrales de soporte y confianza respectivos de 0.05 y 0.7
para los productos asociados a la clase uno. . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.5. Reglas con umbrales de soporte y confianza respectivos de 0.05 y 0.7 para los
productos asociados a la clase dos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.6. Tamaño y número de reglas con umbrales de soporte y confianza respectivos de
0.05 y 0.7 para los productos asociados a la clase tres. . . . . . . . . . . . . . . . . . . . 37
4.7. Reglas con mayores niveles de soporte y confianza para los productos asociados a
la clase tres. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.8. Número de reglas en cada tamaño . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.9. Resumen de medidas de las reglas generadas por el algoritmo apriori . . . . . . . . . 39
4.10. Número de reglas KMA versus datos brutos . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.11. Número de ítems de las variables 1 a 6 y descripción de éstas . . . . . . . . . . . . . . 40
4.12. Productos y su posición en el conjunto de ítems . . . . . . . . . . . . . . . . . . . . . . . 40
4.13. Ítems relevantes o característicos en las clases . . . . . . . . . . . . . . . . . . . . . . . . 41
4.14. Reglas de asociación con umbrales de soporte de 0.20 y confianza de 0.70 para el
grupo uno. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.15. Reglas de asociación con umbrales de soporte de 0.30 y confianza de 0.90 para el
grupo dos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.16. Reglas de asociación con umbrales de soporte de 0.30 y confianza de 0.90 para el
grupo tres. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.17. Número de reglas y tamaño para los datos sin clasificar . . . . . . . . . . . . . . . . . . 45
4.18. Resumen de la calidad de las medidas para los datos sin clasificar . . . . . . . . . . . 46
4.19. Reglas de asociación con mayor soporte y confianza para los datos de las canastas
con información socio-demográfica. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.20. Número de reglas de asociación para dos diferentes umbrales de soporte y confianza 47
A.1. Matrices generadas en R mediante la función kms.a . . . . . . . . . . . . . . . . . . . . 48
A.2. Parámetros para kms.a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
A.3. Otras funciones en R para el análisis de canastas . . . . . . . . . . . . . . . . . . . . . . 49
A.4. Funciones de arules y de los otros paquetes relacionados usadas en el análisis de
canastas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
Índice de figuras
1.1. Generación de candidatos con 3-ítems, C3, para C3(δ) usando la propiedad
apriori . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1. Documentos × Palabras clave. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2. Algoritmo KM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3. Algoritmo KMA adaptante . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1. Canastas caracterizadas por tres productos. . . . . . . . . . . . . . . . . . . . . . . . 23
3.2. Proyecciones de las canastas sobre los ejes. . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3. Pasos del método propuesto para el análisis de canastas de productos . . . . 29
4.1. Frecuencia de aparición de los productos en la tabla de datos. . . . . . . . . . . 32
4.2. Frecuencia de productos característicos en la clase uno. . . . . . . . . . . . . . . . 33
4.3. Frecuencia de productos característicos en la clase dos. . . . . . . . . . . . . . . . 34
4.4. Frecuencia de productos característicos en la clase tres. . . . . . . . . . . . . . . . 34
VI
Introducción
Para muchas empresas o instituciones prestadoras de servicios, contar con información
organizada de lo que adquieren los clientes en cada compra, se ha convertido en una her-
ramienta clave para el éxito. Esta información se puede utilizar para resolver problemas de
optimización en diferentes áreas como: ubicación de productos en almacenes o en centros
de distribución, organización e implementación de campañas de mercadeo, articulación de
planes de abastecimiento, etc. (Buitrago 2006). El estudio de este tipo de relaciones es
lo que se conoce como “análisis de canastas de productos ”. En este sentido las canas-
tas pueden ser paquetes de servicios que adquieren los diferentes clientes de un banco, el
conjunto de productos utilizados por los usuarios adscritos a una biblioteca, los productos
requeridos por los clientes de una empresa de insumos agrícolas, los productos que compran
los clientes de un supermercado, etc.
Con el avance tecnológico, la capacidad de muchas empresas para almacenar bases
grandes de datos con este tipo de información ha ido creciendo a ritmo acelerado. En
algunos casos los métodos existentes para procesar y utilizar toda esta información no son
suficientes ver (Hernández et al. 2005); lo que hace necesaria la actualización continua
de métodos más eficientes que permitan a las empresas responder a las necesidades y
exigencias actuales (Berry & Linoff 2004).
Desde hace varias décadas se han venido desarrollado múltiples métodos para realizar
lo que se conoce como “minería de datos”. Éstos han mejorado notablemente el manejo
de bases grandes, utilizadas en diversas áreas como: inversión, industria, astronomía, cli-
matología, medicina, análisis textual, mercadotecnia, etc. (Han & Kamber 2001). Dos de
estos importantes métodos son las técnicas de agrupación y las reglas de asociación. Las
técnicas de agrupación se utilizan para encontrar grupos entre un conjunto de individuos,
de tal forma que individuos similares (cercanos) se asignan al mismo grupo, mientras que
las reglas de asociación (RA), permiten encontrar relaciones existentes y patrones de com-
portamiento de conjuntos disjuntos de datos en términos de elementos que se “adquieren”
usualmente juntos (Liu et al. 1998).
En este trabajo se extiende el uso del método de agrupación K- medias axial (en ade-
lanteKMA), que se construyó inicialmente para el estudio de bases de datos documentales
y textuales, al análisis de canastas de productos, cuyas bases de datos están conformadas
por miles o millones de registros que generalmente se analizan mediante diferentes reglas
de asociación.
El KMA (Lelu 1993), parte de un conjunto de documentos denominado “curpus-
documental” que se representa mediante una matriz de datos de la forma: “Documentos×
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Palabras clave”, la cual en el contexto del análisis de canastas de productos se puede in-
terpretar como la matriz “Canastas × productos”.
Con la aplicación del KMA en el análisis de canastas de productos, se busca propor-
cionar una herramienta que permita organizar la información por tipologías de productos y
a la vez por tipologías de canastas, y que además brinde información relevante que facilite
el proceso de búsqueda de reglas de asociación. Para tal propósito se construyen diferentes
clases caracterizadas por productos particulares, las cuales se representan cada una, por
un vector llamado “eje central de clase ”. Las coordenadas de los ejes de clases que se
destacan como típicas de la clase, permiten identificar simultáneamente los productos que
caracterizan al grupo y los conjuntos candidatos de ítems frecuentes para el proceso de
identificación de reglas de asociación.
En el capítulo uno se hace una introducción al análisis de canastas de productos,
definición y aspectos importantes. En el capítulo dos se introduce el método KMA, el
algoritmo de funcionamiento y la justificación de éste. En el capítulo tres se describe la
metodología para el análisis de canastas de productos mediante la aplicación del KMA:
generación de tipologías de clases caracterizadas por productos particulares, identificación
de conjuntos de ítems frecuentes en los diferentes tipos de canastas, y construcción de reglas
de asociación a partir de estos conjuntos; luego se comparan los resultados con los obtenidos
aplicando algoritmo apriori sin la información dada por el KMA. En el capítulo cuatro
se aplica el método descrito sobre una base de datos real, y al final se dan conclusiones y
recomendaciones.
CAPÍTULO 1
Introducción al análisis de canastas de productos
1.1. Qué es el análisis de canastas
El “análisis de canastas de productos” básicamente se entiende como el análisis de la
información contenida en cada una de las facturas de compra de clientes. Es decir el estudio
de lo que adquieren las personas en una compra (Narros 2007).
Con el avance tecnológico la forma de realizar transacciones se ha ido ampliando y con
éste muchos conceptos asociados. En la actualidad el análisis de canastas de productos se
puede abordar desde diferentes bases de datos.
Los registros de datos de clientes, los de llamadas de pedidos, los registros Web, los
registros de almacenamiento de mercancía, los registros de diferentes puntos de venta,
los archivos de facturación, etc., conforman una gran fuente de información útil para las
empresas, ya que permiten (Narros 2007):
• Identificar las interdependencias entre diferentes productos (también diferentes
modalidades y marcas de productos) en una compra individual.
• Facilitar la adquisición, acceso y manipulación de información por un bajo costo y
en menor tiempo.
• Adquirir información detallada del comportamiento del cliente como: fecha, hora,
precio, productos adquiridos, número de unidades, marca, variedad, tipo de envase,
gasto total, forma de pago, etc.
• Acceder a información con alta representatividad estadística específicamente para los
clientes que se están analizando.
• Obtención y actualización inmediata (cambios en los precios, cambios en los hábitos,
etc.).
• Tener información real y objetiva, ya que procede directamente de los clientes, de lo
que han adquirido y de su registro electrónico.
Independientemente del tipo de negocio y de los productos que se manejen, las tablas
de registro de datos en muchos casos tienen la misma estructura o estructuras similares.
1
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En la actualidad un gran reto para quienes se encargan de elaborar metodologías para
la organización y análisis de datos, es el desarrollo de métodos para el manejo de tablas
grandes aplicables en diversos tipos de negocios (Berry & Linoff 2004).
1.2. Objetivo del análisis de canastas
El principal objetivo de los métodos para el análisis de canastas de productos es pro-
poner estrategias que permitan utilizar los registros de las adquisiciones diferentes de los
clientes. La idea es extraer patrones de conducta de compra sobre tablas grandes de datos
de múltiples categorías de productos y sus interrelaciones. Esta información se utiliza para
mejorar las estrategias orientadas a lograr el éxito de las empresas, facilitando la planifi-
cación y ejecución de acciones de mercadeo y abastecimiento, ajustadas a las necesidades
específicas de cada población de interés (Berry & Linoff 2004).
1.3. Estado del análisis de canastas de productos
En las últimas décadas el análisis de canastas de productos básicamente se ha abordado
desde dos perspectivas como se presenta en Narros (Narros 2007): mediante metodologías
de análisis estadísticos clásicos como tablas de contingencia, modelos de regresión, modelos
econométricos, modelos logit, modelos log lineales (para modelización de ventas, identifi-
cación de segmentos de compra homogeneidad, estimación de dependencia, identificación
de correlaciones, etc.) y en la actualidad gracias al avance tecnológico, se hace cada vez más
frecuente el uso de sistemas conocidos como minería de datos, cuyo propósito es extraer
información que está implícita en los datos. De éstas últimas, las de uso más habitual en
el estudio de canastas, son las redes neuronales y las reglas de asociación.
En el análisis de canastas las redes neuronales permiten identificar y representar
tipologías de clientes basándose en patrones de conducta comunes en su comportamiento
en la canasta de compra (Narros 2007). Las reglas de asociación (que se estudian más en
detalle en la siguiente sección) permiten identificar asociaciones de productos en la misma
canasta.
1.4. Reglas de asociación (RA)
Como se mencionó anteriormente las reglas de asociación (en adelanteRA) son métodos
para el análisis de datos cuyo objetivo principal es encontrar patrones de comportamiento
de los datos que cumplan con unos requisitos mínimos (soporte y confianza). Su uso inicial
fue como herramienta para abordar el análisis de canastas de mercado, para estudiar los
hábitos de compra de los clientes mediante la búsqueda de conjuntos de artículos que se
compran con frecuencia juntos (o en secuencia) (Han & Kamber 2001). En la actualizad
se les han encontrado múltiples aplicaciones en diversas líneas de investigación, lo cual ha
motivado el desarrollo de gran cantidad de estudios que buscan la manera más rápida y
eficiente para identificarlas. Actualmente existen diversas metodologías para la búsqueda y
análisis de RA las cuales dependen de múltiples factores como: la naturaleza de los datos,
el propósito de la investigación, la magnitud de las bases de datos, etc. A continuación
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se mencionan algunos ejemplos de los diversos métodos para la búsqueda de reglas de
asociación:
• De acuerdo al tipo de datos que se manejen existen reglas para atributos binarios,
numéricos, etc.
• Para controlar la dimensión de los datos o número de caractéres contemplados hay
métodos especializados para uso en tablas muy grandes de datos, que permiten con-
siderar múltiples niveles de abstracción (se puede encontrar reglas en las que un ítem
tiene inmerso otro, u otros ítems).
• Para estudiar relaciones en el tiempo existen reglas secuenciales.
• Cuando el propósito es medir algún tipo de correlación hay reglas cuantitativas.
Ésta es sólo una pequeña muestra de los multiples métodos que existen para la búsqueda
de RA (Hernández et al. 2005).
Narros presenta la siguiente clasificación de las RA (Narros 2007):
• Reglas de asociación apriori. Este algoritmo parte del conocimiento previo o
“apriori” de los conjuntos frecuentes, lo cual sirve para reducir el espacio de búsqueda
de reglas. Las reglas establecen relaciones entre la presencia (o ausencia) de una o
más variables de entrada y una o más variables de salida (variables con múltiples
respuestas dicotómicas o nominales). Para una muestra de tamaño grande, este pro-
cedimiento es más ágil que otros y no tiene límite en el número de reglas retenidas.
• Modelos GRI (GeneralizadRuleInduction): Igual que el anterior establece relaciones
entre una o más variables de entrada y de salida, pero a diferencia de éste las variables
de entrada pueden ser numéricas o simbólicas. Se debe fijar arbitrariamente el máximo
número de antecedentes y reglas a retener.
• Modelos de reglas secuenciales generadas (Generated SequenceRules). Detectan las
secuencias frecuentes a lo largo del tiempo y se genera un modelo que permite realizar
predicciones.
1.4.1. Definiciones generales para RA
En este trabajo se estudia la aplicación de las reglas de asociación apriori al análisis
de canastas. Aquí las diferentes canastas (que pueden ser: paquetes de productos ban-
carios, paquetes de servicios que ofrecen diferentes empresas, etc.), se pueden describir
mediante una matriz de datos binarios X (cuyas filas representan las diferentes canastas),
con entradas ij-ésimas iguales a 1 si la canasta i incorpora el producto j y 0 si no lo hace
(Hernández et al. 2005). Dada esta matriz X, se representa:
• El conjunto de todos los productos (ítems) en la tabla como:
I = {I1, I2, ..., Ij , ..., Ip} (Liu et al. 1998).
• El conjunto de todas las filas de X (canastas en la base de datos) como:
M = {x1,x2, ...,xi, ...,xn}.
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Definición 1. Dados los conjuntos I y M, sea A ⊆ I un conjunto de ítems. Se dice que
la canasta xi (xi ∈M) incorpora al conjunto de ítems A sí para todo Ij ∈ A, xij = 1. El
conjunto de filas en M que incorporan a A se denota por MA, así:
MA = {xi ∈M/∀Ij ∈ A, xij = 1}. (1.1)
Ejemplo 1. Considere la tabla 1.1 compuesta por 10 canastas (o transacciones) y 9 ítems
relacionados.
Tabla 1.1. Ejemplo de 10 canastas con 9 ítems.
Productos (ítems)
Canastas
Canasta1 I1, I2, I7,
Canasta2 I3, I4, I8
Canasta3 I5, I6
Canasta4 I1, I2, I3, I4, I7, I8
Canasta5 I1, I2, I7, I8
Canasta6 I3, I4, I8, I9
Canasta7 I1, I5, I6, I9
Canasta8 I1, I5, I6, I7, I9
Canasta9 I1, I2, I4, I7
Canasta10 I3, I4, I8, I9
Para la tabla 1.1, con A = {I1, I2} se tiene MA = {x1,x4,x5,x9}.
Definición 2. El soporte de un conjunto de ítems A en M, se denota por Sop(A) y se
define como :
Sop(A) =
]MA
n
= P˜ (A) (1.2)
Donde n es el número de filas de X.
Notación. Se antepone ] a un conjunto para indicar el número de elementos en él. ]MA
indica el número de elementos en MA.
P˜ (A) indica una estimación de la probabilidad de que las canastas en M incorporen
al conjunto de ítems A.
Para el conjunto A en el ejemplo 1, Sop(A) = ]MAn =
4
10
Definición 3. Dado un umbral mínimo de soporte δ ∈ [0, 1], el conjunto de ítems A se
dice soportado, si Sop(A) ≥ δ.
Observación. El umbral de soporte δ es una cantidad dada por el usuario y depende de
la aplicación.
Definición 4. Dados I,M y δ para una tabla de datos. La colección de conjuntos de ítems
A que sobrepasan el umbral de soporte dado δ se denota y se define como:
A(δ) = {A ⊆ I/Sop(A) ≥ δ} (1.3)
La colección de conjuntos de ítems A(δ) de tamaño k que satisfacen el umbral de
soporte δ se escribe como:
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Ak(δ) = {A(δ)/]A = k}. (1.4)
1.4.2. Medidas de soporte y confianza para una regla
Las RA describen cómo varias combinaciones de productos van apareciendo juntos en
las mismas canastas. Establecen relaciones de la forma:
sí la canasta xi incorpora a A entonces tambien incorpora a B
(lo que se representa como A; B)
con A y B subconjuntos de ítems disjuntos de I.
El conjunto A recibe el nombre de predecesor de la regla o antecedente y B es el sucesor
o consecuente (Hernández et al. 2005).
Dada una regla de asociación, se suele trabajar con dos medidas para conocer la calidad
de la regla: soporte o cobertura (support) y confianza o precisión (confidence).
1. Soporte
El soporte de una regla se define como el porcentaje de instancias que la regla predice
correctamente.
Sop(A; B) = Sop(A ∪B) = ]M(A∪B)
n
= P˜ (A ∪B) (1.5)
Sop(A ; B) en este contexto se toma como una medida de la posibilidad de que
las canastas que conforman la matriz X, incorporen el conjunto de ítems A∪B. En
este contexto se toma P˜ (A∪B) como una estimación de la probabilidad de que una
canasta incorpore el conjunto de ítems A ∪B.
Ejemplo 2. Supongamos A = {I1, I2} y B = {I7}, en la tabla 1.1. Luego se tiene
A ∪B = {I1, I2, I7} por lo tanto:
Sop(A ∪B) = ]MA∪Bn = 410 .
2. Confianza
La confianza mide el porcentaje de veces que la regla se cumple cuando se puede
aplicar.
Conf(A; B) =
Sop(A ∪B)
Sop(A)
= P˜ (B | A). (1.6)
P˜ (B | A) indica una estimación de la probabilidad de que dado que una canasta
incorporó el conjunto de ítems A también incorpore el conjunto de ítems B.
Dados (δ) y (β) umbrales para las medidas de soporte y confianza respectivamente,
la regla A; B es válida en M, sí y sólo sí Sop(A; B) ≥ δ y Conf(A; B) ≥ β.
En general, se puede decir que una RA es una proposición probabilística sobre la
ocurrencia de ciertos eventos en una base de datos (Liu et al. 1998).
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El algoritmo más frecuente para reglas de asociación binarias es el algoritmo apriori,
que se describe a continuación:
1.4.3. Algoritmo básico de aprendizaje de RA.
La generación de RA se divide normalmente en dos fases (Han & Kamber 2001) que
son: primero la extracción de conjuntos de ítems que cumplen con un umbral de soporte
mínimo y segundo la generación de reglas a partir de los conjuntos de ítems establecidos
en la primera fase.
1.4.3.1. Extracción de conjuntos de ítems que cumplen con un umbral de so-
porte mínimo.
Esta es la fase más dispendiosa, por lo tanto para acelerar esta búsqueda desde los
datos se emplea la propiedad:
Un conjunto de ítems formado por k ítems
es frecuente si y sólo si cada uno de los k ítems es frecuente por sí sólo.
Esta propiedad permite generar los conjuntos de ítems de manera incremental, sin
tener que considerarlos todos. Es decir genera todos los subconjuntos de un sólo elemento,
usa éstos para generar los de dos elementos y así sucesivamente. Sólo se toman todos los
posibles subconjuntos que cumplen con el umbral de soporte dado.
Ejemplo 3. Aquí se ilustra la aplicación del algoritmo apriori (Han & Kamber 2001), para
encontrar conjuntos de ítems frecuentes sobre el conjunto de datos de la tabla 1.1.
1. En la primera iteración del algoritmo, cada ítem es un miembro de la colección de
conjuntos candidatos que sólo tienen un ítem (1-itemsets), C1. El algoritmo revisa
todas las transacciones en orden y cuenta el número de ocurrencias de cada ítem. En
la tabla 1.2 se muestran los conjuntos candidatos con 1-ítem y su respectivo soporte
(o frecuencia).
Tabla 1.2. Conjuntos candidatos con 1-ítem.
C1
Conjuntos
de ítem
Soporte
{I1} 6
{I2} 4
{I3} 4
{I4} 5
{I5} 3
{I6} 3
{I7} 5
{I8} 5
{I9} 4
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Tomando un umbral de soporte mínimo (δ = 3/10) es decir el (30%). Se determinan
los conjuntos de 1-ítem que cumplen con el umbral de soporte, que se llaman conjuntos
de ítems frecuentes; éstos se denotan como C1(0,3), ver tabla 1.3.
Tabla 1.3. Conjuntos frecuentes con 1-ítem .
C1(0,3)
Conjuntos
con 1-ítem
Soporte
{I1} 6
{I2} 4
{I3} 4
{I4} 5
{I5} 3
{I6} 3
{I7} 5
{I8} 5
{I9} 4
Observación. Note que para este caso no hubo cambio de la tabla 1.2 a la tabla 1.3,
lo que indica que en este conjunto de datos todos los conjuntos de ítems candidatos
de tamaño uno están soportados.
2. Para encontrar los conjuntos de ítems frecuentes con dos elementos, C2(δ), el al-
goritmo usa C2(δ) 1 C2(δ) para generar candidatos de conjuntos frecuentes C2,
conformados por conjuntos de 2-ítems diferentes. C2 consta de
(
]C1(δ)
2
)
conjuntos.
Notación. Cr(δ) 1 Cr(δ) es equivalente a Cr(δ) × Cr(δ), pero en la definición de
Cr(δ) 1 Cr(δ) se requiere unir dos conjuntos de ítems que tienen en común r − 1
ítems.
La colección de conjuntos con 2-ítems se muestra en la tabla 1.4.
Tabla 1.4. Conjuntos candidatos con 2-ítems
C2
Conjuntos con 2-ítems
{I1, I2} {I1, I8} {I2, I7} {I3, I7} {I4, I8} {I6, I7}
{I1, I3} {I1, I9} {I2, I8} {I3, I8} {I4, I9} {I6, I8}
{I1, I4} {I2, I3} {I2, I9} {I3, I9} {I5, I6} {I6, I9}
{I1, I5} {I2, I4} {I3, I4} {I4, I5} {I5, I7} {I7, I8}
{I1, I6} {I2, I5} {I3, I5} {I4, I6} {I5, I8} {I8, I9}
{I1, I7} {I2, I6} {I3, I6} {I4, I7} {I5, I9} {I7, I9}
3. Las transacciones en la tabla de datos original se revisan y se acumula la medida de
soporte (o frecuencia) de cada candidato que pertenece a C2, como se muestra en la
tabla 1.5.
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Tabla 1.5. Soporte de los conjuntos con 2-ítems
C2
conjuntos
de 2-ítems
soporte conjuntos
de 2-ítems
soporte conjuntos
de 2-ítems
soporte conjuntos
de 2-ítems
soporte
{I1, I2} 4 {I2, I4} 2 {I3, I7} 1 {I5, I7} 1
{I1, I3} 1 {I2, I5} 0 {I3, I8} 4 {I5, I8} 0
{I1, I4} 2 {I2, I6} 0 {I3, I9} 2 {I5, I9} 2
{I1, I5} 2 {I2, I7} 4 {I4, I5} 0 {I6, I7} 1
{I1, I6} 2 {I2, I8} 2 {I4, I6} 0 {I6, I8} 0
{I1, I7} 5 {I2, I9} 0 {I4, I7} 2 {I6, I9} 1
{I1, I8} 2 {I3, I4} 4 {I4, I8} 4 {I7, I8} 2
{I1, I9} 2 {I3, I5} 0 {I4, I9} 2 {I8, I9} 1
{I2, I3} 1 {I3, I6} 0 {I5, I6} 3 {I7, I9} 2
4. Luego se determina la colección de todos los conjuntos frecuentes de 2-ítems, C2(δ),
que consta de todos los candidatos en C2 que cumplen con el umbral de soporte
mínimo, ver tabla 1.6.
Tabla 1.6. Conjuntos frecuentes con 2-ítems
C2(0,3)
conjuntos
de 2-ítems
soporte
{I1, I2} 4
{I1, I7} 5
{I2, I7} 4
{I3, I4} 4
{I3, I8} 4
{I4, I8} 4
{I5, I6} 3
5. La generación de los conjuntos candidatos con 3-ítems, C3, se describe en la figura
1.1. Primero, sea C3 = C2(δ) 1 C2(δ) = {{I1, I2, I7}, {I3, I4, I8}}. Basándose en
la propiedad apriori que dice que un conjunto de ítems es frecuente si y solo si,
todo subconjunto también es frecuente, se pueden determinar los candidatos que
posiblemente pueden no ser frecuentes. Por lo tanto, al sacarlos de C3 se ahorra
esfuerzo innecesario cuando se realiza su conteo durante la siguiente revisión de la
tabla de datos para determinar C3(δ). Es decir cuando se tiene un conjunto candidato
con r-ítems, sólo se tiene que comprobar si los subconjuntos (r − 1) son frecuentes,
para el ejemplo ver 1.7.
Tabla 1.7. Conjuntos candidatos con 3-ítems
C3
Conjuntos de 3-ítems
{I1, I2, I7}
{I3, I4, I8}
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6. Las transacciones en la tabla de datos se revisan en orden para determinar C3(δ),
que consta de los candidatos con 3-ítems en C3 que cumplen con el umbral mínimo
de soporte, los resultados se resumen en la tabla 1.8.
Tabla 1.8. Conjuntos frecuentes con 3-ítems
C3(0,3)
conjuntos
de 3-ítems
soporte
{I1, I2, I7} 4
{I3, I4, I8} 4
7. El algoritmo usa C3(δ) 1 C3(δ) para generar la colección de candidatos con 4-items,
C4. En este ejemplo no hay conjuntos frecuentes de 3-ítems que compartan 2 de ellos,
por lo tanto no tenemos candidatos con 4 ítems. Así C4 = φ. El algoritmo termina
cuando se encuentran todos los conjuntos frecuentes.
1. Se conforma C3
C3 = C2(δ) 1 C2(δ) =
{{I1, I2}, {I1, I7}, {I2, I7}, {I3, I4}, {I3, I8}, {I4, I8},
{I5, I6}} 1 {{I1, I2}, {I1, I7}, {I2, I7}, {I3, I4}, {I3, I8}, {I4, I8}, {I5, I6}} =
{{I1, I2, I7}, {I3, I4, I8}}.
2. Podar usando la propiedad apriori todo subconjunto no vacío de un conjunto de
ítems frecuentes también es frecuente. Se verifica si alguno de los candidatos tienen
subconjuntos no frecuentes.
• Los subconjuntos de 2 ítems de {I1, I2, I7} son {I1, I2}, {I1, I7} y {I2, I7}. Todos
los subconjuntos de 2 ítems están en C2(δ). Por lo tanto {I1, I2, I7} se mantiene
en C3.
• Los subconjuntos de 2 ítems de {I3, I4, I8} son {I3, I4}, {I3, I8} y {I4, I8}. Todos
los subconjuntos de 2 ítems están en C2(δ). Por lo tanto {I3, I4, I8} se mantiene
en C3.
3. Así, para este caso después de podar C3 no cambia. C3 = {{I1, I2, I7}, {I3, I4, I8}}.
Figura 1.1. Generación de candidatos con 3-ítems, C3, para C3(δ) usando la propiedad apriori
1.4.3.2. Generación de reglas a partir de los conjuntos de ítems establecidos
El segundo paso consiste en generar reglas a partir de los conjuntos seleccionados en
la primera fase, y luego identificar aquellas reglas que cumplen con el umbral mínimo de
confianza β establecido para el conjunto de datos (Hernández et al. 2005).
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• Para cada conjunto A∗ = C(δ) de ítems, genera todos los subconjuntos A.
• Para cada subconjunto A ⊂ A∗, genera una regla de la forma: A; (A∗ −A) la cual
cumple con el criterio mínimo de confianza si:
Sop(A∗)
Sop(A)
≥ nivel de confianza(β).
Ejemplo 4. Continuando con el ejemplo de la tabla 1.1. Sea A∗ = {I1, I2, I7} el conjunto
de ítems frecuentes. Los subconjuntos propios de A∗ son {I1}, {I2}, {I7}, {I1, I2}, {I1, I7}
y {I2, I7}. Para todos los posibles subconjuntos de A∗ se generan todas las posibles reglas
de asociación y para cada una de éstas se calcula su respectiva confianza. Las reglas de
asociación resultantes con su respectiva confianza se muestran en la tabla 1.9.
Tabla 1.9. Reglas de asociación entre los subconjuntos de A∗ .
Antecedente consecuente confianza
{I1} ; {I2} 4/6=0.67
{I2} ; {I1} 4/4=1
{I2} ; {I7} 4/4=1
{I1} ; {I7} 5/6=0.83
{I7} ; {I1} 5/5=1
{I7} ; {I2} 4/5=0.80
{I1, I2} ; {I7} 4/4=1
{I1, I7} ; {I2} 4/5=0.80
{I2, I7} ; {I1} 4/4=1
{I1} ; {I2, I7} 4/6=0.67
{I2} ; {I1, I7} 4/4=1
{I7} ; {I1, I2} 4/5=0.80
Si el umbral de confianza mínimo es por ejemplo de 90%, sólo 6 de estas 12 reglas
alcanzan el umbral de confianza. Para todos los conjuntos frecuentes de 2 o más ítems, se
generan todos los subconjuntos y sus respectivas reglas de asociación. Al final las reglas que
satisfacen el umbral de soporte de 30% y el de confianza de 90%, son las que se muestran
en la tabla 1.10:
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Tabla 1.10. Reglas de asociación que satisfacen los umbrales δ = 0,3 y β = 0,9.
No. Regla antecedente consecuente soporte confianza
1 {I5} ; {I6} 0.3 1
2 {I6} ; {I5} 0.3 1
3 {I2} ; {I7} 0.4 1
4 {I2} ; {I1} 0.4 1
5 {I3} ; {I4} 0.4 1
6 {I3} ; {I8} 0.4 1
7 {I7} ; {I1} 0.5 1
8 {I2, I7} ; {I1} 0.4 1
9 {I1, I2} ; {I7} 0.4 1
10 {I3, I4} ; {I8} 0.4 1
11 {I3, I8} ; {I4} 0.4 1
12 {I4, I8} ; {I3} 0.4 1
13 {I2} ; {I1, I7} 0.4 1
14 {I3} ; {I4, I8} 0.4 1
1.4.4. Reducción de la dimensionalidad
La reducción de la tabla de datos, sin alterar la información, es uno de los propósitos
que han motivado el desarrollo de diversas metodologías de búsqueda de información oculta
en tablas grandes de datos. Los algoritmos que se utilizan para la búsqueda de reglas de
asociación tienen fases cuyo propósito es disminuir el número de registros que se deben
revisar. El algoritmo apriori se apoya en su regla fundamental de que todo conjunto de
ítems es frecuente si y solo si todos sus subconjuntos propios son frecuentes, con el fin
de disminuir el número de conjuntos que se deben revisar. Bobby en (Bobby et al. 2005),
propone integrar el método de componentes principales al algoritmo apriori con el fin
de reducir la dimensionalidad de los datos y hacer más eficiente la búsqueda de reglas
de asociación binarias en tablas grandes de datos. CAI, Chun (CAI 1998) propone la
construcción de reglas de reglas de asociación ponderadas; la idea es darle peso a los
diferentes descriptores con el fin de reducir la dimensión de la tabla y únicamente trabajar
con aquellos datos que se consideran más importantes para la investigación. Korn (y otros)
en (Korn et al. 1997), proponen reducir la dimensión de la tabla mediante el método de
componentes principales, para detectar columnas correlacionadas de la matriz de datos,
las cuales podrían corresponder a productos que se compran juntos. En su propuesta ellos
trabajan reglas de asociación lineales o de razón.
1.4.4.1. Porqué reducir la dimensión de la tabla de datos
Como se expuso, independiente del tipo de reglas que se deseen buscar, ya sean reglas
secuenciales, lineales, binarias, etc., las tablas de datos que se usan en la búsqueda de
éstas, en general tienen dimensiones muy grandes. La reducción de la dimensión favorece
el proceso de búsqueda de reglas de asociación que efectivamente brinden información
relevante, ya que permite:
1. Reducir los problemas de memoria (Liu et al. 1998): muchos de los algoritmos
utilizados en la actualidad tienen problemas cuando se tratan con bases muy grandes
de datos.
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2. Superar los problemas de relevancia de las relaciones establecidas: Varios
algoritmos para reglas de asociación generan un gran número de asociaciones que
no aportan información importante para la empresa. Para su análisis se necesitan
expertos en el tema, lo cual dificulta la extracción de la información implícita en los
datos, que verdaderamente es útil, a la hora de tomar decisiones.
3. Reducir tiempo para procesamiento de datos.
Cuando un algoritmo genera grandes cantidades de reglas de asociación que cumplen
con las medidas de soporte y confianza dados, determinar cuales de estas reglas se
pueden utilizar para la toma de decisiones en la empresa, es un proceso que requiere
tiempo adicional.
1.5. Deficiencias de los métodos usados en el análisis de canas-
tas de productos
Problemas de memoria: Trabajar con tablas conformadas por enormes cantidades de
datos es una de las dificultades de muchos de los métodos utilizados en la actualidad,
como el algoritmo genético, o el conjunto de aproximaciones difusas, etc. (Hernández
et al. 2005).
Problemas de exactitud: Algunos de los métodos usados para este análisis, trabajan
sin problema con tablas grandes de datos, pero generan igualmente un gran número
de asociaciones que no aportan información importante para la empresa y además
dificultan el análisis, como es el caso de algunos de los algoritmos de asociación (Liu
et al. 1998).
Problemas de partición estricta: En general los métodos de clasificación y las reglas de
asociación tienen la desventaja de que no permiten aproximaciones de los valores de
los atributos, como es el caso, de los árboles de clasificación (Hernández et al. 2005).
Problemas al asumir uniformidad de la información: En muchos de los métodos
utilizados para el análisis de canastas, todos los productos son tratados de manera
uniforme, y todas las reglas se determinan con base en los conteos de los productos.
Sin embargo, en la investigación de mercados, existen diversas situaciones donde se
hacen necesarias las aplicaciones basadas en la importancia de los diferentes clientes
y de los productos, elementos o atributos (CAI 1998).
CAPÍTULO 2
K- medias axial (KMA)
El KMA surgió para dar solución a algunos problemas prácticos que resultan por la
utilización de bases extensas de datos documentales, entre los cuales se tienen:
• Cómo resumir el contenido de una base documental y presentarlo a los usuarios.
• Dado un término ó un documento, cómo extraerlo a él y al contexto (es decir la lista
de documentos y palabras clave cercanas).
• ¿Existen contextos diferentes en los cuales puedan aparecer?
La idea de solución nació de una integración de métodos de análisis factorial, análisis
factorial esférico y modelos de redes neuronales (Lelu 1993).
En este trabajo se trata la versión adaptante del K-medias axial (KMA), que es
una variante del K-medias clásico (MacQueen 1967). El KMA se sitúa en el marco de
métodos para descripciones cualitativas de documentos. En él se considera la colección de
referencias bibliográficas como una nube de puntos en un espacio multidimensional donde
cada dimensión corresponde a una palabra clave (Lelu 1993).
Para un conjunto de documentos determinado, el KMA parte de una matriz de datos
X, de n filas (documentos), p columnas (palabras clave), con entradas xij iguales a 1, sí el
documento i tiene asociado la palabra j y cero si no la tiene. Las filas de la matriz X, son
vectores del espacio Rp de la forma xi = (xi1, xi2, ...xip)
′ , con i = 1, ..., n y las columnas
vectores de Rn de la forma Xj = (x1j , x2j , ...xnj), con j = 1, ..., p. Cada uno de los vectores
xi y Xj es tal que ‖xi‖2 es el número de palabras asociadas al i ésimo documento y ‖Xj‖2
es el número de documentos que asumen el j-ésimo atributo.
Palabras Clave
x11 x1j x1p
...
Documentos xi1 · · · xij · · · xip
...
xn1 xnj xnp
Figura 2.1. Documentos × Palabras clave.
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2.1. Método K-medias (KM)
Dada una matriz X, de n filas, p columnas y con entradas xij , se comienza por definir
K centros de gravedad u0(k) para cada una de las clases que se desea agrupar, donde
k = 1, ...,K (pueden ser las primeras K filas xi ó K seleccionadas al azar). Estos centros se
recalculan cada vez que entra un dato nuevo, con el fin de situar a los centros en el espacio
de forma que los datos con características similares pertenezcan al mismo centro. Después
de situar correctamente los prototipos, se compara cada dato nuevo con éstos y se asocia
a aquél que sea el más próximo, en términos de una distancia que se elige previamente
(normalmente se usa la distancia euclidiana) (MacQueen 1967), ver figura 2.2.
1. Se inicializa con los K centros.
u0(k), con k = 1, 2, . . . ,K.
2. Para cada fila xi de la tabla, i = 1, 2, . . . , n. Se calculan las K distancias a los centros
u(k):
d2(xi,u(k)) =
p∑
j=1
(xij − uj(k))2
3. Se incorpora xi a la clase k, para la cual esta distancia es mínima, lo cual incrementa
el cardinal t(k) de la clase (número de objetos que se han incorporado a la clase k),
t = 1, 2, . . ..
Se pone al día la posición del centro de gravedad u(k):
ut(k) = ut−1(k) +
1
t(k)
(x− ut−1(k))
4. El procedimiento se repite hasta pasar todas las filas de la matriz dada.
Figura 2.2. Algoritmo KM
2.2. Algoritmo KMA en su versión adaptante
El KMA no parte directamente de la matriz binaria X definida al comienzo de esta
sección, sino de la matriz X con las filas normalizadas. Esta matriz normalizada se rep-
resenta como W. En la figura 2.3 se presenta la versión adaptante del algoritmo KMA
ajustada a la notación de este documento.
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1. Se inicializa con K ejes u0k (igual que en el KM), para k = 1, ...,K. Aquí se requiere
además que ‖u0k‖ = 1
2. Para cada fila wi de W, con ‖wi‖ = 1, i = 1, ..., n. Se calculan las coordenadas de
las K proyecciones de las wi sobre los ejes uk:
ηk(i) =< wi,uk > (2.1)
3. Se incorpora wi al grupo (o grupos) para el cual la componente de esta proyección
sea máxima.
4. Se pone al día la posición del eje uk:
utk = u
t−1
k +
(
ηk(i)
τ tk
)(
wi − ηk(i)ut−1k
)
(2.2)
para: τ tk = τ
t−1
k + η
2
k, con τ
0
k = 0
5. Se normaliza el eje utk
6. Después de realizar el procedimiento con las n filas: fin. La ecuación 2.2 es la regla
de aprendizaje de Oja (Hertz et al. 1995)
Figura 2.3. Algoritmo KMA adaptante
Ejemplo 5. Suponiendo ahora que los datos de la tabla 1.1 corresponden a documentos
y palabras clave, como se ve en la tabla compuesta por 10 documentos y 9 palabras clave.
Tabla 2.1. Tabla de datos con documentos y palabras clave (matriz X).
Descriptores
Documentos Pal1 Pal2 Pal3 Pal4 Pal5 Pal6 Pal7 Pal8 Pal9
x1 1 1 0 0 0 0 1 0 0
x2 0 0 1 1 0 0 0 1 0
x3 0 0 0 0 1 1 0 0 0
x4 1 1 1 1 0 0 1 1 0
x5 1 1 0 0 0 0 1 1 0
x6 0 0 1 1 0 0 0 1 1
x7 1 0 0 0 1 1 0 0 1
x8 1 0 0 0 1 1 1 0 1
x9 1 1 0 1 0 0 1 0 0
x10 0 0 1 1 0 0 0 1 1
Las filas de la tabla 2.1 se normalizan y el algoritmo trabaja sobre la nueva matriz
normalizada que se presenta en la tabla 2.2:
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Tabla 2.2. Datos normalizados (matriz W ).
Palabras clave
Documentos Pal1 Pal2 Pal3 Pal4 Pal5 Pal6 Pal7 Pal8 Pal9
w1 0.58 0.58 0.00 0.00 0.00 0.00 0.58 0.00 0.00
w2 0.00 0.00 0.58 0.58 0.00 0.00 0.00 0.58 0.00
w3 0.00 0.00 0.00 0.00 0.71 0.71 0.00 0.00 0.00
w4 0.41 0.41 0.41 0.41 0.00 0.00 0.41 0.41 0.00
w5 0.50 0.50 0.00 0.00 0.00 0.00 0.50 0.50 0.00
w6 0.00 0.00 0.50 0.50 0.00 0.00 0.00 0.50 0.50
w7 0.50 0.00 0.00 0.00 0.50 0.50 0.00 0.00 0.50
w8 0.45 0.00 0.00 0.00 0.45 0.45 0.45 0.00 0.45
w9 0.50 0.50 0.00 0.50 0.00 0.00 0.50 0.00 0.00
w10 0.00 0.00 0.50 0.50 0.00 0.00 0.00 0.50 0.50
A continuación se describe el algoritmo KMA aplicado a la matriz W (tabla 2.2).
1. De W se seleccionan al azar (ó directamente) K filas, estas filas se toman como
ejes iniciales. Para el caso con K = 3 y tomando las primeras tres filas de la tabla
normalizada de datos, se tienen los tres ejes iniciales que aparecen en la tabla 2.3.
Tabla 2.3. Ejes iniciales.
Palabras claves
Ejes Pal1 Pal2 Pal3 Pal4 Pal5 Pal6 Pal7 Pal8 Pal9
u01 0.58 0.58 0.00 0.00 0.00 0.00 0.58 0.00 0.00
u02 0.00 0.00 0.58 0.58 0.00 0.00 0.00 0.58 0.00
u03 0.00 0.00 0.00 0.00 0.71 0.71 0.00 0.00 0.00
2. La primera fila w1 de W se proyecta sobre cada uno de los ejes iniciales (tabla 2.3).
La proyección se escribe como ηk(1) =< w1,utk >, tabla 2.4.
Tabla 2.4. Proyección de la primera fila sobre los ejes iniciales.
Proyecciones
Proyu1w1 = η1(1) = 1
Proyu2w1 = η2(1) = 0
Proyu3w1 = η3(1) = 0
3. Se identifica el eje para el cual la proyección es máxima y se asigna la fila 1 a la clase
que corresponde a dicho eje. Para este caso la proyección máxima fue sobre el eje 1,
por lo cual se asigna la fila w1 a la clase con eje central u1, luego haciendo τ01 = 0,
se calcula τ11 = 0 + 1 = 1 y se transforma el eje 1:
u11 = u
0
1 +
(
η1(1)
τ11
)
(w1 − η1(1)u01) = u11 = u01 + (w1 − u01).
• Se normaliza el nuevo eje u11.
4. La fila 2 de W, w2 (tabla 2.2), se proyecta sobre cada uno de los ejes u11, u02 y u03.
La proyección se escribe como ηk(2) =< w2,utk >. Tabla 2.5.
La proyección máxima fue sobre el eje 2, por lo cual se asigna la fila w2 al eje u2, y
haciendo τ02 = 0, se calcula τ12 = 0 + 1 = 1 y se recalcula el eje 2:
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Tabla 2.5. Proyección de la segunda fila sobre los ejes .
Proyecciones
Proyu11w2 = η1(2) = 0
Proyu02w2 = η2(2) = 1
Proyu03w2 = η3(2) = 0
u12 = u
0
2 +
(
η2(2)
τ12
)
(w2 − η2(2)u02) = u12 = u02 + (w2 − u02).
• Se normaliza el eje u12.
5. Se repite este mismo procedimiento hasta proyectar todas las filas de W sobre los
3 ejes (que se van transformando a medida que entra una nueva fila a la clase). La
tabla 2.6 contiene los ejes finales, después de que han pasado todas las filas:
Tabla 2.6. Ejes finales.
Palabras clave
Ejes Pal1 Pal2 Pal3 Pal4 Pal5 Pal6 Pal7 Pal8 Pal9
u41 0.54 0.54 0.09 0.23 0.00 0.00 0.54 0.23 0.00
u42 0.12 0.12 0.55 0.55 0.00 0.00 0.12 0.55 0.18
u33 0.32 0.00 0.00 0.00 0.62 0.62 0.16 0.00 0.32
la tabla 2.7 resume los resultados de las proyecciones en cada paso. La coordenada
ik-ésima, es la proyección de la fila i sobre el eje k.
Tabla 2.7. Proyecciones.
Ejes
Documentos u1 u2 u3
w1 1,00 0.00 0.00
w2 0.00 1,00 0.00
w3 0.00 0.00 1,00
w4 0,71 0,71 0.00
w5 0,91 0.55 0.00
w6 0.27 0,82 0.00
w7 0.27 0.15 0,71
w8 0.48 0.19 0,80
w9 0,87 0.46 0.24
w10 0.27 0,92 0.16
Las clases se definen a partir de las proyecciones sobre losK ejes, tomando como criterio,
la proyección máxima de cada documento sobre los diferentes ejes. Estas proyecciones
máximas se resaltan con negrilla en la tabla 2.7. Con las proyecciones se identifican los
documentos que conforman cada una de las clases. Los resultados se resumen en la tabla
2.8.
Note que un documento puede pertenecer a más de una clase (clasificación difusa),
como es el caso del documento 4 que está simultáneamente en las clases 1 y 2, lo que indica
que este documento contiene palabras asociadas a dos contextos diferentes.
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Tabla 2.8. Clasificación.
Clase Eje principal Documentos
asociados
1 u41 1, 4, 5, 9
2 u42 2, 4, 6, 10
3 u33 3, 7, 8
2.3. Justificación del KMA
A continuación se presenta un breve resumen de algunos de los aspectos más impor-
tantes que motivaron el algoritmo de clasificación KMA, los cuales se demuestran y se
exponen con detalle en el documento original (Lelu 1993)
2.3.1. Normalización de los datos.
El KMA asume las filas de la matriz de datos como puntos del espacio p-dimensional,
donde cada dimensión corresponde a una palabra clave. Al normalizar la matriz de datos,
los puntos se encuentran sobre una esfera unitaria de Rp. Esta representación, permite
comparar los datos, no por el número de atributos característicos de cada objeto, lo cual
no aporta información importante respecto a la posición respectiva de éstos, sino que al
unificar la magnitud de los vectores, sólo cuentan los ángulos relativos de todos éstos,
es decir, mediante esta forma se destacan los atributos que tienen ó no en común, y se
determina que es lo que los aproxima o los distingue. Además esta representación le da al
método la propiedad de equivalencia distribucional (Lelu 1993): el sistema de distancias
entre los vectores que se están comparando ( las filas de la matriz en este caso), no cambian
se fusionan dos columnas de perfiles idénticas.
2.3.2. Representación por medio de ejes.
Como se expuso en la sección anterior, en cuanto la matriz de datos se normaliza, las
medidas de los ángulos entre los vectores se pueden utilizar como criterio para establecer
la clasificación de los datos. En este sentido los ejes de cada clase deben ser tales que, la
información contenida en ellos permita tipificar los datos simultáneamente por documentos
y por palabras clave. Por otra parte dado que la separación entre clases se establece a partir
de la equidistancia angular con relación a los ejes de las clases, el criterio de comparación
que se utiliza es la proyección de cada fila sobre los ejes de clase.
2.3.3. Quiénes son los ejes de clase
El KMA como ya se mencionó, fue inspirado a partir de técnicas de análisis factorial y
análisis factorial esférico (Domenges & Volle 1979), y su forma tiene similitudes con éstas
pero adaptadas a las necesidades del caso. Igual que en dichas técnicas y como se puede
evidenciar en el algoritmo dado, aquí se realizan tres etapas que son: la transformación de
los datos (normalización), una descomposición en valores singulares (regla de Oja) y una
representación mediante un sistema de ponderación (ejes centrales de clase).
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Los ejes centrales de cada clase utk, se pueden asimilar como las “primeras componentes
principales”, pero cada una bajo una nube diferente de datos (las filas asociadas a cada
clase). Es importante notar que cuando se realiza un análisis de componentes principales
usual, las columnas son las que se normalizan y no las filas como aquí. Además estas
columnas también son centradas, esta trasformación no se realiza en el KMA, esto con el
fin de obtener información implícita en los datos brutos y de disminuir cálculos. Además
aquí se trata con datos de tipo binario (1 ó 0).
Los ejes de clase caracterizan la dirección del valor modal de la inercia, para el conjunto
de datos asociados a cada clase. La reconstitución de los datos consiste en asimilar cada
punto de la clase a su proyección sobre el eje de su respectiva clase. Dado que estos ejes se
obtienen cada uno por un procedimiento independiente para cada subconjunto k, ellos no
conforman una base ortogonal de los datos como en el caso de las componentes principales
(Lelu 1993).
2.3.4. Porqué la regla de Oja
Existe una correspondencia entre el comportamiento de las redes neuronales y el método
estadístico de análisis de componentes principales (Tolmos 2000). La red de Oja permite
determinar la primera componente principal de matrices de momentos de segundo orden
(Hertz et al. 1995), .
Una red neuronal podría describirse como una estructura cuyas características generales
de aprendizaje (en términos de las redes neuronales, la palabra “aprendizaje ”abarca una
serie de “cambios adaptativos” en un sistema para que realice la misma tarea u otra de
la misma clase, con mayor eficacia en la siguiente ocasión) son las siguientes (Hertz et al.
1995):
1. Los elementos que conforman la red no son individualmente “inteligentes”. la in-
teligencia depende de la relación entre éstos.
2. El aprendizaje se desarrolla mediante la modificación de los pesos asociados a las
neuronas. En una red neuronal ya entrenada las conexiones entre neuronas tienen un
determinado peso ( se denomina “peso sináptico”).
3. La salida se calcula en función de la entrada ponderada.
Mediante el aprendizaje el elemento que se está procesando cambia su comportamiento
de entrada/salida. La ley de aprendizaje define precisamente cómo cambiar los pesos como
respuesta a una entrada y salida dadas (Hertz et al. 1995).
La red de Oja es un tipo de red neuronal con aprendizaje no supervisado, es decir, la
red sin ningún tipo de guía reconoce patrones en los datos de entrada y crea categorías a
partir de estos patrones, luego después del entrenamiento, cuando entra algún dato, la red
lo clasifica e indica en que categoría lo ha clasificado (Tolmos 2000).
Para una matriz W y con, w(t) denotando los vectores de entrada, η(t) los vectores
de salida, u(t) el vector que será recalculado, α(t) el parámetro tasa de aprendizaje, con
t = 0, 1, . . ., la ecuación que rige la evolución en la red de Oja es:
u(t+ 1) = u(t) + α(t)η(t)[w(t)− η(t)u(t)] (2.3)
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La red de Oja está diseñada con el propósito de extraer el máximo valor y vector propio
de la matriz W′W, además de hacer tender ‖u‖ a 1 (Hertz et al. 1995).
Lelu muestra que mediante un conjunto de K ejes iniciales uk y utilizando una versión
modificada de la regla de Oja (ecuación 2.3), se puede extraer en un único paso los primeros
K vectores y valores propios λk de la matriz W
′
W (Lelu 1993). En esta modificación, se
utiliza una sola célula (K = 1) así la ley de aprendizaje se reduce a:
u := u+ (η/τ)(w − ηu)
con τ := τ + η2
La modificación de Lelu a la regla de Oja, consiste básicamente en cambiar el parámetro
α, que para el caso se escribe como α(t) = (1/τ(t)). Esta ley de Oja modificada converge,
con la mejor aproximación posible en un único paso hacia el primer vector propio (nor-
malizado) de W′kWk, donde Wk representa la matriz de vectores de datos destinados a la
clase k (Lelu 1993). Es importante resaltar que la dirección del centro de gravedad de la
nube de los vectores w de la clase k es distinta de este vector propio.
CAPÍTULO 3
K- medias axial en el análisis de canastas de
productos
Las necesidades en el análisis de canastas pueden ir desde la identificación de produc-
tos de mayor o menor salida, identificación de clientes que las adquieren, búsqueda de
clientes potenciales, clasificación de éstos, o incluso determinar relaciones existentes entre
los productos, los clientes o múltiples relaciones entre productos y clientes (Narros 2007).
Como se mencionó en la sección 1.3, este tipo análisis utiliza diferentes clases de her-
ramientas para el manejo de datos que pueden ser algoritmos matemáticos simples o com-
plejos, con el fin de descubrir patrones y relaciones en el conjunto de datos, las cuales se
puedan utilizar para establecer asociaciones y hacer predicciones eficaces.
3.1. Contexto del problema
En este trabajo se trata la adaptación delKMA para su uso en el contexto empresarial,
específicamente en el análisis de canastas de productos. Con la adaptación de esta técnica
que inicialmente se construyó para el manejo de bases de datos documentales, se pretende
brindar una herramienta que optimice el proceso de obtención de información de grandes
bases asociadas al análisis de canastas que supere las deficiencias que presentan otros
métodos usados para este propósito.
Como se ha podido evidenciar el análisis de canastas es un tema demasiado amplio
y depende de múltiples variables, por tal razón es importante aclarar que la adaptación
que se hace aquí del KMA se puede utilizar en empresas que lleven registro detallado de
las facturas de venta o bases de datos de sus clientes y registro de los productos que éstos
adquieren, y que implementen políticas de abastecimiento que garanticen que los productos
de interés siempre estén disponibles.
El KMA adaptado al análisis de canastas trabaja sobre una tabla de datos binarios,
donde los registros de los que se dispone corresponden a listas de “ canastas ” y una lista
de “ ítems ”. Los ítems representan los productos que la canasta incluye (o no).
Sea X la matriz de tamaño n × p que resume la tabla de datos conformados por n
canastas y p productos o ítems, I el conjunto de todos los ítems en X y K es el número
de tipos distintos de canastas que se desean conformar.
21
CAPÍTULO 3. K- MEDIAS AXIAL EN EL ANÁLISIS DE CANASTAS DE PRODUCTOS 22
Cada elemento xij de la matriz X es 1 ó 0. Es 1 si la i- ésima fila xi contiene el producto
j y cero si no lo tiene.
Al aplicar el método KMA en tablas de datos como la descrita antes, básicamente se
persiguen tres propósitos fundamentales (que permiten resumir el contenido y presentarlo
a los usuarios de esta información) que son:
1. Agrupar los datos simultáneamente por tipos de canasta y por tipos de productos.
Dado un producto o una canasta permite identificar el tipo al que corresponde (es
decir, la lista de canastas y productos cercanos) y otros tipos diferentes en los cuales
puede aparecer.
2. En un sólo paso por los datos identificar conjuntos de productos frecuentes altamente
correlacionados. Estos conjuntos disminuyen el número de registros que se deben
verificar para la identificación de reglas de asociación.
3. Determinar una medida de ponderación con relación al grupo para cada uno de
los productos en la tabla. Dicha medida se puede utilizar para identificar reglas de
asociación verdaderamente relevantes.
.
3.2. KMA en el análisis de canastas
En su paso por una tabla de datos de “canastas” el KMA, genera una serie de resul-
tados intermedios y finales que permiten evidenciar formas de “comportamiento” en las
adquisiciones de los clientes.
3.2.1. Agrupación por tipos de canastas
Cuando se espera trabajar con matrices de datos que tienen miles o millones de filas, es
muy importante un algoritmo que además de minimizar el tiempo de paso por los datos, ex-
traiga de ellos no sólo la mayor cantidad de información posible, sino que simultáneamente
organice la información se de tal forma que se facilite su análisis.
En el caso de análisis de canastas el KMA considera un conjunto de datos como una
nube de puntos en un espacio geométrico donde cada dimensión corresponde a un producto.
Las clases se representan por medio de vectores apuntando hacia las zonas de nubes de
alta densidad.
La figura 3.1 muestra lo que podría ser un ejemplo de un conjunto de canastas carac-
terizadas por tres productos I1, I2 y I3. Estos productos (o ítems) definen el espacio R3.
Por ejemplo cada canasta i que esté clasificada por los ítems I2 y I3 puede escribirse como
el vector (0, 1, 1). En la figura 3.2 se muestran las proyecciones respectivas ηi(k) y ηii(k)
de las canastas i y ii sobre los ejes uk y uk‘. El KMA aplicado a la matriz W (dada en la
sección 2.2), la divide en K clases Wk. La pertenencia de una canasta a una clase Wk se
determina en función del valor de su proyección sobre el eje utk que representa la clase. En
la figura 3.2 se observa que la proyección de la canasta ii en el eje uk es mayor que la de
la canasta i sobre este mismo eje. El valor de la proyección corresponde con un orden de
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Figura 3.1. Canastas caracterizadas por tres productos.
Figura 3.2. Proyecciones de las canastas sobre los ejes.
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“tipicidad” , las canastas de una clase provienen de un tipo ideal de canasta que se coloca
exactamente en el eje imaginario de la clase en el espacio geométrico. Es decir, una clase
de canastas corresponde a un “ tipo” de canasta particular, subconjunto homogéneo de
todas las canastas que conforman la tabla de datos estudiados (Lelu 1993).
El peso utilizado para calcular el valor de “tipicidad” sirve para destacar los ítems
específicos (o típicos) de la clase, es decir, comunes en esta clase y poco frecuentes en toda
la tabla de datos:
• τk =
∑
w∈ clase k
< w,uk >
2
• ωki = ( 1√τk ) < wi,uk >, ((ωi(k))2 es la contribución de la canasta i a la inercia
explicada por el k-ésimo eje).
• ukj = ( 1√τk )
∑
iwijωi, ((ukj )
2 es la contribución del ítem j a la inercia explicada por
el k-ésimo eje).
Para las canastas i que pertenecen a la clase k:
• wk =Wkuk( 1√τk )
• uk =W′kwk( 1√τk ).
3.2.2. Definiciones generales para el uso del KMA en el análisis de canas-
tas de productos
Dada una matriz X binaria asociada a una tabla datos, la matrizW dada en la sección
2.2, I el conjunto de ítems en la tabla de datos y M el conjunto de filas de X (como están
definidos en 1.4.1) a continuación se dan algunas definiciones importantes para el uso del
KMA en el análisis de canastas de productos:
Definición 5. Para cada clase conformada mediante el método KMA se define el k-ésimo
eje central de clase, k = 1, 2, . . . ,K, como un vector de Rp que se obtiene (eje inicial de la
clase k modificado) cuando pasa el algoritmo KMA por todas las filas de la matriz W.
utk = {utk1 , utk2 , . . . , utkp}, t = 1, 2, . . .
Definición 6. Dado utk el eje de central de la clase k, se define su j-ésima coordenada u
t
kj
como un indicador continuo de la medida de la relación del j-ésimo ítem con la k-ésima
clase y de la relación entre las diferentes clases de canastas.
Como se mostró en la sección 2.2, el algoritmo KMA, agrupa un conjunto de n datos
en K clases a partir de un conjunto de vectores unitarios denominados ejes centrales de
clase. Las coordenadas ukj de estos vectores tienen información que se utilizara en este
caso para definir igualmente una partición de los ítems o productos que conforman la tabla
de datos.
Ejemplo 6. Los valores 0.12 y 0.16 en la séptima columna de la tabla 3.1 indican que las
clases 2 y 3 tienen un comportamiento similar respecto a la adquisición del producto o ítem
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I7, pero los valores 0.00 y 0.62 en la sexta columna indican un comportamiento opuesto
con relación al ítem I6 en estas clases. De forma similar el valor 0.62 en la sexta columna
de la tercera fila de 3.1 indica que este ítem es característico de las canastas de la tercera
clase.
Definición 7. Se define la matriz de ejes centrales de clase uk como la matriz de tamaño
k × p cuyas filas son los ejes centrales de clase obtenidos después del paso del KMA por
todas las filas de W.
Tabla 3.1. Ejes de clase.
Productos
Ejes I1 I2 I3 I4 I5 I6 I7 I8 I9
u41 0.54 0.54 0.09 0.23 0.00 0.00 0.54 0.23 0.00
u42 0.12 0.12 0.55 0.55 0.00 0.00 0.12 0.55 0.18
u33 0.32 0.00 0.00 0.00 0.62 0.62 0.16 0.00 0.32
Definición 8. Sea A ⊆ I un conjunto de ítems. Se dice que el conjunto Ak caracteriza
la k- ésima clase, si para todo Ij ∈ Ak, utkj es mayor o igual al ϕ% los valores de las
componentes del eje central de la clase.
Observación. El umbral ϕ% indica a partir de que valor un ítem se considera importante
para la clase, este umbral lo selecciona el usuario.
Ejemplo 7. Para el ejemplo tomando ϕ% = 95%, es decir los ítems que muestren un
valor mayor o igual al 95% de las coordenadas del eje de clase, se consideran coordenadas
fuertes de dicha clase; las dimensiones con valor menor a este umbral son clasificados como
coordenadas débiles para la clase (Bobby et al. 2005).
Definición 9. Dada la matriz de ejes centrales de clase uk, se define la matriz binaria D
de ítems relevantes o característicos de las clases como la matriz de tamaño k × p cuya
kj-ésima coordenada es igual a 1 si el j-ésimo ítem alcanza el umbral ϕ, y es igual a cero
si no lo alcanza.
En la tabla 3.2 el elemento kj-ésimo es igual a 1 si el j-ésimo ítem se considera coor-
denada fuerte de la clase k, y es igual a cero si no lo es.
Tabla 3.2. Matriz binaria de ejes de clase con ítems característicos de cada clase.
ítem
Ejes I1 I2 I3 I4 I5 I6 I7 I8 I9
u41 1 1 0 0 0 0 1 0 0
u42 0 0 1 1 0 0 0 1 0
u33 0 0 0 0 1 1 0 0 1
Ejemplo 8. A partir de la clasificación dada por el KMA que se muestra en la tabla 2.8
y de la definición 8, se obtiene una clasificación de las canastas dadas en el ejemplo 1 y de
los ítems que las caracterizan, ver tabla 3.3 .
3.2.3. Conjuntos de productos frecuentes altamente correlacionados
El algoritmo de clasificación KMA garantiza que los ítems o productos asociados a
cada una de las clases son los que están altamente correlacionados, por lo cual identificar
CAPÍTULO 3. K- MEDIAS AXIAL EN EL ANÁLISIS DE CANASTAS DE PRODUCTOS 26
Tabla 3.3. Clasificación.
Clase Eje principal canastas aso-
ciadas
ítems carac-
teristicos
1 u41 1, 4, 5, 9 1, 2, 7
2 u42 2, 4, 6, 10 3, 4, 8
3 u33 3, 7, 8 5, 6
las formas de asociación entre éstos, permite además encontrar patrones en su forma de
adquisición. En este trabajo la búsqueda de conjuntos de ítems candidatos se restringe
a los conjuntos de ítems característicos de cada una de las clases dadas por el KMA y
sus posibles subconjuntos, lo cual disminuye el paso por la base de datos. El algoritmo
de clasificación busca conjuntos de ítems candidatos sólo entre conjuntos que tienen alto
grado de correlación.
Mediante el algoritmo apriori inicialmente se generan todos los conjuntos candidatos
con un ítem y con base en éstos se generan los conjuntos candidatos con dos ítems y así
sucesivamente. Partiendo de los conjuntos de ítems característicos de cada una de las clases
dadas por el KMA, no se tienen que revisar todos los conjuntos de un ítem sino que la
búsqueda se hace sólo sobre conjuntos altamente correlacionados.
Ejemplo 9. Para los datos del ejemplo 1, mediante el algoritmo apriori se revisó el soporte
de los 9 ítems iniciales y luego el soporte de los 36 candidatos con dos ítems que aparecen
en la tabla 1.4. A partir de los conjuntos de ítems típicos de las clases dadas por el KMA
(ver tabla 3.3) sólo se revisan 7 conjuntos candidatos con 2 ítems.
C2 = {{1, 2}, {1, 7}, {2, 7}, {3, 4}, {3, 8}, {4, 8}, {5, 6}}.
luego para la primera clase de canastas dada por el KMA, el conjunto de ítems de
tamaño 2 es C21 = {{1, 2}, {1, 7}, {2, 7}}. La tabla 3.4 muestra el conjunto de datos ahora
restringido a los ítems considerados relevantes en la primera clase.
Notación. Crk representa la colección de conjuntos de ítems de tamaño r, relevantes en
la k-ésima clase, r = 2, . . . , p, y k = 1, . . . ,K
Definición 10. Sea X la matriz binaria asociada a una tabla de datos, se define la matriz
de transformación Tk a los ítems relevantes de la k-ésima clase como: la matriz diagonal,
cuya diagonal principal es la k-ésima fila de la matriz binaria de ejes característicos de
clase k, (tabla 3.2 para el ejemplo).
Definición 11. Sea X la matriz binaria asociada a una tabla de datos y Ak el conjunto
de ítems que caracteriza la k- ésima clase dada por el KMA para estos datos; se define
XAk = XTk la matriz restringida a los ítems de Ak, como una matriz del mismo tamaño
que X, cuya j-ésima columna es igual a la j-ésima columna de X si Ij pertenece a Ak, y
es una columna nula si Ij no pertenece a Ak, j = 1, . . . , p.
Para los datos del ejemplo 1, la tabla 3.4 muestra XA1 la matriz restringida a los
ítems relevantes en la primera clase y la tabla 3.5 muestra la matriz restringida a los ítems
relevantes de la segunda clase.
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Tabla 3.4. Canastas restringidas a los ítems de la primera clase.
Productos
Canastas I1 I2 I3 I4 I5 I6 I7 I8 I9
Canasta1 1 1 0 0 0 0 1 0 0
Canasta2 0 0 0 0 0 0 0 0 0
Canasta3 0 0 0 0 0 0 0 0 0
Canasta4 1 1 0 0 0 0 1 0 0
Canasta5 1 1 0 0 0 0 1 0 0
Canasta6 0 0 0 0 0 0 0 0 0
Canasta7 1 0 0 0 0 0 0 0 0
Canasta8 1 0 0 0 0 0 1 0 0
Canasta9 1 1 0 0 0 0 1 0 0
Canasta10 0 0 0 0 0 0 0 0 0
Tabla 3.5. Canastas restringidas a los ítems de la segunda clase.
Productos
Canastas I1 I2 I3 I4 I5 I6 I7 I8 I9
Canasta1 0 0 0 0 0 0 0 0 0
Canasta2 0 0 1 1 0 0 0 1 0
Canasta3 0 0 0 0 0 0 0 0 0
Canasta4 0 0 1 1 0 0 0 1 0
Canasta5 0 0 0 0 0 0 0 1 0
Canasta6 0 0 1 1 0 0 0 1 0
Canasta7 0 0 0 0 0 0 0 0 0
Canasta8 0 0 0 0 0 0 0 0 0
Canasta9 0 0 0 1 0 0 0 0 0
Canasta10 0 0 1 1 0 0 0 1 0
3.2.4. Algoritmo apriori sobre la tabla restringida a los ítems caracterís-
ticos de la primera clase de KMA
En la tabla 3.4 se puede ver que tanto las filas como las columnas de la matriz restringida
que no contienen ítems considerados relevantes en la clase dada son nulas, lo que restringe
y orienta las reglas de asociación a los ítems de la clase. Es decir, aplicar el algoritmo
apriori sobre la matriz restringida además de disminuir el número de reglas de asociación
generadas y agilizar el paso del algoritmo sobre los datos, orienta las reglas generadas a
cada una de las clases de canastas particulares.
Ejemplo 10. Para todos los conjuntos de ítems frecuentes con 2 o más ítems relevantes en
la k-ésima clase, ver tabla 3.3, se generan todos los subconjuntos y sus respectivas reglas
de asociación. Las reglas que satisfacen el umbral de soporte de 30% y confianza de 90%
sobre los conjuntos de ítems de la primera y segunda clase se dan en las tablas 3.6 y 3.7
respectivamente:
Generación de reglas de asociación mediante el algoritmo apriori sobre los ítems carac-
terísticos de la segunda clase
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Tabla 3.6. Reglas de asociación para los ítems característicos de la primera clase.
No. Regla antecedente consecuente soporte confianza
1 {I2} ; {I7} 0.4 1
2 {I2} ; {I1} 0.4 1
3 {I7} ; {I1} 0.5 1
4 {I2, I7} ; {I1} 0.4 1
5 {I1, I2} ; {I7} 0.4 1
6 {I2} ; {I1, I7} 0.4 1
Tabla 3.7. Reglas de asociación para los ítems de la segunda clase.
No. Regla antecedente consecuente soporte confianza
1 {I3} ; {I4} 0.4 1
2 {I3} ; {I8} 0.4 1
3 {I3, I4} ; {I8} 0.4 1
4 {I3, I8} ; {I4} 0.4 1
5 {I4, I8} ; {I3} 0.4 1
6 {I3} ; {I4, I8} 0.4 1
3.3. Propuesta para el análisis de canastas de productos
A partir de las definiciones dadas en este documento se describen los pasos a seguir
para aplicar el KMA en el análisis de canastas de productos:
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1. Normalizar la matriz binaria X para obtener la matriz W.
2. Aplicar el algoritmo KMA sobre W.
3. De los resultados dados por el KMA, seleccionar la matriz de pertenencia M1 y la
matriz de ejes centrales de las clases uk.
4. Resultado 1: con la matriz de pertenencia obtener las listas las canastas asociadas
a cada una de las clases.
5. A partir de la matriz de ejes centrales de las clases uk, construir la matriz de ítems
relevantes D para un umbral ϕ específico.
6. Resultado 2: de la matriz D obtener las listas de los productos asociados a cada
una de las clases ( también se pueden tener las listas de las clases asociadas a cada
uno de los productos).
7. Construir las matrices de transformación Tk para k = 1, 2, . . . ,K.
8. Construir las matrices XAk restringidas a las clases k, para k = 1, 2, . . . ,K.
9. Resultado 3:Aplicar el algoritmo apriori sobre cada una de las matrices de datos re-
stringidas XAk , con el fin de generar las reglas de asociación para los ítems asociados
a cada una de las clases k, para k = 1, 2, . . . ,K.
Figura 3.3. Pasos del método propuesto para el análisis de canastas de productos
CAPÍTULO 4
Aplicación
Con el fin de implementar la metodología propuesta en la sección 3 se programó una
serie de funciones en el programa estadístico R, las cuales se describen en detalle en el
apéndice A y durante la aplicación se van mencionando cuáles de estas funciones permiten
tener los resultados dados.
4.1. Análisis de tabla de datos canastas
En esta sección se ilustra el uso del método propuesto sobre una tabla de datos real
y al final se comparan los resultados con las reglas de asociación sin el uso del KMA.
En la aplicación se utiliza la tabla de datos que se llamó “canastas” la cual contiene
el registro de 47 productos relacionados en 1000 compras realizadas un supermercado
local (Bogotá, Colombia) en el año 2009. Con el fin de agrupar productos semejantes con
un sólo nombre (por ejemplo: mogolla en bolsa, pan comapan, pan tajado Bimbo, etc.,
se registraron como pan empacado), se tomó como referencia los nombres de productos
asignados por (Martínez 2007). La tabla además contiene algunos datos de información
sociodemográfica de los clientes como: sexo, estado civil, estrato, profesión, situación laboral,
tiempo de permanencia en el trabajo y edad (esta información se usará más adelante como
aporte adicional del KMA con información adicional). En la tabla 4.1 se presenta la lista
de productos y la descripción. En la figura 4.1 se muestra la frecuencia de aparición de los
productos en la tabla.
4.1.1. KMA sobre la tabla canastas
El KMA es un método que sólo toma un parámetro externo de funcionamiento que es
el número de clases K en que se divide el conjunto de datos. Generalmente, este número lo
elige el usuario dependiendo de sus necesidades e intereses. En (Morato L 1999) se presenta
la fórmula que propuso Velasco en 1999 para el cálculo de esta cantidad:
c = (4× p+ 2× n+ 2000)÷ 1000, K[c− 2, c+ 2]. (4.1)
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Tabla 4.1. Productos relacionados en la tabla canastas
Producto Descripción
P01 pan empacado
P02 champú cabello
P03 golosinas
P04 productos faciales
P05 café instantáneo
P06 medicamentos para el dolor
P07 esmalte para uñas
P08 chicles
P09 pasabocas en paquetes
P10 comida para perros y gatos
P11 complementos vitamínicos y calcio
P12 absorbentes para incontinencia
P13 jabón de tocador
P14 colonias
P15 agua envasada
P16 jugos envasados
P17 pañales desechables
P18 maquillaje de ojos
P19 cerveza
P20 queso para untar
P21 tónico de limpieza facial
P22 galletas no dulces
P23 helados
P24 bebidas derivados lácteos
P25 pasa bocas dulces
P26 postres envasados
P27 té
P28 lustra muebles
P29 toallitas limpieza intima
P30 chocolatinas
P31 café molido o entero
P32 aderezo para ensaladas
P33 polvos faciales
P34 cereal
P35 aceite de cocina
P36 aguardiente
P37 endulzantes
P38 verduras encurtidas o enlatadas
P39 desodorante antitranspirante
P40 bebida energizante
P41 maltas
P42 tampones
P43 gaseosas
P44 productos para limpieza
P45 refrescos en polvo
P46 gelatina
P47 atún enlatado
Para la aplicación se usó tres clases.
En la aplicación se corrió el algoritmo KMA una vez sobre la tabla normalizada con
ejes iniciales aleatorios y cuatro veces tomando como ejes iniciales los ejes resultantes del
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Figura 4.1. Frecuencia de aparición de los productos en la tabla de datos.
paso anterior (con el fin de aminorar la dependencia de los grupos con respecto a los ejes
iniciales de clase). A continuación se presentan los resultados del KMA sobre los datos de
canasta (en el programa R se aplicaron las funciones kms.a y kms.ae, ver apéndice A)
4.1.1.1. Agrupación de canastas
El KMA generó tres grupos: el primero conformado por 450 canastas, el segundo por
135 canastas y el tercero por 414 canastas. A partir de esta clasificación se tiene una lista
de todas las canastas que conforman cada uno de los grupos. Durante los procesos para
tomar de decisiones, las listas de grupos de canastas similares se pueden tomar como parte
del marco de trabajo (Vercellis 2009) (en el programa R esta lista se obtiene mediante el
uso de la función as(,"transactions") de arules).
4.1.1.2. Identificación de ítem o productos característicos de cada clase de
canasta
Tabla 4.2. Ítems característicos en las clases
No. clase Ítems
1 1 6 11 15 21 27 33 37 40
2 3 4 5 14 19 23 24 25 26 28 32 36
38 39 43 44 47
3 2 7 8 9 10 12 13 16 17 18 20 22
29 30 31 34 35 41 42 45 46
En este caso, el KMA en su paso por la tabla de datos canastas identificó tres clases
de canastas, de acuerdo a los productos que ellas incluyen. La primera clase caracterizada
por 9 productos, la segunda por 17 y la tercera clase caracterizada por 21 productos.
Al comparar la figura 4.1 y la tabla 4.2, es importante notar que los productos galletas
CAPÍTULO 4. APLICACIÓN 33
no dulces (P22), aceite de cocina (P35), tampones (P42) y gelatina (P46) que son los de
mayor frecuencia en la tabla de datos 4.1, están todos asociados a las canastas de la tercera
clase 4.2. Los productos agua envasada (P15), polvos faciales (P33) y bebida energizante
(P40) que siguen en frecuencia, todos son característicos de la clase uno de canastas. Y los
productos de la clase dos productos faciales (P04), café instantáneo (P05), cerveza (P19),
pasabocas dulces (P25) y productos para la limpieza (P44) tienen frecuencia de aparición
similar entre ellos pero, menor frecuencia que los productos mencionados de las otras clases.
Es decir, las clases que se conformaron mediante el uso del KMA presentan las siguientes
características: los productos más frecuentes y todos los productos asociados a ellos están
en la clase 3, los medianamente frecuentes y los asociados a ellos en la clase 1, y los menos
frecuentes y los asociados a ellos en la clase 2.
4.1.1.3. Productos característicos de mayor frecuencia en cada clase de canasta
Partiendo de los ejes centrales de clase del KMA se puede evidenciar por separado
el comportamiento de los productos característicos de cada una de las clases. Los que son
altamente frecuentes hasta los que aparecen en muy pocas transacciones. En las figuras
4.2, 4.3 y 4.4 respectivamente, están los ítems relacionados con cada una de las clases que
satisfacen un umbral de pertenencia ϕ = 30% (están en el 30% superior) sobre el eje
central de cada clase. Las barras representan la frecuencia de aparición de cada producto
o ítem en el grupo. (En R la función it.rel permite obtener los ítems característicos de la
clases).
Figura 4.2. Frecuencia de productos característicos en la clase uno.
La lista de productos de mayor frecuencia en las clases se muestran en la tabla 4.3
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Figura 4.3. Frecuencia de productos característicos en la clase dos.
Figura 4.4. Frecuencia de productos característicos en la clase tres.
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Tabla 4.3. Productos de mayor frecuencia en las clases
No. clase Productos
1 agua envasada(P15), polvos
faciales(P33) y bebidas ener-
gizantes(P40)
2 productos faciales(P04), café
instantáneo(P05), cerveza(P19),
pasabocas dulces(P25) y produc-
tos para la limpieza(P44)
3 gelatina(P46), tampones(P42),
aceite de cocina(P35) y galletas
no dulces(P22)
4.1.2. Reglas de asociación para cada una de las clases dadas por KMA
La matriz de transformación que restringe la matriz binaria original a los ítems rel-
evantes de cada grupo, permite identificar reglas de asociación sólo entre los ítems car-
acterísticos de cada clase. La matriz transformada de ítems restringidos, anula todas las
columnas de la matriz binaria original, de tal forma que al pasar el algoritmo apriori, éste
trabaja sólo sobre las columnas de la matriz que corresponden a los ítems de la clase y las
canastas relacionadas con ésta.
4.1.2.1. Algoritmo apriori sobre las canastas de la clase uno
Al aplicar el algoritmo apriori ahora sólo sobre los conjuntos de ítems asociados a cada
una de las clases, se obtienen reglas orientadas a describir las canastas características de
cada una de las clases. En esta sección se muestran las reglas de asociación para el primer
grupo.
De las 43 reglas de asociación que se conformaron para el grupo uno, se puede concluir
que las canastas características de esta clase son las que incluyen polvos faciales (P33). En
esta tabla 4.4 se muestran las formas de asociación entre el producto polvos faciales (P33)
y otros productos como medicamento para el dolor (P06), bebidas energizantes (P40),
productos para la limpieza facial (P04), agua envasada (P15) o té (P27). Las reglas 5 y 6
de la tabla 4.4 que son las de mayor soporte y confianza, indican que los productos más
asociados a los polvos faciales (P33) son las bebidas energizantes (P40) y el agua envasada
(P15).
4.1.2.2. Algoritmo apriori sobre las canastas de la clase dos
Al aplicar el algoritmo apriori sobre los conjuntos de ítems asociados a la clase dos se
tiene:
Como se mostró en la sección 4.1.1.2 los ítems que caracterizan esta clase tienen menos
frecuencia de aparición que los de las otras dos clases, por tanto las reglas de asociación que
se conforman con ellos tienen bajo nivel de soporte. Este grupo está caracterizado tener
de productos para la limpieza (P44). El ítem productos para la limpieza tiene diferentes
formas de asociación (que se muestran en la tabla 4.5) con productos como: café instantáneo
(P05), lustra muebles (P28), desodorante antitranspirante (P39), productos faciales (P04),
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Tabla 4.4. Reglas de asociación con umbrales de soporte y confianza respectivos de 0.05 y 0.7
para los productos asociados a la clase uno.
No. Regla antecedente consecuente soporte confianza
1 {} ; {P33} 0.713 0.7130
2 {P06} ; {P33} 0.289 0.7032
3 {P21} ; {P15} 0.362 0.7605
4 {P21} ; {P33} 0.351 0.7374
5 {P40} ; {P33} 0.452 0.7175
6 {P15} ; {P33} 0.461 0.7435
7 {P01, P21} ; {P15} 0.108 0.7606
8 {P21, P27} ; {P15} 0.157 0.7659
9 {P06, P21} ; {P15} 0.177 0.8389
10 {P06, P21} ; {P33} 0.152 0.7204
11 {P06, P40} ; {P33} 0.196 0.7127
12 {P06, P15} ; {P33} 0.194 0.7321
13 {P21, P40} ; {P15} 0.240 0.7818
14 {P21, P40} ; {P33} 0.226 0.7362
15 {P15, P21} ; {P33} 0.278 0.7680
16 {P21, P33} ; {P15} 0.278 0.7920
17 {P15, P40} ; {P33} 0.301 0.7488
18 {P01, P21, P27} ; {P15} 0.051 0.7500
19 {P01, P06, P21} ; {P15} 0.056 0.8485
20 {P01, P06, P15} ; {P21} 0.056 0.7273
21 {P01, P21, P40} ; {P15} 0.067 0.7614
22 {P01, P21, P33} ; {P15} 0.074 0.8132
23 {P06, P21, P27} ; {P40} 0.060 0.7059
24 {P06, P21, P27} ; {P15} 0.072 0.8471
25 {P06, P15, P27} ; {P40} 0.075 0.7009
26 {P21, P27, P40} ; {P15} 0.104 0.7704
27 {P21, P27, P33} ; {P15} 0.101 0.8279
28 {P06, P21, P40} ; {P15} 0.125 0.8503
29 {P06, P15, P21} ; {P40} 0.125 0.7062
30 {P06, P21, P40} ; {P33} 0.108 0.7347
31 {P06, P21, P33} ; {P40} 0.108 0.7105
32 {P06, P15, P21} ; {P33} 0.134 0.7571
33 {P06, P21, P33} ; {P15} 0.134 0.8816
34 {P06, P15, P40} ; {P33} 0.136 0.7432
35 {P06, P15, P33} ; {P40} 0.136 0.7010
36 {P15, P21, P40} ; {P33} 0.181 0.7542
37 {P21, P33, P40} ; {P15} 0.181 0.8009
38 {P06, P21, P27, P40} ; {P15} 0.051 0.8500
39 {P06, P15, P21, P27} ; {P40} 0.051 0.7083
40 {P21, P27, P33, P40} ; {P15} 0.066 0.8148
41 {P06, P15, P21, P40} ; {P33} 0.094 0.7520
42 {P06, P21, P33, P40} ; {P15} 0.094 0.8704
43 {P06, P15, P21, P33} ; {P40} 0.094 0.7015
pasa-bocas dulces (P25) y cerveza (P19). La regla de mayor nivel de soporte y confianza en
este grupo es la que indica que el café instantáneo (P05) implica la inclusión en la canasta
de productos para la limpieza (P44).
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Tabla 4.5. Reglas con umbrales de soporte y confianza respectivos de 0.05 y 0.7 para los productos
asociados a la clase dos.
No. Regla antecedente consecuente soporte confianza
1 {P39} ; {P44} 0.169 0.8450
2 {P28} ; {P44} 0.204 0.7234
3 {P05} ; {P44} 0.255 0.7103
4 {P05, P43} ; {P44} 0.053 0.8030
5 {P19, P32} ; {P44} 0.058 0.7160
6 {P05, P32} ; {P44} 0.051 0.7391
7 {P14, P39} ; {P44} 0.050 0.8621
8 {P28, P39} ; {P44} 0.084 0.8485
9 {P04, P39} ; {P44} 0.063 0.9000
10 {P19, P39} ; {P44} 0.070 0.8434
11 {P05, P39} ; {P44} 0.098 0.9074
12 {P25, P39} ; {P44} 0.077 0.8953
13 {P19, P28} ; {P44} 0.078 0.7358
14 {P05, P28} ; {P44} 0.127 0.8194
15 {P25, P28} ; {P44} 0.106 0.7571
16 {P04, P05} ; {P44} 0.105 0.7095
17 {P05, P19} ; {P44} 0.105 0.7095
18 {P05, P25} ; {P44} 0.124 0.7470
19 {P05, P28, P39} ; {P44} 0.061 0.9104
20 {P28, P39, P44} ; {P44} 0.061 0.7262
21 {P05, P19, P28} ; {P44} 0.055 0.8088
22 {P19, P28, P44} ; {P05} 0.055 0.7051
23 {P05, P25, P28} ; {P44} 0.068 0.8293
24 {P04, P05, P19} ; {P05} 0.050 0.7353
25 {P04, P05, P25} ; {P44} 0.056 0.8116
26 {P05, P19, P25} ; {P44} 0.053 0.7162
4.1.2.3. Algoritmo apriori sobre las canastas de la clase tres
De la tabla 4.2 y la figura 4.4, se puede concluir que la clase 3 la conforman los ítems
que tienen mayor frecuencia de aparición en el conjunto de datos y está caracterizada por
21 ítems. El algoritmo apriori sobre los conjuntos de ítems asociados a la clase tres genera
1588 reglas de asociación de tamaños 1 a 7, ver tabla 4.6.
Tabla 4.6. Tamaño y número de reglas con umbrales de soporte y confianza respectivos de 0.05
y 0.7 para los productos asociados a la clase tres.
1 4
2 67
3 304
4 557
5 469
6 166
7 21
Es importante notar que, aunque la clase 3 está caracterizada por 21 ítems y que el
número de reglas de asociación que resultan es elevado, muchas de ellas tienen nivel de
soporte muy bajo, como se muestra en la figura 4.4 algunos de los ítems característicos en
esta clase tienen frecuencias de aparición muy bajas.
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Tabla 4.7. Reglas con mayores niveles de soporte y confianza para los productos asociados a la
clase tres.
No. Regla antecedente consecuente soporte confianza
56 {P42} ; {P22} 0.767 0.9077
57 {P22} ; {P42} 0.767 0.8456
58 {P42} ; {P35} 0.823 0.9740
59 {P35} ; {P42} 0.823 0.8520
60 {P42} ; {P46} 0.819 0.9692
61 {P46} ; {P42} 0.819 0.8505
62 {P22} ; {P35} 0.874 0.9636
63 {P35} ; {P22} 0.874 0.9048
64 {P22} ; {P46} 0.880 0.9702
65 {P46} ; {P22} 0.880 0.9138
66 {P35} ; {P46} 0.930 0.9627
67 {P46} ; {P35} 0.930 0.9657
294 {P35, P42} ; {P22} 0.746 0.9064
295 {P22, P35} ; {P42} 0.746 0.8535
296 {P22, P42} ; {P46} 0.749 0.9765
297 {P42, P46} ; {P22} 0.749 0.9145
298 {P22, P46} ; {P42} 0.749 0.8511
299 {P35, P42} ; {P46} 0.797 0.9684
300 {P42, P46} ; {P35} 0.797 0.9731
301 {P35, P46} ; {P42} 0.797 0.8570
302 {P22, P35} ; {P46} 0.848 0.9703
303 {P22, P46} ; {P35} 0.848 0.9636
304 {P35, P46} ; {P22} 0.848 0.9118
555 {P22, P42, P46} ; {P35} 0.728 0.9720
556 {P35, P42, P46} ; {P22} 0.728 0.9134
557 {P22, P35, P46} ; {P42} 0.728 0.8585
466 {P12, P22, P35, P42} ; {P46} 0.402 0.9734
467 {P12, P22, P42, P46} ; {P35} 0.402 0.9950
468 {P12, P35, P42, P46} ; {P22} 0.402 0.9054
469 {P12, P22, P35, P46} ; {P42} 0.402 0.8894
En la tabla 4.7 se muestran las reglas con mayores niveles de soporte y confianza
para la clase 3. En la tabla se muestran las formas de asociación de los productos más
representativos de la clase como la gelatina (P46), tampones (P42), aceite de cocina (P35)
y galletas-no dulces (P22) y otros que tienen menos frecuencia de aparición como: queso-
crema (P20), jugos envasados (P16), refrescos en polvo (P45), maltas (P41), café molido o
entero (P31), cereal (P34), absorbentes para incontinencia (P12), jabón de tocador (P13),
chicles (P08), esmalte de uñas (P07) o champú (P02).
4.1.3. Algoritmo apriori sobre los datos canastas
Sobre la tabla de datos canastas para un umbral de soporte igual a 0.05 y un umbral
de confianza de 0.7 (iguales a los que se usaron en las reglas generadas sobre las clases
dadas por KMA), el algoritmo apriori genera un total de 60443 reglas de asociación con
las características que se muestran en las tablas 4.8 y 4.9 (en R se usó la función aprori
de arules sobre la tabla de datos sin clasificar).
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Tabla 4.8. Número de reglas en cada tamaño
No. ítems relacionados (tamaño) número de reglas
1 5
2 175
3 1884
4 7954
5 16466
6 18346
7 11307
8 3721
9 564
10 21
Tabla 4.9. Resumen de medidas de las reglas generadas por el algoritmo apriori
soporte confianza
Min. :0.05000 Min. :0.7000
1st Qu.:0.05800 1st Qu.:0.8462
Median :0.07100 Median :0.9167
Mean :0.08881 Mean :0.8973
3rd Qu.:0.09800 3rd Qu.:0.9692
Max. :0.96600 Max. :1.0000
4.1.4. Número de reglas generadas por algoritmo apriori sobre el conjunto
de datos en bruto versus las conformadas sobre las clases dadas por
el KMA.
La tabla 4.10 resume el número de reglas con diferentes umbrales de soporte y confianza
dadas por algoritmo apriori sobre el conjunto de datos brutos y sobre las clases conformadas
por el KMA.
Tabla 4.10. Número de reglas KMA versus datos brutos
Sop =0.05 Sop =0.10 Sop =0.20 Sop =0.05 Sop =0.10 Sop =0.20
Conf=0.60 Conf=0.60 Conf=0.60 Conf=0.70 Conf=0.70 Conf=0.70
Clase1 120 76 26 43 29 11
Clase2 46 14 4 26 8 2
Clase3 642 642 197 1588 640 197
Total clases 808 732 227 1657 677 210
Total datos 74437 17876 3211 60443 14430 2507
Como se puede evidenciar por los resultados dados hasta el momento, el KMA no solo
disminuye notablemente el número de reglas de asociación que se deben analizar, sino que
aporta información adicional que facilita análisis de éstas, para su uso en el estudio del
comportamiento de canastas de productos.
4.2. Otros aportes del KMA al análisis de canastas
Si adicional a la información de las compras se tiene información sociodemográfica de
los clientes que las realizan, el KMA permite caracterizar grupos de clientes con canastas
características.
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Las tablas 4.11 y 4.1 resumen las categorías de las variables sociodemográficas incluidas
en la tabla de datos original. En esta aplicación los productos de acuerdo a su posición en
Tabla 4.11. Número de ítems de las variables 1 a 6 y descripción de éstas
No.ítem No.variable ítems Descripción
42 1 C − 1 hombre: casado - separado
43 C − 2 mujer: casada - separada
44 C − 3 hombre o mujer: soltero
45 C − 4 mujer: sola o viuda
NA C − 5 hombre: solo o viudo
29 2 EST − 1 estrato 2
30 EST − 2 estrato 3
31 EST − 3 estrato 4
32 EST − 4 estrato 5
33 EST − 5 estrato 6
15 3 PRO − 1 profesión - administrativo
16 PRO − 2 profesión - seguridad
17 PRO − 3 profesión - finanzas
18 PRO − 4 profesión - mantenimiento
19 PRO − 5 profesión - ventas
20 PRO − 6 profesión - salud
21 PRO − 7 profesión - transporte
22 PRO − 9 profesión - educación
23 PRO − 10 profesión - servicios
24 PRO − 11 profesión - servicios generales
60 4 SL− 1 independiente
61 SL− 2 pensionado
62 SL− 3 empleado
34 5 TE − 1 no trabaja actualmente
37 TE − 2 < 4 año
35 TE − 3 4 ≤ . . . < 5 años
36 TE − 4 5 ≤ . . . < 7 años
38 TE − 5 ≥ 7 años
57 6 ED − 1 ≤ 25
56 ED − 2 25 < . . . ≤ 45
58 ED − 3 35 < . . . ≤ 60
59 ED − 4 > 60
la tabla de datos tomaron una nueva posición en el conjunto de ítems, ver tabla 4.12.
Tabla 4.12. Productos y su posición en el conjunto de ítems
Prod No.items Prod No.items Prod No.items Prod No.items Prod No.items
P01 1 P11 11 P21 41 P31 55 P41 72
P02 2 P12 12 P22 46 P32 63 P42 73
P03 3 P13 13 P23 47 P33 64 P43 74
P04 4 P14 14 P24 48 P34 65 P44 75
P05 5 P15 25 P25 49 P35 66 P45 76
P06 6 P16 26 P26 50 P36 67 P46 77
P07 7 P17 27 P27 51 P37 68 P47 78
P08 8 P18 28 P28 52 P38 69
P09 9 P19 39 P29 53 P39 70
P10 10 P20 40 P30 54 P40 71
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Después de categorizar las variables numéricas del conjunto de datos original que incluye
información sociodemográfica, se tiene una tabla inicial con 1000 transacciones y 78 ítems
donde se incluyen esta nueva información (función ordered(cut) de R para categorizar).
4.2.1. Clasificación por grupos de clientes y de las canastas que ellos
adquieren mediante el KMA.
El KMA generó tres grupos que incluyen productos e información de cada cliente; el
primero conformado por 102 canastas, el segundo por 556 canastas y el tercero por 342
canastas. Si se cuenta con información sociodemográfica adicional, identificar exactamente
cuáles de las transacciones que están en cada uno de los grupos conformados, le permite
además al investigador orientar inteligentemente campañas de mercadeo. A partir de la
matriz de grupos obtenida deKMA se tiene una lista de todas las canastas que conforman
cada uno de los grupos (en R mediante la instrucción as(, ”transactions”) de arules). La
tabla ?? muestra el conjunto de canastas que conforman la clase uno.
De igual forma a partir de la matriz de pertenencia dada por KMA se pueden tener
lista de los clientes que conforman las clases de canastas dos y tres (en R mediante las
funciones as(transactions) y inspect).
4.2.1.1. Ítems característicos de las clases
A partir de los ejes principales o centrales de cada clase uk que proporciona el KMA
se construye la matriz de ítems relevantes y se proporciona una lista de los ítems que
caracterizan cada una de las clases de canastas (en R mediante la función it.rel), ver tabla
4.13:
Tabla 4.13. Ítems relevantes o característicos en las clases
No. clase Ítems (I) relevantes
1 1 , 3 , 5 , 15 , 23 , 25 , 37 , 39 , 44 , 47
48 , 50 , 52 , 57 , 64 , 69 , 70 , 74 , 75 , 78
2 2 , 12 , 18 , 19 , 20 , 21 , 24 , 28 , 29 , 30
35 , 36 , 40 , 42 , 43 , 45 , 49 , 53 , 54 , 56
62 , 63 , 66 , 71 , 73
3 4 , 6 , 7 , 8 , 9 , 10 , 11 , 13 , 14 , 16
17 , 22 , 26 , 27 , 31 , 32 , 33 , 34 , 38 , 41
46 , 51 , 55 , 58 , 59 , 60 , 61 , 65 , 67 , 68
72 , 76 , 77
A partir de los ítems que caracterizan cada una de las clases, se ve que la clase uno
está conformada por personas solteras (I44) que tienen como profesión administrativos o
servicios (I15) o (I23) y un tiempo de permanencia en el trabajo menor de 4 años (I37),
con edades menores de 25 (I57) y los productos que caracterizan el tipo de canastas de
estas personas son pan empacado (I01), dulces y golosinas (I04), café instantáneo (I05),
agua envasada (I05), cerveza (I39), helados (I47), bebidas derivados lácteos (I48), postres
envasados (I50), lustra muebles (I52), polvos faciales (I64), verduras enlatadas (I69),
desodorante antitranspirante (I70), gaseosas (I74), productos para la limpieza (I75) y atún
enlatado (I78).
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La clase dos tiene personas casadas o divorciadas (I42), (I43), mujeres solas o viudas
(45), con estratos 2 y 3 (I29), (I30), profesiones en mantenimiento (I18), ventas(I19),
salud (I20) o transporte (I21), en general son empleados (I62) y tienen entre 4 y 7 años
en el empleo actual (I35),(I36), con edades entre 25 y 45 años (I56) y los productos que
caracterizan las canastas de este grupo son champú para el cabello (I2), absorbentes para
la incontinencia (I12), chocolatinas (I54), aderezo para ensalada (I63), aceite de cocina
(I66), bebida energizante (I71) y tampones (I73).
Por último la clase tres está conformada por personas con estratos 4 y 5 (I31), (I32)
con profesiones en seguridad (I16), en finanzas (I17) o educación (I22), hay mas presencia
de independientes (I60) o pensionados (I61), no trabajan actualmente (I34) o tienen más
de 7 años en el oficio (I38) mayores de 45 años (I59) y los productos que caracterizan las
canastas de este grupo son productos faciales (I04), medicamentos para el dolor (I06), es-
malte de uñas(I07), chicles (I08), pasabocas en paquete (I09), comida para perros y gatos
(I10), complementos vitamínicos y calcio (I12), jabón de tocador(I13), colonias (I14),
jugos envasados (I26), pañales desechables (I27), productos de limpieza facial (I41), gal-
letas no dulces (I46), té (I51), café molido o entero (I55), cereal(I65), aguardiente (I67),
endulzantes (I68), maltas (I72), refrescos en polvo (I76) y gelatina (I77).
4.2.2. Reglas de asociación para cada una de las clases con información
sociodemográfica
Igual que en el análisis sin información adicional, se restringe la matriz binaria de datos
a los ítems relevantes de cada grupo. Para encontrar reglas de asociación con diferentes
niveles de soporte y confianza, sólo entre los ítems característicos de cada clase. La matriz
de ítems restringidos anula todas las columnas de la matriz binaria original, de tal forma
que el algoritmo apriori trabaja sólo sobre las columnas de la matriz que corresponden a los
ítems de la clase y las canastas relacionadas con éstas. En este caso los ítems corresponden
a productos y rasgos sociodemográficos.
4.2.2.1. Reglas para la clase uno
Para los umbrales de soporte y confianza respectivos de 30% y 90%, no se generan
reglas de asociación en este grupo. Asumiendo umbrales de soporte y confianza de 20% y
70% respectivamente, se generan 21 reglas para esta clase; una de tamaño 1, 11 de tamaño
2 y 9 de tamaño 3, ver tabla 4.14. Después de identificar los ítems que caracterizan cada
una de las clases, es importante determinar los diferentes modos de asociación entre éstos,
lo cual permite un acercamiento al comportamiento (o caracterización en este caso) de
las canastas en cada uno de los grupos. En la tabla 4.14 se pueden evidenciar algunas
de las reglas de asociación que se establecen entre los conjuntos de ítems que identifican
el grupo uno. Es importante notar que aunque la clase uno está caracterizada por 20
ítems, para los umbrales de soporte de 0.20 y confianza de 0.70 las 21 reglas de asociación
que se conformaron sólo involucran 7 de estos ítems como se ve en 4.14. El conjunto
restante de ítems característicos de la clase, ni sus subconjuntos alcanzan estas medidas
de soporte y confianza para generar reglas de asociación. De las reglas de asociación dadas
en la tabla4.14, se evidencia algunas formas de comportamiento particulares como por
ejemplo, el estar en esta clase implica generalmente usar polvos faciales y cada uno de los
otros 6 ítems mencionados implican usar polvos faciales, el incluir café instantáneo implica
incluir productos para la limpieza, también café instantáneo y productos para la limpieza
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Tabla 4.14. Reglas de asociación con umbrales de soporte de 0.20 y confianza de 0.70 para el
grupo uno.
No. Regla antecedente consecuente soporte confianza
1 { } ; {P33 } 0.713 0.713
2 { P28 } ; { P44 } 0.204 0.7234
3 { P28 } ; { P15 } 0.223 0.7908
4 { P28 } ; { P33 } 0.226 0.8014
5 { P05 } ; { P44 } 0.255 0.7103
6 { P05 } ; { P15 } 0.313 0.8719
7 { P05 } ; { P33 } 0.266 0.7409
8 { ED − 1 } ; {P33 } 0.309 0.7667
9 { C − 3 } ; {P33 } 0.408 0.7445
10 {P44 } ; {P15 } 0.418 0.7013
11 {P44 } ; {P33 } 0.433 0.7265
12 { P15 } ; {P33 } 0.461 0.7435
13 { P05 , P44 } ; { P15 } 0.224 0.8784
14 { P05 , P15 } ; { P44 } 0.224 0.7157
15 { P05 , P15 } ; {P33 } 0.236 0.7540
16 { P05 , P33 } ; {P15 } 0.236 0.8872
17 { C − 3 , ED − 1 } ; {P33 } 0.203 0.7519
18 { C − 3 , P44 } ; {P33 } 0.242 0.7883
19 { P15 , C − 3 } ; {P33 } 0.245 0.7955
20 { P15 , P44 } ; {P33 } 0.312 0.7464
21 {P33 , P44 } ; {P15 } 0.312 0.7206
implican agua envasada, pero productos para la limpieza y agua envasada no implican café
instantáneo, etc.
4.2.2.2. Reglas para la clase dos
La clase dos está conformada por 556 canastas, mediante el algoritmo apriori para los
valores de soporte de 0.2 y confianza de 0.7 se generaron 257 reglas. En este grupo para
los umbrales de soporte y confianza 30% y 90% respectivamente se generan 35 reglas: una
de tamaño 1, 11 de tamaño dos, 16 de tamaño 3 y 7 de tamaño 4. La tabla 4.15 muestra
las reglas generadas para estos umbrales.
En la tabla 4.15 se describen diferentes formas de asociación entre los productos que
caracterizan las canastas del grupo dos. Estar en este grupo implica incluir aceite de cocina.
Se puede observar que todos los conjuntos de ítems relevantes para los que se generaron
reglas de asociación, en este caso implican la inclusión del aceite de cocina. Otro producto
que es característico de la clase es incluir tampones. De acuerdo a los resultados obtenidos
con base en los ítem relevantes dados en la tabla 4.13 y de las reglas de asociación dadas
para este grupo se puede destacar que tener edad media con un estrato también intermedio
implica incluir aceite de cocina, o ser mujer soltera, casada o divorciada de edad media en
estrato medio implica incluir en la canasta tampones.
4.2.2.3. Reglas para la clase tres
La clase dos está conformada por 342 canastas, mediante el algoritmo apriori para los
umbrales de soporte de 0.2 y confianza de 0.7 se generaron 38 reglas. La tabla tabla 4.16
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Tabla 4.15. Reglas de asociación con umbrales de soporte de 0.30 y confianza de 0.90 para el
grupo dos.
No. Regla antecedente consecuente soporte confianza
1 { } ; { P35 } 0.966 0.9660000
2 { C − 2 } ; { P35 } 0.304 0.9806452
3 { P30 } ; { P35 } 0.324 0.9759036
4 { T − 4 } ; { P35 } 0.334 0.9852507
5 { P25 } ; { P35 } 0.433 0.9885845
6 { ED − 2 } ; { P42 } 0.391 0.9513382
7 { ED − 2 } ; { P35 } 0.407 0.9902676
8 { P12 } ; { P35 } 0.524 0.9886792
9 { EST − 2 } ; { P35 } 0.579 0.9601990
10 { P40 } ; { P35 } 0.614 0.9746032
11 { SL− 3 } ; { P35 } 0.790 0.9705160
12 { P42 } ; { P35 } 0.823 0.9739645
13 { P25 , SL− 3 } ; { P35 } 0.350 0.9887006
14 { P25 , P42 } ; { P35 } 0.377 0.9947230
15 { ED − 2 , SL− 3 } ; { P42 } 0.329 0.9563953
16 { ED − 2 , SL− 3 } ; { P35 } 0.342 0.9941860
17 { ED − 2 , P42 } ; { P35 } 0.387 0.9897698
18 { ED − 2 , P35 } ; { P42 } 0.387 0.9508600
19 { P12 , EST − 2 } ; { P35 } 0.315 0.9905660
20 { P12 , P40 } ; { P35 } 0.312 0.9852071
21 { P12 , SL− 3 } ; { P35 } 0.450 0.995575
22 { P12 , P42 } ; { P35 } 0.460 0.9956710
23 { EST − 2 , P40 } ; { P35 } 0.356 0.9726776
24 { EST − 2 , SL− 3 } ; { P35 } 0.472 0.9632653
25 { EST − 2 , P42 } ; { P35 } 0.500 0.9746589
26 { SL− 3 , P40 } ; { P35 } 0.520 0.9829868
27 { P40 , P42 } ; { P35 } 0.540 0.9800363
28 { SL− 3 , P42 } ; { P35 } 0.682 0.9770774
29 { P25 , SL− 3 , P42 } ; { P35 } 0.308 0.9967638
30 { ED − 2 , SL− 3 , P42 } ; { P35 } 0.327 0.9939210
31 { ED − 2 , SL− 3 , P35 } ; { P42 } 0.327 0.9561404
32 { P12 , SL− 3 , P42 } ; { P35 } 0.397 0.9974874
33 { EST − 2 , P40 , P42 } ; { P35 } 0.317 0.9814241
34 { EST − 2 , SL− 3 , P42 } ; { P35 } 0.409 0.9738095
35 { SL− 3 , P40 , P42 } ; { P35 } 0.463 0.9851064
muestra las reglas generadas en el grupo tres para los umbrales de soporte y confianza 30%
y 90% respectivamente. Para estos umbrales se generan 28 reglas: 2 de tamaño 1, 14 de
tamaño 2 y 12 de tamaño 3.
En la tabla 4.16 se muestran las reglas de asociación entre los productos típicos de las
canastas del grupo tres. Estar en este grupo implica incluir galletas no dulces y gelatina. Se
puede observar todos los conjuntos de ítems relevantes para los que se generaron reglas de
asociación (jugos envasados, productos faciales, refrescos en polvo, etc., tabla 4.16), en este
caso implican la inclusión de estos dos productos. De acuerdo a los resultados obtenidos
con base en los ítems relevantes dados en la tabla 4.13 y de las reglas de asociación dadas
para este grupo se puede evidenciar que para estos umbrales de soporte y confianza no
hay una asociación específica entre características personales particulares del grupo y los
productos que incluyen ellos, sólo se generaron asociaciones entre productos.
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Tabla 4.16. Reglas de asociación con umbrales de soporte de 0.30 y confianza de 0.90 para el
grupo tres.
No. Regla antecedente consecuente soporte confianza
1 {} ; {P22} 0.907 0.9070000
2 {} ; {P46} 0.963 0.9630000
3 {P16} ; {P22} 0.310 0.9117647
4 {P16} ; {P46} 0.334 0.9823529
5 {P06} ; {P22} 0.373 0.9075426
6 {P06} ; {P46} 0.403 0.9805353
7 {P04} ; {P22} 0.373 0.9467005
8 {P04} ; {P46} 0.381 0.9670051
9 {P45} ; {P22} 0.376 0.9306931
10 {P45} ; {P46} 0.399 0.9876238
11 {P27} ; {P22} 0.380 0.9200969
12 {P27} ; {P46} 0.404 0.9782082
13 {P21} ; {P22} 0.434 0.9117647
14 {P21} ; {P46} 0.466 0.9789916
15 {P22} ; {P46} 0.880 0.9702315
16 {P46} ; {P22} 0.880 0.9138110
17 {P16, P22} ; {P46} 0.307 0.9903226
18 {P16, P46} ; {P22} 0.307 0.9191617
19 {P06, P22} ; {P46} 0.369 0.9892761
20 {P06, P46} ; {P22} 0.369 0.9156328
21 {P04, P22} ; {P46} 0.362 0.9705094
22 {P04, P46} ; {P22} 0.362 0.9501312
23 P22, P45} ; {P46} 0.371 0.9867021
24 {P45, P46} ; {P22} 0.371 0.9298246
25 P22, P27} ; {P46} 0.373 0.9815789
26 {P27, P46} ; {P22} 0.373 0.9232673
27 {P41, P22} ; {P46} 0.429 0.9884793
28 {P41, P46} ; {P22} 0.429 0.9206009
4.2.3. Reglas de asociación para la tabla de datos completa con informa-
ción sociodemográfica
el algoritmo apriori sobre la tabla de datos, con umbral de soporte igual a 0.3 y confianza
de 0.9 genera un total de 1003 reglas de asociación con las características que se muestran
en las tablas 4.17 y 4.18.
Tabla 4.17. Número de reglas y tamaño para los datos sin clasificar
No. ítems relacionados número de reglas
1 3
2 70
3 258
4 394
5 233
6 45
La tabla 4.19 presenta algunas de las 1003 reglas generadas por el algoritmo apriori
(para diferentes tamaños, las de mayor soporte y confianza):
Como se indicó, el algoritmo apriori generó 1003 reglas de asociación. Debido a la
gran cantidad de reglas, el análisis de éstas es una tarea ardua, que puede necesitar del
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Tabla 4.18. Resumen de la calidad de las medidas para los datos sin clasificar
soporte confianza
Min. :0.300 Min. :0.900
1st Qu.:0.321 1st Qu.:0.943
Median :0.358 Median :0.965
Mean :0.397 Mean :0.956
3rd Qu.:0.429 3rd Qu.:0.977
Max. :0.966 Max. :0.997
Tabla 4.19. Reglas de asociación con mayor soporte y confianza para los datos de las canastas
con información socio-demográfica.
No. Regla antecedente consecuente soporte confianza
71 {P35} ; {P22} 0.874 0.9048
72 {P46} ; {P35} 0.930 0.9657
73 {P35} ; {P46} 0.930 0.9627
329 {P22 , P46} ; {P35} 0.848 0.9636
330 {P22 , P35} ; {P46} 0.848 0.9703
331 {P35 , P46} ; {P22} 0.848 0.9118
723 {P22 , P42 , P46} ; {P35} 0.728 0.9720
724 {P22 , P35 , P42} ; {P46} 0.728 0.9759
725 {P35 , P42 , P46} ; {P22} 0.728 0.9134
956 {P22 , SL− 3 , P42 , P46} ; {P35} 0.607 0.9743
957 {P22 , SL− 3 , P35 , P42} ; {P46} 0.607 0.9759
958 {SL− 3 , P35 , P42 , P46} ; {P22} 0.607 0.9189
1001 {P22 , SL− 3 , P33 , P42 , P46} ; {P35} 0.430 0.9751
1002 {P22 , SL− 3 , P33 , P35 , P42} ; {P46} 0.430 0.9685
1003 {SL− 3 , P33 , P35 , P46 , P46} ; {P22} 0.430 0.9208
conocimiento previo de los datos o de información adicional para el análisis. Disminuyendo
los umbrales de soporte y confianza, el número de reglas de asociación aumenta, por ejemplo
en este caso tomando umbrales de soporte igual a 0.20 y confianza de 0.70 la cantidad de
reglas aumenta a 7278.
4.2.4. Conclusiones de la aplicación
De acuerdo a los resultados dados para el grupo en general y para las clases confor-
madas, se puede evidenciar que el KMA sobre la base de datos genero tres grupos de
canastas diferentes caracterizadas por rasgos particulares de clientes y productos típicos
en ellas.
A partir de los ejes centrales de las clases dados por el KMA, se identificaron los ítems
característicos de cada una de las clases (tabla 4.13) y teniendo en cuenta la alta correlación
entre éstos, mediante el algoritmo apriori se generaron reglas de asociación para los ítems
de cada una de las clases. Cuando se restringen las reglas de asociación a conjuntos de
ítems altamente correlacionados no solo disminuye notablemente el número de reglas de
asociación que se deben analizar si no que se facilita el análisis. La tabla 4.20 muestra el
número de reglas de asociación que se generan para el conjunto total de datos sin clasificar
y para la tabla dividida en clases, con diferentes umbrales de soporte y confianza.
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Tabla 4.20. Número de reglas de asociación para dos diferentes umbrales de soporte y confianza
Conjunto de ítems soporte confianza No. reglas generadas
todos los ítem 0.2 0.7 7278
todos los ítem 0.3 0.9 1003
Ítem clase1 0.2 0.7 0
Ítem clase1 0.3 0.9 25
Ítem clase2 0.2 0.7 257
Ítem clase2 0.3 0.9 35
Ítem clase3 0.2 0.7 38
Ítem clase3 0.3 0.9 28
APÉNDICE A
KMA programado en R
El algoritmo principal que realiza la clasificación se encuentra dentro de la función
llamada kms.a, la cual depende de la definición previa de los parámetros matriz binaria
normalizada W y de los k ejes iniciales uk0, además del algoritmo KMA dado en (Lelu
1993). La función produce cuatro matrices M, M1, tau y uk que se describen en detalle
en la tabla A.1. Esta función, para dichos resultados no requiere de algún paquete especial
de R, ya que fue programada con instrucciones matemáticas y estadísticas del lenguaje
propio de R. En el anexo se describen en detalle tanto los objetos matemáticos creados en
R para la aplicación y las funciones para poner en marcha el algoritmo, como las funciones
del paquete arules que se utilizan en el análisis de reglas de asociación.
Tabla A.1. Matrices generadas en R mediante la función kms.a
Matriz Descripción
M Matriz de proyecciones, n×K cuya componente ik-
ésima es la proyección de la canasta i sobre el ejek.
M1 Matriz de pertenencia, n×K, binaria, la componente
ik-ésima es igual a 1 si la proyección de la canasta
j-ésima es máxima sobre el eje k, y cero en caso con-
trario.
tau Matriz de tasa de aprendizaje, n × K cuya compo-
nente ik-ésima es el valor de τ tk que se utilizan en
la tasa de aprendizaje de la regla de oja y que se
transforma cada vez que entra una nueva canasta a
la clase k.
uk Matriz de ejes de clase, K × n cada fila podría con-
siderarse como “ la primera componente principal de
la clase” .
A.1. Parámetros necesarios para el KMA en R
Aunque el KMA asume una matriz de datos binarios originales, su algoritmo no parte
directamente de ésta si no de una matriz normalizada W. Como se mencionó además
de esta matriz la función kms.a depende de los k ejes iniciales uk0. En la tabla A.2 se
describen las funciones que generan los parámetros necesarios para kms.a.
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Tabla A.2. Parámetros para kms.a
Función Parámetro Descripción
x.norm W Función que normaliza las filas de X y genera la ma-
triz W
n.ejes K (Opcional) Función que calcula el número de ejes
adecuado, ésta depende del tamaño de X
i.uk uk0 Función que selecciona en forma aleatoria K filas de
la matriz W
A.2. Funciones adicionales programadas en R para el análisis
de canastas
En la tabla A.3 se presentan otras funciones que se programaron en R, para el análisis
de canastas mediante KMA
Tabla A.3. Otras funciones en R para el análisis de canastas
Función Descripción
kms.ae genera los mismos resultados que la función kms.a
pero en lugar del parámetro K número de ejes ini-
ciales requiere del parámetro uk matriz de ejes ini-
ciales. Esta función es opcional, se puede usar en
lugar de kms.a si se cuenta con una matriz de ejes
iniciales, se construyo con el fin de pasar el algorit-
mo KMA sobre los mismos datos (una o más veces)
tomando ejes iniciales particulares que pueden ser
los ejes obtenidos de pasos anteriores por kms.ae o
kms.a .
it.rel parte de la matriz de ejes finales uk y proporciona
una matriz binaria XAk , la cual destaca los ítems
relevantes en cada eje de clase y anula el resto.
A.3. Otras funciones y paquetes de R necesarias para el análi-
sis de canastas
Para generar reglas de asociación mediante el algoritmo apriori es necesario cargar el
paquete arules de R el cual a su vez para su funcionamiento requiere de los paquetes
matrix, lattice, pmml, methods, stats y XML. A continuación se presenta en la tabla
A.4 la lista de funciones de arules y de los otros paquetes relacionados, usadas en el análisis
de canastas.
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Tabla A.4. Funciones de arules y de los otros paquetes relacionados usadas en el análisis de
canastas
Función Descripción
as(transactions) convierte una matriz binaria en matriz de transac-
ciones.
crossTable genera una tabla cruzada de transacciones × tems
apriori construye las reglas de asociación a priori para un
nivel de soporte y confianza dados
summary presenta información detallada de los resultados (en
reglas de asociación presenta detalles de las reglas
generadas)
inspect presenta una lista de resultados (en reglas de aso-
ciación presenta una lista de las reglas generadas)
as(matrix) convierte una matriz de transacciones en una matriz
binaria
ordered(cut) permite categorizar variables numéricas
dim presenta la dimensión de la matriz ( para la matriz
de datos, número de transacciones y número de ítems
relacionados)
eclat transforma la tabla de datos en conjuntos de ítems
itemFrequencyPlot gráfica de barras de frecuencia de la tabla de datos
Conclusiones
Desde los resultados se puede concluir que el uso del KMA es una buena alternativa
que mejora, agiliza y facilita el análisis de canastas de productos, ya que permite obtener:
• Listas de canastas caracterizadas por incluir grupos de productos particulares. Una
canasta puede pertenecer a más de una clase.
• Listas de productos característicos de clases de canastas particulares. Un producto
puede estar en más de una clase de canasta.
• Listas de clases que incluyen un producto particular.
• Indicadores continuos de relación de un producto con la clase.
• Clasificación sencilla del conjunto de datos. El KMA en un sólo paso por los datos
genera una muy buena clasificación de éstos.
• Ponderación de los ítems en las clases, lo cual se puede utilizar para identificar reglas
con mayor importancia que otras (CAI, 1998).
• Generar reglas de asociación orientadas a describir tipos de canastas particulares.
• Conjuntos de productos frecuentes altamente correlacionados, lo que disminuye tanto
el proceso de búsqueda de conjuntos de ítems frecuentes, como el número de reglas
de asociación que se generan y se analizan.
Además el programa R y las funciones que se programaron en él para este trabajo, propor-
cionan una herramienta valiosa para el análisis de canastas de productos, ya que arrojan
resultados que permiten describir y analizar el comportamiento de las canastas en forma
sencilla y en menor tiempo.
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Trabajo futuro
Dado que el KMA trabaja sobre bases de datos binarios, se adaptó muy bien para
el análisis de canastas con bases de éste tipo y para la búsqueda de reglas de asociación
binarias. Para futuros estudios algunas de las tareas serían:
• Realizar una adaptación del método cuando no se tienen bases de datos binarios o
cuando se desea generar otro tipo de reglas de asociación como lineales, secuenciales,
etc.
• Usar información apriori en la selección de los ejes iniciales de clase.
• ElKMA es un método para análisis de datos, rico en resultados aplicables a bases de
datos grandes, por lo cual podría adaptarse para aplicarlo en otras líneas de análisis
de datos.
• A partir delKMA proponer una metodología para clasificación de datos no binarios,
que conserve todas las ventajas de la clasificación mediante el KMA.
52
Bibliografía
Berry, M. & Linoff, G. (2004), Data Mining Techniques for Marketing, Sales, and Customer
Relationship Management, John Wiley & Sons, New York.
Bobby, D., Jaewan, L., Inho, R. & Sangyong, B. (2005), ‘Association rule discovery in
data mining by implementing principal component analysis’, Artificial Intelligence
and Simulation, Lecture Notes in Computer Science 3397, 50–60.
Buitrago, D. (2006), Combinación de técnicas de mineria de datos para resolver un prob-
lema de optimización: ubicación de productos en un centro de distribución, Tesis de
Maestría, Universidad de los Andes, Facultad de Ingeniería. Departamento de Sis-
temas y Computación, Bogotá.
CAI, C. H. (1998), Mining association rules whit weighted items, Tesis de Maestría, Chinese
University of Hong Kong, Department of Computer Science & Engineering, Hong
Kong.
Domenges, D. & Volle, M. (1979), ‘Analyse factorielle sphérque: une exploration’, Comptes
trimestriels de la Direction des Synthèses économiques de I’INSEE 35, 3–43.
Han, J. & Kamber, M. (2001), Data Mining,Concepts and Techniques, Morgan Kaufmann
Publisher, New York.
Hernández, J., Ramírez, M. & Ferri, C. (2005), Introducción a la Minería de Datos, Prentice
Hall.
Hertz, J., Krogh, A. & Palmer, R. (1995), Introduction to the Theory of Neural Computa-
tion, Vol. 1, Santa Fe Institute Studies in the Sciences of Complexity.
Korn, F., Labrinidis, A., Kotidis, Y., Faloutsos, C., Kaplunovich, A. & Perkovic (1997),
‘Quantifiable data mining using principal component analysis’, VLDB Journal: Very
Large Data Bases 8, 1–21.
Lelu, A. (1993), Modeles Neuronaux Pour l’Analyse de Donnees Documentaires et
Textuelles, Tesis de Doctoral, Universite Paris 6, Spécilité Mathématique Statistique.
Universite Paris 6, Paris.
Liu, B., Hsu, W. & Ma, Y. (1998), ‘Integrating classification and association rule mining’,
American Association for Artificial Intelligence .
MacQueen, J. (1967), ‘Some methods for classification and analysis of multivariate ob-
servations’, Proccedings of the Berkeley Symposium on Mathematical Statistics and
Probability 1, 281–297.
53
BIBLIOGRAFÍA 54
Martínez, D. F. (2007), ‘El comportamiento de los clientes de grandes superficies: simu-
lación y mineria de datos’, Mejores proyectos de grado, Comite de publicaciones de la
Facultad de Administración, Universidad de los Andes, vol 23 .
Morato L, J. (1999), Análisis de relaciomes cienciométricas y linguisticas en un entorno
automatizado, Tesis de Doctoral, Universidad Carlos III de Madrid, Facultad de hu-
manidades, comunicación y documentación. Madrid.
Narros, J. (2007), Segmentación de mercados de consumo con criterios relacionales: apli-
cación a la compra de alimentación en hipermercados, Tesis de Doctoral, Universidad
Complutense de Madrid, Facultad de Ciencias Económicas y Empresariales. Depar-
tamento de Comercialización e Investigación de Mercados, Madrid.
Tolmos, P. (2000), ‘Redes neuronales artificiales para el análisis de componenetes princi-
pales. la red de oja’, Métodos matemáticos para le economía y la empresa 35(1), 611–
626.
Vercellis, C. (2009), Business intelligence,data mining and optimization for decision mak-
ing, John Wiley & Sons, Italy.
