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Abstract
Automatically detecting vehicle damage using photographs taken at the accident scene is very
useful as it can greatly reduce the cost of processing insurance claims, as well as provide
greater convenience for vehicle users. An ideal scenario would be where the vehicle user can
upload a few photographs of the damaged car taken from a mobile phone and have the dam-
age assessment and insurance claim processing done automatically. However, such a solution
remains a challenging task due to a number of factors. For a start, the scene of the accident is
typically an unknown and uncontrolled outdoor environment with a plethora of factors beyond
our control including scene illumination and the presence of surrounding objects which are not
known a priori. In addition, since vehicles have very reflective metallic bodies the photographs
taken in such an uncontrolled environment can be expected to have a considerable amount
of inter object reflection. Therefore, the application of standard computer vision techniques
in this context is a very challenging task. Moreover, solving this task opens up a fascinating
repertoire of computer vision problems which need to be addressed in the context of a very
challenging scenario. This thesis describes research undertaken to address the problem of au-
tomatic vehicle damage detection using photographs. A pipeline addressing a vertical slice of
the broad problem is considered while focusing on mild vehicle damage detection.
We propose to use 3D CAD models of undamaged vehicles which are used to obtain ground
truth information in order to infer what the vehicle with mild damage in the photograph should
have looked like, if it had not been damaged. To this end, we develop 3D pose estimation
algorithms to register an undamaged 3D CAD model over a photograph of the known dam-
aged vehicle. We present a 3D pose estimation method using image gradient information of
the photograph and the 3D model projection. We show how the 3D model projection at the
recovered 3D pose can be used to identify components of a vehicle in the photograph which
may have mild damage. In addition, we present a more robust 3D pose estimation method by
minimizing a novel illumination invariant distance measure, which is based on a Mahalanobis
distance between attributes of the 3D model projection and the pixels in the photograph.
In principle, image edges which are not present in the 3D CAD model projection can be
considered to be vehicle damage. However, since the vehicle body is very reflective, there is a
large amount of inter object reflection in the photograph which may be misclassified as damage.
In order to detect image edges caused by inter object reflection, we propose to apply multi-view
geometry techniques on two photographs of the vehicle taken from different view points. To
xi
xii
this end, we also develop a robust method to obtain reliable point correspondences across the
photographs which are dominated by large reflective and mostly homogeneous regions.
The performance of the proposed methods are experimentally evaluated on real photographs
using 3D CAD models of varying accuracy. We expect that the research presented in this thesis
will provide the groundwork for designing an automatic photograph based vehicle damage de-
tection system. Moreover, we hope that our method will provide the foundation for interesting
future research.
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Chapter 1
Introduction
1.1 Objective
Automatically detecting vehicle damage after an accident using photographs taken at the acci-
dent scene, is potentially a very useful yet challenging task. Moreover, solving this task opens
up a fascinating repertoire of computer vision problems which need to be addressed in the con-
text of a very challenging scenario. For instance, since vehicles have very reflective metallic
bodies and the photographs are taken in an uncontrolled environment, it is very challenging to
apply standard computer vision techniques in this context.
This research was done for Controlexpert, an industry partner company based in Germany.
The industry partner is in the business of processing insurance claims and therefore, sees a lot
of potential in automating the process of handling insurance claims for vehicles which suffer
mild damage following an accident.
The overall objective of this research is to be able to automatically detect mild damage in
vehicles using photographs taken at the scene of the accident. The photographs would typically
be taken from a device such as a mobile phone. Anticipated components of this ambitious task
and their interdependencies are illustrated in Figure 1.1. The work presented in this thesis
addresses a vertical slice of the project where the scope is limited to detecting scratch damage
in the vehicle as indicated by the dashed box in Figure 1.1.
1.2 Motivation
A vehicle meets with an accident. At the moment what happens next would be as follows.
The vehicle owners/drivers call the relevant insurance companies. They wait till the insurance
agents arrive at the scene of the accident. The agents take photographs of the accident scene
and forms need to be filled out. A lot of time is wasted while all this takes place. More
importantly the insurance companies spend a lot of money in employing staff to drive down to
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Figure 1.1: Components of the overall project with the components within the vertical slice
addressed by this research indicated by the dashed box
the scene of the accident. The grand vision of this work therefore, is as follows. In contrast to
the previous scenario, with the proposed technology, the driver would simply take photographs
of the damaged vehicle which will be directly uploaded to the company server via a mobile
phone application and drive away. The photographs will be automatically assessed for damage
using advance computer vision and machine learning techniques, thereby greatly automating
the insurance claims process; saving a lot of time and money. Other benefits which could
also result from such an automatic system include reducing human error, avoiding subjective
decisions by human damage assessors and preventing fraud.
1.3 Challenges
The fact that the photographs are taken in an uncontrolled environment makes this task very
challenging. The scene illumination is very complex and hard to predict before hand. To make
things worse, vehicles typically have very reflective metallic bodies which cause a lot of inter
object reflections. These can be easily confused as damage, even by trained human experts. In
addition, since the photographs are taken from a customer’s mobile phone at the scene of the
accident, information about the camera setup is not known a priori. If information about the
mobile phone’s camera were known, a rough sense of the intrinsic camera parameters may be
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obtained using information about the camera, image tag information of the photographs and
by making certain assumptions about the skew, pixel aspect ratio etc,. However, the extrin-
sic camera parameters remain unknown. We discuss next, our contribution to address these
challenges.
1.4 Contribution
The motivation behind the proposed solution is to use a library of 3D CAD models of undam-
aged vehicles as ground truth information, in order to detect mild damage in a vehicle using
photographs. The ground truth 3D model needs to be registered over the photograph in order
to know what the vehicle in the photograph should have looked like if it had not been dam-
aged. In principle, image edges which are not present in the 3D CAD model projection can
be considered to be vehicle damage. However, since the vehicle body is very reflective, there
is a large amount of inter object reflection in the photograph which may be misclassified as
damage. Therefore, we use robust image feature detection and matching combined with multi-
view geometry techniques to detect inter object reflections in vehicles using photographs taken
from two views. Based on this rationale, we make the following contributions.
1.4.1 Monocular 2D/3D pose estimation
We propose methods to recover the 3D pose of a known object in a given image (in particular
the pose of a known vehicle). In other words, we propose methods to obtain the 3D pose
parameters required to register a 3D CAD model of a known object over a photograph of the
object. To this end we derive distance measures which can be optimized with respect to the
3D pose parameters, in order to obtain the final 3D pose. We present two methods; one in
Chapter 3 and a more robust method in Chapter 4. The work was published in Jayawardena
et al. [37] and Jayawardena et al. [36], respectively. An extended version of the pose estimation
work, Jayawardena et al. [34] is currently under review.
1.4.2 3D model assisted segmentation
We propose a method to use the 3D CAD model projection to help in segmenting and sepa-
rating components of a vehicle body like the doors and fenders which are separated by weak
boundary cues (e.g., parts consisting of the same color and paint). This work which is presented
in Chapter 3 was published in Jayawardena et al. [37].
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1.4.3 Reflection detection
We propose methods to detect reflections appearing on the vehicle body using photographs of
the vehicle taken from two views. Using this approach, we separate image edges caused by
reflections from edges on the surface of vehicle panels. Since image edges on the surface of
the vehicle can be identified with the aid of the 3D CAD model projection as developed in
Chapter 3, identifying reflection edges helps isolate mild damage to the vehicle in the form of
scratches, peeled off paint, etc,. The reflection detection work which is explained in detail in
Chapter 6.2, relies on the work presented in Chapter 5 which is used to obtain reliable point
correspondences between the two photographs.
1.4.4 Obtain reliable point correspondences across photographs with largely
reflective and homogeneous regions
Photographs of vehicles are dominated by large amounts of inter object reflections as the metal-
lic vehicle body tends to be very reflective. Apart from this, the body of a vehicle tends to have
large homogeneous regions which are relatively feature impoverished. Given photographs
from two views of the vehicle, traditional methods find it challenging to obtain correspond-
ing points across the images that are reliable enough to perform typical structure from motion
tasks like fitting a homography or estimating the epipolar geometry of the scene. We propose
a method which can find point correspondences that are reliable enough for our work using an
approach which compares feature descriptors along image edges in Chapter 5. A publication
based on this work, Jayawardena et al. [35], is currently under review.
1.5 Thesis outline
The remainder of this thesis is organized as follows.
In Chapter 2 we present the technical background and a review of related work. This
includes related work done on pose estimation, work related to the recovery of epipolar ge-
ometry and related work on obtaining reliable point matches between photographs of a scene
taken from two views.
We discuss a 3D pose estimation method and our model assisted segmentation method
in Chapter 3. Experiments are conducted to evaluate the sensitivity of the estimated pose to
variations in the initial pose used to seed the optimizer. Results on real car images are compared
with baseline methods.
In Chapter 4 we present our novel illumination invariant distance measure which can be
used to obtain a more robust 3D pose estimate. We present the theoretical formulation, fol-
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lowed by experiments on the sensitivity of the estimated pose to variations in the initial pose
used to seed the optimizer, which are compared with the method in Chapter 3. We also in-
clude results of our pose estimation method using a range of real photographs taken in an
uncontrolled outdoor environment.
The reflection detection approach is discussed in Chapter 6.2. Following the theoretical
formulation, we include reflection detection results on a dataset of real vehicle photographs.
The proposed approach utilizes a method to obtain reliable point correspondences across pho-
tographs with largely reflective and homogeneous regions which is presented in Chapter 5.
We discuss our conclusions and present possible future directions in Chapter 7.
6 Introduction
Chapter 2
Background and Related Work
In this chapter we introduce background material necessary to discuss the work in the chapters
that follow. In doing so we also review related work. As we intend to register a 3D CAD
model of a vehicle over a photograph in our work, we begin this chapter by reviewing litera-
ture on 3D pose estimation. Since we use photographs obtained from two different views to
detect reflections on the vehicle surfaces, we proceed to discuss two view geometry and point
correspondences across two views, in the remainder of this chapter.
2.1 Pose estimation
Interest in the use of 3D CAD models has a long history in computer vision. For the sake of
completeness, we include literature spanning at least 50 years from now, when such research
spurred a lot of interest. Although widely used in computer graphics, the use of realistic 3D
CAD models (i.e., 3D models consisting of a large number of polygons) in computer vision
research has been limited by computational constraints. Hence, computer vision researchers
tend to have resorted to other computationally feasible methods over the more recent past. With
the advent of more powerful computing resources, realistic 3D CAD models are becoming
popular [9, 8] once more.
We begin our discussion based on a survey by Chin and Dyer [15] which shows that model
based object recognition algorithms generally fall into three categories based on the type of
object representation used; namely, 2D representations, 2.5D representations and 3D represen-
tations.
2D representations store the information of a particular 2D view of an object (a characteristic
view) as a model and use this information to identify the object from a 2D image. Global
feature methods have been used by Gleason and Algin [25] to identify objects like spanners
and nuts on a conveyor belt. Such methods use features such as the area, perimeter, number of
holes visible and other global features to model the object. Structural features like boundary
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segments have been used by Perkins [69] to detect machine parts using 2D models. A relational
graph method has been used by Yachida and Tsuji [90] to match objects to a 2D model using
graph matching techniques. These 2D representation based algorithms require prior training
of the system using a ‘show by example’ method.
2.5D approaches are also viewer centered, where the object is known to occur in a particular
view. They differ from the 2D approach as the model stores additional information such as
intrinsic image parameters and surface-orientation maps. The work done by Poje and Delp [70]
explain the use of intrinsic scene parameters in the form of range (depth) maps and needle (local
surface orientation) maps. Shape from shading [31] and photometric stereo [87] are some other
examples of the 2.5D approach used for the recognition of industrial parts.
A range of techniques for such 2D/2.5D representations are described by Forsythe and
Ponce [22], by posing the object recognition problem as a correspondence problem. These
methods obtain a hypothesis based on the correspondences of a few matching points in the
image and the model. The hypothesis is validated against the remaining known points.
3D approaches are utilized in situations where the object of interest can appear in a scene from
multiple viewing angles. Common 3D representation approaches can be either an ‘exact repre-
sentation’ or a ‘multi-view feature representation’. The latter method uses a composite model
consisting of 2D/2.5D models for a limited set of views. Multi-view feature representation is
used along with the concept of generalized cylinders by Brooks and Binford [12] to detect dif-
ferent types of industrial motors in the so called ACRONYM system. The models used in the
exact representation method, on the contrary, contain an exact representation of the complete
3D object. Hence a 2D projection of the object can be created for any desired view. How-
ever, exact representation methods have been typically considered to be too costly in terms of
processing time.
The 2D and 2.5D representations are insufficient for general purpose applications. For
example, in the case of vehicle damage detection, a vehicle may be photographed from an
arbitrary view in order to indicate the damaged parts. Similarly, the 3D multi-view feature rep-
resentation is unsuitable as it restricts the pose of the object to a limited set of views. Therefore,
an exact 3D representation is preferred. Little work has been done to date on identifying the
pose of an exact 3D model from a single 2D image.
Huttenlocher and Ullman [32] use a 3D model that contains the locations of edges. The
edges/contours identified in the 2D image are matched against the edges in the 3D model to
calculate the pose of the object. The method has been implemented for simple 3D objects.
However, it is unclear if this method will work well on objects with rounded surfaces without
clearly identifiable edges. More recent methods for 3D pose estimation are as follows.
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2.1.1 Image gradient based methods
Gray scale image gradients have been used to estimate the 3D pose in traffic video footage
from a stationary camera by Kollnig and Nagel [42]. The method compares image gradients
instead of simple edge segments, for better performance. Image gradients from projected poly-
hedral models are compared against image gradients in video images. The pose is formulated
using three degrees of freedom; two for position and one for angular orientation. Tan and
Baker [82] use image gradients and a generalized Hough transform [3] based algorithm for
estimating vehicle pose in traffic scenes. The generalized Hough transform is used to collect
votes on possible pose candidates and to select the best pose. They too use a pose representa-
tion consisting of three degrees of freedom. Pose estimation using three degrees of freedom is
adequate for traffic image sequences, where the camera position remains fixed with respect to
the ground plane. However, this approach does not provide a full 3D pose estimate required
for a general purpose application.
2.1.2 Feature based methods
Work done by Arie-Nachimson and Basri [2] makes use of Implicit Shape Models to recognize
3D objects from 2D images. The model consists of a set of learned features, their 3D locations
and the views in which they are visible. The learning process is further refined using factor-
ization methods. The pose estimation consists of evaluating the transformations of the features
that give the best match. A typical model requires around 65 images to be trained. However,
it is unclear if such a learned Implicit Shape Models can be used as undamaged ground truth
information for the purposes of detecting damage in vehicles. We choose to use 3D CAD
models of undamaged vehicles to obtain ground truth information. Possibilities of using other
methods are discussed as future work in Section 7.2.
Other methods like the work by David et al. [17] and the work by Moreno-Noguer et al.
[65] attempt to simultaneously solve the pose and point correspondence problems. The work
by David et al. [17] attempts to simultaneously find the pose and correspondences for simple
3D scenes consisting of straight line segments like imagery of a corridor inside a building.
However, it would be challenging to apply this approach to vehicles which have more complex
and curved shapes. In addition, it is not straightforward to define correspondences between the
vehicle in the 2D photograph and the matching 3D CAD model, unlike with a corridor scene
with clear corners. Moreno-Noguer et al. [65] demonstrate an interesting approach to incorpo-
rate pose priors to simultaneously find the pose and correspondences. However, in their work,
corresponding 2D and 3D feature points are obtained for the real data initially by registering
the 3D model manually over the photograph and back projecting SIFT features from the photo-
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graph on to the 3D model. Thus the quality of the estimated final pose (and correspondences)
can be expected to be sensitive to the initial manual registration and in our work we would
prefer to have a fully automatic process. Moreover, the success of these methods are affected
by the quality of the features extracted from the object. Objects like vehicles have large ho-
mogeneous regions which yield very sparse features. Also, the highly reflective surfaces in
vehicles generate a lot of unreliable and noisy features. Our methods discussed in Chapter 3
and Chapter 4 on the contrary, do not depend on feature extraction. In addition, we present a
robust way to generate more reliable 2D point correspondences across photographs from two
views of such highly reflective surfaces in Chapter 5.
2.1.3 Distance measures
Distance measures can be used to represent a distance between two data sets, and hence give
a measure of their similarity. Therefore, a distance measure can be used to measure similarity
between different 2D images, as well as 2D images and 2D projections of a 3D model. A naive
distance measure could be the sum of the Euclidean Distances between corresponding points
of the two datasets. However, this has the disadvantage of being dependent on the scale of
measurement. We use the Mahalanobis Distance [54] for our work, which is a scale-invariant
distance measure. It is used by Xing et al. [89] for clustering. It is also used by Deriche and
Faugeras [18] to match line segments in a sequence of time varying images.
2.1.4 Optimization for pose estimation
Optimization refers to finding the minima (or maxima) of a given objective function. We
optimize a distance measure in Chapter 3 and Chapter 4 to obtain the 3D pose of a known
vehicle in a given image. If weak perspective projection or scaled orthography [22] is used
(i.e., a parallel projection with constant magnification/scale), the projective transformation that
describes the pose will have six degrees of freedom. With full perspective projection, however,
the 3D pose will have seven degrees of freedom and the objective function to be optimized will
have seven dimensions. In a camera centered coordinate system, there will be three degrees of
freedom for 3D rotation of the object, three degrees of freedom for 3D position of the object
and one degree of freedom for focal length of the camera lens (resulting in the perspective
distortion), resulting in seven degrees of freedom in total. We do not consider intrinsic camera
parameters like radial distortion in the lens which will add more degrees of freedom. We
discuss next, an algorithm suitable for optimizing the distance measure.
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2.1.4.1 Downhill Simplex
The nature of our objective function (Chapter 3 and Chapter 4) makes it difficult to calculate
derivatives of the function to be optimized. Therefore we employ a so called Direct search
method which does not explicitly calculate the derivative of the objective function. We propose
to use a popular direct search method known as the downhill simplex method [66].
The downhill simplex method [66], also known as the ‘amoeba algorithm’ or the ‘Nelder-
Mead simplex algorithm’, is based entirely on function value evaluations. According to Nelder
and Mead [66], the gist of the method is as follows. The algorithm uses a so called simplex
consisting of n+1 points for an n dimensional function. This consists of the initial starting point
X0 and n other points obtained by shifting each of the n dimensions in the starting point by a
predetermined step size. The points in the simplex are sorted from the best to the worst in terms
of function values (in the case of a minimization, the best point would have the lowest function
value). The worst point is replaced by a new point which is computed from the remaining
points (by applying the so called reflection, expansion and contraction operations) in order to
obtain a new simplex. The process is repeated iteratively until a termination criteria is reached.
Details of the procedure are shown in Algorithm 1. Possible choices of replacing the worst
point in Algorithm 1 are shown in Figure 2.1 for a two dimensional function.
  
X0 X2
X1
M
CC
C
R
S
Initial Simplex
Figure 2.1: The figure shows the simplex for a 2D function. X0 is the initials starting point.
Assuming that the worst point is X2, the diagram shows possible ways of replacing X2 as per
Algorithm 1.
There are several candidates when selecting the termination criteria. Nelder and Mead [66]
have proposed the standard error of the function values between the simplex points and the
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Algorithm 1 Downhill simplex algorithm
Input: objective function f (X), initial point X0 = (x1, x12, . . . , xn) ∈ Rn
Output: Xmin which minimizes f (X)
for i = 1 to n do
if xi 6= 0 then
Xi = [x1, x12, . . . , 1.05xi, . . . , xn]T
else
Xi = [x1, x12, . . . , 0.00025, . . . , xn]T
end if
end for
reorder points such that f (X0) ≤ f (X1) ≤ . . . ≤ f (Xn)
initial simplex← X0,X1, . . . ,Xn
while termination criteria reached do
find M = ∑Xi/n for i = 0, . . . , (n− 1)
find reflected point R = 2M− Xn
if f (X0) ≤ f (R) < f (Xn−1) then
Xn+1 ← R
terminate iteration // reflect
end if
if f (R) < f (X0) then
find expansion point S← M+ 2(M− Xn)
if f (S) < f (R) then
Xn+1 ← S
terminate iteration // expand
else
Xn+1 ← R
terminate iteration // reflect
end if
end if
if f (R) ≥ f (Xn−1) then
if f (R) < f (Xn) then
find C ← M+ (R−M)/2
if f(C) < f(R) then
Xn+1 ← C
terminate iteration // contract outside
end if
end if
if f (R) ≥ f (Xn) then
find CC ← M+ (Xn −M)/2
if f (CC) < f (Xn) then
Xn+1 ← CC
terminate iteration // contract inside
end if
end if
end if // shrink
find Vi = X0 + 0.5(Xi − X0) for i ∈ 1, . . . , n
new simplex← X0,V1, . . . ,Vn
find f (Vi) for i ∈ 1, . . . , n
Xmin ← simplex point with smallest function value
end while
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centroid of the simplex. Press et al. [71], however, consider the normalized difference in func-
tion values between the best and worst points. The MATLAB [59] implementation considers
thresholds for both the function values and independent variable values for the difference be-
tween the best and worst points in the simplex. Nelder and Mead [66] have also proposed an
estimate for the number of iterations required for convergence as,
I = 3.16(n+ 1)2.11 (2.1)
where I is the number of iterations required and n is the number of dimensions in the indepen-
dent variable.
The algorithm is a popular direct search method for unconstrained multidimensional op-
timization. For constrained optimization, Nelder and Mead [66] have suggested two ways of
integrating constraints into the optimization. One methods is to modify the function such that
undesired values of the independent variable result in very large function values. The other
method is to transform the independent variable (e.g., use logarithms to exclude negative val-
ues).
2.2 Two-view geometry
Epipolar geometry [28] is commonly used to describe the projective geometry of a 3D scene
observed from two views. It is independent of the scene structure, and only depends on the in-
ternal parameters and relative pose of the cameras. As such it is useful in inferring information
about the cameras.
The epipolar geometry can be conveniently represented algebraically using a three by three
matrix of rank two. This matrix is known as the Fundamental Matrix F.
When dealing with multi-view geometry, it is convenient to use projective coordinates in
Pn such that for the Euclidean point XR = (X1,X2, . . . ,Xn) ∈ Rn the projective equivalent is
XP = λ(X1,X2, . . . ,Xn, 1) ∈ Pn where λ is an arbitrary non-zero scalar. As an aside, equal-
ity in projective coordinates are typically considered only up to a scale factor. For example
(X1,X2, . . . ,Xn, 1) = (2X1, 2X2, . . . , 2Xn, 2) = (λX1,λX2, . . . ,λXn,λ) are all considered
to be projectively equivalent.
Suppose a point in 3D space X ∈ P3 is imaged by the left and right cameras as x ∈ P2
and x′ ∈ P2 respectively, as illustrated in Figure 2.2.
For noise free measurements of corresponding 2D points x ↔ x′, the following condition
holds
x′TFx = 0 (2.2)
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Figure 2.2: Corresponding points and epipolar geometry
where F is the fundamental matrix.
F can be computed using a set of known point correspondences x ↔ x′ such that the
condition in Equation 2.2 holds. Extensive work has been done on recovering F using point
correspondences including the works by Longuet-Higgins [52], Zhang [91] and Hartley [27].
In most practical situations, the presence of wrong and noisy correspondences can severely
affect the accuracy of the computed F. Therefore, robust estimation techniques based on the
RANSAC approach [20] are typically employed to rule out noisy outliers which do not agree
with the F that describes the given data. The point correspondences that satisfy the F are
termed inliers. The workings of a typical RANSAC algorithm are shown in Algorithm 2. In the
context of estimating the fundamental matrix, evaluating the model M in Algorithm 2 would
mean finding an F using a method like the normalized 8 point algorithm as per Hartley [27].
In this case the sample s would be obtained by picking eight point correspondences. Amongst
other candidates, the distance threshold t can be evaluated using an algebraic distance or a
geometric distance. We use the Sampson distance [77] in our work, which is of the latter type.
F is said to be degenerate when it fails to uniquely define the epipolar geometry. There are
several situations when the resulting F may become degenerate. As per Hartley and Zisserman
[28], degeneracies may arise when there is no translation between the two camera positions,
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Algorithm 2 RANSAC algorithm adapted from Fischler and Bolles [20]
Input: Dataset S, model M, distance threshold t, minimum inlier set size T, maximum itera-
tions N
Output: Set of inliers (consensus set) Si, set of outliers So, model parameters for M
Step 1: Randomly select a sample of s data points from S to instantiate the model M
Step 2: Find the set of points Si which are within a distance threshold t of the model; the
remaining points in S will be the set of outliers So
Step 3: If |Si| > T then re-estimate M using all points in Si and terminate
Step 4: If |Si| ≤ T then repeat from Step 1 up to a maximum of N trials
Step 5: Select the largest consensus set obtained so far as Si and re-estimate M with this Si
the 3D points are on a ruled quadric or when all the 3D points lie on a plane in 3D. The latter
is of interest to us in Chapter 6 and in such situations it is possible to compute a homography
H instead of F. We may estimate a homography H such that
Hx = x′ (2.3)
Once more it is possible to use robust estimation methods based on the RANSAC approach by
Fischler and Bolles [20] to compute H from noisy correspondences. The Symmetric Transfer
Error (STE) [28] is a commonly used distance to measure how much a given point correspon-
dence agrees with H. The STE is defined as follows by Hartley and Zisserman [28]. The STE
between point pairs xi ↔ x′i under the homography H is given as
dSTE(i) = d(xi,H−1x′i)
2 + d(x′i ,Hxi)
2 (2.4)
where d(., .) is the Euclidean distance between the inhomogeneous points (in R2) represented
by xi,H−1x′i ∈ P2 and x′i ,Hxi ∈ P2. In terms of Algorithm 2, instantiating and re-estimating
the model M would involve selecting a set s, of four random point correspondences in order
to compute H as per Equation 2.3. In our work, we evaluate the distance threshold t using the
STE (Equation 2.4).
However, the degree to which the recovered F or H represents the true data when using a
RANSAC based method, is affected by the ratio of inliers to outliers. It is shown by Hartley and
Zisserman [28] that for a given sample size, the number of samples which need to be evaluated
in order to ensure that at least one sample is free from outliers, increases exponentially with
the proportion of outliers (Table 4.3 in Hartley and Zisserman [28]). The requirement, then, is
to obtain point correspondences between the two images with sufficiently many inliers.
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2.3 Point correspondences between images
Structure from Motion (SfM) algorithms, which estimate the 3D structure of the scene and the
camera motion given photographs from two or more views, typically require the knowledge
of corresponding points across the 2D images. Much work has been done on detecting and
identifying correspondences between multiple views of a 3D scene. However, much of this
work is targeted towards images of non-reflective and well textured objects and scenes.
For example, recent work which has received much attention includes Photo Tourism [78],
which employs the SIFT [53] key point detection and matching algorithm to find point cor-
respondences. This work was originally intended for tourist images commonly found on the
Internet which include outdoor landscapes and historic buildings. As such it does not work
well with images of highly reflective objects containing largely homogeneous regions.
It is worth noting at this point that feature detection and description are two separate tasks
although some algorithms like SIFT [53], SURF [4] and BRISK [48] do both. Other meth-
ods like the key point and edge detector by Harris et al. [26] focus only on the detection
aspect. Some common feature descriptors include the use of a histogram of oriented gradients
(HoG) [16] and Phog/Phow descriptors [7] which are commonly used in image classification
and recognition. Similarly work done by Kingsbury [39] shows the utility of a rotation in-
variant feature descriptor based on complex wavelets which can be evaluated on Harris corner
points [26].
Detecting regions covariant with a certain class of transformations can be useful in find-
ing correspondences between views and Mikolajczyk et al. [63] have compared some common
affine region detectors including MSER, IBR, EBR, Hessian-Affine and Harris-Affine. De-
scriptors for finding wide-baseline correspondences also exist [61, 58, 84]. However, these
methods by themselves are not well suited for images of reflective objects with largely homo-
geneous regions like cars.
Recent work by Lin et al. [51] finds correspondences and camera pose using motion coher-
ence on scenes which were previously regarded as feature impoverished SfM scenes; contain-
ing largely edge cues but few corners. Their work gives good results on scenes consisting of
long edges and few corners such as images of buildings and cupboards. Edge based features
have also been used by Mikolajczyk et al. [64] for shape recognition. Good results have been
reported from their method on simple smooth shapes like bicycles and tennis rackets, where
edges tend to give strong cues in otherwise poorly textured scenes. Our car images on the other
hand, do not guarantee reliable edges that can be matched across images as edges, since the
edges are often fragmented and noisy.
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Although we do not directly match edges, our proposed methodology in Chapter 5 uses
points along edges in the image scene. To this end, feature descriptors need to be calcu-
lated on points picked along edges. Therefore, methods which pre-detect key points like basic
SIFT [53] are unsuitable. In fact, what is required is to densely compute descriptors at each
pixel so that descriptors can be read at the desired edge points in the image. Although, dense
implementations of SIFT [53] and SURF [4] exist, we prefer to use the DAISY [84] descriptor
which is faster and also better suited for wide-baseline images. Faster rotation invariant GPU
implementations of the DAISY also exist [19], although we have not used them in our work.
Reflections are not necessarily harmful for the recovery of the epipolar geometry (EPG)
between two images. Work done by Saminathan et al. [81] shows that the epipolar deviations
of specularities on convex surfaces which are not highly undulating are usually quite small.
2.4 Chapter summary
In this chapter we discussed some background material related to 3D pose estimation, two view
geometry and obtaining reliable point correspondence across photographs from two views. In
the process, an overview of related work was provided. As described in the chapters to follow,
the 3D pose is used to register a 3D CAD model of the vehicle over the photograph. A 2D
projection of the registered 3D CAD model is used as ground truth information when detecting
vehicle damage using the photograph. Our work on 3D model assisted image segmentation
is presented next in Chapter 3, which is used to detect parts of the car in the photograph. We
present a more robust 3D pose estimation method using a novel illumination invariant distance
measure in Chapter 4. Parts of the vehicle in the photograph which were originally not in
the undamaged 3D CAD model can be expected to be vehicle damage. However, based on
this rationale, reflections of the surroundings appearing on the vehicle body can also be clas-
sified as vehicle damage. Therefore, we explore ways to detect such reflections in Chapter 6,
which is based on the work done in Chapter 5 to obtain reliable point correspondences from
photographs.
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Chapter 3
Pose Estimation and Segmentation
3.1 Introduction
In line with our proposition to use a 3D CAD model to identify parts of the vehicle in a
photograph, we present in this chapter a method to register the 3D model over the photograph
using a gradient based distance measure. In order to identify components of the vehicle in the
photograph, we present a method to segment different parts of a vehicle in the photograph with
the help of the 3D model projection. We address challenging segmentation scenarios where
parts of the car have boundary cues which are difficult for existing segmentation methods. The
work presented in this chapter was published in Jayawardena et al. [37].
Image segmentation is a fundamental problem in computer vision. Most standard unsuper-
vised image segmentation techniques rely on exploiting differences between pixel regions such
as color and texture. Hence, segmenting sub-parts of an object which have similar character-
istics with difficult boundary cues (particularly parts car body with the same color and paint)
can be a challenging task. We propose a method that performs such sub-segmentation with
minimal user interaction and without using any prior training. The only form of additional
input required is the make and model of the vehicle. In our target application of analyzing
vehicle photographs for processing insurance claims, this information is already present in the
insurance policy details, so there is no added burden on the end user to provide extra infor-
mation other than identifying themselves. A result from our method is shown in Figure 3.1
with the car sub-segmented into a collection of parts. These parts include the hood of the car,
windshield, fender, front and back doors/windows.
Sub-segmenting parts of an object which share the same color and texture is very hard with
conventional segmentation methods. However, prior knowledge of the shape of the known
object and its components can be exploited to make this task easier. Based on this rationale we
propose a novel Model Assisted Segmentation method for image segmentation.
We propose to register a 3D model of the known object over a given photograph/image in
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Figure 3.1: The figure shows ‘Model Assisted Segmentation’ results for a semi-profile view of
a car.
order to initialize the segmentation process. The segmentation is performed over each part of
the object in order to obtain sub-segments from the image. A major contribution of this chapter
is a novel gradient based distance measure, which is used to estimate the full 3D pose of the
object in the given image. The projected parts of the 3D model may not perfectly match the
corresponding parts in the photograph due to dents in a damaged vehicle or inaccuracies in the
3D model. Therefore, a level-set [50] based segmentation method is initialized using initial
contour information obtained by projecting parts of the 3D model at this 3D pose. We focus
our work on sub-segmentation of known car images. Cars present a difficult segmentation task
due to the highly reflective surfaces in the car body. Our method can be adapted to work on
any other object as well.
The remainder of this chapter is organized as follows. We describe the method used to
estimate the 3D pose of the object in Section 3.2. The contour based image segmentation
approach is described next in Section 3.3. This is followed by results on real photographs
which are benchmarked against state of the art methods in Section 3.4.
3.2 3D model registration
We describe the use of a featureless gradient based distance measure which is used to register
the 3D model over the 2D photo. Our method uses triangulated 3D CAD models with a large
number of polygons (including 3D models obtained from laser scans) and utilizes image gra-
dients of the 3D model surface normals rather than considering simple edge segments as done
by Kollnig and Nagel [42].
3.2.1 Gradient based distance measure
We define a gradient based distance measure that has a minimum at the correct 3D pose θ0 ∈
IR7 where the projected 3D model matches the object in the given photo/image. The image
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gradients of the 3D model surface normal components and the image gradients of the 2D
photograph are used to define a distance measure at a given pose θ.
We use (u, v) ∈ Z 2 to denote 2D pixel coordinates in the photo/image and (x, y, z) ∈ IR3
to denote 3D coordinates of the 3D model. Let W be a matrix with d dimensions (for example
d = 3 if W is an RGB image) having elements W(u, v) ∈ IRd. We define the p norm ‘gradient
magnitude’ matrix of W as
||∇W(u, v)||kk := ∑di=1
(
| ∂Wi(u,v)∂u |k + | ∂Wi(u,v)∂v |k
)
(3.1)
Based on this we have the gradient magnitude matrix GI for a 2D photo/image I as
GI(u, v) = ||∇I(u, v)||kk (3.2)
Let φ(x, y, z, θ) =
(
φx φy φz
)T ∈ IR3 be the unit surface normal at the 3D point p = (x, y, z)
of the 3D model at pose θ. The model is rendered with the surface normal components values
φx, φy and φz used as RGB color values in the OpenGL renderer to obtain the projected surface
normal component matrix Φ such that Φ(u, v, θ) ∈ IR3 has surface normal component values
at the 2D point (u, v) in the projected image. Based on this we have the gradient normal matrix
for the surface normal components as
GN(θ)(u, v) = ||∇Φ(u, v, θ)||kk (3.3)
We define the distance measure Lg(θ) for a given pose θ as
Lg(θ) := 1− (corr(GN(θ),GI))2 ∈ [0, 1] (3.4)
where corr(GN(θ),GI) is the Pearson’s product-moment correlation coefficient [74] between
the matrix elements of GN(θ) and GI . This distance measure has a convenient property of
ranging between 0 and 1. Lower distance measure values imply a better 3D pose.
3.2.2 Visualisation
We illustrate intermediate steps of the distance measure calculation for a 3D model of a Mazda
3 car. The surface normal components Φx(u, v, θ) Φy(u, v, θ) and Φz(u, v, θ) are shown in
Figure 3.2(a-c). Their image gradients are shown in Figure 3.2(d-i) and the resulting GN(θ)
matrix image is shown in Figure 3.2(j). Similarly intermediate steps in the calculation of GI
are show in Figure 3.3 for a real photograph and a synthetic photo. We show overlaid images
of GN(θ) and GI at the known matching pose θ in Figure 3.4. We show how the overlap
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changes by applying 2 levels of Gaussian smoothing (described below) in Figures 3.4 for the
real and synthetic photo. The synthetic photograph was made by rendering the Mazda 3 model
at a known pose θ. The real photograph is of a Mazda Astina. An accurate 3D model obtain
from a laser scan is used with this real photograph. The model projections steps for for the
Astina are not included but are similar to what is shown in Figure 3.2(a).
The correlation will be highest in Equation 3.4 when the 3D model is projected with pose
parameters θ0 that match the object in the photograph F, as this has the best overlap. Therefore
the distance measure will be lowest at the correct pose parameters θ0, for values of θ reasonably
close to θ0. We see this in the distance measure landscapes in Figure 3.5.
3.2.3 Gaussian smoothing
We apply Gaussian smoothing on the photograph and rendered surface normal component
images before calculating GI (Equation 3.2) and GN(θ) (Equation 3.3). This is done by con-
volving with a 2D Gaussian kernel followed by down-sampling [22]. This makes the distance
measure landscape less steep and noisy, thus making it easier to optimize. However, the global
optimum tends to deviate slightly from the correct pose at high levels of Gaussian smoothing.
Compare the 1D distance measure landscapes shown in Figure 3.5 for different levels of Gaus-
sian smoothing n. Therefore, we hierarchically perform a series of optimizations starting from
the highest level of smoothing, using the optimum found at level n as the initialization for level
n− 1, recursively.
3.2.4 Choosing the norm p
We have a choice when selecting the norm for Equations 3.2 and 3.3. Having tested both 1-
norm and 2-norm cases we have found the 1-norm to be less noisy (as shown in Figure 3.5)
and hence easier to optimize.
3.2.5 Representation of the pose
Careful selection of pose parameters can aid the optimizer when finding the best pose. The pose
of a generic object may be represented by translations along the X,Y and Z axes and a suitable
rotation representation. According to Lepetit and Fua [47], an Euler angle based rotation
representation may give rise to ill-conditioned optimization problems due to a situation known
as the Gimbal Lock, which occurs when two of the three rotations axes align and rotations
around the third axis ceases to have any effect. A quaternion or exponential map rotation
representation may be used to avoid this problem. Since we work with vehicles, the following
pose representation was used, temporarily neglecting the effects of perspective projection. This
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(a) Φx(u, v, θ) (b) Φy(u, v, θ)
(c) Φz(u, v, θ) (d)
∂Φx(u,v,θ)
∂u
(e) ∂Φx(u,v,θ)∂v (f)
∂Φy(u,v,θ)
∂u
(g) ∂Φy(u,v,θ)∂v (h)
∂Φz(u,v,θ)
∂u
(i) ∂Φz(u,v,θ)∂v (j) GN(θ)
Figure 3.2: The visualizations shows GN(θ) for a Mazda 3 3D CAD model in (j). The x,y and
z component matrices of the surface normal vector are shown in (a)-(c). Their image gradients
are shown in (d)-(i). The resulting GN(θ) matrix is shown in (j). No Gaussian smoothing has
been applied. Color representation: green=positive, black=zero and red=negative. We use a
horizontal x axis pointing left to right, vertical y axis and pointing top to bottom and an z axis
which points out of the page.
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(a) Real photo (b) Synthetic photo
(c) Real ∂I∂u (d) Synthetic
∂I
∂u
(e) Real ∂I∂v (f) Synthetic
∂I
∂v )
(g) Real GI (h) Synthetic GI
Figure 3.3: Intermediate steps in calculating GI for a real (column 1) and synthetic photograph
(column 2). The synthetic photograph was made by projecting the 3D model. Image gradients
(rows 2 and 3) and GI (row 4) are shown. Colour representation: green=positive, black=zero
and red=negative.
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(a) Real (b) n=0 (c) n=2
(d) Synthetic (e) n=0 (f) n=2
Figure 3.4: Overlaid images of GI and GN(θ) for a real photograph (row 1) and a synthetic
photograph (row 2) obtained by rendering a 3D model are shown. The first column shows the
photographs I. The overlaid images of GI and GN(θ) with no Gaussian smoothing (column
2) and 2 levels of Gaussian smoothing (column 3) are shown. The photograph is in the green
channel and 3D model is in the red channel, with yellow showing overlapping regions.
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Figure 3.5: We compare 1-norm and 2-norm gradient based distance measure landscapes ob-
tained by shifting the 3D model along the x direction from a known 3D pose. The horizontal
axis shows the percentage deviation along the x axis. This is obtained by varying µx in the
pose representation give in Section 3.2.5. The numbers in the legend show the level of Gaus-
sian smoothing n applied on the gradient images before calculating the distance measure in
Equation 3.4. We note that the 1-norm distance measure is less noisy compared to the 2-norm
distance measure. The actual distance measure is seven dimensional and graphs of the other
dimensions are similar.
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Figure 3.6: The pose representation θortho used for 3D car models. We use the rear wheel
center µ, the vector between the wheel centers δ and unit vector ψ in the direction of the rear
wheel axle.
representation is consistent with pose representation used in the rough pose estimation method
of Hutter and Brewer [33], which we use for our work.
θortho :=
(
µx, µy, δx, δy,ψx,ψy
)
(3.5)
In this representation, µ = (µx, µy) is the visible rear wheel center of the car in the 2D
projection. δ = (δx, δy) is the vector between corresponding rear and front wheel centers of
the car in the 2D projection. The 2D image is a projection of the 3D model on to the XY
plane. ψ =
(
ψx,ψy,ψz
)
is a unit vector in the direction of the rear wheel axle of the 3D
car model. Therefore, ψz = −
√
1− ψ2x − ψ2y and need not be explicitly included in the pose
representation θ. This representation is illustrated in Figure 3.6. This pose is converted to
OpenGL translation, scale and rotation as per Hutter and Brewer [33] to transform and project
the 3D model. As we directly optimize Equation 4.5 with respect to θ (Section 4.5) explicit
knowledge of intrinsic camera parameters etc,. are not required.
3.2.5.1 Perspective projection
We extend the pose estimation to handle perspective projection as follows. The 3D model is
rendered using the OpenGL perspective projection model. The degree of perspective distortion
can be changed by varying the focal length parameter f (Figure 3.7(a)) in the OpenGL frustum.
Therefore, we include the parameter f as a pose parameter during the optimization. We now
have the following perspective pose representation (with seven degrees of freedom) instead of
the previous representation given in Equation 3.5.
θpersp :=
(
µx, µy, δx, δy,ψx,ψy, f
)
(3.6)
§3.2 3D model registration 27
The 3D model is sometimes clipped by the projection plane pi when the 3D model is positioned
too close to pi. We avoid this by shifting and scaling the 3D model by a constant factor α
(Figure 3.7(b)), thus obtaining the same projected image without clipping.
3.2.6 Distance measure optimization
We minimize the distance measure Equation 3.4 with respect to θ in order to obtain final pose
with the minimum distance measure value θopt, which should ideally be the correct pose θtrue.
We discuss the optimization strategy in this section.
3.2.6.1 The optimizer
To immunize the optimization from pixel quantization artifacts and noise in the images, direct
search methods that do not calculate the derivative of the distance measure were considered.
The optimization was performed using the well known Downhill Simplex Method (DS) [66,
71, 59], owing to its efficiency and robustness. When optimizing an n-dimensional function
with the DS method, a so called simplex consisting of n+ 1 points is used to traverse the n-
dimensional search space and find the optimum. A quick overview of the downhill simplex
method is given in Section 2.1.4.1.
The reliability of the optimization is adversely affected by the existence of local minima.
Fortunately, the Downhill Simplex method has a useful property. In most cases, if the simplex
is reinitialized at the pose parameters of the local minimum and the optimization is performed
again, the simplex moves out of the local minimum and eventually converges to the global
minimum. Proper parameterization is important for the optimizer to give good results. We
have used a normalized pose parameterization as follows.
3.2.6.2 Normalised pose parameters
Normalization gives each pose parameter value a comparable range during the optimization.
The normalized pose θN was obtained by normalizing the pose with respect to the dimensions
of the photograph as follows.
θN =
(
µx
IW
,
µy
IH
,
δx
IW
,
δy
IH
,ψx,ψy,
10IW
f
)
(3.7)
where IW , IH are the width and height of the photograph (2D image). As ψ is a unit vector
and it does not require normalization. The rationale for normalizing f is explained in Sec-
tion 3.2.6.3.
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Projection plane
3D model
Camera
Far clipping plane
Rendered image
f
zfar
(a) Perspective projection model
Camera
3D model is clipped (white surface) when too close to pi
3D model shifted and scaled by the same factor gives the same projected image
without clipping
Projection plane pi
Projected image
(b) Handling object clipping
Figure 3.7: Rendering with perspective projection. 3.7(a) shows the perspective projection
model used. 3.7(b) illustrates clipping when the 3D model is located too close to the projection
plane pi and how this is avoided.
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3.2.6.3 Initialization
The downhill simplex method, like most other optimizers, requires a reasonable starting po-
sition. There are many methods for selecting a starting point. These methods range from
repeated random initialization to structured partitioning of the optimization volume. A dis-
advantage of these methods is that they require a number of optimization runs to locate the
optimal point, which can take significant time. Depending on the application, it may be possi-
ble to develop a coarse location method which provides an estimate of the initial pose. Possible
methods for obtaining a coarse initial pose for our approach include the work done by Ozuysal
et al. [68], Sun et al. [80] and Arie-Nachimson et al. [2]. We have used the wheel match
method described by Hutter and Brewer [33] to obtain an initial pose for vehicle photographs
where the wheels are visible. The wheels need not be visible for the other methods mentioned
above. Since the wheel match method [33] gives the pose for an orthogonal projection, the
perspective parameter f is initialized to a large value of f = 10Iw to obtain an initial pose
with negligible perspective distortion to seed the optimization. As subsequent poses obtained
during the optimization can only become more perspective, the unnormalized value of f can
be expected to be nondecreasing. Also, f has to be changed exponentially in order to create a
visually noticeable perspective distortion in the rendered image. Therefore, in order to obtain
effective values for f in the range of [0, 1] we normalize and invert f in Equation 3.7 as 10IWf .
3.2.6.4 Background removal
As the effects of the background clutter in the photograph adds considerable noise to the dis-
tance measure landscape we use an adaptation of the GrabCut method [76] to remove a con-
siderable amount of the background pixels from the photo. The initial rough pose estimate is
used as a prior to generate the background and foreground GrabCut masks 1. The background
and foreground masks are obtained by projecting the 3D model at the initial pose scaled by a
margin of +m and −m respectively.
Calculating the gradient images ∂Wi(u,v)∂u and
∂Wi(u,v)
∂v using the photograph Wi(u, v) with
the background removed could introduce extra edges around the regions where the background
was removed. Hence, we initially calculate ∂Wi(u,v)∂u and
∂Wi(u,v)
∂v using the original photograph
without any background removal. Subsequently, the background pixels are removed from
∂Wi(u,v)
∂u and
∂Wi(u,v)
∂v using a binary mask obtained by performing background removal on the
original photograph Wi(u, v).
We present next the contour detection based segmentation method which is initialized using
1We use the cv::grabCut() method provided in OpenCV [11]
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the obtained 3D model projection.
3.3 Contour detection
In this section, we discuss the contour detection approach used to segment the known object in
the image. We use a variation of the level set method of Li et al. [50] which does not require
re-initialization to find boundaries of relevant object parts.
Most active contour models implement an edge-function to find boundaries. The edge-
function is a gradient dependent positive decreasing function. A common formulation is as
follows
g(I) =
1
1+ |∇Gσ ⊗ I|p , p ≥ 1, (3.8)
where Gσ ⊗ I denotes a smoother version of 2D image I, Gσ is an isotropic Gaussian kernel
with standard deviation σ, and ⊗ is the convolution operator. Therefore g(|∇I|) will be 0, as
∇I approaches infinity, i.e.
lim
|∇I|→∞
g(|∇I|) = 0, when σ = 0. (3.9)
As per work done by Li et al. [50], we use a Lipschitz function φ to represent the curve
C = {(u, v)|φ0(u, v) = 0} such that ,
φ0(u, v) =

−ρ, (u, v) inside contour C
0, (u, v) on contour C
ρ, (u, v) outside contour C
(3.10)
In line with other level set formulations of the works done by Caselles et al. [14] and Malladi
et al. [57], the curve C is evolved using the mean curvature div (∇φ/|∇φ|) in the normal
direction |∇φ|. Therefore the curve evolution is represented by ∂φ/∂t as
∂φ
∂t = |∇φ|
(
div
(
g(|∇I|) ∇φ|∇φ|
)
+ νg(|∇I|)
)
,
φ(0, u, v) = φ0(u, v) ∈ [0, ∞)×R2
(3.11)
where the evolution of the curve is given by the zero-level curve at time t of the function
φ(t, x, y). The constant ν ensures that the curve evolves in the normal direction, even if the
mean curvature is zero.
Theoretically, as the image gradient on an edge/boundary of an image segment tends to
infinity, the edge function g in Equation 3.8 is zero on the boundary. This causes the curve C
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to stop evolving at the boundary as indicated by Equation 3.11. However, in practice the edge
function may not always be zero at image boundaries of complex images and the performance
of the level set method is severely affected by noise. Isotropic Gaussian smoothing can be
applied to reduce image noise but over smoothing will also smooth the edges, in which case,
the level set curve may miss the boundary altogether. This is a common problem not only for
the level set method of Li et al. [50] but also for other active contour models [14, 55, 56, 57].
Additionally, the efficiency and effectiveness of level set in boundary detection depends a lot
on the initialization of the curve. Without appropriate initialization, the curve is frequently
trapped into local minima.
A very close initialization curve can eliminate this problem. In our approach, the initializa-
tion curve is obtained by registering a 3D model over the photograph as described in Section
3.2. Since the parts p in the 3D model are already known, they can be projected at the known
3D pose θ to obtain a selected part outline op in 2D. An ‘erosion’ morphological operator is
applied on op to obtain the initial curve φ0,p which is inside the real boundary.
The entire process of ‘Model Assisted Segmentation’ is given in pseudo-code in Algorithm
Algorithm 3.
Algorithm 3 Model assisted segmentation
Input: Let I = Given image, M = Known 3D model
Output: Segmentation curves φr,p for selected model parts p
1: θ′ ← Rough pose from I
2: I ′ ← Remove background in I using θ′
3: θ← θ′
4: for n = 2 down to 0 do
5: θ← Optimize Lg(θ) on I ′ starting from θ using n levels of Gaussian smoothing
6: end for
7: for p ∈ Selected parts in M do
8: op ← Outline of p projected using θ
9: φ0,p ← Apply erosion operation on op
10: φr,p ← Output of level set on I using φ0,p as initial curve
11: end for
Results of tests done to experimentally validate the proposed method are presented next.
3.4 Results
In this section, we evaluate the performance of our proposed method. Section 3.4.1 shows tests
done to evaluate the sensitivity of the estimated 3D pose to the initial pose. Results of using
the recovered pose to perform segmentation are shown for real photographs in Section 3.4.2.
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3.4.1 Sensitivity of the estimated pose to the initial pose
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Figure 3.8: Sensitivity of the estimated pose to changes in the initial pose parameters is shown
row-wise for photo-realistic synthetic images. The plots show the error in the estimated pose
when varying initial pose parameters: δ and µ (column two), ψ (column three) and f (column
four). The GrabCut margin used for background removal (Section 4.5) is m.
The effects of varying the initial rough pose was analyzed on photographs of objects at
known poses. To do this, we require a dataset of 3D CAD models and photographs with the
known ground truth 3D pose. As such a dataset was not publicly available at the time this work
was carried out, we have generated our own dataset of synthetic photographs by rendering 3D
CAD models at known poses. To this end, photo-realistic ray-traced images of 3D models at
known poses were generated using Blender 3D [6]. In our work we used four 3D CAD models
obtained from the Internet to generate 12 such synthetic photographs by rendering vehicle
poses over real background photographs with known environment maps. Some of the salient
results are discussed in this section.
The error between the estimated final pose and the known correct pose was plotted by
changing each parameter of the initial pose individually. We use binary masks Ac and Ae,
generated from projections of the 3D CAD model obtained at the correct pose and the estimated
pose respectively. A pixel in a mask has a value of one if it is located within the projection and
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zero otherwise. We calculate the error as,
error =
|Ae ⊕ Ac|
|Ac| (3.12)
where the XOR operation (Ae⊕ Ac) gives the number of pixels in the non-overlapping regions
of the two projections and |Ac| is the number of pixels in Ac. The final pose estimation error
is plotted in Figure 3.8 for several such photographs. Each row shows the photograph and pose
estimation errors when varying different parameters of the initial pose.
It is difficult to compare the pose estimation errors across different poses in photographs
using percentage deviations of the initial pose. Consider two photographs where the rear wheel
of the car is at different locations µ1 = (10, 50) and µ2 = (200, 50) but rest of the pose is
the same. A 10% deviation in µx would result in a 1 pixel shift in the first photograph and
a 20 pixel shift in the second photograph and hence make the resulting errors incomparable.
Therefore, in order to make the error plots across different poses and photographs comparable,
absolute deviations were used to vary the initial pose parameters consistently on images with
fixed dimensions of 800 by 600 pixels. Parameters δ and µ were changed across deviations of
−64 to 64 pixels. Parameters of ψ which is a unit vector were changed from −0.064 to 0.064
pixels. The perspective parameter f was given deviations ranging from −640 to 640 pixels
from its initial value such that the resulting f remained a positive value. These are in the final
transformed coordinate system.
We see that in general, the estimated 3D pose is very sensitive to the initial pose. In fact,
the estimated pose deviates from the correct ground truth pose even when the pose estima-
tion is initialized at the correct ground truth 3D pose. This is evident by the non zero error
(Equation 3.12) obtained for zero deviations in the initial pose seen in the plots in Figure 3.8.
The quality of the background removal can be expected to contribute largely to this problem.
Figure 3.9 shows the output obtained from the background removal step when initialized at the
known correct pose for Figure 3.8, using the approach described in Section 3.2.6.4. Parts of
the vehicle are removed and parts of the background are included in the background removal
process. This results in incorrect image edges for ∂I∂u and
∂I
∂v . Therefore we obtain an unrealisti-
cally lower value for the distance measure at an incorrect pose. We see that the pose estimation
method is very sensitive to noisy edges introduced from the object background.
However, we show in Section 3.4.2 that combined with the image segmentation, the recov-
ered pose can be used reasonably well to segment parts of the vehicle in real photographs.
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(a) Correct initial pose
(b) Background removal based on initial pose with m = 20
(c) Resulting incorrect final pose
Figure 3.9: Correct initial pose, background removal and the resulting incorrect final pose
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3.4.2 Pose and segmentation of real photographs
We apply our method to segment components of a car from real photographs in this section.
Since ground truth information was not available, the results are evaluated qualitatively.
3.4.2.1 Pose estimation
The results of registering the 3D model over a real photograph (pose estimation) are shown
in Figure 3.10. A gradient sketch of the 3D model is drawn over the photograph in yellow to
indicate the pose of the 3D model at each step in Figure 3.10. The wheels of the 3D model
do not match the wheels in the photograph due to the effects of wheel suspension. Since
we are interested in segmenting parts of the car body the wheels have been removed from
the 3D model for the fine pose estimation. The original photograph in Figure 3.10(a) shows
the side view of a Mazda Astina car. We register a triangulated 3D CAD model of the car
obtained by a 3D laser scan. The rough 3D pose obtained using the wheel match approach [33]
is shown in Figure 3.10(c). The result of the approximate background removal is shown in
Figure 3.10(b). We optimize the gradient based distance measure in Equation 3.4 using the
photograph shown in Figure 3.10(b) with respect to the seven pose parameters (Section 3.2.6)
to obtain the fine 3D pose. The optimization is done hierarchically moving from the highest
level of Gaussian smoothing to the lowest. We start from the rough pose and obtain the pose
in Figure 3.10(d) using two levels of Gaussian smoothing. Next we use this pose to initialize
an optimization of the distance measure using one level of Gaussian smoothing and obtain the
pose in Figure 3.10(e). Finally, we use this pose to perform one more optimization without any
Gaussian smoothing and obtain the final fine 3D pose shown in Figure 3.10(f). We note that
the visual improvement in the image overlays gets smaller as we go up the Gaussian pyramid.
However, the improvement in the 3D pose becomes more apparent when we compare the close
ups in Figure 3.11(a), Figure 3.11(b) and Figure 3.11(c).
3.4.2.2 Segmentation
Segmentation results based on contour detection for the photograph in Figure 3.10(a) are shown
in Figure 3.12 and Figure 3.13 using the fine 3D pose shown in Figure 3.10(f). The segmenta-
tion results for a selection of car parts (front and back doors, front and back windows, fender,
mud guard and front buffer) are shown in Figure 3.12(b) by the yellow curves. The part bound-
aries obtained by projecting the 3D model are shown in green and the initialization curves are
shown in red in Figure 3.12(a). For the sake of clarity we also include close ups of a few parts.
The initialization curves and the segmentation results for the back door and window are shown
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(a) Photo (b) Background removed
(c) Rough pose
(d) Fine pose n=2
(e) Fine pose n=1
(f) Final fine pose n=0
Figure 3.10: The images show pose estimation results for a real photograph of a Mazda Astina
car. The original photograph and subsequent images have been cropped for clarity. The fine 3D
pose in (f) is obtained by optimizing the novel gradient based distance measure (Equation 3.4)
using the rough pose in (c). The rough pose is obtained using the wheel match method [33].
Much of the background is removed (b) from the original photograph (a) using an adaptation of
GrabCut [76] when estimating the fine 3D pose. Intermediate steps of optimizing the distance
measure with different levels of Gaussian smoothing n applied on the gradient images are
shown in (d), (e) and (f). The close ups in Figure 3.11 highlight the visual improvement during
the intermediate steps .
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(a) n=2 (b) n=1 (c) n=0
Figure 3.11: Close ups for the optimization shown in Figure 3.10). We see the visual improve-
ment in the 3D pose at different levels of Gaussian smoothing n.
in Figures 3.13(a) and 3.13(b), using the same color code. Close ups for the front parts are
shown in Figures 3.13(e) and 3.13(f). We see the high amount of reflection in the car body
deteriorating the performance of the segmentation results in the latter case, especially around
the hood of the car and windshield. In contrast the mud guard, lower parts of the buffer and
fender are segmented out quite well in Figure 3.13(f) as there is less reflection noise in that
region. Results for a semi-profile view of the car are shown in Figures 3.1 and 3.14 using same
convention.
(a) Initialization (b) Result
Figure 3.12: The figure shows the ‘Model Assisted Segmentation’ results for a real photograph
of a Mazda Astina car. The initialization curves for a selection of car body parts are shown in
3.12(a) based on the fine 3D pose shown in Figure 3.10(f). The 3D model outlines are shown
in ‘green’ and the initialization curves obtained by eroding these outlines are shown in ‘red’.
The resulting segmentation is shown in 3.12(b). Close ups are shown along with benchmark
results in Figure 3.13.
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Part Side View Semi Profile Avg.
Fender 97.7% 97.6% 97.7%
Front door 98.1% 95.3% 96.7%
Back door 96.8% 93.6% 95.2%
Mud flap 97.3% 95.1% 96.2%
Front window 97.8% 97.5% 97.7%
Back window 99.5% 93.9% 96.7%
Table 3.1: Accuracy of the sub-segmented parts measured against hand annotated ground truth.
3.4.2.3 Accuracy
The accuracy of the results have been compared against a ground truth obtained from the
photographs by hand annotation in Table 3.1. We calculate the accuracy as
a = 1− ∑u, v |UR(u, v)⊕UG(u, v)|∑u, v UG(u, v) (3.13)
where UR and UG are two binary images of the sub-segmentation result and the ground truth
respectively. The term ∑u, vUG(u, v) gives the number of pixels in the ground truth seg-
mentation. The term ∑u, v |UR(u, v) ⊕UG(u, v) gives the number of mismatching pixels
between the obtained segmentation and the known ground truth. Therefore, a perfect segmen-
tation gives an accuracy of one while a completely wrong segmentation gives an accuracy of
zero. We note that the accuracy of our results is considerably high. Also, the side view has
a higher accuracy in general because the pose estimation gave a better result and hence the
segmentation was better initialized.
3.4.2.4 Benchmark tests
Our results from Model Assisted Segmentation were compared with state of the art image
segmentation methods GrabCut (GC) [76] and ‘Level set (LS)’ [50] which do not use any
Model Assistance. A bounding box has been used initialize the benchmark methods. We
compare our results (Figures 3.13(b) and 3.13(f)) with the benchmark tests in Figure 3.13.
The segmentation obtained using our method are more accurate in general. In addition to
this, our method has the added advantage of sub-segmenting parts of the same object. This
is a non-trivial task for conventional segmentation methods when the sub-segments of the
object share the same color and texture. In terms of overall performance, we observe that
in our method the segmentation results ‘bleed’ a lot less into adjacent areas, unlike with the
benchmark results. In terms of sub-segmenting parts of the same object, we see in Figure
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(a) Initialization (b) Result (c) Benchmark - GC (d) Benchmark - LS
(e) Initialization (f) Result (g) Benchmark - GC (h) Benchmark - LS
Figure 3.13: Different close ups (row wise) for the results in Figure 3.12 are shown with the
initialization curves (column 1), our results (column 2), benchmark results with GrabCut GC
(column 3) and benchmark results with LevelSet LS (column 4). Our results are more accurate
in general. Note the bleeding and false positives in the benchmark results. Our method is more
accurate and sub-segments the image into meaningful parts.
3.13(f) that our method is capable of successfully segmenting out the fender, mud guard and
the buffer from the front door unlike the benchmark methods. In fact it would be extremely
difficult (if not impossible) to sub-segment parts of the front of the car which are painted the
same color with conventional methods. Similarly the back door, back window and the smaller
glass panel have been segmented out in Figure 3.13(b) where as the benchmark methods group
them together. Results for a semi-profile view of the car are shown in Figure 3.1 with close
ups and benchmark comparisons in Figure 3.14. Our results are better and separate the object
into meaningful parts.
3.5 Chapter summary
In this chapter, we described a method to register a 3D CAD model over a known vehicle in a
photograph using a gradient based distance measure. With the help of the recovered 3D pose,
we proposed a Model Assisted Segmentation method to identify parts of the vehicle in the pho-
tograph. Although the method gives reasonable segmentation accuracies on real photographs
as shown in Section 3.4.2, the recovered 3D pose is very sensitive to the initial pose as shown
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(a) Initialization (b) Result (c) Benchmark - LS (d) Benchmark - GC
(e) Initialization (f) Result (g) Benchmark - GC (h) Benchmark - LS
(i) Initialization (j) Result (k) Benchmark - GC (l) Benchmark - LS
Figure 3.14: The figures show different close ups (row wise) for the results in Figure 3.1.
Initialization curves (column 1), our results (column 2) and benchmark results (columns 3 and
4) are shown. We note that our results more accurate and has sub-segmented the car into
meaningful components.
in Section 3.4.1. Therefore, we present in Chapter 4, a more robust pose estimation method.
Chapter 4
Robust Pose Estimation
4.1 Introduction
We propose to detect damages in vehicles which have met with an accident using an undam-
aged 3D CAD models as ground truth information. To this end, the ground truth 3D CAD
model has to be registered over the vehicle in the photograph using the correct pose. Given the
limitations in the pose estimation method described in Chapter 3, in this chapter, we propose
a more robust pose estimation method. The work presented in this chapter was published in
Jayawardena et al. [36].
Pose estimation is a fundamental problem in computer vision and has applications in
robotic vision and intelligent image analysis. In general, pose estimation refers to the process
of obtaining the location and orientation of an object and its parts relative to its surroundings.
We restrict our work to non-articulated objects (e.g., vehicles with mild damage) where there
is no relative movement between object parts.
The accuracy and nature of the pose estimate required varies from application to applica-
tion. Certain applications require the estimation of the full 3D pose of an object, while other
applications require only a subset of the pose parameters. We need to find the complete 3D
pose in order to project a ground truth 3D CAD model of the vehicle over the vehicle in the
photograph.
4.1.1 Motivation
The 2D-3D registration problem in particular is concerned with estimating the pose parameters
that describe a 3D object model within a given 2D scene. An image/photograph of a known
object can be analyzed in greater detail if a 3D CAD model of the object can be registered over
it (as in Figure 4.1(b)) to be used as a ground truth. Ground truth in this sense is the 3D location
and orientation of the parts of the car in the photograph with respect to a 3D CAD model of the
car (which is not damaged), in terms of pixel coordinates. The target application is automatic
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(a) Initial rough pose
(b) Final pose
Figure 4.1: The recovered pose of a Mazda Astina using a scanned 3D model of the car.
4.1(a) shows the ‘Initial rough pose’ (obtained from the wheel match method of Hutter and
Brewer [33]) used to initialize the optimization. 4.1(b) shows the resulting ‘Final pose’ (a
perfect match) obtained by optimizing the novel distance measure. The pose is shown in
‘yellow’ by an outline of the projected 3D model. The images have been cropped for visual
clarity. Note the large amount of reflection in the front of the car, which make pose recovery
very challenging with conventional methods.
damage detection in vehicles using photographs taken by a non-expert. The photographs will
be taken in an uncontrolled environment (where the orientation of the vehicle and camera
parameters are unknown) and delivered to a server for analysis. We restrict ourselves to cases
where the vehicle is not completely destroyed. The focus of this work is to develop a method
to estimate the pose of a known 3D object model in a given 2D image, with an emphasis on
estimating the pose of vehicles. We have the following objectives in mind.
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• Work under varying and unknown lighting conditions. The photographs are to be
taken at the scene of the accident which is typically an outdoor roadside environment.
Therefore it is hard to predict illumination conditions at the scene which may depend on
a multitude of factors such as the weather, the time of the day and surrounding objects.
• Work in an uncontrolled environment. We do not have much control over the scene
of the accident. Therefore, we do not have the luxury of using pose estimation methods
which are typically employed inside a laboratory or a factory. For example we cannot
use fiducial based pose estimation methods [46] which rely on fixing markers to the
vehicle or the surrounding objects to obtain known fixed points in the 3D scene.
• Estimate the full 3D pose of the object. The pose of the vehicle in our photographs
are different from a partial pose as in an overhead view of traffic [42] or machine parts
moving along a conveyor belt photographed from the top [25]. In the first case, the 3D
pose can be simplified to two degrees of freedom for the 2D position along the ground
and another degree of freedom for the rotation angle from the horizontal. In the case of
the latter, once more the 3D position can be simplified to contain the 2D position along
the belt and the rotation along the plane containing the belt. Our vehicle photographs
allow a full 3D pose with seven degrees of freedom as discussed in Section 2.1.4. In ad-
dition, we do not expect the end users of the system to have any experience in computer
vision. Hence, it is not practical to request the users to restrict the vehicle photographs
to a limited set of poses.
• Avoid user interaction. We prefer a fully automatic system where user interaction is
not needed for the 3D pose estimation or the damage detection, apart from taking the
photographs and uploading to the system.
A 3D pose estimation method with these properties would also be useful in remote sensing,
automated scene recognition and computer graphics, as it allows for additional information to
be extracted without the need for human involvement.
A detailed review of existing pose estimation methods spanning over the past 30 years is
presented in Section 2.1, along with reasons on why these methods are unsuitable for our work.
4.1.2 Main contribution
This chapter presents a method which registers a known 3D model over a given 2D photograph
containing the modeled object while satisfying the objectives outlined above. It does this by
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measuring the closeness of the projected 3D model to the 2D photograph on a pixel (rather
than feature) basis. Background and unknown lighting conditions of the photograph are ma-
jor complications which prevent using a naive image difference like the absolute or squared
difference between pixels of the photograph and the 3D model projection as a measure of fit.
The major contribution of this chapter is the novel distance measure proposed in Sec-
tion 4.2 that does neither depend on the lighting of the real scene in the photograph nor on
choosing an appropriate lighting when rendering the 3D model, and hence does not require
knowledge of the illumination. We derive in Section 4.3 a distance measure for vector-valued
pixel attributes (of different modality) that is invariant under linear transformations of the at-
tributes.
The distance measure is analyzed using synthetic and real photographs in Section 4.4.
We show that the distance measure is well behaved and can be optimized using a standard
optimization method to find an accurate pose. Optimizing the distance measure is described
in Section 4.5. Sensitivity of the final recovered pose to the initialization and results on real
photographs are presented in Section 4.6. Implementation details are discussed in Chapter 4.7.
4.2 Registering a 3D Model over a 2D photograph
In this section we describe our approach of registering a 3D model over a 2D photograph using
a novel illumination-invariant distance measure. A detailed derivation of the distance measure
is provided in Section 4.3.
4.2.1 Problem statement
Assume we want to register a 3D CAD model (M) of a known object over a 2D photograph
(F) of the object. We want to find the pose parameters (θ) which give a projection of M (Mθ)
which resembles the object in F. However, the pixel attributes of Mθ and F cannot be expected
to be similar even at the correct 3D pose, if the scene illumination in F is not known. For
example, consider a hypothetical photograph of a car where the scene is illuminated with light
falling from the left side of the car and a projection of a matching 3D CAD model at the correct
3D pose, but rendered with the light coming from the right side of the car. Rather than having
similar pixel values, Mθ can be expected to resemble the negative image of F. We present
below, a theoretical formulation which can be used to find the 3D pose (θ) using photographs
with unknown scene illumination.
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4.2.2 Theoretical formulation
Let P = {1, ..., nx}×{1, ..., ny} be the set of |P| (integer) pixel coordinates, and p = (x, y) ∈
P be a pixel coordinate. Let F : P → IRn be a photograph with n real pixel attributes, and
Mθ : P → IRm be a 2D projection of a 3D object using pose parameters θ with m real pixel
attributes. Possible attributes include colors, local texture features or surface normals. In the
following we consider the case of gray-level photographs (n = 1), and for reasons that will
become clear later, use surface normals and brightness (m = 4) of the (projected) 3D model.
4.2.3 Lambertian reflection model
We wish to derive a distance measure between F : P → IRn and Mθ : P → IRm which
can be optimized with respect to the pose parameters to obtain the correct 3D pose. A simple
Lambertian reflection model [21] is not realistic enough to result in a zero distance with real
photographs, even at the correct pose. Nevertheless (we believe and experimentally confirm
that) a Lambertian model results in a minimum at the correct pose, which is sufficient for
recovering the 3D pose parameters.
We use Phong shading [21] without the specular reflection terms for this purpose . Let
Ia ∈ IR and Id ∈ IR be the global ambient and diffuse light intensities of the 3D scene. Let
L ∈ IR3 be the (global) unit vector pointing towards the light source (or their weighted sum
in case of multiple sources). For each surface point p, let ka(p) ∈ IR and kd(p) ∈ IR be
the ambient and diffuse reflection constants (intrinsic surface brightness) and φ(p) ∈ IR3 be
the unit (interpolated) surface “normal” vector. Then, based on the Phong lambertian shading
model, the the apparent intensity I of the corresponding point p in the projection Mθ(p) is
I(p) = ka(p)Ia+kd(p)(L>φ(p))Id+ I0 ≡ A·Mθ(p)+b (4.1)
The last expression is the same as the first, but written in a more convenient form where
Mθ(p) := (ka(p), kd(p)φ(p))> ∈ IR4×1 (4.2)
are the known surface (dependent) parameters, and A := (Ia, IdL>) ∈ IR1×4 are the four
(unknown) global illumination constants, and b = I0. Since we approximate the scene illumi-
nation with a lambertian shading model, we include an offset I0 which is not in the original
Phong lambertian shading model. The term I0 acts as a partial correction to account for the
non-lambertian terms in the complete Phong shading model and other illumination effects
which are not considered in our model. Since I(·) is linear in A and Mθ(·), any rendering is a
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simple global linear function of Mθ(p). This model holds true even for multiple light sources
and can easily be generalized to accommodate color models and color photographs. The model
will not account for self occlusions. However, it is assumed that effects of self occlusions are
negligible in our vehicle images.
4.2.4 Illumination invariant distance measure
We measure the similarity of the 3D model projection Mθ to the 2D photograph F using a dis-
tance D(F, AMθ + b), e.g., a squared, absolute or Mahalanobis [54] distance. We do not want
to assume any extra knowledge of the illumination conditions A under which the photograph
has been taken, which rules out a direct use of D. Ideally we want a distance between F and
M that is independent of A and is zero if and only if there exists an illumination condition A
such that F and AMθ + b coincide.
Indeed, this is possible, if (rather than defining Mθ as some A-dependent rendered pro-
jection of M) we use A-independent brightness and surface normals Mθ (as defined in Equa-
tion 4.2) as pixel features . Thereby we define a distance as follows. Let
F¯ :=
1
|P| ∑p∈P
F(p) ∈ IR and M¯θ := 1|P| ∑p∈P
Mθ(p) ∈ IR4 (4.3)
be the average attribute values of the photograph and 3D model projection, and
CFMθ :=
1
|P| ∑p∈P
(F(p)− F¯)(Mθ(p)− M¯θ)> ∈ IR1×4 (4.4)
be the cross-covariance matrix between F and Mθ . We define CMθF = C
>
FMθ ∈ IR4×1, the
covariance matrices CFF ∈ IR1×1 and CMθMθ ∈ IR4×4 in a similar manner. Consider the fol-
lowing distance or distance measure between F and Mθ which is obtained from Equation 4.24
derived in Section 4.3, when X = F, Y = Mθ n = 1 and m = 4.
DI(θ) := 1− tr[CFMθC−1MθMθCMθFC−1FF ] (4.5)
Note that this expression is does not involve of A, which represents the illumination parame-
ters. Furthermore, in Section 4.3 we show that DI(θ) is invariant under regular linear trans-
formations of the pixel attribute values of F and Mθ and zero if and only if there is a perfect
linear transformation of the pixel attribute values from Mθ to F. This makes it unnecessary to
know the exact surface reflection constants of the object (ka(p) ∈ IR and kd(p) ∈ IR). We will
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derive
DI(θ) = min
A,b
DMahalanobis(F, A·Mθ + b) (4.6)
in Section 4.3. This implies that DI(θ) is zero if and only if there is an illumination condition
A under which F and Mθ coincide, as we desired.
4.3 Derivation of the illumination invariant distance measure
A detailed derivation of the illumination invariant distance measure is as follows.
4.3.1 Notation
Using the notation from Section 4.2, we measure the similarity of the photograph F : P→ IRn
and projected 3D model Mθ : P→ IRm (returning to general n,m ∈ IN) by some distance:
DI(θ) := D(F,Mθ) :=
1
|P|∑p∈P
d(F(p),Mθ(p)) (4.7)
where d is a distance measure between corresponding pixels. A very simple choice in case of
m = n would be the squared distance d(F(p),Mθ(p)) = ||F(p)−Mθ(p)||22. However, as
discussed in Section 2.1 this would be unsuitable for our purpose.
It is convenient to introduce the following probability notation: Let ω be uniformly dis-
tributed1 in P, i.e. Pr[ω] = |P|−1. We define the vector random variables X := F(ω) ∈ IRn
and Y := Mθ(ω) ∈ IRm. The expectation of a function of X and Y then is
E[g(X,Y)] :=
1
|P| ∑ω∈P
g(X(ω),Y(ω)) (4.8)
With this notation, Equation 4.7 can be written as
DI(θ) = D(X,Y) = E[d(X,Y)] (4.9)
4.3.2 Unknown noisy relationship
Let us now assume that there is some noisy relationship f between (the pixels of) F and Mθ ,
i.e. between X and Y:
Y = f (X) + ε, ε = noise (4.10)
1With a non-uniform distribution one can easily weight different pixels differently.
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If f is known and ε is Gaussian, then
D f (X,Y) = E[|| f (X)−Y||22] (4.11)
is a distance measure which can be used to find the correct f (X), specifically the MAP es-
timate of f (X). In case F and Mθ are from the same source (same pixel attributes, lighting
conditions, etc), choosing f as the identity function results in a standard squared distance. In
many practical applications, f is not the identity and furthermore, is unknown (e.g., mapping
gray models to real color photographs of unknown illumination conditions). Let us assume that
f belongs to some set of functions F . F could be the set of all functions or just contain the
identity or be anything in between these two extremes. Then the correct f may be estimated
by minimizing D f to obtain,
fbest = argmin
f∈F
D f (X,Y) (4.12)
Thus we define
D(X,Y) := min
f∈F
D f (X,Y) = D fbest(X,Y) (4.13)
Given F , D can in principle be computed and measures the similarity between X and Y
for unknown f . Furthermore, D is invariant under any transformation X → g(X) for which
f ◦ g ∈ F for f , g ∈ F , whereF is the same family of functions. This leads to the illumination
invariance property of our distance measure as discussed in the sections to follow.
4.3.3 Linear relationship
Since we use the Phong lambertian shading model (Section 4.2.3) we consider the set of linear
relationships.
Flin := { f : f (X) = AX+ b, A ∈ IRm×n, b ∈ IRm} (4.14)
For instance, a linear model is appropriate for mapping a color image to a gray images (given
the scene illumination remains unchanged) or to map a positive image to its negative image.
With a linear f , D becomes
D(X,Y) = min
A∈IRm×n
min
b∈IRm
E[||AX+ b−Y||22] (4.15)
and the distance is invariant under all regular linear re-parametrization of X, i.e. D(X,Y) =
D(AX+ b,Y) for all b and all non-singular A. Unfortunately, D is not symmetric in X and Y
and in particular not invariant under linear transformations in Y. Assume that the components
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(Y1, ...,Ym)> are very different to each other (e.g., Y1=color, Y2=angle, Y3=texture). Then the
2-norm ||Y||22 = Y>Y = Y21 + ...+Y2m does not take these differences into account. A standard
solution is to normalize by the variance, i.e., to use ∑i Y2i /σ
2
i , where σ
2
i = E[Y
2
i ]− E[Yi]2.
However, this normalized form is only invariant under component scaling.
4.3.4 Linear invariant distance
To get invariance under general linear transformations, we scale using the covariance matrix
CYY := E[(Y− Y¯)(Y− Y¯)>], Y¯ := E[Y] (4.16)
The Mahalanobis norm (cf. Section 2.1.3)
||Y||2C−1YY := Y
>C−1YYY (4.17)
is invariant under linear homogeneous transformations, as can be seen from
||AY||2C−1AY,AY ≡ Y
>A>C−1AY,AYAY
= Y>C−1YYY
≡ ||Y||2C−1YY (4.18)
where we have used CAY,AY = ACYYA>.
Hence the following distance
D(X,Y) := min
A∈IRm×n
min
b∈IRm
E[||AX+ b−Y||2C−1YY ] (4.19)
is invariant under any non-singular linear transformation of X and any non-singular linear
transformation of Y including non-homogeneous transformations.
4.3.5 Explicit expression of the distance measure
Since Equation 4.19 is quadratic in A and b, the minimization can be performed explicitly,
yielding, after some linear algebra,
b = bmin := Y¯− AminX¯ and A = Amin := CYXC−1XX, where (4.20)
CYX := Cov(Y,X) = E[(Y− Y¯)(X− X¯)>], X¯ := E[X] Y¯ := E[Y] (4.21)
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and CXX is obtained in a similar manner. Inserting Equation 4.20 back into Equation 4.19 and
rearranging terms gives
D(X,Y) = tr[11− CYXC−1XXCXYC−1YY] = m− tr[CXYC−1YYCYXC−1XX]. (4.22)
where
CYX = C>XY (4.23)
This explicit expression shows that D would be symmetric in X and Y if not for the m term.
For comparisons, e.g., for minimizing D with respect to θ, the constant m does not matter.
Since the trace can assume only values in the interval [0,min{n,m}], it is natural to obtain the
symmetric a expression as
min{D(X,Y),D(Y,X)} = min{n,m} − tr[CXYC−1YYCYXC−1XX] (4.24)
Returning to our original notation in Section 4.2, this expression coincides with the distance
measure in Equation 4.5. It is hard to visualize this distance measure, even for n = 1 and m =
4. However, the special case of m = n = 1 is instructive, for which the expression reduces
to D(X,Y) = 1 − corr2(X,Y), where corr(X,Y) = Cov(X,Y)/σXσY is the correlation
between X and Y. The larger the (positive or negative) correlation, the more similar the images
and the smaller the distance measure.
4.4 Practical behavior of the distance measure
In this section, we explore the nature of the distance measure derived in Section 4.3 for real
and synthetic photographs. For consistency we use the same pose representation used before
in Section 3.2.5
4.4.1 Distance measure landscape for synthetic photographs
In order to understand the behavior of the distance measure, we have generated distance mea-
sure landscapes for synthetic images of 3D models. To produce these landscapes, a synthetic
photograph was generated by projecting the 3D model at a known pose θ0 using Phong shad-
ing. We then vary the pose parameters, two at a time about θ0 and find the value of the distance
measure between this altered projection and the synthesized photograph taken at θ0. These
distance values are recorded, allowing us to visualize the behavior of the distance measure by
observing surface and contour plots of these values. The unaltered pose values should project
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an image identical to the input photograph, giving a distance of zero for the distance mea-
sure in Equation 4.5. Altered poses should result in distance values which increase with the
deviation from the original pose. The variation of the distance with respect to a pair of pose
parameters is shown in Figure 4.2(a). It can be seen from these distance landscapes that the
distance has a clear minimum at the initial pose θ0. The distance values increase as these pose
parameters deviate away from θ0, up to ±20%. From this data, we are able to see that the
minimum corresponding to θ0 can be considered a global minimum for all practical purposes.
The distance measure landscapes for all pose parameter pairs are included in Appendix A. The
pair wise plots suggest that the distance measure should have a global minimum at the initial
pose, allowing us to find this pose using standard optimization techniques, as demonstrated in
Section 4.5.
4.4.2 Distance measure landscape for real photographs
The landscape of the distance measure was analyzed for real photographs by varying the pose
parameters of the model about a pose obtained by manually matching the 3D car model to
the real photograph shown in Figure 4.1. The variation was plotted by taking a pair of pose
parameters at a time over the entire set of pose parameters. A distance landscape obtained
by varying µy and δx for a real photograph is shown in Figure 4.2(b). Consistent with the
experiment Figure 4.1 in Section 4.6.2, a GrabCut margin of 20 was used to initialize the back-
ground removal when calculating the distance measure for the real photograph. The variation
of the distance measure for other pose parameter pairs are included in Appendix A. Although a
global minimum exists at the best pose of the real photograph, the distance measure landscape
near the minimum is not as steep and clean as in the landscape for the synthetic photograph
in Figure 4.2(a). We can expect the distance measure landscape in higher dimensions to be
considerably more complex. However, we see in our results in Section 4.6.2 that the dis-
tance measure for real photographs is sufficiently well behaved around the neighborhood of
the correct pose, to avoid local minima when the optimization is initialized as discussed in
Section 3.2.6.3.
4.5 Optimizing the distance measure for pose estimation
As explained in Section 4.3, the correct pose parameters θtrue will give the lowest distance
value. The distance measure landscape, as discussed in Section 4.4, shows that θtrue corre-
sponds to the global minimum of the distance measure. Therefore, we minimize the distance
measure Equation 4.5 with respect to θ in order to obtain θtrue.
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(a) Synthetic photo
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(b) Real photo
Figure 4.2: Distance measure landscapes for synthetic and real photographs. The distance
measure was visualized by plotting its variation with a pair of pose parameters at a time.
The variation of the distance measure with a pair of pose parameters are shown for a syn-
thetic photograph (a) and a real photograph (b). Consistent with the experiment Figure 4.1 in
Section 4.6.2, a GrabCut margin of 20 was used to initialize the background removal when
calculating the distance measure for the real photograph.
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Figure 4.3: Sensitivity of the estimated pose to changes in the initial pose parameters is shown
row-wise for photo-realistic synthetic images. The plots show the error in the estimated pose
when varying initial pose parameters: δ and µ (column two), ψ (column three) and f (column
four). The GrabCut margin used for background removal (Section 4.5) is m.
We use the same optimization strategy as used before in Chapter 3 in Section 3.2.6, along
with the initialization approach described in Section 3.2.6.3 and background removal method
given in Section 3.2.6.4.
4.6 Experimental results
In this section we present experimental results of estimating the 3D pose of vehicles in real
photographs. We begin by analyzing the sensitivity of the final estimated pose to deviations in
the initial pose parameters.
4.6.1 Sensitivity to the initial pose
The effects of varying the initial rough pose was analyzed on photographs of objects at known
poses in a similar manner as done in Section 3.4.1 for the gradient based distance measure.
The dataset used in Section 3.4.1 was used once more, owing to the same reasons and for
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Figure 4.4: Sensitivity of the estimated pose to changes in the initial pose parameters is shown
row-wise for photo-realistic synthetic images. The plots show the error in the estimated pose
when varying initial pose parameters: δ and µ (column two), ψ (column three) and f (column
four). The GrabCut margin used for background removal (Section 4.5) is m.
consistency.
Once more we use the pose estimation error as given in Equation 3.12 to assess the final
pose. The final pose estimation error is shown in the plots in Figure 4.3 and Figure 4.4 for
several such photographs. Each row shows the photograph and pose estimation errors when
varying different parameters of the initial pose.
We see that the pose estimation method presented in this chapter is a lot more robust than
the method initially proposed in Chapter 3 in Section 3.2. In general, the plots in Figure 4.3
show that new method gives a far lower pose estimation error than the gradient based method
Section 3.2 which gives the errors in Figure 3.8 for the same photographs and initial pose
§4.6 Experimental results 55
deviations. In addition, the new method can continue to give lower pose estimation errors for
a greater deviation range of the initial pose parameters.
Pose estimation errors less than 0.02 are hardly visible when the 3D model projection
is overlaid on the actual photo. In general deviations in µ and δ of less than eight pixels,
deviations in the components of ψ of less than 0.03 (which result in significant deviations in
the initial pose of the projected 3D model) and deviations in f of around 300 pixels cause
acceptable errors for 800 by 600 photographs. The error is more sensitive to initial poses with
negative deviations in f , which increase the perspective distortion. The photograph of the bus
in Figure 4.4 is an extreme case where even small deviations in the initial pose parameters result
in considerable errors in the estimated pose. Owing to the high degree of perspective distortion
in photographs of the bus, the initial pose obtained from the wheel match method [33] has a
deviation too large from the original pose to yield a final pose estimate with an acceptable error.
In fact, a good pose estimate can be obtained for this case if a manual initial pose is provided
which is closer to the pose of the vehicle in the photograph - implying that the distance measure
behaves properly but is hard to optimize with the initial pose obtained from the wheel match
method [33]. However, typical deviations in the wheel match based initial pose give acceptable
errors in the final pose as shown in the results on real photographs in Section 4.6.2.
The GrabCut margin m used to initialize the background removal (as per Section 3.2.6.4)
was found to affect the quality of the final estimate. The error in the estimated pose for the
bus (Figure 4.4) is lower with m = 10 (row 3) than with m = 20 (row 4) for the same initial
pose. However, for the hatchback model m = 20 gives a lower error at the same initial pose
deviation. Hence, we propose to consider pose estimates over several values of m (typically
m = 2, 10, 20) and consider the estimated pose with the lowest distance.
The color of the object causes minor changes to the estimation error. Rows two and three
in Figure 4.3 shows the results for the same model rendered in red and green. The error in
parameter δy for example seems to be lower for the green car. This could be due to confusions
caused by similarities in the object and background colors.
We present next, results of the pose estimation on real photographs.
4.6.2 Results on real photographs
Experimental results on real photographs of different vehicle types and colors (using corre-
sponding 3D Models) are shown in Figure 4.1 and Figure 4.6. The photographs have realistic
conditions like cast shadows and surface specularities. We use an accurate laser scanned 3D
CAD model of a Mazda Astina (with more than 2 million polygons). We also use a Mazda 3
3D model, a Jeep Cherokee 3D model and a Hyundai Getz 3D model (Figure 4.5). The latter
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(a) Hyundei Getz (b) Jeep Cherokee
(c) Mazda 3 (d) Mazda Astina (scanned)
Figure 4.5: Some of the 3D CAD models used for the experiments are shown. 4.5(d) is a
laser scanned 3D model of a real Mazda Astina car and accurately matches the proportions and
detail of the real car in Figure 4.1. Additionally, it has a very high number of polygons.
models were obtained from the Internet and are less accurate with fewer than 500,000 poly-
gons each. Since ground truth pose information is not available for these photographs, in this
instance, the results were evaluated qualitatively.
For results in this section, the optimization was done using perspective projection. A per-
fect 3D pose is recovered with the scanned 3D model (Figure 4.1). The cost of obtaining such
a scanned 3D model for a real car is in the range of AUD 5, 000.00 as of writing this thesis.
However, we also test our method using the other cheaper 3D models obtained from the In-
ternet. The 3D models obtained from the Internet do not match the proportions and details of
the real vehicles accurately as they are created by graphics artists for visualizations, computer
graphics and computer games. However, we see acceptable qualitative results even when the
3D models do not perfectly represent the object in the scene (Figure 4.6).
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(a) Initial (b) Final
(c) Initial (d) Final
(e) Initial (f) Final
(g) Initial (h) Final
Figure 4.6: Experimental Results The ‘Initial rough pose’ (column 1) used to initialize the op-
timization and the resulting ‘Final pose’ (column 2) obtained by optimizing the novel distance
measure are shown for different real photographs (row-wise). The pose is shown in ‘yellow’
by an outline of the projected 3D model. Unlike the scanned 3D model in Figure 4.1, these
3D models do not perfectly match the proportions and detail of the real vehicle in the photo.
However, the proposed method produces good results even with approximate 3D models. The
images have been cropped for visual clarity.
4.7 Implementation details
We discuss some technical aspects of implementing the pose estimation approach based on the
illumination invariant distance measure. The initial code was implemented in MATLAB [59].
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Approach Distance calculation time Rendering time
MATLAB 0.16 s 2.28 s
C/OpenGL 0.04 s 0.17 s
Table 4.1: Time taken to render the image and to calculate the distance.
However, components were gradually ported to C/C++ in order to improve the speed of the
software.
4.7.1 3D rendering
In order to calculate the distance values described in Section 4.3, it was required to render
the surface normals and brightness of a 3D model at a given pose. Initially, the rendering
was done using model3D [62], a BSD licensed MATLAB [59] class. As this rendering was
not fast enough for our application, a separate module was written in C to render the model
off-screen using the OpenGL [67] pBuffer extension and GLX. This C module was used with
the MATLAB code using the MEX gateway. Initially, only the rendering was done in C/C++.
The rendered 2D intensity and surface normal matrices were returned back to MATLAB using
the MEX gateway. This seemed to exhaust memory when performing the tests described in
Section 4.5 and Section 4.6.2. Therefore, the rendering and the distance calculation were
also implemented in C/C++, with only the distance value returned to MATLAB for use in
optimization.
The latter approach improved performance in terms of speed and memory usage. A sum-
mary of the time taken to render the image and to calculate the distance using these approaches
are presented in Table 4.1.
4.7.2 Running times
A typical Downhill Simplex minimization requires distance measure evaluations in the order of
100 to 200. Using the C based distance calculation and OpenGL rendering, pose estimation in
synthetic image of 800 by 600 pixels took around 1 minute for models with more than 30,000
vertices. Recent work done in [65] on pose estimation using point correspondences, takes more
than 3 minutes (200 seconds) for a synthetic image of a model with only 80 points. Hence,
despite being a pixel based method, the performance of our approach is very encouraging.
Further improvements in speed may be obtained by using the graphics hardware (GPU) for
computing the distance measure.
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4.8 Chapter summary
The 3D pose of the model is important when using a 3D CAD model of an undamaged ve-
hicle to detect damages in a vehicle using photographs. In this chapter we have provided a
method to obtain this 3D pose by optimizing an illumination invariant distance measure. As
with the pose estimation method proposed earlier Chapter 3, the distance measure is optimized
with respect to the pose parameters in order to obtain the optimal matching pose. We present
pose estimation results on real car images. When comparing the sensitivity of the pose estima-
tion methods to the initial pose used to seed the optimizer, we show in Section 4.6.1 that the
method presented in this chapter is a lot more robust than the method presented previously in
Section 3.2 in Chapter 3. Therefore, the pose estimation method presented in this chapter is
better way to assist the model based segmentation work presented in Section 3.2.
An advantage of our method is that it does not rely on extracting feature points from the
photograph. Therefore, it is useful when working with photographs of cars, which have large
reflective surfaces where feature extraction gives noisy and unreliable results. Another advan-
tage is that our distance measure is independent of the scene illumination. Hence, the method
can be used under different illumination conditions which are not known a priori.
Experimental results suggest that our methods does not work well when the vehicle in the
photograph has very large perspective distortion effects. Also, the pose estimation method is
sensitive to the GrabCut margin used to initialize the background removal process.
In theory part of the vehicle which are not in the 3D CAD model can be expected to be
damage. However, vehicles have very reflective body panels which result in a lot of inter object
reflections which can also be confused as damage. We present next in Chapter 5, a method to
obtain reliable point correspondences between photographs of highly reflective objects such
as vehicles, with large homogeneous regions. Based on the work described in Chapter 5, we
also discuss methods for detecting image edges in vehicle photographs caused by inter object
reflections in Chapter 6.
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Chapter 5
Reliable Point Correspondences
5.1 Introduction
Structure from Motion (SfM) techniques that recover geometric scene information from a set
of images obtained from different views and most other tasks in multi view geometry, typically
require reliable point correspondences across the images (or tracks in the case of more than two
images) as a prerequisite. The applications range from complete 3D scene reconstruction to
stereo matching performed on uncalibrated images. Typically, various features in the images
are detected and matched in order to obtain such correspondences.
Much research has been done in this area and popular applications which use feature cor-
respondences include the work done by Snavely et al. [78] on aligning tourist photographs
obtained from the Internet. However, most conventional techniques for obtaining such corre-
spondences were not intended to be used with images of highly reflective surfaces with large
homogeneous regions such as
The method proposed in this chapter is capable of obtaining reliable point correspondences
from such imagery. The point correspondences obtained thus can be used for various multi
view geometry and SfM tasks.
We show in Chapter 6 the utility of using point correspondences obtained from our method
to estimate a homography transform between photographs of vehicle panels with mild dam-
age (Section 6.3), which can be used to detect inter object reflection in the photographs. We
demonstrate in this chapter, the reliability of the obtained point correspondences by estimat-
ing the epipolar geometry between two photographs and by performing an uncalibrated image
rectification on the photographs. We motivate our approach as follows.
5.1.1 Motivation
Most conventional techniques for obtaining such correspondences were not intended to be used
with images of highly reflective surfaces with large homogeneous regions. We are particularly
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Figure 5.1: Best point correspondences obtained from naive SIFT [53] matching do not give
a sufficient spatial spread to recover the epipolar geometry. The reliable matches are concen-
trated around relatively non-reflective areas. Best viewed in color.
interested in images of cars, which tend to have a lot of reflections and regions which are oth-
erwise poorly textured, due to the shiny metallic body of the car. To illustrate the nature of
the problem, we show in Figure 5.1 results of naively applying the SIFT [53] feature detection
and matching algorithm on a pair of very reflective images of a car. The best SIFT matches are
concentrated towards a corner of the image and are hence unsuitable to recover the epipolar
geometry of the scene. Even methods developed to work with comparatively feature impover-
ished scenes like the work by Lin et al. [51] were not intended for noisy images with a lot of
reflections, as discussed in Section 2.3. Hence, our novel approach proposed in this chapter.
The main contribution of this chapter is as follows.
5.1.2 Main contribution
We propose a novel method which uses feature descriptors evaluated along edge points in the
images to obtain point correspondences across two images. The point correspondences are
picked such that they have a good spatial distribution across the images. Our method is able
to obtain a sufficient amount of representative matches (inliers) which can be used to recover
the epipolar geometry of the scene from images where baseline methods fail (Section 5.3).
Unlike existing methods, our method does not place any restrictions on the camera (e.g., affine
camera, small motions) and works with highly specular reflective surfaces such as the body of
a car.
Relevant background material for this chapter, along with a review of related work was
presented in Section 2.2 and Section 2.3. The rest of this chapter is organized as follows. We
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present a theoretical formulation of the problem to be solved in Section 5.2. We conclude with
experimental results (Section 5.3) and a chapter summary (Section 5.4).
We formulate the problem as follows.
5.2 Problem formulation and proposed solution
Our goal is to obtain point correspondences from two images of an object with highly reflective
and largely homogeneous regions. The obtained correspondences should be good enough for
SfM tasks like recovering the epipolar geometry of the scene or estimating a homography
transform for near planar objects in the scene. Our proposed method for obtained reliable
point correspondences is as follows.
5.2.1 Putative point matches
Given two images I and I′ with point sets P and P′, we wish to find the correct mapping
m(p) = p′ for points p = (u, v) ∈ P = {p1, p2, ..., pn1} and p′ = (u′, v′) ∈ P′ =
{p1′, p2′, ..., pn2 ′}. Suppose we have a feature descriptor φ(p) evaluated on point p and a
suitable distance measure d(.) to compare two descriptors. An optimal assignment for p ∈ P
would be
m(p) = argmin
p′∈P′
d
(
φ(p),φ(p′)
)
(5.1)
5.2.2 Selecting candidate points
It is common practice [28] to use salient feature points (key-points) in the image as candidate
points p, p′ to perform matching. Commonly used methods to obtained key-points are as
follows.
Harris corner points [26] are obtained in a gray-scale image I by considering the sum of
squared differences (SSD) of a 2D patch at location (u, v) and shifting it by (x, y). Let Ix and
Iy be the partial derivatives of I such that
I(u+ x, v+ y) ≈ I(u, v) + Ix(u, v)x+ Iy(u, v)y (5.2)
The weighted SSD between these two patches is given by
S(x, y) =∑
u
∑
v
w(u, v) (I(u+ x, v+ y)− I(u, v))2 (5.3)
A corner (or an interest point) is characterized by a large variation of S in all directions of the
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vector (x, y). The Harris matrix is defined as
A =∑
u
∑
v
w(u, v)
[
I2x Ix Iy
Ix Iy I2y
]
=
[
〈I2x〉 〈Ix Iy〉
〈Ix Iy〉 〈I2y〉
]
(5.4)
where angle brackets denote averaging (i.e., summation over (u, v)). The Harris matrix A
should have two "large" eigenvalues to be an interest point. Since computing eigenvalues is
computationally expensive, interest points are obtained using
Mc = λ1λ2 − κ (λ1 + λ2)2 = det(A)− κ trace2(A) (5.5)
where κ is a tunable sensitivity parameter.
SIFT [53] efficiently searches over different scales and image locations using a difference-
of-Gaussian function. At each candidate location, key-points are detected based on measures
of their stability. Thereby, after the detection step, the scale is known for each key-point. The
SIFT descriptor φ(p) is obtained at key-point p using local image gradients measured at the
scale obtained from the key-point detection step.
We show experimentally in Section 5.3 that key-points from the above methods do not
in general result in reliable point correspondences across photographs dominated by large re-
flective and homogeneous regions. Figure 5.1 shows an example where SIFT [53] key-points
and SIFT matching [53] result in point matches which are concentrated towards a corner of
the image which has relatively non-reflective regions. Such point matches are unsuitable to
recover the epipolar geometry of the scene as it is not spatially well distributed to describe the
3D scene. Often strong key-points in reflective homogeneous surfaces are caused by reflec-
tions which are may not be present in the other view and hence cannot be matched. On the
other hand, the homogeneous surface itself does not have strong features that can be detected
as key-points, apart from points along edges of the surface. Hence it makes sense to simply
focus on points along image edges.
Image edges have been known to be helpful when working with feature impoverished
imagery. For example, Klein and Murray [41] have used edge features to improve the perfor-
mance of visual tracking in the presence of motion blur, in a simultaneous localization and
mapping (SLAM) application using video sequence of mostly non-reflective scenes. Also,
Meltzer and Soatto [61] have used an edge based descriptor to obtain wide baseline correspon-
dences to perform structure from motion (SfM) on imagery of scenes mostly dominated by
straight line edges. In a similar spirit, we found that the quality of the obtained point corre-
spondences and the structural information obtained subsequently can be greatly improved by
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restricting the candidate points to points lying along image edges. Therefore, we select image
point sets P and P′ such that the points lie on edges in the image which are defined as follows.
5.2.3 Edges in the image
We refer to edges in the image as defined in Section 6.1.
Let the set ei = {pj, pk, . . .} be an image edge segment in image I containing a set of edge
points. We obtain the set of all edge points E =
⋃
i
ei in image I and similarly E′ in I′. Our goal
then, is to find point matches as per Equation 5.1 considering only points which lie on image
edges such that p ∈ E and p′ ∈ E′. We used the popular Canny [13] edge detector which has
been shown to perform well experimentally [29] with parameters adopted to the data. We used
the MATLAB Canny implementation which uses a standard deviation σ =
√
2 and computes
the two hysteresis thresholds relative to the highest gradient magnitude in the image.
Matching edge points require feature descriptors to be evaluated at each edge point rather
than on sparse key-points. It is convenient to use a dense feature descriptor to this end. Ow-
ing to its speed and use with wide baseline stereo images, we chose the DAISY [84] feature
descriptor for our work.
5.2.4 Sift on edge points
As SIFT [53] is limited to key-points, we considered Dense SIFT (DSIFT [86]) on edge points.
However, the scale which is computed automatically during key-point detection in SIFT [53],
needs to given explicitly with DSIFT. On the contrary, the DAISY descriptor, which is also a
dense descriptor, incorporates a range of scales by definition. Additionally, as per the compu-
tation complexity evaluation in [83, 84], DAISY is also a lot faster than SIFT. Hence we used
DAISY.
5.2.5 Edge feature ambiguities
Indeed edge points on their own are not as discriminative as corners and blobs. However,
images of highly reflective objects with large homogeneous regions lack discriminative cor-
ners/blobs with sufficient spatial distribution to recover the EPG. For such images, DAISY
descriptors evaluated over edge points give better results (Section 5.3). The spatial constraint
Section 5.2.6 also reduces the ambiguity of edge point matches.
Sophisticated techniques like graphical models [10] could also be utilized to employ smooth-
ness constraints enforcing points on the same edge in I to match to points on a single edge in
I′. In practice however, detected edges are often noisy and tend to fragment in an unpredictable
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manner. Hence, we found the simple greedy matching in Equation 5.1 to be more effective.
Next we describe estimating the EPG using putative point correspondences.
5.2.6 Recovery of the epipolar geometry (EPG)
Given two images that describe a 3D scene, its epipolar geometry (EPG) gives information
about the camera setup in a projective sense. The EPG can be used to infer knowledge about
the 3D scene via triangulation or stereo matching. In the case of an uncalibrated and unknown
camera setup, image rectification may be performed prior to stereo matching.
As discussed in Section 2.2, the epipolar geometry can be obtained by finding the Funda-
mental Matrix F such that
x′TFx = 0 (5.6)
for all correct point correspondences x ↔ x′ since F is an algebraic representation of the
epipolar geometry.
5.2.7 RANSAC
As discussed in Section 2.2, the F may be found robustly using RANdom SAmple Consensus
(RANSAC) [20] based methods, given a set of noisy point correspondences. The essence of
these methods is to find a fundamental matrix (which satisfies Equation 5.6) using a random
subset of the given points such that it agrees with the largest number of the remaining points.
This is repeated for a given number of iterations and the best solution is selected. Such methods
are robust in the presence of noisy outliers with considerable errors.
PROSAC has been shown to perform better than RANSAC by assuming that putative
matches with higher quality (i.e with a lower matching cost) are more likely to be inliers [1].
In our case however, inter object reflections on the reflective surfaces (e.g., reflections of trees
on vehicle panels and glass) may generate high quality matches which are outliers to the EPG
of the main scene. Therefore we do not consider the matching quality/cost.
We use the normalized 8pt algorithm for model fitting in each RANSAC iteration and
a distance threshold of 0.01 to filter outliers [28]. We use M-estimator SAmple Consensus
(MSAC) [75] as it is known to converge faster than standard RANSAC. However, the number
of samples required to ensure with a given probability, that at least one sample has no outliers
for a given sample size, increase exponentially as shown by Hartley and Zisserman [28]. This
makes images with highly reflective and homogeneous regions which give very noisy point
correspondences, very challenging to work with. Selecting points along edges in the image,
gives more reliable matches for images with largely homogeneous regions and reflections.
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5.2.8 Spatial Constraint
To obtain an EPG which is representative of the actual 3D scene, it is important to have match-
ing inlier points which are spatially well distributed across the images. However, naive feature
matching of reflective images tend to concentrate correct point matches over areas which are
relatively less reflective as shown in Figure 5.1. To avoid this problem, we enforce a spatial
constraint inspired by [92] and [40]. In our implementation, the putative point matches of
Section 5.2.1 are initially found greedily. Next, we pick the best k putative matches (typically
k = 2) from buckets in a rectangular spatial grid over one image as shown in Figure 5.10. This
way, we are not limited to small camera motions or scale changes. As an extreme case, con-
sider the bucket at the top-left corner of the image. We may well pick a matching point from
the bottom-right corner in the other image as long as the matching cost is within the lowest k
costs of the other matches for this bucket. We present next, an experimental evaluation of our
method along with baseline comparisons.
5.3 Experiments
We compare our method quantitatively and qualitatively against baseline methods. The experi-
ments include the standard 2006 Middlebury stereo vision dataset [30], the DAISY dataset [83,
84] and our own car dataset of over 70 images of highly reflective car images.
5.3.1 Quantitative results and comparison with baseline methods
We quantitatively evaluate the quality of the EPG recovered from our method and baseline
methods as follows. We use the method adopted by Zhang [91] to measure the similarity
between the recovered EPG and the ground truth EPG. An outline of this method included
in Appendix C. We use this method [91] to compute an average distance between points and
epipolar lines using the recovered fundamental matrix (F) and the ground truth fundamental
matrix (Fgt). The better method should recover an EPG closer to the ground truth and therefore
give a lower average distance.
We use the wide baseline fountain and herzjesu images with ground truth camera calibra-
tion information from the DAISY dataset [83, 84]. We use the provided ground truth projection
matrices to compute a ground truth fundamental matrix Fgt for a given image pair.
Figure 5.2 shows box plots of the average distance (in pixels) using the method adopted by
Zhang [91]. Since all images have the same dimensions, the average distance is comparable
in pixels. Although the average distance evaluated using only the inlier point correspondences
is in the order of sub pixels, we use the average distance [91] evaluated over all point corre-
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Figure 5.2: The box plots show the average distance adopted from Zhang [91] for our method
de and baseline methods s,ds and dh with g at the end indicating tests where the spatial con-
straint was enforced. We used the DAISY dataset [83, 84]. Lower average distance indicates
better performance.
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spondences for comparison of the methods in Figure 5.2. This is because even an incorrectly
estimated epipolar geometry will still give a very low distance over its inliers. Since each of
the methods generate different inliers, a distance evaluated using only the inliers need not in-
dicate the correctness of the recovered epipolar geometry and is therefore not a good measure
to compare the performance of the methods.
5.3.2 Compared methods
We include two variants of our method. The first variant deg uses edge points matched us-
ing DAISY descriptors which are sampled over a spatial grid across the image as explained
in Section 5.2 under the spatial constraint. The other variant de, does not consider the spa-
tial constraint. We need baseline methods where key-points are not restricted to edges as in
our methods. As such, we use DAISY descriptors evaluated on SIFT [53] key-points ds and
Harris [26] corner points dh. We also include a baseline method where SIFT key points are
matched using the SIFT matching algorithm (as per Lowe [53]) using SIFT descriptors s. We
see that our method with the spatial constraint deg gives the lowest average distance (indicated
by the horizontal line in the middle of each box) and also has the lowest dispersion or spread
as seen by the interquartile range indicated by the ends of each box in Figure 5.2.
The baselines ds and dh improve marginally with the spatial constraint (dsg and dhg).
However, the spatial constraint causes a significant performance drop with SIFT key-points and
SIFT matching (s vs sg). The SIFT distance ratio (nearest neighbor test) already filters possible
matches which could have been picked once the spatial constraint is enforced. Therefore,
enforcing the spatial constraint in sg yields poor quality matches which significantly affects
the EPG computation. The results in Figure 5.2 show that our methods deg and de continue to
perform better than the baselines, even with the spatial constraint. Qualitative results shown in
Section 5.3.3 indicate the same.
5.3.3 Qualitative results
Apart from the illustrations of the recovered epipolar geometry for the DAISY dataset shown
in the previous section, we show qualitative results of our method on another standard dataset.
Results with our method deg on a typical image from the 2006 Middlebury dataset [30] are
shown in Figure 5.3. Since the images in the Middlebury dataset are pre-rectified correct
matches should be horizontal. We note that much of the putative matches from our results are
horizontal. Also the recovered EPG shows horizontal epipolar lines (Figure 5.3).
We evaluated our method and baselines qualitatively on our car dataset containing over 70
image pairs. Results on the dataset are included in Appendix B. A typical result is shown in
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(a) Putative matches
436 Putative Matches
267 inliers from 436 putative matches 
Daisy on edges with spatial Residual Error = 440.9404
Uncalibrated Stereo Rectification
(b) Recovered EPG and inlier matches
Figure 5.3: Our method deg on a pair of images from th Middlebury dataset [30]. Since
the images are pre-rectified correct matches should be horizontal. Color code: cyan lines
- epipolar lines, yellow dots - matched points, magenta lines - point correspondences. Best
viewed in color.
Figure 5.4 and Figure 5.5 with methods denoted as per Section 5.3.1. The recovered EPG from
the baseline methods in Figure 5.4 are clearly wrong as the epipolar lines seem to indicate that
the photographer has walked towards the car where as in reality the photographer has moved
side ways. As the recovered epipoles are incorrectly located inside the images, uncalibrated
rectification [28] cannot be performed. On the other hand, our method deg in Figure 5.5(a)
recovers a significantly better EPG (Figure 5.5(b)) for the same image pair. The near horizontal
direction of the epipolar lines correctly reflect the movement of the camera. In fact, it is
possible to perform uncalibrated stereo rectification (Figure 5.5(c)). Not enforcing the spatial
constraint (de) gives poorer results (Figure 5.5(d) and Figure 5.5(e)) in this instance, which are
not suitable for stereo rectification. We include more qualitative results of our method when
the spatial constraint is enforced. Resulting putative matches obtained by considering points
along edges (Section 5.2.1) for images of a car taken from a considerably wide baseline are
shown in Figure 5.9(a). Note the largely homogeneous regions of the car body which take up
much of the image space and the presence of a large amount of inter object reflections. The
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Figure 5.4: EPG and inliers for the baseline methods discussed in Section 5.3.3 (Notation as
per Section 5.3.1). Color code: cyan lines - epipolar lines, yellow dots - matched points,
magenta lines - point correspondences. Best viewed in color.
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(a) Putative matches from our method with the spatial constraint deg
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Daisy on edges with spatial Residual Error = 1869.5131
Uncalibrated Stereo Rectification
(b) Plausible EPG and inliers with deg matches in Figure 5.5(a)
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Daisy on edges with spatial Residual Error = 1869.5131
Uncalibrated Stereo Rectification
(c) Uncalibrated stereo rectification using EPG in Figure 5.5(b). Left image has
points from right image superimposed in red.350 Putative Matches
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(d) Putative matches from our method without the spatial constraint de
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(e) Incorrect EPG and inliers with de matches in Figure 5.5(d)
Figure 5.5: Results from our method discussed in Section 5.3.3. Color code: cyan lines
- epipolar lines, yellow dots - matched points, magenta lines - point correspondences. Best
viewed in color.
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(b) Recovered EPG and inlier matches
Figure 5.6: Daisy on Harris key-points dh. Color code: cyan lines - epipolar lines, yellow
dots - matched points, magenta lines - point correspondences. Best viewed in color.272 Putative Matches
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(b) Recovered EPG and inlier matches
Figure 5.7: Daisy on SIFT key-points ds. Color code: cyan lines - epipolar lines, yellow dots
- matched points, magenta lines - point correspondences. Best viewed in color.
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(b) Recovered EPG and inlier matches
Figure 5.8: SIFT detection and matching s. Color code: cyan lines - epipolar lines, yellow
dots - matched points, magenta lines - point correspondences. Best viewed in color.
EPG obtained using these point correspondences (Section 5.2.6) is shown in Figure 5.9(b).
Inlier points which satisfy the obtained fundamental matrix are shown by the yellow dots. The
matched points are connected across the two images by magenta lines. The epipolar lines in
both images are shown by the cyan lines. The epipole (where the epipolar lines converge) in
one image, indicate the location of the camera used for taking the other image. It can be seen
that the epipolar lines in the right image converge towards the left; correctly indicating that the
left image was taken from a position towards the left of the camera position of the right image
and vice versa.
To show the effectiveness of our results, we show in Figure 5.9(c) an image rectification
performed using the point correspondences shown in Figure 5.9(b). Since our photographs
are typically taken from an uncalibrated camera setup, we perform an uncalibrated stereo rec-
tification as prescribed by Hartley and Zisserman [28]. The rectification transforms the two
images such that matching points (and thereby the epipolar lines shown in cyan) lie in a purely
horizontal direction. The points used for the rectification are shown in blue. Transformed
points in the right image are superimposed over the left image in red to show the comparative
disparities. Note that the uncalibrated rectification process introduces a projective distortion in
the transformed images which is as expected [28]. Hence the apparent disparities between the
blue points in the rectified left image and the superimposed red points from the rectified right
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image (Figure 5.5(c)) may not correctly indicate inverse depth as with calibrated rectification.
Further qualitative results are shown in Figure 5.11 and Figure 5.12.
We further verify our method on a highly reflective image pair of a building in Figure 5.10.
The camera motion between the two photographs is clearly horizontal. Hence the recovered
epipolar (EP) lines (shown in cyan) should be horizontal. This is reflected correctly in our
methods deg and de. However, the EPG recovered using the baseline methods do not indicate
this and is clearly wrong. Among the baselines, dhg performs better but EP lines (particularly
at the top) are not horizontal.
5.3.4 Matching Distance
Putative matches were found using the SIFT distance ratio (nearest neighbor test) [53] for base-
line method s. Results on relatively non-reflective images were comparable with our method
deg (Figure 5.2). However, such matches are not very reliable with very reflective images
(methods s and sg in Figs. 5.4 & 5.10). For matching DAISY descriptors in de, deg, ds, dsg,
dh and dhg, we used the L2 norm for d(.) in Equation 5.1 as per [83, 84].
5.3.5 Scale
The scale was computed automatically from SIFT key-point detection in baseline s. For the
other methods, we used the DAISY descriptor [83, 84] which has image differences obtained at
radially distributed positions about the initial point/pixel, computed by applying increasingly
larger Gaussian kernels when moving away from the point. We used R = 15,Q = 3, T =
8,H = 8 as per [83, 84].
5.4 Chapter summary
We present a method to reliably find corresponding points in two images of a 3D scene domi-
nated by highly reflective and largely homogeneous surfaces. Our method obtains a sufficient
amount of noise free correspondences needed to estimate the epipolar geometry of the 3D
scene and to perform other SfM tasks involving imagery from several views of a scene. To this
end, we demonstrate the utility of using a RANSAC [20] based approach MSAC [75] on the
point correspondences obtained from our method. Other RANSAC variants like QDEGSAC
(Frahm and Pollefeys [23]) may be employed to avoid degenerate solutions when performing
structure from motion on near degenerate scenes (i.e., quasi-degenerate scenes). Point corre-
spondences obtained using the method outlined in this chapter have been used in Chapter 6 to
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Top 350 putative DAISY matches gtop=2 nbin=16
(a) Putative matches obtained by matching points along edges and picking points distributed over a spatial grid
across the image (Section 5.2.1).36 inliers from Top 350 matches using F/MSAC
MATLAB estimateUncalibratedRectification()
(b) Recovered EPG and inlier matches
36 inliers from Top 350 matches using F/MSAC
MATLAB estimateUncalibratedRectification()
(c) Uncalibrated stereo rectification using the inlier point matches in Figure 5.9(b). Points on the right image are
superimposed on the left images in red to show relative displacements.
Figure 5.9: Our EPG results for a car door. Color code: cyan lines - epipolar lines, yellow
dots - matched points, magenta lines - point correspondences. Best viewed in color.
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Figure 5.10: Recovered EPG and inlier point correspondences from a photograph of a highly
reflective building as discussed in Section 5.3.3. Color code: cyan lines - epipolar lines,
yellow dots - matched points, magenta lines - point correspondences. Best viewed in color.
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Top 301 putative DAISY matches gtop=2 nbin=16
(a) Putative matches obtained by matching points along edges and picking points distributed over a spatial grid
across the image (Section 5.2.1).
33 inli rs from To  301 m tches using F/MSAC
MATLAB estimateUncalibratedRectification()
(b) Recovered EPG and inlier matches
33 inliers from Top 301 matches using F/MSAC
MATLAB estimateUncalibratedRectification()
(c) Uncalibrated stereo rectification using the inlier point matches in Figure 5.11(b). Points on the right image are
superimposed on the left images in red to show relative displacements.
Figure 5.11: Our EPG results for an SUV. Color code: cyan lines - epipolar lines, yellow dots
- matched points, magenta lines - point correspondences. Best viewed in color.
§5.4 Chapter summary 79
Top 370 putative DAISY matches gtop=2 nbin=16
(a) Putative matches obtained by matching points along edges and picking points distributed over a spatial grid
across the image (Section 5.2.1).
45 inli rs from To  370 m tches using F/MSAC
MATLAB estimateUncalibratedRectification()
(b) Recovered EPG and inlier matches
45 inliers from Top 370 matches using F/MSAC
MATLAB estimateUnc lib a edRectification()
(c) Uncalibrated stereo rectification using the inlier point matches in Figure 5.12(b). Points on the right image are
superimposed on the left images in red to show relative displacements.
Figure 5.12: Our EPG results for the rear of a car. Color code: cyan lines - epipolar lines,
yellow dots - matched points, magenta lines - point correspondences. Best viewed in color.
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estimate a homography transform between photographs of vehicle panels with mild damage
(Section 6.3), which can be used to detect inter object reflection in the photographs.
Existing methods which find such point correspondences are intended for well textured
scenes of objects which are not very reflective. Therefore with our images of cars, these meth-
ods give point correspondences which are too noisy and do not give a spatially well distributed
spread of noise free point correspondences. As such, correspondences obtained from exist-
ing methods are not very reliable with photographs of scenes with very reflective and largely
homogeneous surfaces like vehicles. In conclusion, our proposed method can be used to find
point correspondence that are reliable enough to perform SfM tasks on photographs that are
dominated by very reflective surfaces with large homogeneous areas.
Chapter 6
Reflection Edge Detection
6.1 Introduction
In line with our original goal of detecting mild damage in vehicles using photographs, we
propose to use image edges obtained from the photograph by running a standard edge filter
like Canny [13] in order to detect mildly damaged regions in the vehicle. Image edges can
result from undamaged parts of the vehicle in addition to damaged regions. To this effect, the
known 3D CAD model projection obtained from the method described in Chapter 4 can be
used to identify which of the image edges are from undamaged parts of the vehicle. In general,
image edges in the photograph which are not present in the 3D CAD model projection can be
considered vehicle damage. This is with the exception of image edges caused by additional
paint work and vehicle modifications which may not be present in the library 3D CAD model;
which we shall ignore for the moment. However, since the vehicle body is very reflective, there
is a large amount of inter object reflection in the photograph which may be misinterpreted as
damage. Therefore, in this chapter we propose methods for classifying reflection edges in
photographs. Identifying the reflection edges would aid in detecting edges caused by vehicle
damage. In general, edge points in the photograph caused by vehicle damage are not present
in the 3D CAD model projection and are also not caused by inter object reflections. Since
accurate 3D CAD models are expensive (in the range of AUD 5, 000.00 per vehicle as of
writing this thesis), in this chapter, we limit our work to detecting reflection edges in close
up photographs of vehicle panels. However, given the ground work done in this research, it
is possible to implement an additional module to detect vehicle damage by identifying the
image edges in the photograph which are not reflection (based on the work discussed in this
chapter) and also not present in the 3D CAD model projection (based on the work discussed
in previous chapters), with the aid of a library of 3D CAD models when a production grade
system is deployed. Therefore, the rest of this chapter concerns with classifying reflection
edges as defined in Definition 6.1. We present two approaches for detecting reflection edges
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in Section 6.2 and Section 6.3, with the latter addressing short falls in the first method. The
latter method uses the method of finding point correspondences between photographs of highly
reflective surfaces which was discussed in Chapter 5.
6.1.1 Main contribution
The main contribution of this chapter are two methods to classify and separate image edge
points in a photograph caused by inter object reflections, from edge points caused by artifacts
on the surface of the vehicle with mild damage. To this end, we propose to use two photographs
of the vehicle taken from different views. Prior work done by Tsin et al. [85] performs stereo
matching in the presence of reflections and translucency by modelling the image as an additive
superposition of layers at different depths. The method has been shown to give good results
with photographs taken in an indoor environment. In addition, work done by Jin et al. [38]
performs stereo matching on non-lambertian surfaces to detect the object shape as well as the
radiance using real photographs taken in an indoor laboratory environment. However, it can
be quite challenging to adopt these methods to detect reflections appearing on the body of
a vehicle taken in an uncontrolled outdoor environment. Previous work done by Levin and
Weiss [49] on detecting reflections from a single image is semi-automatic and requires user
assistance. In our work, we require a fully automatic approach. Hence, the need for our
approaches described in this chapter. Both approaches use two photographs of a vehicle panel
with the mild damage. Throughout the rest of this chapter, we use the following definition for
reflection edges as follows.
Definition 6.1. We define edges as sharp changes in color occurring in an image. They may
be caused due to a genuine artifacts on the surface of an object or due to reflections caused by
surrounding objects. Artifacts on the surface of a vehicle panel could be genuine components
of the undamaged vehicle body or mild damage on the body of the vehicle. Typical image
edges categorized into surface edges of undamaged parts, edges caused by mild damage and
reflection edges are shown in Figure 6.1. For the scope of our work, we do not consider image
edges caused by changes in contrast due to self shadowing or cast shadows. Therefore, we
ignore such edges when generating ground truth labels for the work discussed in this chapter.
Based on this definition, we present two methods for classifying reflection.
6.2 Reflection detection via image warping
In this section, we present a method to separate reflection edges from other image edges, by
considering the relative motion of edge points in two photographs of the vehicle. Weaknesses
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Figure 6.1: The graphic shows different types of image edges as per the definition given in
Definition 6.1. Image edges caused by reflections are shown in red. Edges belonging to the
surface of the undamaged car body are shown in blue. The cyan edges show parts of the car
panel which have been scratched and are considered to be mild damage. Edges which are not
on the car body panels and have not been labeled are in green.
and limitations of the proposed methods are analyzed in Section 6.2.3 and a more robust ap-
proach for reflection detection is proposed in the Section 6.3.
6.2.0.1 Motivation
The work discussed in this section is based on two key observations. The first observation
is that most reflections on the surface of a reflective object shift with respect to the reflective
surface as the observer’s viewpoint changes, whereas marks on the surface of the object do
not shift with respect to the reflective surface. This phenomena is illustrated and explained
in Figure 6.2.
The second observation is that most edges caused by reflections tend to change the appear-
ance of the surface on one side of the edge. We study these effects and analyze their usefulness
in detecting reflection edges in the presence of many complex factors, such as fragmented
edges and occlusions, that exist in real photographs.
6.2.1 Problem formulation
We use the definition of reflection edges given in Definition 6.1. Our approach is based on
the fact that such reflection edges on a reflective object will move relative to the object when
observed from a different viewing angle as opposed to surface edges caused by scratches, dents
and marks on the surface of the object which do not move with respect to the object of interest.
We consider the movement with respect to the surface of the object rather than the movement
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R
(Point Object)
R’
Reflective surface
Image 1 Image 2
Figure 6.2: The position of the reflected object R changes with respect to the reflective surface,
as the camera position is changed, in the resulting images ‘Image 1’ and ‘Image 2’. On the
contrary, any mark on the reflective surface itself (i.e., the red rectangle) would not move with
respect to the reflective surface. Best viewed in color.
along the image plane ( Figure 6.2). Consider two photographs P1 and P2 of a known object
obtained from two different viewing angles. Consider the image I21 which is obtained by
warping or transforming P2 such that the pose of the reflective object in I21 matches the pose
of the object in P1, as explained in Section 6.2.1.1 and illustrated in Figure 6.3. In principle,
the position of the image edge points which are on the surface of the object should remain
unchanged in I21 and P1. Only the position of reflection edges should change, as these move
relative to the reflective object surface as the view point changes. Groups of edge segments A
and B are obtained from I1 and I21 using the Canny operator [13]. The problem then can be
rephrased as a two class classification problem where the objective is to classify edges in A as
either a reflection edge or a surface edge using a suitable distance measure.
6.2.1.1 Image warping via texture mapping
We define image warping as the process of transforming a photograph from one view to match
the view in a reference photograph, analogous to the concept of warping used by Kumar et
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al. [44] and Wu et al. [88]. Given two photographs of the vehicle, we warp one photograph
such that the pose of the vehicle in the warped photograph matches the pose of the vehicle in
the other photograph. More specifically, given two photographs P1 and P2 of a known object
from different viewing angles, we obtain the warped image I21 by warping P2 such that the
pose of the object in I21 matches the pose of the object in P1. In order to do this, we propose
to use θ2 and θ1 which are the pose parameters of the vehicle in P2 and P1 respectively. To
this end, we may use the pose estimation method described in Chapter 4 to obtain the 3D pose.
Subsequently, P2 is applied as a texture to the 3D model at the pose θ2. Now we render the
textured 3D CAD model using θ1 which is the pose of the vehicle in P1 in order to obtain the
warped image I21. In order to remove the background objects in P1, we obtain the image I1 by
rendering the 3D CAD model using the pose θ1; but this time by applying P1 as the texture.
This process is shown visually in Figure 6.3. We use I1 and I21 for the work described in
the remainder of this section, by comparing image edge points across the two views. Having
obtained the warped images, we discuss next, possible candidates for a distance measure to
compare image edges between I1 and I21.
6.2.1.2 A simple distance measure
An obvious way to compare two edges would be to consider the normalized Euclidean distance
between them on a per pixel basis. Let A be the set of edges in I1 and B be the set of edges
in I21. Edges with linked edge points were obtained from the Canny [13] edge map using the
method implemented by Kovesi [43]. We consider an edge as an ordered list of points a(i)
indexed by i ∈ 1, 2, . . . , n for an edge with n points. For two corresponding edges a ∈ A and
b ∈ B in edge sets A and B, we may use the following distance measure based on the average
of the sum of squared distances between matching edge points,
d(a, b) =
1
n
n
∑
i=1
||a(i)− b(i)||2 (6.1)
such that d(a, b) ∈ R, if both edges have an identical number of points such that |a| =
|b| = n. However, given the directional ambiguity of an edge, the edge point linking process
may return an ordered list of edge points with the numbering starting from either ends of the
edge. Therefore, there are four possible ways of numbering two given edges. Out of these
four combinations, only two are relevant when selecting corresponding points to calculate the
distance in Equation 6.1. Due to symmetry, the other two combinations result in the same set
of distance values. In fact, as illustrated in Figure 6.4, the edge points of the matching pair
of edges a and b may have been numbered either as shown in Figure 6.4(a) or as shown in
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(a) P1 (b) P2
(c) I21 (d) I1
Figure 6.3: The figure shows the process of image warping described in Section 6.2.1.1. The
photograph in P2 is warped to match the pose of the vehicle in P1 to obtain I21. I1 is ob-
tained from P1 as explained in Section 6.2.1.1 whereby background objects in P1 are removed.
Note that we have deliberately excluded the windows of the 3D CAD model in this example,
resulting in the windows of the car not being rendered in the warped images.
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a(1)
b
a
b(1)
b(n)a(n)
(a) Ordering 1
  
a(1)
b
a
b(n)
b(1)a(n)
(b) Ordering 2
Figure 6.4: Given two matching edges a and b, the figure shows the two possible orderings of
edge points (which are illustrated in (a) and (b) which could result from the edge detection and
linking process.
Figure 6.4(b). Therefore, we evaluate Equation 6.1 for both possible configurations shown in
Figure 6.4 and use the ordering which gives the minimum distance. In effect, the distance
measure is computed as follows.
d(a, b) = min
{
1
n
n
∑
i=1
||a(i)− b(i)||2, 1
n
n
∑
i=1
||a(i)− b(n+ 1− i)||2
}
(6.2)
However, typical edge detection algorithms like Canny [13], often fragment the same physi-
cal edge into different parts across the two views due to changes of illumination. Therefore,
matching edges do not necessarily correspond to each other in a one to one fashion. The sim-
ple distance measure in Equation 6.1 fails when an edge in one view is fragmented into several
parts in the other view. Also, it cannot be used to compare edges across two views in gen-
eral without knowing corresponding edges a priori. We propose to address these limitations
through the offset based distance measure described next.
6.2.1.3 Offset based distance measure
Given two edges a and b, we compare the smaller edge b at varying offsets j along the longer
edge a in order to allow comparisons between fragmented edges as follows. A distance mea-
sure between pixel edges a ∈ A and b ∈ B for |a| = m, |b| = n and m > n can be defined
as,
e(a, b) =
1
n
min
j∈[0,m−n]
n
∑
i=1
||a(i+ j)− b(i)||2 (6.3)
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b(n)
a(m)
a(1)
b
a(i+j)
b(i)
a(j)
a(j+n)
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d
e
f
Figure 6.5: The figure illustrates the distance measure defined in Equation 6.5 for the blue
edge which is fragmented into sub-edges (a,e) and the green edge which is fragmented into
sub-edges (b,c,d). It shows how pixels along b are compared against pixels along a at varying
offsets to get the offset j.
such that e(a, b) ∈ R where
a(i) = (u, v) ∈ R2 (6.4)
In effect, the distance e(a, b) in Equation 6.3 is the distance in Equation 6.1 evaluated at the
pixel offset j in edge a which gives the lowest value for Equation 6.1. The expression given in
Equation 6.5 is illustrated graphically in Figure 6.5. To account for the directional ambiguity
in edge point numbering, we take the minimum over both directions of b as follows, analogous
to Equation 6.2.
e(a, b) =
1
n
min
{
min
j∈[0,m−n]
n
∑
i=1
||a(i+ j)− b(i)||2, min
j∈[0,m−n]
n
∑
i=1
||a(i+ j)− b(n+ 1− i)||2
}
(6.5)
We compute a distance for each edge pixel using Equation 6.5 as follows. For each pixel
b(i) in a given edge b ∈ B, we keep the minimum value of Equation 6.5 over all edges in the
other view a ∈ A s.t.
pb(i) = min
a∈A
e(a, b), ∀a ∈ A, i ∈ [0, n] (6.6)
such that pb(i) ∈ R for all edge points i ∈ [0, n] and similarly for edge points in all edges
a ∈ A.
Not only does Equation 6.6 account for a certain amount of fragmented curves, it also takes
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care of the task of finding corresponding edges. In practice, the pixel-wise distance measure
values pa(i) and pb(i) need to be initialized to a suitable value dmax before iteratively finding
the minimum over other edges in Equation 6.6. We obtain a suitable value for dmax by testing
a fixed range of dmax values over a set of data which has ground truth labels, and selecting
the value of dmax which gives the best point correspondences. However, the method may use
incorrect correspondences in a scenario such as the one illustrated in Figure 6.5. Assume that
edge b is the correct matching edge for edge a. However, edge f which happens to be closer to
edge a than the correct edge b will give unrealistically lower distance measure values for pixels
in a. This is because we only rely on proximity and ignore information given by the local shape
of the edges. Therefore, we make the following modification to the distance measure such that
local shape is also accounted for.
6.2.1.4 A distance measure accounting for local shape information
Local shape information of edges can be integrated into the distance measure in Section 6.2.1.3
in order to prevent matching edges which happen to lie close by but have a different shape and
orientation. This is done by including the gradient information in the distance measure by
using
a(i) = (u, v,w∆u,w∆v) ∈ R4 (6.7)
instead of simply
a(i) = (u, v) ∈ R2 (6.8)
and similarly for b(i) in Equation 6.5 when calculating e(a, b) ∈ R. Thereby, we obtain
distance measure values pa(i) ∈ R for edge points of all edges a ∈ A as per Equation 6.6 and
similarly pb for all edges b ∈ B which account for local shape. The term w is a scaling factor
which controls how much of the shape information is factored in to the distance measure. As
done before when selecting a value for dmax in Section 6.2.1.3, we obtain suitable values for
w and dmax by performing a 2D grid search over a fixed range of w and dmax values on a
collection of photograph samples with known ground truth labels. The gradients are calculated
over an interval of ±k pixels in order to reduce noise such that
∆u(i) = u(i+ k)− u(i− k) (6.9)
This distance measure may be used as a feature to train a classifier which can be used
to detect reflection edges. In addition to the geometry information obtained from the image
edges, we may also include appearance cues to assist in the classification task as follows.
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6.2.1.5 Adjoining pixel color as a feature
It seems reasonable to expect that in general, the color of points on either side of an edge on the
surface of the vehicle panel should be the same, being the color of the paint, with the exception
of variations in the paintwork. On the other hand, for edges caused by reflections, the color
of points on one either side of a reflection edge should be different as they are affected by
the colors of the reflected objects (for e.g., trees and buildings against the sky). Therefore, to
further strengthen the classifier, the RGB color of pixels from a given ±d offset from the edge
can be added as a feature, along side the pixel-wise distance measure values. Including RGB
color values of points on either side of an edge points gives a feature in R6.
The utility of the proposed features were experimentally evaluated for classifying reflection
edges as follows.
6.2.2 Experiments
We conducted experiments on 21 pairs of close up photographs of typical vehicle panels which
contain image edges of the vehicle surface, mild damage in the form of scratches or peeled
off paint and a considerable amount of image edges caused by reflections. We evaluated the
method by training a logistic classifier [5] using the proposed features. We use edge point
features and labels (as opposed to edgewise features and labels) to train classifier and to eval-
uate the predictions. Due to difficulties in obtaining a large amount of 3D CAD models for
research purposes (as explained in Section 6.1), the image warping step was done using a ho-
mography transformation obtained by hand picked points, restricting regions of interest to near
planar areas in the photographs. The image edges were obtained by running the Canny edge
detector [13].
Ground truth edge point labels were obtained by manually labeling image edge points as
reflection or surface. The surface edge points were further labeled as damage (i.e., scratches,
peeled off paint etc,. ) and non-damage. We explore the utility of using the following three
feature spaces based on the discussion in Section 6.2.1, to classify the edge point labels and
evaluate the performance based on the ground truth edge point labels.
1. Two view geometric distance measure accounting for local shape in Section 6.2.1.4 (R)
2. Appearance feature based on RGB color in Section 6.2.1.5 (R6)
3. Feature set obtained by combining the above features 1 and 2 (R7)
We use the following statistics to evaluate our experimental results.
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6.2.2.1 Statistics used for evaluating the performance
We use two statistics commonly used in machine learning to evaluate the performance of each
approach. The first measure is the F1 score [73] for the reflection class, li = 1. Given that
precision is
p =
1, if no edge points are predicted as reflectionNumber of correctly predicted reflection edge points
Number of edge points predicted as reflection , otherwise
(6.10)
and recall is
r =
Number of correctly predicted reflection edge points
Number of edge points which are actually reflection (ground truth)
(6.11)
the F1 score is defined as
F1 := 2
pr
p+ r
(6.12)
Being the harmonic mean between the precision and the recall, the F1 score ranges between
zero and one, where the score reaches its best value at one and worst score at zero. It is worth
noting that the precision (Equation 6.10) and recall (Equation 6.11) values considered sepa-
rately can be quite misleading. For instance, if we were to consider the recall alone, an algo-
rithm which labels all edge points as reflection would give a perfect recall as per Equation 6.11.
However, such an algorithm would have a low precision as per Equation 6.10. Therefore we
use a statistic which combines both precision and recall information like the F1 score described
above. We note that both the precision and recall and hence the F1 score are defined for a given
class label.
The other statistic we use is the Mathews Correlation Coefficient (MCC) [60] which is a
balanced statistic used for binary classification tasks. The MCC accounts for the prediction
quality of both classes li = 0 and li = 1. Given that TP is the number of true positives, TN is
the number of true negatives, FP is the number of false positives and FN is the number of false
negatives,
MCC =
TP.TN − FP.FN√
(TP+ FP)(TP+ FN)(TN + FP)(TN + FN)
(6.13)
Note that expression for MCC in Equation 6.13 is symmetric and is the same regardless of
the predicted class considered in a binary classification task. The MCC returns a value in
the range of [−1,+1] and is in essence a correlation coefficient between the observed and
predicted binary classifications. An MCC of plus one represents a perfect prediction, zero
indicates predictions no better than random predictions and minus one indicates total disagree-
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ment between the predictions and observations. We use the above statistics to evaluate the
performance of predicting reflection edge points as follows.
6.2.2.2 Evaluating the overall performance
We note that certain photographs contain more edge points than others. Therefore, comparing
the average F1 score and MCC statistics obtained from the cross-validation test sets will not
result in a fair overall comparison of the methods. A more representative overall statistic
can be obtained by using the aggregated number of predicted and ground truth labels from
each of the evaluation test folds of the leave-one-out cross-validation. The overall F1 score
and MCC statistics computed using aggregated predictions are shown in Table 6.1. Since the
prevalence of reflection and surface edge points are not the same, we also weight the reflection
and surface edge point features appropriately such that they are both represented equally. The
importance of weighting is seen clearly in Table 6.1, where the unweighted logistic classifier
(Distance measure (R) – Unweighted) gives a zero MCC and F1 score, indicating that the
predictions are no better than random prediction. This is because the classifier has learned to
predict the majority class all the time. We see in Table 6.1 that distance measure (R) using a
weighted logistic classifier gives the best results, both in terms of MCC and F1 score. Using
the appearance feature alone as a feature and also combining the appearance and distance
features degrade the performance of the classifier. For comparisions sake, we also include the
statistics when using the three feature combinations with an unweighted logistic classifier in
Table 6.1. The performance of the classifier drops when the features are not weighted; for e.g.,
nothing is learned when using the distance measure as a feature without weighting (fourth row
in Table 6.1). This is because the maximum likelihood prediction favors the dominant class,
which happens to be the surface class. This is confirmed in the visual results in Figure 6.6,
where the unweighted classifier which uses the distance measure (R) predicts all edge points
as surface edge points.
Method F1 score MCC
Distance measure (R) – Weighted 0.5209 0.1136
Appearance Feature (R6) – Weighted 0.4384 0.0548
Combined (R7) – Weighted 0.4627 0.1027
Distance measure (R) – Unweighted 0 0
Appearance Feature (R6) – Unweighted 0.1983 0.0899
Combined (R7) – Unweighted 0.2352 0.0829
Table 6.1: Overall performance statistics using leave-one-out cross-validation
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A qualitative assessment of results from the different methods is provided next.
6.2.2.3 Qualitative results
Visualizations of predicted edge point labels using each of the methods are shown in Figure 6.6.
Different vehicle photographs are shown in each column. Although we used color photographs
for our experiments, gray scale versions are shown in the Figure 6.6 for visual clarity. The
first row shows color coded ground truth labels with reflection edges marked in red, panel
surface edges marked in blue and edges caused by mild damage including scratches and peeled
off paint in cyan. Some of the damaged regions are indicated by the arrows in the first row
showing the ground truth labels. Rows 2-4 shows results of using the distance measure (R),
the appearance Feature (R6) and both of these combined (R7) as features with the logistic
classifier where the features have been weighted to account for the prevalence of reflection
and surface edge points. Rows 5-7 show the same feature combinations without weighting the
features, for comparison. The unweighted classifier predictions (rows 5-7) is more inclined to
predict a given edge as a surface edge, possibly because there are more surface edges in the
training data compared to reflection edges. The results in general, are not very satisfactory for
our application. Based on our rationale to detect in Section 6.1, the damage (marked by arrows
in the first row) need to be predicted as surface edge points. We see from our results that in
the cases where damage edge points were classified as surface edge points (e.g., rows 3-7 in
column 3 of Figure 6.6), much of the reflection edges (i.e., red edges in the ground truth labels
in row 1) have also been predicted as surface edges (indicated in blue in the method results).
We discuss next, limitations of the approach for reflection classification.
6.2.3 Limitations
Having experimentally evaluated the quality of reflection detection using the proposed ap-
proach, we highlight some limitations in the approach next.
6.2.3.1 Point distances
The distance measure defined in Equation 6.7 has the following limitations. Even though we
predict class labels for edge points (rather than entire edges), our distance measure (Equa-
tion 6.5) is based on the notion of edges. We compare in Figure 6.7, the distance between an
edge in the first view (blue edge 1) and two edges in the transformed view (green edge 1 and
green edge 2). Although green edge 1 appears to be visually closer to blue edge 1 than green
edge 2, Equation 6.5 incorrectly gives a larger distance for this edge pair. This is because the
optimal offset for the closer edge (green edge 1) is such that corresponding points are selected
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Figure 6.6: The figure shows prediction results obtained by the methods described in Sec-
tion 6.3.6 on typical real photographs. The columns show different vehicle panel photographs
in gray scale for visual clarity. Original RGB images were used for the actual tests. The first
row shows color coded ground truth labels with reflection edges marked in red, panel surface
edges marked in blue and edges caused by mild damage including scratches and peeled off
paint in cyan marked by the arrows. A detailed explanation is provided in the text in Sec-
tion 6.2.2.3. Best viewed in color.
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Figure 6.7: Limitations in the distance measure given in Equation 6.5. We get a larger value
(of 154) for edges 1-blue and 1-green which are visually closer as shown in (a). Edges 1-blue
and 2-green which are visually further apart get a lower value (of 59) as shown in (b). The axes
indicate point coordinates in the horizontal and vertical directions in pixels.
in a lateral direction. In contrast, for the edge further away (green edge 2), the best offset as-
signs corresponding points such that the point distances are computed in a direction relatively
orthogonal to both edges. To avoid this issue it is possible to use a distance based on the nor-
malized convex area enclosed between the two edge segments as shown in Figure 6.8 instead
of the distance proposed in Equation 6.5.
6.2.3.2 Fragmented edges
As explained in Section 6.2.1.3, corresponding edges obtained from the edge detector tend
to fragment into different sized sub edges across the two views. An example is shown in
Figure 6.9. Edges relating to the same artifact are shown in Figure 6.9(a) indicating edges in
the first view (blue) and the transformed second view (green). The resulting edge fragments in
each view are indicated using separate colors in Figure 6.9(b) and Figure 6.9(c). Considering
sub edges at different offsets along the larger edge as in Equation 6.5 is better than naively
computing distances as in Equation 6.5, when a given edge is fragmented into smaller parts
in the other view. However, this approach does not result in correctly matched edge points
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Figure 6.8: Convex area enclosed between edge segments for edges 1-blue and 1-green. The
axes indicate point coordinates in the horizontal and vertical directions in pixels
(a) Both views (b) First view (c) Transformed second view
Figure 6.9: Edges relating to the same artifact are shown in Figure 6.9(a) indicating edges in
the first view (blue) and the transformed second view (green). The edge fragments in each
view are indicated with separate colors in Figure 6.9(b) and Figure 6.9(c).
when the matching edges are fragmented in both views as shown in Figure 6.9. This is because
the edges are not guaranteed to fragment in such a way that the resulting sub edges match
as a larger edge and a smaller edge which would match a completely self contained section
of the larger edge. For example, consider the sub edge 3 in Figure 6.9(b) and sub edges 2
and 5 in Figure 6.9(c). Ideally, the upper portion of sub edge 3 in Figure 6.9(b) should be
matched with what appears in the other view as the lower potion of sub edge 2 in Figure 6.9(c).
However, the offset based approach in Section 6.2.1.3 would try to match the entire sub edge
3 in Figure 6.9(b), at an offset with sub edge 2 in Figure 6.9(c), since the former is slightly
shorter than the latter.
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6.2.3.3 Image warping
The image warping (Section 6.2.1.1) step requires texture mapping of the photograph on to
the 3D CAD model using the estimated 3D pose. Hence, the described reflection detection
method is affected by errors in the texture mapping and pose estimation steps. Thereby it is
also affected by inaccuracies in the 3D CAD model. In the case of the experiments conducted
in Section 6.2.2, the accuracy of the warped image is affected by the selection of points used
to calculate the homography transform used to warp the image. This could be avoided if the
reflection detection could be done without relying on image warping. Instead the 3D CAD
model and its 3D pose could be used only at the final damage detection stage, to identify
edges belonging to the undamaged parts of the vehicle. Therefore we investigate an alternative
approach for reflection detection in Section 6.3.
6.3 Reflection classification via homography estimation
Image edges on a photograph caused by inter object reflections confuse damage detection al-
gorithms. Therefore we proposed a method in Section 6.2 to separate reflection edges from
edges on the surface of the vehicle where given two photographs, one photographs was warped
to match the other photograph and edges were compared using a distance measure. This ap-
proach relies on a registered 3D CAD model or a precomputed homography transformation
in order to warp the photograph and also has other limitations as discussed in Section 6.2.3.
Therefore, in the section we propose an alternative method where a homography transforma-
tion is robustly computed automatically from the photographs in order to classify reflection
edge points in close up photographs of vehicle panels with mild damage. As pointed out in
Section 6.2.3.2, matching edges across the two photographs can be challenging due to the frag-
mentation of edges. Therefore, in this section we consider and classify edge points rather than
an edge as a whole, although predicted labels of edge points may also be aggregated in order
to obtain an edge based prediction if desired.
6.3.1 Motivation
We motivate our method by the fact that the virtual image created by a reflection forms be-
hind the reflective surface unlike artifacts which happen to be on the reflective surface itself.
Consider the example of a planar reflective surface shown in Figure 6.10. For a point object R
reflected on a planar reflective surface the virtual image formed at R′ with light rays reflected
as shown in Figure 6.10. The resulting virtual image R′ forms behind the reflective surface. Al-
though a fronto-parallel camera motion is shown in Figure 6.10, R′ is formed behind the planar
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Figure 6.10: The formation of the virtual image R′ of a reflected point object R is shown by the
ray diagram for a planar reflective surface. The virtual image is formed behind the reflective
surface with respect to the camera.
reflective surface even for non fronto-parallel camera motions as the virtual image R′ remains
stationary for the case of planar reflection. According to work done by Swaminathan et al. [81],
for convex reflective surfaces, the locus of the virtual image of a reflected point will follow a
caustic curve inside the reflective surface and once more will not form on the reflective surface
but behind it. Therefore, it would be reasonable expect reflected virtual points to form behind
the reflective surface for most vehicle panels which are convex and mostly planar surfaces. We
focus the reflection detection work in this section on close up photographs of reflective vehicle
panel where the points on the panel surface can be considered to be approximately planar. Ex-
tensions to the method to work on non-planar surfaces and photographs of an entire vehicle (as
opposed to close up photographs) are discussed in Section 6.3.8. Motivated thus, we formulate
the problem of detecting reflection edge points in vehicle photographs next.
6.3.2 Problem formulation
Consider two photographs P1 and P2, each with points sets along image edges P = {p1, p2, ..., pn1}
and P′ = {p′1, p′2, ..., p′n2}. Our objective is to label all the points pi ∈ P and indicate whether
or not they were caused by reflections. Therefore, for each point pi, we wish to obtain a label
li ∈ {0, 1} where li = 1 if pi belongs to a reflection edge and li = 0 otherwise.
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6.3.3 Proposed solution
Edge point correspondences across the two photographs are obtained from the method de-
scribed in Chapter 5. Assume that we have N such corresponding point pairs xi ↔ x′i in
projective coordinates xi, x′i ∈ P2 between the two photographs where i = 1, 2, . . .N, where
N is the total number of edge points in the first photograph P1. We seek to estimate a homog-
raphy H such that
Hxi = x′i (6.14)
is satisfied for i ∈ I where I is the set of indices for points which are on the surface of the
vehicle body panel. As explained in Section 6.3.1, we expect points on reflection edges not
to be on the surface of the panel, unlike surface marks and scratches which are on the vehicle
panel. Therefore, point correspondences which do not satisfy the homography transformation
H should belong to reflection edges. However, surface panels are not perfectly planar and we
wish to account for noisy point correspondence. Therefore, we consider a distance from the
transformation H rather than enforcing the strict equality constraint in Equation 6.14. Based
on a distance, we can expect points due to reflection edges to violate H a lot more than points
on the panel surface.
We use the Symmetric Transfer Error (STE) [28] as a distance to measure how much a
given point correspondence agrees with H. We robustly estimate H using the RANSAC [20]
algorithm also using the STE to measure the distance. The STE is defined as follows.
6.3.4 Symmetric Transfer Error (STE)
As defined by Hartley and Zisserman [28], the Symmetric Transfer Error (STE) accounts for
the errors in transferring the point in view one to view two and vice versa, using the obtained
homography H. By definition, the STE between point pairs xi ↔ x′i under the homography H
is given as
dSTE(i) = d(xi,H−1x′i)
2 + d(x′i ,Hxi)
2 (6.15)
where d(., .) is the Euclidean distance between the inhomogeneous points (in R2) represented
by xi,H−1x′i ∈ P2 and x′i ,Hxi ∈ P2. The STE computed thus is used to estimate the homog-
raphy H as follows.
6.3.5 Estimating the homography transformation H and the STE
We use the method outlined in Chapter 5 to obtain reliable point correspondences for a subset
of edge points which have comparatively stronger features and also have a good spatial distri-
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bution across the photograph. As explained in Chapter 5, this is done by spatially dividing the
photograph in to rectangular buckets or bins of b by b and selecting up to k best point matches
from each bucket.
This subset of strong and spatially well distributed point correspondences are used to ro-
bustly calculate a homography transformation H between the two images using a RANSAC [20]
approach. The process of using RANSAC to estimate a model is explained in Section 2.2 and
shown in Algorithm 2. At a very high level, the algorithm randomly picks pairs of four point
correspondence to calculate a homography and considers point correspondences from the re-
maining points to be inliers (or the consensus set) if they are within a certain threshold t of
the Symmetric Transfer Error (STE) as per Equation 6.15 based on the computed homography.
Samples are picked at random repeatedly until a maximum number of trails N is exceeded or
a critical number of T inlier correspondences are found. If the maximum number trials are
exceeded the model with the largest consensus set obtained so far is considered. The critical
number of T inlier correspondences can be computed from the desired probability p of choos-
ing at least one sample free from outliers as shown by Hartley and Zisserman [28]. We use
the implementation of Kovesi [43] for robust homography estimation which is based on the
RANSAC based robust homography estimation method described by Hartley and Zisserman
[28]. Once the homography H is computed, it is common practice (e.g., Hartley and Zisserman
[28]) to perform guided matching to obtain further interest point correspondences by using H
to defined search regions about the transfered point position. However, in our scenario the re-
flection edge points which we wish to detect, should not in general satisfy H unlike the surface
edge points. Hence, we do not perform a subsequent guided matching.
We use the homography H obtained thus to compute the STE for all edge points in the
first photograph. For each edge point in the first photograph, we select a corresponding point
from the second photograph. Point correspondences are obtained as per the work described in
Chapter 5. However, this time we do not consider the best k points in each bucket (i.e., we do
not enforce the spatial constraint) but instead consider all edge points in the first photograph.
Thereafter, the STE is computed for each edge point in the first photograph using Equation 6.15
as dSTE(i) for i = 1, 2, . . .N. The computed dSTE(i) for each edge point pi is used to predict
its label li.
The utility of using dSTE(i) to classify reflection edge points is evaluated experimentally
on real vehicle panel photographs next.
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6.3.6 Experiments and quantitative evaluation of results
We conducted our experiments using the same dataset used in Section 6.2.2. Point correspon-
dences were obtained for the homography estimation by comparing DAISY descriptors of edge
points while enforcing the spatial constraint as described in Chapter 5 with k = 2 and b = 16
for photographs of dimensions 320 by 340 pixels. For the homography estimation, we use
a distance threshold of t = 0.005, a maximum number of trials N = 1000 and a desired
probability of choosing at least one sample free from outliers of p = 0.99.
To get a sense of the normalized dSTE value distribution, we compare the mode (i.e., the
most common value) of the dSTE values for the reflection class and the surface class in Fig-
ure 6.11, for photographs in our dataset. A logarithmic scale is used for visual clarity. We note
that for most samples, the mode of the reflection edge point class is higher than that of the
surface edge point class. As such, in general it should be possible to classify reflection edge
points based on the dSTE values.
We use the normalized dSTE to predict edge point classes as follows.
6.3.6.1 Learned threshold and cross-validation
A systematic approach to obtain a threshold for dSTE to predict reflection edges would be to use
a training set of samples to learn the threshold value for dSTE which maximizes a performance
measure. We select such a threshold, together with leave-one-out cross-validation, as follows.
We use leave-one-out cross-validation [5] to select the training and the evaluation test sets.
For a given training set, the threshold which maximizes a given statistic is chosen to evaluate
predictions on the unseen test set. We consider maximizing the two statistics; the F1 score of
the reflection class (thresh-f1r) and the MCC, as described in Section 6.2.2.1. The quantitative
results shown in Table 6.2 indicate that the latter method gives slightly better results, both in
terms of the F1 score of the reflection class and the MCC.
Next, we train a logistic classifier, which is commonly used in machine learning literature.
6.3.6.2 Logistic classifier
We include results of training a logistic classifier [5] using normalized dSTE as the learned fea-
ture. The logistic classifiers trained at each stage of the leave-one-out cross-validation predicts
edge point labels in the unseen test sample using maximum likelihood estimation. Therefore,
the predictions need not necessarily give the highest MCC or F1 score on the test sets. However,
we include results of training a logistic classifier for the sake comparison. Since the prevalence
of reflection and surface edge points are not the same, we also weight the reflection and sur-
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Figure 6.11: The scatter plots show the mode of normalized dSTE value (in log scale) for the
‘Reflection’ class against the ‘Surface’ class, for each data sample. The red line shows the
boundary where the horizontal axis and vertical axis values are equal. In general, the mode
of the reflection class is higher than that of the surface class as only four samples have points
below the red line.
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face edge points appropriately such that they are both represented equally. The resulting MCC
and F1 score obtained from the unweighted and weighted logistic classifiers are indicated as
‘logreg’ and ‘logreg-weight’ in the overall performance table in Table 6.2.
6.3.6.3 Overall performance
Once more, due to reasons explained in Section 6.2.2.3, we compare overall statistic obtained
using the aggregated number of predicted and ground truth labels from each of the evaluation
test folds of the leave-one-out cross-validation. The overall statistics computed thus using
aggregated predictions are shown in Table 6.2. We see that in general, the approach proposed
in this section gives better results (Table 6.2) than the results of the first approach (Table 6.1)
presented in Section 6.2.2.3.
Method F1 score MCC
Logistic Classifier (logreg) 0.1580 0.0734
Weighted Logistic Classifier (logreg-weight) 0.4477 0.2605
Threshold maximizing F1 score (thresh-f1r) 0.5989 0.3117
Threshold maximizing MCC (thresh-mcc) 0.6093 0.3496
Table 6.2: Overall performance statistics using leave-one-out cross-validation
As expected, the logistic classifiers which simply performs a maximum likelihood estima-
tion, do not give the best F1 score or MCC, although weighting the features does improve the
predictive strength of the classifier. We note that using the threshold obtained by maximizing
the MCC on the training set (thresh-mcc) performs best, both in terms of the F1 score and
MCC.
The precision-recall curve (PR curve) of the entire dataset for the reflection class is shown
in Figure 6.12. Apart from the methods we have evaluated, it is possible to select other oper-
ating points along the PR curve by selecting different dSTE thresholds. For example, we see in
Figure 6.12 that it is possible to obtain a 100% recall at a precision of around 35%.
6.3.7 Qualitative evaluation of results
Visualizations of predicted edge point labels using each of the methods described in Sec-
tion 6.3.6 are shown in Figure 6.13. Different vehicle photographs are shown in each column.
Although we used color photographs for our experiments, as before, gray scale versions are
shown in the Figure 6.6 for visual clarity. The first row shows color coded ground truth labels
with reflection edges marked in red, panel surface edges marked in blue and edges caused by
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Figure 6.12: Precision-Recall curve (PR curve) for the dataset
mild damage including scratches and peeled off paint in cyan. Some of the damaged regions
are indicated by the arrows in the first row showing the ground truth labels.
The second and third rows show predicted labels using logistic regression (logreg) and
logistic regression with samples weighted (logreg-weighted) to give an equal representation to
both labels as described in Section 6.3.6.2. The last two rows show results obtained by learning
thresholds which maximize the F1 score and MCC respectively as explained in Section 6.3.6.1.
In general, the results obtained using the new approach (Figure 6.13) are better than the
results from the previous approach in Section 6.2 (Figure 6.6) for the same photographs. We
observe that most of the edge points which were labeled as damage in the ground truth labels
(cyan edges in the first row indicated by the arrows) have been correctly classified as surface
edges by all the methods. Therefore, given a photograph of a damaged vehicle panel, the
proposed methods could be used for damage detection by identifying edge points on inter
object reflections, leaving only edge points on surface edges of the panel and edges caused
by damage. With a known 3D CAD model registered over the photograph (Chapter 3 and
Chapter 4), the surface edges can be separated to identify the remaining edge points which
indicate the damage to the panel. However, the performance quality of each method depends
on the degree of reflections and surface edges have been misclassified. For instance, we see
that the logistic classifier (second row in Figure 6.13) is more inclined to predict a given edge
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point as a surface edge point. Therefore, edge points due to genuine damage will not be
missed. However, this method tends to incorrectly classify reflection edge points as surface
edge points. These misclassified reflection edge points do not exist in the 3D CAD model
projection. Therefore, when using a 3D CAD model projection to separate edge points due
to damage from undamaged parts of the vehicle, they will incorrectly appear as damages,
which are actually non-existent in the photograph. On the other hand, the threshold learned by
maximizing the MCC over the training set (last row in Figure 6.13), tends to classify reflections
better but also incorrectly classifies more surface edge points (including edge points cause by
damage) as reflections. However, in terms of our application it may be argued that the latter
method is better as it can result in detecting damage more accurately, thereby detecting damage
with a greater confidence. Even smaller scratches seem to be correctly classified as surface
edges (last row, third column in Figure 6.13) while correctly classifying most of the reflection
edges, with the threshold learned by maximizing the MCC.
The vehicle photograph in the last column of Figure 6.13 exhibits an interesting phenom-
ena for edge points on the front grill of the vehicle. Since the grill has a repetitive pattern,
their feature descriptors tend to be rather non-discriminative. Hence, point correspondences
obtained using the method in Chapter 5 tend to be rather noisy for the edge points on the grill.
Therefore, these points have incorrect dSTE values which mislead the algorithms (particularly
the last two algorithms) into misclassifying a considerable amount of these surface points as
reflection. This highlights a limitation of our method where it may not be very reliable in the
presence of repetitive texture such as a grill.
6.3.8 Photographs of complete vehicles
Although mild damage like scratches are better illustrated with close ups of the damaged panel
as seen in Figure 6.13, it may be necessary to photograph the entire vehicle in order to show
other types of damage like longer scratches which span several body panels. In such cir-
cumstances, fitting a homography transformation may not be valid as the complete car body
seen in the photograph may not be approximately planar. For example, consider a vehicle
photographed from an angle such that the front and the side of the vehicle body is visible.
However, it would still be possible to use the point correspondences to perform a two view 3D
reconstruction by robustly estimating a fundamental matrix between the two views as shown
in Chapter 5. If the focal length of the camera remains unchanged between the two views it
is possible to perform an uncalibrated 3D reconstruction as prescribed by Sturm [79]. It is
also possible to extract camera focal length information from the digital image tags of the pho-
tographs, analogous to the approach taken by Snavely et al. [78], in order to perform the 3D
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Figure 6.13: The figure shows prediction results obtained by the methods described in Sec-
tion 6.3.6 on typical real photographs. The columns show different vehicle panel photographs
in gray scale for visual clarity. Original RGB images were used for the actual tests. The first
row shows color coded ground truth labels with reflection edges marked in red, panel surface
edges marked in blue and edges caused by mild damage including scratches and peeled off
paint in cyan. Some of the damaged regions are indicated by the arrows in the ground truth
labels. The other rows show results for different methods discussed in Section 6.3.7 as follows:
Row 2: logistic classifier (logreg), Row 3: weighted logistic classifier (logreg-weight), Row 4:
learned threshold which maximizes the F1 score (thresh-f1r), Row 5: learned threshold which
maximizes the MCC (thresh-mcc). Best viewed in color.
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reconstruction. The reconstructed 3D point cloud can be used along with a registered 3D CAD
model (registered as per Chapter 4) to classify reflection edge points, which once more can be
expected not to lie on the surface of the vehicle body.
6.4 Chapter summary
This chapter describes two approaches to classify and separate image edge points in vehicle
photographs caused by inter object reflections from edge points belonging to the surface of the
vehicle panels. The methods use two views of a vehicle panel that has mild damage. The first
approach warps one photograph to match the other photograph and uses a distance measure
between corresponding edges. The second approach considers how much edge point corre-
spondences across the two photographs satisfy a robustly computed homography transform.
We present quantitative and qualitative evaluations of results to compare the utility of each
approach to classify reflection edges in photographs of vehicle panels with mild damage and
reflections.
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Chapter 7
Conclusions and Future Directions
In this thesis, we have presented our work done to automatically detect mild damage in vehicles
using photographs taken at the scene of the accident, typically from a device like a mobile
phone. This research was done as a component of a larger industry project for Control expert,
an industry partner company based in Germany. To conclude, we summarize our work and
discuss our contributions in this chapter. We also present some open problems and directions
for future work.
7.1 Summary and contributions
The proposed method aims to automatically detect mild damage to vehicles after an accident.
For our work we limited the scope of the damage to mild damage in the form of surface
scratches, peeled off paint etc,. on the body of the vehicle. We proposed to use a library of
undamaged 3D CAD models of vehicles as ground truth information, in order to detect damage
in the photographed vehicle. To this end, we proposed a method to register the ground truth 3D
model over the photograph in order to obtain information on what the vehicle in the photograph
should have looked like if it had not been damaged. Based on this rationale, we have made the
following contributions.
7.1.1 Monocular 2D/3D pose estimation
We proposed methods to recover the 3D pose of a known object in a given image (in particular
the pose of a known vehicle). To this end we derived distance measures which can be optimized
with respect to the 3D pose parameters, in order to obtain the final 3D pose. We presented two
methods; one in Chapter 3 and a more robust method in Chapter 4 which were published in
Jayawardena et al. [37] and Jayawardena et al. [36], respectively.
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7.1.2 3D model assisted segmentation
We proposed a method to identify the parts of the vehicle in the photograph using the 3D CAD
model projection to help in segmenting and separating components of a vehicle body. The
method can handle challenging scenarios like the doors and fenders which are separated by
weak boundary cues (e.g., parts consisting of the same color and paint). This work which was
presented in Chapter 3 and was published in Jayawardena et al. [37].
7.1.3 Reflection detection
We proposed methods to detect reflections appearing on the vehicle body using photographs
of the vehicle taken from two views, in order to separate image edges caused by reflections
from edges on the surface of vehicle panels. As image edges on the surface of the vehicle can
be identified with the aid of the 3D CAD model projection (Chapter 3), identifying reflection
edges helps isolate mild damage to the vehicle in the form of scratches, peeled off paint, etc,.
7.1.4 Obtain reliable point correspondences across photographs with largely
reflective and homogeneous regions
Given photographs from two views of the vehicle, traditional methods have difficulties in ob-
taining corresponding points across the images that are reliable enough to perform typical
structure from motion tasks like fitting a homography or estimating the epipolar geometry of
the scene. This is because the body of a vehicle tends be highly reflective and has large ho-
mogeneous regions which are relatively feature impoverished. In Chapter 5, we proposed a
method which can find point correspondence that are reliable enough for our work using an
approach which evaluates feature descriptors along image edges. The reflection detection work
which is explained in Chapter 6.2, relies on this work.
7.2 Open problems and future directions
Some of the open challenges in our research and directions for future work are as follows.
7.2.1 Optimizers
In Section 4 and Section 3 , we optimized our distance measure using the Downhill Simplex
optimizer. This optimizer has some useful properties which make it suitable for our work
(e.g., it does not require the function derivative which is not only difficult to obtain for our
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objective function but is also sensitive to image noise). An interesting future direction would
be to compare other suitable optimizers.
In the work presented in this thesis, we have performed an unconstrained optimization.
However, it would be interesting to perform a constrained optimization based on reasonable
assumptions about the pose of a typical vehicle in a photograph. An interesting future direction
would be to explore the utility of constrained optimization along with suitable constraints. It
may also be possible to learn the constraints by applying machine learning techniques on a
large number of vehicle photographs.
7.2.2 3D CAD Models
As discussed in Chapter 4, our proposed approach uses 3D CAD models of undamaged vehi-
cles as a ground truth. The accurate laser scanned 3D CAD model used in our work (Figure 4.1)
costs around USD 5000. Cheaper 3D CAD models purchased from the Internet cost around
USD 100. However, such 3D CAD models are not accurate enough for detecting vehicle dam-
age. In particular, the internal contours of the 3D model projection does not match the vehicle
in the real photograph with the cheap 3D CAD models (Figure 4.6), unlike with the accurate
3D CAD model Figure 4.1, due to inaccuracies in the dimensions of the cheaper models. Al-
though the expected cost savings to the company justify the cost of obtaining such accurate 3D
CAD models, it would be interesting to explore other avenues of obtaining ground truth 3D
models. One possibility would be to reconstruct a 3D model using a set of photographs or a
video sequence. Similar work has been done on fairly non-reflective objects by Furukawa et
al. [24]. However, reconstructing a 3D model from our images can be quite challenging due to
the presence of inter object reflections in an uncontrolled environment.
In our approach, we compare a 2D projection of the undamaged 3D CAD model with a 2D
photograph of the damaged vehicle to detect damage. Another possibility is to deform the 3D
model so that it matches the vehicle in the photograph. It may be possible to jointly optimize
for the 3D pose parameters and parameters which represent the degree of damage. Related
work has been done by Prisacariu et al. [72] where a 3D model is deformed using a latent
variable model based approach to track objects including cars from a side view. Estimating a
full 3D pose and damage for our work may involve a larger latent variable space, which can be
expected to be far more challenging.
7.2.3 Leverage on reflections
Although we leverage on consistent reflections across two images for recovering the epipolar
geometry in Chapter 5, inter object reflections are treated as noise in recovering the pose of the
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vehicle in the work described in Chapter 4 and Chapter 3. Therefore, the presence of reflections
can deteriorate the quality of the pose estimation results. An interesting future direction would
be to leverage the reflections and specular highlights in the process of recovering the 3D pose.
Related work has been done by Lagger et al. [45] in using specular highlights to refine the 3D
pose of simpler objects in indoor environments.
7.2.4 Other components of the project
As indicated from the onset in Figure 1.1, the work presented in this thesis addresses a vertical
slice of the overall objectives of the project. Our work focused on detecting damages in the
form of scratches to the body of the car. Possible future work include detecting damages to
vehicle panels such as dents, deformations in panels and also estimating the degree of damage
in terms of repair costs.
7.3 Conclusions
In this thesis, we explored the problem of automatically detecting mild damage in vehicles
using photographs taken at the scene of the accident. However, as discussed in this chapter,
our research is only a vertical slice of the overall project goals and much work remains to
be done in providing a complete solution. As such the work can be extended in interesting
directions. We hope that our work will provide the foundation for interesting future research.
Appendix A
Distance Measure Landscapes for a
Synthetic and a Real Photograph
The distance measure landscapes for a synthetic photograph and a real photograph are pre-
sented for the distance measure derived in Chapter 4. We include all 21 distance measure
landscapes obtained by varying two of the seven pose parameters at a time, based on the pose
representation given in Equation 3.6. The distance measure was evaluated on the photographs
shown in Figure A.1. For the synthetic photograph, the distance measure was evaluated on the
synthetic photograph shown in Figure A.1(a) using the ground truth pose shown by the super-
imposed 3D CAD Model outline as the initial pose. For the real photograph the photograph
shown in Figure A.1(b) was used. Consistent with the experiment Figure 4.1 in Section 4.6.2, a
GrabCut margin of 20 was used to initialize the background removal when calculating the dis-
tance measure for the real photograph. The initial pose shown by the superimposed 3D CAD
Model outline was obtained by optimizing the distance measure Equation 4.5 as explained in
Chapter 4 and is the from the result shown in Figure 4.1. Two pose parameters were changed
at a time while keeping the remaining pose parameters fixed at the initial pose to obtain the
distance measure landscapes.
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(a) Synthetic
(b) Real
Figure A.1: The synthetic and real photographs used to generate the distance measure land-
scapes. The initial ground truth pose of the 3D CAD model is shown by the yellow outline
superimposed over the photograph. Best viewed in color.
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Figure A.2: Distance measure landscape obtained by varying µx and µy about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.3: Distance measure landscape obtained by varying µx and δx about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.4: Distance measure landscape obtained by varying µx and δy about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.5: Distance measure landscape obtained by varying µx and φx about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.6: Distance measure landscape obtained by varying µx and φy about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.7: Distance measure landscape obtained by varying µx and f about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.8: Distance measure landscape obtained by varying µy and δx about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.9: Distance measure landscape obtained by varying µy and δy about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.10: Distance measure landscape obtained by varying µy and φx about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.11: Distance measure landscape obtained by varying µy and φy about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.12: Distance measure landscape obtained by varying µy and f about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.13: Distance measure landscape obtained by varying δx and δy about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.14: Distance measure landscape obtained by varying δx and φx about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.15: Distance measure landscape obtained by varying δx and φy about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.16: Distance measure landscape obtained by varying δx and f about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.17: Distance measure landscape obtained by varying δy and φx about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.18: Distance measure landscape obtained by varying δy and φy about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.19: Distance measure landscape obtained by varying δy and f about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.20: Distance measure landscape obtained by varying φx and φy about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
134 Distance Measure Landscapes for a Synthetic and a Real Photograph
−30
−20
−10
0
10
20
30
−30
−20
−10
0
10
20
30
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
 
% deviation in φx
% deviation in f
 
D
is
ta
n
c
e
M
e
a
su
re
0.1
0.2
0.3
0.4
0.5
0.6
0.7
(a) Synthetic
−30
−20
−10
0
10
20
30
−30
−20
−10
0
10
20
30
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
0.65
 
% deviation in φx
% deviation in f
 
D
is
ta
n
c
e
M
e
a
su
re
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
(b) Real
Figure A.21: Distance measure landscape obtained by varying φx and f about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Figure A.22: Distance measure landscape obtained by varying φy and f about the ground truth
pose while keeping the remaining pose parameters fixed for the synthetic and real photographs.
Best viewed in color.
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Appendix B
Epipolar Geometry Recovery Results
We present additional experimental results related to Chapter 5 on our car dataset. Each figure
compares qualitative results of the epipolar geometry estimated using our method and baseline
methods.
Detailed descriptions of each subfigure are given in Table B.1 as explained in Section 5.3.1.
Subfigure Description
a Original image pair (resized to meet upload file size requirements)
b Our method DAISY descriptors over edge points with the spatial constraint –
deg
c Our method DAISY descriptors over edge points without the spatial constraint
– de
d Baseline method DAISY descriptors over Harris corner points with the spatial
constraint – dhg
e Baseline method DAISY descriptors over Harris corner points without the spa-
tial constraint – dh
f Baseline method DAISY descriptors over SIFT key-points corner points with
the spatial constraint – dsg
g Baseline method DAISY descriptors over SIFT key-points corner points with-
out the spatial constraint – ds
f Baseline method SIFT descriptors on SIFT key-points and SIFT matching with
the spatial constraint – sg
i Baseline method SIFT descriptors on SIFT key-points and SIFT matching with-
out the spatial constraint – s
Table B.1: Descriptions of subfigures.
For most of the photograph pairs, the photographer has moved sideways between the two
photographs and has not changed the focal length of the camera. Hence, the correct epipolar
lines should indicate the camera motion and be roughly horizontal. They should not converge
inside the image (with epipoles inside the image) as seen in results of most of the baseline
methods. Therefore, as discussed in the main paper, our method with the spatial constraint
137
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continues to perform a lot better than the baseline methods.
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(a) Image pair
370 Putative Matches
46 inliers from 370 putative matches 
Daisy on edges with spatial Residual Error = 579.0697
Uncalibrated Stereo Rectification
(b) deg
350 Putative Matches
89 inliers from 350 putative matches 
Daisy on edges without spatial Residual Error = 0.69443
Uncalibrated Stereo Rectification
(c) de
262 Putative Matches
25 inliers from 262 putative matches 
Daisy on Harris kpts GRID Residual Error = 3750.4751
Uncalibrated Stereo Rectification
(d) dhg
289 Putative Matches
17 inliers from 289 putative matches 
Daisy on Harris kpts Residual Error = 3633.4333
Uncalibrated Stereo Rectification
(e) dh
212 Putative Matches
19 inliers from 212 putative matches 
Daisy on SIFT kpts GRID Residual Error = 11252.6202
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
(f) dsg
244 Putative Matches
18 inliers from 244 putative matches 
Daisy on SIFT kpts Residual Error = 13834.7385
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
(g) ds
211 Putative Matches
12 inliers from 211 putative matches 
SIFT matches Grid Residual Error = 11787.8891
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
(h) sg
244 Putative Matches
11 inliers from 244 putative matches 
SIFT matches Residual Error = 9045.7385
Uncalibrated Stereo Rectification
(i) s
Figure B.1: Results on the car dataset. Subfigures are explained in Tabl B.1. Color ode:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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(a) Image pair
408 Putative Matches
25 inliers from 408 putative matches 
Daisy on edges with spatial Residual Error = 2049.4926
Uncalibrated Stereo Rectification
(b) deg
350 Putative Matches
124 inliers from 350 putative matches 
Dai y on edges without spatial Residual Error = 0.38029
Uncalibrated Stereo Rectification
(c) de
277 Putative Matches
12 inliers from 277 putative matches 
Daisy on Harris kpts GRID Residual Error = 8167.3015
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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(d) dhg
312 Putative Matches
9 inliers from 312 putative matches 
Daisy on Harris kpts Residual Error = 4119.6813
Uncalibrated Stereo Rectification
(e) dh
220 Putative Matches
10 inliers from 220 putative matches 
Daisy on SIFT kpts GRID Residual Error = 11210.3149
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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(f) dsg
268 Putative Matches
15 inliers from 268 putative matches 
Daisy on SIFT kpts Residual Error = 12528.8811
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
(g) ds
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Figure B.2: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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Figure B.3: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
142 Epipolar Geometry Recovery Results
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Figure B.4: Results on the car dataset. Subfigures are explained in Tabl B.1. Color ode:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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Figure B.5: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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Figure B.6: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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Figure B.7: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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Figure B.8: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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Figure B.9: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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Figure B.10: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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Figure B.11: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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Figure B.12: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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Figure B.13: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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Figure B.14: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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Figure B.15: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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Figure B.16: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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16 inliers from 296 putative matches 
Daisy on Harris kpts Residual Error = 2703.5759
Uncalibrated Stereo Rectification
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Figure B.17: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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(a) Image pair
406 Putative Matches
42 inliers from 406 putative matches 
Daisy on edges with spatial Residual Error = 1070.1618
Uncalibrated Stereo Rectification
(b) deg
350 Putative Matches
218 inliers from 350 putative matches 
Dai y on edges without spatial Residual Error = 9.5205
Uncalibrated Stereo Rectification
(c) de
303 Putative Matches
17 inliers from 303 putative matches 
Daisy on Harris kpts GRID Residual Error = 1627.3173
Uncalibrated Stereo Rectification
(d) dhg
350 Putative Matches
16 inliers from 350 putative matches 
Daisy on Harris kpts Residual Error = 1710.676
Uncalibrated Stereo Rectification
(e) dh
218 Putative Matches
14 inliers from 218 putative matches 
Daisy on SIFT kpts GRID Residual Error = 2339.4855
Uncalibrated Stereo Rectification
(f) dsg
261 Putative Matches
16 inliers from 261 putative matches 
Daisy on SIFT kpts Residual Error = 2360.4688
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(g) ds
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Figure B.18: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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(a) Image pair
419 Putative Matches
35 inliers from 419 putative matches 
Daisy on edges with spatial Residual Error = 1089.2813
Uncalibrated Stereo Rectification
(b) deg
350 Putative Matches
77 inliers from 350 putative matches 
Dai y on edges without spatial Residual Error = 4.8121
Uncalibrated Stereo Rectification
(c) de
311 Putative Matches
12 inliers from 311 putative matches 
Daisy on Harris kpts GRID Residual Error = 5852.7278
Uncalibrated Stereo Rectification
(d) dhg
349 Putative Matches
12 inliers from 349 putative matches 
Daisy on Harris kpts Residual Error = 4977.8562
Uncalibrated Stereo Rectification
(e) dh
208 Putative Matches
12 inliers from 208 putative matches 
Daisy on SIFT kpts GRID Residual Error = 7047.9742
Uncalibrated Stereo Rectification
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Figure B.19: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
158 Epipolar Geometry Recovery Results
(a) Image pair
403 Putative Matches
50 inliers from 403 putative matches 
Daisy on edges with spatial Residual Error = 917.0987
Uncalibrated Stereo Rectification
(b) deg
350 Putative Matches
203 inliers from 350 putative matches 
Daisy on edges without spatial Residual Error = 0.12374
Uncalibrated Stereo Rectification
(c) de
278 Putative Matches
21 inliers from 278 putative matches 
Daisy on Harris kpts GRID Residual Error = 2096.465
Uncalibrated Stereo Rectification
(d) dhg
318 Putative Matches
17 inliers from 318 putative matches 
Daisy on Harris kpts Residual Error = 2208.9989
Uncalibrated Stereo Rectification
(e) dh
236 Putative Matches
17 inliers from 236 putative matches 
Daisy on SIFT kpts GRID Residual Error = 3915.8077
Uncalibrated Stereo Rectification
(f) dsg
278 Putative Matches
14 inliers from 278 putative matches 
Daisy on SIFT kpts Residual Error = 4266.9957
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(g) ds
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11 inliers from 238 putative matches 
SIFT matches Grid Residual Error = 11599.7325
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Figure B.20: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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(a) Image pair
403 Putative Matches
28 inliers from 403 putative matches 
Daisy on edges with spatial Residual Error = 2691.2574
Uncalibrated Stereo Rectification
(b) deg
350 Putative Matches
102 inliers from 350 putative matches 
Dai y on edges without spatial Residual Error = 4.7097
Uncalibrated Stereo Rectification
(c) de
300 Putative Matches
13 inliers from 300 putative matches 
Daisy on Harris kpts GRID Residual Error = 3964.4658
Uncalibrated Stereo Rectification
(d) dhg
350 Putative Matches
11 inliers from 350 putative matches 
Daisy on Harris kpts Residual Error = 2598.7052
Uncalibrated Stereo Rectification
(e) dh
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Daisy on SIFT kpts GRID Residual Error = 7149.8361
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Figure B.21: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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(a) Image pair
387 Putative Matches
20 inliers from 387 putative matches 
Daisy on edges with spatial Residual Error = 2393.9337
Uncalibrated Stereo Rectification
(b) deg
350 Putative Matches
78 inliers from 350 putative matches 
Dai y on edges without spatial Residual Error = 5.4799
Uncalibrated Stereo Rectification
(c) de
271 Putative Matches
10 inliers from 271 putative matches 
Daisy on Harris kpts GRID Residual Error = 5254.2543
Uncalibrated Stereo Rectification
(d) dhg
300 Putative Matches
16 inliers from 300 putative matches 
Daisy on Harris kpts Residual Error = 4677.0805
Uncalibrated Stereo Rectification
(e) dh
219 Putative Matches
19 inliers from 219 putative matches 
Daisy on SIFT kpts GRID Residual Error = 8777.5068
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Figure B.22: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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(a) Image pair
376 Putative Matches
19 inliers from 376 putative matches 
Daisy on edges with spatial Residual Error = 6487.7589
Uncalibrated Stereo Rectification
(b) deg
350 Putative Matches
158 inliers from 350 putative matches 
Dai y on edges without spatial Residual Error = 1.3718
Uncalibrated Stereo Rectification
(c) de
277 Putative Matches
15 inliers from 277 putative matches 
Daisy on Harris kpts GRID Residual Error = 7617.6685
Uncalibrated Stereo Rectification
(d) dhg
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13 inliers from 321 putative matches 
Daisy on Harris kpts Residual Error = 8177.4043
Uncalibrated Stereo Rectification
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Daisy on SIFT kpts GRID Residual Error = 10004.3645
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Figure B.23: Results on the car dataset. Subfigures are explained in Table B.1. Color code:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
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(a) Image pair
384 Putative Matches
54 inliers from 384 putative matches 
Daisy on edges with spatial Residual Error = 500.8004
Uncalibrated Stereo Rectification
(b) deg
350 Putative Matches
165 inliers from 350 putative matches 
Daisy on edges without spatial Residual Error = 21.0419
Uncalibrated Stereo Rectification
(c) de
250 Putative Matches
15 inliers from 250 putative matches 
Daisy on Harris kpts GRID Residual Error = 2109.6956
Uncalibrated Stereo Rectification
(d) dhg
306 Putative Matches
21 inliers from 306 putative matches 
Daisy on Harris kpts Residual Error = 2041.2213
Uncalibrated Stereo Rectification
(e) dh
199 Putative Matches
19 inliers from 199 putative matches 
Daisy on SIFT kpts GRID Residual Error = 2892.3996
Uncalibrated Stereo Rectification
(f) dsg
238 Putative Matches
17 inliers from 238 putative matches 
Daisy on SIFT kpts Residual Error = 3079.5626
Uncalibrated Stereo Rectification
(g) ds
199 Putative Matches
13 inliers from 199 putative matches 
SIFT matches Grid Residual Error = 8113.7893
Uncalibrated Stereo Rectification
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15 inliers from 238 putative matches 
SIFT matches Residual Error = 6917.2005
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Figure B.24: Results on the car dataset. Subfigures are explained in Tabl B.1. Color ode:
cyan lines - epipolar lines, yellow dots - matched points, magenta lines - point correspondences.
Best viewed in color.
Appendix C
A Measure of Comparison Between
Fundamental Matrices
We describe the measure used for comparing two fundamental matrices as per Zhang [91] in
Algorithm 4, along with the illustration in Figure C.1.
  
d1
d'1
m
m'
F1m
F2m
F1m'
F2m'
T
T
Figure C.1: Illustration of Algorithm 4 of comparing two fundamental matrices
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Algorithm 4 Measure of comparison between two fundamental matrices
Input: Fundamental matrices F1 and F2, matched points
Output: Average distance
Step 1: Choose randomly a point m in the first image.
Step 2: Draw the epipolar line of m in the second image using F1. The line is shown as a
dashed line, and is defined by F1m.
Step 3: If the epipolar line does not intersect the second image, go to Step 1.
Step 4: Choose randomly a point m′ on the epipolar line. Note that m and m′ correspond to
each other exactly with respect to F1.
Step 5: Draw the epipolar line of m in the second image using F2 , i.e., F2m, and compute
the distance, noted by d′1 , between point m
′ and line F2m.
Step 6: Draw the epipolar line of m′ in the first image using F2 , i.e., FT2 m
′ , and compute
the distance, noted by d1 , between point m and line FT2 m
′.
Step 7: Conduct the same procedure from Step 2 through Step 6, but reversing the roles of
F1 and F2, and compute d2 and d′2 .
Step 8: Repeat N times Step 1 through Step 7.
Step 9: Compute the average distance of d s, which is the measure of difference between
the two fundamental matrices.
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