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Abstract 
A numerical algorithm for the calculation of a basis for the root subspace at a 
nonderogatory eigenvalue of a finite dimensional multiparameter system is given. It is 
based on the algorithm proposed by KoSir [l]. The perturbation theory for the algo- 
rithm is studied and a new stopping criterion is proposed. At the end two numerical 
examples are given. 0 1998 Elsevier Science Inc. All rights reserved. 
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1. Introduction 
We consider an algebraic multiparameter system W: 
K(5) = PKjrlj - fi(), i= 1,2 )...) n (TI k2), 
j=l 
where h = (A,, . . . , A,) are parameters and Kj are linear transformations on a 
finite dimensional vector space Hi. 
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Multiparameter eigenvalue problems arise in a variety of applications [2], 
particularly in mathematical physics when the method of separation of vari- 
ables is used to solve boundary value problems [3]. The result of the separation 
is a multiparameter system of ordinary differential equations. An example for 
such a system is Mathieu’s differential equation (see Introduction in [3]). 
Several numerical algorithms have been proposed for the calculation of the 
eigenvalues and eigenvectors, mainly for two-parameter problems. Bohte [4] 
uses Newton’s method to find a solution of a system det K(a) = 0, i = 1, . . . , n, 
combined with an efficient method for the calculation of the derivative of the 
determinant. Blum and Chang [5] generalize the Rayleigh quotient iterative 
method for the classical eigenvalue problem into the minimum residual quo- 
tient iteration (MRQI) for multiparameter systems. Miiller [6] uses the con- 
tinuation method to compute eigenvalue curves starting from a given 
eigenvalue. Slivnik and TomSic [7] show that in a tensor product space the right 
definite problem can be reduced to a system of one-parameter problems, after 
which it can be treated by standard numerical methods. Browne and Sleeman 
[S] use the gradient method [9,10] for the right definite problem. These algo- 
rithms can be applied to the systems with multiple eigenvalues but the con- 
vergence is then slower. Some numerical methods have been developed for the 
second central-difference approximation of two-parameter Sturrr-Liouville 
eigenvalue problems: Ji [l l] uses the two-dimensional bisection method and 
Shimasaki [12] uses the continuation method. 
Once the eigenvalue 3, is known, the calculation of the geometric eigen- 
subspace is straightforward, since eigenvectors xi can be calculated from sys- 
tems q(h)xi = 0, i = 1,. . . , n. In order to give a solution in terms of Fourier- 
type series, we need to know a basis for the complete root subspace of the 
eigenvalue. Up to now, no numerical algorithm for the calculation of the 
complete root subspace has been proposed. Binding [13] gives an analytical 
solution for a root subspace of the real eigenvalue of an uniformly elliptic 
multiparameter system. In [l] KoSir proves a completeness theorem for a 
nonderogatory eigenvalue of a finite dimensional multiparameter system and 
gives a procedure to construct a basis for the root subspace at a nonderogatory 
eigenvalue. Although uniformly elliptic and nonderogatory cases are not re- 
lated, it can be shown [l] that both completeness theorems give the same 
structure of root vectors in case of a nonderogatory eigenvalue of a uniformly 
elliptic multiparameter system. Furthermore, in both [l] and [ 131 the dimension 
of the root subspace is given by determinant criteria. This is not suitable for 
numerical implementation so we propose a different stopping criterion. 
On the tensor product space 
we define operator determinants 
B. Plestenjak ! Linear Algebra and its Applications 285 (1998) 257-276 259 
. . Jt 
. . . v;t, , i= I,2 )...) n, 
. . cl: 
H induced by l$j and defined by 
EjXi@"'@Xn 
A multiparameter system W is called nonsingular if the corresponding op- 
erator determinant A0 is invertible. In the case of a nonsingular multiparameter 
system W, we associate with W an n-tuple of commutative linear transfor- 
mations r = {Zi, . . . , r,}, where Zi = Ai’ Ai, i = 1,. . ,n (see [14]). We will 
study only nonsingular multiparameter systems W. 
An n-tuple 1 E @” is called an eigenvalue of the multiparameter system W if 
all R(S) are singular. If 
ker(r - ALI) := fiker(Zi - Ail) # {0}, 
i=l 
then h is an eigenvalue of r. Let a(W) and o(T) denote the set of all the ei- 
genvalues of W and r, respectively. It was shown by Atkinson [14] that 
o(W) = o(T) and that 
ker(r - hZ) = ker W,(h) @ ker q(k) 18 . . . C$ kerw,(n). 
An eigenvalue 1 of a multiparameter system W is called nonderogatory [l] if 3L 
is a nonderogatory eigenvalue of the associated system I’, i.e., if 
dim ker(r - IZ) = 1, 
dimhfiker[(r; - niZ)(Z’j - AjZ)] <2. 
i=lj=l 
An eigenvalue 3, is nonderogatory for I- if and only if at least one li is a 
nonderogatory eigenvalue for Zi ([I], [15], p. 299). Suppose that h is a non- 
derogatory eigenvalue of W and let N = dimH. Then the subspace 
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ker(lY - ILZ)~ = i)ker(r; - Ail)” 
i=l 
is called the root subspace of W at L 
To conclude Section 1 we give a brief setup of the paper. In Section 2 
Kosir’s algorithm is summarized. In Section 3 the numerical implementation of 
the algorithm is presented and in Section 4 two methods for the calculation of 
the stopping criterion are proposed. In Section 5 we give a perturbation 
analysis for the algorithm and derive numerical bounds for the errors of the 
calculated root vectors and for the proposed stopping criterion. In Section 6 
two numerical examples are given. 
2. The algorithm 
We assume that the eigenvalue L of the system W is known and that it is 
nonderogatory. Our primary interest is not the computation of the eigenvalue 
but the computation of the basis for the root subspace of the eigenvalue. 
For a multiparameter system W we denote by Vi(L) the sum 
Next we denote the set of multiindices 
i 
(jl,j2,...,jn); O<ji, ” ‘i=k lxJ 1 ) k=0,1,2 )...) i=l 
by Ylk and write j = (jl, j,, . . , jn) for j E Yk. 
The following algorithm is based on Algorithm 16 in [l]. 
Algorithm 1 
Step I 
1. Fori=1,2 ,..., n find xi0 # 0 and yio # 0 such that &(h)xjo = 0 and 
Il$(?L)*_$iO = 0. 
2. zo := x10 @J X2.0 @ . . 63 x,0. 
3. Bo := LV~~jXiO]in,=1. 
4. Setk=l. 
Step II 
1. Find a matrix polynomial Lk(p) = Ipk + Bk-i pk-’ + . . + Bo, 
2. Define d&) := det&&)). 
3. If&“(O) # 0 exit the algorithm. 
4. Find ak E @“, al # 0, such that cfii B,Q_, = 0. 
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Step IZZ 
1. For i= 1,2,... ,n find xik E H; such that Cfzd Ui(Uk-l)X;l = fl(L)xik. 
2. zk := cjE~l xlj, @‘x2j* @ ” ’ @xnj_- 
3. Bk := ~zi’,~jxik]~J=l. 
4. Set k = k + 1 and repeat Step II. 
The algorithm outputs vectors 20, zl, . . , zk which form the basis for the root 
subspace ker(r - lZ)N, where N = dimH. Note that from [I], Corollary 17 it 
follows that the dimension of the root subspace ker (r - hZ)N is equal to k + 1, 
where k is the smallest integer such that the condition in Step II.3 holds. 
3. Numerical realization of the algorithm 
In order to implement Algorithm 1 numerically, we have to look first at the 
type of problems to be solved. We assume that all vector spaces H, are finite 
dimensional, say Hi = C”“. 
Another equivalent definition of a nonderogatory eigenvalue used in [l] is 
that li. E o(W) is nonderogatory if dim ker K(1) = 1 for all i and 
dim kerBo < 1. Here Bo is the matrix defined in Step I.3 of Algorithm 1. Thus 
we assume that 
dim ker e(1) = 1 (1) 
for all i and that 
dim ker B. = 1, (2) 
otherwise the condition in Step II.3 is satisfied for k = 1 and the root subspace 
ker (IY - hZ)N is onedimensional. 
From (1) and (2) it is easy to see that all linear systems in Algorithm 1 are 
reduced to one of the following problems 
?? solving a homogeneous system Ax = 0 for x # 0 (Steps 1.1 and II.4 in the 
case k = l), 
?? solving a singular system Ax = b, b E range(A) (Steps 111.1 and II.4 in the 
case k # 1). 
In both cases dim kerA = 1. 
An important part of the algorithm is Step II.3 which determines the di- 
mension of the root subspace. It requires the calculation of the derivatives of 
the determinant of a matrix polynomial. We try to avoid this extremely time 
consuming calculation. 
In Section 4 we will show that in the case of a two-parameter problem Step 
II.3 can be simplified and calculated without introducing matrix polynomials 
explicitly. For systems with more than two parameters another criterion is 
proposed. 
262 B. Plestenjak I Linear Algebra and its Applications 285 (1998) 257-276 
The next lemma follows from Lemma 12 in [l] and its proof. 
Lemma 1. Let {BI = [b$+, 1 = 0,. . . ,k- 1) be a set of n x n matrices and 
assume that rank(Ba) = n - 1. The following statements are equivalent: 
(a) There exist vectors a;, i = 1, . . . , k, al # 0, such that c,(ii Bjal-j = 0 for 
I= l,...,k. 
(bl 
*, b$ . ” Z$ 
forl=O,l,..., k-l. 
(c)d(‘)(O) = 0, I = 0 7”‘) k - 1, whered(p) = det (I$ + Bk_&’ + . . . + Bo). 
It follows from Lemma 1 that the criteria 
df-‘j(O) = 0 
in Step II.3 and 
there exists ak such that B& + B,ak_, + . . . + Bk-la, = 0 
are equivalent. Using the latter relation Step II is modified to 
Step II. Solve the singular system Beak = - Cfi: B,ak_[ for ak E C”. If such 
ak does not exist, exit the algorithm. 
4. The computation of the stopping criterion 
In the original algorithm, the calculation of Step II.3 involves the compu- 
tation of derivatives of matrix determinants. For a two-parameter problem this 
criterion is easily computed without any differentiation. If we denote 
Bj = j= 1,2,..., 
then the determinant 
dk(p) = det(Z&)) = det (Zpk + Bk_,pk-’ + . . . -I- BO) 
is equal to 
dk(pL) = 
/ik + b$-‘)#-1 + . . . + b(O) ,, ~‘+br~-‘)~k-‘+...+b~) 
pk + b(k-l)pk-’ + . . . + b(O) 
21 21 /ik + bg-l)pk-l + . . + @ ’ 
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Since C&(P) is a polynomial, &I) (0) = 0 depends only on the coefficient of 
pk-‘. It is easy to see that this coefficient is equal to 
&Ub(0) 
11 
22 + @-+g + . . + ~~ql)~~-~~ - /$k;‘)@ + . + @+$-1’ . 
> 
(3) 
This is easily computed and the algorithm stops when (3) is nonzero for the 
first time. It is possible to further generalize this approach for multiparameter 
problems with three or more parameters, but calculations are not as efficient as 
for the case n = 2. 
Because of this we choose another stopping criterion, the norm of the re- 
sidual rk, defined by 
for the kth step. The algorithm stops when l/?-k\/ is nonzero for the first time. 
Here and in the rest of the paper the Euclidean norm is used as a vector norm 
and the spectral norm is used as a matrix norm, unless noted otherwise, 
whenever the Frobenius norm is used. 
As in the previous case the problem is how to distinguish between nonzero 
values which are the result of a numerical computation and the exact nonzero 
values. In order to overcome this problem we find a bound for the perturbation 
of the residual rk. If we denote numerically computed residuals by ?k, then our 
goal in the next section is to find values 6k such that 
With a good bound & the stopping criterion becomes 
5. The perturbation analysis for the algorithm 
In a numerical computation we have to deal with a possible loss of singu- 
larity. Let k = A + &4 be a perturbed matrix A with dim kerA = 1 and 
6 = b + 6b a perturbed vector with b E range(d). The perturbed systems 
,& = 0 and 2.Z = b are not singular in general any more. However, we want to 
compute solutions X as good approximations for the solutions of nonperturbed 
problems. It is possible to do this in a numerically stable way via the singular 
value decomposition (SVD). For a matrix A we denote by ai the ith largest 
singular value of A. 
In Sections 5.1 and 5.2 we derive the perturbation theory for the homoge- 
neous and the singular system. In Section 5.3 recursive bounds for each step of 
the algorithm are obtained. Besides the bounds for the perturbations of root 
vectors, the main result is the bound for the perturbation of the residual rk. In 
Section 5.4 the bounds are modified for practical computation. 
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5.1. Perturbation theory for a homogeneous system 
For a matrix A E Vxfl with dim kerA = 1 we search for a nonzero vector 
x E C”, such that Ax = 0. Without any loss of generality we can assume 
llxjl = 1. Clearly, the solution is an eigenvector at eigenvalue 0 and the vector x 
is a basis for the null space of A. 
In practice we deal with a perturbed system k = A + E instead of A and we 
take a right singular vector corresponding to the smallest singular value a,(A) 
of A as a good approximation X to the vector x. In order to bound the error 
IJx - Xl1 we need a result of Stewart [16]. 
Definition 1. Let A E Cmxn. We say that k-dimensional subspaces Y C C” and 
Y 5 Cm form a singular subspace pair for A if x E Y and y E T imply Ax E .T 
and A’y E 9’. 
Theorem 1([16], Theorem 6.4). Let A, E E Cmxn with m 2 n be given andsuppose 
that V E Cnxn and U E Cm”” are unitary. Assume that V = ( fi fi ), 
U = ( U, U, ), where fi E Cnxk, Ul E Cmxk and assume that range(Vi) and 
range( VI) form a singular subspace pair for A. Let 
U*AV= (A;1 b2), 
U*EV= (;;: ;;;) 
and define E = II( Ez, ET,) J(r. Assume that 
then there exist matrices P E C(n-k)xk and Q E C=(m-k)xk satisfying 
Q IK >II ’ F 
such that range( VI f V2Q) and range(Ui + UzP) form a pair of singular sub- 
spaces for A + E. 
From this theorem we can derive the following corollary. 
Corollary 1. Suppose that dim kerA = 1. Let A, E E Cnxn and suppose that 
A = UXV” is the singular value decomposition of A. Assume that 
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n-l 1 
v= v, x ( > 
and let E be partitioned conformally with U and V in the form 
n-l 1 
U’EV ZE n - 1 
1 
Let 
EI s 
tT M 
6 = J ll4* + lItlIZ 
and let 
0 < 6 := a,_~ (A) - llElI[ - Ial. 
If 
5,’ 
6‘2' 
then there exists a singular vector x.for the smallest singular value of A + E such ’ 
that l/X/l = 1 and 
IlCxllc2;+2(32. 
Proof. Assume that 
n-l 1 
u= u, y’ ( > 
It follows from Theorem 1 that there exist vectors p, q E C-’ satisfying 
(llPl12 + Ilql12P2 G 2; > 
such that the vectors x + qq and y + Ulp determine a pair of singular 
spaces for A + E. So 
x = ,,:I :;]I 
is a singular vector for the smallest singular value of A + E. From 
lb + Kqll = (1 + llql12Y2 
it is possible to derive 
IIX -XII < 11% - (X + fiq)ll + II@ + %I) -XII 
- 1 + IMI G ; 114112 + IbIll. 
(4) 
(5) 
sub- 
266 B. Plestenjak I Linear Algebra and its Applications 285 (1998) 257-276 
The result now follows from (5). 0 
5.2. Perturbation theory for a singular system 
We have a singular system Ax = b, where A E C”““, rank(A) = k < n and 
b E C”. Such a system has an infinite number of solutions. Applying the 
method for solving a rank deficient least-squares problem [17] the solution x 
with the minimal 2-norm is 
k utb 
x= c IUjj j=, CJ’i 
(6) 
where A = UCV* is the SVD of A, U = (ul u2.. . un), C = diag(ai, . . . , ck, 
0,. . . ,O) and V = (q 21~. . II,). 
In a perturbed system 
A”s;- = b, (7) 
wherek=A+E,g=b+e, EEP”, e E C”, the matrix k may be of full rank 
and the exact solution X of (7) may be far away from the solution (6). A good 
approximation to (6) is the vector I, defined by 
jE-= 
k u%_ 
c tVir 
,=I Oi 
(8) 
where A = c%v* is the SVD of k and 0 = (iii ii2.. . ii,), I? = diag(Ci, . . . , a,,) 
and p = (Ui V2. . . fin). 
The solution (6) is a truncated singular value decomposition (TSVD) solu- 
tion as described in [18]. For the estimation of the error I]x - Xl\ we need a 
result of Hansen. 
Theorem 2 ([18], Theorem 3.4). In the above notation let r = b -Ax and 
r = b - A? denote the residual vectors. Assume that IJE(I < ok. Then 
IId 
+ ’ IIAII ll4l + ’ (9) 
and 
lb- dl G lIEI llxll + lkll + rlll4L (10) 
where 
K = ll~llIIA+ll = 2 
q = llEllIIA+II = w. 
ak 
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In our case dim kerA = 1 and b E range(A). With these assumptions the 
above theorem can be further simplified. 
Corollary 2. Let dim kerA = 1, b E range(A) and j(E(j < gn_l. Then 
and 
llii - &II G IJEll lxll + llell. 
Proof. From b E range(A) it follows that 
lb-II = 0. 
It is easy to see that 
u 1 
(1 - rl)lPll = on-1 - IIEII 
Insertion of (13) and (14) in (9) yields 
(11) 
(12) 
(13) 
(14) 
(15) 
and (10) follows easily. Similarly, insertion of (13) and (14) in (10) gives 
(12). 0 
5.3. Perturbation theory for the algorithm 
Let us assume that instead of the system W with a multiple eigenvalue I we 
are calculating root vectors of the perturbed system W, where each matrix qj is 
perturbed into cj = Kj + SKj for all i,j. In this perturbed system we take 
i = A+ 61 for the approximation of the eigenvalue. We would like to know 
how much the calculated root vectors differ from the exact solutions and how 
to implement the stopping criterion to calculate all root vectors. 
Let us assume that 
)(6qjlil)<qjj, i= l,..., n, j=O ,..., n, (16) 
and that 
Ii%,/ = )&-&I& k= l)...) Iz. (17) 
We further assume that all vii and 6k are approximately of the same size 
which is small enough to use Corollaries 1 and 2. To simplify our bounds we 
neglect all terms of higher than linear order in ylij and ek. 
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The calculated vectors and matrices of the perturbed system %$’ and the ei- 
genvalue approximation i are denoted by Zij, ?i, ai, Zi, etc. Our goal is to derive 
useful upper bounds for llS~;jll and (j&k 11, where 6X, = Xii - xii and 
6~ = fk - rk. To obtain them, we have to do the perturbation analysis for each 
step of Algorithm 1 and calculate bounds for J16aill, 1(6BiJI, etc., where 
6ai = iTj - ai, 6& = iSi - Bi, etc. Our main results are bounds (20), (24) and 
(26). 
Definition 2. For a vector or matrix x we denote a calculated upper bound for 
lI4I by W4. 
According to (16) and (17) M(SI$j) = uij and M(6;li) = ei. Later on we also 
use the values 
Ri = 211 KjI12, i= l,...,n. 
j=l 
(18) 
5.3.1. Step I.1 of the algorithm 
In the first step of the algorithm we calculate unit vectors &,j&, i = 1, . . . , n, 
such that 
_ - 
&(1L)iio = 0, lqil)*j&, = 0. 
Lemma 2. 
IlsKll <“(6K) := ~ll~jll~j + kVijlAjl + Vi07 
j=l j=l 
I(~XiOJI <M(sxiO) := 
2A4(6w9 
Gl(W(X)) -M(W) ’ 
Proof. From 
Qwi> = b% +. ‘. + Pgn, + S&Al +. . . + ijvg, - SK0 
+ 6KlFh + . . . + s&3& 
we estimate 
llsKll 6 ~llKjllcj + cVijlAjl + IliO* 
j=l j=l 
(19) 
(20) 
(21) 
where we neglect the second order terms qijej. This yields the bound (19). 
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We use Corollary 1 to bound the errors ]]Zio - x;o)I and I/j& - YioJ]. From (4) 
we deduce 
which gives (20). It is easy to see that M(&o) = M(Gxio). 0 
Using the bound (20) we can estimate the error ]/ZO - zoll of the computed 
eigenvector Z. in Step 1.2. 
5.3.2, Step I.3 of the algorithm 
In this step we compute the matrix 
BO = ti$ ~j.XfO]~~,l. 
Neglecting terms in vii and Ei of higher orders we write 
(6BO), = (&)jj - (Bo)ij i2 Sy,*,KjXiO +_Y,~6KjXiCJ +_Y,$Kjh$J 
and estimate 
(22) 
from (20). 
Now that we have a bound for each element of the perturbation matrix MO, 
we estimate its norm. Using the well-known inequality ]]S&]l< ))6&((, and (22) 
we easily obtain 
M(6Bo) = [f)4((8Bo)ij)2] “2 
ij=l 
From the perturbation theory for singular values [17] it follows that 
%(Bo) 6 Il~~oll 
If do) > MPO), we deduce that the eigenvalue li. has one-dimensional root 
subspace and therefore we exit the algorithm in Step 1.4. 
5.3.3. Step II of the algorithm in the case k = I 
In this step we solve the perturbed system bog, = 0 to obtain a good ap- 
proximation to al. From Corollary 1 we write 
Ilk II <M(h) := 2W6Bo) 
an-1 (Bo) - WjBo) ’ (23) 
This derived bound is used in the error analysis that follows. 
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5.3.4. Step III.1 of the algorithm 
This is the first step of the algorithm where we use TSVD. The computed 
TSVD solutions Zik of the systems 
k-l 
are approximations to the root vectors xik, i = 1, . . . , n. 
Lemma 3. 
(24) 
where 
k-l 
T= C (RiM(Fak-l) + ~~ijl(ak-,)jl)llxi,ll + Il~(ak-I)IIM(6Xil) . 
I=0 j=l 1 
Proof. We use the bound (11) which is a part of Corollary 2. We already have 
the bound (19) for the perturbation IlSFI$ll, so the only work left is to estimate 
Il4, where 
k-l k-l 
e = coi(6k_l)ii[ - xui(ak_l)xi,. 
I=0 I=0 
Using the Cauchy-Schwartz inequality and (18) and neglecting all terms 
containing products of two or more perturbations we see that 
k-l 
llell G C RI”(Gak-l) + eqiji(ak-i)j\ \Ix,I)[ + \IUi(ak_,)JIM(Gxir) . 
I=0 K j=l 1 
From (11) it follows that 
(Iax,k(l L 2M(6K)IIXikll + llell I 0,-l (IQ - M(6&) . 
which yields (24). 0 
This derived bound is very important as from bounds (24) and (20) we can 
estimate the error (I.& - .?$]I of the computed root vector ,?k in Step 111.2. 
5.3.5. Step III.3 of the algorithm 
In this step we compute the matrix 
Bk = Fi Ej.?ik]yj=1 
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and in a similar manner to the analysis of Step I.3 we estimate the errors 
1 (GBk)iij where SB, = & - Bk. The results are 
5.3.6. Step II of the algorithm in the case k # 1 
In this step we calculate the vector iik and decide whether to continue with 
the algorithm. The calculated TSVD solution & of the equation 
k-l 
is an approximation for the vector ak. 
Theorem 3. 
116akll < M(6ak) := =f@Bo)llakll + T 
an-1 (Bo) - M(FBo) 
(25) 
and 
k-l 
llsrkii GM&k) := M(@o)(ll(~kll + C[~(GB,)llrlk-,(l+llB,IJM(Gak-,)], 
I=1 
(26) 
where 
k-l 
T = ~[M(@dlak-il( + lI&IjM(~ak-~)]. 
I=1 
Proof. We write 
k-1 k-l 
e := ~‘%~k-, - xB,ak-r, 
I=1 I=1 
and estimate 
k-l 
lIeI/ < ~[M(~B,)(Iak-d + ll&IIM(~ak-r)]. 
I=1 
We use the bound (11) from Corollary 2 to obtain 
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which gives the bound (25). The bound (26) follows from (12) as 
k-l 
iirk\\ ~“(GBO)lili6kll + ~[M(~~l)llak-lll+lIBillM(Gatr)l. 0 
The bound (26) is one of the main results of our perturbation theory. It gives 
us control over the stopping criterion. From 
ll?kkll > M@rk) (27) 
it follows that l]rkll # 0, so the dimension of the invariant subspace is k and we 
exit the algorithm. 
5.4. Computation of bounds in practice 
Normally values like q_l (4) and (~~-1 (Bc) are not known, so we have to 
replace them with the calculated ones (T,_ 1 (K) and on-i (&). In order to pre- 
serve correctness of our bounds we use the estimates 
Gl(BO) - ll@oll G 6l(BO) G %-l(BO) + II~~OII 
which follow from the perturbation theory for singular values [17]. 
In this way we change the denominator 
%l(K(k)) - M(hF) 
to 
r&-1( F@)) - 2M(6Fq 
in formulas (20), (22) and (24) and the denominator 
Bn-1 (Bo) - M(GBo) 
to 
on-1 (&I) - 2M(ZBo) 
in formulas (23) and (25). The new bounds make sense only if the denomi- 
nators are positive. 
This also applies to the values in the numerators, where we simply use ap- 
proximations instead of exact values, producing another source of errors. As a 
result, our bounds are only good enough for rough estimation of the calculated 
errors in the algorithm. 
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6. Numerical examples 
For the first numerical example we take the two parameter system 
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3 1 
W, (1) = 1,z + 221 - ( 0 2 1 ’ 
w,(a) = A,1 - 1.01&Z - 
(Oo99 0.$9) 
The eigenvalues A(‘) = ($‘, A!‘) of this system are the solutions of 
(: _:,,> (fi:: ;i:: ;;: :&‘) 
( 3 32 ; 2 = > . 0.99 0.99 0.99 0.99 (28) 
The eigenvalue 1= (2,l) is nonderogatory with a two-dimensional root sub- 
space. 
As perturbation matrices we choose 
lo-* ( 1 -1 1 1 1 0 2 sfi, = = = 1 -2 ) sv,, 1o-8 ( -1 0 ) , sv,, lo-* ( 1 -1 1 
dv,, = lo-8( -01 A’), SG, = lo-s(i _4), Sfi, = lo-8( I2 Y). 
In the perturbed system the eigenvalue 1 decomposes into two eigenvalues and 
we take their average sum 
il = (1.99999999486,0.999999975 137) 
as an approximation to L 
In Table 1 one can find a comparison between the actual errors caused by 
the perturbation and our calculated bounds. In this case M(6r2) < II&11 so we 
can use (27) as a stopping criterion. As it can be seen from the last row, the 
bound M(&$ is to a factor lo5 larger than the actual error ((&(j, but it is still 
small enough to deduce that r2 # 0. 
For the second example we modify the second equation of the first example 
into 
w,(a) = AIZ + 
The eigenvalues 3LCi) 
solutions of 
l.OlA~Z-- (OT ,4,). 
= ($‘, At’) of the modified two parameter system are the 
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Table 1 
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Actual errors for Example 1 compared with error bounds 
6.7 x 1O-8, 7.2 x lo-’ 
1.5 x lo-‘2, 2.5 x 10-E 
4.5 x 10-s, 5.4 x 1o-9 
3.6 x 1O-8 
4.3 x lo-‘0 
6.6 x 10-9, 2.4 x 10m9 
6.6 x 10-s 
2.4 x lo-” 
1.2 x 10-7, 1.1 x 10-7 
1.7 x lo-‘, 8.5 x 1O-8 
1.7 x lo-‘, 8.5 x lo-* 
5.8 x lo-’ 
6.8 x 10-7 
9.9 x 10-7, 3.9 x 10-7 
1.6 x 1O-6 
9.4 x lo-’ 
Ibllt IF211 5.3 x lo-“, 6.0 x 1O-6 M&2) 1.6 x 1O-6 
( 1 1.01 1 ,( 1(i) 
AI11 
2 
p 
,b 
$3) 
2 
& 
2 
A(4) 
Ah = 
) ( 
3 3 
2 
0.99 0.99 
2 2 
0.99 0.99 > 
and clearly this linear system is more sensitive to perturbations than (28). The 
eigenvalue 1= (103, -101) is nonderogatory with a two-dimensional root 
subspace. 
We take the same perturbation matrices as before. In the perturbed system 
the eigenvalue 1 decomposes into two eigenvalues and we take their average 
sum 
i= (103.000562, -101.000558) 
as an approximation to 1. 
In Table 2 one can find a comparison between the actual errors caused by 
the perturbation and the calculated bounds. As can be seen from the last row, 
the relative error of the computed residual r2 is comparable with the relative 
error in Table 1, but the derived bound M(6r2) is too weak to be useful. 
Despite this, the calculated root vectors agree with the exact solutions to 
within high precision. This illustrates that the algorithm sometimes produces 
better results than predicted. 
Table 2 
Actual errors for Example 2 compared with error bounds 
Ikwll, IIWI 4.7 x 10-6, 3.3 x 1o-6 WW), WW) 1.1 x 10-3, 1.1 x 10-r 
11~l0ll> ll~2oll 3.0 x 10-6, 2.6 x 1O-6 Who), W6X20) 1.6 x 10-3, 2.3 x lo-’ 
Il~YlOlll Ilboll 2.0 x 10-6, 4.5 X lo-’ M@YlO), WYzo) 1.6 x lo-‘, 2.3 x 1O-3 
ll@oIl 5.9 x 10-6 M@Bo) 7.9 x 10-s 
IPal II 2.0 x 10-S W~l) 1.6 x lO-2 
lb1 IL 11~x21 II 2.1 x 10-8, 3.4 x 10-s Whl), W6x2l) 2.3 x lo-*, 2.3 x 1O-2 
IPI II 4.6 x lo-’ M(W) 4.6 x 1O-2 
5.0 x lo-‘0, 5.0 x 10-s W6r2) 4.6 x 1O-2 
B. Plestenjak I Linear Algebra and its Applications 285 (1998) 257-276 215 
Unfortunately, the bound (26) is unreliable, since in practice the right side in 
(26) grows very fast with k and soon exceeds llFk;kll. Furthermore, the computed 
bounds M(G&) and M(6K) are sometimes greater than the smallest nonzero 
singular values a,_r (BO) and a,-1 (V$), respectively. In this extremely sensitive 
situation the assumptions of Corollaries 1 and 2 are not fulfilled and this kind 
of error analysis is not possible. 
Derived bounds can be easily calculated for each step of the algorithm, but 
they grow rapidly from step to step and are not suitable for making decisions 
about the dimension of the root subspace. However, they show that by using 
adequate initial approximations and high enough precision, we can calculate 
all root vectors with sufficient accuracy. 
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