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This paper is concerned with exponentially ill-posed operator equations with additive
impulsive noise on the right hand side, i.e. the noise is large on a small part of the
domain and small or zero outside. It is well known that Tikhonov regularization with an
L1 data fidelity term outperforms Tikhonov regularization with an L2 fidelity term in
this case. This effect has recently been explained and quantified for the case of finitely
smoothing operators. Here we extend this analysis to the case of infinitely smoothing
forward operators under standard Sobolev smoothness assumptions on the solution, i.e.
exponentially ill-posed inverse problems. It turns out that high order polynomial rates
of convergence in the size of the support of large noise can be achieved rather than the
poor logarithmic convergence rates typical for exponentially ill-posed problems. The
main tools of our analysis are Banach spaces of analytic functions and interpolation-
type inequalities for such spaces. We discuss two examples, the (periodic) backwards
heat equation and an inverse problem in gradiometry.
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1 Introduction
In this work we analyze Tikhonov-type regularization for exponentially ill-posed problems where
the data are corrupted by impulsive noise. We suppose that the measurements are described by
functions gobs = g† + ξ ∈ L1 (M) on a submanifold M ⊂ Rd where g† denotes the exact data and
ξ the noise function. The noise ξ is called impulsive if |ξ| is large on a small part of M and small
or even zero elsewhere. Impulsive noise naturally occurs in digital image acquisition due to faulty
memory locations or any kind of physical measurements with malfunctioning receivers. Inverse
problems with impulsive noise have been studied extensively in the literature (see e.g. [2–4] and the
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references therein), and several authors [1,3,5,7,10,26] also analyzed Tikhonov-type regularization
where reconstructions are defined as minimizers of a generalized Tikhonov functional
f̂α ∈ argmin
f∈D(F )
[
1
αr
∥∥F (f)− gobs∥∥r
Lr(M)
+R (f)
]
. (1)
Here X is a Banach space, F : D(F ) ⊂ X → L1 (M) the forward operator, R : X → (−∞,∞] a
convex penalty term stabilizing the reconstructions, r ≥ 1, and α > 0 is a regularization parameter.
Most common examples forR are powers of Banach space normsR (f) = 1q ‖f − f0‖qX with f0 ∈ X
and q ≥ 1 or total variation-type functionals.
It is well known from several numerical experiments [5,14,15] that the choice r = 1 in (1) leads
to much better reconstructions than r = 2, and several efficient algorithms have been developed
to minimize (1) with r = 1 (see [16, 18, 20, 21, 27, 28]). The reconstruction improvements are even
more striking if the forward problem arises from parameter identification problems in PDEs with
smooth solutions [3].
The aforementioned analysis of (1) always requires ‖ξ‖Lr(M) → 0, and is not able to fully
explain the remarkable difference between r = 1 and r = 2. Recently, a new model to describe the
impulsiveness of ξ has been proposed by the last two authors in [13]. Following this approach, we
will assume that
∃ P ∈ B (M) : ‖ξ‖L1(M\P) ≤ ε, |P| ≤ η. (2)
Here B (M) denotes the Borel σ-algebra of M and ε, η ≥ 0 are noise parameters. Under this
model, the main result of [13] can be described as follows: If F maps X Lipschitz continuously
into a Sobolev space W k,p (M) with k > d/p and if the smoothness of the exact solution f † is
described by a variational inequality with index function ϕ (cf. (4) for details; this is ensured
under standard conditions as we will discuss after Assumption 1 and in Corollary 2.3), then the
Bregman distance between f † and f̂α is bounded by
D
(
f̂α, f
†
)
≤ C1 ε
α
+ C2
η2(
k
d
+1)− 2p
α2
+ C3(−ϕ)∗
(
− 1
α
)
(3)
with the Fenchel conjugate (−ϕ)∗(s) := supt≥0(st+ ϕ(t)) of −ϕ (extended by ∞ on (−∞, 0)). If
we set η = 0 and hence ε = ‖ξ‖L1(M), this result basically coincides with the estimates proven in
the literature on regularization with Banach norms [1,3,5,7,10]. Nevertheless, for mostly impulsive
noise we expect ε ≈ 0 and very small η > 0. In this situation the remarkable improvement is given
by the higher exponent 2
(
k
d + 1
)− 2p of η, which is fully determined by the smoothing properties
of F .
In this work we study (1) in case that the range of F consists of analytic functions. This situation
typically arises e.g. in parameter identification problems in PDEs with remote measurements.
Thus we will obtain (3) for arbitrary k and p (probably influencing the constants), implying
super-algebraic decay in η. Intuitively, as the smoothing property of the forward operator is of
exponential type (if measured by the decay rate of the singular values), we may hope for an even
better expression in η, namely an exponential one. Taking into account that in exponentially
ill-posed cases the function ϕ is typically only logarithmic, this then implies logarithmic rates in
ε, but still polynomial rates in η under an optimal choice of α.
This study is organized as follows: In the following § 2 we recall and adapt general convergence
rate results for Tikhonov regularization (1) under variational source conditions to our noise model
in combination with a new interpolation-type inequality. The variational source condition will be
validated under classical spectral source conditions. § 3 contains the construction and properties of
Banach spaces Aλ (M) of analytic functions on three manifolds M (circles, intervals, and spheres)
as well as certain interpolation-type inequalities for these spaces. The index λ is always a weight
function characterizing the growth of analytic extensions. If the forward operator additionally
maps Lipschitz continuously into Aλ (M), then the general convergence analysis from § 2 is ap-
plicable. This mapping property is then verified for two practical examples in § 4, the (periodic)
backwards heat equation and an inverse problem in gradiometry. We end this paper with some
conclusions in § 5.
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2 Generalized Tikhonov regularization
This section is devoted to the analysis of Tikhonov regularization (1). For the whole section let
X be a Banach space, r ≥ 1 and F : D(F ) ⊂ X → Lr (M) an operator.
As discussed in [13] a minimizer f̂α of (1) exists under reasonable assumptions on F and R.
Furthermore, it can be proven by standard arguments that f̂α is stable w.r.t. g
obs in a suitable
sense and converges to f † as ‖ξ‖Lr(M) → 0 if α = α
(‖ξ‖Lr(M)) is chosen such that ‖ξ‖rLr(M)/α→ 0
and α→ 0. For details we refer to [13, Sec. 2.1] and the references therein.
2.1 Assumptions and merit discussion
In the following we state and discuss our assumptions used to prove rates of convergence. As
usual an variational regularization theory will establish convergence estimates w.r.t. the Bregman
distance D
(
f̂α, f
†
)
defined by
D
(
f̂α, f
†
)
:= R (f)−R (f †)− 〈f∗, f − f †〉,
where f∗ ∈ ∂R(f †) is a subgradient of R at f †. Note that D (f, f †) = ∥∥f − f †∥∥2X if R (f) =
‖f − f0‖2X and X is a Hilbert space.
Moreover, as in many other recent papers we will use an abstract smoothness assumption in the
form of a variational inequality:
Assumption 1 (Variational source condition). We assume that there exists β > 0 and a concave,
increasing function ϕ : [0,∞)→ [0,∞) with ϕ(0) = 0 such that
βD (f, f †) ≤ R(f)−R(f †) + ϕ(‖F (f)− F (f †)‖rLr(M)) for all f ∈ D(F ). (4)
If F : X → L2 (M) is a bounded linear operator between Hilbert spaces, R (f) = ‖f − f0‖2X ,
f0 ∈ X and r = 2, then it has been shown [6, 8] that (4) is both sufficient and necessary for
convergence rates of order ϕ
(
‖ξ‖2L2(M)
)
. Note that this furthermore shows that a spectral source
condition must imply a variational source condition with a function ϕ yielding the same rates of
convergence in this situation. Another proof of this implication has been given by Flemming [6]
for general ϕ.
We are mainly interested in exponentially ill-posed problems, where the most relevant case for
the function ϕ in Assumption 1 is ϕ(t) = Cϕp(t) with
ϕp(t) = (− ln (t))−p , t ≤ exp (−1) . (5)
This function can be defined on all of R by concave extension, but for our asymptotic studies only
the behavior close to t = 0 is of relevance. As shown by Flemming [6], if X is a Hilbert space, r = 2
and F is bounded and linear, the spectral source condition f † = ϕp (F ∗F )w implies a variational
source condition (4) with ϕ = β′ϕ2p and β′ > 0 depending on ‖w‖, ‖F‖, and p.
For nonlinear operators F , the condition (4) can be seen as a combination of source and non-
linearity condition (see e.g. [22, Props. 3.35 and 3.38]). For inverse medium scattering problems
it was recently shown with the help of complex geometrical optics solutions (cf. [12]) that a varia-
tional source condition with ϕ of the form (5) holds true if the solution belongs to a Sobolev ball,
and p is an explicit function of the Sobolev index.
Both techniques for verifying Assumption 1 mentioned above yield (4) with r = 2. To obtain
L1-variational source conditions from L2-variational source conditions, we will use the following
smoothing properties of F , which also play a central role in the rest of our analysis:
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Assumption 2 (smoothing properties). Let X be a Banach space, F : D(F ) ⊂ X → L1(M) and
R : X → (−∞,∞] a convex, lower semi-continuous penalty functional. Assume that there are
δ0 > 0, q > 1 and an increasing function γ : [0, δ0]→ [0,∞) with limδ→0 γ(δ) = 0 such that
‖F (f)− g†‖L∞(M) ≤ γ(δ)D
(
f, f †
) 1
q +
1
δ
‖F (f)− g†‖L1(M). (6)
for all 0 < δ ≤ δ0 and all f ∈ X .
Remark 2.1. Suppose there exists a Banach space Z ⊂ L∞(M) ∩ L1(M) such that
(A) F maps Lipschitz continuously into Z, i.e.
‖F (f)− F (f †)‖Z ≤ CD
(
f, f †
) 1
q (7)
with C > 0, q > 1 and
(B) there exists δ0 > 0 and an increasing function γ : [0, δ0)→ [0,∞) with limδ→0 γ(δ) = 0 such
that for all 0 < δ ≤ δ0 and all g ∈ Z
‖g‖L∞(M) ≤ γ(δ)‖g‖Z +
1
δ
‖g‖L1(M). (8)
Inserting (7) in (8) with g = F (f) − g† proves that Assumption 2 holds true with γ(δ) in (6)
replaced by Cγ(δ).
An inequality of the form (8) is shown in [13, Lem. 3.2] in the case of Sobolev spaces on
a bounded Lipschitz domain M ⊂ Rd, Z = W k,p (M) with k > dp . In this case we obtained
γ(δ) = c1δ
k
d
− 1
p where c1 > 0 is a constant depending only on M, k and p, but not on δ ∈ (0, δ0).
As (8) holds for any 0 < δ ≤ δ0, it can (in this special case of γ) be reformulated as
‖g‖L∞(M) ≤ inf
0<δ≤δ0
[
c1δ
k
d
− 1
p ‖g‖Wk,p(M) +
1
δ
‖g‖L1(M)
]
≤ C‖g‖
1
u+1
Wk,p(M)
‖g‖
u
u+1
L1(M) (9)
with u := k/d − 1/p. If ‖g‖L1(M) ≤ c1uδ0 ‖g‖Wk,p(M), this follows from calculating the infimum
using differentiation w.r.t. δ. However, since W k,p (M) is continuously embedded into L1(M), (9)
holds true for all g, with a larger constant C if c1uδ0 is smaller than the embedding constant.
Consequently, (9) is of the form of a classical interpolation inequality and (8) can be interpreted
as an interpolation inequality as well.
The more general formulations (6) and (8) allow for a wider class of spaces Z, in particular
spaces of analytic functions, which are more suitable for exponentially smoothing operators F .
As in (9) the asymptotic behavior of γ (δ) as δ ց 0 will depend on the smoothing properties of
F , more precisely the more smoothing F the faster γ (δ) ց 0 as δ ց 0. In § 3 we will introduce
spaces Z which guarantee (8) with exponentially decaying γ.
Now we are in position to prove the following proposition which validates Assumption 1 under
a spectral source condition. As we are mainly interested in exponentially ill-posed problems, we
restrict ourselves to logarithmic source conditions, which are appropriate in this case.
Proposition 2.2. Let X be a Hilbert space, M ⊂ Rd and choose R (f) = ‖f‖2X , r = 1. Suppose
that F satisfies Assumption 2 with q = 2 and (2) holds true.
1. For all α > 0, 0 ≤ η ≤ δ0/2, and ε ≥ 0 the estimator f̂α from (1) is bounded by∥∥∥f̂α∥∥∥X ≤ ∥∥f †∥∥X +
√
2ε
α
+
2ηγ (2η)
α
. (10)
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2. Suppose f † satisfies the variational source condition (Assumption 1) with r = 2, α is chosen
such that √
2ε
α
+
2ηγ (2η)
α
≤ Ce (11)
for all ε, η with some constant Ce, and F satisfies the Lipschitz condition (7). Then there
exists Cv > 0 independent of α, ε and η such that f
† satisfies the variational source condition
(4) with r = 1 for all f = f̂α and ϕ replaced by ϕ(Cv·).
Proof. Part 1: Using the minimizing property
1
α
∥∥∥F (f̂α)− gobs∥∥∥
L1(M)
+R(f̂α) ≤ 1
α
‖ξ‖L1(M) +R(f †) (12)
and the noise model (2) we find the estimate∥∥∥F (f̂α)− gobs∥∥∥
L1(M\P)
+ α
∥∥∥f̂α∥∥∥2X ≤ ε+ α ∥∥f †∥∥2X +
∥∥∥F (f̂α)− g†∥∥∥
L1(P)
(13)
Using (6) with δ = 2η and D
(
f̂α, f
†
)1/q
= ‖f̂α − f †‖ ≤ ‖f̂α‖+ ‖f †‖ (since X is a Hilbert space)
it follows ∥∥∥F (f̂α)− g†∥∥∥
L1(P)
≤ 1
2
∥∥∥F (f̂α)− g†∥∥∥
L1(M)
+ ηγ (2η)
(∥∥∥f̂α∥∥∥X + ∥∥f †∥∥X)
which then implies∥∥∥F (f̂α)− g†∥∥∥
L1(P)
≤
∥∥∥F (f̂α)− g†∥∥∥
L1(M\P)
+ 2ηγ (2η)
(∥∥∥f̂α∥∥∥X + ∥∥f †∥∥X) . (14)
As
∣∣∣∣∥∥∥F (f̂α)− gobs∥∥∥L1(M\P) −
∥∥∥F (f̂α)− g†∥∥∥
L1(M\P)
∣∣∣∣ ≤ ε, we find from inserting (14) into (13) that∥∥∥f̂α∥∥∥2X ≤ 2εα + ∥∥f †∥∥2X + 2ηγ (2η)α (∥∥∥f̂α∥∥∥X + ∥∥f †∥∥X) .
Now we add − 2ηγ(2η)α
∥∥∥f̂α∥∥∥X + η2γ(2η)2α2 on both sides, complete the squares and obtain(∥∥∥f̂α∥∥∥− ηγ (2η)
α
)2
≤ 2ε
α
+
(∥∥f †∥∥+ ηγ (2η)
α
)2
≤
(√
2ε
α
+
∥∥f †∥∥+ ηγ (2η)
α
)2
.
Taking square roots yields the desired estimate.
Part 2: Note that
∥∥F (f)− g†∥∥2
L2(M)
≤
∥∥F (f)− g†∥∥
L∞(M)
∥∥F (f)− g†∥∥
L1(M)
. Furthermore (6)
together with (7) yields∥∥F (f)− g†∥∥
L∞(M)
≤ γ (δ)∥∥f − f †∥∥X + 1δ ∥∥F (f)− g†∥∥L1(M)
≤
(
γ (δ) +
C
δ
)∥∥f − f †∥∥X
for arbitrary δ. Together with the first part this shows that ‖F (f)−g†‖2L2(M) ≤ Cv‖F (f)−g†‖L1(M)
with Cv := (γ (δ) + C/δ)(2‖f †‖X + Ce), which yields the assertion.
As mentioned after (5), spectral logarithmic source conditions imply variational logarithmic
source conditions. As ϕ2p(Cvx) = ϕ2p(x) + o(1) as xց 0, we obtain:
Corollary 2.3. If X is a Hilbert space, F : X → L2(M) is linear, the spectral source condition
f † = ϕp(F ∗F )w is satisfied, and (11) holds true. Then the variational source condition (4) holds
true for f = f̂α with r = 1, and ϕ = β
′ϕ2p where β′ > 0 depends only on ‖w‖X , ‖F‖, p, δ0, and
Ce.
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2.2 Rates of convergence
Now we will present error estimates for the minimizers f̂α in (1). Our analysis uses the observation
by Grasmair [10] that the approximation error can be bounded by the Fenchel conjugate function
of −ϕ. Let us introduce a function ψ by
ψ(α) := (−ϕ)∗
(
− 1
α
)
= sup
τ≥0
(
ϕ(τ) − τ
α
)
, α > 0. (15)
Note from this definition that ψ is concave and non-decreasing.
For ϕp defined in (5) one obtains ψp(α) =
(
ln 1αp
)−p
(1 + o(1)) as α→ 0.
We are now in a position to formulate and prove the main result of this section, which closely
follows [13, Thm. 3.4]:
Theorem 2.4. Let X be a Banach space, F : D(F ) ⊂ X → L1 (M) be an operator and R : X →
(−∞,∞] a convex, lower semi-continuous functional. Let f̂α be a solution of (1) with r = 1 and
suppose that the noise function ξ fulfills (2). If Assumptions 1 and 2 hold true with q > 1 (actually
(4) is only needed for f = f̂α), then for any b > 1 there exists η0 > 0 such that
βD
(
f̂α, f
†
)
≤ 2q
′
α
ǫ+ β1−q
′
(
2
α
ηγ
(
2b
b− 1η
))q′
+ q′ψ(bα), (16)
1
b
‖F (f̂α)− g†‖L1(M) ≤ 4q′ǫ+ 2
(
2ηγ
(
2b
b−1η
))q′
(βα)q′−1
+ 2αq′ψ(2bα) (17)
for all 0 < η ≤ η0, ǫ ≥ 0 and α > 0. Here and below q′ denotes the conjugate index of q, i.e.
1
q +
1
q′ = 1.
Proof. By assumption there is a measurable P such that ‖ξ‖L1(M\P) ≤ ǫ and |P| ≤ η. Thus we
have for any g ∈ L1(M) that
‖g − g†‖L1(M) + ‖ξ‖L1(M) = ‖g − g†‖L1(M\P) + ‖g − g†‖L1(P) + ‖ξ‖L1(M)
≤ (‖g − gobs‖L1(M\P) + ‖ξ‖L1(M\P))+ ‖g − g†‖L1(P) + ‖ξ‖L1(M)
≤‖g − gobs‖L1(M) + 2‖ξ‖L1(M\P) + 2‖g − g†‖L1(P)
≤‖g − gobs‖L1(M) + 2ǫ+ 2|P|‖g − g†‖L∞(M). (18)
For g = F (f̂α) we will now apply the interpolation inequality (8) with δ :=
2b
b−1η. Given b > 1 we
set η0 :=
b−1
2b δ0 and obtain for any 0 < η ≤ η0 that
1
b
‖F (f̂α)− g†‖L1(M) + ‖ξ‖L1(M)
≤ ‖F (f̂α)− gobs‖L1(M) + 2
(
ǫ + ηγ
(
2b
b− 1η
)
D
(
f̂α, f
†
) 1
q
)
. (19)
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Now Assumption 1 implies
βD
(
f̂α, f
†
)
(4)
≤ R(f̂α)−R(f †) + ϕ
(
‖F (f̂α)− F (f †)‖L1(M)
)
(12)
≤ 1
α
‖ξ‖L1(M) −
1
α
‖F (f̂α)− gobs‖L1(M) + ϕ
(
‖F (f̂α)− F (f †)‖L1(M)
)
(19)
≤ 2
α
(
ǫ+ ηγ
(
2b
b − 1η
)
D
(
f̂α, f
†
) 1
q
)
− 1
bα
‖F (f̂α)− g†‖L1(M)
+ ϕ
(
‖F (f̂α)− F (f †)‖L1(M)
)
(20)
≤ 2
α
ǫ+
2η
α
γ
(
2b
b− 1η
)
D
(
f̂α, f
†
) 1
q
+ ψ(bα).
The second term on the right-hand side can be handled by Young’s inequality xy ≤ xq′/q′ + yq/q
with x = β−1/q 2ηα γ
(
2b
b−1η
)
, which implies that (16) holds true.
Since D
(
f̂α, f
†
)
≥ 0, we derive from (20) and (16) in a similar fashion that
1
2bα
‖F (f̂α)− g†‖L1(M)
(20)
≤ 2
α
(
ǫ+ ηγ
(
2b
b− 1η
)
D
(
f̂α, f
†
) 1
q
)
− 1
2bα
‖F (f̂α)− g†‖L1(M)
+ ϕ
(
‖F (f̂α)− F (f †)‖L1(M)
)
≤ 2
α
ǫ+
2
α
ηγ
(
2b
b− 1η
)
D
(
f̂α, f
†
) 1
q
+ ψ(2bα)
≤ 2
α
ǫ+
1
q′βq′−1
(
2
α
ηγ
(
2b
b− 1η
))q′
+
1
q
βD
(
f̂α, f
†
)
+ ψ(2bα)
(16)
≤ 2q
′
α
ǫ + β1−q
′
(
2
α
ηγ
(
2b
b− 1η
))q′
+ q′ψ(2bα),
where we used that ψ is monotonically increasing. This immediately proves (17).
Remark 2.5. The optimal α can be obtained by balancing out the terms, cf. [13, Thm. 2.3, 3.].
For simplicity we will do this only in the specific examples in § 4.
Note that the phenomenon of exact penalization (cf. [1]) will occur if ϕ (x) = c ·x with some c > 0,
as then ψ (α) = 0 if α ≤ 1/c and ψ (α) =∞ otherwise. Consequently, in this situation the optimal
parameter is α = 1/c, and for noise-free data this already yields an exact reconstruction.
Remark 2.6. All choices of α for which the right-hand side of (16) tends to 0 (e.g. a-priori
choices which approximately minimize this right-hand side) satisfy the condition (11).
3 Spaces of analytic functions and L∞-L1 interpolation
inequalities
Let A (M) denote the set of all analytic functions on M. In this section we will introduce spaces
Aλ(M) ( A (M) of analytic functions on the manifoldsM = R/2πZ, (−1, 1), and SS2 and establish
interpolation inequalities for spaces L∞(M) ⊂ L1(M) ⊂ Aλ(M).
7
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General strategy
We will introduce classes of analytic functions Aλ(M) which are indexed by an increasing function
λ : [0,∞) → R ∪ {∞}. λ will be a bound on the growth rate of analytic extensions of functions
g ∈ Aλ(M). Moreover, for each choice of M we will introduce a sequence of finite dimensional
subspaces Um ⊂ Aλ(M), m ∈ N with corresponding orthogonal projections Pm : L2(M) → Um
and prove exponential bounds of the approximation error of the form
‖g − Pmg‖L∞(M) ≤ qλ(m) exp(−λ∗(m))‖g‖Aλ(M) (21)
for m ≥ m0 and g ∈ Aλ(M) with the Fenchel-conjugate λ∗(s) := supx≥0[rs−λ(r)] of the function
λ (extended by ∞ on (−∞, 0)) and a polynomial qλ. As a second ingredient we will need that
the projection operators Pm can be extended to Pm : L
1(M) → L∞(M) and satisfy the operator
norm bound
‖Pmg‖L∞(M) ≤ κm‖g‖L1(M) for all g ∈ L1(M). (22)
This is the case if Pm has an integral representation (Pmg)(x) =
∫
M
Km(x, y)g(y) dy and ‖Km‖L∞(M×M) =
κm. The kernelKm is given byKm(x, y) =
∑Nm
j=1 gj(x)gj(y) for any orthonormal basis {g1, . . . , gNm} ⊂
Um. With the help of (21) and (22) we obtain
‖g‖L∞(M) ≤ ‖g − Pmg‖L∞(M) + ‖Pmg‖L∞(M)
≤ qλ(m) exp(−λ∗(m))‖g‖Aλ(M) + κm‖g‖L1(M)
for m ≥ m0 and g ∈ Aλ(M). We then choose m(δ) (decreasing in δ > 0) such that κm(δ) ≤ δ−1.
This yields the interpolation inequality
‖g‖L∞(M) ≤ γ(δ)‖g‖Aλ(M) +
1
δ
‖g‖L1(M) with
γ(δ) := qλ(m(δ)) exp(−λ∗(m(δ)))
(23)
for all g ∈ Aλ(M) and δ ≤ δ0 if m(δ0) = m0 (see (8)).
3.1 Case M = R/2piZ
Note that any 2π-periodic real-analytic function g : R/2πZ→ R can be extended to a holomorphic
function g˜ on some strip SB =
{
z ∈ C ∣∣ |ℑ (z)| < B} with B > 0. We may measure the smooth-
ness of g in terms of B and the growth of |g˜ (x+ iy)| as |y| ր B. This leads to the following
definition (cf. [17, Sec. 11] for the special case that λ is an indicator function):
Definition 3.1. Let λ : [0,∞) → R ∪ {∞} be an increasing weight function with positive Bλ :=
sup
{
r ∈ [0,∞) ∣∣ λ (r) <∞}. With the holomorphic extension g˜ of g on Bλ introduced above we
define the space Aλ (R/2πZ) by
Aλ (R/2πZ) :=
{
g ∈ C (R/2πZ)
∣∣ g˜ exists on SBλ , ‖g‖Aλ(R/2piZ) <∞} ,
‖g‖Aλ(R/2piZ) := sup
z∈SBλ
[exp (−λ (|ℑ (z)|)) |g˜ (z)|] .
Theorem 3.2. Let λ : [0,∞)→ R ∪ {∞} be non-decreasing with Bλ > 0.
1. The space Aλ (R/2πZ) equipped with ‖·‖Aλ(R/2piZ) is a Banach space.
2. The Fourier coefficients gˆ (n) of g ∈ Aλ (R/2πZ) satisfy
|gˆ (n)| ≤ exp (−λ∗ (|n|)) ‖g‖Aλ(R/2piZ) , n ∈ Z. (24)
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3. If Pm denotes the L
2-orthogonal projection onto span
{
exp (in·)
∣∣ |n| ≤ m}, then there exists
m0 ∈ N and a constant cλ > 0 such that
‖(I − Pm) g‖L∞(−pi,pi) ≤ 2cλ exp (−λ∗ (m)) ‖g‖Aλ(R/2piZ) (25)
for all g ∈ Aλ (R/2πZ) and m ≥ m0.
4. There exists δ0 > 0 such that the interpolation inequality (23) holds true with M = R/2πZ
and
γ(δ) = cλ exp
(
−λ∗
(⌊
π
δ
− 1
2
⌋))
for all g ∈ Aλ(R/2πZ) and all 0 < δ ≤ δ0. Here ⌊x⌋ := sup{n ∈ Z : n ≤ x} for x ∈ R.
Proof. Part 1: Obviously, Aλ (R/2πZ) is a normed space. Since any Cauchy sequence in this
spaces converges uniformly on compact subsets of Bλ, the pointwise limit is again holomorphic, so
it belongs to Aλ (R/2πZ). This follows from the Cauchy integral formula and proves completeness.
Part 2: Let g ∈ Aλ (R/2πZ) and denote by g˜ the holomorphic extension of g to SBλ . Since g˜ and
g˜(2π + ·) coincide on R by the periodicity of g, it follows from the identity principle that g˜ and
g˜(2π + ·) also coincide on SBλ , i.e. g˜ is 2π−periodic.
For 0 < R < Bλ consider the annulus KR := {w ∈ C
∣∣ exp(−R) < |w| < exp(R)}. The map
θ : SR → KR, θ(z) := exp (iz) is holomorphic for any 0 < R ≤ Bλ. The restriction of θ to the
rectangle DR := {z ∈ SR
∣∣ ℜ (z) ∈ (−π, π]} is bijective and θ (−π + iy) = θ (π + iy) = − exp(−y).
Hence h := g˜ ◦ θ−1 : KBλ → C is continuous on the line segment {− exp(−y)
∣∣ −R < y < R} and
therefore holomorphic in the annulus KBλ . If follows that for all w = exp (ix) ∈ SS1, x ∈ (−π, π]
we have
h(w) = g ◦ θ−1(w) = g(x) =
∑
n∈Z
gˆ(n) exp (inx) =
∑
n∈Z
gˆ(n)wn. (26)
Being holomorphic in the annulus KBλ , h has a Laurent series expansion which by the identity
principle is uniquely determined by the series expansion (26) on SS1, i.e. h(w) =
∑
n∈Z gˆ(n)w
n
for all w ∈ KBλ . For any s ∈ R with exp (−Bλ) < s < exp (Bλ) we have
|gˆ(n)| =
∣∣∣∣ 12πi
∫
|w|=s
h(w)
dw
wn+1
∣∣∣∣ ≤ max|w|=s |h(w)| · 1sn .
But max|w|=s |h(w)| = maxℑ(z)=ln(1/s) |g˜ (z)|, and hence with r := ln (1/s) this implies
|gˆ(n)| ≤ max
ℑ(z)=±r
|g˜(z)| · exp(−r |n|) ≤ ‖g‖Aλ(R/2piZ) · exp (− [r |n| − λ(r)])
for all 0 < r < Bλ. Optimizing in r proves (24).
Part 3: The orthogonal projection is given by Pmg(x) =
∑
|n|≤m gˆ(n) exp (inx), x ∈ (−π, π).
Using (24) we obtain
‖g − Pmg‖L∞(−pi,pi) = sup
x∈(−pi,pi)
∣∣∣∣ ∑
|n|>m
gˆ(n) exp (inx)
∣∣∣∣ ≤ 2 ‖g‖Aλ(R/2piZ) ∞∑
n=m+1
exp (−λ∗(n))).
Recall that λ∗ is always convex. As λ(r) =∞ for r < 0, λ∗(s) = supr≥0[sr−λ(r)] is non-decreasing,
and since Bλ > 0 it is easy to see that there exists m0 ∈ N with λ∗(m0) > 0 and a := λ∗(m0+1)−
λ∗(m0) > 0. Thus the convexity of λ∗ implies a ≤ λ∗(m+1)−λ∗(m) for allm ≥ m0. Consequently,
for any n > m ≥ m0, we have λ∗(n)−λ∗(m) =
∑n−1
j=m (λ
∗(j + 1)− λ∗(j)) ≥ (n−m)a. Therefore,
∞∑
n=m+1
exp (− [λ∗(n)− λ∗(m)]) ≤
∞∑
n=m+1
exp(−a(n−m)) = 1
exp(a)− 1
whenever m ≥ m0. This shows (25) with cλ := 2/(exp(a)− 1).
Part 4: We follow our general strategy with Km(x, y) :=
1
2pi
sin((m+1/2)(x−y)
sin((x−y)/2) (Dirichlet kernel),
κm :=
2m+1
2pi , and m(δ) =
⌊
pi
δ − 12
⌋
.
9
Convergence Rates for Exponentially Ill-Posed Inverse Problems with Impulsive Noise
3.2 Case M = (−1, 1)
The main idea is to extend a real-analytic function g on (−1, 1) to a holomorphic function g˜ on
an ellipse with foci {−1, 1} of the form
Er =
{
x+ iy ∈ C
∣∣∣∣∣ x, y ∈ R, x2cosh (r)2 + y
2
sinh (r)2
≤ 1
}
, r > 0.
Definition 3.3. Let λ : [0,∞) → R ∪ {∞} be an increasing weight function with positive Bλ :=
sup
{
r ∈ [0,∞) ∣∣ λ (r) <∞}. We define the space Aλ (−1, 1) by
Aλ (−1, 1) :=
{
g ∈ A (−1, 1) ∣∣ g˜ exists on EBλ , ‖g‖Aλ(−1,1) <∞} ,
‖g‖Aλ(−1,1) := sup
0<t<Bλ
[
exp (−λ (t)) sup
z∈∂Et
|g˜ (z)|
]
.
Theorem 3.4. Let λ : [0,∞)→ R ∪ {∞} be non-decreasing with Bλ > 0.
1. The space Aλ (−1, 1) equipped with the norm ‖·‖Aλ(−1,1) is a Banach space.
2. The coefficients an(g) of g ∈ Aλ (−1, 1) with respect to the Chebychev polynomials satisfy
|an(g)| ≤ 2 exp (−λ∗ (|n|)) ‖g‖Aλ(−1,1) , n ∈ N. (27)
3. If Pm denotes the L
2-orthogonal projection onto the space of polynomials of degree ≤ m,
then there exists m0 ∈ N and a constant cλ > 0 such that
‖(I − Pm) g‖L∞(−1,1) ≤ cλ exp (−λ∗ (m)) ‖g‖Aλ(−1,1) (28)
for all g ∈ Aλ (−1, 1) and m ≥ m0.
4. There exists δ0 > 0 such that the interpolation inequality (23) holds true with M = (−1, 1)
and
γ(δ) = cλ exp
(
−λ∗
(⌊√
2
δ
⌋
− 1
))
(29)
for all g ∈ Aλ(−1, 1) and all δ ≤ δ0.
Proof. Part 1: This can be shown as in the proof of Theorem 3.2.
Part 2: The following approximation argument is taken from Kress [17, Thm. 11.7]. The function
θ : KBλ → EBλ , θ(w) := 12
(
w + 1w
)
on an annulus KBλ as defined in the proof of Theorem 3.2 is
surjective and holomorphic (but not injective).
Now let g ∈ Aλ (−1, 1) with holomorphic extension g˜ : EBλ → C. Define h : KBλ → C by
h(w) := 2g˜ ◦ θ(w). The holomorphic function h in the annulus KBλ can be expanded into a
Laurent series h(w) =
∑
n∈Z anw
n, w ∈ KBλ with coefficients
an =
1
πi
∫
|w|=exp(r)
g˜
(
1
2
(
w +
1
w
))
dw
wn+1
, −Bλ < r < Bλ, n ∈ Z.
Substitution w˜ = 1w shows that a−n = an. Therefore
h(w) = a0 +
∑
n∈N
an
(
wn +
1
wn
)
, w ∈ KBλ .
For |w| = 1 we write w = exp (it) and obtain
1
2
(
wn +
1
wn
)
= cos(nt) = Tn(cos(t)) = Tn
(
1
2
(
w +
1
w
))
,
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where Tn is the n−th Chebychev polynomial. For z ∈ EBλ we find w ∈ KBλ with z = θ (w) to
obtain
g˜(z) = g˜ ◦ θ(w) = 1
2
h(w) =
a0
2
+
∑
n∈N
anTn(z).
The formula for an yields for any n ∈ N and 0 ≤ r < Bλ that
|an| ≤ 2
exp(rn)
max
z∈∂Er
|g˜(z)| ≤ 2 exp (λ(r) − nr) ‖g‖Aλ(−1,1) (30)
where we used the definition of ‖·‖Aλ(−1,1). Optimizing in r yields (27).
Part 3: As Pmg (x)=a0(g)/2 +
∑m
n=1 an(g)Tn(x) and ‖Tn‖L∞(−1,1) = 1, we obtain
‖g − Pmg‖L∞(−1,1) =
∞∑
n=m+1
|an(g)| ≤ 2
∞∑
n=m+1
exp (−λ∗ (n)) ‖g‖Aλ(−1,1) . (31)
The sum may be bounded as in the proof of Theorem 3.2.
Part 4: We again follow our general strategy. A complete orthonormal system of Um =
span{x0, · · · , xm} ⊂ L2(−1, 1) is given by {
√
j + 1/2pj : j = 0, . . . ,m} with the Legendre poly-
nomials pj . As ‖pj‖L∞(−1,1) = 1, the supremum of the kernel K(x, y) =
∑m
j=0(j +1/2)pj(x)pj(y)
is bounded by κm =
∑m
j=0(j + 1/2) = (m+ 1)
2/2. Hence, we choose m(δ) := ⌊
√
2/δ⌋ − 1.
3.3 Case M = SS2
Let SS2 := {x ∈ R3 : |x|2 = 1} denote the unit sphere. Recall that if Pm denotes the space of
polynomials in x = (x1, x2, x3) ∈ R3 of degree ≤ m, then the space of spherical harmonics Hm is
defined by
Hm :=
{
p|SS2
∣∣ p ∈ Pm harmonic and p is homogeneous of degree m} .
Here harmonic means ∆p = 0 and homogeneous of degree m that p(rx) = rmp(x) for all r > 0
and x ∈ R3. We have the following decompositions as orthogonal direct sums with respect to
〈·, ·〉L2(SS2) (see e.g. [24, Cpt. 4]):
L2(SS2) =
∞⊕
l=0
Hl, Pm|SS2 =
m⊕
l=0
Hl (32)
One has dimHm = 2m+1 and dimPm|SS2 =
∑m
l=0(2l+1) = (m+1)
2. The orthogonal projections
of L2(SS2) ontoHm and Pm|SS2 will be denoted by Qm and Pm, respectively. Spherical harmonics
are closely related to Legendre polynomials pm. Choose any orthonormal basis (Yj)
2m+1
j=1 of Hm
with respect to 〈·, ·〉L2(SS2). The addition formula of the spherical harmonics (see e.g. [19, Thm.
2]) states that 2m+14pi pm (〈x, y〉) =
∑2m+1
j=1 Yj(x)Yj(y), i.e.
(Qmg)(x) =
2m+ 1
4π
∫
SS2
pm(〈x, y〉)g(y) dy, x ∈ SS2 (33)
Let us introduce the averaging operator M : C(SS2)→ C(SS2 × [−1, 1]) by
(Mg)(x, t) :=
{
1
2pi
√
1−t2
∫
{y∈SS2|〈y,x〉=t} g(y)dy, t ∈ (−1, 1),
g(±x), t = ±1.
Note that (Mg)(x, t) is the average of f over a circle of radius
√
1− t2 around x and that Mg is
in fact continuous if f is continuous.
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Definition 3.5. Let λ : [0,∞)→ R ∪ {∞} be an increasing weight function. We define the space
Aλ(SS2) by
Aλ(SS2) := {g ∈ C(SS2) ∣∣ (Mg)(x, ·) ∈ Aλ(−1, 1) for all x ∈ SS2, ‖g‖Aλ(SS2) <∞} ,
‖g‖Aλ(SS2) := sup
x∈SS2
‖Mg(x, ·)‖Aλ(−1,1).
Theorem 3.6. Let λ : [0,∞)→ R ∪ {∞} be non-decreasing with Bλ > 0.
1. Aλ(SS2) equipped with the norm ‖ · ‖Aλ(SS2) is a Banach space.
2. For all g ∈ Aλ(SS2) we have
‖Qmg‖L∞(SS2) ≤
2m+ 1
4
exp(−λ∗(m− 1))‖g‖Aλ(SS2). (34)
3. There exist constants cλ, dλ > 0 and m0 ∈ {0, 1, . . .} such that
‖g − Pmg‖L∞(SS2) ≤ (cλ +mdλ) exp(−λ∗(m))‖g‖Aλ(SS2) (35)
for all g ∈ Aλ(SS2) and m ≥ m0.
4. There exists δ0 > 0 such that the interpolation inequality (23) holds true with M = SS
2 and
γ(δ) =
(
cλ +
√
4π
δ
dλ
)
exp
(
−λ∗
(⌊√
4π
δ
⌋
− 1
))
for all g ∈ Aλ(SS2) and all 0 < δ ≤ δ0.
Proof. Part 1: ObviouslyAλ(SS2) is a normed space. To show completeness, let (gn) be a Cauchy-
sequence inAλ(SS2). Then (Mgn) converges to someG ∈ C(SS2×[−1, 1]) with supx∈SS2 ‖G(x, ·)‖Aλ(−1,1) <
∞ and (gn) converges uniformly to G(·, 1). Since M is continuous, it follows that G = MG(·, 1).
Part 2: Due to (33) and the formula
∫
SS2
f(y) dy =
∫ 1
−1
1√
1−t2
∫
{y | 〈y,x〉=t} f(y) dy dt we have
(Qmg)(x) =
2m+ 1
2
∫ 1
−1
pm(t)(Mg)(x, t) dt
=
2m+ 1
2
∫ pi
0
pm(cos(s))(Mg)(x, cos(s)) sin(s) ds.
With the mapping θ(w) := 12 (w +
1
w ) from the proof of Theorem 3.4 and the substitution w =
exp (is) we obtain
(Qmg)(x) =
2m+ 1
4
ℜ
∫
{w∈C | |w|=1}
pm (θ(w)) (Mg)(x, θ(w)) dw.
We may deform the contour of integration {w| |w| = 1} to any contour {w| |w| = exp(r)} with
|r| < Bλ. To estimate Qmg, we have to estimate the growth of the Legendre polynomials on Er.
We use the identity pm(z) =
1
pi
∫ pi
0
(
z +
√
z2 − 1 cosϕ)m dϕ (see [25, Cpt. 4]) to find that
pm
(
1
2
(
w +
1
w
))
=
1
π
∫ pi
0
[
w
1 + cosϕ
2
+
1
w
1− cosϕ
2
]m
dϕ
=
2
π
∫ pi
2
0
[
w cos2 ψ +
1
w
sin2 ψ
]m
dψ.
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Therefore, supz∈∂Er |pm(z)| = sup|w|=r
∣∣pm ( 12 (w + 1w ))∣∣ ≤ exp(mr). It follows that
|(Qmg)(x)| ≤ 2m+ 1
4
sup
0≤r<Bλ
∫
|w|=exp(r)
|pm(θ(w))| |(Mg)(x, θ(w))| |dw|
≤ 2m+ 1
4
sup
r≥0
[exp (r(m− 1)− λ(r)))] ‖g‖Aλ(SS2)
=
2m+ 1
4
exp(−λ∗(m− 1))‖g‖Aλ(SS2).
Part 3: As shown in the proof of Theorem 3.2 there exists m0 ∈ {0, 1, . . .} and a > 0 such that
λ∗(m0) > 0 and λ∗(m + 1)− λ∗(m) ≥ a for all m ≥ m0. Using the identity
∑∞
j=0 r
j = 1/(1− r)
for |r| < 1 and its derivative ∑∞m=1mrm−1 = (1− r)−2 we obtain
‖g − Pg‖L∞(SS2) ≤
∞∑
j=m+1
‖Qmg‖L∞(SS2)
≤
∞∑
j=m+1
2j + 1
4
exp(−λ∗(j − 1))‖g‖Aλ(SS2)
≤ exp(−λ∗(m))
∞∑
j=m+1
2j + 1
4
exp(−λ∗(j − 1) + λ∗(m))‖g‖Aλ(SS2)
≤ exp(−λ∗(m))‖g‖Aλ(SS2)
∞∑
l=0
(
l + 1
2
+
2m+ 1
4
)
exp(−al)
= exp(−λ∗(m))‖g‖Aλ(SS2)
(
1
2(1− exp(−a))2 +
2m+ 1
4− 4 exp(−a)
)
This shows (35).
Part 4: By (32) and (33) the kernel of the L2-orthogonal projection onto Pm|SS2 is given by
Km(x, y) =
1
4pi
∑m
l=0(2l+1)pl(〈x, y〉). As ‖pl‖L∞(−1,1) = 1, the supremum norm of Km is bounded
by κm =
1
4pi
∑m
l=0(2l+ 1) =
1
4pi (m+ 1)
2. Therefore, we choose m(δ) = ⌊
√
4π/δ⌋ − 1.
4 Examples
In this section we show how our general techniques can be applied to practical examples. As we
have seen in § 2, the key ingredients are the variational source condition (4) and the smoothness
assumption (6). As the variational source condition can be validated using Proposition 2.2, we
will focus on verifying (6). This is done exemplary for the forward operators connected to the
periodic backwards heat equation and an inverse problem in satellite gradiometry on SS2. Similar
techniques should apply to many other exponentially ill-posed problems, e.g. inverse scattering
problems.
4.1 Backwards heat equation
Let f ∈ L2(−π, π). Let u : (−π, π)× [0,∞)→ R be a solution of the periodic heat equation
∂u
∂t (x, t) =
∂2u
∂x2 (x, t) if (x, t) ∈ (−π, π) × (0,∞)
u(x, 0) = f(x) if x ∈ (−π, π) (initial condition)
u(−π, t) = u(π, t) if t ∈ (0,∞) (boundary condition)
(36)
It describes heat propagation on a circle parameterized by x as angular variable. The initial
boundary value problem (36) has a unique solution given by
u(x, t) =
∑
n∈Z
exp
(−n2t) fˆ(n) exp (inx) , (x, t) ∈ [−π, π]× [0,∞) (37)
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where fˆ(n) are the Fourier coefficients of f .
Fix a time t¯ > 0. In the following we will study the forward operator F associated to the
backwards heat equation, which consists in determining the initial heat distribution f from the
measurement of the heat distribution u(x, t¯) at time t¯. This problem is known to be exponentially
ill-posed, which can readily be seen from the decay of the singular values exp
(−n2t) in (37).
Let us therefore define T : L2(−π, π)→ L1(−π, π) by
(Tf)(x) :=
∑
n∈Z
exp
(−n2t¯) fˆ(n) exp (inx) , x ∈ [−π, π] (38)
and set g := u(·, t¯).
Lemma 4.1. Let T as in (38), set X := L2 (−π, π) and R (f) = ‖f‖2L2(−pi,pi).
1. Then T : X → Aλ (R/2πZ) is bounded with
λ (r) =
r2
4t¯
, r ∈ [0,∞) .
Furthermore Assumption 2 holds true with q = 2 and
γ(δ) ≤ 8max
{
1, t¯−1/2
}
exp (3t¯)− 1 exp
(
−
⌊
π
δ
− 1
2
⌋2
t¯
)
.
2. If f † ∈ Hp(−π, π), then Assumption 1 holds true with any bounded D(F ), M = (−π, π),
r = 1, some β, β′ > 0 and
ϕ (τ) = β′ϕp (τ) , τ > 0.
Proof. Part 1: First we estimate ‖T ‖X→Aλ(R/2piZ). For x ∈ R, t > 0 we will use the identity
1√
π
∑
n∈Z
exp
(−(n+ x)2t) ≤ 1√
π
∑
n∈Z
exp
(−n2t) ≤ √2max{1, 1√
t
}
, (39)
which follows from Poisson’s summation formula (cf. [23, Cpt. 5, Thm. 3.1]).
Applying Cauchy-Schwarz, supℑ(z)=±r | exp(inz)| ≤ exp(|n|r) and (39) with x = ± r2t¯ we find
sup
ℑ(z)=±r
|Tf(z)| ≤
∑
n∈Z
exp(−n2t¯) exp(|n|r) 1√
2π
‖f‖X
=
1√
2π
exp(λ(r))‖f‖X
∑
n∈Z
exp
(
−
(
|n| − r
2t¯
)2
t¯
)
The sum on the right hand side can be bounded as follows:∑
n∈Z
exp
(
−
(
|n| − r
2t¯
)2
t¯
)
≤
∑
n∈Z
[
exp
(
−
(
n− r
2t¯
)2
t¯
)
+ exp
(
−
(
n+
r
2t¯
)2
t¯
)]
≤ 2
∑
n∈Z
exp(−n2t¯) ≤ 2
√
2πmax
{
1, t¯−1/2
}
.
This implies ‖T ‖X→Aλ(R/2piZ) ≤ 2max
{
1, t¯−1/2
}
. The assertions will now follow from Remark
2.1. The conjugate function of λ is λ∗(s) = s2t¯. By Theorem 3.2 we find that (8) holds true for
all 0 < δ ≤ δ0, δ0 > 0 sufficiently small with
γ(δ) =
4
exp (3t¯)− 1 exp
(
−
⌊
π
δ
− 1
2
⌋2
t¯
)
14
Convergence Rates for Exponentially Ill-Posed Inverse Problems with Impulsive Noise
since m0 = 1 and a = λ
∗(m0 + 1) − λ∗(m0) = 3t¯ in the proof of Theorem 3.2. This yields the
claim.
Part 2: One readily calculates that
ϕp(T
∗T )(w)(x) ∼
∑
n∈Z
1
(t¯n2)p
wˆ(n) exp (inx) ,
i.e. ‖ϕp(T ∗T )w‖H2p(−pi,pi) ∼ ‖w‖L2(−pi,pi). Thus f † ∈ Hp(−π, π) is equivalent to f † = ϕp/2 (T ∗T )w
with w ∈ L2(−π, π). Now Proposition 2.2 with M = (−π, π) yields the claim.
Theorem 4.2. Let t¯ > 0 and T be as in (38) and suppose f † ∈ Hp(−π, π) with some p > 0.
Suppose furthermore that α = α (η, ǫ) is chosen such that (11) holds true in the limit η, ǫ, αց 0.
Then there exists η0 > 0 and a constant C = C
(
t¯, T, f †
)
such that for any noise function
ξ ∈ L1(−π, π) fulfilling (2) with 0 < η ≤ η0, ǫ ≥ 0, the following estimates are valid for Tikhonov
regularization (1) with R (f) = ‖f‖2L2(−pi,pi), r = 1:
‖f̂α − f †‖2L2 ≤ C
(
ǫ
α
+
η2
α2
exp
(
− π
2
8η2
t¯
)
+ (− ln (α))−p
)
(1 + o(1)), (40)
‖T (f̂α)− g†‖L1 ≤ C
(
ǫ+
η2
α
exp
(
− π
2
8η2
t¯
)
+ α (− ln (α))−p
)
(1 + o(1)), (41)
as η, ǫ, αց 0. The parameter α = α¯(ǫ, η) can be chosen such that
‖fˆα¯ − f †‖2L2 = O
(
max
{
(− ln (ǫ))−p , η2p
})
,
‖T (fˆα¯)− g†‖L1 = O
(
max
{
ǫ, exp
(
− π
2
16η2
t¯
)
η2p+1
})
as ǫ, η ց 0.
Proof. As (11) holds true, we know from Proposition 2.2 that (4) can be applied with f = f̂α.
From Lemma 4.1 we know that we may apply Theorem 2.4 with ϕ (τ) = β′ϕp (τ) and
γ(δ) ≤ 8max
{
1, t¯−1/2
}
exp (3t¯)− 1 exp
(
−
⌊
π
δ
− 1
2
⌋2
t¯
)
≤ 8max
{
1, t¯−1/2
}
exp (3t¯)− 1 exp
(
−π
2
δ2
t¯
)
(1 + o (1)) , δ ց 0.
The function ψ in (15) is given by
ψ (α) = β′
(
ln
(
1
β′αp
))−p
(1 + o (1)) ≤ (β′)2 p (− ln (α))−p (1 + o (1)) .
Inserting these results into (16) and (17) with q = q′ = 2 and b = 2 yields (40) and (41).
An optimal α can be chosen now depending on which of the first two terms in (40) dominates.
If the first term is larger than the second, we choose α1 to balance the first and the last term in
(40), which yields
ǫ
α1
= (− ln (ǫ))−p (1 + o(1)) , α1, ǫ→ 0.
On the other hand, if the second term is larger than the first, we choose α2 such that the second
and third term equal, which gives
(− ln (α2))−p = t¯−p
(
4η
π
)2p
(1 + o(1)) , α2, η → 0.
Taking the maximum of both cases yields the proposed bounds. As mentioned in Remark 2.6, the
condition (11) is satisfied.
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4.2 An inverse problem in satellite gradiometry
Let us assume, the earth is described by the unit ball B := {x ∈ R3 : |x| ≤ 1}. In geophysics
the value of the gravitational potential u on the surface of the earth is of interest as it contains
information about the interior of the earth. If the value f of u on ∂B is given, u is the solution to
the exterior boundary value problem
∆u = 0 in R3 \B,
u = f on ∂B = SS2,
|u(x)| = O(|x|−1) as |x| → ∞.
Using satellites it is possible to measure the second derivative of u in radial direction r = |x| at
some distance R > 1 from the earth, i.e. the rate of change of the gravitational force:
g =
∂2u
∂r2
on RSS2
The inverse problem of gradiometry then consists in estimating f given g (see [11, Sec. 8.2] and
references therein). Representing u by the Poisson formula for the exterior of B, it can be seen
(see e.g. [9]) that the forward operator is given by
(Tf)(x) =
1
|SS2|
∫
SS2
∂2
∂R2
{
R−1
1−R−2
|R−1x− y|3
}
f(y) dy
=
∞∑
m=0
(m+ 1)(m+ 2)
Rm+3
(Qmf)(x) x ∈ SS2
(42)
with the orthogonal projection Qm onto the spherical harmonics of order m introduced in (33).
This representation of T shows again that the problem to recover f from g is exponentially ill-
posed.
Lemma 4.3. Let T as in (42) with R > 1, X = L2(SS2) and R (f) = ‖f‖2L2(SS2).
1. T is a bounded mapping from L2(SS2) to Aλ(SS2) for
λ(r) :=
{
−4 ln (R− exp(r)) , 0 ≤ r < ln(R),
∞ else.
2. Assumption 2 holds true with
γ(δ) = Cδ−5/2R−
√
4pi/δ−4 (43)
with C independent of R and δ.
3. If f † ∈ Hp (SS2), then Assumption 1 holds true with any bounded D (F ), M = SS2, r = 1,
some β, β′ > 0 and
ϕ (τ) = β′ϕ2p (τ) , τ > 0.
Proof. Part 1: First note that for gm ∈ Hm and n ∈ {0, 1, . . . , } we have∫ 1
−1
pn(t)(Mgm)(x, t) dt =
∫ 1
−1
pn(t)
2π
√
1− t2
∫
〈x,y〉=t
gm(y) dy dt
=
∫
SS2
pn(〈x, y〉)gm(y) dy
=
4π
2m+ 1
(Qngm)(x)
= δn,m
4π
2m+ 1
gm(x).
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As {pm/
√
2m+ 1} is an orthonormal basis of L2(−1, 1), we find that (Mgm)(x, t) = pm(t)4pi gm(x).
Together with (42) we obtain
(MTf)(x, t) =
∞∑
m=0
pm(t)
4π
(m+ 1)(m+ 2)
Rm+3
(Qmf)(x).
Using the bound |pm(z)| ≤ exp(mr) for z ∈ ∂Er from the proof of Theorem 3.6 and ‖Qmf‖L∞(SS2) ≤
(2m+ 1)‖f‖L2(SS2) we obtain
‖Tf‖Aλ(SS2) ≤ sup
r≥0
sup
z∈∂Er
sup
x∈SS2
exp(−λ(r))|(MTf)(x, z)|
≤ sup
0≤r<ln(R)
(R− er)4
∞∑
m=0
pm(z)
4π
(m+ 1)(m+ 2)
Rm+3
‖Qmf‖L∞(SS2)
≤ sup
0≤r<ln(R)
(R − er)4
4π
∞∑
m=0
(m+ 1)(m+ 2)(2m+ 1)erm
Rm+3
‖f‖L2(SS2)
≤ CR‖f‖L2.
The last inequality follows by evaluating derivatives of the geometric series, and C is a generic
constant independent of R.
Part 2: The supremum of r 7→ sr − λ(r) is attained if er = sR/(4 + s), so
exp (−λ∗(s)) =
(
4 + s
4R
)4(
4 + s
sR
)s
≤ Cs4R−s−4.
Now (43) follows from Theorem 3.6.
Part 3: The proof is similar to the heat equation case using [11, Prop. 16]. There it has been
shown that
f † = ϕp (T ∗T )ω, ω ∈ L2
(
SS2
) ⇔ f † ∈ Hp (SS2) .
Thus the spectral source condition is satisfied by assumption, and it follows from Corollary 2.3
that (4) holds true with r = 1, and ϕ = β′ϕ2p for any bounded D (T ).
Theorem 4.4. Let R > 1, T as in (42) and f † ∈ Hp (SS2) with some p > 0. Suppose furthermore
that α = α (η, ǫ) is chosen such that (11) holds true in the limit η, ǫ, αց 0.
Then there exists η0 > 0 and a constant C = C
(
R, T, f †
)
such that for any noise function
ξ ∈ L1(SS2) fulfilling (2) with 0 < η ≤ η0, ǫ ≥ 0, the following estimates are valid for Tikhonov
regularization (1) with R (f) = ‖f‖2L2(SS2), r = 1:
‖fˆα − f †‖2L2(SS2) ≤ C
(
ǫ
α
+
1
α2
1
R6
η−3R−2
√
pi/η + (− lnα)−2p
)
(1 + o (1)) ,
‖T (fˆα)− T (f †)‖L1(SS2) ≤ C
(
ǫ+
1
α
1
R6
η−3R−2
√
pi/η + α (− lnα)−2p
)
(1 + o (1)) ,
as η, ǫ, αց 0. The parameter α = α¯(ǫ, η) can be chosen such that
‖fˆα¯ − f †‖2L2(SS2) = O
(
max
{
(− ln ǫ)−2p , ηp
})
‖T (fˆα¯)− T (f †)‖L1(SS2) = O
(
max
{
ǫ, η
2p−3
2 R−
√
pi/η
})
as ǫ, η ց 0.
Proof. As (11) holds true, we know from Proposition 2.2 that (4) can be applied with f = f̂α.
From Lemma 4.3 we know that we may apply Theorem 2.4 with ϕ (τ) = β′ϕ2p (cτ) and γ as in
(43). This yields the claimed error estimates.
To obtain the asserted convergence rates, we may again distinguish if the ǫ term or the η term
dominates. Then we balance the dominating term with the pure α term to obtain a choice of α
satisfying (11). The maximum of both cases yields the claim.
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5 Conclusions
We have extended a recent approach for inverse problems with impulsive noise to the case of
infinitely smoothing forward operators using standard Sobolev smoothness assumptions for the
solution. Remarkably, one obtains high order polynomial rates of convergence in the size η of the
corrupted domain, even though the underlying problem is exponentially ill-posed in the classical
sense. We examined two exponentially ill-posed problems arising in PDEs and showed that our
analysis can be applied.
Our study gives rise to several further interesting questions: One concerns the extension of our
analysis to more general domains in Rd. A possible strategy could be the use of local averages
as introduced here for the case of SS2. However, boundaries would cause technical difficulties,
and the choice of approximating subspaces is not obvious. So far we have only studied a priori
parameter choice rules, i.e. the solution smoothness characterized by ϕ has to be known for
choosing α. The popular discrepancy principle does not apply in our context (as only ‖ξ‖L1(M\P)
is small, but P is unknown), and thus other a posteriori parameter choice rules would be of interest
for practical applications. Other open questions include the optimality of the error bounds and an
analysis of iterative regularization methods for nonlinear inverse problems with impulsive noise.
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