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COHERENT STRUCTURES IN NONLOCAL DISPERSIVE
ACTIVE-DISSIPATIVE SYSTEMS∗
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Abstract. We analyze coherent structures in nonlocal dispersive active-dissipative nonlinear
systems, using as a prototype the Kuramoto–Sivashinsky (KS) equation with an additional nonlo-
cal term that contains stabilizing/destabilizing and dispersive parts. As for the local generalized
Kuramoto–Sivashinsky (gKS) equation (see, e.g., [T. Kawahara and S. Toh, Phys. Fluids, 31 (1988),
pp. 2103–2111]), we show that sufficiently strong dispersion regularizes the chaotic dynamics of the
KS equation, and the solutions evolve into arrays of interacting pulses that can form bound states.
We analyze the asymptotic characteristics of such pulses and show that their tails tend to zero al-
gebraically but not exponentially, as for the local gKS equation. Since the Shilnikov-type approach
is not applicable for analyzing bound states in nonlocal equations, we develop a weak-interaction
theory and show that the standard first-neighbor approximation is no longer applicable. It is then
essential to take into account long-range interactions due to the algebraic decay of the tails of the
pulses. In addition, we find that the number of possible bound states for fixed parameter values is
always finite, and we determine when there is long-range attractive or repulsive force between the
pulses. Finally, we explain the regularizing effect of dispersion by showing that, as dispersion is
increased, the pulses generally undergo a transition from absolute to convective instability. We also
find that for some nonlocal operators, increasing the strength of the stabilizing/destabilizing term
can have a regularizing/deregularizing effect on the dynamics.
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1. Introduction. Nonlocal models arise in a wide variety of natural phenomena
and technological applications, such as optical systems [43], cell biology [4], plastic
materials [59], and in many problems involving nonequilibrium interfaces, such as
flame propagation and thin-film growth [37]. Some well-known examples of nonlocal
partial differential equations (PDEs) are the Benjamin–Ono (BO) equation describ-
ing propagation of internal waves in a deep stratified fluid [8]; the Smith equation
governing certain types of continental-shelf waves [48]; a nonlocal Korteweg–de Vries
(KdV) equation describing shallow-water waves when a viscous boundary layer (on
the bottom) is taken into account [23, 24, 35]; the same nonlocal KdV equation but
with an additional nonlocal term to account for Marangoni effects on the free sur-
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face [57]; a nonlocal Kuramoto–Sivashinsky (KS) equation describing nanostructuring
by ion beam sputtering [14] and a wide spectrum of fluid flow problems, such as com-
bined shear-flow and thermocapillary instabilities in two-layer systems [60] and core
annular flows [38]; the nonlocal nonlinear Schro¨dinger equation [27]; and the nonlocal
Klein–Gordon equation to describe Josephson junctions in thin films [20].
Our interest here is in the study of coherent structures in nonlocal dispersive
active-dissipative equations that are characterized by the presence of instability (en-
ergy production) and stability (energy dissipation) mechanisms. As a prototype, we
consider the nonlocal KS equation,
(1.1) ∂tu+ u∂xu+ ∂
2
xu+ ∂x(N [u]) + ∂4xu = 0,
which is one of the simplest models to take into account the main ingredients of wave
evolution in nonlinear media. u∂xu represents the leading-order nonlinearity, ∂
2
xu the
instability and energy production, and ∂4xu the stability and energy dissipation, and
N is a linear nonlocal operator. Active-dissipative equations arise in a wide variety
of physical problems, e.g., chemical physics to describe propagation of concentration
waves [30], combustion dynamics to describe flame front instabilities [47], and falling
liquid films [21, 25, 26, 32, 36]. The so-called generalized KS (gKS) equation is the
local KS equation with a dispersive term of the form δ∂3xu.
It is well known that solutions of many active-dissipative equations are character-
ized by a particular spatial and temporal behavior, e.g., by space, time, or space-time
localized structures, the so-called coherent structures. For example, sufficiently large
δ in the gKS equation regularizes the chaotic behavior of the KS equation, and solu-
tions evolve into arrays of weakly interacting pulses of approximately the same shape,
resembling the one-hump infinite-domain pulse (see, e.g., [2, 9, 16, 28, 51, 55, 56]).
Note that the regularizing effect of dispersion has also been observed in other “local”
equations, e.g., the related Nikolaevskiy equation [46]. The existence and stability
of two-pulse solutions in the fifth-order KdV equation are studied in [12]. The non-
linear stability of the periodic solutions of the gKS equation has been resolved only
recently [6]. For one-dimensional “local” equations with translational invariance, the
dynamical systems approach can be employed to analyze pulse solutions. Indeed,
spatially localized solutions can be considered as homoclinic orbits in an appropriate
phase space, and the Shilnikov-type analysis can be used to analyze the existence of
subsidiary homoclinic orbits [19]. Such subsidiary homoclinic orbits correspond to
bound states of the pulses (i.e., multipulse solutions) of the underlying PDE.
Our aim is to analyze the effect of nonlocal terms on coherent structures. It should
be noted that for nonlocal equations, the Shilnikov-type approach is not applicable,
and we will therefore analyze multipulse solutions by developing a weak-interaction
theory. We introduce the nonlocal linear operator N [u] in (1.1), and we assume that
N [u] is a pseudodifferential operator whose symbol is independent of x. In addition,
we assume that the nonlocal term has both dispersive and stabilizing/destabilizing
effects. So we write
(1.2) N [u] = δN1[u] + μN2[u],
where δ ≥ 0, μ ∈ R, and N1, N2 are dispersive and destabilizing nonlocal linear oper-
ators, respectively. Namely, we assume that the symbols of N1, N2 are n1(k), in2(k),
respectively, where n1(k) and n2(k) are an even and an odd real-valued function of
the wavenumber k, respectively. Also, we assume n2(k) > 0 for k > 0, so that the
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positive/negative value of μ in (1.2) corresponds to the destabilizing/stabilizing ef-
fect, respectively. In addition, for the scope of the present paper we will require that
n1(k) and n2(k) be continuous functions such that |n1(k)|, |n2(k)| = o(1) as k → 0.
Then, by linearizing the equation around u = 0 and considering solutions of the form
u ∝ est+ikx, we obtain the dispersion relation
(1.3) s(k) = k2 − i δ k n1(k) + μ k n2(k)− k4,
from which it can be clearly seen that, indeed, the nonlocal term N1 introduces a
dispersive effect and N2 introduces destabilization or stabilization depending on the
sign of μ.
Let us now consider several examples. If n1(k) = −|k|, we find ∂x(N1[u]) =
H[∂2xu], where H is the Hilbert transform operator defined by H[f ] = 1π−
∫∞
−∞
f(ξ)
x−ξ dξ.
This type of nonlocal dispersive term appears, for example, in the BO equation.
If n1(k) = −k2, we find that ∂x(N1[u]) is in fact a local operator equal to ∂3xu.
In this case, if μ = 0, we recover the gKS equation in which the dispersive term
represents streamwise viscous-diffusion effects in the context of falling liquid films [26].
In addition, in the case when μ = 0 and n2(k) = sgn(k) k2, we find that ∂x(N2[u]) =
H[∂3xu]. Such nonlocal extensions of the KS equation were derived, e.g., in [53, 54]
to describe wave dynamics on electrified falling films, and the global existence and
uniqueness of the solutions and the existence of the global attractor are given in [52].
The analyticity properties of solutions in a more general setting have been recently
analyzed in [3]. Another example, where both N1[u] and N2[u] are nonlocal, is the
long-wave model describing the evolution of a thin liquid film sheared by a turbulent
gas [33, 50, 58].
In the long-wave approximation, when only the wavenumbers k close to zero
are considered to be important, it is often appropriate to replace the symbol of a
nonlocal operator by a simpler expression, e.g., by a Taylor polynomial at k = 0 in
the case when the symbol is smooth at k = 0 (see, e.g., [1, 7, 49]). The approximation
by a Taylor polynomial leads to localization of the nonlocal operator. Although in
some cases such localization can lead to significant differences compared to the full
equation (e.g., models with full dispersion in the analysis of nonlinear waves allow for
breaking and peaking as opposed to the KdV equation; see [49, 61]), in many cases the
qualitative characteristics of the solutions of the full nonlocal equation are the same
as those of the solutions of the corresponding localized equation; see, e.g., [7, 49]. In
the present study, we assume that ni(k) ∼ kpi as k → 0+, i = 1, 2, and, considering
the long-wave approximation discussed above, we replace n1(k) by −|k|p1 and n2(k)
by sgn(k)|k|p2 . (We note that we can assume that n1(k) is nonpositive without loss
of generality.) Then, N1 and N2 can be written in terms of the fractional Laplacian
and the Hilbert transform operator as
(1.4) N1[u] = −(−∂2x)p1/2, N2[u] = −H ◦ (−∂2x)p2 .
In our study, we will assume that p1 > 0 and p2 ∈ (0, 3) to keep fourth-order dissipa-
tion. (However, for some of the results we will find that it is necessary to additionally
assume that p1 < 3.) It is worth noting that fractional Laplacians are found in various
applications. For example, such operators are generators of α-stable Le´vi processes
and arise in the study of generalized Fokker–Plank equations for stochastic differen-
tial equations driven by non-Brownian Le´vi processes [34, 45]. Therefore, they are of
relevance in various areas of the natural sciences.
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COHERENT STRUCTURES IN NONLOCAL SYSTEMS 541
(a) (δ, μ, p1, p2) = (0, 0, 0, 0). (b) (δ, μ, p1, p2) = (0, 1, 0, 2).
(c) (δ, μ, p1, p2) = (1, 0, 2, 0). (d) (δ, μ, p1, p2) = (1, 1, 2, 2).
Fig. 1. (Color online.) Spatio-temporal dynamics of (1.1) with different parameter values.
Without dispersion (δ = 0), the dynamics is chaotic while the solution evolves into an array of
pulses with strong enough dispersion (δ = 1). The equation is local for (a), (c) and is nonlocal for
(b), (d).
The rest of the paper is organized as follows. In section 2 we report numerical
results on time evolution of solutions of (1.1). In section 3 we analyze the single-pulse
solutions on the infinite domain. In section 4 we develop a weak-interaction theory of
pulses. In section 5 we analyze the absolute and convective instability of a single-pulse
solution. Finally, concluding remarks are given in section 6.
2. Spatio-temporal dynamics. To obtain a basic understanding of the dy-
namics, we perform numerical time simulations of (1.1) using the implicit-explicit
two-step backward differentiation formula (IEBDF) given in [2]. The solutions are
computed on the periodic domain x ∈ [−50, 50] using as an initial condition a small
random zero-mean perturbation to the constant state u = 0.
Figure 1 shows the contour plot of u corresponding to the time evolution for four
different chosen parameter values. In panel (a), δ = μ = 0, which corresponds to the
KS equation, and we observe the well-known chaotic dynamics of the KS equation.
In panel (b), we add a destabilizing nonlocal term to the KS equation by choosing
δ = 0, μ = 1, and p2 = 2. This results in chaotic dynamics with smaller spatial and
time scales. In panel (c), instead of adding a destabilizing term, we add a dispersive
term by choosing δ = 1, μ = 0, and p1 = 2, with the resulting equation being the
gKS equation. In this case, the chaotic behavior is regularized by dispersion, and the
solution evolves into an array of weakly interacting pulses of approximately the same
shape, as noted in section 1. Finally, in panel (d), we add both the destabilizing and
dispersive terms by choosing δ = μ = 1 and p1 = p2 = 2. We can again observe that
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the chaotic behavior is regularized by dispersion—the solution evolves into an array
of weakly interacting pulses. Also, we observe that the effect of the destabilizing term
is an increase in the number of pulses in the given domain.
We aim to describe the evolution of the system as an interaction of coherent
traveling-pulse structures (Figure 1(c) and (d), for example). In the following section,
we will first analyze single-pulse solutions in more detail in order to quantify the basic
building blocks of the pulse array.
3. Single-pulse solutions on the infinite domain. In a frame moving with
velocity c, (1.1) takes the form
(3.1) ∂tu− c ∂xu+ u∂xu+ ∂2xu+ ∂x (N [u]) + ∂4xu = 0.
Let u∗ denote a single-pulse solution moving at velocity c∗. It satisfies the equation
(3.2) −c∗∂xu∗ + u∗∂xu∗ + ∂2xu∗ + ∂x (N [u∗]) + ∂4xu∗ = 0.
Integrating (3.2) and using that u∗ → 0 as x → ±∞ yields
(3.3) −c∗u∗ + 1
2
u∗2 + ∂xu∗ +N [u∗] + ∂3xu∗ = 0.
Another spatial integral of (3.3) yields
(3.4) c∗
∫ ∞
−∞
u∗ dx =
1
2
∫ ∞
−∞
u∗2 dx
(assuming that both integrals exist), which implies that for a nontrivial solution, both
the velocity of the pulse and the spatial integral of the pulse shape (i.e., the “mass”
of the pulse) are not zero. Moreover, the pulse velocity can be found in terms of its
shape.
We note that if the operator N is nonlocal, either μ = 0 and p2 = 1 or δ = 0
and p1 is not an even integer, then (3.2) cannot be written in the form of a three-
dimensional dynamical system. Therefore, the pulse solutions cannot be obtained
numerically in a standard way by using, e.g., the continuation software Auto07p [15].
Taking into account the fact that the nonlocal term we consider here has a simple
representation in the Fourier space, we employ a spectral method and represent (3.3)
on a periodic domain, [−L,L], as a system for the Fourier coefficients. We then obtain
pulse solutions as solutions of this system by performing continuation with respect to
L and by letting L be large. We also impose a pinning condition (e.g., we set one of
the Fourier coefficients to zero) to fix the translational invariance of the solution. We
then use both a modified package of Auto07p and MATLAB for the computations.
First, it is known that the branch of single-pulse traveling wave solutions bifur-
cates from a flat solution at the critical value of the half-period, L = Lc [9, 26],
where a sinusoidal wave with the wavenumber k = π/L becomes linearly unstable.
We denote the critical value of the wavenumber by kc, i.e., kc = π/Lc. Assuming
that u = α+βest+ikx, where |β| 
 1, one finds the following dispersion relation after
substituting this in (3.1):
(3.5) s(k) = i c k − iu0 k + k2 + i δ k |k|p1 + μ |k|p2+1 − k4.
The condition that the growth rate is zero determines kc, i.e., k
2
c +μ |kc|p2+1−k4c = 0.
Note that we are interested only in the positive solution. For example, for μ = 0, we
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(a) Continuation with respect to L.
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(b) Pulse solutions at L = 50.
Fig. 2. (Color online.) One-hump pulse solutions for δ = 1, p1 = p2 = 2.
obtain kc = 1. The frame speed c
∗ in which the wave does not propagate either to
the left or to the right is determined by the condition Im(s(k)) = 0, which implies
c∗ = α − δ |k|p1 . When k is close to kc, we obtain c∗ = α − δ kp1c to leading order.
Next, when the integrations are from −L to L, condition (3.4) gives to leading order
c∗ = α/2. Solving this equation together with the previous one, we obtain that
near the critical value of the period the speed of an infinitesimal sinusoidal wave is to
leading order c∗ = δ kp1c , and such a wave bifurcates from the flat solution of thickness
α = 2 δ kp1c . We start the continuation by using the periodic domain for which L is
slightly bigger than Lc = π/kc and using a small-amplitude sinusoidal perturbation
to the flat solution u = α as an initial guess. The results of numerical continuation
are shown in Figure 2(a) for δ = 1, p1 = p2 = 2, and μ = 0 and 1 by the solid (blue)
and dashed (red) lines, respectively. We choose the L2-norm ‖u∗‖2 = (
∫ L
−L u
∗2 dx)1/2
as the measure of the solution. We observe that as L increases, ‖u∗‖2 converges to a
constant value. The corresponding pulse solutions at L = 50 are shown in Figure 2(b).
We note that the pulse amplitude is larger for the larger value of μ.
Next we fix the domain size by choosing L = 50 and perform continuation on
the parameters of the equation. Figure 3 depicts bifurcation diagrams showing the
dependence of the pulse velocity c∗ on δ when p1 = p2 = 2 with μ = 0 and μ =
1. Panel (a) shows the range δ ≤ 2, while panel (b) shows the range 1 ≤ δ ≤
200 on a log-log scale. The solid (blue) and the dashed (red) lines correspond to
μ = 0 and 1, respectively. In panel (a) the diagram is characterized by a snaking
behavior near δ = 0 so that there exists a multiplicity of solutions for sufficiently
small values of δ. However, only the upper parts of both diagrams correspond to
one-hump pulse solutions that are the main feature of the large-time evolution. On
the other hand, in panel (b) we observe that for large values of δ, the pulse speeds
are linearly proportional to δ, and the proportionality constant is larger for a larger
value of μ.
Figure 4 depicts bifurcation diagrams showing the dependence of the pulse ve-
locity c∗ on μ when δ = 1. The solid (blue), dashed (red), and broken (green) lines
correspond to (p1, p2) = (2, 2), (p1, p2) = (1, 2), and (p1, p2) = (2, 1.5), respectively.
In all cases c∗ is an increasing function of μ. Panel (b) shows the results on the log-
log scale, and it can be seen that the pulse velocities scale as O(μ2) for p2 = 1.5 and
O(μ3) for p2 = 2. We also find that the scalings are independent of the value of p1.
For example, the lines for (p1, p2) = (1, 2) and (p1, p2) = (2, 2) collapse for large μ.
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Fig. 3. (Color online.) Continuation of the pulse solutions with respect to δ for p1 = p2 = 2
and L = 50. Panel (a) shows the range δ ≤ 2, and panel (b) shows the range 1 ≤ δ ≤ 200 on a
log-log scale.
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Fig. 4. (Color online.) Continuation of the pulse solutions with respect to μ for δ = 1 and
L = 50. Panel (a) shows the range μ ≤ 2, and panel (b) shows the range 1 ≤ μ ≤ 200 on the log-log
scale.
Next we analyze the profiles of single-pulse solutions. In Figure 5, δ = 1, μ = 0,
and p1 varies. As can be seen in panel (a), the pulse amplitude increases as p1
increases. In panel (b), we show the semilog plots of the absolute values of the pulse
solutions. It is found that the right and left tails of the pulse decay exponentially
only for p1 = 2; see also panel (c) showing the absolute values of the pulse tails on the
semilog scale. For p1 ∈ (0, 3)\ {2}, we can observe that both tails decay algebraically.
This is further demonstrated by plotting the absolute values of the pulse solutions on
a log-log scale; see panel (d), for example, for the case p1 = 1.5. Interestingly, for
p1 = 1.5 we find that the tails decay as 1/|x|2.5 when x → ±∞. In fact, from our
simulations, we can conclude that the tails decay as 1/|x|p1+1, and the rate of the
decay is independent of the magnitude of δ. We have also found a similar scenario
when the nonlocal N2 term is present. For δ = 0 and μ = 0, the tails decay as
1/|x|p2+1 (with the exception of p2 = 1, which corresponds to a local equation).
3.1. Large δ limit. To gain insight into the pulse characteristics for large δ we
invoke scaling arguments. For increasing values of δ a balance in (3.2) must take place
between the dispersive nonlocal term δ ∂x(N1[u∗]), the nonlinearity u∗∂xu∗, and the
term c∗∂xu∗. We therefore have δ U ∼ U2 ∼ c∗ U , where U denotes the scale for
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(a) δ = 1, μ = 0 with various p1.
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(b) δ = 1, μ = 0 with various p1.
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Fig. 5. (Color online.) Panels (a) and (b) show single-pulse solutions of (3.3) for δ = 1,
μ = 0, and p1 = 0.5, 1, 1.5, 2, and 2.5 on normal and semilog scales, respectively. (c) A single-pulse
solution with exponentially decaying tails shown on a semilog scale. (d) A single-pulse solution with
algebraically decaying tails shown on a log-log scale. The asymptote, 1/x2.5, is shown as a dotted
(red) line.
the pulse amplitude. This implies that U ∼ δ and c∗ ∼ δ. We then utilize the
asymptotic expansions u∗ = δu0 + u1 + · · · , c∗ = δc0 + c1 + · · · , and by substituting
these expansions in (3.3), we obtain the following equation at leading order:
(3.6) −c0u0 + 1
2
u20 +N1[u0] = 0.
For p1 = 1 or 2, this is the equation for determining traveling-wave or pulse solutions of
the BO or KdV equation, respectively. For both the BO and the KdV equation, ana-
lytical solutions are known, namely, u0 = 4c0/(c
2
0 x
2 + 1) and u0 = 3c0 sech
2(
√
c0 x/2),
respectively. In both cases, there is a continuous dependence of the pulse shape on c0,
and c0 is therefore not uniquely determined. This is in fact the case for any p1 > 0
due to the following scaling symmetry of the equation: With the scalings u0 = c0 u¯0
and x = c
−1/p1
0 x¯, (3.6) can be rewritten as
(3.7) −u¯0 + 1
2
u¯20 +N1[u¯0] = 0,
and we can therefore write u0 = c0 u¯0(c
1/p1
0 x). (Here we used the fact that N1[f ](x) =
X−p1N1[f˜ ](x˜), where f˜(x˜) = f(Xx˜) and X is a positive constant.)
To determine the constant c0, we note that the equation at first order is
(3.8) −c0u1 + u0u1 +N1[u1] = c1u0 − ∂xu0 − μN2[u0]− ∂3xu0.
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Fig. 6. The proportionality constant c0 obtained by solving (3.10) as a function of (a) p1 and
(b) μ.
The Fredholm alternative solvability condition on u1 implies that the inner product
of ∂xu0 with the right-hand side of (3.8) should vanish, which leads to
(3.9)
∫ ∞
−∞
[(∂xu0)
2 + μ∂xu0N2[u0]− (∂2xu0)2] dx = 0.
This condition determines c0. Substituting u0 = c0 u¯0(c
1/p1
0 x) in (3.9), we obtain
(3.10) c
2+1/p1
0 A+ μ c
2+p2/p1
0 B − c2+3/p10 C = 0,
where A =
∫∞
−∞(∂x¯u¯0)
2 dx¯, B =
∫∞
−∞ ∂x¯u¯0N2[u¯0] dx¯, and C =
∫∞
−∞(∂
2
x¯u¯0)
2 dx¯. We
note that A > 0, C > 0, and by using the properties given in Appendix A, it can be
shown that B > 0.
For the case μ = 0, we obtain c0 = (A/C)
p1/2. In particular, for the KdV case,
when p1 = 2, we obtain the well-known result c0 = 7/5 (see, e.g., [9]), and for the
BO case, when p1 = 1, we find c0 = 1/
√
3. The dependence of c0 on p1 is shown in
Figure 6(a) for the case μ = 0. For nonzero μ, (3.10) needs to be solved numerically.
The dependence of c0 on μ for p1 = 2 and p2 = 2 is shown in Figure 6(b), which
shows that c0 is a monotonically increasing function of μ. Remarkably, for the case
p1 = 1, p2 = 2, the following analytical expression for the dependence of c0 on μ can
be found: c0 = μ/4 +
√
9μ2 + 48
/
12.
3.2. Large μ limit. The pulse characteristics for large values of μ can also be
understood by using scaling arguments. The dominant balances in (3.2) for large
μ are between the destabilizing nonlocal term μ∂x(N2[u∗]) and the stabilizing term
∂4xu
∗ along with the nonlinearity u∗∂xu∗ and the linear term c∗∂xu∗. We therefore
obtain μU
Xp2+1
∼ UX4 ∼ U
2
X ∼ c
∗U
X , where U denotes the scale for the pulse amplitude
and X denotes the scale for the spatial variable x. This implies that X ∼ μ−1/(3−p2),
U ∼ μ3/(3−p2), c∗ ∼ μ3/(3−p2). Similar large μ scalings have been presented in [52]
for unsteady chaotic dynamics. Since p2 < 3, we can conclude that as μ increases,
the amplitude and speed of the pulse increase as μ3/(3−p2), whereas the spatial scale
decreases as μ−1/(3−p2). These results are consistent with the numerical results for
p2 = 1.5 and p2 = 2 presented in Figure 4(b), where we find that the pulse velocities
scale as μ2 and μ3, respectively.
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Fig. 7. (Color online.) Single-pulse solution of (3.12) for p2 = 2 (solid (blue) line) and
p2 = 1.5 (dashed (red) line).
With the rescalings x = μ−1/(3−p2)x˜, u∗(x) = μ3/(3−p2)u˜(x˜), c∗ = μ3/(3−p2)c˜,
(3.3) takes the form
(3.11) −c˜ u˜+ 1
2
u˜2 + μ
− 23−p2 ∂x˜u˜+ δ μ
p1−3
3−p2 N1[u˜] +N2[u˜] + ∂3x˜u˜ = 0,
indicating that the suggested scales are valid for p1, p2 < 3, and at leading order we
have
(3.12) −c˜ u˜+ 1
2
u˜2 +N2[u˜] + ∂3x˜u˜ = 0,
for which, unlike for the BO and KdV equations, an analytical form of the solution
is not known. Therefore it must be solved numerically in order to determine the
leading-order pulse shape and velocity. As an example, Figure 7 shows the single-
pulse solutions of (3.12) for p2 = 2 and p2 = 1.5 that are found using a pseudospectral
method together with Newton’s iterations to obtain solutions from initial guesses.
Unlike the BO and KdV equations, there is no continuous dependence of the solution
on c˜; i.e., a one-hump solution is unique and c˜ is determined uniquely (although
there may exist a countable number of other solutions of different shapes). This can
be understood by the fact that there do not exist appropriate scalings to absorb c˜.
Finally, c˜ and u˜ are independent of δ and p1. This also coincides with our numerical
observation in Figure 4(b), where we establish that the two curves, for (p1, p2) = (2, 2)
and (p1, p2) = (1, 2), collapse onto each other for large values of μ.
3.3. Asymptotic behavior of the tails of a single-pulse solution. If the
operator N is local, i.e., μ = 0 and p1 is an even integer, the asymptotic behavior of
a single-pulse solution as x → ±∞ can be determined by rewriting the equation as
a dynamical system in an N -dimensional phase space, where N = max{3, p1}, and
analyzing the stability of the fixed point corresponding to the origin. The decay of the
tails is then found to be exponential (unless there are zero roots of the characteristic
equation), and the rates and the nature (monotonic or oscillatory) of the decay are
determined by the roots of the characteristic equation; see, e.g., [29] for the analysis
for the gKS equation. We remark here that for local equations that have pulses
with exponentially decaying tails, coherent structure theories have been developed in
[5, 9, 16, 39, 40, 41, 42, 51, 55, 56].
If N is nonlocal, the dynamical-systems approach is not applicable. Nevertheless,
the asymptotic behavior of the tails of a pulse can still be determined. First, we recall
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that
(3.13) F [N1[u∗]] = −|k|p1 û∗(k), F [N2[u∗]] = i sgn(k)|k|p2 û∗(k).
Here hats and F denote the Fourier transforms; see Appendix A. Since û∗(0) =∫∞
−∞ u
∗(x) dx and we know from (3.4) that this integral is nonzero, we have, for
|k| 
 1,
(3.14) F [N1[u∗]] = −|k|p1 û∗(0) + h.o.t., F [N2[u∗]] = i sgn(k)|k|p2 û∗(0) + h.o.t.,
where h.o.t. denotes higher-order terms in |k|. Using Theorem 19 from [31, p. 52], we
can conclude that as x → ±∞,
N1[u∗] ∼ −
2 û∗(0) Γ(p1 + 1) cos
(
(p1 + 1)π/2
)
(2π)p1+1
1
|x|p1+1 ,(3.15)
N2[u∗] ∼ −
2 û∗(0) Γ(p2 + 1) sin
(
(p2 + 1)π/2
)
(2π)p2+1
sgn(x)
|x|p2+1 .(3.16)
By balancing the leading-order terms c∗u∗ and N [u∗] in (3.3), we obtain the following
cases.
Case 1. If μ = 0 or p1 < p2, we find u
∗ ∝ −cos((p+ 1)π/2)/|x|p+1 as x → ±∞.
Here and below we denote p = min{p1, p2}. In this case, the tails of the pulse are
either both positive or both negative for sufficiently large values of |x|, depending on
whether p ∈ (4k, 4k+2) or p ∈ (4k+2, 4k+4), k = 0, 1, 2, . . . , respectively. Here and
everywhere else we assume that û∗(0) > 0.
Case 2. If δ = 0 or p2 < p1, we find u
∗ ∝ −sin((p+ 1)π/2) sgn(x)/|x|p+1 as
x → ±∞. If p ∈ (0, 1), the left tail is positive, whereas the right tail is negative for
sufficiently large values of |x|. However, if p ∈ (1, 3), the left tail is negative, whereas
the right tail is positive for sufficiently large values of |x|.
Case 3. If μ and δ are nonzero and p1 = p2, we find that u
∗ ∝ −D±/|x|p+1
as x → ±∞, where D± = δ cos
(
(p + 1)π/2
) ± μ sin((p + 1)π/2). Here we assumed
D± = 0.
Case 4. If μ and δ are nonzero, p1 = p2, and, in addition, either D− = 0 or
D+ = 0, the leading-order contributions of the nonlocal N1 and N2 terms cancel each
other, and we find that the left/right tail tends to zero faster than the right/left tail
for D− = 0 or D+ = 0, respectively.
Our analytical results for the tail behavior agree with the numerical observations;
see Figure 5.
4. Weak-interaction theory for solitary pulses. In this section we analyze
the interaction dynamics of the pulse solutions and formation of bound states. For
nonlocal equations the Shilnikov-type approach is not applicable, as discussed in sec-
tion 1. We therefore analyze bound states by utilizing a weak-interaction theory.
We assume that the solutions are represented by pulses that are well-separated and
slowly attract and repel each other. The appropriateness of representing the solutions
as arrays of pulses for certain parameter values is motivated by the time-dependent
simulations presented in section 2 (see Figure 1) . In section 5, we additionally provide
an analysis of absolute and convective instabilities of pulse solutions which reveals the
regions of the parameter values for which the solutions evolve into arrays of pulses.
First, we consider the equation on an infinite domain and assume that the solution
is described as a superposition of n well-separated quasi-stationary pulses and a small
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correction function uˆ(x, t), i.e., u =
∑n
i=1 ui + uˆ, where ui is a pulse located at xi(t),
namely, ui(x, t) = u
∗(x−xi(t)). We assume that xi < xj for i < j, and we denote the
separation distances by li = xi+1−xi, i = 1, . . . , n−1. Substituting such an ansatz in
(3.1) written in a frame moving at velocity c∗ of an infinite-domain pulse, we obtain
∂tuˆ− c∗∂xuˆ+ uˆ∂xuˆ+ ∂2xuˆ+ ∂x(N [uˆ]) + ∂4xuˆ
−
n∑
i=1
x˙i ∂xui +
n∑
i,j=1
i<j
∂x(uiuj) +
n∑
i=1
∂x(uiuˆ) = 0,(4.1)
where the dots over the xi’s denote differentiation with respect to time. Note that we
have used the fact that each ui satisfies (3.2). For each k = 1, . . . , n, we rewrite this
equation as
(4.2) ∂tuˆ = Lk[uˆ] +
n∑
i=1
x˙i ∂xui −
n∑
i,j=1
i<j
∂x(uiuj)−
n∑
i=1
i=k
∂x(uiuˆ)− uˆ∂xuˆ,
where Lk is the linear differential operator
(4.3) Lk[f ] = c∗∂xf − ∂2xf − ∂x(N [f ]) − ∂4xf − ∂x(ukf),
with the formal adjoint operator in L2 given by
(4.4) Ladjk [f ] = −c∗∂xf − ∂2xf +N adj [∂xf ]− ∂4xf + uk∂xf.
Here N adj = N1 −N2 is the formal adjoint of N = N1 +N2; see Appendix A.
As for the gKS equation (see [51, 56]), it can be shown that the spectrum of Lk
on an infinite domain consists of two parts: the essential spectrum, given by
(4.5) Σ = {σ ∈ C : σ = i c∗κ+ κ2 + i δκ|κ|p1 + μ|κ|p2+1 − κ4, κ ∈ R},
and the two eigenvalues, one being negative and isolated and the other being equal
to zero. Note that the zero eigenvalue is embedded into the essential spectrum.
Observing that [18]
(4.6) Lk[∂xuk] = 0, Lk[−1] = ∂xuk,
we conclude that the zero eigenfunction is ∂xuk and is associated with the translational
symmetry of the equation. Furthermore, on a periodic domain, zero is an eigenvalue of
algebraic multiplicity 2 and geometric multiplicity 1 with the generalized eigenfunction
equal to −1 that is associated with the Galilean invariance of the equation.
Our aim is to project the dynamics onto the translational modes, i.e., onto the
null spaces of operators Lk. (Note that it can be shown that the Galilean modes
are never excited; see [51].) To do this, we first need to compute the null space of
the adjoint operator Ladjk . To clarify the structure of the spectrum on an infinite
domain, it is appropriate to consider periodic domains and take the limit when the
domain size tends to infinity [44]. It turns out that on a periodic domain the zero
eigenfunction of Ladjk is a constant and the generalized eigenfunction is a function
that, as the domain size increases, tends to a function approaching two different
constants at ±∞ (it is precisely this function that should be used for projections
onto the translational modes). This is analogous to the gKS equation [51, 56]; see
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Appendix B for more details. Let us denote this function by Ψk. This function can be
expressed as Ψk =
∫ x
ak
ψk dx, where ψk is a function of a nonzero “mass” that tends
to zero algebraically as 1/|x|(p+1) as x → ±∞, unlike for the gKS equation where
the tails decay exponentially. The point ak is chosen so that
∫∞
ak
ψk dx =
∫ ak
−∞ ψk dx.
Note that the two functions Ψk and ψk are uniquely determined by normalization∫∞
−∞Ψk∂xuk dx = −
∫∞
−∞ ψkuk dx = 1, which leads to the conditions
∫∞
−∞ ψk dx =−1/c∗, limx→±∞Ψk(x) = ∓1/2c∗.
Since the zero eigenvalue is embedded into the essential spectrum, rigorous projec-
tions are not well defined. We also note that the zero eigenvalue cannot be made iso-
lated by shifting the essential spectrum to the left by utilizing exponentially weighted
spaces, unlike for the gKS equation (see [56, 51]). Indeed, since the Fourier transform
is defined on the Schwartz class of tempered distributions S ′(R) (see, e.g., [13]), which
does not contain functions that grow exponentially at positive or negative infinity, the
nonlocal operator N given in section 1 is also defined on S ′(R) and is undefined for
functions growing exponentially at positive or negative infinity. Nevertheless, we can
still formally introduce the “projection” operators Πk[f ] =
∫∞
−∞ fΨk dx. Assuming
that uˆ is free of translational modes, i.e., Πk(uˆ) = 0, for each k = 1, . . . , n, and
applying projections Πk to (4.2), we obtain
x˙k =
n∑
i,j=1
i<j
Πk(∂x(uiuj)) +
n∑
i=1
i=k
Πk(∂x(uiuˆ)) + Πk(uˆ∂xuˆ)
−
n∑
i=1
i=k
x˙iΠk(∂xui)− x˙kΠk(∂xuˆ),(4.7)
where we have used Πk(∂xuk) = 1, Πk(∂tuˆ) = −x˙kΠk(∂xuˆ), and Πk(Lk[uˆ]) = 0.
We note that conditions Πk(uˆ) = 0 can be considered as a system of equations to
determine the pulse locations,
∫∞
−∞ (u−
∑n
i=1 ui)Ψk dx = 0.
Assuming that the correction function is small, |uˆ| = O(), where  
 1, we
rewrite (4.7) as
(4.8) x˙k =
n∑
i,j=1
i<j
P (xi − xj)−
n∑
i=1
i=k
x˙iG(xi − xk) + o(),
where
(4.9) P (l) = −
∫ ∞
−∞
u∗(x− l)u∗(x)ψ(x) dx, G(l) = −
∫ ∞
−∞
u∗(x− l)ψ(x) dx,
and ψ(x) is such that ψk(x, t) = ψ(x − xk(t)). Next, we assume that the pulses are
well-separated with small overlap, so that lmin = min1≤i≤n−1{li} = O(−1/(p+1)).
Then it follows that x˙k is O(), and (4.8) takes the following form at leading order:
(4.10) x˙k =
∑
|xi−xk|<b()
P (xi − xk),
where we choose b()  −1/(p+1).
To obtain a quantitative estimate on the appropriate separation distance and
for a fixed small value of , we note that, in addition to the condition lmin =
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(b) P˜ (l) = P (−l)− P (l).
Fig. 8. (Color online.) The functions (a) P (l), G(l) and (b) P (−l) − P (l) for (δ, μ, p1, p2) =
(1, 1, 2, 2). In (b), filled/empty circles indicate stable/unstable equilibria, respectively.
min1≤i≤n−1{li} = O(−1/(p+1)), we can use the relations P (l), G(l) ∼ O(). That
is, based on a chosen small parameter , one can estimate the required minimum
separation distance for which these conditions are satisfied. Figure 8 (a) shows an
example of the function P (l) and G(l) for (δ, μ, p1, p2) = (1, 1, 2, 2). In this case, we
found that for  = 0.1 we should at least require lmin > 5.7.
We would also like to point out that the leading-order system obtained here,
(4.10), has a crucial difference from the systems obtained for the description of pulse
interactions in local equations (see, e.g., [16, 51, 55]). For local equations which have
pulses with exponentially decaying tails, it is sufficient to take into account only the
immediate neighbors for each pulse, whereas for nonlocal equations we have to include
long-range interactions due to the algebraically decaying tails of the pulses.
Note that projections Πk are well defined on, e.g., L
1 space. However, if we
were to consider, for example, infinite arrays of pulses and the functions uˆ that are
not localized and therefore not integrable, we would need to introduce expansions of
elements of a more generalized space into the spectrum of Ladjk in the same way, for
example, that the Fourier transform is introduced for the Schwartz class of tempered
distributions S ′(R). Unfortunately, the spectral theory for non–self-adjoint operators
with nonconstant coefficients is not as complete as for self-adjoint operators, and we
therefore do not consider such generalizations here.
Finally we note that (4.10) is derived based on the infinite domain pulses and is
valid on the infinite domain. For pulses given on a periodic domain [−L,L], on the
other hand, similar equations can be obtained. Due to periodicity, for a given pulse
we need to take into account the effect of the pulses that interact with the given pulse
through the period. Thus, for periodic intervals, the system describing the dynamics
of the pulses is (assuming L > b()/2, where b() is defined below (4.10))
(4.11) x˙k =
∑
|xi−xk|<b()
P (xi − xk) +
∑
|xi−xk|≥2L−b()
P (xi − xk + 2 sgn(xi − xk)L).
4.1. Two-pulse systems. As an example, we consider next a two-pulse system,
n = 2. Based on (4.10) we obtain that the dynamics of the pulse locations is described
by the system
(4.12) x˙1 = P (x2 − x1), x˙2 = P (x1 − x2),
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Fig. 9. (Color online.) Comparison between the theoretically predicted (dashed (red) lines) and
the “true” (solid (blue) lines) bound states of the system for (δ, μ, p1, p2) = (1, 1, 2, 2). The values in
parentheses are the theoretically predicted separation distances that are used to construct the initial
guess to compute the “true” bound states.
which can be further simplified by introducing the separation distance l = x2 − x1,
(4.13) l˙ = P (−l)− P (l).
Depending on the initial condition, the two pulses may attract (P (−l) < P (l)) or
repel (P (−l) > P (l)) each other. As they get closer to or farther from each other,
their velocity difference decreases until both pulses propagate at the same velocity,
forming a bound state (P (−l) = P (l)). Figure 8(b) depicts the function P (−l)−P (l)
for (δ, μ, p1, p2) = (1, 1, 2, 2). Bound states of the system are marked as dots and
circles that represent stable and unstable equilibria, respectively. It is found that
there exist only four possible bound states, two stable and two unstable. In fact, it
can be shown that for nonlocal equations, P (l) is algebraically decaying as l → ±∞,
and it can be concluded that there may exist only a finite number of bound states,
unlike for local equations.
To validate the theoretically predicted bound states (zeros of (4.13)), we use
u¯ = u∗(x)+u∗(x+ l¯), where P (−l¯)−P (l¯) = 0, as an initial guess to solve for the real
bound states of the nonlocal model. The comparison for (δ, μ, p1, p2) = (1, 1, 2, 2) is
shown in Figure 9, where the theoretical predictions, u¯(x), are shown as dashed (red)
lines, while the true bound states are shown as solid (blue) lines. It can be seen there
is good agreement between the predictions and the true bound states, which becomes
better for larger separation distances. Note that we do not show the comparison for
the smallest predicted separation distance l ≈ 3 in Figure 8(b), since the theory is only
valid for pulses that are well-separated, and for l ≈ 3 we do not find good agreement.
In Figure 10 we simulate the interaction of two pulses on the periodic domain
[−10, 10] for (δ, μ, p1, p2) = (1, 1, 2, 2) and show the dynamics of the separation dis-
tance. We find that the theoretically predicted dynamics computed using (4.11)
(dashed (red) lines) fits well with the true dynamics of model (1.1) (solid (blue)
lines). Also, better agreement is found for larger separation distances, as expected.
It is known that for the gKS equation, two pulses repel each other for large
enough separation distances when dispersion is sufficiently strong (see, e.g., [51]). As
a result, for an array of pulses on a periodic domain, the solution with equal separation
distances is always a fixed point. This is also the case for (δ, μ, p1, p2) = (1, 1, 2, 2).
We have verified that the function P (−l) − P (l) approaches 0+ as l increases, and
therefore on the periodic domain [−10, 10] two pulses that are far away initially will
approach a state with separation distance l = 10. In Figure 10(a) it can be seen that
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Fig. 10. (Color online.) (a) Interaction of two pulses on the periodic domain [−10, 10] for
(δ, μ, p1, p2) = (1, 1, 2, 2). The solid (blue) lines correspond to the true dynamics obtained by nu-
merically solving (1.1), the dashed (red) lines are obtained by solving (4.13), and the dash-dotted
(green) lines correspond to the theoretical bound states. Panel (b) shows the long-time evolution for
the pulses with the initial separation distance l = 7.
the pulses with initial separation distance l = 7 repel each other and approach the
state with l = 10; see Figure 10(b) for the long-time behavior.
However, for nonlocal equations, we find that two pulses do not always repel each
other at sufficiently large separation distances. For a single-pulse solution of Case 2 in
section 3.3 and under the condition that p2 ∈ (0, 1), the right tail is negative and the
left tail is positive, which gives P (l  1) > 0 and P (−l  1) < 0, and the following
result can be concluded: If δ = 0 or p2 < p1 and p2 ∈ (0, 1), we have P (−l)−P (l) < 0
for |l|  1, which implies that there exists a long-range attractive force so that if the
separation distance between two pulses is sufficiently large, they attract each other
and form a bound state with finite separation distance. Otherwise, the pulses repel
each other.
Figure 11 corresponds to (δ, μ, p1, p2) = (1, 1, 2, 0.9) that satisfies the above-
mentioned conditions. It can be seen in Figure 11(a) that there exist five bound
states, and the last one at l ≈ 9.5 is stable. Pulses with larger separation distances
will attract each other, and for pulses on the periodic domain, the equal-distance state
is no longer stable. This is illustrated in Figure 11(b) showing the time evolution of
the separation distances for two-pulse systems on the periodic domain [−13, 13]. It
can be seen that the pulses attract each other even when the initial separation is
l = 12 and form a bound state as predicted by the theory.
4.2. Multipulse systems. For an n-pulse system the evolution of the pulse
locations can be described by (4.10), and the evolution of the separation distances is
given by
(4.14) l˙k = x˙k+1 − x˙k.
Figure 12 shows an example of a four-pulse system on a periodic domain [−20, 20].
The true dynamics of the pulse locations and separation distances obtained by solv-
ing (1.1) is shown by solid (blue) lines in panels (a) and (b), respectively. Due to
periodicity we have four separation distances with l4 = x1 − x4 + 40. We also solve
the reduced ordinary differential equation (ODE) system (4.11) using the same initial
pulse locations. As discussed above, long-range interactions need to be taken into ac-
count for an accurate description of the dynamics. To illustrate this, we perform two
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(a) P˜ (l) = P (−l)− P (l).
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(b)
Fig. 11. (Color online.) (δ, μ, p1, p2) = (1, 1, 2, 0.9). (a) Filled/empty circles indicate stable/un-
stable equilibria, respectively. (b) Evolution of the separation distances for two-pulse systems on
the periodic domain [−13, 13]. The solid (blue) lines correspond to the true dynamics obtained by
numerically solving (1.1), the dashed (red) lines are obtained by solving (4.13), and the dash-dotted
(green) lines correspond to the theoretical bound states.
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(a) Pulse locations.
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t
(b) Separation distances.
Fig. 12. (Color online.) Interaction of two pulses on the periodic domain [−20, 20] for
(δ, μ, p1, p2) = (1, 1, 1, 2). The solid (blue) lines are the pulse locations and separation distances
extracted from the numerical solution of the PDE (1.1). The dash-dotted (red) lines and dashed
(black) lines are obtained from the reduced ODE system (4.13) that takes into account two and six
neighboring pulses, respectively.
simulations: One takes into account only two neighboring pulses, one on the right
and one on the left (the same as for the interaction of pulses for local equations),
and the other takes into account six neighboring pulses, three on each side, shown as
dash-dotted (red) lines and dashed (black) lines, respectively. It can be seen that we
have much better agreement with the true dynamics when more neighboring pulses
are taken into account.
5. Analysis of absolute and convective instability of a single-pulse so-
lution. The regularizing effect of dispersion on the dynamics of the solutions of (1.1)
can be associated with the fact that for sufficiently strong dispersion the pulses become
convectively unstable and can tolerate localized disturbances, which are propagated
upstream in the frame moving with the pulse velocity (see, e.g., [10, 51] for the discus-
sion of absolute and convective instabilities of the pulses of the gKS equation). It is
therefore pertinent to analyze the absolute and convective instability of a single pulse.
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It should be noted that for local equations, a rather elegant way to analyze convective
and absolute instabilities is by utilizing the exponentially weighted spaces approach;
see, e.g., [44, 51]. For nonlocal equations, however, this approach is inapplicable. Here
we adopt an approach similar to that of [17].
Let u∗ be an infinite-domain pulse, and let η be a small perturbation. The
linearized equation for η in the frame moving at velocity c∗ of a single pulse is
(5.1) ∂tη = L[η],
where L is the following linear operator:
(5.2) L[f ] = c∗∂xf − ∂2xf − ∂x(N [f ])− ∂4xf − ∂x(u∗f).
The solution of (5.1) can be written as (see, e.g., [11])
(5.3) η(x, t) =
∑
i
eλitAiφi(x) +
∫
Σ
eσta(σ)φ(x, σ) dσ,
where the summation is over all the isolated eigenvalues λi with corresponding eigen-
functions φi(x) (in fact, for the given model, we find numerically that there is only
one isolated eigenvalue, which is real and negative; see, e.g., [11, 51] for the case of
the gKS equation), Ai are constants, Σ is the essential spectrum of L given by (4.5),
and φ(x, σ) are the eigenfunctions of L, i.e., the functions belonging to the null space
of σI − L. Taking into account (4.5), (5.3) can be rewritten as
(5.4) η(x, t) = eλ1tA1φ1(x) +
∫ ∞
−∞
eσ(κ)tA(κ)Φ(x, κ) dκ,
where A(κ) = a(σ(κ))σ′(κ), Φ(x, κ) = φ(x, σ(κ)). We note that σ(−κ) = σ(κ), where
the overline denotes complex conjugation. Also, we can choose the eigenfunctions
so that Φ(x,−κ) = Φ(x, κ), and for a real η we also have A(−κ) = A(κ). Due to
λ1 < 0, the first term decays to zero, and we analyze the integral term, which we
denote by I. To clarify the nature of the instability, we wish to find out whether or
not it is possible to deform the contour of integration so that it passes through the
region where the real part of σ(κ) is negative. However, σ(κ) is not analytic at κ = 0
unless N is local. We cannot therefore directly apply the classical approach of Huerre
and Monkewitz [22]. To overcome this, we first split the integral into two parts, and,
using the properties of σ, A, and Φ, we obtain
I =
∫ 0
−∞
eσ(κ)tA(κ)Φ(x, κ) dκ+
∫ ∞
0
eσ(κ)tA(κ)Φ(x, κ) dκ
=
∫ ∞
0
eσ(κ)tA(κ)Φ(x, κ) dκ+
∫ ∞
0
eσ(κ)tA(κ)Φ(x, κ) dκ = 2Re(K(x, t)),(5.5)
where K(x, t) =
∫∞
0
eσ(κ)tA(κ)Φ(x, κ) dκ. In the latter integral, σ(κ) can be replaced
by the function σ+(κ) = i c
∗κ + κ2 + i δκp1+1 + μκp2+1 − κ4 that is analytic in the
whole complex plane (except for a branch cut if p1 or p2 is not an integer). We
note that for sufficiently large μ there exist two roots 0 ≤ κ1 < κ2 of Re(σ+(κ)) so
that Re(σ+(κ)) is positive for κ ∈ (κ1, κ2) and negative for other positive values of
κ. It is therefore sufficient to consider the behavior of the integral from κ1 to κ2,
K1(x, t) =
∫ κ2
κ1
eσ+(κ)tA(κ)Φ(x, κ) dκ. The nature of instability now depends on the
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Fig. 13. (Color online.) The boundaries separating the absolute and convective instability
regions in the (μ, δ)-plane for p1 = 2. Panel (a) corresponds to μ > 0, and p2 is changing from 0.2
to 2.8 with the step size 0.2 (the arrows indicate the directions of increasing p2). The inset shows
a zoom of the region near μ = 0, and the boundaries are shown for p2 changing form 0.2 to 1 with
the step size 0.2. Panel (b) corresponds to μ < 0. The thin solid lines correspond to p2 taking the
values from 0.2 to 0.8 with the step size 0.2. The thick solid line corresponds to p2 = 1. The dotted
lines correspond to p2 taking the values from 1.2 to 2.8 with the step size 0.2 (the arrows indicate
the directions of increasing p2). The inset shows a zoom of the region near μ = 0.
topology of the curves in the complex κ-plane given by the equation Re(σ+(κ)) = 0. If
it is possible to connect the point (κ1, 0) with the point (κ2, 0) by a curve along which
Re(σ+(κ)) vanishes, then the instability is convective. In such a case, there exists a
saddle point of Re(σ+(κ)) at which Re(σ+(κ)) < 0. Then it is possible to deform the
integration contour in K1 into the steepest descent path passing through the saddle
point in the region where Re(σ+(κ)) < 0. The instability is then seen to decay at
each fixed point in space. Otherwise, the contour of integration can be deformed into
the steepest descent path passing through the saddle point of Re(σ+(κ)) at which
Re(σ+(κ)) is positive. In such a case, |K1(x, t)| grows as t increases at a fixed value
of x, and the instability is absolute. We can see, therefore, that the change from
one instability type to another happens when the two different branches of the curves
Re(σ+(κ)) = 0 are pinched together at the saddle point. This implies the conditions
Re(σ+(κ)) = 0 and d(σ+(κ))/dκ = 0.
Figure 13 shows the boundaries in the (μ, δ)-plane separating the regions of abso-
lute and convective instabilities for p1 = 2. Panels (a) and (b) correspond to positive
and negative values of μ, respectively. Such boundaries are computed by continuation
by solving (3.2) together with the conditions Re(σ+(κ)) = 0 and d(σ+(κ))/dκ = 0. In
Figure 13(a), μ > 0, and p2 takes the values from 0.2 to 2.6 with the step size equal
to 0.2 (the direction of increasing p2 is indicated by the arrow). The inset shows
a zoom of the region near μ = 0, and the boundaries are shown for p2 = 0.2, 0.4,
0.6, 0.8, and 1. We can observe that if p2 is sufficiently small (e.g., p2 = 0.2), when
increasing μ the boundary first goes slightly down (as can be seen in the inset) and
then monotonically increases. For larger values of p2 (e.g., for p2 = 1), the boundary
does not go down initially but monotonically increases from the beginning, meaning
that for larger values of μ stronger dispersion is needed to regularize the dynamics.
When p2 becomes even larger (e.g., p2 = 2.8), we can observe again that the boundary
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(a) μ = 0. (b) μ = 1, p2 = 2.95.
Fig. 14. (Color online.) Spatio-temporal dynamics of (1.1) with δ = 0.13 and p1 = 2.
first goes down but then rapidly goes up. Interestingly, the fact that the boundary
first goes down for a sufficiently small or a sufficiently large value of p2 means that
initially the destabilizing term with that value of p2 should have a regularizing effect
on the dynamics. This effect is demonstrated in Figure 14 showing the contour plots
of u corresponding to the time evolution for δ = 0.13 and p1 = 2. Figure 14(a)
corresponds to μ = 0 (for which a pulse solution is expected to be absolutely unsta-
ble), whereas Figure 14(b) corresponds to μ = 1 and p2 = 2.95 (for which the pulse
solution is expected to be convectively unstable). We note that for convenience of
presentation the time evolution in panel (b) is shown in a frame moving at velocity
1. The solutions are computed using as an initial condition a small-amplitude ran-
domly generated disturbance added to the flat state u = 0. The spatial intervals are
[−40, 40] and [−15, 15] for Figures 14(a) and (b), respectively. In Figure 14(a), when
the destabilizing nonlocal term is absent, we can observe that the dynamics is irreg-
ular, while in Figure 14(b) we see that the introduction of the destabilizing nonlocal
term regularizes the dynamics —the solution evolves into an array of pulses.
For the results for μ < 0 shown in Figure 13(b), the thin solid (blue) lines corre-
spond to p2 taking the values from 0.2 to 0.8 with the step size 0.2, the thick solid
(black) line corresponds to p2 = 1, and the dotted (red) lines correspond to p2 taking
the values from 1.2 to 2.8 with the step size 0.2. The directions of increasing p2 are
indicated by the arrows. It can be easily verified that for p2 < 1, there is no linear
instability of the flat state if μ < μc = k
3−p2
c −k1−p2c , where kc = [(1−p2)/(3−p2)]1/2.
We therefore do not expect nonlinear waves to exist for μ < μc. Indeed, in the in-
set, showing a zoom of the region near μ = 0, it can be observed that the lines
corresponding to p2 < 1 have turning points. It should be noted, however, that the
upper parts of these curves correspond to small-amplitude, slow waves that are not
observed in time-dependent computations. As a result, we conclude that the regions
below the lower parts of these curves correspond to absolute instability, whereas the
regions above the lower parts of these curves correspond to convective instability.
The curve for p2 = 1 terminates at μ = −1 below which there is no linear insta-
bility. The curves corresponding to p2 > 1 can be continued to arbitrary negative
values of μ. For sufficiently large values of μ (e.g., for μ = 2.8) we can observe that
the absolute-convective instability boundary monotonically increases as μ decreases.
This means that introducing a stabilizing term with such a p2 should have a dereg-
ularizing effect on the dynamics. For intermediate values of p2, we can see that the
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(a) μ = 0. (b) μ = −2, p2 = 2.95.
Fig. 15. (Color online.) Spatio-temporal dynamics of (1.1) with δ = 0.25 and p1 = 2.
absolute-convective instability boundary first goes down as μ decreases, but then goes
up (except for p2 ≤ 1). This means that introducing a stabilizing term with such a p2
initially has a regularizing effect on the dynamics but then again has a deregularizing
effect. This deregularizing effect of a stabilizing term is demonstrated in Figure 15
for δ = 0.25 and p1 = 2. Figure 15(a) corresponds to μ = 0 (for which a pulse
solution is expected to be convectively unstable), whereas Figure 15(b) corresponds
to μ = −2 and p2 = 2.95 (for which the pulse solution is expected to be absolutely
unstable). The solutions are computed using as an initial condition a small-amplitude
randomly generated disturbance added to the flat state u = 0. The spatial intervals
are [−50, 50] and [−80, 80] for Figures 15(a) and (b), respectively. In Figure 15(a),
when the destabilizing nonlocal term is absent, we observe that the dynamics is quite
regular, while in Figure 15(b), we observe that the introduction of the stabilizing
nonlocal term indeed deregularizes the dynamics.
6. Conclusions. We have studied coherent structures in nonlocal dispersive
active-dissipative nonlinear systems. As a prototype, we used the KS equation with
an additional nonlocal term in the form of a pseudodifferential operator, having sta-
bilizing/destabilizing and dispersive parts. As for the gKS equation, time-dependent
simulations showed that sufficiently strong dispersion regularizes the chaotic behavior
of the solutions, which evolve into arrays of interacting pulses that can form bound
states. We analyzed the asymptotic characteristics of such coherent structures. In
particular, we showed that in the large dispersion limit the pulse shape and speed
are proportional to the dispersion parameter. We analyzed how the proportionality
factors depend on the other parameters of the equation. In the limit when the destabi-
lizing effect of the nonlocal term becomes large, we analyzed the pulse characteristics
by scaling arguments and found that the spatial scale, pulse shape, and speed depend
on the destabilizing parameter. In addition, we showed that the tails of the pulses
tend to zero algebraically (and not exponentially as for the gKS equation), and we
analyzed the dependence of the rate of this decay on the parameters of the equation.
We further developed a weak-interaction theory of the coherent structures. By
representing the solution as a superposition of pulses and an overlap function and
projecting the dynamics onto the translational modes, we derived a system of ODEs
describing the dynamics of the pulse locations. For nonlocal equations we have to
include long-range interactions for an accurate description of the dynamics, in contrast
to local equations, where it is sufficient to take into account only the immediate
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neighbors for each pulse. In addition, we found that in certain cases there may exist
long-range attractive forces between the pulses, unlike with the gKS equation, which is
something that has been also observed experimentally in optical solitons [43]. We then
compared the interaction theory with numerical simulations of the full equation and
found very good agreement. We also analyzed bound states of the pulses. Since the
Shilnikov-type approach is not applicable to nonlocal equations, we obtained bound
states by analyzing the fixed points of the reduced ODE system. The number of
possible bound states for fixed parameter values is always finite, unlike that for local
equations.
Finally, to analyze the regularizing effect of the nonlocal term, we studied absolute
and convective instabilities of single-pulse solutions. The classical analysis of Huerre
and Monkewitz [22] is not applicable in our case; instead, we adopted an approach sim-
ilar to that of [17] and obtained the boundaries in the parameter spaces separating the
absolute and convective instability regions. As expected, by increasing the strength
of the dispersion term, a single-pulse solution undergoes a transition from absolute to
convective instability. On the other hand, we found that stabilization/destabilization
does not necessarily imply regularization/deregularization of the dynamics; namely,
there are parameter regions where adding stabilization/destabilization may move
a single-pulse solution from the convective/absolute instability region to the abso-
lute/convective instability region. These findings were corroborated by time-dependent
simulations of the full equation.
Appendix A. Properties of N1 and N2. Recall that F [N1[f ]] = n1(k) fˆ(k)
and F [N2[f ]] = in2(k) fˆ(k), where n1(k) and n2(k) are even and odd real-valued
functions, respectively. Here the hats and F denote the Fourier transforms. We use
the following definitions of the Fourier and inverse Fourier transforms:
(A.1)
fˆ(k) = F [f ](k) =
∫ ∞
−∞
f(x)e−ikx dx, f(x) = F−1[fˆ ](x) = 1
2π
∫ ∞
−∞
fˆ(k)eikx dk.
Using Parseval’s theorem, we can prove the following properties:
1. 〈N1[f ], g〉 = 〈f, N1[g]〉. That is, N1 is self-adjoint, N adj1 = N1.
2. 〈N2[f ], g〉 = −〈f, N2[g]〉. That is, N2 is anti-self-adjoint, N adj2 = −N2.
3. 〈N1[f ], ∂xf〉 = 0.
4. 〈N2[f ], ∂xf〉 > 0 for a nonconstant function f .
Appendix B. The null space of Ladj. Let L be the operator linearized about
the pulse shape u∗; see (5.2). The formal adjoint of L is
(B.1) Ladj [f ] = −c∗ ∂xf − ∂2xf + δN1[∂xf ]− μN2[∂xf ]− ∂4xf + u∗∂xf.
To analyze the spectra of these operators on the infinite domain, it is appropriate to
consider them on a periodic domain [−L,L] and take the limit L → ∞; see [44]. As
has been discussed in section 4, on a periodic domain zero is an eigenvalue of L and
Ladj of algebraic and geometric multiplicities 2 and 1, respectively. The eigenfunction
and the generalized eigenfunction are ∂xu
∗ and −1 and correspond to the translational
and Galilean invariance of the equation, respectively. The adjoint eigenfunction is a
constant. We choose it to be −1/(2L) so that its inner product with −1 is unity.
The generalized adjoint eigenfunction, on the other hand, does not have an analytical
expression and needs to be found numerically. Let us denote it by Ψ, so that Ladj [Ψ] =
−1/(2L) on the periodic domain [−L,L]. It is easy to check that the normalization
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Fig. 16. The functions (a) Ψ and (b) Ψ˜ for (δ, μ, p1, p2) = (1, 1, 2, 2) on the periodic domain
[−200, 200]. (c) The right and left tails of Ψ˜ defined as |Ψ˜(x)− Ψ˜(±L)| are shown on a log-log scale.
condition,
∫ L
−LΨ∂xu
∗dx = 1, holds automatically. We further require that
∫ L
−LΨdx =
0, so that it is orthogonal to the generalized zero-eigenfunction of L. Figure 16(a)
shows an example of the function Ψ for (δ, μ, p1, p2) = (1, 1, 2, 2) when L = 200. To
analyze the function Ψ, we first note that its derivative, ψ = ∂xΨ, satisfies
(B.2) −c∗ ψ − ∂xψ + δN1[ψ]− μN2[ψ]− ∂3xψ + u∗ψ = −
1
2L
.
Since u∗ decays to zero for large |x|, the function ψ should approach 1/(2c∗L) for
large |x|. Let us rewrite ψ as ψ˜+1/(2c∗L), so that ψ˜ tends to zero for large |x|. Then
(B.2) becomes
(B.3) −c∗ ψ˜ − ∂xψ˜ + δN1[ψ˜]− μN2[ψ˜]− ∂3xψ˜ + u∗
(
ψ˜ +
1
2c∗L
)
= 0.
By integrating (B.3) over the domain [−L,L] we find
(B.4)
∫ L
−L
ψ˜ dx = − 1
c∗
.
Then using the same argument as in section 3.3 we can conclude that
(B.5) ψ(x) ∼ 1
2c∗L
+O
(
1
|x|p+1
)
.
Figure 17 shows the function ψ in panel (a) and the asymptotic behavior of the tails
that are obtained numerically for (δ, μ, p1, p2) = (1, 1, 2, 2) in panel (b). Excellent
agreement with the analysis is found.
Next, we write Ψ = Ψ˜+x/(2c∗L), where ∂xΨ˜ = ψ˜ and therefore Ψ˜(L)−Ψ˜(−L) =
−1/c∗ (i.e., Ψ˜ attains two different constants at the two boundaries); see Figure 16(b)
showing Ψ˜ for (δ, μ, p1, p2) = (1, 1, 2, 2) when L = 200. By combining these facts with
(B.5), we obtain, for large |x|,
(B.6) Ψ(x) ∼ x
2c∗L
+ Ψ˜(±L) + O
(
1
|x|p
)
.
Figure 16(c) shows the scaling law of the right and left tails of Ψ˜ for (δ, μ, p1, p2) =
(1, 1, 2, 2), and the O(1/x2) behavior of the tails can be confirmed as predicted by
(B.6).
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Fig. 17. The functions ψ for (δ, μ, p1, p2) = (1, 1, 2, 2). The right and left tails are defined as
|ψ(±x)− 1/(2c∗L)|.
Finally, we comment on the limit L → ∞. In such a limit, we find that ψ ∼
O
(
1/|x|p+1) as |x| → ∞ and Ψ ∼ ∓1/(2c∗) +O (1/|x|p) as x → ±∞. Moreover, the
function Ψ is in the null space of the adjoint operator.
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