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In this paper we consider an optimal control problem described by a system of
nonlinear first order hyperbolic partial differential equations with deviating argu-
ment, including integral inequality constraints. The control variables are assumed
to be measurable, with the corresponding state variables in Lp. We introduce the
adjoint equations, derive an integral representation of the increments of the
functionals involved, and use separation theorems of functional analysis to obtain
new necessary optimality conditions in the form of the Pontryagin maximum
principle. Q 1996 Academic Press, Inc.
1. INTRODUCTION
In many applications, such as transport processes, economic systems,
population models, etc., the behavior of the state may depend upon its past
 w x.history cf. 1 . Such processes are usually represented by difference-dif-
ferential equations. In addition, the majority of thermal processes, and
processes in which the signal is transmitted through long electrical hy-
draulic lines, exhibit delays distributed along the entire spatial length of
the spatial coordinate. Processes of this type are often described by partial
 w x.differential equations cf. 1 .
The theory of optimal control of systems described by ordinary differen-
w xtial equations with time delays was developed in 2]7 . Optimal control of
distributed parameter systems involving simple delays and no special
w xconstraints on the state variables was studied in 8]13 .
In this paper we consider an optimal control problem described by a
system of nonlinear first order partial differential equations with deviating
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argument. This type of system arises in the study of heterogeneous
 w x.reactors and reactor optimization cf. 14, 15 . We include integral in-
equality constraints and obtain new necessary optimality conditions which
w xgeneralize those of 16, 17 . The approach presented here applies equally
well to other control systems with distributed parameters.
2. PROBLEM STATEMENT
In the rectangular region
2 <G [ x , t g R x F x F X , t F t F T , . 40 0
we consider a controlled process described by the following system of first
order partial differential equations.
­ z1 s f x , t , z x , t , z x , s t , u x , t a.a. x , t g G .  .  .  . . .
­ x
2.1 .
­ z2 s g x , t , z x , t , z x , s t , u x , t a.a. x , t g G .  .  .  . . .
­ t
w xz x , t s f x , t , x , t g x , X = s t , t .  .  .  .1 0 0 0
2.2 .
w xz x , t s c t , t g t , T . .  .2 0 0
 .   .  .. n1 n2 n  .Here z x, t [ z x, t , z x, t g R = R s R is the state, u x, t g1 2
m  .R is the control, and s t is an absolutely continuous function with
 .  .  .  .s t F t, and ds t rdt ) 0. The inverse of s t will be denoted by g t .
Let U be a compact convex set in R m; a measurable function u:
m  .  .G ª R is called an admissible control if u x, t g U for a.a. x, t g G.
We denote by V the class of admissible controls. For each u g V the
 .  . 1 . w xn-vector function z [ z u s z , z in W G , p g 1, ` , is said to be a1 2 p
 .  .  .solution of 2.1 ] 2.2 if it satisfies 2.1 a.e. on G and the boundary
 .conditions 2.2 everywhere. Regarding the existence and uniqueness of
 .  .solution to 2.1 ] 2.2 , we make the following assumptions.
 .  .  .A The functions f x, t and c t are absolutely continuous on1
their respective domains with f , f , and c belonging to L for somex t t p
w xp g 1, ` .
 .  .  .A The functions f x, t, z, z , u and g x, t, z, z , u , defined on2
2 n  .G = R = U are measurable on G for fixed z, z , u , and are continuous
 .on U for fixed x, t, z, z . Furthermore, for each element u g U, the
 .  .  .  .functions f x, t [ f x, t, 0, 0, u and g x, t [ g x, t, 0, 0, u belong to1 1
 .L with p as in A .p 1
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 .  .A The components f of f s f , . . . , f and g of g s3 i 1 n i1
 .  .g , . . . , g are continuously differential functions of z, z for fixedi n2
 .x, t, u .
 .  .   ..A There are functions K x, t, u , i s 1, 2, with K x, t, u x, t g4 i i
 .L G for u g V, such that`
­ f ­ fi i
x , t , z , z , u , x , t , z , z , u F K x , t , u .  .  .1­ z ­zj j
­ g ­ gi i
x , t , z , z , u , x , t , z , z , u F K x , t , u . .  .  .2­ z ­zj j
w x  .  .  .  .In 18 we have considered 2.1 ] 2.2 with s t s t delay free and
 . 1 .proven the existence and uniqueness of the solution z u g W G , corre-p
sponding to u. To establish the existence of a unique solution in the
present case, let u g V be given, and note that on the subrectangle
w x w  .x    ...x , X = t , g t , the function z x s t is known in terms of the0 0 0
 . w xboundary data f x, t . Thus we can prove as in 18 the existence of a
 .  . w x w  .xunique solution to 2.1 ] 2.2 over x , X = t , g t . Next using0 0 0
  ..z x, g t as a boundary data one applies the same argument to extend0
w x w  .xthe solution further to x , X = t , g t , and continues in this fashion0 0 0
until the whole rectangle is covered. Thus for a given u g V, the system
 .  .  .  . .2.1 ] 2.2 has a unique solution z x, t [ z u x, t . Furthermore the
w xestimates of Theorems 3.1 and 3.2 in 18 still hold, as can be easily seen.
 .  .Now let the performance of the control process 2.1 ] 2.2 be estimated
by the functionals
X
J u [ F x , t , z x , t , u x , t dx dt q P x , z x , t dx .  .  .  . .  .HH Hk k k 2
G x0
T
q Q t , z X , t dt , k s 0, . . . , r . . .H k 1
t0
We are concerned with the following optimal control problem:
Find u g V and the corresponding z [ z u from 2.1 ] 2.2 such .  .  .Ã Ã Ã
P .
that J u F 0 for k s 1, . . . , r , and J u F J u for all u g V . .  .  .Ã Ãk 0 0
We will refer to such a u as an optimal control.Ã
We require the following assumption on F , P , and Q :k k k
 . n m w x n1A The functions F : G = R = R ª R, P : x , X = R ª5 k k 0
w x n2R, and Q : t , T = R ª R are twice continuously differentiable.k 0
MOHAMMAD A. KAZEMI526
3. THE ADJOINT EQUATIONS
We begin by defining, for each k, the Hamiltonian function
H k . x , t , z , z , u , lk . , mk . [ lk . ? f x , t , z , z , u . .
q mk . ? g x , t , z , z , u q F x , t , z , u . .  .k
 .Notation. Let u g V and z [ z u denote an admissible pair forÃ Ã Ã
 .problem P . In what follows, for simplicity of notation, we denote
Ãf x , t [ f x , t , z x , t , z x , s t , u x , t .  .  .  . . .Ã Ã Ã
g x , t [ g x , t , z x , t , z x , s t , u x , t .  .  .  . . .Ã Ã Ã Ã
Ãk . k . Ãk . k .H x , t [ H x , t , z x , t , z x , s t , u x , t , l x , t , m x , t .  .  .  .  .  . .Ã Ã Ã Ã .
Ãk . k .H x , g t [ H x , g t , z x , g t , z x , t , u x , g t , .  .  .  .  . .  .  .Ã Ã Ã
Ãk . k .l x , g t , m x , g t . .  . .  .Ã .
Here for simplicity, the dependence of the multipliers lk . and mk . on
Ãk . k . .  .u x, t is omitted; thus we simply write l instead of l u . Finally,Ã Ã
partial derivatives such as ­ Hr­ z and ­lr­ x will be denoted by H andz
l , respectively.x
Now for u g V, k s 0, 1, . . . , r, we introduce the adjoint equations orÃ
.the linear conjugate problem as
Ãk Ãk . Ãk .l x , t s yH x , t y g t H x , g t , .  .  .  . .Çx z z1 1
w xx , t g x , X = t , s T .  .0 0 3.1 .
k k .Ã Ã w xl x , t s yH x , t , x , t g x , X = s T , T .  .  .  .x z 01
k . Ãk . Ãk .m x , t s yH x , t y g t H x , g t , .  .  .  . .Ã Çx z z2 2
w xx , t g x , X = t , s T .  .0 0 3.2 .
k k .Ã w xm x , t s yH x , t , x , t g x , X = s T , T .  .  .  .Ã x z 02
Ãk . w xl X , t s Q t , z X , t , t g t , T .  . .Ãk z 1 01 3.3 .
w xm x , T s P t , z x , T , x g x , X . .  . .Ã Ãk z 2 02
 .  .For each u g V and the corresponding z [ z u in L G , one canÃ Ã p
Ãk . k .w x  .  .prove, as a 18 , the existence of a unique solution l , m in L G forÃ p
 .  .3.1 ] 3.3 .
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4. THE INCREMENT FORMULA
In this section we derive integral representations for the increments
 .  .J u y J u , for k s 0, 1, . . . , r ; u, u g V. The states corresponding to uÃ Ãk k
 .  .and u are denoted, as before, by z [ z u , and z [ z u . For simplicity ofÃ Ã Ã
exposition, let us introduce the notation
D z [ z y zÃ
ÃD f x , t [ f x , t , z x , t , z x , s t , u x , t y f x , t .  .  .  .  . . .Ã Ãu , uÃ
ÃD H x , t [ H x , t , z x , t , z x , s t , u x , t , l x , t , m x , t .  .  .  .  .  . .Ã Ã Ã .u , uÃ
Ãy H x , t . .
We now have
ÃJ u y J m s F x , t ? D z x , t q D F s, t dx dt .  .  .  .  .Ã HHk k k z u , u kÃ
G
X
q P x , z x , T ? D z x , T dx .  . .ÃH k z 2 22
x0
T
5 5q Q t , z X , t ? D z X , t dt q o D z . .  .  . .H k z 1 11
t0
 .Using the boundary conditions 3.3 along with integration by parts, we
rewrite the last expression as
ÃJ u y J u s F s, t ? D z x , t q D F x , t dx dt .  .  .  .  .Ã HHk k k z u , u kÃ
G
X Tk . k .Ãq m x , T ? D z x , T dx q l X , t .  .  .ÃH H2
x t0 0
5 5? D z X , t dt q o D z .  .1
k .Ã Ãs F x , t ? D z x , t q D F x , t q l x , t .  .  .  .HH k z u , u kÃ
G
k .?D z x , t q m x , t ? D z x , t dx dt .  .  .Ã1 x 2 t
k .Ãq l x , t ? D z x , t .  .HH x 1
G
k . 5 5qm x , t ? D z x , t dx dt q o D z . 4.1 .  .  .  .Ã t 2
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 .Next, using the mean-value theorem we rewrite D z x, t as1 x
D z x , t s f x , t , z x , t , z x , s t , u x , t .  .  .  . . .1 x
y f x , t , z x , t , z x , s t , u x , t .  .  . . .Ã Ã Ã
s D f x , t q f x , t , z x , t , z x , s t , u x , t .  .  .  . . .u , uÃ
y f x , t , z x , t , z x , s t , u x , t .  .  . . .Ã
s D f x , t q f x , t , z x , t , z x , s t , u x , t ? D z x , t .  .  .  .  .  .Ä Äu , u zÃ
q f x , t , z x , t , z x , s t , u x , t ? D z x , s t , .  .  .  . .  . .Ä Äz
 . .  .  .where z [ z q Q x, t z y z , for some function Q x, t g 0, 1 . A simi-Ä Ã
 .lar expression holds for D z . Thus the first integral in 4.1 takes the form2 x
of
D H k . x , t .HH  u , uÃ
G
k .Ã Ãq F x , t q l x , t f x , t , z x , t , z x , s t , u x , t .  .  .  .  . . .Ä Äk z z
k .qm x , t g x , t , z x , t , z x , s , t , u x , t D z x , t .  .  .  .  . .Ã Ä Äz
k .Ãq l x , t f x , t , z x , t , z x , s t , u x , t .  .  .  . . .Ä Äz
k .qm x , t g x , t , z x , t , z x , s t , u x , t .  .  .  . .Ã Ä Äz
=D z x , s t dx dt. 4.2 .  . . 5
 .  .  .Substitution from 3.1 ] 3.2 into the second integral in 4.1 yields
k . k .Ãl ? D z q m ? D z dx dtÃHH x 1 t 2
G
X  .s T k . k .Ã Ãs y H x , t q g t H x , g t D z x , t dx dt .  .  .  . .ÇH H z z 11 1
x t0 0
X T k .Ãy H x , t ? D z x , t dx dt .  .H H z 11 .x s T0
X  .s T k . k .Ã Ãy H x , t q g t H x , g t .  .  . .ÇH H z z2 2
x x0 0
X T k .Ã? D z x , t dx dt y H x , t ? D z x , t dx dt .  .  .H H2 z 22 .x s T0
OPTIMIZATION OF PARAMETER SYSTEMS 529
k . k .Ã Ãs y H x , t ? D z x , t q H x , t ? D z x , t dx dt .  .  .  .HH z 1 z 21 2
G
X  .s T k .Ãy g t H x , g t .  . .ÇH H z1
x t0 0
k .Ã?D z x , t q g t H x , g t ? D z x , t dx dt. .  .  .  . .Ç1 z 22
 .  .Making the change of variable t [ g t , t s s t , the second integral in
the last expression becomes
X T k . k .Ã ÃH x , t ? D z x , s t q H x , t ? D z x , s t dx dt. .  .  .  . .  .H H z 1 z 21 2 .x g t0 0
 .  . w x w  . xNoting that D z x, t ' 0 for x, t g x , X = s t , t , we see that0 0 0
  ..   ..  . w x w  .xD z x, s t s D z x, s t ' 0 for x, t g x , X = t , g t and1 2 0 0 0
hence
k . k .Ãl ? D z q m ? D z dx dtÃHH k 1 t 2
G
k . k .Ã Ãs y H x , t ? D z x , t q H x , t .  .  .HH z 1 z1 1
G
Ãk .?D z x , s t q H x , t .  . .1 z2
k .Ã?D z x , t q H x , t ? D z x , t dx dt. 4.3 .  .  .  .2 z 22
 .  .  .Substituting 4.2 and 4.3 into 4.1 we arrive at the following integral
 .  .representation of the increment J u y J u :Ãk k
J u y J u s D H k . x , t dx dt q h , 4.4 .  .  .  .Ã HHk k u , u kÃ
G
where
k .Ã Ãh [ F x , t q l x , t f x , t , z x , t , z x , s t , u x , t .  .  .  .  . . .Ä ÄHH k k z z
G
k .qm x , t g x , t , z x , t , z x , s t , u x , t D z x , t .  .  .  .  . . .Ã Ä Äz
k .Ãq l x , t f x , t , z x , t , z x , s t , u x , t .  .  .  . . .Ä Äz
qm x , t g x , t , z x , t , z x , s t , u x , t D z x , s t .  .  .  .  . .  . .Ã Ä Äz
Ãk . Ãk .yH x , t ? D z x , t y H x , t ? D z x , s t dx dt .  .  .  . . 5z z
5 5q o D z . 4.5 .  .
MOHAMMAD A. KAZEMI530
 .Next, let x , t be an interior point of G at a distance d ) 0 from the0 0 0
boundary ­ G. For 0 - d - d denote by G the square0 d
<G [ x , t g G x F x F x q d , t F t F t q d . 4 .d 0 0 0 0
 .For u g V and ¨ an arbitrary element of U, we define the admissibleÃ
control variation
u x , t x , t g G R G .  .Ã du x , t [ 4.6 .  .d  ¨ x , t g G . . d
w xThen it follows from the estimates of Theorem 3.2 in 18 that for
 .x s z , z1 1
x qd t qd0 0
D z x , t F C D f x , t dx q Du g x , t dt .  .  .gH Hi u , u u , uÃ Ãd
x t0 0
q D f x , t q D g x , t dx dt , .  .HH  /u , u u , uÃ Ãd d
Gd
i s 1, 2 4.7 .
for some constant C independent of d , m, and u .Ã d
We now require the following assumptions
 .X  .A There exists a nonnegative real-valued function M x, t, u5
  ..  .defined on G = U with M x, t, u x, t g L G for u g V; and for p g4
w .1, ` , there exists a constant K ) 0 such that3
pr4< < < <f x , t , x , z , u , g x , t , z , z , u F M x , t , u q K z q z .  .  .  .3
 . 2 n < < < <or all x, t, z, z , u g G = R = U. If p s `, then we require f , g F
 .  < < < <.M x, t, u q K z q z .3
 .A The partial derivatives f , f , g , g satisfy a Lipschitz condi-6 z z z zi i i i
 .tion with respect to z, z .
 .Using these assumptions and replacing u by u in 4.5 we haved
k . k .Ã Ã Ãl f x , t , z x , t , z x , s t , u x , t y l f x , t D z x , t .  .  .  .  . . .Ä Äz d z
k .ÃF l f x , t , z x , t , z x , s t , u x , t .  .  . . .Ä Äz d
yf x , t , z x , t , z x , s t , u x , t D z x , t .  .  .  . . .Ã Ãz d
k .Ãq l f x , t , z x , t , z x , s t , u x , t .  .  . . .Ä Ãz d
yf x , t , z x , t , z x , s t , u x , t D z x , t . .  .  .  . . .Ã Ã Ãz
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A similar expression holds, of course, for f , g , and g . Therefore,z z z
k . k .Ã< < 5 5 5 5 <h F K l q m z y z x , t q z y z x , s t .  . .Ã Ä Ã Ä Ãp p HH /k
G
= D z x , t dx dt .
k . k .Ã5 5 5 5q 4K l q m D z x , t dx dt. 4.8 .  .Ãp p HH /
Gd
<  . <  .We now estimate h [ HH D z x, t dx dt, using 4.7 :1 Gd
h [ D z x , t dx dt .HH1
Gd
X 2 < < < <F C 4d q 2d q 2d D f q D g dx dt . .HH  .u u u uÃ Ãd d
Gd
 .X < < < <  .  .Under A , D f and D g belong to L G ; L G and so using5 u u u u 4 2Ã Ãd d
Holder's inequality we getÈ
1r2
2Y 2 < < < <h F C d 4d q 4 D f q D g . 4.9 .  .HH  .1 u u u uÃ Ãd d
Gd
 .Similarly, to estimate the first integral in 4.8 , we observe that for each
< < < <component z of z and z of z, z y z F z y z , where z is the stateÄ Ä Ä Ã Ãi i i i id i d
 .corresponding to u . Thus by 4.6 ,d
h [ z x , t y z x , t .  .Ä ÃHH2
G
q z x , s , t y z x , s t D z x , t dx dt .  .  .  .Ä Ã .
2F 2 D z x , t dx dt .HH
G
Z < < < <F 2C D f q D g dx dtHH HH  /u , u u , uÃ Ã d g
G Gd
2
x qd t qd0 0< < < <q D f dx dt q D g dt dx dtH Hu , u u , uÃ Ã 5d d
x t0 0
22
qdxt qd 00< < < < < <F N D f q D g dx dt q dt D f dxHH H H .u , u u , u u , uÃ Ã Ãs d d  /G t xd 0 0
2
x qd t qd0 0 < <q dx D g dt ,H H u , uÃd 5 /x t0 0
 .2  . 2 2 2 .where we have used the inequality a q b q c F 10r3 a q b q c .
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Now repeated applications of Holder's inequality yield
2X 2 < < < <h F N d D f q D g dx dtHH  .2 u , u u , uÃ Ãd d Gd
4
< < < <q D f q D g dx dt . 4.10 .HH  .u , u u , uÃ Ãd d 5Gd
 .  .Therefore, using 4.9 and 4.10 , we arrive at the following estimate for hk
 .defined in 4.4 :
1r2
2 2 2h F Kd D x , t dx dt q D x , t dx dt .  .HH HHk   /G Gd d
1r2
4q D x , t dx dt , 4.11 .  .HH 5 /Gd
where
< < < <D x , t [ D f q D g x , t . .  . .u , u u , uÃ Ãd d
We summarize the above result in the following
 .  .THEOREM 4.1. Suppose that assumptions A ] A hold. Let ¨ g U,1 6
 .u g V, and d ) 0. Then with u defined as in 4.6 ,Ã d
< k . <J u y J u s D H x , t dx dt q h , 4.12 .  .  .  .Ã HHk d k u , u kd
G
 .where h satisfies the estimate 4.11 .k
5. NECESSARY CONDITIONS
In this section we derive necessary conditions for optimality in the form
 .of Pontryagin maximum principle, for problem P .
 .We begin be rewriting the right-hand side of 4.12 as follows
J u y J u s d 2D H k . x , t q o d 2 5.1 .  .  .  .  .Ãk d k ¨ , u 0 0Ã
k s 0, 1, . . . , r ; a.a. x , t g Int G, .0 0
k . .where D H x, t denotes the difference¨ , uÃ
k . Ãk . k .H x , t , z x , t , z x , s t , ¨ , l x , t , m x , t .  .  .  . .Ã Ã Ã .
k . Ãk . k .y H x , t , z x , t , z x , s t , u x , t , l x , t , m x , t . .  .  .  .  . .Ã Ã Ã Ã .
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 .Note that 5.1 follows by standard arguments involving the Lebesque
 w x w x.differentiation theorem cf. 19 or 20 .
Ä Ä .Next let x, t g G, where G denotes the intersection of interior of G
and the Lebesque points of the function D H k ., and define¨ , uÃ
a x , t ; ¨ , u [ D H k . x , t , k s 0, 1, . . . , r .  .Ãk ¨ , uÃ
a x , t ; ¨ , u [ a x , t ; ¨ , u , a x , t ; ¨ , u , . . . , a x , t ; ¨ , u .  .  .  . .Ã Ã Ã Ã0 1 r
1q r Ä<A [ a x , t ; ¨ , u g R ¨ g U, u g V , x , t g G 5.2 .  .  . 4Ã Ã
1q r <B [ b s b , b , . . . , b g R b - 0 for k g I 5.3 .  . 40 1 r k
<I [ k 1 F k F r , J u s 0 . 4 .Ãk
We now establish the following result, from which we derive Pontryagin-
type necessary conditions for optimality.
 .THEOREM 5.1. Let u g V be an optimal control for problem P , andÃ
 .  .suppose that assumptions A ] A are satisfied. Then the set B and the1 6
 .  .  .con¨ex hull CH A of the set A defined in 5.2 ] 5.3 ha¨e no common
 .points: B l CH A s B.
Proof. Suppose, on the contrary, there is an element c g R1q r such
 .that c g B l CH A . Then by the definition of the convex hull, there are
Ä l .points x , t g G, ¨ g U, and Q ) 0, i s 1, . . . , l, with  Q s 1, suchi i i i iy1 i
that
l
c s Q a x , t ; ¨ , u . 5.4 . .Ä i i 1 i
is1
Moreover, since c g B, its components c satisfyj
l
c s Q a x , t ; ¨ , u - 0 for j g I. 5.5 . .Ãj i i i 1
is1
 4Using the set of parameters x , t ; ¨ , Q , 1 F i F l, we construct a speciali i i i
 .variation u of the optimal control u which is admissible, satisfies J uÃd k d
 .  .F 0, for 1 F k F r, and for which J u - J u . This contradiction,Ã0 d 0
therefore, proves the theorem.
 .  .4If x , t is an isolated point of the set x , t , 1 F i F l, such thatp p i i
 .  .x , t / x , t for p / i, we setp p i i
 p. <G [ x , t g G x - x - x q d Q , t - t - t q d . . 4d p p p p p
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 .  .If x , t s ??? s x , t , 1 F p - ??? - p F l, we setp p p p 1 n1 1 n n
my1
 p .m <G [ x , t g G x q d Q F x - x . d p p p1 i 1
is1
m
qd Q , t F t - t q d , m s 1, . . . , n . p p pi i 1 5
is1
 .  p. 2Note that in either case the measure area of G is d Q . We choosed p
d ) 0 sufficiently small so that the rectangles G p. are pairwise disjoint.d
For each i s 1, . . . , l, we now set
u x , t , if x , t g G R G i. .  .Ã d i.u x , t [ .d  i. ¨ if x , t g G .i d
and define the convex combination
l
 i.u x , t [ Q u x , t , x , t g G. .  .  .d i d
is1
 .By convexity of the set U, u x, t g V. A modification of developments ind
 .  .Section 4 shows that Theorem 4.1 and relation 4.12 hold for u x, td
 .defined above. In this case 5.1 becomes
l
2 2J u y J u s Q a x , t ; ¨ u d q o d , k s 0, 1, . . . , r . .  .  .Ã Ã .k d k j k j j j
js1
5.6 .
 .From the definition of the set I and condition 5.5 , it follows that for
small enough d ,
J u - J u F 0, k s 1, . . . , r , .  .Ãk d k
J u - J u . .  .Ã0 d 0
This contradicts the optimality of u, and completes the proof.Ã
Remark 5.1. The basic idea of the above proof for problems without
  . .  w x.deviating argument i.e., s t s t is well known cf. 16, 21 .
Next we state and prove our necessary conditions in the form of the
Pontryagin maximum principle. In the following theorem I denotes the set
of inactive constraint indices defined above.
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 .THEOREM 5.2. Let u g V be an optimal control for problem P andÃ
 .  .suppose that assumptions A ] A are satisfied. Then there exist a non-zero1 6
 . 1q r¨ector x s x , x , . . . , x g R with x ) 0 for k g I; x s 0 for0 1 r k k
Ã n 4  .  .k g 0, 1, . . . , r R I and multipliers l, m g L G, R such that the follow-Ã p
ing maximum principles holds,
ÃH x , t , z x , t , z x , s t , u x , t , l x , t , m x , t .  .  .  .  . .Ã Ã Ã Ã .
ÃF H x , t , z x , t , z x , s t , ¨ , l x , t , m x , t 5.7 .  .  .  .  . .Ã Ã Ã .
 .for all ¨ g U and a.a. x, t g G, where
H x , t , z , z , u , l, m [ l ? f x , t , z , j , u q m ? g x , t , z , z , u .  .  .
q F x , t , z , u .
and
Ã Ã Ãl x , t s yH x , t y g t H x , g t , .  .  .  . .Çx z z1 1
w xx , t g x , X = t , s T .  .0 0 5.8 .
Ã Ã w xl x , t s yH x , t , x , t g x , X = s T , T .  .  .  .x z 01
Ã Ãm x , t s yH x , t y g t H x , g t , .  .  .  . .Ã Çt z z2 2
w xx , t g x , X = t , s T .  .0 0 5.9 .
Ã w xm x , t s yH x , t x , t g x , X = s T , T .  .  .  .Ã t z 02
r
Ã w xl X , t s x Q t , z X , t , t g t , T .  . .Ã k k z 1 01
ks0
5.10 .r
w xm x , T s x P t , z x , T , x g x , X . .  . .Ã Ã k k z 2 02
ks0
Proof. By Theorem 5.1, the convex sets B and the convex hull of A
have empty intersection, and so by the standard separation theorems,
 . 1q rthere exists a non-zero vector x s x , x , . . . , x g R such that0 1 r
x ? b F 0 ;b g B ; x ? a G 0 ;a g A. 5.11 .
 .By the definition of the set B, the first inequality in 5.11 yields
 4x ) 0 for k g I ; x s 0 for k g 0, 1, . . . , r R I. 5.12 .k k
MOHAMMAD A. KAZEMI536
And according to the definition of the set A, the second inequality in
 .5.11 yields
r
Ã Äx D H x , t G 0 ;¨ g U, a.a. x , t g G. 5.13 .  .  . k ¨ , u k 0 0 0 0Ã
ks0
Defining
r r
k . k .Ã Ãl x , t [ x l x , t , m x , t [ x m x , t .  .  .  .Ã Ã k k
ks0 ks0
and
r
k .H [ x H , k
ks0
Ãk . k . k .where l , m , and H are as in Section 3, we see that relationsÃ
 .  .  .  .  .5.8 ] 5.11 follow from 3.1 ] 3.3 . The maximum condition 5.7 follows
Ã .immediately from 5.13 and the facts that H is continuous on U and a.a.
Ã .x, t g G are regular points of H. This completes the proof.
Conclusion. In this paper we have derived first order necessary condi-
tions in the form of the Pontryagin maximum principle, for a class of delay
control processes with distributed parameters. The approach presented
here applied equally well to other nonlinear constrained distributed pa-
rameter systems with deviating argument.
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