We consider the Dirichlet problem for positive solutions of the equation ÀD m ðuÞ ¼ f ðuÞ in a bounded smooth domain O; with f locally Lipschitz continuous, and prove some regularity results for weak C 1 ð % OÞ solutions. In particular when f ðsÞ40 for s40 we prove summability properties of 1 jDuj ; and Sobolev's and Poincare´type inequalities in weighted Sobolev spaces with weight jDuj mÀ2 : The point of view of considering jDuj mÀ2 as a weight is particularly useful when studying qualitative properties of a fixed solution. In particular, exploiting these new regularity results we can prove a weak comparison principle for the solutions and, using the well known Alexandrov-Serrin moving plane method, we then prove a general monotonicity (and symmetry) theorem for positive solutions u of the Dirichlet problem in bounded (and symmetric in one direction) domains when f ðsÞ40 for s40 and m42: Previously, results of this type in general bounded (and symmetric) domains had been proved only in the case 1omo2: r
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Introduction and statement of the results

Let us consider weak
In this paper we prove some regularity properties of positive solutions of (1.1), such as summability properties of 1 jDuj ; where Du is the gradient of u; and Sobolev and Poincare´type inequalities in weighted Sobolev spaces with weight jDuj mÀ2 : Using these regularity results we prove a weak comparison theorem for solutions of differential inequalities involving the m-Laplace operator. Exploiting all these results, together with the Alexandrov-Serrin moving plane method [21] , we finally prove that the solutions of (1.1) in one direction in domains which are convex (and symmetric) in one direction. Since the case 1omo2 has been fully considered in [7, 8] , this will conclude the analysis for the case of positive Lipschitz continuous nonlinearities f ðuÞ: We also observe that if m42 and f changes sign there are counterexamples to the symmetry of the solutions in symmetric domains (see [4, 14] ). Let us explain our results in details.
In Section 2 we study the linearized operator L u (see Section 2 for the precise statement) associated to problem (1.1). In particular, we first prove that if The proofs of our regularity results will be based both on Eqs. (1.1) and (1.2). Let us state some of these results in the following: where Z ¼ fxAO : DuðxÞ ¼ 0g is the critical set of the solution.
Finally, if O is smooth, uAC 1 ð % OÞ and f ðsÞ40 for s40; then jZj ¼ 0 (see [18] ) and, for any xAO and for every ro1; we have
where C does not depend on x; goN À 2 if NX3 and g ¼ 0 if N ¼ 2:
As a corollary we also prove that jDuj mÀ2 DuAW 1;2 loc ðO; R N Þ and the derivatives u x i belong to the weighted Sobolev space H 1;2 r ðOÞ: Let us remark that in a recent paper Lou [18] proved that, if uAW The lack of regularity of the solutions of (1.1) is one of the greatest difficulty in the applications. In [1] the case when O is a ball is considered. In this case the solutions are radial (see [5, 7] ) and the authors study the Morse index of a fixed solution in the weighted Sobolev space of radial functions in H 1;2 0;r ðOÞ with r ¼ jDuj mÀ2 :
Here, as in [19, 26] r ðOÞ is a Hilbert space. In [1] the authors also overcame the lack of regularity of the solutions because in the case when u is a radial solution in a ball B r ð0Þ and f
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satisfies some hypotheses (e.g. f ðsÞ40 for s40) then the only critical point of a solution is the origin, and a precise behavior of u near the origin can be obtained using the l' Hospital rule as in [23] , namely jDuðxÞjEjxj 1 pÀ1 and jjD 2 uðxÞjjEjxj 2Àp pÀ1 as x-0:
In general, if we consider solutions of (1.1) in a general bounded smooth domain then the critical set Z may be very irregular and estimates of this kind are not available. However we will show that we can efficiently work in the weighted Sobolev space H 1;2 0;r ðOÞ using only the estimates proved in Theorem 1.1. In particular, we will prove that if f ðsÞ40 for s40 and u is a solution of (1.1) with mX2; considering the weight r ¼ jDuj mÀ2 ; for every pX2 and vAH : In order to avoid this restriction in the applications, in Section 3 we will prove that a weighted Poincare´' s inequality in the space H 1;p 0;r ðOÞ can be obtained using classical potential estimates, similarly to those in [19, 26] and assuming that we have the following estimate for the weight r:
where C does not depend on xAO; goN; t4 NÀg p and p41 þ 1 t : We will also prove a weighted Sobolev inequality of the same type.
In the case when u is a solution of (1.1) with mX2 and r ¼ jDuj mÀ2 ; by Theorem 1.1 the previous estimate is satisfied for any goN À 2; to mÀ1 mÀ2 : So, using the regularity results in Theorem 1.1 together with these abstract results, we can prove the following Poincare´type inequality for solutions of (1.1). In particular the result holds if either u or v is a weak solutions of (1.1) with f satisfying (Ã) and f ðsÞ40 for s40:
The point of view of considering r ¼ jDuj mÀ2 as a weight and working in the weighted Sobolev space H 1;2 0;r ðOÞ; which is a Hilbert space, is particularly useful when studying qualitative properties of a solution of (1.1), as done e.g. in [1] in studying Morse index and uniqueness questions for radial solutions of (1.1).
In this paper, exploiting all the new regularity results together with the well known Alexandrov-Serrin moving plane method, we study monotonicity and symmetry properties of the solutions. In particular, when degenerate operators are considered, to apply the moving plane method, we have to take care of local symmetry phenomena (see [7, 8] ). We will overcome this difficulty proving a property of the critical set Z of the solution, which is interesting in itself: Theorem 1.4. Let uAC 1 ð % OÞ be a weak solution of (1.1) where O is a general bounded domain, and suppose that f satisfies (Ã) and f ðsÞ40 if s40: Then O\Z does not contain any connected component C such that % CCO: Moreover, if we assume that O is a smooth bounded domain with connected boundary, it follows that O\Z is connected.
To state our monotonicity and symmetry result we need some notations. Let n be a direction in R N : For a real number l we define Following [11, 21] we observe that for l À aðnÞ small then ðO n l Þ 0 is contained in O and will remain in it, at least until one of the following occurs: The strength of our approach consists in the fact that it allows to consider the case m42; in general smooth domains, without any a priori assumption on the critical set of the solution u: If 1omo2 the previous monotonicity and symmetry result had been proved in [7, 8] for a function f ; not necessarily positive, which is either locally Lipschitz continuous in ½0; NÞ or locally Lipschitz continuous in ð0; NÞ and satisfies some weak positivity assumption close to 0: Anyway, in the case when f is locally Lipschitz continuous in the closed interval ½0; NÞ and f ðsÞ40 for s40 we slightly extend the result also in the case 1omo2; because (1.20) is true 8lAðaðnÞ; l 2 ðnÞ and not only lAðaðnÞ; l 1 ðnÞ; and l 2 ðnÞXl 1 ðnÞ and can be strictly greater (consider e.g. a smoothed rectangle). We also simplify considerably the proof in [7, 8] (where to exclude local symmetry phenomena a long technical device is needed). Remark 1.3. Let us observe that in the case when f X0 every nontrivial nonnegative solution of the equation ÀD m u ¼ f ðuÞ is in fact positive, by the strong maximum principle (see Theorem 2.1 in Section 2), and all the results we prove apply to nonnegative solutions.
Let us recall some other works in the literature dealing with the problem of symmetry and monotonicity of solutions of (1.1). When O is a ball in [2] the symmetry is obtained by assuming that the gradient vanishes only at the center. A different approach is used in [15] where the case of f continuous and positive is considered when O is a ball and p ¼ N: In [4, 5] , with the aid of the so called ''Continuous Steiner Symmetrization'', the author prove that solutions of (1.1), in the ball, are radially symmetric under fairly weak assumption on the nonlinearity f :
Let us remark that the monotonicity results of Theorem 1.5 are important also in the case of general (i.e. not symmetric) bounded domains. For example in the case of strictly convex domains they show that there cannot be a concentration of maxima of family of solutions approaching the boundary, and this is very important when dealing with blow-up analysis and a priori estimates.
Let us finally remark that in the case of ground states of quasilinear elliptic equations in the whole space, radial symmetry results were obtained in [9, 22, 4, 5] .
The paper is organized as follows. In Section 2 we prove Theorem 1.1 and some related regularity results. In Section 3 we state sufficient conditions to get general weighted Sobolev and Poincare´'s inequality and then we exploit them together with Theorem 1.1 to prove Theorem 1.2. Moreover we exploit the weighted Poincare´'s inequality obtained and we prove Theorem 1.3. Finally in Section 4 we prove our monotonicity and symmetry results.
Regularity results
In this section we prove all the statements of Theorem 1.1 and some other related results.
Let us first recall a particular version of the Strong Maximum Principle and of the Hopf's Lemma [13] for the m-laplacian (see [27] for the case of the m-laplacian and [20] for general quasilinear elliptic operators). Remark 2.1. By standard elliptic regularity, a C 1 ðOÞ solution u of (1.1) with f satisfying ( Ã ) belongs to the class C 2 ðO\ZÞ; where Z ¼ fxAO : DuðxÞ ¼ 0g is the critical set of the solution (see [10, 12, 16, 24] so that G e is a Lipschitz continuous function and 0pG 0 e p2: To obtain our result we will consider the case xAE-Z and xAE\Z separately. 
By the definition of G e it follows that ðG 0 e ðu x i Þ À b
By the definition of E d ; since xAE; we know that sup yAO\E d ; we can take s40 such that ð1 À b À sÞ40 and
where C 6 does not depend on x: Let us note that, by definition, ðG where xAZ and C does not depend on x: Moreover, since j 1 in E; we get Since xAE\Z; by standard elliptic estimates, we have that u is regular near x; and for e sufficiently small, there exists a constant C 9 ðe; xÞ depending on e and on x such that jDuj mÀ2 jDu i jpC 9 ðe; xÞ in B 2e ðxÞ: Moreover, if x is fixed and e is small, we can suppose that C 9 ðe; xÞ does not depend on e: Therefore, if e is sufficiently small, we get where C 7 does not depend on x: Using Fatou's Lemma we get the thesis also for the case xAE\Z: Note that, to get the estimates above, the choice of e depends on x: In spite of this, exploiting Fatou's Lemma, we get estimates which do not depend on x: Finally, taking the greatest constant between the ones obtained in the two cases, we prove the theorem. & To extend Theorem 2.2 up to the boundary we need some informations on the regularity of the solution on the boundary, which would be implied by assuming e.g. O smooth and f sufficiently smooth and nonnegative (so that Hopf's lemma holds at the boundary). Since here we do not need to extend Theorem 2.2 up to the boundary, we will only note that, if we consider x fixed, then we have the following. Corollary 2.1. Let O be a smooth domain, uAC 1 ð % OÞ be a weak solution of (1.1) with f locally Lipschitz continuous in ½0; NÞ and f ðsÞ40 for s40; 1omo þ N: Then, jZj ¼ 0 and, for every fixed xAO;
where bo1; goN À 2 if NX3 and
As a consequence of the previous estimates we can prove Remark 2.4. Let us observe that in the case when f X0 every nontrivial nonnegative solution of the equation ÀD m u ¼ f ðuÞ is in fact positive, by the strong maximum principle, and all the results we prove apply to nonnegative solutions.
In the case when f is positive then jZj ¼ 0 by Lou's result [18] (see next theorem where we prove with our techniques a stronger result).
Therefore, since u is regular in O\Z; the classical second derivatives u x i x j are defined almost everywhere, and coincide withũ ij : Since, from now on, in this section we consider the case of positive nonlinearities, in order to simplify the statements, we will use u x i x j instead ofũ ij :
Moreover, since we have assumed O to be smooth, in the case of f positive, Hopf's Lemma applies and shows that, in a neighborhood of @O; there are not points where the gradient of u vanishes.
Consequently all regularity results, which we have proved, except for Theorem 2.2, can be extended up to the boundary. The results proved in this section allow us finally to get the summability properties of the inverse of the weight r ¼ jDuj mÀ2 stated in the introduction.
Theorem 2.3. Let O be a smooth domain in R N uAC 1 ð % OÞ be a weak solution of (1.1) with f satisfying (Ã) and f ðsÞ40 for s40; 1omo þ N: Then, for any xAO and for every ro1; we have that (jZj ¼ 0 and)
where C does not depend on x; goN À 2 if NX3 and
Proof. Since f is positive, by Hopf's Lemma, there exists E such that ZCCECCO: Moreover we can suppose distðZ; @EÞ40: Since ðO\EÞ-Z ¼ |; it follows that
and therefore to prove the theorem it is sufficient to show that for every xAO we have that
where C does not depend on x: Finally the same arguments in the proof of Theorem 2.2 allow to reduce to proving that, considering only xAE;
where C does not depend on xAE: Let now j e;x be defined as in 
dy:
Note that here we do not need to consider the case xAZ and xAE\Z separately. If now we choose bo1 such that r ¼ mÀ2þb mÀ1 o1; using Young's inequality as in Theorem 2.2, we can choose s small such that
Therefore, by Theorem 2.2,
where C does not depend on x: Consider ju x i x j j p as product of two functions in the following way:
If mX3 and po mÀ1 mÀ2 then po2: Therefore we can choose bo1 such that Finally u x i AH 1;2 r ðOÞ:
Proof. Let G e be defined as in Theorem 2.2. Integrating by parts we get which shows thatũ ij are the second distributional derivatives. In the case of f positive we know that jZj ¼ 0; so that u x i x j ũ ij a.e. (more precisely in O\Z). Finally all the integrability properties have been already proved. &
Weighted Poincare´type inequality and weak comparison principle
In this section we prove a weighted Poincare´type inequality, and then we use it to prove a weak comparison principle in small domains. Let us start by recalling some known results about the potential of a function. If f AL a ðOÞ; aX1; and 0oaoN then the potential of order a generated by f is defined by
If 1oao 
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More precisely there is a constant C ¼ CðN; a; aÞ40 such that for any q; 1pqpb; 
Using the above estimates, in [19, 26] , the following Sobolev inequality is proved for any function u in the weighted Sobolev space H hypothesis (see [5, 7] ) every solution is radial and, as shown in [1] it follows that the gradient of u vanishes only at a point , e.g. in 0; and jDujEjxj 
2NÀ2
NÀ2 which allows to obtain (3.4) in this case.
In order to avoid such restrictions on m; in what follows we will use the estimates proved in Section 2 to handle the general case.
We begin by proving general Sobolev and Poincare´type inequalities, using potential estimates as in [19, 26] . where CðjOjÞ-0 if jOj-0:
Proof. By density arguments we may suppose uAC 1 c ðOÞ; so that there exists a constant C N ; depending only on N; such that, for every xAO; we get Note that we use the fact that t4 Therefore U a ½ f AL b ðOÞ and, for every yXðptÞ 0 we have We end the section by recalling the following result, which we will use in Section 4 (see [6] ). 
Qualitative properties of the solutions
In this section we will study some properties of the critical set and some qualitative properties, such as monotonicity and symmetry in some directions, of solutions of (1.1).
Properties of the critical set Z are very important in the study of solutions of (1.1). In particular, as we will see in Theorem 4.2, it is very useful to know whether O\Z is connected or not. We are able to give a positive answer in the case when f is positive. Now we want to prove some monotonicity and symmetry properties for solution u of (1.1) with positive nonlinearities in general smooth domains. If 1omo2; this problem has been studied in [7, 8] where the case of f locally Lipschitz continuous but not necessarily positive is considered. In the case when f is positive we extend the result to the case m42 using all the regularity results in previous sections and the Alexandrov-Serrin moving planes method, following the approach of Berestycki and Nirenberg in [3] .
Moreover in the case of a positive nonlinearity f ; even in the case 1omo2 we simplify considerably the proof of the same result in [7] , using Theorem 4.1 to exclude local symmetry phenomena, avoiding the long and technical analysis in [7] . We also extend the result to a more general class of domains (see Remark 1.2).
We can now prove the following result (see Section 1 for notations).
In particular if O is a ball then u is radially symmetric and @u @r o0; where @u @r is the derivative in the radial direction.
Proof. It is immediate from the previous theorem. Let us only note that in the case of a ball, since the level sets of the solutions are spheres, an application of Hopf's Lemma (recall that f is positive) shows that 0 is the only critical point and that the derivative in the radial direction is negative in all the other points. &
