Abstract. The polynomial neural network, or called polynomial network classifier (PNC), is a powerful nonlinear classifier that can separate classes of complicated distributions. A method that expands polynomial terms on principal subspace has yielded superior performance. In this paper, we aim to further improve the performance of the subspace-featurebased PNC. In the framework of discriminative feature extraction (DFE), we adjust the subspace parameters together with the network weights in supervised learning. Under the objective of minimum squared error, the parameters can be efficiently updated by stochastic gradient descent. In experiments on 13 datasets from the UCI Machine Learning Repository, we show that DFE can either improve the classification accuracy or reduce the network complexity. On seven datasets, the accuracy of PNC is competitive with support vector classifiers.
Introduction
Artificial neural networks (ANNs) with supervised learning have shown superior classification performance in many experiments [1] . Frequently used neural classifiers include the multi-layer Perceptron (MLP), radial basis function (RBF) network, polynomial network, etc. The polynomial network is also known as higher-order neural network (HONN), functional link network, polynomial regression [2] , or generalized linear discriminant function [3] . In this paper, we call this classifier structure as polynomial network classifier (PNC). Since the outputs of PNC are the weighted combinations of higher-order nonlinear functions of input features, it is powerful to separate pattern classes of complicated distributions.
The PNC can be viewed as a single-layer neural network with the input features and their polynomial terms as the network inputs. For d features, the total number of polynomial terms up to r-th order is [4] 
With large d, the polynomial network will suffer from high computation complexity and will give degraded generalization performance. The complexity can be reduced by either reducing the number of input features or selecting expanded polynomial terms [2] . The former way is more computationally efficient and performs fairly well in practice. A PNC with dimensionality reduction by principal component analysis (PCA) has shown superior performance to multilayer neural networks in previous experiments [5, 6] .
On the other hand, constrained polynomial structures with moderate complexity have been proposed, like the pi-sigma network (PSN) [7] , the ridge polynomial network (RPN) [4] , and the reduced multivariate polynomial model (RMPM) [8] . The general HONN is a sigma-pi network in that it combines the products of features. Rather, the output of a PSN is the product of weighted combinations of features. Its number of weights is thus linear with the number of summation units (the order of polynomials). The output of RPN is the summation of pi-sigma units of different orders, and the order can be increased incrementally. The RMPM combines the univariate polynomials, the polynomial of sum of features and its product with the weighted sum of features. These networks actually involve all the polynomial terms of input features up to certain order, but the weights of polynomials are highly constrained. They hence need polynomials of fairly high order (say, 5 or 6) to approximate complicated functions, and cannot guarantee the precision of approximation in difficult cases.
The PNC with full polynomials on reduced features still have higher complexity than the above constrained networks, but usually, a low order (say, 2 or 3) can achieve a reasonable precision of function approximation. The behavior of a lower-order network on feature subspace is easy to explain and to control. Nevertheless, its performance largely depends on the technique of feature selection or dimensionality reduction. Supervised subspace learning methods, like the Fisher linear discriminant analysis (LDA) [3] and heteroscedastic discriminant analysis [9, 10] , may lead to better separability than the unsupervised PCA. These methods, nevertheless, are based on parametric density assumptions and the learning criterion is only loosely connected to classification error.
In this paper, we propose a subspace-feature-based PNC with discriminative feature extraction (DFE). With any classifier structure, DFE optimizes the subspace parameters together with the classifier parameters under a classificationrelated objective on a training sample set [11] . The subspace thus learned is totally classification-oriented and the subspace learning and classifier learning are best fitted. Overfitting can be overcome by adjusting the dimensionality of subspace and the order of classifier. DFE is mostly based on the minimum classification error (MCE) criterion of Juang and Katagiri [12] , and has been successfully applied to many pattern recognition problems [13, 14] . It has not been combined with polynomial networks, however. Despite that the MCE criterion is applicable to any classifier structures, for neural networks with sigmoid outputs, the minimum squared error (MSE) criterion works well and is easy to optimize by stochastic gradient descent [15] .
We have evaluated the classification performance of PNC on 13 datasets from the UCI Machine Learning Repository [16] . The results show that compared with the PNC with PCA, DFE either improves the classification accuracy or reduces the network complexity. The complexity of PNC is much lower than support vector classifiers (SVCs) [17] , and on seven of the 13 datasets, the PNC with DFE competes with SVCs in accuracy.
2 Subspace-Feature-Based PNC We consider second-order (binomial) and third-order polynomial networks, and to save space, we only give the details of binomial networks. The structure and the learning algorithm of third-order networks are similar to binomial ones.
For M -class classification, the PNC has M output units.
T , the output of binomial network for class ω k is computed by
where σ(a) is the sigmoid activation function:
In classification, the input pattern (feature vector) is classified to the class of maximum output. The sigmoid function is used in training, and is not necessary in classification. Without the sigmoid function, the network weights can also be estimated by (non-iterative) pseudo inverse [2] . Since the sigmoid function makes the network outputs approximate posterior class probabilities, the trained weights with it are more suitable for classification than for regression.
By principal component analysis (PCA), the feature vector is projected onto an m-dimensional principal subspace (m < d):
where Φ = [φ 1 , . . . , φ m ] is the transformation matrix (subspace basis) composed of the eigenvectors of covariance matrix E[xx T ] corresponding to the m largest eigenvalues. We assume that the origin of the feature space has been shifted to the mean of samples. On the subspace features, the network outputs are computed by
On a training set of N samples (x n , c n ), n = 1, . . . , N (c n is the class label of x n ), the connecting weights of PNC are adjusted to minimize the regularized squared error:
where β is a coefficient of weight decay (excluding the biases); t n k is the target value of class k, with value 1 for the genuine class and 0 otherwise. The weights and biases are initialized to small random values, and by stochastic gradient descent, they are iteratively updated on the training samples until the squared error approaches the minimum. In training, the subspace basis Φ remains unchanged, and the polynomials of projected features can be viewed as the inputs of a single-layer network, for which the training process converges fast.
PNC with Discriminative Feature Extraction
A problem with the subspace-feature-based PNC is that the subspace does not necessarily lead to optimal classification because it is learned independently of the network weights. The subspace learned by PCA does not even consider the class information of training samples. Supervised subspace learning techniques, like LDA and heteroscedastic discriminant analysis, are expected to give better separability than PCA, but do not guarantee the optimality. We aim to learn a better subspace for PNC using discriminative feature extraction (DFE) [11] .
By DFE, we adjust not only the network weights in supervised learning, but also the subspace basis simultaneously. Consider that
let us re-write the network outputs of (4) as
where s k (x) denotes the weighted sum of output unit k.
In the PNC with DFE, since the projected feature z i = φ The network weights and the subspace basis parameters are adjusted to minimize the regularized square error (5) on a training sample set. The subspace parameters can be initialized to small random values as the network weights. Alternatively, the subspace learned by PCA or LDA is a good start of parameter search. The weights and subspace parameters are then adjusted by stochastic gradient descent on training samples. At time t, the parameters are adjusted on a training sample x by w (2)
where (t) is the learning step, which is set to a small value initially and decreases gradually in the training process. The partial derivative of φ i is specified as
In discriminative learning, we keep the unit norm of basis vectors but not the orthogonality. On adjusting the basis vectors on a training sample, each vector is normalized to unit norm ( φ i = 1).
By stochastic gradient descent, the training samples are fed to the PNC for a number (40 or more in our experiments) of cycles. The learning step decreases linearly until it vanishes at the end of training. On every input sample, the network weights and subspace parameters are updated according to (7) . The network weights and the subspace vectors have remarkably different magnitudes of derivatives. To accelerate the convergence of training, they are set two different learning steps, 1 for weights and 2 for subspace vectors, and 1 2 holds. Another factor affecting training convergence and classification performance is the scale of projected features. We normalize the scale with the square root of the largest eigenvalue λ 1 of E[xx T ] (estimated on training samples and fixed):
All the feature vectors are subtracted from the mean of the training samples. For datasets that have significantly different scales among feature dimensions, it is helpful to uniform the standard deviation of all dimensions of training data (and test data accordingly). This is done before subspace projection.
Experiments
We evaluated the classification performance of subspace-feature-based PNC on 13 datasets from the UCI Machine Learning Repository [16] , as summarized in Table 1 . We selected the multi-class datasets that have at least 10 features. Some data sets have been partitioned into standard training and test subsets. For the others, we arrange the samples in random order and evaluate in 5-fold cross-validation. Some datasets have appreciable variability of scale among different dimensions. We normalized them by dividing each dimension with (0.9σ We compare the PNC-DFE (PNC combined with DFE) with PNC-PCA, oneversus-all support vector classifiers with polynomial and RBF kernels (SVC-poly and SVC-rbf), and the k-nearest neighbor (k-NN) classifier. For the SVC-poly, the feature vectors are uniformly scaled such that the average self-inner product of training vectors is one, and so, the kernel k(x 1 , x 2 ) = (1 + κx 1 · x 2 ) r with κ = 2 i performs fairly well. For the SVC-rbf, the average within-class variance is scaled to one, such that in the kernel function k(x 1 , x 2 ) = exp(−
), a parameter value of σ 2 = 0.5 × 2 i performs fairly well. For both, i is an integer selected from -4 to 4.
For the k-NN classifier, SVC-poly, and SVC-rbf, we tried several values of k, polynomial order and κ, or σ 2 such that the classification accuracy on each test set is maximized.
For PNC-PCA and PNC-DFE, we set the number of subspace features m = l · m 1 , l = 1, . . . , 5. m 1 is dependent on the dataset. The selected values of polynomial order and m 1 are listed in the right columns of Table 1 . As seen, three datasets (Segment, Pendigit and Letter) are used 2nd-order and the others are used 3rd-order.
The test accuracies (%) of PNC (with full polynomials and dimensionality reduction by PCA and DFE) on the 13 datasets are shown in Table 2 . For the "Vowel" dataset, there is no dimensionality reduction when m = 10. For each dataset, the accuracy of full PNC is shown below the title of dataset, and the accuracies of PNC-PCA and PNC-DFE with variable subspace dimensionality are listed in two rows. For the "Isolet" dataset, we do not give the accuracy of full PNC because the number of features is too large.
We can see that on four datasets (Vehicle, Segment, Satimage, and Letter), the full PNC gives the highest accuracy. This can be explained that the four datasets have small number of features and are difficult to classify, so dimensionality reduction by either PCA or DFE cannot improve the classification accuracy. For the other datasets, except for "Soybean-small" and "Isolet", subspace-feature-based PNC performs significantly better than the full PNC.
Comparing the accuracies of PNC-PCA and PNC-DFE, it is evident that except for two datasets (Waveform and Satimage), PNC-DFE mostly give higher accuracies than PNC-PCA, especially on subspaces of lower dimensionality. On some datasets (Waveform, Soybean-small, Dermatology, Optdigit, Isolet), the PNC-DFE achieves the best or nearly best accuracy on a very low-dimensional subspace as m = 2m 1 . The highest accuracies of PNC (full and PNC-PCA), PNC-DFE, SVC-poly, SVC-rbf, and k-NN classifier on the 13 datasets are compared in Table 3 . On the "Soybean-small" dataset, all these classifiers achieves perfect classification. Among the other datasets, SVC-poly or SVC-rbf gives the highest accuracies on seven datasets, and PNC or PNC-DFE performs best on five datasets. Expect for four datasets (Soybean-small, Segment, Satimage, and Letter), PNC or PNC performs significantly better than the k-NN classifier. The accuracy of PNC or PNC-DFE is comparable or higher than SVC on seven datasets (Waveform, Wine, Soybean-small, Vehicle, Thyroid, Optdigit, Vowel).
We did not implement the reduced multivariate polynomial model (RMPM) [8] , but results on 10 of our 13 datasets were reported in the literature. Though The complexity of PNC mainly depends on the number of features, and is much lower than SVC and k-NN classifier. The k-NN classifier stores all training samples and compares them with each test pattern. The SVC has a large number of support vectors, ranging from 10% to 70% of all training samples. Due to the limited space, we do not discuss the computational complexity in details.
Conclusion
We proposed to improve the performance of subspace-feature-based polynomial network classifier (PNC) using discriminative feature extraction (DFE), which optimizes the subspace parameters together with the network weights on training samples. Under a regularized squared error criterion, the parameters are efficiently adjusted by stochastic gradient descent. In our experiments on 13 datasets of UCI Machine Learning Repository, DFE mostly improves the accuracy of subspace-feature-based PNC. At moderate complexity, the PNC (full or subspace-feature-based) outperforms the k-NN classifier on nine datasets and competes with support vector classifiers on seven datasets.
