We say that a function α(x) belongs to the set A (γ) if it has an asymptotic expansion of the form α(x) ∼
Introduction and main result
In this work, we continue our study of the properties of functions that belong to the class B (m) , which was introduced by Levin and Sidi in [5] , and treated further in Sidi [7, Chapter 5] . Specifically, we study the nature of the function φ(x) = f (g(x)) given that f ∈ B (m) . We show that φ ∈ B (m) too, provided g(x) is a function that, roughly speaking, behaves like a polynomial as x → ∞. Thus, we conclude that the class B (m) is closed under variable transformations that behave polynomially at infinity. Before recalling the definition of the class B (m) , we recall the definition of another function class that was introduced and denoted A (γ) also in [5] . The classes A (γ) feature prominently in the definition of the class B (m) , as will be clear soon. and its derivatives have Poincaré-type asymptotic expansions obtained by differentiating that in (1.1) formally term by term.
• If α 0 = 0 in (1.1), then α(x) is said to belong to A (γ) strictly. In this case, α(x) satisfies the asymptotic equality α(x) ∼ α 0 x γ as x → ∞.
• If the asymptotic expansion in (1.1) is empty, that is, α i = 0 for all i in (1.1), then either (i) α(x) ≡ 0 or (ii) α(x) = O(x −µ ) as x → ∞ for every µ > 0, that is, α(x) tends to zero faster than any negative power of x. (An example is α(x) = exp(−cx r ), with c > 0 and r > 0.)
• If α(x) has an empty (nonempty) asymptotic expansion, we denote that by writing α ∼ 0 (α ∼ 0).
Remarks A. The following are simple consequences of Definition 1.1. We shall make use of them later. (For more, see [7, Chapter 5] .) A1.
[A1] A (γ) ⊃ A (γ−1) ⊃ A (γ−2) ⊃ · · · , so that if α ∈ A (γ) , then, for any positive integer k, α ∈ A (γ+k) but not strictly. Conversely, if α ∈ A (δ) but not strictly, then α ∈ A (δ−k) strictly for a unique positive integer k.
and β ∈ A (γ+k) strictly for some positive integer k, then α ± β ∈ A (γ+k) strictly.
(Note that these are not true if β ∈ A (δ) , but not strictly.)
A6. If α ∈ A (γ) strictly, such that α(x) > 0 for all large x, and we define θ(x) = [α(x)] ξ , then θ ∈ A (γξ) strictly.
A7. If α ∈ A (γ) strictly and β ∈ A (k) strictly for some positive integer k, such that β(x) > 0 for all large x > 0, and we define θ(x) = α(β(x)), then θ ∈ A (kγ) strictly.
Now, by the way A (γ) is defined, there may be any number of functions α(x) in A (γ) having the same asymptotic expansion. (Concerning the uniqueness of α(x), see the last paragraph of [7, Appendix A] .) To avoid this, in certain places, it is more convenient to work with subsets X (γ) of A (γ) , which are defined next.
are defined for all γ collectively as follows:
is closed under addition and multiplication by scalars.
It is obvious that no two functions in X (γ) have the same asymptotic expansion, since if α, β ∈ X (γ) , then either α ≡ β or α − β ∈ A (γ−k) strictly for some nonnegative integer k. Thus, X (γ) does not contain functions α(x) ≡ 0 that satisfy α(x) = O(x −µ ) as x → ∞ for every µ > 0, such as exp(−cx s ) with c, s > 0. Functions α(x) that are given as sums of series ∞ i=0 α i x γ−i that converge for all large x form a subset of X (γ) ; obviously, such functions are of the form α(x) = x γ R(x) with R(x) analytic at infinity. Thus, R(x) can be rational functions that are bounded at infinity, for example.
We now turn to the definition of the class B (m) . Definition 1.3 A function f (x) that is infinitely differentiable for all large x belongs to the set B (m) if it satisfies a linear homogeneous ordinary differential equation of order m of the form
where either
Remarks B. The following are consequences of Definition 1.1. They can be found in [5] and [7, Chapter 5] . 
. , µ, then the following are true:
. . , µ, and satisfy the same ordinary differential equation, then the following are true:
B7. If f ∈ B (m) and is integrable at infinity, then, under some additional minor conditions at x = ∞,
where ρ k are integers depending only on the p k (x) and satisfy
This result forms the basis of the D (m) transformation of Levin and Sidi [5] , which has proved to be an extremely efficient convergence accelerator for the computation of the integrals By Remarks B1, B2, B5, and B6, it is clear that the classes B (m) contain an ever increasing number of functions, and this implies that the D (m) transformation is a comprehensive convergence acceleration method with ever increasing scope.
Finally, we would like to mention that most special functions that appear in scientific and engineering applications belong to one of the classes B (m) . In this note, we continue our exploration of the properties of the classes B (m) . Analogously to what happens to the sum f + g and the product f g of two functions f and g, discussed in Remarks B5 and B6 above, we wish to explore what happens to their composition. Specifically, we address the following question:
( m) for some m? We give an answer to this question in the next theorem, which is our main result. We provide a detailed proof of this theorem in the next section, where we make repeated use of Remarks A1-A8 without mentioning them. Finally, to keep the proof simpler, we replace the sets A (γ) by their subsets X (γ) , even though the assertions of the theorem are true with the sets A (γ) .
(im) strictly for some integer i m . Let also g ∈ X (s) strictly for some positive integer s, such that lim x→∞ g(x) = +∞. Then φ(x) ≡ f (g(x)) satisfies a linear homogeneous differential equation of order m of the form
where the π k are determined by the p k and are such that either π k ≡ 0 or π k ∈ X (r k ) strictly for some integer r k , 1 ≤ k ≤ m − 1, and π m ∈ X (rm) strictly for some integer r m . Actually, we have
and
(Note: On the right-hand side of the inequality in (1.8), s(i k −k) is absent when p k ≡ 0, and r n − n is absent when π n ≡ 0 for n ∈ {k
(The explicit expression for π m is given in (2.16). The rest of the π k are given by the recursion relation in (2.18).)
Clearly, this theorem expands considerably the scope of the class B f (g(x)) dx as well, when g ∈ A (s) strictly for some positive integer s. In Section 3, we demonstrate the validity of our result with an application of the 3) and g ∈ A (2) . In Section 4, we show via an example that f ∈ B (m) with minimal m does not necessarily mean that m is minimal also for φ(x) even though φ ∈ B (m) too by Theorem 1.4.
Proof of main result 2.1 Preliminaries
First, we note that, being in X (s) , g(x) has an asymptotic expansion of the form
from which, we also have that
meaning that g(x) is a polynomial of degree s or behaves like one as x → ∞. Thus, using the notation
we also have that
and, since (
where g s+µ , µ ≥ 1, is the first nonzero g s+j with j ≥ 1, assuming that g (i) ≡ 0. Of course,
Clearly,
Next, it is clear that we need to prove that φ(x) = f (g(x)) satisfies (1.6), with π k ∈ X (r k ) for some integer r k when π k ≡ 0. Replacing x by g(x) throughout the differential equation (1.5) satisfied by f (x), we have 6) and this is the starting point of our proof. Here, we emphasize that f (k) (g(x)) stands for the kth derivative of f with respect to its argument, evaluated at g(x); that is,
) does not stand for the kth derivative of φ(x) = f (g(x)) with respect to x.
Whenever convenient, in the sequel, we write p k , π k , and g (i) instead of p k (x), π k (x), and g (i) (x), respectively, for short. Thus, p k (g) and f (k) (g) stand for p k (g(x)) and f (k) (g(x)), respectively.
Special cases
Before embarking on the proof for arbitrary m, we look at the simple but instructive cases involving m = 1, 2.
The case m = 1
Here we consider two different cases.
• The case f ∈ A (γ) strictly, γ = 0: In this case φ(x) ≡ (f • g)(x) = f (g(x)) satisfies the identity
Because f ∈ A (γ) and γ = 0, we have that f ′ ∈ A (γ−1) strictly. Consequently, f (g(x)) ∈ A (sγ) and f ′ (g(x)) ∈ A (s(γ−1)) . This implies that π 1 ∈ A (r 1 ) strictly, where
(1) .
• The general case of f (x) = p 1 (x)f ′ (x): In this case, f (x) = p 1 (x)f ′ (x), p 1 ∈ A (i 1 ) strictly, with i 1 an integer. Replacing x by g(x), this differential equation becomes
) .
Therefore, by the fact that p 1 (g(x)) ∈ A (si 1 ) strictly, we have that
strictly, where
Now, when i 1 ≤ 1, we have that f ∈ B (1) . In this case, r 1 ≤ 1, which implies that (f • g) ∈ B
(1) too.
The case m = 2
With φ(x) = f (g(x)), we have
Substituting these in (1.6), we obtain
which, upon rearranging, becomes
Comparing this with (2.6), we identify the following equations for π 1 and π 2 :
Since s > 0, g ′ ∈ X (s−1) strictly, and positive for all large x. Therefore,
Next,
and since p 1 (g)/g ′ ∈ X (si 1 −(s−1)) strictly and π 2 g ′′ /g ′ ∈ X (r 2 +(s−2)−(s−1)) , we also have
Note that if p 1 ≡ 0, the term s(i 1 − 1) is absent throughout.
The case of arbitrary m
We prove part 1 of the theorem first. We start with (2.6). By the Faà di Bruno formula for differentiation of f • g, we have
where B n,k (y 1 , y 2 , . . . , y n−k+1 ) is the Bell polynomial defined as in
the summation being on the nonnegative integers j 1 , j 2 , . . . , j n−k+1 such that
(The simplest of these polynomials are B n,1 (y 1 , . . . , y n ) = y n and B n,n (y 1 ) = y n 1 .) For the Faà di Bruno formula, see Johnson [4] , for example. For Bell polynomials, see Bell [1] . Now, if the conjecture in (1.6) is true, then substituting (2.7) in (1.6), we must have
which, upon rearrangement, becomes
Comparing (2.11) with (2.6), we realize that the equalities
must hold. Clearly, this is an m-dimensional upper triangular system of linear equations for π 1 (x), . . . , π m (x), provided the latter exist. The diagonal of the matrix of this system is [
, and, by the fact that B n,n (y 1 ) = y
Since g ′ (x) > 0 for all large x, this diagonal is positive, hence the linear system in (2.12) has a unique solution for π 1 (x), . . . , π m (x). With the existence of the π k established, we now need to show that, π k ∈ X (r k ) strictly for some integer r k when π k ≡ 0. We achieve this goal by induction on k, in the order k = m, m − 1, . . . , 2, 1.
To be able to proceed, we need to analyze B n,k (g ′ , g ′′ , . . . , g (n−k+1) ). By (2.8),
the summation being on the nonnegative integers j 1 , j 2 , . . . , j n−k+1 subject to the constraints in (2.9), and by (2.3) and (2.4), when
Upon invoking (2.5), this gives
Of course, this also means that
3) not strictly, otherwise, by (2.4).
At first sight, σ(j 1 , . . . , j n−k+1 ) seems to depend on j 1 , . . . , j n−k+1 . This is not so, however. In fact, on account of the constraints in (2.9), σ(j 1 , . . . , j n−k+1 ) depends only on n and k:
Consequently, because all the terms in the summation on the right-hand side of (2.13) are in X (sk−n) , we have
. . , g (n−k+1) ) ∈ X (sk−n) , but not necessarily strictly.
2
(2.14)
By the fact that
We now start the induction with π m , which we obtain from the last of the equations in (2.12). Thus,
By the fact that p m (g) ∈ X (sim) strictly and (g ′ ) m ∈ X ((s−1)m) strictly, it is clear that π m ≡ 0 and
We have thus shown the validity of our assertion for π m . We now continue by induction on k. Let us assume that the assertion is true also for π m−1 , π m−2 , . . . , π k+1 , namely, π n ∈ X (rn) strictly for some integer r n if π n ≡ 0, n = m−1, m−2, . . . , k+2, k+1. The proof will be complete if we show that π k ∈ X (r k ) strictly for some integer r k if π k ≡ 0. Solving (2.12), namely,
Next, for n = k+1, k+2, . . . , m, by (2.14) and (2.15) and the induction hypothesis, if π n ≡ 0,
2 Note that, in our study, we need only be concerned with g (i) for i = 1, . . . , m. (i) When s < m, because of (2.4), not all products
..,j n−k+1 )) strictly (some of them may even be zero identically), and this results in (2.14). (ii) When s ≥ m, however, on account of (2.3), the products
ji are all positive and in X (σ(j1,...,j n−k+1 )) strictly. Therefore, L n,k are all positive and in X (sk−n) strictly.
Combining (2.19) and (2.20) in (2.18), when π k ≡ 0, we have
This completes the induction step. By the fact that µ k − k = s(i k − k) and ν n,k − k ≤ r n − n, the equality for r k in (2.21) is identical to that in (1.8). Finally, the proof of the inequality in (1.9) can now be achieved by induction on k, in the order k = m, m − 1, . . . , 2, 1. This completes the proof of part 1 of the theorem.
Part 2 is a straightforward corollary of part 1, since f ∈ B (m) means that f (x) is exactly as in part 1, with i k ≤ k (equivalently, i k − k ≤ 0), for each k. Invoking this in (1.7)-(1.9), the proof of part 2 is completed. f (t) dt is defined as follows:
• Define F (x) = x 0 f (t) dt and compute F (x l ), l = 0, 1, . . . . This is best achieved by computing the integrals χ i = x i x i−1 f (t) dt, i = 0, 1, . . . , numerically (preferably by a low order Gaussian quadrature formula), and forming F (x l ) = l i=0 χ i .
• Let n = (n 1 , n 2 , . . . , n m ), where n 1 , n 2 , . . . , n m are nonnegative integers, and solve the (N + 1)-dimensional linear system
, which is the approximation to I[f ]. Here ρ k are as in (1.3) and (1.4), andβ k,i are additional auxiliary unknowns, which are not of interest.
In case the ρ k are not known but the i k are known, the ρ k in (3.1) can be replaced by their upper boundsρ k given in (1.4) . If the i k too are not known, we can replace the ρ k by their ultimate upper bounds k + 1 given again in (1.4) . Thus, the user-friendly version of the D (m) transformation is now defined as in
From the way the user-friendly version of the D (m) transformation is defined as in (3.2) , it is clear that we need not know anything about the differential equation satisfied by f (x). First, an upper bound for the order of the differential equation can be taken as m, as suggested by Remarks B5 and B6. (In most cases, we can determine the smallest m quite easily.) Next, we need to be able to compute f (i) (x), i = 0, 1, . . . , m − 1. Finally, since the x l are at our disposal, we can be choose them appropriately to ensure excellent convergence rates.
When f ∈ B (m) , the sequences of approximations {D (m,j) (ν,ν,...,ν) } ∞ ν=0 , with fixed j (in particular, with j = 0), have the best convergence properties. These sequences can be computed very efficiently by applying the W (m) algorithm of Ford and Sidi [2] . 
An application
We would like to apply the D 4 The W (m) algorithm, when used for implementing the user-friendly D (m) transformation defined via the linear systems in (3.2), is designed to compute the sequences {A 
