We study various kinds of line segments covering problems with axis-parallel unit squares in two dimensions. A set S of n line segments is given. The objective is to find the minimum number of axis-parallel unit squares which cover at least one end-point of each segment. We may have different variations of this problem depending on the orientation and length of the input segments. We prove some of these problems to be NP-hard, and give constant factor approximation algorithms for those problems. For some variations, we have polynomial time exact algorithms. Further, we show that our problems have connections with the problems studied by Arkin et al.
Introduction
Covering is a well-studied problem in computer science and has applications in diverse settings. Here a universe, and a collection of subsets of the universe are given as input. A minimum number of subsets need to be picked to cover the universe. The general version of this problem is NP-complete [11] . Many researchers studied different variants of this problem. In this paper, we look at various interesting covering problems. Let S = {s 1 , s 2 , . . . , s n } be a set of n segments and T = {t 1 , t 2 , . . . , t m } be a set of m unit squares in the plane. We say that a square t ∈ T covers a segment s ∈ S if t contains at least one end-point of s. In this paper, we deal with two classes of covering problems: i) continuous, and ii) discrete. Definition 1. Two segments in S are said to be independent if no unit square can cover both the segments. A subset S ′ ⊆ S of segments is said to be an independent set if every pair of segments in S is independent. A subset S ′ ⊆ S of segments is said to be maximal independent set if for any s ∈ S \ S ′ , S ′ ∪ {s} is not an independent set.
Connection with the paper of Arkin et al. [2]
We point out an interesting connection between this paper and the paper of Arkin et al. [2] . Here, a family of covering problems is studied, called the conflict-free covering problems. Given a set P of n color classes, where each color class contains exactly two points, the goal is to find a set of conflict-free objects of minimum cardinality which covers at least one point from each color class. An object is said to be conflict-free if it contains at most one point from each color class. They looked at both discrete (where the covering objects are given as a part of the input) and continuous (where the covering objects can be placed anywhere in the plane) versions of conflict-free covering problems. When the points are on real line and the covering objects are intervals, both discrete and continuous versions of conflict-free covering problem are studied by them. Further, when same color points are either horizontally or vertically seperated by unit distance and the covering objects are unit squares, they studied the continious version of conflict-free covering problem. Instead of line segments, if we consider a given set of colored line segments where each segment is of different color, then our definition of covering all the objects is equivalent to the conflict-free covering problems of Arkin et al. [2] . Further, if we assume that the length of the given segments are greater than 1, then implicitly our problem instances become conflict-free.
Known results
Arkin et al. [1, 2] showed that, both discrete and continuous versions of conflictfree covering problems are NP-hard where the points are on the real line and objects are intervals of arbitrary length. By an easy observation (see Section 4), these results also valid for unit intervals. They provided factor 2 and factor 4 approximation algorithms for the continuous and discrete versions of conflict-free covering problems with arbitrary length intervals respectively. If points of same color class are either vertically or horizontally unit separated, then they proved that the continuous version of conflict-free covering problem with axis-parallel unit square is NP-hard and proposed a factor 6 approximation algorithm. Finally, they remarked an existence of a polynomial time dynamic programming algorithm for the continuous version of conflict-free covering problem with unit intervals where the points are on a real line and each pair of same color points is unit separated. Recently, Kobylkin [13] studied the problem of covering the edges of a given straight line embedding of a planar graph by minimum number of unit disks, where an edge is said to be covered by a disk if any point on that edge lies inside that disk. They proved NP-complete results for some special graphs. A similar study is made in [14] , where a set of line segments are given, the objective is to cover these segments with minimum number of unit disks, and the covering of a segment by a disk is defined as in [13] . They studied both the discrete and continuous version of the problem. For the continuous versions of the problem, they proposed a PTAS where the segments are non-intersecting. For the discrete version, they showed that the problem is APX-hard.
Our contributions
We now list our contributions in this paper. We like to remind that covering a line segment implies covering at least one of its end-points. In Section 2, we first propose an O(n log n) time greedy algorithm for CCSUS-H1-US problem. This is used to propose a factor 2 approximation result for the CCSUS-H1 problem. Note that, Arkin et al. [2] showed that continious version of conflict-free covering problem of points by unit squares is NP-hard, where each pair of same color points is either horizontally or vertically unit distance apart. They also proposed a factor 6 approximation algorithm for this problem. In our problem, since the segments are of unit length and the covering objects are unit squares, CCSUS-HV1 problem is equivalent to the conflict-free covering problem of [2] . We propose an O(n log n) time factor 3 approximation algorithm for the CCSUS-HV1 problem. Thus, our algorithm gives an improved approximation factor for the conflict-free covering problem of [2] . Finally, we provide a PTAS for CCSUS-HV1 problem.
In Section 3, we first show that DCSUS-H1 problem is NP-hard. Next, we give an O(n log n) time factor 6 approximation algorithm for the DCSUS-ARB problem, which is a generalization of DCSUS-H1 problem. We also provide a 2(1 + 1/k) factor approximation algorithm for the DCSUS-ARB problem that runs in polynomial time. Getting a factor 2 approximation algorithm for the DCSUS-ARB problem remains an interesting open question.
Continuous covering
Here, the segments are given, and the objective is to place minimum number of unit squares for covering at least one end-point of all the segments.
CCSUS-H1-US : Continuous covering horizontal unit segments inside a unit height strip
Below, we give an O(n log n) time greedy algorithm for the CCSUS-H1-US problem. Let S be a set of n horizontal unit segments inside a horizontal unit strip. Start with an empty set T ′ . Sort the segments in S from left to right with respect to their right end-points. Repeat the following steps until S becomes empty. Select the first segment s ∈ S which is not yet covered by the last added square in T ′ . Place a unit square t aligning its left boundary at r(s). Put t in T ′ . Finally, return the set T ′ . Using standard analysis of covering points on real line by unit intervals (See Cormen et al. [4] , Exercise 16.2-5), we can prove the following theorem. Theorem 1. The worst case time complexity of our algorithm for the CCSUS-H1-US problem is O(n log n).
CCSUS-H1 : Continuous covering horizontal unit segments
Let S be a set of unit horizontal segments on the plane. We first partition the whole plane into a set of ℓ disjoint horizontal unit height strips H 1 , H 2 , . . . , H ℓ . Let S i ∈ S be the set of segments in the strip H i , for i = 1, . . . , ℓ. Clearly, S i ∩ S j = ∅, for i = j. Now we have the following observation.
Observation 1. Any unit square cannot cover two segments, one from S i and the other from S j where j − i ≥ 2, where j > i, for i = 1, . . . , ℓ − 2, and j = 3, . . . , ℓ.
We calculate the minimum number of unit squares covering S i (the segments in each H i ) using the algorithm in Section 2.1. Let Q i be the set of squares returned for H i in our algorithm. Assume Q odd = {Q 1 ∪ Q 3 ∪ . . .} and Q even = {Q 2 ∪Q 4 ∪. . .}, and Q = Q odd ∪Q even . Let OP T be a set of unit squares covering
, the overall running time of the algorithm is O(n log n). Thus, we have the following theorem.
Theorem 2. For CCSUS-H1, a factor 2 approximation can be computed in O(n log n) time.
CCSUS-HV1 : Continuous covering horizontal and vertical unit segments
Here, we have both horizontal and vertical segments in S which are of unit length. Let S = S H ∪S V , where S H and S V are the sets of horizontal and vertical unit segments respectively. We already have a factor 2 approximation algorithm for covering the members in S H (see Theorem 2). The same algorithm works for S V . Let Q H and Q V be the set of squares returned by our algorithm for covering S H and S V respectively. If OP T H and OP T V are the optimum solution for S H and S V respectively, and OP T be the overall optimum solution for
We now propose a factor 3 approximation algorithm for this problem using sweep-line technique. During the execution of the algorithm, we maintain a set of segments LB such that no two of the members in LB can be covered by an unit square. For each segment in S we maintain a flag variable; its value is 1 or 0 depending on whether it is covered or not by the chosen set of squares corresponding to the members in LB. We also maintain a range tree T with the end-points of the members in S. Each element in T has a pointer to the corresponding element in S. In Algorithm 1, we describe the algorithm.
(a) (b) Figure 1 : (a) Placement of 3 unit squares t 1 , t 2 , t 3 for a horizontal unit segment s. (b) Placement of 2 unit squares t 1 and t 2 for a vertical unit segment s.
Theorem 3. Algorithm 1 is a factor 3 approximation algorithm for CHSUS-HV1, and it runs in O(n log n) time using O(n log n) space. if f lag(s) = 0 then 8:
if s is horizontal then 10: m = 3, and define three unit squares {t1, t2, t3} as shown in Figure 1 (a) 11: insert t1, t2, t3 in OU T P U T insert t1, t2 in OU T P U T
15: end if
16:
perform range searching with ti
18:
for each element α of T in ti observe the corresponding element s ′ ∈ S
19:
set f lag(s ′ ) = 1; delete both the end-points of s ′ from T
20:
end for 21:
end if 22: end for 23: Return OU T P U T Proof. Let OP T be an optimal set of unit squares covering the members in S. In each iteration, we add a segment s to LB only if none of its end-points is covered by any unit square in OU T P U T . Clearly, LB is a maximal independent set of segments of S (see Definition 1) and hence |LB| ≤ |OP T |. Further, for each segment added to LB, at most 3 unit squares are added to T ′ . Hence, |T ′ | ≤ 3|LB| ≤ 3|OP T |. Also, when the algorithm terminates the squares in OU T P U T covers the segments S. By using range searching data structure Algorithm 1 can run in O(n log n) time.
Polynomial time approximation scheme
In this section, we propose a PTAS for CCSUS-HV1. We are given a set S of n horizontal and vertical unit segments. We apply the shifting strategy of Hochbaum and Maass [10] . Enclose the segments inside a integer length square box B; partition B into vertical strips of width 1, and also partition B into horizontal strips of height 1. We choose a constant k, and define a k-strip which consists of at most k consecutive strips. Now, we define the concept of shifts. We have k different shifts in the vertical direction. Each vertical shift consists of some disjoint k-strips. In the i-th shift (i = 0, 1, . . . , k − 1), the first k-strip consists of i unit vertical strips at extreme left, and then onwards each k-strip is formed with k consecutive unit vertical strips. Similarly, k shifts are defined in horizontal direction. Now consider shift(i, j) as the i-th vertical shift and j-th horizontal shift. This splits the box B into rectangular cells of size at most k × k. The following observation is important to analyze the complexity of our algorithm.
Observation 2. Optimal solution contains squares whose one boundary is attached to an end-point of some segment or two boundaries are attached to endpoint of two different segments.
Justification: Suppose the boundary of a square t in the optimum solution does not pass through any end-point (see Figure 2(a) ). We can move t vertically/horizontally to touch to an end-point of some segment (see Figure 2(b) ). This square t can further be moved in the direction orthogonal to the previous movement to touch end-point of some other segment provided such an end-point exists within distance 1 from one of the boundaries of t in that direction (see Figure 2 (c)). time.
Proof. First consider a single cell C of a particular shif t(i, j) which consists of χ many 1 × 1 cell, where χ = O(k 2 ). Let n C be the size of the set of segments which has a portion inside C. Observe that, at most χ unit squares can cover these n C segments in C. Again, at most 2n C + 2 × 2nC 2 many positions are available for positioning the unit squares in an optimum solution of C (see Observation 2 and Figure 2) . Hence, we can use at most χ unit squares with O(n 2 C ) possible positions, giving a total of O(n χ C ) possible arrangements of squares in an optimal solution for the cell C. We consider all possible configurations of optimal solutions of sizes 1, 2, . . . , χ in C to have one such solution covering all the segments in C. Since each segment can participate in at most two cells in shif t(i, j), we have C n C ≤ 2n. Thus, the time required for processing all the non-empty cells in shif t(i, j) requires at most n O(k 2 ) .
In our algorithm, for each shif t(i, j) we calculate optimal solution in each cell and combine them to get a feasible solution. Finally, returns the minimum among these k 2 feasible solutions.
Let OP T be an optimum set of unit squares covering S, and Q be a feasible solution returned by our algorithm described above. Now, we prove the following theorem. Proof. Let Q ij be the solution of our algorithm for shif t(i, j). Also, assume that OP T ij be the subset of squares in OP T such that each of them intersects the boundary of some cell in shif t(i, j). It can be shown that,
Now considering solutions for all shif t(i, j) for 1 ≤ i, j ≤ k, we have
Each horizontal (resp. vertical) line can be a boundary of a cell in at most once during the k horizontal (resp. vertical) shifts. Further, if an unit square in OP T intersects the horizontal boundary of a cell for shif t(i, j), it does not intersect the horizontal boundary of any cell in shif t(i ′ , j) for i ′ = i. The same observation holds for vertical shifts also. Thus we have,
Finally, we have
Using Lemma 1, we conclude that the running time of our algorithm is O(k 2 n k 2 ).
CCSUS-ARB: Continuous covering segments with arbitrary length and orientation
Mimicking the factor 2 approximation algorithm for the vertex cover problem, we can have a factor 8 approximation algorithm for CCSUS-ARB problem as follows. Next, we improve the approximation factor to 6.
Observation 3. Let s 1 and s 2 be two segments in S. If none of the squares t(l(s 1 ), 2) and t(r(s 1 ), 2) covers s 2 , then s 1 and s 2 are independent 1 .
As in Algorithm 1, here also we start with an empty sets OU T P U T and LB, and each segment in S is attached with a flag bit. We maintain a range tree T with the end-points in S. Each time, a segment is covered by some square inserted in the OU T P U T , we set its flag-bit to 1. When algorithm terminates LB becomes a maximal independent set of segments, and OU T P U T will be a set of unit squares covering the segments in S. Each time a new segment s ∈ S is selected. If f lag(s) = 0 (not covered by any square in the OU T P U T ), then insert s in LB, set f lag(s) = 1, and include four unit squares {t 1 , t 2 , t 3 , t 4 } which fully cover the square t(l(s), 2) and four unit squares {t
} which fully cover the square t(r(s), 2) in OU T P U T . Remove all the segments in S that are covered by {t 1 , t 2 , t 3 , t 4 , t
} by performing range searching as stated in Algorithm 1. This process is repeated until all the members in S are flagged. Finally, return the set OU T P U T . Theorem 5, stated below, follows from the fact that LB is a maximal independent set (see Observation 3), and for each member in LB we put 8 squares.
Theorem 5. The above algorithm for CCSUS-ARB problem runs in O(n log n) time, and produces a solution which is factor 8 approximation of the optimal solution.
We now improve the approximation factor to 6 using a sweep-line technique introduced in Biniaz et al. [3] . We first sort the segments in S with respect to their left end-points 2 . We maintain the same data structures as in the earlier algorithm. We process the elements in S in order. When an element s ∈ S is processed, if f las(s) = 0 then we put six squares, two of them covering the 1 × 2 rectangle t 1 = right-half (t(l(s), 2)) and four of them covering the 2 × 2 square t 2 = t(l(s), 2). We also identify the segments in S that are covered by t 1 and t 2 , and their flag-bit is set to 1. The end-points of the deleted segments are also deleted from T . The construction of T need a total of O(n log n) time, and its updating for each deletion needs amortized O(log n) time. Since an element in S is flagged at most once (since its end-points are deleted from T when it is covered by a square in OU T P U T ), the overall time complexity is O(n log n). This leads to the following theorem.
Theorem 6. The above algorithm for the CCSUS-ARB problem produces a factor 6 approximation result in O(n log n) time.
Remark 1. The above algorithm gives a factor 3 approximation result for the continuous covering horizontal segments of arbitrary length.
Discrete covering

DCSUS-H1 : Discrete covering horizontal unit segments
We prove that DCSUS-H1 is NP-hard by giving a reduction from vertex cover problem in planar graph where the degree of each vertex is at most 3 (V CP -3), which is known to be NP-complete [8] . In the V CP -3 problem, a planar graph G(V, E) is given where the degree of each vertex is at most 3, and the objective is to find a set V ′ ⊆ V which covers all the edges in E. We now describe a reduction of an instance of V CP -3 problem to the DCSUS-H1 problem as follows. Let G be a V CP -3 instance. In first step, we reduce G into another V CP -3 instance G 1 by adding dummy vertices to the edges of G. In second step, we construct an instance I of DCSUS-H1 from G 1 . The first step is identical to the reduction for the NP-completeness proof of within strip discrete unit disk cover problem by Fraser et al. [7] . We require the following lemma for the proof of correctness.
Lemma 2. [7]
Let G be a planar graph, and e be an edge in G. If we add 2k number of dummy vertices in e, the vertex cover of G is increased by exactly k.
We first embed G in the plane such that no two vertices of G have same x-coordinates. We now add dummy vertices to the edges of G in the following stages. Observe that, vertices of G in the embedding are from left to right.
1. Let v be a degree 3 vertex under consideration. If all the three edges incident to v are either from left or right, then we modify the bottom one among these 3 edges by adding a dummy vertex such that two edges are connected from one direction and one edge is connected from the other direction (see the square vertex in Figure 3(b) ).
2. Draw vertical line through each vertex and place a dummy vertex at each intersection point between this vertical line and the edges of G (see diamond vertices in Figure 3(b) ).
In Figure 3(b) , the above construction is demonstrated for V CP -3 instance G in Figure 3(a) . Clearly, G 1 is a V CP -3 instance. By Lemma 2, finding vertex cover in G is equivalent to finding vertex cover in G 1 and hence both are NP-complete.
For each vertex in G 1 , we take a unit square in I and for each edge in G 1 , we take a unit horizontal segment in I. We now describe the placement of the squares and unit segments in I as follows. Let L and L ′ be two consecutive vertical lines containing vertices v 1 , v 2 , . . . v k and v Figure 3(c) ). The whole construction is shown in Figure 3(c) . Notice that, finding a minimum vertex cover in G 1 is equivalent to finding minimum number of unit squares covering all unit horizontal segments in I. Hence we have the following theorem.
Theorem 7. DCSUS-H1 is NP-hard.
DCSUS-ARB: Discrete covering segments with arbitrary length and orientation
In this section, we give a 2(1 + 1/k) factor approximation algorithm for DCSUS-ARB problem. A set S = {s 1 , s 2 , . . . , s n } of n line segments and a set T = {t 1 , t 2 , . . . , t m } of m unit squares are given. For each element t i ∈ T we assign two binary variables x i and y i . If x i = 1, all the segments whose left end points are in t i , are said to be left-covered . Similarly, if y i = 1, all the segments whose right end points are in t i , are said to be right-covered . A segment is covered if it is either left-covered or right-covered or both. Now create an integer linear program (ILP ) as follows.
Objective min
Subject to i|l(sj )∈ti
We relax this ILP to a linear programming (LP ) and solve it. Now, create two groups S 1 and S 2 as follows. S 1 consists of those segments s j such that i|l(sj )∈ti x i ≥ 1/2, and S 2 consists of those segments s j for which i|l(sj )∈ti y i ≥ 1/2. Now we need to cover the left (resp. right) end-points of S 1 (resp. S 2 ) with a minimum size subset of squares in T . Similar technique is used by Gaur et al. [9] for stabbing axis-parallel rectangles by minimum number of horizontal and vertical lines. Let OP T be the optimal solution of the LP . Also let OP T x (resp. OP T y ) be the minimum number of squares in T that are required to cover the left end points of S 1 (resp. right end points of S 2 ). Surely, OP T x ≤ OP T and OP T y ≤ OP T .
Thus, OP T x + OP T y ≤ 2OP T since 2OP T is a feasible solution of the above ILP due to the fact that ⌊2 i|l(sj )∈ti x i ⌋ = 1, for all s j ∈ S 1 and ⌊2 i|r(sj)∈ti
(see Gaur et al [9] for detailed analysis). Thus, if we can compute OP T x and OP T y , then their sum is a 2 approximation result of the given problem. However, finding a minimum subset of a set of unit squares to cover a given set of points is NP-hard [6] . So, we use a (1 + 1 k ) factor approximation algorithm for this problem [5] to get a 2(1 + 1 k ) factor approximation result for our problem. The time complexity of our algorithm is O(f (n, m) + g(n, m)), where f (n, m) is the time complexity of solving an LP with n variables and m constraints, and g(n, m) = O(kn 2 m 4k+4 ) is the time complexity of the PTAS in [5] for covering points by a given set of unit squares, where k = max(1, 1/ǫ) for a given ǫ > 0.
Conclusion
Various kinds of line segments covering problems with axis-parallel unit squares in two dimensions are studied in this paper. For the continuous variationn of the problem, we proposed constant factor approximation algorithms for unit horizontal segments, unit horizontal/vertical segments, and segments of arbitrary length and orientation. The approximation factors are 2, 3, and 6 respectively. For the discrete variation of the problem, we first prove the NP-hardness result for unit horizontal segments. Next, we propose a factor 2(1 + 1 k ) approximation algorithm for segments with arbitrary length and orientation. For this problem, reducing the approximation factor to 2 is an interesting open question due to the following reason:
In order to prove that the discrete version of conflict-free covering problem with intervals is NP-hard, where the points are on real line, Arkin et al [2] proposed a reduction of this problem from the vertex cover problem. We slightly modify this reduction as follows. Let G(V, E) be a given graph with each vertex having distinct x-coordinate. Project each vertex v ∈ V at a point x v on the x-axis such that the distance between each pair of consecutive projections of vertices is strightly greater than 1. Now for each vertex v ∈ V , we take an unit interval I v such that the mid point of I v coincides with x v on x-axis. Now, corresponding to each edge e = (u, v), we take a single horizontal line segment connecting x u and x v . Thus we have an instance of the DCSUS-ARB problem where each interval represents a unit square with bottom boundary aligned to that interval. It is easy to show that any feasible solution of the DCSUS-ARB problem is the solution of the given vertex cover problem, and vice versa. Thus, we have the following points to mention.
• DCSUS-ARB problem is NP-hard even if the given segments are on a real line.
• Since the distance between any two consecutive projections (x u , x v ) is greater than 1, an unit interval cannot cover end-points of segments on both x u and x v . Thus in order to cover the segments corresponding to the edges in G, we need to choose the unit squares (i.e., unit intervals) from I v s' as stated above. Thus, CCSUS-ARB is also NP-hard.
• Since vertex cover cannot be approximated better than factor 2 [12] , both CCSUS-ARB and DCSUS-ARB cannot be approximated better than factor 2 even if the segments are on a real line.
Further, it needs to be mentioned that our algorithm for the unit horizontal/vertical segment covering problem improves that approximation factor of the conflict-free covering problem of [2] from 6 to 3.
