.~n i = v-l i=l each element has exactly n. ith associates (i = 1, 2, ••• , m),
-
and the relation of association is symmetrical;
(1. 9)
. i
(1.10) n. 
The following relations among the parameters are easily shown: integers.
are called the parameters of the association scheme; all must be positive (objects, treatments, varieties) which satisfies the following conditions:
It is useful to make the convention that each element is the zero-th associate of itself and of no other elements. Then we must have For the case m=2, it is sufficient to specify v, n 1 , P~l ' and P~l ' and the other parameters are then determined; see, for exaT:1ple, [2] Given an m-class association scheme, we call the matrices B.
J. The association matirces satisfy the relation present paper association schemes will be used in the construction of BIB paper.
in the classification and analysis of partially balanced designs. 
Suppose, for some positive integer n, there is a set of v = (n) = n(n-l) elements. Arrange the v elements in an nxn array as 2 2 follows: leave the leading diagonal positions blank, and fill the n(n-l) 2 positions so as to make the array syrrnnetric with respect to the diagonal.
Define first associates as two elements which appear in the same row (equivalently, the same column) of the resulting array; if two treatments do not appear in the same row, they are second associates.
The v elements might also be considered as unordered pairs Suppose there is a set of integers (d l , =n -a-I P 12 = n l -13 1 1 -n l + a+l 2 = n -n + 13-1 P 22 = n 2 P 22 2 1 We see that, given v, the set of d's completely determines such a scheme. A few examples of cyclic association schemes are given below.
Some Cyclic Association Schemes v n l n 2 Set of d's 13 6 6 2, 5,6,7,8, 11 17 8 8 3,5,6,7,10,11, 12, 14 29 14 14 1,4,5,6,7,9, 13, 16, 20,22,23,24,25,28 All the known cyclic association schemes are such that v= 4u+l, n l = n 2 = 2u, and a = u-l, for some positive integer u. Then the association scheme has the following parameters.
Following the nomenclature in [7J, we will call any association scheme satisfying the parameters (2.4) pseudo-cyclic, whether or not it is obtainable by the cyclic method described in [5 J. 
For r=2 the SLB scheme is the same as the triangular scheme with m = k+l.
(e) Latin Square (Lg(n) ) and Pseudo-Latin Square Association
Suppose we have a set of v= n elements, arranged in an nxn array.
Letting two elements which appear in the same row or the same column be first For the case g=4, n=4, we can take the Latin squares L8 1 and L8 2 , be second associates, we can define an L 2 (n) association scheme.
elements appear in the same row or column of the array, or if they correspond to the same symbol in one of the (g-2) Latin squares, they are For 3 ::: g ::: n+l, if a set of (g-2) mutually orthogonal nxn Latin squares exists, we can define a Latin square (Lg(n) ) association scheme from the nxn array of the v elements in the following manner. If two first associates; otherwise the two elements are second associates.
then the first associates of the element 8 are 5, 6, 7, 4, 12, 16, 3, 9, 14, 2, 11, and 
It has been found that in many cases negative values of g and n For 2~g~n + 1, the Latin square association scheme has the following associate classes, has the parameters of an L 4 (6) scheme, but no pair of mutually orthogonal 6 x 6 Latin squares exists.
will result in non-negative integers for the L (n) parameters (2.6). The simplest case is for g =-1 and n = -4; the resulting scheme has
Following the nomenclature in [7 J, let us call an association scheme with the parameters (2.6) a pseudo-Latin square association scheme, whether or not it is obtainable from a set of (g-2) mutually orthogonal Latin squares. Substituting -g for g and -n for n in (2.6), we get the following set of parameters.
An association scheme with the parameters (2.7) is called a negative Latin Square (NL (n) ) association scheme. It is easily seen from an examination of the four axioms above that and (2.10)
For convenience, we may use the ordinary geometric language when geometry ( r, referring to partial geometries. Thus if a point and line are incident, we say that the point lies on the line (is contained in the line) and that the line passes through the point. A line which contains two points given a partial geometry (r, k, t), we can obtain a dual partial geometry (k, r, t) by changing points to lines and lines to points.
that t and m intersect at P.
P and Q joins P and Q. If a point P lies on two lines t and m, we say (2.8)
associates if they occur together in a block; otherwise they are second associates. Thus we see that a partial geometry (r, k, t) is equivalent will call it a geometric association scheme.
introduce the term pseudo-SLB scheme, corresponding to a pseudo-geometric to a PBIB design with parameters is just a special case of a pseudo-geometric scheme. Also, a partial v, b, r, k, A l = 1, A 2 = 0,
where v and b are given by (2.9) and (2.10). The parameters of the Several of the association schemes mentioned earlier in this chapter are
We will call any association scheme with the parameters (2.12) and for
n 2 -t corresponding association scheme are the following.
which (2.8) holds a pseudo-geometric association scheme, since such a scheme may exist without being derived from a partial geometry (r, k, t). However, if a pseudo-geometric scheme is a scheme derived from a partial geometry, we special cases of pseudo-geometric schemes. In particUlar, a partial geometry geometry (r, k, r) gives us an SLB association scheme; thus we might be defined in a manner analogous to the definition of the two-class triangular scheme. Suppose there exists a set of v = (~) elements, for some positive integer n; we can denote the v elements by unordered triples Euclidean space; two elements with the same coordinates, in any order, will and (1, 4, 2) are first associates. This definition of association gives be considered the same. For i=l, 2, 3, call two elements ith associates if they differ in exactly i coordinates; for example, the elements (1, 2, 3) (Xl' X 2 '~), where Xl~x 2~~a nd Xl' x 2 ' and x 3 range from 0 to n-l.
The elements can then be considered as points in three-dimensional associates of ex.
We see that for such a scheme we must have n > 6. = n-2+(13 1 -1)(13 1 -2 ) P 11 = 13 1 (13 1 -1 ) P 11 = 13 1 (13 1 -1 ) 1 2 3 P 12 =13 2 (13 1 -1) P 12 =13 1 (13 2 -1 ) P 12 =13 1 13 2 1 2 3 P 13 = 13 3
(13 1 -1) P 13 = 13 1 13 3 P 13 = 13 1 (13 3 -1 ) 1 2 3 P 22 = 13 2 (13 2 -1) P 22 =n-2+(13 2 -1)(13 2 -2 ) P 22 = 13 2 (13 2 -1 ) P~3 = 132~3 P~3 = 13 3 (13 2 -1) P~3 = 13 2 (13 3 -1) scheme eXists, then B 1 is an incidence matrix for a BIB L (n) scheme: for the case n = 2g in (2.6), if the scheme eXists, g then B l is an incidence matrix for a BIB 2 2 (4g , 4g , g(2g-1), g(2g-1), g(g-l) ).
2.1 and 2.2 to determine what designs can be constructed.
proved.
We now apply Theorem 3.1 to the specific schemes discussed in sections (a) GD scheme: no BIB designs can be constructed using the method of (b) Triangular scheme: for n=6, the parameters (2.2) are such that the matrix E, is an incidence matrix for a BIB (15, 15, 8, 8, 4) .
(c) Pseudo-cyclic scheme: we get no designs.
(d) SLB scheme: for k=2r + 1 in (2.5), the matrix B1is an incidence matrix for a BIB (4r 2 -1, 4r 2 -1, 2r 2 , 2r 2 , r 2 ), if the corresponding Then, since the B. 's are linearly independent, the necessary and l.
sufficient condition for (2) to hold is that
We may be able to construct a design in the latter case which is not obtainable
, r(k-l), r(k-l), r(k-r-1) ') ; rk(k-2) k-r-l , for the case t = k-r+1, the scheme is such. that B 2 is an incidence
(g) Pseudo-geometric scheme: if a scheme with parameters (2.12) is such that t =k-r-l, then B l is an incidence matrix for a BIB (a) GD scheme: no designs are obtainable from Theorem 3.1-(b) Tetrahedral scheme: if n = 7 in (2.15), then the scheme is such that B 2 is an incidence matrix for a BIB (35, 35, 18, 18, 9) .
(c) Cubic scheme: for the case n = 4 in (2.16), the matrix (B 1 + B 3 )
is an incidence matrix for a BIB (64, 64, 36, 36, 20 ) .
in the former case, e.g., for n = 6• (d) Rectangular scheme: for~= n = 4 in (2.17), the matrix (B l + B 2 )
is an incidence matrix for a BIB (16, 16, 6, 6, 2) .
(e) Scheme from an orthogonal array: in (2.18), if n is even and we take t3 l =~, then if the scheme exists B l is an incidence matrix for a BIB (n 2 , n 2 ,~(n-1), ¥(n-1),~(n-2) ); if n is even and we have~l +~2 = ¥ ' ( 2 2 n( ) n( ) n(n-2) then (B 1 + B 2 ) is an incidence matrix for a BIB n , n , 2 n-l , 2 n-l, 4 ). •. , t~m.
• B ]
... . : B 2 J is an incidence matrix for a BIB ( (2r_l)2, 2(2r_l)2, 4r(r-l), 2r(r-l), 2r 2 _2r_l).
Let us now apply Theorem 4.1 to the schemes of sections 2.1 and 2.2.
Note that such a design is also obtainable from a scheme with L 1(2g+l) g+ parameters, if such a scheme exists.
(a) GD scheme: we get no BIB designs.
(b) Triangular scheme: we get no designs.
(c) Pseudo-cyclic scheme: for any scheme with parameters (2.4), the matrix [B l
: B 2 J is an incidence matrix for a BIB (4u + 1, 2(4u+l), 4u, 2u, 2u-l).
(d) SLB scheme: we get no designs.
(e) Lg(n) scheme: if a scheme with parameters (2.6) is such that n = 2g-l, then [B l : B 2 J is an incidence matrix for a BIB 2 2 2 ( (2g-l) , 2(2g-l) , 4g(g-1), 2g(g-1), 2g -2g-l).
(f) NLg(n) scheme: if a scheme with parameters (2.7) has n = 2g+l, then =B l : B 2 J is an incidence matrix for a BIB( (2g+l)2, 2(2g+l)2, 4g(g+1), 2g(g+1), 2g2 + 2g-l).
(a) GD scheme: we get no designs. (e) Scheme from an orthogonal array: in (2.18), if n > 2 is even and the orthogonal array (n 2 , n, n, 2) eXists, then we take 13 1 = 13 2 = ¥'
and [B l : B 2
J is an incidence matrix for a BIB (n 2 , 2n 2 , n(n-l), n(~-l) , n(~-2)); if n > 2 and n~2 (mod 3) and the orthogonal array (n 2 , 2(~+1) , n, 2) eXists, then we take 
