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Abstract
This paper addresses the robust single machine makespan scheduling with uncertain
release dates of the jobs. The release dates take values within know intervals. We use
the concept of gamma-robustness in two different settings and address both the robust
absolute and robust regret criteria. Our main results are polynomial time algorithms
which have the same running time (O(n log n)) as the best algorithms for the non-robust
case.
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1. Introduction
Scheduling theory is an important area of operations research with a wealth of appli-
cations, e.g., in management, production, computer systems, construction, etc. Typically
scheduling theory deals with the task that a finite set of jobs needs to be processed by
a system with limited resources. One of the most popular objectives that has been used
in scheduling theory is the makespan objective. We refer to the books by Brucker [2],
Pinedo [8], and the survey papers of Lenstra et. al. [6] and [7] for references.
In practice decision makers are interested in hedging against the worst possible sce-
narios. A solution is often compared with an optimal solution that could have been
obtained if the actual realization of the uncertain parameters had been available. In
order to meet these requirements, the robust optimization framework has been proposed
in [9, 1, 4]. Robust optimization looks for solutions in a context where one is faced
with imprecise, uncertain and generally incompletely known parameters of a problem.
In most robust optimization models, we compute a solution minimizing the largest cost
(absolute criterion) or the largest deviation from the optimum (regret criterion) where
the maximum is taken over all scenarios which describe the uncertainty set. Both criteria
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are well-known in the theory of decision making under uncertainty, where no probability
distribution is at hand.
In this paper, we consider scheduling jobs on a single machine. Processing times are
precisely known but all release dates of the jobs are uncertain. A class of scheduling
problems with uncertain parameters is discussed by Kasperski and Zielinski [3], where
the complexity of various (regret) scheduling problems and some algorithms for solving
them are described for both the absolute and regret criteria. The concept of gamma-
robustness for combined scheduling-location problems is studied in [5] in the sense that
the total deviation of the uncertainty parameters cannot exceed some threshold. For
other approaches to robust optimization, we refer to [9, 1].
The paper is organized as follows. Section 2 introduces notation and the general
framework. In Section 3, we use the robust absolute approach to solve the scheduling
problem with uncertain parameters in two different settings. We provide O(n logn) time
algorithms for both cases. Section 4 is dedicated to the robust regret approach. We
first give an O(n2) time algorithm to find an optimal schedule for this problem and then
describe an implementation with an improved running time of O(n log n).
2. Notation and the General Framework
The single machine makespan scheduling problem (1|rj |Cmax) is defined as follows: A
set of jobs J = {1, . . . , n} needs to be scheduled on a single machine. Each job j ∈ J has
a processing time pj > 0 and a release date rj > 0 before which it cannot be scheduled.
The jobs need to be processed without preemption and the machine can handle only
one job at any point in time. Let Π denote the set of all permutations pi of the jobs
where pi(i) = j states that job j is placed at position i. The goal is to find an optimal
schedule among all permutations of jobs such that the makespan value is minimized,
i.e., a permutation pi minimizing Cmax(pi), where Cmax(pi) = Cpi(n)(pi) with Cpi(i)(pi) is
the completion time of job pi(i). Completion times of the jobs are computed as follows:
Cpi(1)(pi) = rpi(1) + ppi(1) and for all i = 2, . . . , n,
Cpi(i)(pi) = max{Cpi(i−1)(pi), rpi(i)}+ ppi(i).
Lenstra et al. [6] showed that an optimal schedule can be found by applying the Earliest
Release Date Rule (ERD). Thus, by sorting the jobs in non-decreasing order of their
release dates we obtain an algorithm with running time O(n log n).
The robust version in this paper is obtained by modifying certain parts of the input
data to be uncertain: The processing times pj > 0 are known, but the release dates rj are
uncertain and may take any value within known intervals [rj , rj ]. We call this problem
the robust single machine makespan scheduling problem (briefly, Robust 1|rj |Cmax) with
uncertainty in the release dates. We handle the robust version by using the concept of
gamma-robustness in two different settings of the uncertainty set. In the first setting the
total deviation of the uncertain parameters cannot exceed a given threshold Γ, which is
not necessarily integer, i.e.,
U1 =
{
ξ | rξj ∈ [rj , rj ] for all j ∈ J and
∑
j∈J
(rξj − rj) ≤ Γ
}
.
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Alternatively, we regard the setting in which the number of jobs that can deviate from
their corresponding lower bounds does not exceed some threshold Γ, in which Γ is con-
sidered to be an integer and at least 1, i.e.,
U2 =
{
ξ | rξj ∈ [rj , rj ] for all j ∈ J and |{j : r
ξ
j 6= rj}| ≤ Γ
}
.
Each realization ξ in the uncertainty sets is called a scenario.
Let pi be a permutation (i.e. a schedule). For each job j, let rξj and Cj(pi, ξ) be the
release date and completion time of job j in pi under scenario ξ, respectively. Let ξ be
the (hypothetical) scenario in which all release dates take their latest values, i.e., rξj = rj .
Note that it may be the case that ξ¯ is not in U1 or U2, since Γ may not be large enough.
However, the (hypothetical) scenario ξ¯ will be useful in the later analysis. A job j ∈ J is
called a critical job for a permutation pi under scenario ξ if rξj +
∑n
s=i ppi(s) = Cmax(pi, ξ),
where pi(i) = j.
In the next two sections we handle the robust absolute and robust regret versions of
our scheduling problem. In Section 3 we analyze the uncertainty set U1 and then argue
that the results extend to U2, whereas in Section 4 we use U2 and argue how to transfer
the results to U1.
3. Robust Absolute Scheduling
Consider the uncertainty set U1. The goal of the robust absolute single machine
makespan scheduling problem (Robust Absolute 1|rj |Cmax) is to find a schedule such that
its cost in the worst-case scenario is minimized, i.e., we wish to find a permutation pi
minimizing maxξ∈U1 Cmax(pi, ξ). Without loss of generality, we may assume that Γ ≥
maxj∈J {rj − rj} since otherwise one can reduce the uncertain intervals of release date
to [rj , rj + Γ] for any job j that satisfies rj − rj > Γ.
Lemma 1. For a fixed permutation pi, let j∗ be a critical job for pi under the hypothetical
scenario ξ. There exists a worst-case scenario ξ∗ ∈ U1 for pi such that under this scenario
the following holds:
(a) The job j∗ is released as late as possible and the release dates of all other jobs take
the corresponding lower bounds, i.e., rξ
∗
j∗ = r¯j∗ and r
ξ∗
j = rj, for j 6= j
∗;
(b) The job j∗ is a critical job for pi under scenario ξ∗.
Proof. Let ξ be a worst-case scenario for pi. Since increasing the release dates can
never decrease the makespan, it follows that Cmax(pi, ξ) ≤ Cmax(pi, ξ¯). Since j
∗ is critical
for pi under scenario ξ¯, it follows that there is no idle time in pi once j∗ is started,
and the makespan Cmax(pi, ξ¯) depends solely on the release date r¯j∗ and the processing
times of the jobs processed inpi after and including job j∗. Consequently, the makespan
does not decrease if we reduce the release dates of all jobs j 6= j∗ to the lowest possible
value rj . This yields a valid scenario ξ
∗ which has the same makespan as the hypothetical
scenario ξ¯, and which thus must be a worst-case scenario for pi. It remains to show that
j∗ is actually a critical job for pi under scenario ξ∗. According to the construction of
scenario ξ∗, we can see that rξ
∗
j∗ = rj∗ and r
ξ∗
j ≤ rj , for all j 6= j
∗. Let pi(i∗) = j∗
and pi(i) = j where j 6= j∗. Since j∗ is a critical job for pi under scenario ξ¯, we obtain
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ξ∗
pi(i∗) +
∑n
s=i∗ ppi(s) = r¯pi(i∗) +
∑n
s=i∗ ppi(s) ≥ r¯pi(i) +
∑n
s=i ppi(s) ≥ r
ξ∗
pi(i) +
∑n
s=i ppi(s) for
all i 6= i∗. This implies that j∗ is a critical job for pi under scenario ξ∗. 
Theorem 1. An optimal schedule pi for Robust Absolute 1|rj |Cmax is obtained by sorting
all jobs in non-decreasing order of latest possible release dates, i.e.,
r¯pi(1) ≤ r¯pi(2) ≤ · · · ≤ r¯pi(n).
Proof. Let pi be the schedule from the claim and j∗ with j∗ = pi(i∗) be a critical job
for pi under scenario ξ¯. By Lemma 1 (b), we can conclude that j∗ is also a critical job
for pi under its worst-case scenario. If pi′ 6= pi is another schedule, then by the Pigeonhole
Principle there exists a job j whose position in pi is in [i∗, n], and its position in pi′ is
in [1, i∗]. We choose the job j with smallest index in pi′ satisfying this property. Let
pi(i) = j and pi′(i′) = j. Then i′ ≤ i∗ ≤ i. Thus,
max
ξ∈U1
Cmax(pi
′, ξ) ≥ r¯j +
n∑
s=i′
ppi′(s) ≥ r¯j∗ +
n∑
s=i∗
ppi(s) = max
ξ∈U1
Cmax(pi, ξ).
The second inequality holds since the permutation pi is sorted in non-decreasing order of
latest release dates and j is chosen as the smallest index in pi′. 
Theorem 1 implies the polynomial time solvability of Robust Absolute 1|rj |Cmax with
uncertainty set U1. Moreover, it is straight-forward to see that statement of Lemma 1
still holds for still holds true for the uncertainty set U2. Thus, Theorem 1 carries over
to U2 as well. We obtain the following result:
Corollary 1. The problem Robust Absolute 1|rj |Cmax with uncertainty set U1 or U2 can
be solved optimally in time O(n logn). 
4. Robust Regret Scheduling
We consider the minimum regret version of 1|rj |Cmax and we start with uncertainty
set U2. The goal of Robust Regret 1|rj |Cmax is to find an optimal regret schedule such
that the makespan regret (opportunity loss) overall scenarios is minimal, i.e., to find a
permutation pi minimizing
R(pi) = max
ξ∈U2
R(pi, ξ) = max
ξ∈U2
(Cmax(pi, ξ)−M(ξ)),
where M(ξ) = min{Cmax(pi, ξ) : pi ∈ Π } is the optimal makespan value for the problem
in a known scenario ξ ∈ U2. Recall that for a fixed scenario ξ the problem can be solved
in time O(n logn) by applying the ERD rule. A job j, pi(i) = j, is called a critical-regret
job for pi under the worst-case regret scenario ξ if it is a critical job in the worst case
regret scenario, i.e., R(pi) = rξj +
∑n
s=i ppi(s)−M(ξ). Fix a scenario ξ. An increase of the
release date of a job j is called sufficiently small if there is an optimal permutation pi∗
for ξ and at least one critical job for pi∗ (from before the increase) that is still critical
for pi∗ afterwards (note that the resulting scenario need not be contained in U2 even if
ξ ∈ U2). Such an increase always exists: Take any optimal permutation pi
∗. If job j is
already critical in scenario ξ for pi∗, then this job still remains critical. Otherwise, there
is a positive amount of idle time in pi somewhere after job j and by setting ε to this idle
time ensures that any critical job (from before the increase) remains critical.
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Lemma 2. Let ξ be any fixed scenario and ξ′ be the scenario obtained from ξ by a
sufficiently small increase ε > 0 of the release date of some job j. Then, M(ξ′) − M(ξ)
≤ ε, i.e., the optimal makespan value increases by at most ε.
Proof. Let pi∗ be the optimal schedule with makespan value M(ξ), and j∗ a critical job
for pi∗ under both scenarios ξ and ξ′. Then rξ
′
j∗ ≤ r
ξ
j∗ + ε. We obtain
M(ξ′) ≤ Cmax(pi
∗, ξ′) = rξ
′
j∗ +
n∑
s=i
ppi∗(s) ≤ M(ξ) + ε,
where i = pi(j∗) is the position of j∗ in pi∗. This is what we wanted to prove. 
Let ξj be the scenario associated with job j such that:
(i) The release date of job j takes the corresponding upper bound.
(ii) The other release dates of jobs take the corresponding lower bounds.
Such a scenario was already used in Lemma 1 in the special case that j is a critical job.
Clearly, the above constructed scenario satisfies ξj ∈ U2 for all j ∈ J .
Lemma 3. Let pi be a fixed permutation of the jobs. Let j ∈ J be the job maximiz-
ing R(pi, ξj). Then ξj is a worst-case regret scenario for pi in U2.
Proof. Let ξ ∈ U2 be a worst-case regret scenario for pi and j
∗ be a critical-regret job
for pi under scenario ξ. If rξj∗ < r¯j∗ , then there exists a sufficiently small non-zero increase
ε, 0 < ε < r¯j∗ − r
ξ
j∗ , for the release date of job j
∗. Since we increase the release date
of the critical job j∗ by a sufficiently small increase ε, the value Cmax(pi, ξ) is increased
by ε and the value M(ξ) is increased by at most ε by Lemma 2.
Let ξ′ be the scenario where we increase the release date of rj∗ to its upper bound.
The regret with respect to ξ′ is at least as large as with respect to ξ, but ξ′ may not
be contained in U2. Now let us show that ξ
′ can be transformed into the valid scenario
ξj∗ ∈ U2 without decreasing the regret. Consider any job j
′ ∈ J that differs from job j∗.
If we decrease the release date of this job, then the value Cmax(pi, ξ
′) does not change.
Moreover, the value M(ξ′) does not increase, hence the regret value R(pi, ξ′) does not
decrease. Thus, if we replace the release dates of all jobs j′ 6= j∗ by the corresponding
lower bounds rj′ , the scenario ξ
′ = ξj∗ still remains a worst-case regret scenario for pi.
By the assumption that j maximizes, R(pi, ξj), i.e., R(pi, ξj) ≥ R(pi, ξj′ ), for all j
′ ∈ J ,
we can conclude that ξj is a worst-case regret scenario for pi. 
Corollary 2. The set { ξj | j ∈ J } ⊆ U2 contains a worst-case regret scenario for every
permutation pi.
Proof. For any permutation pi, Lemma 3 shows that the scenario ξj with R(pi, ξj)
maximum is a worst-case regret scenario. 
Theorem 2. An optimal schedule pi for Robust Regret 1|rj |Cmax is obtained by sorting
all jobs in non-decreasing order of r¯j −M(ξj), i.e.,
r¯pi(1) −M(ξpi(1)) ≤ r¯pi(2) −M(ξpi(2)) ≤ · · · ≤ r¯pi(n) −M(ξpi(n)).
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Proof. Let pi be the permutation from the claim and let j∗ with j∗ = pi(i∗) be a critical-
regret job for pi under its worst-case regret scenario ξj∗ . If pi
′ 6= pi is another permutation,
then there exists a job j whose position in pi is in [i∗, n], and its position in pi′ is in [1, i∗].
We choose a job j with smallest index in pi′ satisfying this property. Let pi(i) = j and
pi′(i′) = j. Thus, i′ ≤ i∗ ≤ i and
R(pi′) ≥ R(pi′, ξj) = Cmax(pi
′, ξj)−M(ξj)
≥ r¯j +
n∑
s=i′
ppi′(s) −M(ξj)
≥ r¯j∗ +
n∑
s=i∗
ppi(s) −M(ξj∗)
= R(pi, ξj∗ ) = R(pi).
The third inequality holds since permutation pi is sorted in non-decreasing order of r¯j −
M(ξj) and j is chosen as the smallest index in pi
′. Since j∗ is a critical-regret job for pi
under scenario ξj∗ , the second equality is implied. 
Again, the results of the previous theorem allow us to conclude polynomial time
solvability of Robust Regret 1|rj |Cmax with uncertainty set U2. As in the previous
section, it can be readily verified that the result of Theorem 2 remains valid if we replace
the uncertainty set U2 by U1.
In order to compute all values M(ξj) we can first sort all the jobs in order of their
lowest possible release dates in time O(n logn) and then update the sorted order n times
by raising the release date of a single job (and then decreasing it afterwards). Each
update of the order needs O(log n) time if we use binary search. Hence, all the optimum
sequences M(ξj) can be computed in time O(n log n). However, we still need to evalu-
ate the objective function value for each of these solutions, which takes O(n) time per
solution, resulting in a total time of O(n2).
We can, in fact, improve this running time to O(n logn) by describing a more efficient
way of computing the values M(ξj) for all jobs j ∈ J , which is done in the lemma below.
This enables us to solve the robust regret version in asymptotically the same time as the
non-robust case.
Lemma 4. The values M(ξj) for all j ∈ J can be computed in O(n log n) time.
Proof. We denote the scenario in which all release dates take their smallest value by
ξ, that is, r
ξ
j = rj for all j ∈ J . First, we sort the jobs in non-decreasing order of these
release dates in O(n log n) time and assume that r1 ≤ . . . ≤ rn for the rest of the proof. In
this situation we know that the optimal schedule for ξ is given by the ERD rule and is the
identity permutation pi. This lets us compute information about the optimal schedule.
We obtain, for all j ∈ J , the completion times Cj(pi, ξ) = max{Cj−1(pi, ξ), rj} + pj
(where C0(pi, ξ) := 0) and the differences εj := Cj(pi, ξ)− (rj+pj) between these and the
earliest possible completion times. Additionally we compute the idle time aj = max{rj−
Cj−1(pi, ξ), 0} directly before job j and the total idle time fj =
∑
s>j as = fj+1 + aj+1
after job j, for all j ∈ J . All of this requires linear time.
For j ∈ J , let uj := max{k : rk ≤ rj}, which can be computed in O(log n) time for
any fixed j by a binary search. Let pij be the permutation where we move the job j to
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the position after uj , that is, pij(i) = i for i ∈ {1, . . . , j − 1, uj + 1, . . . , n}, pij(i) = i+ 1
for i ∈ {j, . . . , uj − 1}, and pi(uj) = j. This permutation is optimal for ξj by the ERD
rule. One final parameter we require is mj := min{pj , εj+1, . . . , εuj}. We show how to
compute these values efficiently at the end of the proof.
To determine M(ξj) we note that Cs(pij , ξj) = Cs(pi, ξ) for s = 1, . . . , j − 1. The re-
moval of job j at the jth position means that we can potentially schedule the jobs s in the
interval j+1, . . . , uj sooner. Job j+1 can be scheduled earlier by min{pj, εj+1} units of
time and subsequent jobs s are limited by εs and the decrease of the previous job’s com-
pletion time. Inductively this gives us that Cs(pij , ξj) = Cs(pi, ξ)−min{pj, εj+1, . . . , εs}.
Consequently, the completion time of job j in ξj is given by
Cj(pij , ξj) = max{Cuj (pij , ξj), rj}+ pj = max{Cuj (pi, ξ)−mj , rj}+ pj
= Cuj (pi, ξ) + pj −mj +max{0, rj − Cuj (pi, ξ) +mj} =: Cuj (pi, ξ) + hj .
The remaining jobs uj + 1, . . . , n are scheduled in the same order as before, with the
sole difference that the job uj is now delayed by hj ≥ 0. We note that the delay
zs := Cs(pij , ξj) − Cs(pi, ξ) of job s ∈ {uj + 1, . . . , n} is then equal to the delay of
the job preceding it, decreased by the potential idle time as before processing job s.
Therefore zuj+1 = max{hj − auj+1, 0} and zs = max{zs−1 − as, 0} for s > uj + 1.
The last expression can be rewritten to zs = max{hj −
∑s
k=uj+1
aj , 0} resulting in
M(ξj) = M(ξ) + max{hj − fuj , 0}. Using this formula and our previously computed
parameters we can determine each M(ξj) in constant time.
So we just need to show how to compute the values mj in O(n logn) time. We
describe a pre-processing that requiresO(n) time and then give an algorithm to determine
min{εs : l ≤ s ≤ u} in O(log n) time. This lets us compute mj as the minimum of pj
and min{εs : j + 1 ≤ s ≤ uj}.
In the preprocessing step we compute the minima in intervals of length 2, 4, . . . , 2q
where 2q−1 < n ≤ 2q. More precisely, in step k we compute the minima in the intervals
from j+1 to j+2k where j satisfies that 2k divides j (2k | j) and j+2k ≤ u. The intervals
are illustrated in Figure 1. These computations require constant time as it is just the
minimum of the two minima of the intervals j+1, . . . , j+2k−1 and j+2k−1+1, . . . , j+2k
computed in the previous step. As there are ⌊ n
2k
⌋ intervals of length 2k that we need to
compute, the total running time is O(n).
The algorithm for computing min{εs : l ≤ s ≤ u} now uses the precomputed values
by, essentially, taking the minimum over largest interval available starting at the lower
bound that does not exceed u and then updating the lower bound to the end of that
interval (plus one). It then returns the minimum of all values regarded, which is the
result.
To obtain the running time, we run the algorithm in two phases. The first is an
increasing phase, in which the lengths of the intervals regarded are non-decreasing. In
it, we start at j = l − 1 by regarding intervals from j + 1 to j + 2k for k = 0. As long
as j + 2k+1 ≤ u and the value for this longer interval is precomputed, so if 2k+1 | j,
we increment k. If one of these conditions fails, we store the minimum on the interval
j +1, . . . , j +2k and increase j by 2k and continue. Note that 2k | j implies that 2k also
divides j +2k, so the interval of length 2k is also precomputed at the new j. This phase
ends when j+2k > u, at which point we require smaller intervals to cover the remainder.
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Figure 1: Illustration of the two-phase approach to compute the values mj .
This phase needs O(log n) time as k is bounded from above by q ≤ logn and there
can be at most that many increment steps. An update step caused by j + 2k+1 > u
results in a termination of the phase, whereas one caused by j not being divisible by
2k+1 results in the new index j + 2k being a multiple of 2k+1. This means that such an
update is followed by an increment step or a violation of j + 2k+1 ≤ u in the next step,
the latter of which leads to a termination once more.
In the second, decreasing, phase we decrement k if j+2k > u and otherwise perform
an update by again storing the minimum from j + 1 to j + 2k and increasing j by 2k.
Here every update reduces the length of the remaining interval by at least half, and
there are are most O(log n) updates and decrements. Hence, this procedure computes
the minimum in logarithmic time. 
Corollary 3. The problem Robust Regret 1|rj |Cmax with uncertainty set U1 or U2 can
be solved optimally in time O(n logn). 
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