Let f (G) and f (G) be the fractional domination number and fractional total domination number, resp., of a graph G. We show that f (G)
Deÿnitions
The notation is from [6] . The domination number (G) is the minimum size of a domination. A total domination is a set of vertices S where every vertex of G is in N (v) for some v ∈ S. The total domination number (G) is the minimum size of a total domination. If G has isolated vertices, there are no total dominations, in which case, deÿne (G) = ∞.
We can deÿne fractional versions (see Fig. 1 ). Let 1 be the vector of all ones. Let 0 be the vector of all zeros. Let A(G) be the adjacency matrix. The fractional domination number f (G) is the value of this linear program: minimize 1 T x subject to (A(G) + I )x ¿ 1 and x ¿ 0: ; so f (G) = 5 3 . Weights in (b) and (d) both add to 11 5 ; so, f (G) = Solutions (not necessarily optimal) to (1) are fractional dominations: nonnegative weights on vertices whose sum in any closed neighborhood is at least one. Forcing x to have integer entries transforms (1) into an integer program for (G). Similarly, the fractional total domination number f (G) is the value of this linear program:
Solutions to (2) are fractional total dominations: nonnegative weights on vertices whose sum in any open neighborhood is at least one (see Fig. 1(b) ). If G has isolated vertices, there are no fractional total dominations; in which case, deÿne f (G) = ∞. Forcing x to have integer entries transforms (2) into an integer program for (G). Linear programming duals to (1) and (2), resp., are maximize 1 T x subject to (A(G) + I )x 6 1 and x ¿ 0;
and maximize 1 T x subject to A(G)x 6 1 and x ¿ 0:
Being duals, (3) has value f (G) and (4) has value f (G) (if G has no isolated vertices). If x is forced to be integer, the value of (3) is the packing number: the maximum size of a set of vertices with disjoint closed neighborhoods. And provided G has no isolated vertices, if x is forced to be integer, the value of (4) is the open packing number: the maximum size of a set of vertices with disjoint open neighborhoods. Hence solutions to (3) are called fractional packings: nonnegative weights whose sum in any closed neighborhood is at most one. Any solutions to (4) are called fractional open packings: nonnegative weights whose sum in any open neighborhood is at most one.
The main result
This links the studies of two fractional graph parameters (see Fig. 2 ).
Theorem 1. For a graph G with complement G; we have (using
Since it is also nonnegative, y is a fractional open packing of G and hence Let z be a maximum fractional packing of G. Then (A(G) + I )z 6 1; z ¿ 0, and
Since it is also nonnegative, w is a fractional total domination of G and hence
So f ( G) = f (G)=( f (G) − 1) and the result follows.
Applications
Theorem 1 can convert fractional domination results into fractional total domination results and vice versa.
Mycielski's construction
Given a graph G on vertices {v 1 ; : : : ; v n }, Mycielski [4] constructed a new graph (G) on vertices X ∪ Y ∪ {z} with X = {x 1 ; : : : ; x n } and Y = {y 1 ; : : : ; y n }. An edge v i v j in G begets three edges x i x j ; x i y j and y i x j in (G). Also zy i is an edge for all i (see Fig. 3(a) ). Fisher et al. [2] showed
Examples in [2] show f ( (G)) is not a function of f (G). However Theorem 1 reveals a fractional domination result for a new construction. Let u(G) ≡ ( G). Then u(G) is on X ∪ Y ∪ {z} where v i v j again begets x i x j ; x i y j and y i x j . But zx i and x i y i are edges for all i, and Y is a clique (see Fig. 3(b) ).
Theorem 2. For a graph G; we have
Proof. First assume f (G) = 1. Then f ( G) = ∞ and hence f ( ( G)) = ∞ by (10). So f (u(G)) = f ( ( G)) = 1 and the result holds. Otherwise, f (G) ¿ 1. Theorem 1 and (10) gives
Then Theorem 1 gives
Fisher [1] used Mycielski's construction to ÿnd graph families where the denominators of the "fractional chromatic number" (see [1] for a deÿnition) are exponential in the order. We can ÿnd similar families for the fractional domination number and the fractional total domination number. In particular, let G 0 be a 3-cycle and recursively deÿne G k = (G k−1 ). Then |G 0 | = 3 and f (G 0 ) = 
Union and join
The union G ∪ H is the graph with components G and H (see Fig. 4(a) ). We then immediately have (using ∞ + a = ∞):
The join G + H consists of G and H with each vertex of G adjacent to every vertex of H (see Fig. 4(b) ). We then have G ∪ H = G + H . ; f (C 5 ) = 5 2 , and f (P 4 ) = f (P 4 ) = 2, Eq. (14) gives f (C 5 ∪ P 4 ) = Proof. Assume f (G) = 1. Then f ( G) = ∞ and hence 
Theorem 3. For graphs G and H; we have
Theorem 4. For graphs G and H; we have (using
Proof. Theorem 1 and (14) give 
Graph products
Nowakowski and Rall [5] considered four graphs on the Cartesian product of the vertices of graphs G and H .
(1) The strong product G H has an edge between (p; r) and (q; s) if and only if p ∈ N G [q] and r ∈ N H [s] (see Fig. 5(a) ). (2) The categorical product G × H has an edge between (p; r) and (q; s) if and only if p ∈ N G (q) and r ∈ N H (s) (see Fig. 5(b) ). (3) The co-categorical product G × c H has an edge between (p; r) and (q; s) if and only if p ∈ N G [q] or r ∈ N H [s] (see Fig. 5(c) ). (4) The disjunctive product G c H has an edge between (p; r) and (q; s) if and only if p ∈ N G (q) or r ∈ N H (s) (see Fig. 5(d) ).
