. . western Washington. The method uses multiple linear regression to estimate the monthly mean streamflow for the combined months of September and October (a low-flow period), October (initial fall transition), and November (onset of the fall precipitation season). The predictors in the equations are monthly values and 3-month averages of the monthly values of hemispheric-to-regional variables calculated using atmospheric and sea-surface-temperature data, hydrometeorological data, and sunspot numbers.
Five equations were calibrated and tested, two for September-October inflows (14-and 13-month lead times), two for October inflows (11-and 2-month lead times), and one for November inflows (14-month lead time).
The equations were initially calibrated using 27 years of data from the 1952-96 period and were tested using the remaining 18 years of record. The calibrated equations were significant at greater than a 95-percent level. The results of the testing indicated that the equation for November had the largest rsquared value (0.80) and the equations for the other inflow periods had values that ranged from 0.43 to 0.57. For all equations, the standard error for the inflow estimates of the testing period was less than the standard deviation of the observed values. This initial testing suggested the potential future performance of the equations.
The final equations were calibrated using data for all years from the 1952-96 period. The September-October, October, and November equations had rsquared values of 0.71 and 0.70, 0.74 and 0.80, and 0.82, respectively. These values were smaller than those from the initial 27 -year calibration period and larger that those from the 18-year testing period. The r-squared values, residual values, and standard errors all indicate that the equations, on the average, will perform reasonably well.
The equations provide a tool for the management of reservoir outflows, especially to help guide existing management decisions such as releasing water in the spring for flushing salmon smolt and, concurrently, storing water for fall releases for steelhead migration and spawning. The ability to estimate the inflows for the fall-transition season, well before the beginning of the fall runoff, may decrease uncertainty in the task of regulation decisions.
INTRODUCTION
The ability to forecast seasonal inflows to reservoirs at long-lead times provides an important tool for the complex task of regulating reservoir outflows. In cooperation with the Tacoma Public Utilities, the Seattle Public Utilities, and the U.S. Army Corps of Engineers, the U.S. Geological Survey developed a method for' calculating forecasts of inflow of the Green River to the Howard A. Hanson Reservoir (Hanson Reservoir) for the September-November fall transition season. Hanson Reservoir is located on the west slope of the Cascade Range in Washington State ( fig. 1 ). KING The fall transition period was chosen because it is acritical period for water supply and fisheries and there are currently no forecasts of streamflow at long-lead times for the September-November period. The forecasts for the Green River also are applicable, in terms of either percentiles or standardized values, to the inflows of the Cedar River to Chester Morse Lake ( fig. 1 ), which is operated by the Seattle Public Utilities. The Green and Cedar Rivers share a common basin boundary and drain the west slopes of the Cascade Range, and their highly variable inflows during the fall-transition season are strongly correlated. The correlation coefficients for the Septemberthrough-November flows between the Green and Cedar Rivers are all greater than 0.90, reflecting the fact that the shape of the outflow hydrographs for these two basins are very similar during this season.
COUNTY
Because each year about 26,000 acre-feet of storage is captured in the Hanson Reservoir for augmentation of summer-fall streamflow, the major issue in this study was to develop a means to forecast inflows, at long-lead times, that would indicate the potential for a wet or a dry fall-transition seasonespecially for October. The forecasts would help to facilitate the management of outflows, in order to meet the conflicting demands of releasing water in the spring for flushing salmon smolt and at the same time storing water for release during the fall-transition season for steelhead, coho, and chinook migration and spawning, as well as for meeting the seasonal water demand.
The method chosen to forecast inflows was to , formulate multiple linear regression equations to estimate the mean monthly flow for the combined months of September and October (a low-flow period), for October (initial fall transition), and for November (onset of the fall precipitation season). This technique is the simplest of the currently used techniques, and it identifies explanatory variables that are the most related to the inflows. Initially, other, more complex techniques were also explored, and they are briefly described in Appendix 2 at the end of the report. The predictors, or explanatory variables, in the equations are monthly values, and 3-month averages of monthly values, of hemispheric-to-regional variables calculated using atmospheric and sea-surface temperature data, hydrometeorological data, and sunspot data. This approach is based on the well-documented strong link in the Pacific Northwest between natural climateforcing mechanisms (on a hemispheric-to-regional scale) and such hydrometeorological aspects as precipitation and streamflow. Thus, the possibility of using equations to forecast streamflow was evident from the persistence and strength of these climate variables and their strong link to temperature, precipitation, snowpack, and streamflow in the Pacific Northwest. The prediction results, although not excellent, indicate that this is a promising method that should be pursued further.
Purpose and Scope
The purpose of this report is to ( 1) describe the selection of explanatory variables for, and the development of five regression equations that forecast inflows to the Hanson Reservoir; (2) document the cal~bration and testing of the equations with historical inflow data for the Hanson Reservoir; (3) assess the performance and reliability of the equations for predicting inflow for the fall transition season and for predicting a wet or a dry year; and ( 4) assess the performance and reliability of the equations, using the most current data, as a measure of future performance.
The explanatory variables used to formulate the equations were selected from four general categories of climate data: sea-surface temperature, regional-climate and atmospheric-circulation measures, North Pacific atmospheric-circulation measures, and hemispheric measures, including sunspots.
The inflow data used to calibrate and test the equations were for the 45-year period 1952-96 from the historical record, which includes a major regional hydrometeorological regime shift in 1967. A "partial period" of 27 years from the 1952-96 data was used to calibrate the initial equations, and the remaining 18 years of record were used to test them, including water years 1992-96 to reflect current conditions. The final equations were calibrated for the complete 1952-96 record and were tested using inflow data for water year 1997.
The seasonal inflows addressed in this report are the sum of the monthly mean flows for the September-October period, the monthly mean October flows, and the monthly mean November flows. Descriptive information for seasonal, monthly, and annual inflows for the Hanson Reservoir is given in Appendix 1; the monthly inflows were provided by Thomas Murphy (written commun., U.S. Army Corps of Engineers, 1994-97) .
The inflows exhibit very low autocorrelation, with a lag-1 coefficient not exceeding 0.06. The September flow volumes exhibit little variability-the range between the 1st-and 70th-percentile flows is nearly equivalent to the standard deviation and is only about one-half of the mean.
Five regression equations were developed for the seasonal inflows. The explanatory variables for the equations use atmospheric-circulation data, sea-surface temperatures, hydrometeorological data, and, for two equations, sunspot numbers. A preliminary exploratory study indicated that monthly values and 3-month seasonal averages (or sums) of the variables were most appropriate for analysis. These two temporal domains are consistent with the seasonal progression of most atmospheric circulation patterns and with the transport of sea-surface temperatures (which also change seasonally) along oceanic currents.
Of the five equations, two are for the September-October inflows, two are for the October inflows, and one is for the November inflows. The lead times for the September-October equations are virtually the same, and the lead times for the October equations are different. Because the October flows are generally about double the September flows, the equations for the September-October inflows typically capture more of the inherent variability of the October flows, which have a standard deviation that is about one and one-half times larger than the mean September flow. In addition, for the complete period of record used in this study , the September and October monthly flows are in phase up to 1967, and thereafter they are not in phase. (Being in phase means that the years of occurrence of higher and lower flows are generally the same.) This change in 1967 is one of the regional hydrometeorological regime shifts described by Vaccaro (1996) .
The lead time of an equation used to predict reservoir inflow is the shortest time span between the beginning of the inflow season and the time represented by any of several explanatory variables of the equation. For example, one of the equations used to predict October inflows uses values of explanatory variables that precede the October inflows by anywhere from 9 to 33 months. In this case, the lead time of the equation is 9 months, because it is the shortest lead time between October and any of the explanatory variables. 4
Physical and Hydrometeorological Setting
The Hanson Reservoir has a storage capacity of 105,463 acre-feet and Chester Morse Lake about 38,137 acre-feet. Mean annual inflow to the Hanson Reservoir is about 1,000 cubic feet per second (ft3s-1) and to Chester Morse Lake about 400 ft 3s-1, representing runoff from 220 square miles (mi2) and 79 mi2, respectively. Streamflow in both basins is supported by both rainfall runoff and snowmelt runoff. The outflow point of the Hanson Reservoir is about 500 ft feet lower in altitude than that of Chester Morse Lake, so not only is the Hanson Reservoir drainage area larger, but more of it lies in the transient-snow zone at lower altitude and with less relief.
Mean annual precipitation in the Cedar and Green River Basins ranges from about 60 to more than 135 inches. April I snow-water equivalent in the Green River Basin is minimal at snow-course sites below about 2,100 feet (ft) in altitude, 20 inches for sites at 3,500 ft, and 34 inches at the highest site at 4,700 ft. The snow-water equivalent at the highaltitude site has historically ranged from 6 to 66 inches. Generally, snow-water equivalent from March to April decreases for areas below about 2,800 ft and increases at higher altitudes. The Green River's mean monthly flows for November-May range from about 1,200 ft3s-1 in November to 1,600 ft3s-1 in December (Appendix 1). August has the lowest mean monthly flows (200 ft 3s-1 ), followed by September (220 ft3s-1). These months of low flows reflect the overall droughtlike character of the summer season in western Washington, which receives about 60 percent of its total water-year precipitation during the months November through March.
For the Green River, the October inflows have the largest coefficient of variation, followed by the
DEVELOPMENT OF THE FORECASTING EQUATIONS
Numerous investigators have documented the strong linkage, at various time scales, between hemispheric-to-regional climate forcing and such aspects as precipitation and streamflow in the Pacific Northwest. See, for example, Yarnal and Diaz (1986), Speers and Mass (1986) , Cayan and Peterson (1989) , Redmond and Koch ( 1991 ) , Ebbesmeyer and others (1989) , and Cayan and Webb (1992) . The persistence, strength, and interconnections of quasi-stationary circulation patterns and sea-surface temperature anomalies has also been well documented. See, for example, Bjerknes (1969) , Horel and Wallace (1981) , Namias (1981) , Rogers (1981) , Barnston and Livezey (1987) , and Namias and others (1988) . The persistence and strength of these climate variables and, their strong linkages to streamflow suggested the possibility of formulating atmospheric-circulation and sea-surface temperature variables that are strongly linked to temperature, precipitation, and streamflow in the Pacific Northwest. These climate-related variables resulted from analysis of regime shifts in precipitation, temperature, snowpack, and streamflow, and their linkage to climate information (Vaccaro, 1996) . The variables are monthly time-series and include such previously well-documented and well-known variables as the Southern Oscillation Index (SOl), which is obtained from the Climate Analysis Center (CAC), National Oceanic and Atmospheric Administration (NOAA). The variables are spatially invariant because they are based on data from fixed points in space.
A screening process was used to obtain a small set of variables from the potentially large number of variables possible. The explanatory variables were used to develop five regression equations: two for the period September-October (at 14-and 13-month lead times), two for October (at 9-and 2-month lead times), and one for November (at a 14-month lead time).
Selection of Explanatory Variables
Generally, the explanatory variables that were chosen had not only a statistical link, but also a climatological basis for a physical link between the variables and Pacific Northwest hydrometeorological variables (Vaccaro, 1996) . Some of the variables considered are not necessarily independent because they are only calculated differently using the same or nearly the same data points. For example, values from two grid points of a data set may be subtracted to obtain one variable and added to obtain another, resulting in, say, a pressure-difference variable and a pressureheight variable, which may or may not be correlated. Some of the variables formulated using 700-millibar (mb) height values (units of tens of feet minus 700) are also represented as standardized series.
Most explanatory variables were hemisphericto-regional variables that are measures of the climate system. Although they also provide estimating ability, few site-specific variables, such as precipitation, snowpack, or temperature, were used because the intent was to make the results from the regression equations (in terms of percentiles or standardized units) more regional in nature. There is a significant relation between the inflows to Hanson Reservoir and streamflow at 22 sites in western Washington. For example, there is a correlation coefficient of 0.93 between the inflows to Hanson Reservoir and the timeseries of the first principal component of the streamflow for the 22 western Washington sites. There is a correlation coefficient of 0.96 between the inflows and the average of the standardized values of streamflow for 11 of the sites that had first-principalcomponent values that were similar to those of the Green River. This suggests that, by using mainly largescale variables and few basin-specific data as explanatory variables, the equations developed for the Green River may also be applicable for some other streams in western Washington. For example, a forecasted 20th-percentile inflow value for Hanson Reservoir may indicate that some other nearby streams might also have a value in the 20th-percentile range.
For three of the five equations, however, sitespecific precipitation and temperature data from the Seattle Public Utilities's Cedar Lake weather station (altitude of 1,460 ft at latitude 47.4167°N and longitude 121.7333°W) and sunspot numbers were used in order to improve the robustness of the equations. The site-specific weather data are used because ( 1) the weather data are highly correlated to the fall-transition period inflows for both the Green and Cedar Rivers, and (2) the site is considered a key indicator of meteorological conditions for the west slope of the Cascade Range in Washington (Rasmussen and Tangborn, 1976; Ebbesmeyer and others, 1989; Vaccaro, 1996) . Mean water-year precipitation at Cedar Lake is 102 inches and has ranged from 67 to 135 inches. Mean monthly precipitation ranges from 14.5 inches in January to 2.2 inches in July. The sunspot numbers are correlated to seasonal inflows, but they are poorly correlated with most of the climaterelated variables; therefore, they provide additional forecasting ability that is relatively independent of the climate variables.
The atmospheric information used in this study consists of the monthly SOl (CAC, NOAA) and diamond-grid, monthly mean 700-mb heights for the Northern Hemisphere (data from 1947-95 from D. R. Cayan, written commun., U.S. Geological Survey, 1995;  data from 1996 to present from CAC, NOAA-extracted from the monthly mean values contained in the climate data assimilation system (CDAS) data set). The sea-surface temperature data set used in the preliminary stages of this study consisted of 5° -gridded monthly means for the latitude range 20°-60°N and the longitude range 11 0°W-130°E (D. R. Cayan, written commun., U.S. Geological Survey, 1995) . The final sea-surface temperature data set consisted of 4 o -gridded monthly means for the same area. This data set was obtained by averaging the 1 ogridded monthly means of the optimally interpolated sea-surface temperature data for the period 1982 to present, obtained from the National Center for Environmental Prediction (NCEP), NOAA. For the period 1950-81, reconstructed sea-surface temperatures on a 2° -grid (Smith and others, 1996) were averaged to the 4°-grid. The sunspot number time-series was obtained from the National Geophysical Data Center (NGDC) operated by NOAA. The SOl, CDAS, and sea-surface temperature data can be obtained from the CAC/NCEP world wide web site, and the sunspot data can be obtained from the NGDC site.
The water years of record for the SOl were 1933-96, for the CDAS were 1950-96, and for the seasurface temperature were 1947-96; the sea-surface temperature data set started in January 1950, and the 700-mb data set started in December 1946. Thus, most of the atmospheric and sea-surface temperature data used to formulate the variables have a common period of water years 1950-96 (47 years). The actual record length used in the analyses ranged from 44 to 48 years because of the long-lead aspect of the equations. The sunspottime-series began in 1750.
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Development of Final Explanatory Variables
Each explanatory variable in an equation is a time-series measurement for some specific prior time: for example, a December value of a 4 o -grid sea-surface temperature would be used in an equation to predict the following October inflow. Because of the potentially large number of possible explanatory variables, a screening process was used to obtain a small set of variables to be used in a stepwise regression analysis. As a result of this process, a lead time was selected for each equation and the understanding of the relation between inflows and the climate system was improved.
Values of monthly explanatory variables and their 3-month averages initially were screened using a correlation analysis to determine which variables correlated most strongly to each of the seasonal inflow periods. The correlation coefficients were calculated by lagging the variables 1 month at a time, starting in October of the fall-transition season and ending 3 years prior to the October. For example, for the 3-month averages, calculation of a correlation coefficient might be based on the 45-year period of record for, .say, a March-April-May average of some variable and the following October inflow; the next correlation coefficient would be for the February-March-April average of the variable and the October inflow. Each monthly time-series therefore has 72 potential values (36 months plus the 3-month averages for the 36 months) for use in regression analysis. This screening analysis was repeated with cubed values of the 3-month and monthly variables because cubing emphasizes the extremes of some variables.
Several thousand correlation coefficients were examined. It was determined that, for each of the three seasonal inflows, a large number of variables were significantly correlated at various time lags. To further screen the significantly correlated variables, they were stepwise regressed against the corresponding inflows. The regression was done for several partial periods consisting of 26 years of inflows and also for the 1952-96 period. The 1952-96 period was used because there have been distinct temporal changes, including shifts and trends, in the persistence, strength, existence, and centers of major circulation features that are not fully captured by partial periods or by spatially invariant variables (Vaccaro, 1996) .
The results of both the compilation of the significantly correlated variables and the regression analysis were used to select five sets of 20 to 50 variables, one set for developing each of the five regression equations. This selection was oriented to finding the fewest number of variables common between the sets, and was also aimed at obtaining sets of variables that were somewhat consistent with the seasonal progression of hemispheric-North Pacific circulation features (Barnston and Livezey, 1987) and North Pacific features (Vaccaro, 1996) . Both the September-October and the October equations share common variables because most of the climate signature is represented in the highly variable October inflows.
A preliminary exploratory analysis determined that five to nine variables is a reasonable number for an equation. Using fewer than five variables allows one to two variables to be too influential. Using more than about nine variables leads to stability problems that are probably due to (1) the effects of large changes in variables that are not as strongly correlated as the first one to nine variables, (2) increasing cross correlation between variables as the number increases, and (3) increasing noise with increasing variables (because the less-dominant modes of hemispheric-to-regional circulation features contain more noise).
Function of Explanatory Variables in Equations
Nineteen variables were selected to be used in the formulation of the five regression equations and they are listed in table 1. The variables can be grouped into four general categories: sea-surface temperatures (sst), regional climate and atmospheric-circulation measures, North Pacific atmospheric-circulation measures, and hemispheric measures.
The sst variables (variables 1-4 in table 1) essentially account for the persistence of Pacific Ocean temperatures in the upper part of the water column in certain regions of the North Pacific. This persistence is associated with the development of anomalous sst patterns and affects atmospheric-circulation features. Sstl accounts for sst persistence during the summer for a region located offshore of the Pacific Northwest that borders the eastern edge of a cold-water pool associated with a major circulation feature called the Aleutian Low. Sst2 and sst3 account for changes and persistence in sst's from summer into winter near the influential California Current. Based on the preliminary exploratory analysis, sst4 is an indicator of west-east sst gradients and the movement of water across the northern part of the Pacific.
All but one of the regional measures (variables 5-1 0) indicate the importance of persistence during the May through July period. The lead time for the variables also corresponds to the dominant frequencies contained in the reservoir inflows for the fall-transition season as determined by harmonic analysis. Variables 5 to 8 essentially measure the tropospheric atmospheric conditions centered over northwestern Washington and southwestern British Columbia, Canada, and are influential for the following reasons (Vaccaro, 1996) :
( 1) the variables are indicative of the strength and location of an influential high-pressure cell (HIGH-PRESSURE) that is one of the centers of a dominant hemispheric circulation pattern; (2) the height field over northwestern Washington determines or affects the magnitude of the upper-level winds, the location of storm tracks, and the strength of the zonal (latitudinal) or meridional (longitudinal) atmospheric flow. These three aspects are accounted for by the HEIGHT, HEIGHT-STAND, and NSGEO variables. Variables 9 and 10, the data for the Cedar Lake weather station, capture the persistence in wet/dry and warm/cold patterns for part of the west slope of the Cascade Range. The climate signal in the data for this site is very strong at scales from hemispheric to North Pacific to regional. For example, the winter precipitation at this site is highly correlated to the SOl, and is strongly linked to the existence, location, strength, and persistence of the Aleutian Low and an associated coldwater pool. At the regional scale, air temperatures for the Cedar Lake site are strongly related to geostrophic flow over northwestern Washington, and the variable captures major climate-regime changes.
The North Pacific atmospheric-circulation variables (variables 11-16) measure the strength of circulation patterns that influence streamflow in western Washington during the fall-transition season. The variables WPOl, WP04, and NPAC contain features (represented as 700-mb grid-point data) of circulation patterns that are described by Barnston and Livezey (1987) . The EASTPAC circulation pattern was clearly defined as an influential dipole in the preliminary exploratory analysis completed in this study. 4Except for the SOl (variable 17), all atmospheric-circulation variables are calculated from 700-millibar diamond-gridded data; the SOl is calculated using sea-level pressure at Tahiti and Darwin, Australia; STAND, standardized variable: monthly value of variable is standardized by subtracting the mean monthly value for the complete period of record and then dividing by the standard deviation; a dipole consists of 700-mb grid points, generally representing the height difference between a high and a low pressure; a pattern or height field consists of more than two grid cells used to calculate the variable.
This north-south dipole measures the relative strength of a low-pressure region near the typical location of the Aleutian Low (LOW-PRESSURE) and a high-pressure region centered well offshore of central Mexico that is consistent with the generation of storms and storm tracks. The WP04 variable is similar to the EASTPAC except that the high-pressure region is much more to the west. Both WP04 and EASTPAC, which have the same lead time, account for persistence in the atmospheric signal over broad areas just after the winter season. The apparent signal of these two patterns, as seen in the inflow data, changes from the EASTPAC for the September-October inflows to the WP04 for the October inflows, suggesting the importance of a westward translation of a highpressure region during this lead time. The NPAC variable measures a pattern that covers a reasonably large area of the northern part of the western North Pacific. The strength of the NPAC is also an indicator of the future strength of both the EASTPAC and the WP04, and the lead times of the three suggest not a seasonal, but rather an annual progression of influential atmospheric-circulation patterns .
The last three measures (variables 17-19) are classified as hemispheric. The strong influence of the Southern Oscillation/El Nifio phenomenon on global climate and hydrology is well documented. In addition, its influence on the hydrology of the Pacific Northwest also is well documented (Cayan and Peterson, 1989; Redmond and Koch, 1991; Cayan and Webb, 1992; Vaccaro, 1996) . At first, the SOl was excluded from the equations because its large-scale influence on the climate system might interfere with the signal from other important variables. However, the February SOl was significantly related to both the September-October and October inflows at the 33-month lead time. As a result, the SOl was included. Moreover, because of the overall weak precursor climate signal contained in these first 2 months of the fall-transition season, some kind of explanatory variable was needed that accounted for variance in the inflow data. Sunspot numbers are known to be correlated with many geophysical phenomena, but the cause-effect relations are unknown and vigorously debated. The cube of the sunspot number provides estimating ability and is not significantly correlated to most other variables. Thus, sunspot variables 18 and 19 are included in two equations, resulting in more reliable and independent equations.
The Forecasting Equations
The five multiple linear regression equations developed to forecast inflow to the Hanson Reservoir are presented below for each inflow period and each equation lead time. The equations were developed using the inflows for the complete 1952-96 period.
Equations 1 and 2 are for September-October inflows and they use explanatory variables with values from about 3 years to 13 months prior to September. Equations 1 and 2 have lead times of 13 and 14 months, respectively. Equations 1 and 2 share five variables, and equation 2 has two additional variables, HIGH-PRESSURE and sstl. Sst1 essentially builds on the concurrent strong relation between a central North Pacific cold-water pool and the average geopotential height-field over northwestern Washington (HEIGHT-STAND), and the former apparently accounts for persistence in the high-pressure cell. Both equations calculate nearly the same inflow values.
Equations 3 and 4 are for October inflows and they use explanatory variables with values from about 3 years to 2 months prior to October. Equations 3 and 4 have lead times of 9 months and 2 months, respectively. The lead times of the variables in equation 4 (see table 1) indicate that they capture a distinct temporal progression of climate influences on subsequent October flows.
Equation 5 is for November inflows and it uses explanatory variables with values from 30 to 14 months prior to November. Equation 5 has a lead time of 14 months. All the variables but one are for the period May-August, and four of the seven variables are for the period of May-June. The clustering of explanatory variables during these times indicates that the summer transition is an important period for defining persistence in the system, which is obviously complexly related to the November inflows.
The five regression equations are as follows. 
RESULTS FROM CALIBRATION AND TESTING OF EQUATIONS
The initial equations were calibrated using stepwise regression based on 27 years of record from the 1952-96 period. To obtain the partial period, the lower, middle, and upper thirds of the years were ranked by September-October inflows, and nearly equal numbers of years were randomly selected from each third. The equations were tested using the remaining 18 years, which is a conservative 60/40-percent split of the record. Water years 1992-96 were included only in the 18-year test period in order to assess the equations under more current conditions. This split-sample procedure allowed for an assessment of potential performance of the equations under both past and future conditions. The final equations were calibrated with the complete 45-year record and were tested for water year 1997. Results from the calibration and testing are shown in table 2.
The testing results from the split-sample calibrated equations (table 2) indicate that the equations provide reasonable and somewhat . independent estimates of the seasonal inflows and suggest how the final equations may perform in the forecast mode. The r-squared, standard error, and standard deviation values reflect the estimating ability of the equations. About 80 percent of all the residual values (observed minus predicted) were less than th~ standard error determined during calibration. That is, more than 68 percent (the expected percentage from regression analysis) of the predicted values from the testing period were less than a standard error from the observed values. The ranges and averages of the residuals of the five equations for the testing period were as follows. .. .. The average residuals and the testing results in table 2 show that the September-October equations (1 and 2) have a bias toward estimating smaller-thanaverage values, the October equations (3 and 4) have little bias, and the November equation (5) has a bias toward predicting larger-than-observed values. Some of the bias in the split-sample testing is retained in the final calibrated equations, discussed later in the section Assessment of Performance and Reliability of Equations. The equations generally performed well under the more recent 1992-96 conditions. The testing results indicate that the performance of the final equations when applied in the forecasting mode should be reasonable.
The observed and predicted values from the final five equations are shown on figures 2-6 and the calibrated statistics are presented in table 2. The rsquared value for the final September-Octoberequations 1 and 2 was about 0.70 with a standard error of about 250 ft3s-1, about 40 percent smaller than the standard deviation of the observed values and 65 percent smaller than the mean (table 2) . Although there is a slight difference in estimating ability between equations 1 and 2 (table 2), it is not easily discerned when comparing the difference in the scatter about the diagonal between figures 2 and 3. The additional two variables used in equation 2 should help to produce somewhat different estimates from those of equation 1, but the overall results will be similar. In practical terms, for potential future use of the equations the forecasted inflows from equations 1 and 2 may best be averaged. The final October equations (3 and 4) had rsquared values of 0.74 and 0.80 and standard errors of 188 ft3s-1 and 166 ft3s-l, respectively (table 2) In comparison to the other equations, equation 5 better represents the observed values ( fig. 6) , with an rsquared value of0.82 and a standard error of 415 ft3s-l (table 2). Most of this improvement can be accounted for by the fact that the November inflows generally contain a much stronger climate signal than either the September or October inflows, and this signal is apparently captured by the variables in equation 5. In western Washington, the third largest precipitation of all the months happens in November, and thus November is strongly linked to the winter atmosphericcirculation regime. The persistence in the atmospheric-oceanic system (which the equations essentially attempt to account for) is reflected in the November inflows. The standard error, which reflects the standard deviation of the residuals, is considerably less than the standard deviation of the observed values, as demonstrated on figure 7. This figure also illustrates the bias to predicting larger-than-observed values (negative residuals)
A final calibrated equations (table 2). The potential error sin predicted values for equations 1-5 are, respectively, 251 ft3s-1, 248 ft3s-1, 188 ft3s-I, 166 ft3s-l, and 415 ft3s-l. The smaller an estimated inflow value is, the larger its potential percent error would be. The equations will yield good results on average, but not necessarily in every individual year. The reason is that the equations are statistical; that is, forecasts for some years may be out on the distribution tail strictly by chance or because of changes in the climate regime. The observed inflows for the fall-transition period for water year 1997 were some of the largest on record, and the forecasted inflows were also well-above average. Although the monthly mean flow for September was a 30th-percentile value (based on the 1952-97 period of record), both the observed and forecasted inflows for the September-October period were large. The large values demonstrate both the differences between the monthly mean September and October inflows and the fact that equations 1 and 2 typically capture the variability in October inflows. In terms of standardized series (standardized series have a mean of zero and a standard deviation of 1 ), the observed flows ranged from 1.63 for November to 2.66 for October. The forecasted inflows ranged from 0.26 for November to 1.16 for October, and except for November, all values were more than one-half of a standard deviation above the mean. Overall, this first
Observed low flowsl
The number of times that the calibrated discharge is in these Equations ranges of standardized units used to compute Less -0.5 0 Greater calibrated than to to than discharge -0.5 0 0.5 0.5 application of the equations to future conditions produced reasonable estimates. The reliability of the equations for forecasting low-and high-flow periods was assessed using standardized series for the observed and calibrated values. Using standardized data allows for the comparison of two series whose distributions or values may not be the same. For the inflow periods during the years that the observed values were more than half a standard deviation from the mean (values greater than 0.5 or less than -0.5), the observed and calibrated values (figures 8-10) are compared graphically for each inflow period. Values less than -0.5 represent low flows and values greater than 0.5 represent high flows.
The calibrated values for the corresponding observed low-and high-flow inflows are shown in the table below by inflow period and by the number of occurrences in each standardized discharge range.
Observed high flowsl
The number of times that the calibrated discharge is in these Percentage of ranges of standardized units calibrated low and high flows Less -0.5 0 Greater corresponding than to to than to observed low -0. For October, fully 68 percent of the inflows were more than half a standard deviation from the mean, further showing that October inflows clearly represent two distinct populations. For equation 5 (November inflows with 23 observed values-13low flow, 10 high flow), 61 percent of the calibrated values plot correctly ( fig. 10 ). Thus, with a reasonable probability, the five equations are able to capture the occurrence of lowand high-flow discharge values. All but 7 of the 79 calibrated low-flow values were less than the mean and only 4 of the 54 possible high-flow values were less than the mean. This suggests that the equations also provide reliable estimates of below-or above-average inflows for the fall-transition season.
The closeness of values to the diagonal on figures 8-10 demonstrates the match of the calibrated values to observed values for extreme years, and grouping of values above or below the diagonal indicates the potential bias. A bias toward overprediction-predicting larger-than-observed values for high-flow years or smaller-than-observed for low-flow years-would be better than a bias toward underprediction. Over-prediction identifies occurrences of inflows more than half a standard deviation from the mean. In under-prediction, calculated values are not only closer to the mean but they may also be above the mean during a low-flow year and below the mean during a high-flow year.
Equations 1 and 2 have a bias to under-predict the extremes (fig. 8 ). The preponderance of the calibrated values lie above the diagonal for low flows (in three cases greater than the mean) and below the diagonal for high flows (no occurrences of less than the mean). Although eight values from equations 3 and 4 were of the opposite sign of the observed values ( fig. 9 ), these equations have less overall bias than equations 1 and 2. There also is a tendency for the standardized values for low-and high-flow years from both equations 1 and 2 to be more similar to those from equation 4 than from equation 3.
The calibrated values for November ( fig. 10 ) show little bias and a good fit for the high-flow years. For low-flow years, there is a reasonable fit but a bias for calculating larger-than-observed values (underprediction) . This bias also occurred for the low-flow, split-sample testing years. All equations generally capture the occurrences of high flows better than low flows, especially equations 3 and 4 ( fig. 10, above  table) .
For each inflow period there were more occurrences of low-flow years than high-flow years, indicating the increased probability for the falltransition season to be dry. Indeed, for October, there were 6 more low-flow years than high-flow years, representing about 13 percent of the 45-year period of record used in the analysis. However, the range of the low-flow values is much smaller than the range of high-.
. flow values (figs. 8-10). For example, for the three inflow periods, the range between the upper 30thpercentile values varies from four to nine times the range between the lower 30th-percentile values. These differences, which are also exhibited by the Cedar River inflows, identify important aspects of the hydrology of the two basins and their relation to climate forcing-the basins can only get so dry, but they can get very wet. The equations are better able to capture the wet extremes because of the much larger range in the wetter years.
The climate regime differs greatly between lowand high-flow years because low and high flows generally are derived from two separate populations, each with specific characteristics. If one considers only the question of whether the fall-precipitation season will start in October or November, then these differences are quite important. For example, for the 45 years of record used in this analysis, 13 of the standardized October inflows had values greater than 0.5 and one October had a value of 0.44. In practical terms, about 30 percent of the time the precipitation season began in October and the amount of precipitation was enough to sustain higher flows. The remaining 70 percent of the time, October inflows were smaller than the mean (about 70 percent of which could be considered low-flow years). The October equations captured the occurrence of the onset of the fall-precipitatio~ season about 85 percent of the time. The climate regime that drives the wet Octobers is apparently accounted for in equations 3 and 4. There were only six occurrences of concurrent high flows during both October and November, but all of the November standardized values during high-flow Octobers were greater than -0.5. Given that in the historical record no very-low-flow November years occurred during high-flow Octobers, the October equations should provide reasonable estimates if the fall precipitation season will not only start in October, but may continue through November. 
POTENTIAL USE AND PROBLEMS WITH EQUATIONS
The equations may be used for reservoir management in several ways. One way is to calculate the inflows and then account for the values when making reservoir release decisions throughout the year. Another way that they may be used is, if equations 1 and 2 (13-and 14-month lead times) calculate a 20th-percentile value for the following September-October inflow, then the observed inflows from January through October for the years that produced, say, 1stthrough 40th-percentile inflows could be used in a management model to assess potential management strategies. This approach could also be used with the results of equation 3 at 9 months lead time and equation 4 at 11 months lead time. Management strategies might include hedging releases at certain times in order to augment flows for the September-October period.
The accuracy of the equations is influenced by the strength and position of atmospheric-and oceaniccirculation patterns. Indeed, at times particular circulation patterns may not even exist. This inherent problem leads not only to a loss of accuracy, but also to the fact that the equations essentially act as detectors of climate-regime shifts. The equations may no longer be valid at some future period because of an overall realignment of atmospheric circulation and sea-surface temperature anomaly patterns. Much of this problem is due to the highly nonlinear and dynamic nature of the ocean-atmosphere system and because, climatologically, the period of record used in this study is short. This problem can be partly overcome by using variables that are more dynamically based; for example, using a pressure-gradient variable rather than the currently used pressure-difference variable. Developing more dynamically based variables for the equations may increase their overall accuracy.
SUMMARY
The U.S. Geological Survey, in cooperation with the Tacoma Public Utilities, Seattle Public Utilities, and the U. S. Army Corps of Engineers, developed a method for estimating, at long-lead times, the falltransition seasonal inflow to the Howard A. Hanson Reservoir. The method uses multiple linear regression equations to estimate inflow values. The equations were developed for three inflow periods: September- 24 October, October, and November. Two regression equations were developed for each of the first two inflow periods and one equation for the November inflows. The equations for the September-October inflows are at 14-and 13-month lead times, the October equations are at 9-and 2-month lead times, and the November equation is at a 14-month lead time. The equations use monthly and 3-month averages of variables that are calculated mainly from atmospheric and sst data.
The equations were initially calibrated using 27 years of data from the 1952-96 period of record. Inflows for years 1992-96 were saved for testing the equations in order to assess the estimating ability of the equations for the most recent period of record used in this study. Testing the equations using 18 years of data resulted in r-squared values that ranged from 0.43 to 0.80. This initial calibration and testing procedure suggested how the equations may perform under future conditions. The final five equations were calibrated using the complete 1952-96 period of record. The final calibrated equations had r-squared values that ranged from 0.70 to 0.82. The equation for the November inflows has the largest r-squared value, and the equations for the September-October inflows have the smallest r-squared values. These results are consistent with the fact that the climate signature becomes stronger as the fall-transition season progresses.
The results and assessment of the final equations showed that the equations generally are able to capture the occurrence of low-flow and, especially, high-flow years. The October equations can provide a reasonable estimate of whether the onset of the fall-precipitation season will begin in October. In addition, the assessment indicates that standardized values should be considered in conjunction with the actual forecast values, especially for the November forecasts, due to the error and bias in the estimates.
The ability to predict reservoir inflows with long lead times can be used to help manage releases from the reservoir throughout the water year. The final equations, with results reformulated in terms of percentiles or standardized units, are also applicable to Chester Morse Lake on the nearby Cedar River. Similarly, the equations may also be applicable to other western Washington streams. 
