ABSTRACT In this paper, we investigate the uplink and downlink transmission of a relay-aided multiuser massive multiple-input multiple-output amplify-and-forward relaying system. In the uplink, the relay station (RS) processes the received signal from K single-antenna mobile users, using maximum ratio combining or zero forcing (ZF), and then forwards the post-processed signal to the base station (BS) which employs the same processing to recover the user signals. In the downlink, the BS processes the signal using maximum ratio transmission or ZF precoding, forwards the post-processed signal to the RS, and then the RS processes the received signals using the same processing used at the BS and then forwards to the K users. In particular, we derive the ergodic spectral efficiency lower bound in closed-form for both uplink and downlink. Furthermore, we examine the power scaling laws and find that the transmit power of nodes can be cut down by a factor of the number of antennas without any performance loss. Finally, we solve the power allocation problem for sum spectral efficiency maximization and presented the power allocation strategy for the considered processing schemes.
I. INTRODUCTION
In recent years, massive/large-scale multiple-input multipleoutput (MIMO) antenna technology has received much attention in wireless communications [1] , [2] . By deploying unconventionally large number of antennas at the base station (BS), massive MIMO systems are capable of mitigating undesirable randomness (e.g., small-scale fading, uncorrelated inter-user interference), thus providing significant gains in both spectral efficiency and energy efficiency [3] - [6] . Other research topics pertaining to massive MIMO include hardware designs [7] , [8] , channel state information (CSI) acquisition [9] - [11] and pilot contamination mitigation [12] - [14] have also been investigated extensively. More importantly, massive MIMO is viable due to its easy implementation. For instance, simple linear receivers, such as maximum ratio combining (MRC) and zero forcing (ZF) receivers, have been proved to be near-optimal. On the other hand, relaying has been extensively explored to provide enhanced coverage and high spatial diversity, especially when the propagation environment experiences significant shadowing [15] - [18] . In this light, MIMO relaying systems have been of great interest and studied over the past years [19] - [24] .
Going a step further, massive MIMO combined with relay networks becomes a competitive candidate in future cellular systems. There has been a number of existing work in this field. Suraweera et al. [25] considered a one-way amplifyand-forward (AF) relaying where the relay station (RS) connects multiple sources and destinations, and showed that the transmit power of each source or RS can be made inversely proportional to the number of RS antennas while maintaining a given quality-of-service. Zhang et al. [26] investigated the power scaling laws of users' transmit power in the uplink system with a massive MIMO BS. The power and spectral efficiency of multi-pair massive MIMO relaying systems with perfect and imperfect CSI acquisition were also addressed in [27] . It was illustrated that the transmit power of users and RS can be scaled down by 1/M α and 1/M β , respectively, as the number of RS antennas, say M , increases, where (α, β) = (t, 1) or (1, t) with 0 ≤ t ≤ 1 for perfect CSI and (α, β) = (t, 1 − t) or (1/2, t) with 0 ≤ t ≤ 1/2 for imperfect CSI. The impact of perfect and imperfect CSI on massive mulituser MIMO systems was also studied in [28] . It was revealed that the transmit power of users can be scaled down by 1/M for perfect CSI and 1/ √ M for imperfect CSI when the number of BS antennas, M , grows to infinity. On a separate branch of effort, two-way relaying also sparked great interest. In [29] and [30] , a two-way AF relaying with distributed and centralized antennas were studied, respectively. The results illustrated that two-way relaying requires more sophisticated techniques to eliminate the inter-user interference, and massive MIMO can be adopted in such a scenario to deliver satisfactory results. Moreover, the two-way relaying with hardware impairments had also been studied. Zhang et al. [31] investigated the spectral efficiency under the fixed hardware quality, and the conclusions revealed that the impact of the hardware impairments vanishes asymptotically when the number of RS antennas grows large. The hardware scaling law was investigated in [32] , which reveals that the level of hardware impairments that can be tolerated is roughly proportional to the square root of the number of RS antennas.
However, the above works about massive MIMO relay systems focus on the scenario where only the RS is equipped with large number of antennas. In a real scenario, it is possible for both the RS and BS are equipped with large number of antennas. Hence, the performance of such a scenario needs to be investigated. In this paper, we investigate the uplink and downlink transmission of a multiuser massive MIMO AF relaying system, in which K single-antenna users simultaneously communicate with a BS through a fixed RS. In particular, we consider the case where the number of RS antennas, M 1 , and the number of BS antennas, M 2 , are both large. To the best of our knowledge, the performance analysis of such a system is not well understood in the literature. In particular, we investigated the performance of the proposed massive MIMO relaying system. Specifically, our main contributions are summarized as follows:
• We derive closed-form approximations of the ergodic spectral efficiency when simple linear processing techniques (MRC/MRC and ZF/ZF of the uplink, and MRT/MRT and ZF/ZF of the downlink) are adopted at the RS/BS.
• We examine the power scaling laws, which shows that the transmit power of each user and the RS can be cut down inverse proportionally to M 1 and M 2 in the uplink, while in the downlink, the transmit power of the RS and the BS can be analogously scaled down, without suffering any performance loss.
• We formulate the power allocation problem for maximizing the sum of ergodic spectral efficiency based on our analytical results. It is revealed that the optimization problem for the ZF/ZF of uplink can be solved by a water-filling algorithm, while the optimization problems for other cases (with schemes MRC/MRC, MRT/MRT and ZF/ZF of downlink), despite of the same form, are intractable and do not permit any closed-form solutions.
To tackle this, we introduce a slackness condition to simplify the original problem and solve the simplified problem by a one-dimensional search. The remainder of the paper is organized as follows. Section II describes the system model of the multiuser massive MIMO relaying system. Section III derives the approximations of the ergodic spectral efficiency for MRC/MRC or ZF/ZF in the uplink and MRT/MRT or ZF/ZF in the downlink, and studies the power scaling laws in different cases. Section IV addresses the power allocation problems of the sum of spectral efficiency maximization in the uplink and downlink. Numerical results are given in Section V and we conclude the paper in Section VI.
Notation: Throughout this paper, we use capital and lowercase boldface letters to denote matrices and vectors respectively, while Tr(·) and † denote the trace and conjugate transposition operation respectively. We use I K denotes the identity matrix of dimension K and E {x} denotes the expectation of variable x. 
II. SYSTEM MODEL
Consider the system model as shown in Fig. 1 , in which K users communicate with a BS through a RS. Each user is equipped with a single antenna while the RS and the BS are equipped with M 1 and M 2 antennas, respectively. We assume that there is no direct link between the users and the BS. In addition, the RS is operating under the AF mode. In this paper, we consider the simple linear processing at RS and BS rather than joint optimization for the optimal beamforming. Clearly, the optimal beamforming can improve the performance of the system, but the complexity of it will be much higher than that of simple linear processing. Moreover, the simple linear processing like MRT and ZF have been proved to be near-optimal.
A. UPLINK
In this subsection, we emphasize on the uplink transmission. During the first phase of relaying, all the users simultaneously transmit their messages to the RS. The channel matrix between the K users and the RS can be expressed as VOLUME 6, 2018
, where the matrix H 1 ∈ C M 1 ×K and the diagonal matrix D 1 ∈ R K ×K contain fast fading and slow fading coefficients, respectively. The entries of H 1 are independent and identically distributed (i.i.d.) complex Gaussian random variables with zero-mean and unit variance, while the kth diagonal entry of D 1 is denoted by η 1k which incorporates the path loss and shadowing. It is assumed that the coefficients η 11 , η 12 , . . . , η 1K are known a priori. The received signal at the RS can be expressed as
where
T is the signal vector of the users with E{xx † } = P, n RS is the additive white Gaussian noise (AWGN) vector at the RS with E{n RS n † RS } = σ 2 RS I M 1 . Note that P is a diagonal matrix where the jth diagonal element P j is the transmit power of jth user. We assume that P i = α i P U where P U = K i=1 P i , hence we have P U A = P with Tr(A) = 1, where α j is the jth diagonal element of diagonal matrix A.
During the second phase of relaying, y RS is first processed at the RS using W 1 ∈ C K ×M 1 according toỹ RS = W 1 y RS . W 1 is normalized to satisfy the total power constraint of Tr(E{ỹ RSỹ † RS }) = P RS , where P RS is the transmit power of RS. Since there are only K independent streams, we use the processing matrix W 1 of size K × M 1 rather than M 1 × M 1 in order to reduce the complexity of signal processing at the RS. Thenỹ RS is forwarded to the BS according to the all pass protocol [33] . Note that the RS only uses K of M 1 antennas for transmission sinceỹ RS ∈ C K ×1 . Similarly, the channel matrix between the RS and the BS can be modeled as G 2 = η 1/2 2 H 2 , where the matrix H 2 ∈ C M 2 ×K contains i.i.d. complex Gaussian entries and η 2 is the slow fading coefficient. Thus, the received signal at the BS can be expressed as
in which n BS represents the AWGN vector at the BS with E{n BS n † BS } = σ 2 BS I M 2 . By substitutingỹ RS we have
Finally, the BS uses W 2 ∈ C K ×M 2 to recover the signal vector of the users, i.e.,
We assume that both the RS and the BS have local CSI, which means that the RS and the BS know G 1 and G 2 , respectively. In the uplink, we consider two signal processing schemes: MRC/MRC at the RS/BS and ZF/ZF at the RS/BS. Specifically, we have W 1 = a * R 1, * and W 2 = R 2, * , where a * is the power coefficient, and R 1, * ∈ C K ×M 1 and R 2, * ∈ C K ×M 2 are linear processing matrices at the RS and the BS respectively. Moreover, * ∈ {mrc, zf} refers to MRC or ZF scheme. To begin with, we denote
1) MRC/MRC
In this scheme, we have R 1,mrc = G † 1 and R 2,mrc = G † 2 . According to the total power constraint, we have
Hence, the processed signal at the BS can be written as
In this case, we have
Similarly, the processed signal at the BS is given bỹ
B. DOWNLINK
In this subsection, we focus on the downlink transmission. During the first phase, the BS processes the signal vector by W 3 ∈ C M 2 ×K according to y BS = W 3 x, before forwarding it to the RS. Note that x ∈ C K ×1 denotes the signal vector of the users with E{xx † } = B where Tr(B) = 1, while W 3 is normalized to satisfy the total power constraint of Tr(E{y BS y † BS }) = P BS . Moreover, β j is the jth element of the diagonal matrix B, and P BS is the transmit power of the BS. Similar to the uplink, the RS only uses K of the M 1 antennas for receiving. Hence, the received signal at the RS is expressed as
where G T 2 is the channel matrix between the BS and the RS, n RS ∈ C K ×1 is the AWGN vector with E{n RS n † RS } = σ 2 RS I K . During the second phase, the RS processes the received signal y RS by W 4 ∈ C M 1 ×K according toỹ RS = W 4 y RS , where W 4 ∈ C M 1 ×K is normalized to satisfy the total power constraint of Tr(E{ỹ RSỹ † RS }) = P RS . Then the received signal of the users can be written as
where G T 1 is the channel matrix between the RS and the K users, n U ∈ C K ×1 is the AWGN vector with E{n U n †
Similarly, we consider two signal processing schemes, namely, MRT/MRT at the BS/RS and ZF/ZF at the BS/RS. As a result, we have W 3 = b * R 3, * and W 4 = c * R 4, * , where b * and c * are power coefficients, and R 3, * ∈ C M 2 ×K and R 4, * ∈ C M 1 ×K are precoding matrices at the BS and the RS respectively. In addition, * ∈ {mrt, zf} represents MRT or ZF scheme.
1) MRT/MRT
In the MRT/MRT, we have R 3,mrt = (G † 2 ) T and R 4,mrt = (G † 1 ) T . According to the total power constraints, b mrt and c mrt can be written as in (14) at the bottom of this page. Therefore, the received signal of the users can be written as
2) ZF/ZF Similarly, the linear processing matrices of the ZF/ZF scheme are
The received signal of the users can be written as
where the power coefficients are given in
III. ERGODIC SPECTRAL EFFICIENCY ANALYSIS
In this section, we analyze the ergodic spectral efficiency of the uplink for MRC/MRC and ZF/ZF and the downlink for MRT/MRT and ZF/ZF, thus discuss the power scaling laws for different cases. However, deriving the exact ergodic spectral efficiency in closed form does not seem possible.
As a result, we resort to obtaining a tight approximation of the achievable spectral efficiency. The ergodic spectral efficiency bound by applying the Jensen's inequality is given by [30] 
where SINR j , R j andR j are the signal-to-interference plus noise ratio (SINR), the ergodic spectral efficiency and the ergodic spectral efficiency lower bound of the jth user, respectively. In fact, the lower bound is tight enough, so R j can be approximated asR j [34] . Based on (19) , the approximated ergodic spectral efficiency can fortunately derived in closed form.
A. UPLINK
In the uplink, we characterize the power scaling laws in the following three cases when both M 1 and M 2 are sufficiently large: Case I,
where E UR and E RB are fixed constants.
1) MRC/MRC
Proposition 1: The ergodic spectral efficiency of the jth user can be written as
where T N 1 and T I MRC are defined as
where S UR and S RB are signal-to-noise ratio (SNR) which defined as S UR P U /σ 2 RS and S RB P RS /σ 2 BS , respectively. In addition, (20) is not an exact lower bound since it is an asymptotic solution.
Proof: See Appendix I-A. In Proposition 1, T N 1 and T I MRC reflect the noise and interuser interference, respectively. Furthermore, we can analyze the characteristics ofR j according to the Proposition 1. We find that the ergodic spectral efficiency approaches to the corresponding bound as M 1 and M 2 grow to infinity for all the cases of power scaling laws which mentioned above. Based on Proposition 1, the upper bounds of case I, case II and case III can be written as
, c mrt = P RS Tr (B )
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From (24), we find thatR j depends on E UR and η 1j , which means that the upper bound of case II depends only on the coefficients of the first phase of relaying for each user. However, case I does not have such characteristic. Moreover, the upper bound of case III depends on both the coefficients of the first and the second phases of relaying, and it is definitely smaller than that of case I and case II, since S UR of case III is less than that of case I while S RB of case III is less than that of case II. In addition, the inter-user interference term T I MRC is eliminated in all three cases.
2) ZF/ZF
Proposition 2: The ergodic spectral efficiency of the jth user is given bȳ
where T N 2 is defined as
where S UR and S RB are SNR which defined as S UR P U /σ 2
RS
and S RB P RS /σ 2 BS , respectively. Proof: See Appendix I-B. Based on the Proposition 2, we find the power scaling laws of the system with ZF/ZF scheme for case I, case II and case III, respectively, as follows:
Unlike the case I of MRC/MRC, the upper bound (28) depends only on the coefficients of the second phase of relaying. Furthermore, MRC/MRC and ZF/ZF have the same performance for all users only when η 11 = η 12 = · · · = η 1K .
On the other hand, from (24) and (29) (30) is sensitive to the slow fading coefficients η 11 , η 12 , . . . , η 1K , hence the performance of ZF/ZF will decreased significantly if any user suffering severe fading.
B. DOWNLINK
In the downlink, we discuss the power scaling laws in the following three cases when M 1 and M 2 are sufficiently large:
Moreover, E BR and E RU are fixed constants.
1) MRT/MRT
Proposition 3: The ergodic spectral efficiency of the jth user can be written as
where T N 3 and T I MRT are defined as
where S BR and S RU are SNR which defined as S BR P BS /σ 2 RS and S RU P RS /σ 2 U , respectively. In addition, similar to the MRC/MRC, (31) is not an exact lower bound since it is an asymptotic solution.
Proof: See Appendix II-A. Based on the Proposition 3,the upper bounds of case I, case II and case III can be, respectively, written as
According to the conclusion of the power scaling laws of MRC/MRC and MRT/MRT, we find that (35) is similar to (23) while (34) is similar to (24) , which reflects the reciprocity between the uplink and downlink.
2) ZF/ZF
Proposition 4: The ergodic spectral efficiency of the jth user is found as
where T N 4 is defined as (27) does not incorporate such term. In Section IV, we find that such difference has a significant impact on the solution of the power allocation problem. Moreover, from Proposition 4 we find that the ergodic spectral efficiency of each user will be the same if
Similarly, the power scaling laws of the proposed system with ZF/ZF are as follows:
Like the uplink, the upper bound of MRT/MRT and ZF/ZF coincides with each other for case I according to (34) and (39). On the other hand, we see that both case II and case III are sensitive to the slow fading coefficients η 11 , η 12 , . . . , η 1K . Interestingly, the sensitivity of case II can be reduced if B is well-designed. For example, we appoint β k = η 1k for the users which suffering severe fading, while holding the constraint Tr(B) = 1. Obviously, the term Tr(D
−1
1 B) will decrease under this condition.
IV. POWER ALLOCATION
In this section, we consider a power allocation strategy for both uplink and downlink to maximize the sum of ergodic spectral efficiency. Assuming that P U , P RS , P BS , M 1 and M 2 are fixed system parameters, we will investigate the power allocation problem for various signal processing schemes used in the uplink and downlink. Since the lower boundR j of (19) is tight, we useR j as the ergodic spectral efficiency in the optimization. In general, it is difficult to solve the power allocation problem for MRC/MRC and MRT/MRT due to the coupled inter-user interference term. However, we find that the inter-user interference term is disappeared under the condition of power scaling laws. This reveals that under the low SNR region, inter-user interference can be neglected.
In this section, we focus on such condition, which means that the term T I MRC of (20) in Proposition 1 and the term T I MRT of (31) in Proposition 3 are neglected.
The power allocation problem of ZF/ZF of uplink will be investigated in Section IV-A. In Section IV-B, we solve the power allocation problem for MRC/MRC, MRT/MRT and ZF/ZF of downlink which have the same form of optimization.
A. ZF/ZF OF UPLINK
The power allocation problem of ZF/ZF of uplink can be written as
where s j is defined as
and T N 2 is defined as (27) . Based on the Lagrange multiplier method, we have
then we have
According to the inequality constraints, the optimal solution α * j can be written as
where λ 0 satisfies K j=1 max(1/λ 0 − 1/s j , 0) = 1. Hence, the optimal solution can be derived through a water-filling algorithm. In addition, since s j decreases with η 1j , α * j will reduce to zero for the users with sufficiently small η 1j , which means thatR j = 0. Here, we will give a special case to show it.
Remark 1: Assuming that 0 < η 12 = · · · = η 1K = η < 1, then we have s 2 = · · · = s K = s. From the symmetries of above conditions, we have α
. Therefore, the optimization function can be rewritten as
Hence
whenR sum (α 1 ) = 0. Then we have
when α 1 ≤ 0. According to the above analysis, we affirm that η 11 which satisfies η 11 > 0 and γ * 1 = 0 exists. Hence, it is possible for optimal solution with γ * 1 = 0. VOLUME 6, 2018
B. OTHER CASES
According to the aforementioned discussion, the ergodic spectral efficiency of other cases (MRC/MRC, MRT/MRT, ZF/ZF of downlink) can be summarized in the following uniform expression as
where d i , e i and f i are constant values, and K i=1 γ i = 1 with γ i ≥ 0 for i = 1, 2, . . . , K . Hence, the power allocation problem can be written as
In general, derive optimal solution of above problem is infeasible. However, it is possible to obtain the optimal solution in the subspace of feasibility region, thus solve the optimization problem by one-dimensional search.
To begin with, assuming that e max = max(e 1 , e 2 . . . , e K ) and e min = min(e 1 , e 2 . . . , e K ), then we have e min ≤ i e i γ i ≤ e max . In order to solve the optimization problem, we add a slackness condition K j=1 e j γ j = ρ to (51), thus we have
where µ j = d j /(f j + ρ) and ρ is a contant which satisfies e min ≤ ρ ≤ e max . In order to solve the optimization problem, we will discuss the characteristic of (51) first.
Remark 2: Under some severe condition, optimal solution γ * i of (51) will reduce to zero for users with sufficiently small η 1i , which givesR i = 0. In the following discussion, we will give an example to illustrate it. We only discuss the case of MRT/MRT, and the conclusion of MRC/MRC and ZF/ZF of downlink can be derived in the same way. According to (50), we have d j = P RS P BS η 2 1j η 2 , e j = P BS η 1j η 2 σ 2 U /M 1 and f j can be written as 
. Therefore, the optimization function can be written as
. (54) To maximizeR sum (γ 1 ), we rewrite the equivalent condition ofR sum (γ 1 ) = 0 as (55) at the bottom of this page. Obviously, (55) is a quadratic equation. Assuming that η 11 = 0, we have d 1 = 0, e 1 = 0, and
As a result, we have γ 1 = 1 + f 1 /e > 1 for double roots. Consequently,R sum (γ 1 ) decreases with γ 1 when γ 1 ∈ [0, 1], which means that γ * 1 = 0. Now, consider the case that η 11 can be arbitrarily small. Clearly, the roots of (55) can approach to 1+f 1 /e arbitrarily by controlling η 11 . Therefore, we infer that η 11 which satisfies η 11 > 0 and γ * 1 = 0 exists. From Remark 2, we find that the communication between the ith user and the BS will break off if the ith user undergoing severe fading when the optimal power allocation strategy is applied. Then, we will solve the optimization problem (52).
Lemma 1: Consider the optimization problem as
the optimal solution of above problem can be written as
where x and y are defined as
Proof: See Appendix III. Note that the difference between optimization problem (57) and (52) is the disappearance of the constraint conditions of γ i ≥ 0, i = 1, . . . , K , hence the optimal solution of (57) is also the optimal solution of (52) when it satisfies the constraint conditions. However, the optimal solution of (52)
maybe containing γ * k = 0 for some k if there are some users suffering severe fading according to the Remark 2. Under such case, the optimal solution of (57) does not satisfies the constraint conditions. Therefore, if the optimal solution of (57) does not satisfies the constraint conditions, setting γ * k = 0, where kth user have minimum slow fading coefficient η 1k among active users, then mark kth user as an inactive user, thus solve the optimization problem of (57) for active users. Repeat these steps until the solution satisfies the constraint conditions, then the solution is the optimal solution of (52). Now, remind that the difference between the original optimization problem (51) and the optimization problem (52) is the slackness condition K j=1 e j γ j = ρ, hence a suboptimal solution of (51) can be drawn by searching the optimal solution of (52) for several points of ρ within [e min , e max ].
For example, setting K = 3, M 1 = 250, M 2 = 500, D = diag(0.3922, 0.6555, 0.1712), η 2 = 0.5, S RU = 0dB and S BR = 0dB for MRT/MRT scheme of downlink. The corresponding coefficients of (50) can be written as
The sum of ergodic spectral efficiency against ρ by using proposed algorithm.
We choose 21 points distributed evenly in [0.1712, 0.6555] to solve corresponding optimization problem (52), and the results of the above case is shown in Fig. 2 . In Fig. 2 , 'Analytical' refers to the optimal solution of the sum of ergodic spectral efficiency by solving optimization problem (52), and the 'Simulation' refers to the corresponding simulation results by exhaustive search. According to Fig. 2 , we find that our analytical solution coincides with the simulation, which verifies the algorithm we introduced for solving optimization problem (52). 
V. NUMERICAL RESULTS
In this section, we use Monte Carlo simulations to obtain the ergodic spectral efficiency of the proposed system by averaging over 10 5 independent channel samples. Our analytical results are verified by simulation results. For the simulations of Figs. 3-7 , we set K = 3, D 1 = diag(0.5642, 0.3555, 0.6278), η 2 = 0.6, E UR = 0dB, E RB = 10dB, and A = diag(0.5, 0.3, 0.2). On the other hand, we set M 1 = 0.5 M 2 , whilst M 2 grows from 100 to 1000. Fig. 3 and Fig. 4 compare the analytical and the simulated ergodic spectral efficiency achieved by MRC/MRC and ZF/ZF of uplink against the number of BS antennas respectively, where we set S UR = E UR and S RB = E RB . As we can see, our analytical results are tight in each user for MRC/MRC and ZF/ZF of uplink. Obviously, ZF/ZF of uplink is better than MRC/MRC for all users under this condition. In addition, since we set M 1 = 0.5 M 2 , it can be observed that the ergodic spectral efficiency of all users increase logarithmically with respect to M 2 which can be verified from Proposition 1. Table 1 shows the sum of ergodic spectral efficiency (bit/s/Hz) of uplink and downlink, where M 2 grows from 100 to 500. In particular, we use 'U', 'D', 'S' and 'A' to denote 'uplink', 'downlink', 'simulation' and 'analytical', respectively. In order to compare the performance of uplink with downlink, we set E RU = 0dB, E BR = 10dB and B = diag (0.5, 0.3, 0.2) for reciprocity. It can be seen from Table 1 that MRC/MRC and MRT/MRT coincide with each other while ZF/ZF of uplink and ZF/ZF of downlink have nearly the same performance.
Since the conclusions of the power scaling laws of downlink are similar to that of uplink, it suffices to verify the power scaling laws of uplink only. In Figs. 5-7 , we show the power scaling laws for three cases considered in the uplink. Three cases of uplink are defined as: Case I, S UR = E UR ,
where E UR and E RB are fixed constants. Fig. 5 shows the conclusions of case I, and we find that the sum of ergodic spectral efficiency of both MRC/MRC and ZF/ZF approach to the corresponding upper bounds as the number of BS antennas increases. It can be seen that the performance of our analytical result of MRC/MRC improves when M 2 increases, and the analytical result of MRC/MRC is not served as a lower bound since it is an asymptotic solution. On the other hand, we see that the analytical result of ZF/ZF serves as a lower bound of the simultaions which is tight. Fig. 6 shows the results of case II, and it reveals that the sum of ergodic spectral efficiency of MRC/MRC and ZF/ZF approach to the same upper bound as our analysis when the number of BS antennas increases. On the other hand, we observe that the upper bound of case II reduces significantly when compared to case I. In fact, from (23) and (28), we see that the upper bounds are limited by E RB , while in case II the upper bounds are limited by E UR according to (24) and (29) . Therefore, the upper bound of case II is much less than that of case I since we set E UR = 0dB and E RB = 10dB. Fig. 7 shows the conclusions of case III. It can be seen that the upper bounds of case III are less than that of case I and case II since S UR of case III is less than that of case I while S RB of case III is less than that of case II.
VI. CONCLUSIONS
This paper has studied the multiuser massive MIMO relay system where a large number of antennas are equipped at both the RS and the BS. We derived the the ergodic spectral efficiency lower bound in closed-form and investigated the power scaling laws for various processing schemes in uplink and downlink. For the system with large number of antennas at the RS and the BS, our results showed that to maintain a certain ergodic spectral efficiency, the transmit power of nodes can be cut down by a factor of the number of antennas. Then, we introduced the power allocation problem for the sum of ergodic spectral efficiency maximization, and addressed the optimization problem for ZF/ZF of uplink by a water-filling algorithm, while addressed the problem for other processing schemes via a suboptimal algorithm.
APPENDIX I PROOFS OF ERGODIC SPECTRAL EFFICIENCY ANALYSIS FOR UPLINK
A. PROOF OF PROPOSITION 1 From (8), we obtain the SINR of the jth user as
In order to quantify the ergodic spectral efficiency, we need to calculate E{ 1/SINR j } in closed-form, which is unfortunately mathematically intractable. However, for sufficiently large values of M 1 and M 2 , we can resort to the law of large numbers. According to the law of large numbers, we obtain
Then we have the simplification (68), see the bottom of this page. Therefore, S I,j can be approximated as Since and are Wishart matrices, we have
where j = 1, 2, . . . , K . Using (72) and (73), we have
where i = 1, 2, . . . , K , i = j. Based on (65) we have
According to (72) and (73), we obtain
Similarly, E S N,2 is found as (77), see the bottom of this page. On the other hand, Wishart matrices and have following characteristics:
lim Following a similar approach as in Appendix I-A, we can rewrite the SINR of the jth user as
Hence, E{1/SINR j } can be written as (81), see the bottom of this page. Based on the property of the Wishart matrix [35] we have
where j = 1, 2, . . . , K . According to (19) , (81) and (82), R j can be derived in closed form as Proposition 2. However, unlike Proposition 1,R j is the exact lower bound.
APPENDIX II PROOFS OF ERGODIC SPECTRAL EFFICIENCY ANALYSIS FOR DOWNLINK A. PROOF OF PROPOSITION 3
From (15), we find the SINR of the jth user as
According to the law of large numbers, S I,j can be approximated as
Thus, E{1/SINR j } can be written as (87) at the bottom of this page, where A, B and C are defined as
On the other hand, according to (72) and (73) and (78), we have
Based on the above analysis,R j can be derived in closed form as Proposition 3. Obviously, like the conclusion of Proposition 1,R j is not an exact lower bound since it is an asymptotic solution.
B. PROOF OF PROPOSITION 4
The SINR of the jth user can be written as
where D and E are defined as (96), see the bottom of this page. Based on (82) we obtain
Hence,R j can be derived in closed form as Proposition 4. Similarly,R j is the exact lower bound.
APPENDIX III PROOF OF LEMMA 1
According to the Lagrange multiplier method we have
where λ 1 and λ 2 satisfy
Assuming λ 1 = x/y, λ 2 = 1/y, the above equations equal to
Therefore, we obtain
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