1. Introduction. In the area of applied concave programming one need not be limited to studying the solution of a single optimization problem treated in isolation. Rather, one can easily form a whole family of such problems, each linked by a parameter (or set of parameters). Then for each individual choice of the parameter (call it a), we obtain a particularization of some specific class of parametric concave programs. Since the solution variables for the parametric problem will all have the parameter as an argument, we can readily perform a sensitivity analysis on the optimal objective value (as well as on the values of the decision variables themselves) by considering a suitably restricted change in a . 1 In particular, we may be interested in determining, at optimality, the sign of the derivative of the objective function with respect to the parameter.
Problems involving parameter changes are quite common in the applied optimization literature. Characteristics of physical systems in equilibrium may change because of variations in temperature, pressure, age, etc. (see Fiacco [5] , McCormick [7] , Pun [10] , Beightler, Phillips, and Wilde [2] , Whittle [14] , and Bracken and McCormick [3] ) while price, income, or technology parameters may induce structural shifts in economic relationships involving, say, consumption or production (see, for instance, Samuelson [11] , Takayama [13] , Afriat [1] , and Silberberg [12] ). Also of considerable interest in the context of general nonlinear optimization is a class of programs called "perturbed problems" wherein the capacity levels associated with the structural constraints are treated as parameters in a "perturbed objective function." Then under certain restrictions one can undertake a "post-optimality analysis" of this perturbed problem for small perturbations of the capacity levels. In this regard, the Lagrange multipliers are interpreted as the partial derivatives of the optimal value of the perturbed objective with respect to the constraint capacity levels and thus serve to "price-out" the constraints (Minoux, [8] ).
In general one is not restricted to simply changing the right-hand side of some constraint function. The objective function as well as the constraint function can depend upon a parameter and thus, in this circumstance, one is typically faced with signing the derivative of a parametric objective function (or parametric decision variable) at optimality. To accomplish this task one need only look to the envelope theorem. Although this theorem has traditionally been presented in the context of solving a concave program in primal form, it is often the case that a useful computational expedient is the dual formulation of a constrained problem. Moreover, the dual problem may be desirable to work with on theoretical grounds, particularly if one is, say, modeling consumer behavior, i.e., instead of optimizing some highly abstract utility function involving commodity levels subject to a budget constraint, one can (dually) formulate a constrained expenditure minimization problem involving decision variables and parameters which are readily observable and measurable (Diewert [4] ).
In this regard, the discussion which follows demonstrates that, at optimality, the usual primal envelope results involving equality between the derivatives (with respect to a parameter) of the parameterized primal maximum value and Lagrangian functions may be alternatively achieved by employing the parameterized dual maximum value and objective functions, where the latter corresponds to the primal Lagrangian expressed in terms of the dual variable or multiplier.
2. The Primal Envelope Theorem. Let f(X, a) and g{X, a) be real-valued functions differentiable and concave on , where X is an «-vector and a is a parameter. For the (parameterized) primal problem let us choose an X, given a, so as to find maxf(X,a) s.t. g(X, a) > 0,
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here S? c 3ln is a nonempty compact and convex set on which /, g are defined. Let the primal Lagrangian appear as Jz?p{X, A, a) = f{X, a) + hg{X, a). To relate the structure of this primal problem to that of the dual problem to be presented below, let us write the primal objective as 
(c) g(XQ , a) > 0.
That is, if {XQ, A0) satisfies (2), then XQ is an optimal solution in (1.1). And if we choose to exploit the differentiability property of / and g, then (2.a) can be replaced by the "Lagrangian stationarity condition" fx(X0, a) + 20^A,(Ar0, a) -0.
In addition, these conditions are "necessary" under the assumption that some regularity condition (e.g., constraint qualification) is satisfied. Given that (2) is necessary and sufficient for an optimum of (1.1) to obtain at (X0, X0), the local solution to this system X0 = X(a) e 5?, X0 = X(a) > 0 (via the implicit function theorem) completely characterizes the constrained optimum of /. Here X(a), X(a) are taken to be continuously differentiable.
If we define 
Here y/a indicates the "indirect effect" of how changing a affects X, X and then p how the changes in X, X in turn affect the primal Lagrangian while Jz? (X, X, a) represents the "direct effect" of a change in a on the primal Lagrangian with X , X held constant at X[a), X(a), respectively. Hence the effect on 2CP{X, X, a) from adjusting X, X optimally to a parameter change equals the effect on JtfP(X, X, a) when one doesn't adjust X, X, i.e., at X(a), X{a) the "total derivative" of the primal Lagrangian with respect to a equals the "partial derivative" of the same with respect to a.
To gain some additional insight into the interpretation of this theorem let a be treated as a decision variable. To this end we have, from the sufficient optimality for any other a, lP{a, a) lies below (or on ) Fp(a). Hence the graph of FP(a) serves as the "outer envelope" of the individual Lagrangian curves / (a, a) for variable a (Fig. 1) .
fp,fd,ipid 3. The Dual Envelope Theorem. To construct the dual of (1) let SfP [X, a) = max^fP(X, X, a).
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For a given a, this dual objective function is convex in X (Geoffrion [6] ). Hence the (parameterized) Lagrangian dual problem is As this dual formulation of the envelope theorem reveals, 6a at X = X(X, a), X = X(a) depicits the "indirect effect" of how changing a affects X and then how the change in X in turn influences the optimal value of the dual objective while £?P(X, a) represents the "direct effect" of a change in a on the dual objective with X held constant. This latter point means that one only has to take account of the change in a on the dual objective and not the associated change in X. Hence the change in F°(a) adjusting X optimally is equal to its change when one doesn't adjust X, i.e., r~ Pthe "total derivative" of SC {X, a) with respect to a equals the "partial derivative" p of & (X, a) with respect to a evaluated at the optimal value of X. Clearly (6) must hold since at the optimal primal-dual pair of solutions the dual objective value p is simply the value of the primal (indirect) objective F (a).
If a is again treated as an independent variable, then at the optimum of the dual problem Jz°fP(X(X(a), a), X(a), a) < <S?P(X(X, a), X, a). For some a -a, F°(a) < £fP(X(X(a), a), 2(a), a) = lD(a, a) = f(X(X(a), a), a) + X(a)g(X(X(a), a), a).
By virtue of this inequality we may write the "Lagrangian dual envelope relation" as F°(a) = l°(a, a) < l°{a, a). (7.1)
For a -a strict equality holds in (7.1) and thus, from (6), F^{a) = I®(a, a) = JzfQP(X(X(a), a), X(a), a). In this regard, lD(a, a) is tangent to F (a) at a while, for any other a, ID{a, a) lies above (or on) FD(a). Thus the graph of F°{a) is the "outer envelope" of the individual Lagrange curves lD(a, a) as a varies (Fig.  1 ). Notice also that at an optimal solution to the primal-dual pair of problems we P D must have, at some a, F (a) = F (a).
