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CONVERGENCE RATES OF MONOTONE SCHEMES FOR
CONSERVATION LAWS WITH DISCONTINUOUS FLUX∗
JAYESH BADWAIK† AND ADRIAN M. RUF‡
Abstract. We prove that a class of monotone finite volume schemes for scalar conservation laws
with discontinuous flux converge at a rate of
√
∆x in L1, whenever the flux is strictly monotone in u
and the spatial dependency of the flux is piecewise constant with finitely many discontinuities. We
also present numerical experiments to illustrate the main result. To the best of our knowledge, this
is the first proof of any type of convergence rate for numerical methods for conservation laws with
discontinuous flux.
Our proof relies on convergence rates for conservation laws with initial and boundary value data.
Since those are not readily available in the literature we establish convergence rates in that case en
passant in the Appendix.
Key words. hyperbolic conservation laws, discontinuous flux, numerical methods, convergence
rate
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1. Introduction. We prove a convergence rate for a class of monotone, upwind-
type finite volume schemes for scalar conservation laws with discontinuous flux of the
form
ut + f(k(x), u)x = 0, (x, t) ∈ R× (0, T ),
u(x, 0) = u0(x), x ∈ R.
(1.1)
Here, we assume that the flux f is strictly monotone in u and has a discontinuous
spatial dependency through the coefficient k which is piecewise constant with finitely
many discontinuities.
Main Theorem. Let f be strictly monotone in u in the sense that fu > 0, k
piecewise constant with finitely many discontinuities, and u0 ∈ (L1 ∩ BV)(R). Then
all monotone finite volume methods whose numerical fluxes have the upwind property
converge at a rate of
√
∆x to the unique entropy solution of the conservation law (1.1).
The full theorem is stated in Section 5. Our proof uses the Rankine–Hugoniot condi-
tion at the discontinuities of k to break down the problem into finitely many initial-
boundary value problems for each of which we will prove a convergence rate using the
classical ‘doubling of variables’ technique.
1.1. Background on conservation laws with discontinuous fluxes. Prob-
lem (1.1) is of great practical interest in several areas of physics and engineering. In
particular, it arises in modeling traffic flow on highways with changing road conditions
(see [24]), in the modeling of two-phase flow in a porous medium (see [12, 31]), and
in modeling sedimentation processes (see [10, 6]).
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The flux in (1.1) depends on the space variable through a coefficient k which
may be discontinuous. The dependence can for example be of the additive type, i.e.,
f(k(x), u) = f(u) − k(x) (see [13]), or of the multiplicative type, i.e., f(k(x), u) =
k(x)f(u) which is more common (see e.g. [36]). However, for the sake of generality
we do not assume any particular algebraic structure of the flux f(k(x), u) here. The
case we consider in this paper where k is piecewise constant with finitely many dis-
continuities corresponds to switching from one u-dependent flux function, f (i−1), to
another, f (i), across a discontinuity ξi of k. When k has just one discontinuity – the
so-called ‘two flux’ case – given by
(1.2) ut + (H(x)f(u) + (1−H(x))g(u))x = 0
where H is the Heaviside function was studied in a series of papers by Adimurthi,
Mishra, and Gowda (see [26, 2, 1] and references therein). Most notably, in [2],
the authors showed existence of infinitely many L1-stable semi-groups of solutions
to (1.2). We remark that, because of the assumption that k is piecewise constant,
the convergence rate of monotone schemes for (1.2) will be the building block for the
general case of (1.1).
Equations of type (1.1) have been dealt with extensively in the literature from
a purely academic point of view as well as with a specific application in mind. In
[11, 12], Gimse and Risebro calculated solutions for the Riemann problem assuming
convexity of the flux in u and used the solutions to show existence of a weak solution
for the general Cauchy problem with a front tracking algorithm. Other results based
on the front tracking algorithm were obtained in [19], [18], [5], [20], [6], and in [8]
with a time-dependent discontinuous coefficient. Out of the aforementioned results,
we want to highlight [5] from Baiti and Jensen who proved existence and uniqueness
of entropy solution in the case that the flux is strictly monotone in u which is the case
we consider in this paper as well.
The first results for finite volume schemes for (1.1) (assuming a multiplicative
spatial dependency) were obtained by Towers in [36, 37]. Specifically, in [36], the
author developed staggered versions of the Godunov and Engquist–Osher schemes
for the case where f is convex in u and k is strictly positive. In [37] similar results
were proved for the case of non-convex fluxes. In [15], Karlsen, Risebro, and Towers
studied (1.1) with an added degenerate parabolic term using an Engquist–Osher-type
scheme and in [16] the authors proved existence of the vanishing viscosity limit using
compensated compactness. In [17], Karlsen and Towers showed convergence of the
Lax–Friedrichs scheme for (1.1) (with a time-dependent discontinuous coefficient).
They were able to handle very general fluxes and sign-changing coefficients by using
compensated compactness.
A general framework for well-posedness of (1.2) was proposed by Andreianov,
Karlsen, and Risebro in [3].
Lastly, we want to point out that the monotonicity assumption, fu > 0 we use in
this paper implies that the equivalent system
ut + f(k, u)x = 0,
kt = 0
is hyperbolic and not resonant, see [36, 37, 18, 19, 20].
1.2. Background on convergence rates. When dealing with numerical meth-
ods for (1.1), where an approximate solution u∆t depends on a grid discretization
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parameter ∆x, having a provable bound of the type
‖u(T )− u∆t(T )‖L1(R) ≤ C∆xr,
– specifying how fast the numerical scheme converges – is highly desirable. Specif-
ically, convergence rates can be used for a posteriori error based mesh adaptation
[38] and optimal design of multilevel Monte Carlo methods [4]. So far, convergence
rates of finite volume schemes for (1.1) are only available in the absence of a spatial
dependency, i.e., k being constant. The main difficulty in obtaining convergence rates
when the flux has a discontinuous spatial dependency is that in this case the classical
‘doubling of variables’ technique (see [21]) involves both, terms with k(x) and terms
with k(y).
In the case of a spatially independent flux the seminal paper by Kuznetsov [22]
shows that monotone schemes converge towards the entropy solution of (1.1) without
spatial dependency at a rate of O(√∆x) in L1. This rate was proved for initial data in
(L1∪BV)(R), and in this generality the rate O(√∆x) is in fact optimal, as was shown
by S¸abac in [33]. There are certain classes of initial data for which higher orders of
convergence for monotone schemes have been shown, e.g. Teng and Zhang [35] showed
a convergence rate of O(∆x) for the case of piecewise constant initial data. See also
[32] for a more comprehensive overview of convergence rate results for (1.1) without
spatial dependency.
An alternative approach to convergence rates in the case where the flux only
depends on u was initiated by Nessyahu, Tadmor, and Tassa [27, 28]. The authors
used the Wasserstein distance instead of the L1 norm and were able to show that
a large class of monotone schemes converge at a rate of O(∆x) in the Wasserstein
distance for Lip+-bounded, compactly supported initial data. This rate was recently
proved to be optimal by Ruf, Sande, and Solem [32].
Since the proof of our main theorem makes use of convergence rates for conser-
vation laws on bounded domains, it is worth mentioning that Ohlberger and Vovelle
claimed a convergence rate of O(∆x1/3) for conservation laws with initial and bound-
ary data in one dimension [29, p. 135]. In our specific case of a strictly monotone flux
however, we are able to prove a better rate of O(√∆x).
1.3. Outline of the paper. We have organized the paper in the following way.
In Section 2, we will define entropy solutions of (1.1) and show that – when restricted
to a subdomain between two neighboring discontinuities of k – they are entropy so-
lutions of a certain initial boundary value problem with spatially independent flux.
Here the respective boundary datum is given through the Rankine–Hugoniot condi-
tion across a discontinuity of k. In Section 3, we describe our finite volume scheme
and show that we can establish a convergence rate of our numerical method for (1.1)
by proving a convergence rate for each of those initial-boundary value problems. In
Section 4, we start by considering just one discontinuity of k, i.e., Equation (1.2),
and proving a convergence rate on R− and R+ separately. Section 5 contains the
statement and proof of the main result where we use the translation invariance of
conservation laws and the results of the previous section in our main proof. Section 6
describes numerical experiments that illustrate our convergence rate result as well as
the class of fluxes that is covered by our theory. In Section 7, we summarize the
findings of this paper and provide an outlook. Lastly, in Appendix A, we show that –
with minimal changes – our results can be applied to general initial-boundary value
problems where the prescribed boundary datum is arbitrary.
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2. Preliminaries. Throughout this paper, we will assume that the initial datum
u0 is integrable, bounded, and of finite total variation, i.e., u0 ∈ (L1 ∩ BV)(R), and
that f is strictly monotone in u, i.e., fu ≥ α > 0. Further, we will denote the
discontinuities of k as ξ1, . . . , ξN and the interval between two adjacent discontinuities
as Di = (ξi, ξi+1), i = 0, . . . , N . Here, we used the notation ξ0 = −∞ and ξN+1 =∞.
Then we can write
f(k(x), ·) =: f (i)(·) for x ∈ Di.
We will consider entropy solutions of Equation (1.1) in the following sense.
Definition 2.1 (Entropy solution). We say u ∈ C([0, T ]; L1(R))∩L∞((0, T )×R)
is an entropy solution of Equation (1.1) if for all entropy pairs (η, q) with η ∈ C2(R)
convex and q(i) such that (q(i))′ = η′(f (i))′ ,
N∑
i=0
(∫ T
0
∫
Di
(η(u)ϕt + q
(i)(u)ϕx) dxdt
−
∫
Di
η(u(x, T ))ϕ(x, T ) dx+
∫
Di
η(u0(x))ϕ(x, 0)) dx
−
∫ T
0
q(i)(u(ξi+1−, t))ϕ(ξi+1, t) dt+
∫ T
0
q(i)(u(ξi+, t))ϕ(ξi, t) dt
)
≥ 0
for all nonnegative ϕ ∈ C∞(R× [0, T ]).
Remark 2.2. Note that existence and uniqueness of entropy solutions of Equa-
tion (1.1) are guaranteed by the theory developed by Baiti and Jensen in [5]. In
particular, the traces in Defintion 2.1 are well defined (cf. [37, p. 1216]).
Remark 2.3. Note that by an approximation argument we can take the Kruzˇkov
entropy pairs given by η(u) = |u − c| and q(i)(u) = sign(u − c)(f (i)(u) − f (i)(c)) for
all c ∈ R in the definition of entropy solutions (cf. [14, pp. 57–58]) which we will do
in the following. Then the entropy condition reads as follows:
N∑
i=0
(∫ T
0
∫
Di
(|u− c|ϕt + sign(u − c)(f (i)(u)− f (i)(c))ϕx) dxdt
−
∫
Di
|u(x, T )− c|ϕ(x, T ) dx+
∫
Di
|u0(x) − c|ϕ(x, 0)) dx
−
∫ T
0
sign(u(ξi+1−, t)− c)(f (i)(u(ξi+1−, t))− f (i)(c))ϕ(ξi+1 , t) dt
+
∫ T
0
sign(u(ξi+, t)− c)(f (i)(u(ξi+, t))− f (i)(c))ϕ(ξi, t) dt ≥ 0.
The following observation is at the heart of the proof of the main result. The en-
tropy solution u of (1.1) can be decomposed as u =
∑N
i=0 u
(i) where u(i) := u1Di×[0,T ]
such that u(0) solves
u
(0)
t + f
(0)(u(0))x = 0, (x, t) ∈ D0 × (0, T ),
u(0)(x, 0) = u0(x), x ∈ D0
(2.1)
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and u(i) solves
u
(i)
t + f
(i)(u(i))x = 0, (x, t) ∈ Di × (0, T ),
u(i)(x, 0) = u0(x), x ∈ Di,
u(i)(ξi+, t) = (f
(i))−1
(
f (i−1)(u(i−1)(ξi−, t))
)
, t ∈ (0, T )
(2.2)
for i = 1, . . . , N (cf. Definitions 4.1 and 4.5 below).
3. The numerical scheme. We discretize the domain R×[0, T ] using the spatial
and temporal grid discretization parameters ∆x and ∆t. The resulting grid cells then
are Cj = (xj−1/2, xj+1/2) and Cn = (tn, tn+1) for points xj+1/2, such that xj+1/2 −
xj−1/2 = ∆x, j ∈ Z, and tn = n∆t for n = 0, . . . ,M + 1. Note that T = (M + 1)∆t.
Further we write Cnj to denote the rectangle Cj × Cn.
In the following we will assume that the grid is aligned in such a way that all
discontinuities of k lie on cell interfaces, i.e., ξi = xPi−1/2 for some integers Pi, i =
1, . . . , N . In general this can easily be achieved by considering a globally non-uniform
grid that is uniform on each Di and then taking ∆x = maxi=0,...,N ∆xi where ∆xi is
the grid discretization parameter in Di. For simplicity however, here we will assume
that the grid is uniform on the whole real line.
Further, we will consider two-point numerical fluxes F (u, v) that have the upwind
property such that if f ′ ≥ 0 then F (u, v) = f(v). Such fluxes include the upwind flux,
the Godunov flux, and the Engquist–Osher flux. Thus, the numerical scheme we will
analyze is the following:
un+1j = u
n
j − λ
(
f (i)(unj )− f (i)(unj−1)
)
, n ≥ 0, Pi < j < Pi+1, 0 ≤ i ≤ N
u0j =
1
∆x
∫
Cj
u0(x) dx, j ∈ Z,
un+1Pi = (f
(i))−1
(
f (i−1)(un+1Pi−1)
)
, n ≥ 0, 0 < i ≤ N
(3.1)
where λ = ∆t/∆x. We assume that the grid discretization parameters satisfy the
CFL condition
(3.2) max
i
max
u
(f (i))′(u)λ ≤ 1.
To get a convergence rate of the numerical scheme (3.1) we decompose the entropy
solution u as u =
∑N
i=0 u
(i) where u(i), i = 0, . . . , N , are the respective entropy
solutions on Di and the numerical solution u∆t as
∑N
i=0 u
(i)
∆t where
u
(i)
∆t(x, t) =
{
unj if (x, t) ∈ Cnj ⊂ Di × Cn,
0 otherwise
Then we have
‖u(T )− u∆t(T )‖L1(R) =
N∑
i=0
‖u(i)(T )− u(i)∆t(T )‖L1(Di)
and the problem of finding a convergence rate for u∆t can be broken down to finding
convergence rates for u
(i)
∆t on each of the subdomains Di. In the following sections,
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we will show that
‖u(i)(T )− u(i)∆t(T )‖L1(Di) ≤ C
√
∆x.
Note that convergence of the numerical scheme (3.1) towards the entropy solution of
(1.1) follows from our convergence rate estimate. At this point we want to point out
that instead of assuming fu > 0 and using upwind-type schemes our proof can readily
be adapted for the case fu < 0 using downwind-type schemes.
4. Convergence rates for fluxes with one discontinuity. We will first con-
sider the case where k has just two constant values separated by a discontinuity ξ1
and for ease of notation we will assume that ξ1 = 0. Further, we will denote the flux
left of ξ1 as g and right of ξ1 as f . In order to get a convergence rate for problem (1.1)
we will derive convergence rates on D0 = R
−, on D1 = R
+, and on (0, L) for L > 0.
4.1. Convergence rate estimates on R−. As a first step we consider the
initial value problem
ut + g(u)x = 0, (x, t) ∈ R− × (0, T ),
u(x, 0) = u0(x), x ∈ R−
(4.1)
on R− with the flux g being strictly monotone and consider entropy solutions in the
following sense.
Definition 4.1 (Entropy solution on R−). We say u ∈ C([0, T ]; L1(R−)) ∩
L∞((0, T )× R−) is an entropy solution of Equation (4.1) if for all c ∈ R,
∫ T
0
∫
R−
(|u − c|ϕt + |g(u)− g(c)|ϕx) dxdt−
∫
R−
|u(x, T )− c|ϕ(x, T ) dx
+
∫
R−
|u0(x) − c|ϕ(x, 0)) dx −
∫ T
0
|g(u(0−, t)− g(c)|ϕ(0, t) dt ≥ 0
for all nonnegative ϕ ∈ C∞((−∞, 0]× [0, T ]).
Note that here u(0−, t) denotes the limit of u(x, t) as x→ 0 from the left.
As before, we will write Cj = (xj−1/2, xj+1/2), j ∈ Z, where now x−1/2 := 0. Our
numerical scheme then reads
un+1j = u
n
j − λ
(
g(unj )− g(unj−1)
)
, j < 0, n ≥ 0,
u0j =
1
∆x
∫
Cj
u0(x) dx, j < 0
(4.2)
where λ = ∆t/∆x satisfies the CFL condition (3.2).
We note that the numerical scheme satisfies a discrete entropy inequality away
from the spatial boundary
(4.3) Dt+η
n
j +D−q
n
j ≤ 0, n ≥ 1, j < 0
which can be seen by adopting the classical Crandall–Majda arguments in [9, Prop.
4.1] for j < 0. Here, ηnj = η(u
n
j , c) = |unj − c|, qnj = q(unj , c) = sign(unj − c)(g(unj ) −
g(c)) = |g(unj )− g(c)| and
Dt+a
n =
an+1 − an
∆t
and D−aj =
aj − aj−1
∆x
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denote standard difference operators.
In order to derive convergence rates we will develop a Kuznetsov-type lemma in
the following. For any function u ∈ C([0, T ]; L1(R−)) we define
L(u, c, ϕ) =
∫ T
0
∫
R−
(|u− c|ϕt + q(u, c)ϕx) dxdt−
∫
R−
|u(x, T )− c|ϕ(x, T ) dx
+
∫
R−
|u0(x)− c|ϕ(x, 0) dx −
∫ T
0
q(u(0−, t), c)ϕ(0, t) dt
where q(u, c) = |g(u) − g(c)| are the Kruzˇkov entropy pairs. Note that if u is an
entropy solution of (4.1) then L(u, c, ϕ) ≥ 0 for all c ∈ R and test functions ϕ ≥ 0.
We now take c = v(y, s) and the test function
ϕ(x, t, y, s) = ωε(x − y)ωε0(t− s)
where ωε, ωε0 are standard symmetric mollifiers for ε, ε0 > 0. Note that ϕt = −ϕs,
ϕx = −ϕy and
(4.4) ϕ(x, t, y, s) = ϕ(y, t, x, s) = ϕ(y, s, x, t) = ϕ(x, s, y, t)
as well as ∫
R
ωε(x− y) dy ≤ 1,∫ T
0
ωε0(t− s) ds ≤ 1,
∫
R
|ω′ε(x− y)| dy ≤
C
ε
,∫ T
0
|ω′ε0(t− s)| ds ≤
C
ε0
(4.5)
for all x ∈ R, t ∈ [0, T ]. Let now
(4.6) Λε,ε0(u, v) =
∫ T
0
∫
R−
L(u, v(y, s), ϕ(·, ·, y, s)) dy ds.
For functions w ∈ C([0, T ]; L1(R−)), we further define the moduli of continuity
νt(w, ε0) = sup
|σ|≤ε0
‖w(·, t+ σ) − w(·, t)‖L1(R−),
µ(w(·, t), ε) = sup
|z|≤ε
‖w(·+ z, t)− w(·, t)‖L1(R−).
Lemma 4.2 (Kuznetsov-type lemma). Let u be the entropy solution of (4.1).
Then, for any function v : [0, T ] → (L1 ∩ BV)(R−) such that the one-sided limits
v(t±) exist in L1, we have
‖u(·, T )− v(·, T )‖L1(R−)
+
∫ T
0
∫
R−
∫ T
0
(q(u(0−, t), v(y, s)) + q(v(0−, t), u(y, s)))ϕ(0, t, y, s) dt dy ds
≤ ‖u0 − v(·, 0)‖L1(R−) − Λε,ε0(v, u)
+ C
(
ε+ ε0 + νT (v, ε0) + ν0(v, ε0) + µ(v(·, T ), ε)) + µ(v(·, 0), ε))
)
for some constant C independent of ε and ε0.
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Proof. Using that ϕt = −ϕs, ϕx = −ϕy and the symmetry relations (4.4) we get
Λε,ε0(u, v)
= −Λε,ε0(v, u)
−
∫ T
0
∫
R−
∫
R−
(|u(x, T )− v(y, s)|+ |v(x, T )− u(y, s)|)ϕ(x, T, y, s) dxdy ds︸ ︷︷ ︸
=:A
+
∫ T
0
∫
R−
∫
R−
(|u0(x, t)− v(y, s)|+ |v(x, 0)− u(y, s)|)ϕ(x, 0, y, s) dxdy ds︸ ︷︷ ︸
=:B
−
∫ T
0
∫
R−
∫ T
0
(q(u(0−, t), v(y, s)) + q(v(0−, t), u(y, s)))ϕ(0, t, y, s) dt dy ds︸ ︷︷ ︸
=:C
.
Since u is an entropy solution we find
0 ≤ Λε,ε0(u, v) = −Λε,ε0(v, u)−A+B−C
and thus
A+C ≤ −Λε,ε0(v, u) +B.
The terms A and B also appear in the case of an unbounded spatial domain and can
be estimated by
A ≥‖u(·, T )− v(·, T )‖L1(R−)
− 1
2
(νT (u, ε0) + µ(u(·, T ), ε) + νT (v, ε0) + µ(v(·, T ), ε))
and
B ≤‖u0 − v(·, 0)‖L1(R−) +
1
2
(ν0(u, ε0) + µ(u0, ε) + ν0(v, ε0) + µ(v(·, 0), ε)) ,
see [7] or [14] for details. Lastly, due to the Lipschitz continuity in time and the
TVD property (see [14, Thm. 2.15] and [14, Lem. A.1]) the entropy solution of (4.1)
satisfies
ν0(u, ε0), νT (u, ε0) ≤ C TV(u0)ε0
and µ(u0, ε), µ(u(·, T ), ε) ≤ TV(u0)ε
which completes the proof.
In order to derive a convergence rate the next step is to estimate the term
Λε,ε0(u∆t, u).
Lemma 4.3. The estimate
−Λε,ε0(u∆t, u) ≤ C
(
∆x+
∆x
ε
+
∆t
ε0
)
holds for some constant C independent of ∆x,∆t, ε, and ε0.
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Proof. The proof of Lemma 4.3 for conservation laws on the real line can be found
e.g. in [14]. Here, we only need to replace any sum of the form
∑∞
j=−∞ by
∑−1
−∞ and
note that the boundary term in space cancels after integration by parts. Confer also
the proof of Lemma 4.9 in Section 4.2 for details.
Theorem 4.4 (Convergence rate on R−). Let u be the entropy solution of
the initial-boundary value problem (4.1) and u∆t the numerical approximation given
by (4.2) where we take λ constant. Then we have the following convergence rate
estimate:
‖u(·, T )− u∆t(·, T )‖L1(R−) ≤ C
√
∆x
for some constant C independent of ∆x.
Proof. The numerical solution u∆t is Lipschitz continuous in time and TVD, and
therefore satisfies
ν0(u∆t, ε0), νT (u∆t, ε0) ≤ C TV(u0)(ε0 +∆t)
and µ(u∆t(·, 0), ε), µ(u∆t(·, T ), ε) ≤ TV(u0)ε.
Thus, taking into consideration Lemmas 4.2 and 4.3, we have
‖u(·, T )− u∆t(·, T )‖L1(R−)
+
∫ T
0
∫
R−
∫ T
0
(q(u(0−, t), u∆t(y, s)) + q(u∆t(0−, t), u(y, s)))ϕ(0, t, y, s) dt dy ds
≤ ‖u0 − u∆t(·, 0)‖L1(R−) + C
(
∆x +∆t+ ε+ ε0 +
∆x
ε
+
∆x
ε0
+
∆t
ε0
)
.
Because of our choice of discretizing the initial datum as u0j =
1
∆x
∫
Cj
u0(x) dx we
have ‖u∆t(·, 0)− u0‖L1(R−) ≤ C TV(u0)∆x. Now, in order to get a convergence rate,
we take λ = ∆t∆x constant and minimize the right-hand side of the above estimate for
ε and ε0. This yields ε = ε0 =
√
∆x and hence
(4.7) ‖u(·, T )− u∆t(·, T )‖L1(R−)
+
∫ T
0
∫
R−
∫ T
0
(q(u(0−, t), u∆t(y, s)) + q(u∆t(0−, t), u(y, s)))ϕ(0, t, y, s) dt dy ds
≤ C
√
∆x.
Using the monotonicity of g we find
q(u, v) = |g(u)− g(v)| ≥ 0
and thus the integral term in (4.7) is nonnegative which concludes the proof.
4.2. Convergence rate estimates on R+. As a second step we now consider
the initial-boundary value problem
ut + f(u)x = 0, (x, t) ∈ R+ × (0, T ),
u(x, 0) = u0(x), x ∈ R+,
u(0, t) = f−1 (g(u(0−, t)) , t ∈ (0, T )
(4.8)
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and the numerical scheme
un+1j = u
n
j − λ
(
f(unj )− f(unj−1)
)
, j ≥ 1, n ≥ 0
u0j =
1
∆x
∫
Cj
u0(x) dx, j ≥ 0,
un0 = f
−1
(
g(un−1)
)
, n ≥ 1
(4.9)
where the boundary data is given in terms of u(0,−, t) and un−1 respectively and those
are known from the previous section. Note that again we have a discrete entropy
inequality of the form
(4.10) Dt+η
n
j +D−q
n
j ≤ 0, n ≥ 1, j ≥ 1.
Definition 4.5 (Entropy solution on R+). We say u ∈ C([0, T ]; L1(R+)) ∩
L∞(R+ × (0, T )) is an entropy solution of Equation (4.8) if for all c ∈ R,∫ T
0
∫
R+
(|u− c|ϕt + |f(u)− f(c)|ϕx) dxdt−
∫
R+
|u(x, T )− c|ϕ(x, T ) dx
+
∫
R+
|u0(x) − c|ϕ(x, 0)) dx +
∫ T
0
|f(u(0+, t)− f(c)|ϕ(0, t) dt ≥ 0
for all nonnegative ϕ ∈ C∞([0,∞)× [0, T ]).
Before we calculate convergence rates on R+ we need two auxiliary lemmas that
are consequences of the monotonicity of the flux.
Lemma 4.6. Let u be the entropy solution of (4.8) and assume f ′ > 0. Then
f(u) is Lipschitz continuous in space, in the sense that∫ T
0
|f(u(x, t))− f(u(y, t))| dt ≤ C|x − y| for all x, y ∈ R+.
Proof. Since u is bounded, we can assume that f ′ ≥ α > 0. Thus the flux is
invertible with Lipschitz continuous inverse. By setting w = f(u) and h = f−1 we
find that w satisfies
wx + h(w)t = 0, (t, x) ∈ (0, T )× R+.
By the standard theory for conservation laws (with the roles of x and t reversed)
adapted to the bounded domain [0, T ] we see that w is Lipschitz continuous in x with
values in L1(0,T), i.e.,∫ T
0
|f(u(x, t))− f(u(y, t))| dt =
∫ T
0
|w(x, t) − w(y, t)| dt ≤ C|x− y|,
cf. [14, Thm. 2.15] or [30, Lem. 4].
Lemma 4.7 (Bound on the temporal total variation). If the numerical scheme
(4.9) satisfies the CFL condition (3.2) the temporal variation of the numerical solution
is bounded, specifically, for every j ≥ 0 we have
M∑
n=0
|un+1j − unj | ≤ C TV(u0)
where TV(u0) refers to the total variation of u0 on the whole real line.
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Proof. Fix j ≥ 0. Using the CFL condition (3.2) and the monotonicity of the
flux, i.e., f ′ > 0, we find that
|unj − unj−1 − λ(f(unj )− f(unj−1))| = |unj − unj−1 − λf ′(u∗)(unj − unj−1)|
= (1 − λf ′(u∗))|unj − unj−1|
= |unj − unj−1| − λf ′(u∗)|unj − unj−1|
= |unj − unj−1| − λ|f(unj )− f(unj−1)|
and hence
|un+1j − un+1j−1 | = |unj − unj−1 − λ(f(unj )− f(unj−1)) + λ(f(unj−1)− f(unj−2))|
≤ |unj − unj−1 − λ(f(unj )− f(unj−1))|+ λ|f(unj−1)− f(unj−2)|
= |unj − unj−1| − λ|f(unj )− f(unj−1)|+ λ|f(unj−1)− f(unj−2)|
= |unj − unj−1| − |un+1j − unj |+ |un+1j−1 − unj−1|
where we have used the definition of the numerical scheme (4.9) in the last step.
Taking the sum over n = 0, . . . ,M − 1 yields
M−1∑
n=0
|un+1j − un+1j−1 | ≤
M−1∑
n=0
|unj − unj−1| −
M−1∑
n=0
|un+1j − unj |+
M−1∑
n=0
|un+1j−1 − unj−1|
where we can cancel equal terms to get
(4.11) |uMj − uMj−1| ≤ |u0j − u0j−1| −
M−1∑
n=0
|un+1j − unj |+
M−1∑
n=0
|un+1j−1 − unj−1|.
Because of the CFL condition (3.2) we have
|uM+1j − uMj | = λ|f(uMj )− f(uMj−1)| = λf ′(u∗)|uMj − uMj−1| ≤ |uMj − uMj−1|
which together with (4.11) yields
|uM+1j − uMj | ≤ |u0j − u0j−1| −
M−1∑
n=0
|un+1j − unj |+
M−1∑
n=0
|un+1j−1 − unj−1|
and thus
(4.12)
M∑
n=0
|un+1j − unj | ≤ |u0j − u0j−1|+
M−1∑
n=0
|un+1j−1 − unj−1|.
This inequality allows us to bound the temporal variation of the numerical scheme
by the total variation of the initial datum. If j > M or j < 0 we can use the
estimate (4.12) (which also holds for j < 0 by substituting f with g in the above
calculations) iteratively to get
M∑
n=0
|un+1j − unj | ≤
j∑
i=j−M+1
|u0i − u0i−1|+ |u1j−M − u0j−M |.
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Using the definition of the scheme (4.9), we get
|u1j−M − u0j−M | = λ|f(u0j−M )− f(u0j−M−1)| ≤ Cλ|u0j−M − u0j−M−1|
such that we have
M∑
n=0
|un+1j − unj | ≤ C
j∑
i=j−M
|u0i − u0i−1| ≤ C TV(u0).
If on the other hand 0 ≤ j ≤M we get
M∑
n=0
|un+1j − unj | ≤
j∑
i=1
|u0i − u0i−1|+
M−j∑
n=0
|un+10 − un0 |.
Using the definition of un0 (4.9) and applying (4.12) iteratively again, we get
M−j∑
n=0
|un+10 − un0 | =
M−j∑
n=0
∣∣f−1 (g(un+1−1 ))− f−1 (g(un−1))∣∣
≤ C
α
M−j∑
n=0
|un+1−1 − un−1|
≤ C
−1∑
i=−1−(M−j)
|u0i − u0i−1|
such that we have
M∑
n=0
|un+1j − unj | ≤ C
j∑
i=−1−(M−j)
|u0i − u0i−1| ≤ C TV(u0)
which concludes the proof.
We will now describe how to modify the steps in Section 4.1 in order to get a
convergence rate on R+. We start by defining
L(u, c, ϕ) =
∫ T
0
∫
R+
(|u− c|ϕt + q(u, c)ϕx) dxdt−
∫
R+
|u(x, T )− c|ϕ(x, T ) dx
+
∫
R+
|u0(x)− c|ϕ(x, 0) dx +
∫ T
0
q(u(0+, t), c)ϕ(0, t) dt
and
Λε,ε0(u, v) =
∫ T
0
∫
R+
L(u, v(y, s), ϕ(·, ·, y, s)) dy ds
where again ϕ = ωε(x− y)ωε0(t− s).
Lemma 4.8 (Kuznetsov-type lemma). Let u be the entropy solution of (4.8).
Then, for any function v that maps t 7→ v(t) from [0, T ] into (L1∩BV)(R+) such that
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the one-sided limits v(t±) exist in L1, we have
‖u(·, T )− v(·, T )‖L1(R+) ≤ ‖u0 − v(·, 0)‖L1(R+) − Λε,ε0(v, u)
+ C
(
ε+ ε0 + νT (v, ε0) + ν0(v, ε0) + µ(v(·, T ), ε)) + µ(v(·, 0), ε))
)
+
∫ T
0
∫
R+
∫ T
0
(q(u(0+, t), v(y, s)) + q(v(0+, t), u(y, s)))ϕ(0, t, y, s) dt dy ds
for some constant C independent of ε and ε0.
Note that this time the term involving q is on the right hand side of the inequality.
Proof. The proof follows the same steps, mutatis mutandis, as the proof of the
Kuznetsov-type lemma 4.2 on R−.
Lemma 4.9. The estimate
−Λε,ε0(u∆t, u) ≤ C
(
∆x+
∆x
ε
+
∆x
ε0
+
∆t
ε0
)
holds for some constant C independent of ∆x,∆t, ε, and ε0.
Note that the right-hand side of the inequality contains the term ∆xε0 which was
not present in Lemma 4.3, but will not change the overall convergence rate.
Proof. Using summation by parts and the discrete entropy inequality (4.10),
Dt+η
n
j +D−q
n
j ≤ 0 for j ≥ 1, we find
− L(u∆t, u, ϕ)
= −
M∑
n=0
∞∑
j=0
(
ηnj
∫∫
Cnj
ϕt dxdt+ q
n
j
∫∫
Cnj
ϕx dxdt
)
−
∞∑
j=0
η0j
∫
Cj
ϕ0 dx+
∞∑
j=0
ηM+1j
∫
Cj
ϕM+1 dx−
M∑
n=0
qn0
∫
Cn
ϕ−1/2 dt
=
M∑
n=0
∞∑
j=0
(
Dt+η
n
j
∫∫
Cnj
ϕn+1 dxdt+D−q
n
j+1
∫∫
Cnj
ϕj+ 1
2
dxdt
)
≤
M∑
n=0
(
Dt+η
n
0
∫∫
Cn
0
ϕn+1 dxdt+
∞∑
j=0
D−q
n
j+1
∫∫
Cnj
ϕj+1/2 dxdt
−
∞∑
j=1
D−q
n
j
∫∫
Cnj
ϕn+1 dxdt
)
=
M∑
n=0
Dt+η
n
0
∫∫
Cn
0
ϕn+1 dxdt︸ ︷︷ ︸
=:Dn
+
M∑
n=0
∞∑
j=1
D−q
n
j
∫∫
Cnj
(ϕj−1/2 − ϕn+1) dxdt︸ ︷︷ ︸
=:En
j
where we have used the notation ϕn = ϕ(x, tn, y, s) and ϕj+1/2 = ϕ(xj+1/2, t, y, s).
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Concerning the term Dn, using summation by parts again, we find
M∑
n=0
∫ T
0
∫
R+
Dn dy ds
=
∫ T
0
∫
R+
(
ηM+10
∫
C0
ϕM+1 dx− η00
∫
C0
ϕ0 dx−
M∑
n=0
ηn0
∫∫
Cn
0
Dt+ϕ
n dxdt
)
dy ds.
Here, using the boundedness of η′ and the properties of the mollifiers (4.5), the bound-
ary terms can be estimated as follows:∫ T
0
∫
R+
ηM+10︸ ︷︷ ︸
≤C‖u0‖∞
∫
C0
ϕM+1 dxdy ds ≤ C∆x
and similarly ∫ T
0
∫
R+
η00
∫
C0
ϕ0 dxdy ds ≤ C∆x.
For the remaining term, we can proceed in the following way
M∑
n=0
∫ T
0
∫
R+
ηn0︸︷︷︸
≤C‖u0‖∞
∫∫
Cn
0
Dt+ϕ
n dxdt dy ds
≤ C
M∑
n=0
∫ T
0
∫
R+
1
∆t
∫∫
Cn
0
∫
Cn
|ω′ε0(τ − s)| dτωε(x − y) dxdt dy ds
≤ C
M∑
n=0
∆x∆t2
∆tε0
≤ C∆x
ε0
.
We split the term involving Enj as follows:
M∑
n=0
∞∑
j=1
Enj ≤
M∑
n=0
∞∑
j=1
|D−qnj |
∫∫
Cnj
∫ x
xj+1/2
|ϕx(z, t)| dz dxdt︸ ︷︷ ︸
=:Fn
j
+
M∑
n=0
∞∑
j=1
|D−qnj |
∫∫
Cnj
∫ tn+1
t
|ϕt(x, τ)| dτ dxdt︸ ︷︷ ︸
=:Gn
j
.
For the first term, using the properties of the mollifiers (4.5) and the Lipschitz conti-
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nuity of f , we find
∫ T
0
∫
R+
M∑
n=0
∞∑
j=1
Fnj dy ds
=
M∑
n=0
∞∑
j=1
|D−qnj |
∫ T
0
∫
R+
∫∫
Cnj
∫ x
xj+1/2
|ω′ε(z − y)| dzωε0(t− s) dxdt dy ds
≤
M∑
n=0
∞∑
j=1
C
∆x
|unj − unj−1|
∆x2∆t
ε
≤ C TV(u0)∆x
ε
and similarly
∫ T
0
∫
R+
M∑
n=0
∞∑
j=1
Gnj dy ds ≤ C TV(u0)
∆t
ε0
.
Thus, we have
−Λε,ε0(u∆t, u) ≤ C
(
∆x+
∆x
ε
+
∆x
ε0
+
∆t
ε0
)
which concludes the proof.
Theorem 4.10 (Convergence rate on R+). Let u be the entropy solution of
the initial-boundary value problem (4.8) and u∆t the numerical approximation given
by (4.9). Then we have the following convergence rate estimate:
‖u(·, T )− u∆t(·, T )‖L1(R+) ≤ C
√
∆x
for some constant C independent of ∆x.
Proof. The numerical solution u∆t is Lipschitz continuous in time and TVD (for
the TVD property of conservation laws on bounded domains see [30, Lem. 2]), and
therefore satisfies
ν0(u∆t, ε0), νT (u∆t, ε0) ≤ C TV(u0)(ε0 +∆t)
and µ(u∆t(·, 0), ε), µ(u∆t(·, T ), ε) ≤ TV(u0)ε.
Thus, taking into consideration Lemmas 4.2 and 4.3, we have
‖u(·, T )− u∆t(·, T )‖L1(R+) ≤ ‖u0 − u∆t(·, 0)‖L1(R+)
+C
(
∆x+∆t+ ε+ ε0 +
∆x
ε
+
∆x
ε0
+
∆t
ε0
)
+C
where
C =
∫ T
0
∫
R+
∫ T
0
(
q(u(0+, t), u∆t(y, s)) + q(u∆t(0+, t), u(y, s))
)
ϕ(0, t, y, s) dt dy ds.
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Because of our choice of discretizing the initial datum as u0j =
1
∆x
∫
Cj
u0(x) dx we
have ‖u∆t(·, 0)− u0‖L1(R+) ≤ C TV(u0)∆x and thus it remains to estimate the term
C =
∫ T
0
∫
R+
∫ T
0
(
|f(u(0+, t))− f(u∆t(y, s))|︸ ︷︷ ︸
=:H
+ |f(u∆t(0+, t))− f(u(y, s))|︸ ︷︷ ︸
=:J
)
ϕ(0, t, y, s) dt dy ds.
Here, we split
H ≤ |f(u(0+, t))− f(u∆t(0+, s))|︸ ︷︷ ︸
H1
+ |f(u∆t(0+, s))− f(u∆t(y, s))|︸ ︷︷ ︸
H2
.
Using the Rankine–Hugoniot condition, the term H1 can be estimated as follows:
H1 = |f(u(0+, t))− f(u∆t(0+, s))|
= |g(u(0−, t))− g(u∆t(0−, s))|
≤ |g(u(0−, t))− g(u∆t(y, s))|+ |g(u∆t(y, s))− g(u∆t(0−, s))|.
Because H1 does not depend on y we can use the symmetry of ϕ with respect to y
and the estimate (4.7) to get
∫ T
0
∫
R+
∫ T
0
H1ϕ(0, t, y, s) dt dy ds
=
∫ T
0
∫
R−
∫ T
0
H1ϕ(0, t, y, s) dt dy ds
≤
∫ T
0
∫
R−
∫ T
0
|g(u(0−, t))− g(u∆t(y, s))|ϕ(0, t, y, s) dt dy ds
+
∫ T
0
∫
R−
∫ T
0
|g(u∆t(y, s))− g(u∆t(0−, s))|ϕ(0, t, y, s) dt dy ds
≤ C
√
∆x+
∫ T
0
∫
R−
∫ T
0
|g(u∆t(y, s))− g(u∆t(0−, s))|ϕ(0, t, y, s) dt dy ds.
Using the identity
|g(uni+1)− g(uni )| =
1
λ
|un+1i+1 − uni+1|
and setting N = ⌈ ε∆x⌉, we can employ Lemma 4.7 to estimate the integral term in
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the foregoing estimate as follows:∫ T
0
∫
R−
∫ T
0
|g(u∆t(y, s))− g(u∆t(0−, s))|ϕ(0, t, y, s) dt dy ds
=
M∑
n=0
−1∑
j=−N
|g(unj )− g(un−1)|
∫ T
0
∫∫
Cnj
ωε0(t− s)ωε(y) dt dy ds
≤ ∆t∆x
ε
M∑
n=0
−1∑
j=−N
−2∑
i=j
|g(uni+1)− g(uni )|︸ ︷︷ ︸
= 1λ |u
n+1
i+1 −u
n
i+1|
≤ C∆t∆x
ε
−1∑
j=−N
−2∑
i=j
M∑
n=0
|un+1i+1 − uni+1|
≤ C∆t∆x
ε
−1∑
j=−N
(−j)
≤ C∆t∆x
ε
N(N + 1)
2
≤ C∆t
( ε
∆x
+ 1
)
≤ C(ε+∆t).
The term involving H2 can be estimated analogously. Then it remains to treat the
integral involving J. We split J as follows
J ≤ |f(u∆t(0+, t))− f(u(0+, s))|︸ ︷︷ ︸
J1
+ |f(u(0+, s))− f(u(y, s))|︸ ︷︷ ︸
J2
and note that the J1 is the same as H1. Lastly, with the help of Lemma 4.6 we find∫ T
0
∫
R+
∫ T
0
J2ϕ(0, t, y, s) dt dy ds
=
∫ T
0
∫
R+
∫ T
0
|f(u(0+, s))− f(u(y, s))|ϕ(0, t, y, s) dt dy ds
≤ 1
ε
∫ ε
0
∫ T
0
|f(u(0+, s))− f(u(y, s))| dy︸ ︷︷ ︸
≤C|y|
ds
≤ C
ε
∫ ε
0
|y| dy
≤ Cε.
Finally, we have
‖u(·, T )− u∆t(·, T )‖L1(R+) ≤ C
(
∆x+∆t+ ε+ ε0 +
∆x
ε
+
∆x
ε0
+
∆t
ε0
)
.
In order to get a convergence rate, again we take λ = ∆t∆x constant and minimize the
right-hand side of the above estimate for ε and ε0. This yields ε = ε0 =
√
∆x which
concludes the proof.
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4.3. Convergence rate estimates on (0, L). By restricting the solution u and
the numerical approximation u∆t to a bounded interval (0, L) Theorem 4.10 and the
estimate (4.7) yield a convergence rate on (0, L). Note that this is only possible since
f is strictly monotone.
Corollary 4.11 (Convergence rate on (0, L)). Let u be the entropy solution
of the initial-boundary value problem (4.8) on the bounded interval [0, L] and u∆t the
numerical approximation given by (4.9). Then we have the following convergence rate
estimate:
‖u(·, T )− u∆t(·, T )‖L1(0,L) ≤ C
√
∆x
for some constant C independent of ∆x.
Proof. Without repeating all calculations of Sections 4.1 and 4.2 we will highlight
the adjustments to the respective proofs that need to be done. If we consider solutions
on (0, L) instead of R+ the definition of Λε,ε0(u, v) in 4.6 needs to be adjusted so that
Λε,ε0(u, v) contains the term
−
∫ T
0
∫ L
0
∫ T
0
q(u(L−, t), v(y, s))ϕ(L, t, y, s) dt dy ds
and all instances of R+ need to be changed to (0, L). Following the proofs of Theo-
rems 4.4 and 4.10 in the same way finally yields
(4.13) ‖u(·, T )− u∆t(·, T )‖L1(0,L)
+
∫ T
0
∫ L
0
∫ T
0
(q(u(L, t), u∆t(y, s)) + q(u∆t(L, t), u(y, s)))ϕ(L, t, y, s) dt dy ds
≤ C
√
∆x.
Using the monotonicity of f we find
q(u, v) = |f(u)− f(v)| ≥ 0
and thus the integral term in (4.13) is nonnegative which concludes the proof.
5. Statement and proof of the main theorem. Our main result now reads
as follows:
Theorem 5.1 (Convergence rate for conservation laws with discontinuous flux).
Let u be the entropy solution of Equation (1.1) and u∆t the numerical solution given
by (3.1). Then we have the following convergence rate:
‖u(·, T )− u∆t(·, T )‖L1(R) ≤ C
√
∆x
for some constant C independent of ∆x.
Proof. As before, we decompose the entropy solution u as u =
∑N
i=0 u
(i) where
u(i), i = 0, . . . , N , are the respective entropy solutions on Di, i.e., solutions of (2.1)
and (2.2) respectively. Further, we decompose the numerical solution u∆t as
∑N
i=0 u
(i)
∆t
where
u
(i)
∆t(x, t) =
{
unj if (x, t) ∈ Cnj ⊂ Di × Cn,
0 otherwise
CONSERVATION LAWS WITH DISCONTINUOUS FLUX 19
and unj is given by (3.1). Then we have
‖u(T )− u∆t(T )‖L1(R) =
N∑
i=0
‖u(i)(T )− u(i)∆t(T )‖L1(Di).
Using Theorem 4.4 for D0, Theorem 4.10 for DN , and Corollary 4.11 for each Di,
i = 1, . . . , N − 1, shows that
‖u(i)(T )− u(i)∆t(T )‖L1(Di) ≤ C
√
∆x
for i = 0, . . . , N which concludes the proof.
Remark 5.2. Note that the rate of Theorem 5.1 is optimal in the sense that it can
not be improved without further assumptions on the initial datum. This can easily
be shown in the same way as in the absence of spatial dependency since the specific
initial datum u0 constructed by S¸abac in [33] can be chosen in a way such that u0 is
supported away from the last discontinuity.
6. Numerical experiments. To illustrate our results we now present two nu-
merical experiments. We consider the ‘two flux’ case
ut + (H(x)f(u) + (1−H(x))g(u))x = 0, (x, t) ∈ R× (0, T ),
u(x, 0) = u0(x), x ∈ R
where H is the Heaviside function. This corresponds to switching from one u-
dependent flux, g, to another, f .
Experiment 1. In our first numerical experiment we choose g(u) = u and f(u) =
u2/2 such that we switch from the transport equation to the Burgers equation across
x = 0. The initial datum we consider for Experiment 1 is
u0(x) =
{
0.5 if x < −0.5,
2 if x > −0.5
which is chosen such that the Rankine–Hugoniot condition at x = 0 gives u(0−, t) =
u(0+, t) before the jump at x = −0.5 interacts with the interface. Figure 1 shows
the numerical solution calculated with the scheme (3.1) with open boundaries in blue
and the initial datum in gray (dashed line) at various times (before, during, and after
interaction with the interface). We used ∆x = 2/n with n = 64, end time T = 0.9, and
λ = 0.5. We clearly recognize the characteristic features of the transport equation
and the Burgers equation here as the upward jump in the initial datum is transported
to the right as a shock until it crosses the interface at x = 0 where the shock, as it
enters the Burgers regime, subsequently becomes a rarefaction wave.
Experiment 2. In our second numerical experiment we choose g(u) = u
2
/2 and
f(u) = u such that we switch from the Burgers equation to the transport equation
across x = 0. The initial datum we consider is
u0(x) = 2 + exp(−100(x+ 0.75)2).
Again, the offset of the initial datum is chosen in a way such that the Rankine–
Hugoniot condition at x = 0 gives u(0−, t) = u(0+, t) before the non-constant part
of u0 interacts with the interface. Figure 2 shows the numerical solution calculated
with the scheme (3.1) with open boundaries in blue and the initial datum in gray
20 J. BADWAIK AND A. M. RUF
−1 0 1
0.5
1
2
(a) t = 0.3.
−1 0 1
0.5
1
2
(b) t = 0.6.
−1 0 1
0.5
1
2
(c) t = 0.9.
Fig. 1: Numerical solution of Experiment 1 with ∆x = 2/64 at various times.
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Fig. 2: Numerical solution of Experiment 2 with ∆x = 2/128 at various times.
(dashed line) at various times (immediately before, during, and after interaction with
the interface). We used ∆x = 2/n with n = 128, end time T = 0.5, and λ = 0.2.
We clearly recognize the shock formation due to the Burgers regime to the left of
the interface (see Figure 2 (a)). Note that – although difficult to see in Figure 2 (c)
because of numerical diffusion – the shock is preserved over the interface (only with
a different profile).
Table 1 shows the observed convergence rates of the solution at time T = 0.9 for
Experiment 1 and at time T = 0.5 for Experiment 2 for various values of ∆x. As
a reference solution, we used a numerical solution on a very fine grid (n = 2048) in
both cases. As expected from experience in the case of spatially independent flux we
observe convergence rates strictly between 1/2 and 1 (cf. e.g. [23, clawpack software]).
7. Conclusion. Scalar conservation laws with discontinuous flux frequently oc-
cur in physical applications and several numerical schemes have been considered in the
literature. In contrast to the case where the flux does not have a spatial dependency,
however, convergence rate results for monotone finite volume schemes have not been
available until now.
In this paper, we have established a convergence rate for upwind-type finite vol-
ume methods for the case where f is strictly monotone in u and the spatial depen-
dency k is piecewise constant with finitely many discontinuities. The central idea of
this paper is to split the problem into finitely many conservation laws between two
neighboring discontinuities of k and thus get a convergence rate as a consequence
of convergence rates on bounded domains. Here, the novel feature of this paper is
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n L1 error L1 OOC
16 1.751× 10−1 –
32 1.256× 10−1 0.48
64 8.865× 10−2 0.50
128 5.918× 10−2 0.58
256 3.637× 10−2 0.70
512 1.978× 10−2 0.88
1024 8.145× 10−3 1.28
(a) Experiment 1.
n L1 error L1 OOC
16 2.771× 10−1 –
32 1.823× 10−1 0.60
64 1.261× 10−1 0.53
128 8.390× 10−2 0.59
256 5.125× 10−2 0.71
512 2.780× 10−2 0.88
1024 1.132× 10−2 1.30
(b) Experiment 2.
Table 1: Convergence rates of Experiment 1 and 2.
the strong bound on the temporal total variation of the finite volume approximation
which allows us to estimate the boundary terms in space at the discontinuities of k
that appear when applying the classical Kuznetsov theory to problem (1.1).
As an outlook we name three possible directions of future research. A first direc-
tion would be to extend the convergence rate result of this paper to the cases where
k is not piecewise constant and f is not monotone. Second, it might be interesting
to investigate convergence rates of monotone schemes in the Wasserstein distance. In
the case of spatially independent fluxes, convergence rates in the Wasserstein distance
are well known due to Nessyahu, Tadmor and Tassa [27, 28]. Lastly, convergence rates
of the front tracking method for conservation laws with discontinuous flux are highly
desirable as well. In the case of spatially independent fluxes convergence rates of the
front tracking method are known in L1 due to Lucier [25] and in the Wasserstein
distances due to Solem [34].
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Appendix A. Convergence rate estimates for general initial-boundary
value problems. With the techniques developed in this paper, we can also derive
a convergence rate for the initial-boundary value problem
ut + f(u)x = 0, (x, t) ∈ (0, L)× (0, T ),
u(x, 0) = u0(x), x ∈ (0, L),
u(0, t) = a(t), t ∈ (0, T )
(A.1)
and the numerical scheme
un+1j = u
n
j − λ
(
f(unj )− f(unj−1)
)
, j ≥ 1, n ≥ 0
u0j =
1
∆x
∫
Cj
u0(x) dx, j ≥ 0,
un0 =
1
∆t
∫
Cn
a(s) ds, n ≥ 1.
Here we need to assume that a ∈ (L1∩BV)(0, T ) which allows us to use the total vari-
ation of a directly instead of crossing the discontinuity in Lemma 4.7. The assertion
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of Lemma 4.7 should then read
M∑
n=0
|un+1j − unj | ≤ C(TV(u0) + TV(a))
which can be used at the same place Lemma 4.7 is used in Theorem 4.10. Hence,
Corollary 4.11 gives the convergence rate O(√∆x) for the general initial-boundary
value problem (A.1). Note that this is a higher rate than the O(∆x1/3) rate mentioned
in [29].
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