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Introduction
Inspired by work of Sachs and Warner (1995) , a new literature is developing that focuses on the so-called "resource curse"-the puzzling paradox suggesting that resource-rich countries tend to grow more slowly than resource-poor ones. Like most people, economists are fond of paradoxes. It is therefore not surprising that the curse has inspired many economists to consider its origins or test its robustness. Among the popular early explanations for the curse are 'structuralist' theories with roots in the 1950s (e.g. Prebisch 1950 ), rent-seeking analyses (e.g., Tornell and Lane 1999 , Baland and Francois 2000 , Torvik 2002 , and stories based on Dutch-disease type of arguments, where the non-resource sector is the long-run engine of growth due to increasing returns at the sector level but becomes "crowded out" by the resource sector (Matsuyama 1992, Sachs and Warner 1999) . 1 The rough contours of a consensus view now seem to be gaining shape. In the words of a recent World Bank publication (Harford and Klein 2005) :
"[Natural resource exports] can damage institutions (including governance and the legal system) indirectly--by removing incentives to reform, improve infrastructure, or even establish a well-functioning tax bureaucracy--as well as directly--by
provoking a fight to control resource rents. … There is growing evidence that [this] effect is the most problematic."
Empirical support for this view is provided by various authors, including Ross (1999 Ross ( , 2001a , Leite and Weidmann (2002) , Sala-i-Martin and Subramanian (2004) , Isham et al. (2005) , Bulte et al. (2005) and Hodler (2006) . 2 While resource abundance can be a blessing for countries with good institutions and a curse for countries with bad institutions (as demonstrated by Mehlum et al. 2006) , the new consensus view goes one step further. It argues that the institutional context itself is endogenous and not invariant with respect to resource endowments (see also Sokoloff and Engerman 2000 , Ross 2001b , Jensen and Wantchekon 2004 , Robinson et al. 2006 . 3 While the exact definition of "institutional quality" is open to debate, most economists agree that it refers to the rules of the game, and that it is an important driver of economic development and growth (e.g. Easterly and Levine 2003, Rodrik et al. 2004) .
In this paper we challenge the consensus view, and dispute that abundant resources lead to bad institutions or slow growth. Instead, the chain of causality appears opposite to current wisdom:
bad institutions are associated with high scores on the resource abundance indicator popularized by Sachs and Warner. To appreciate our argument, it is important to understand that the common proxy for resource abundance in the literature on the curse is rather peculiar. It is defined as the ratio of resource exports to GDP, generally based on the information for a single year at the beginning of the observation period. 4 This ratio is more appropriately thought of as a measure of dependence (or intensity) than as a measure of abundance. The denominator explicitly measures the magnitude of other activities in the economy. Consequently, the scaling exercise-dividing by the size of the economy-implies that the ratio variable is not independent of economic policies and the institutions that produce them. Moreover, not only the scale of economic activity, but also the comparative advantage in non-resource sectors is to a large extent determined by government choices (Clarida and Findlay 1992) . Hence, the resource dependence ratio potentially suffers from endogeneity problems, and perhaps should not be treated as an exogenous explanatory variable at all in growth regressions. Rather, it is the outcome of specific institutional settings.
Following Williamson (2000) , we distinguish between two different perspectives on institutions. Some analysts interpret institutions as "deep and durable" characteristics of societies (e.g., Glaeser et al. 2004) , whereas others view them as the reflection of policy outcomes that are in a state of flux (e.g., Knack and Keefer 1995, Rodrik et al. 2004) . The former interpretation is consistent with the idea of institutions as persistent constitutional variables-think of presidential systems versus parliamentary ones, or the specification of electoral rules. Within the framework of constitutional design, policy makers formulate specific short-term "governance" policies to fight corruption, uphold the rule of law, invest in human capital for public servants, etc. Constitutional design therefore determines a range of policy outcomes-institutional proxies and otherwise (Persson and Tabellini, 2003 , Persson 2005 . Evidently, the interpretation of institutions as policy outcomes is more likely to suffer from endogeneity problems in the context of growth regressions.
Both the "durable constraints" and the "changeable policy outcome" interpretations of institutions are potentially relevant for the resource curse. Persson and Tabellini (hereafter PT, 2003, 2004) have pioneered the notion that constitutional designs have observable consequences on economic policies. Key concepts in their analysis are accountability and representativeness of a country's executive body. They find that both presidential regimes and majoritarian electoral rules (as opposed to parliamentarian systems and proportional representation) tend to be associated with more spending for special interests, at the expense of public goods that benefit a wider swathe of voters (and that could enhance economic growth). The reason is that presidential regimes and majoritarian rules imply that the incumbent decision maker is not dependent on a stable majority among the legislators, and is therefore more likely to cater to the interests of powerful minorities (for more information, refer to Persson et al. 2000 , PT 2003 . In the context of the resource curse, one may therefore expect that sectoral lobbying for preferential treatment is more successful in presidential than in parliamentary systems. Basing their analysis on the Sachs-Warner ratio of resource exports as a share of GDP, Andersen and Aslaksen (2006) indeed provide evidence that the "curse" is more likely to materialize in presidential regimes (and in non-democracies).
The objectives of this paper are threefold. First, we explore the underlying factors that determine resource dependence and institutional quality, and properly account for them in 2SLS
and 3SLS regression analyses of economic growth. Second, we explore the impact of an alternative and exogenous measure of resource abundance (based on the value of resource stocks-see section 2) on economic growth and institutional quality. And third, we aim to dig deeper into the institutional dimensions of policy making by distinguishing between "durable" and "changeable" interpretations of institutions-i.e., how constitutional variables and institutional outcomes interact to give rise to virtuous or vicious circles of development.
Our main results turn received wisdom upside down. First, resource dependence, based on the conventional Sachs-Warner 'resource' measure in regression analyses, is influenced both by durable and changeable institutions, even if we control for physical resource abundance. Treating resource dependence as endogenous, we reverse the causality implied in earlier work. That is:
contrary to the paradoxical result that resource "abundant" countries tend to invite rent seeking and therefore suffer from worse institutions, we find that countries with certain institutional designs fail to industrialize-and failing to develop significant non-resource sectors makes them dependent on primary sector extraction. Second, within the set of constitutional variables, we find that the form of government (presidential versus parliamentary system) is more relevant than the form of the electoral system. We interpret this as evidence that sectoral lobbying pressure from resource firms is more relevant for policy design than electoral pressure through geographically defined constituencies. We present corroborative evidence for this interpretation by distinguishing between different types of resources-clustered ones versus diffuse ones. Third, and perhaps most importantly, we find that the resource curse is a red herring. Properly accounting for resource wealth implies that resources are a blessing for both institutional and economic development-not a curse. Moreover, instrumenting for resource dependence implies that this variable is no longer significant in growth regressions. Finally, all these results are robust when we restrict the sample to democracies only.
The paper is organized as follows. In section 2 we introduce and explain the data, and outline our regression strategy. In section 3 we present OLS regressions of resource dependence and institutional quality, and 2SLS and 3SLS regressions of economic growth and income levels.
Section 4 concludes.
Estimation strategy and data
In this section, we outline our empirical procedure and present the most important data. Our aim is to explore the underlying factors that determine the degree to which economies depend on exports
of natural resources, and analyze the impacts of resource abundance and dependence on economic performance and institutional quality. Resource abundance may directly affect economic growth, but the influence may also be indirect. Our empirical approach allows us to examine both direct and indirect links.
We run three different regression equations. Following earlier work (Leite and Weidmann 2002 , Isham et al. 2004 , Bulte et al. 2005 , we first perform a series of estimations to analyze whether resource abundance (RA) does in fact have the commonly reported negative effect on institutional quality (I). Specifically, we try to unravel the determinants of institutional quality as follows:
(1)
Our main conditioning variables include latitude measured in absolute terms-a common instrument for institutions 5 -and regional dummy variables, as well as resource dependence (RD) in some specifications to check for a curse on institutions in a more conventional form. In light of earlier evidence, we distinguish between different "types" of resources: point resources, which are geographically clustered in space and relatively easy to monitor and control, versus diffuse resources spread across space. If resources are a curse for institutional quality, as has been argued in the past based on studies regressing I on RD as opposed to RA, then b 2 <0. But if resource abundance is positively associated with institutions-due to an income effect, say-then b 2 > 0.
The term "resource curse" would be inappropriate then.
In a second step, we study the association between RD on the one hand, and RA as well as "durable" and "changeable" institutional factors on the other. As outlined above, we distinguish between the "durable" constitutional dummy-variables for regime type and electoral rules (CV), 5 All relevant estimations were also run with other frequent instruments for institutions, including the log of settler mortality and the fractions of the population speaking English or another Western European language. Latitude proved the strongest instrument for a large sample of countries, followed by the log of settler mortality (for the much smaller sample of ex-colonies only). We focus on the results using latitude; results using the other instruments are very similar and can be requested from the authors. In an additional step, we integrate the findings from equation (1) The first row depicts the log of average growth of per capita GDP (PPP adjusted) between 1970-2000 (g7000) . Korea was the growth leader during this period in both samples, while Zambia was at the very bottom of the growth ladder.
Our main resource dependence variables, the GDP shares of total natural resource and mineral resource exports-based on the Sachs and Warner "resource abundance" variable-are described in rows 3-4. They are compiled on the basis of information from the World Development Indicators and aggregate the export share of total natural resources (natxp), i.e. the sum of mineral and agricultural raw material exports over GDP, and the export shares of mineral ores, metals and fuels (minxp), respectively. 8 We average the shares over the period [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] because on the one hand, choosing a single year could lead to spurious links and false conclusions since exports are inevitably influenced by market conditions (see e.g. Ledermann and Maloney 2003) . In addition, the 1970s saw unusually large turbulence in many resource prices due to external shocks, which suggests using a longer time span. 9 Total natural resource dependence in our base sample and larger sample varies from GDP shares of practically zero for Japan and Figure 1 we plot economic growth against resource dependence for a simple regression fit-controlling only for initial income 7 Former Soviet and most Middle Eastern countries are excluded due to data unavailability. The mineral resource abundance and the electoral rule dummy proved the main constraining variables for the sample size. 8 We also collected data on the disaggregated period average GDP shares of agricultural raw materials exports (agrixp). Details on these and all other variables employed can be found in Appendix B. 9 We performed all estimations with alternative period averages for resource dependence (1970s and 1970-2000) with qualitatively unchanged results.
and the change in terms of trade-confirming that the "curse" also materializes for our dataset (detailed results given in Table 5 , column (1)).
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The next two rows show our preferred natural resource abundance measures, the logs of total natural capital and mineral resource assets in USD per capita. The data is taken from a World
Bank ( Similarly to Gylfason (2001) , when we use data for the 1990s we implicitly assume that cumulative resource extraction since the 1970s has not significantly altered countries' relative resource abundance two decades later. This is supported by a high positive correlation with resource production data for the early 1970s: the countries which produced the most at the beginning of our observation period still had the richest resource stocks in the 1990s (Brunnschweiler 2006 , see also Stijns 2002 .
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A second issue concerns the exogeneity of our resource wealth measures. We challenge prior work by arguing that the commonly used resource variable of Sachs and Warner is endogenous; but to what extent do our variables offer an improvement? The accuracy and reliability of the country data were important concerns for the authors of the World Bank (1997) study; nevertheless, one could object that basic data availability is already subject to a country's 10 The curse result is even stronger when we omit the outliers on the far right (t-ratio becomes -2.79, significant at the one-percent level). 11 In Appendix A, Table A we show how various "abundance" measures discussed in this paper are correlated. For example, the correlation between our abundance variables and the 1970 primary exports to GNP ratio from Sachs and Warner (1997) is 0.18 for subsoil assets and practically zero for total natural resource wealth.
technological level. 12 We argue however that the data on natural resource wealth are likely to be independent of local issues, and therefore truly exogenous for our purpose. In particular, we contend that the (fuel and non-fuel) mineral deposits which determine our core sample have been well explored and estimated due to their substantial economic potential, and thanks also to the involvement of large multinational firms who use similar technical approaches to gather their information, and do so regardless of the local political or technological conditions. 13 We are not suggesting that our resource abundance data are beyond criticism: rather, they are less prone to the policy endogeneity which plagues export-based measures; less subject to technology standards which influence production levels; and only reasonably affected by price fluctuations (and market conditions), which must be an issue for any measure that attempts to assign a "true" (i.e.
monetary) value to natural resource wealth.
As described above, we use two variables for the constitutional design, i.e. the fundamental and durable institutional characteristics, at the beginning of the period, depicted in 14 The DPI codes a country's form of government as "presidential" (pres70s=1) when the chief executive is largely independent of the legislature. This is true both when the president is directly elected by popular vote (as in the "classical" presidential model); or when the chief executive is elected by the assembly, but cannot easily be recalled once in office and therefore is mostly independent vis-à-vis 12 In fact, the correlation between average years of schooling of the population-a common proxy for the level of technology-in 1970 and our main measure of resource abundance, subsoil wealth, is a very modest 0.28, and 0.56 for total natural resource wealth. 13 Around 90% of known oil and gas stocks are controlled by national companies, but "…because of the enormous capital and technological resources necessary to exploit minerals, foreign oil companies became the dominant internal actors in all oil exporters […] The complexities of the international market, the continued need for foreign investment and technology, and their links to other powerful actors mean that these companies still retain significant power even after nationalization." (Karl 1997: p.55 ) Moreover, foreign mineral companies have been willing to get involved in production even if local political and regulatory conditions were unstable or deteriorated to the point of open conflict. A telling example is Shell's long-standing involvement in oil production in Nigeria despite violent conflict, and its willingness even to enter into arrangements with both warring parties to ensure production continuity (see e.g. Zalik 2004 ).
14 In a few cases, the form of government changed during the decade; we use the later classification, as it is more likely to be important for development until 2000.
the other branches of the political system. The alternative is a strictly parliamentary form of government (pres70s=0). This definition corresponds to that of PT (2003 PT ( , 2004 ; nevertheless, the classifications for the relevant years differ for three countries in our sample, namely Greece, Nepal, and Portugal. In these cases, we preferred the DPI coding, as it is more careful in indicating the true balance of power in the executive.
Regarding the electoral rule, a country is considered "majoritarian" (maj70s =1) when all or the majority of the house seats are elected by plurality rule, the alternative being (mostly)
proportional rule (maj70s=0). This DPI definition differs slightly from that of PT (2003 PT ( , 2004 , who consider a country's electoral rule to be majoritarian only if all house seats are elected by plurality, adding a third, "mixed" possibility to the classification. The country coding accordingly diverges for two countries in our sample, Japan and Mexico. Again, we follow the definition of the DPI in conflicting cases. Looking at the data, we see that the samples are divided roughly according to the global prevalence of presidential over parliamentary political regimes, and the closer balance between majoritarian and proportional electoral formulas. We can consequently avoid a possible sample bias in our estimations.
The next two rows in Table 1 describe our main measures of "changeable" institutional quality. They were compiled by Kaufmann et al. (2005) for the World Bank and measure the rule of law (rule), i.e. the quality of contract enforcement, police, and courts, as well as the likelihood of crime and violence; and what we dub government effectiveness (goveffect), i.e. the quality of the bureaucracy and public services. Both are recalibrated to assume values between 0 (weakest institutions) and 5 (strongest). The World Bank data have the advantages of a very wide country coverage and relative objectiveness thanks to a large survey base, which makes them particularly attractive for econometric analysis. 15 The differences between the samples are only slight, while the variation within the samples (the standard deviation is just above unity) shows that there are considerable differences in institutional quality among the countries in our survey. The Republic of Congo has the weakest and Norway the strongest institutions in our base sample, while Haiti exhibits the weakest institutions and Switzerland the strongest in the larger sample.
Finally, the last row describes our historic openness indicator for the two decades preceding our observation period, which serves as another principal instrument for explaining resource dependence in our estimations. It is calculated as the average ratio of imports plus exports to GDP between 1950-1969 to avoid endogeneity problems. 16 The data shows that there is wide variation in openness to trade in our samples, with a standard deviation of around 0.24.
Empirical results
We first analyze the determinants of institutions according to equation (1). In the most parsimonious specification, we use latitude as the main instrument for institutional quality and add natural resource abundance to explore whether resource wealth erodes institutional quality, be it through rent-seeking, conflict, or otherwise. The results, controlling for region-specific effects (Europe is the omitted region), are reported in Table 2 , columns (1)-(4). They show that, quite contrary to earlier work on the resource curse -which argues that resources undermine economic performance through weakening of institutional structures -there is a positive correlation between resource abundance and institutional quality. Possibly this reflects the income effects of resource booms and discoveries, enabling countries to introduce superior institutions, while at the same time increasing the demand for such improvements.
17 over the last three decades. The estimation results with alternative institutional measures further confirm our main observations on the effects of natural resource abundance and dependence. 16 Nevertheless, the possible endogeneity of the openness measure was considered in separate estimations by using the predicted trade shares developed by Frankel and Romer (1999) as an instrument. Results were not affected (available upon request). 17 There are several plausible mechanisms linking higher incomes to better economic and political institutions. Glaeser et al (2004) argue that institutional quality as conventionally measured in economic studies is not really a "deep" variable but a policy choice (affected by human capital and income). Moreover, income shocks affecting real wages of civil servants may affect the willingness to accept bribes (e.g., Chand and Moene 1999, Mookherjee 1997) or have an impact on morale-both corruption and quality of the bureaucracy are conventional measures of institutional quality. Miguel et al. (2004) document that adverse
To check if resource dependence has an impact on institutional quality, as postulated by advocates of the resource curse consensus, we also add the aggregate resource and mineral resource dependence variables to the analysis in columns (5)-(8). Although it mostly enters with a negative sign, resource dependence proves insignificant once we control for actual resource abundance. We interpret this as evidence that the consensus view on the chain of causality linking resources to institutions should be reversed.
We now consider whether the ratio of resource exports to GDP is a proper explanatory variable in growth regressions. Since the denominator of this dependence measure is the size of the economy, it seems reasonable to expect that the variable is endogenous with respect to various variables that determine economic performance. We "explain" resource dependence with our indicators for institutions and add the two constitutional variables. Insofar as institutional quality and certain constitutional designs are associated with high incomes and growth-enhancing economic policies, we expect them to be negatively correlated with resource dependence.
In Table 3 we present the results of equation (2) and explore whether our prior expectation is correct, controlling for resource abundance and several other variables. In the various columns we distinguish between different types of resource dependence. Earlier work by Leite and Weidmann (2002) , Isham et al (2005) , and Bulte et al (2005) suggests that "point resources" have a different impact on the economy than "diffuse resources". Columns (1) and (2) interpret resource dependence quite broadly so that it encompasses all types of primary exports; columns (3) and (4) focus on agricultural exports; and columns (5) - (8) present results for the narrower category of mineral resources. Consistent with earlier results, we find significant differences between mineral and agricultural exports, which in turn determine the findings for aggregate resource exports. The results are especially strong for the dependence on mineral resources, as is evident from the values for R-square and the highly significant F-statistics; they clearly indicate that resource dependence is greatly influenced by many "deep" variables of economies. This suggests that using resource income shocks increase the risk of civil conflict, which in turn affects institutional quality. The model by Findlay and Lundahl (2001) is not explicitly about institutional development, but could be interpreted that way. For information on the relation between income and political institutions, refer to Barro (1996 Barro ( , 1999 , Durham (1999) and Acemoglu et al. (2005) .
dependence as an exogenous variable could produce misleading or biased outcomes, and makes an IV approach more suitable.
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First consider mineral resource dependence, as presented in columns (5) - (8), for which we find significant and robust results. Consistent with our expectations, we find that the presidential regime dummy is positively correlated with mineral resource dependence, and remains significant at least at the 5%-level even when we control for regions and institutional quality. The results suggest that having a presidential instead of a parliamentary system would have increased mineral resource dependence during this period by up to six percentage points (all other things equal). On the other hand, there is practically never any significant correlation between electoral rules and dependence, and in column (6) we see that omitting the majoritarian dummy does not affect results for our other explanatory variables. 19 Since both majority rule and presidential systems are associated with a tendency to cater to interest groups and minorities (PT 2004), our findings suggest that sectoral lobbies (from resource industries) tend to be more successful in pursuing distorting policies than geographic lobbies (working through constituencies). This is not unexpected. Also, it is unsurprising that openness and resource abundance are positively correlated with resource dependence. Openness affects both the numerator and denominator of the resource dependence variable; but the former effect dominates, as later results from 2SLS will show where openness turns out to have no direct effect on economic development. The abundance result reflects that some countries have a comparative advantage in primary industries, which is a relevant consideration regardless of institutions and constitutions-think of Norway, Canada and Australia.
In columns (7) and (8) we introduce two important institutional variables-rule of law and government effectiveness. These will constitute our basic specifications for later estimations. Not only are the earlier results robust; equally interesting, we find that the institutions variables enter with a significant negative sign (at the 2%-level). This suggests that better-quality institutions lead to less resource dependence (as opposed to the other way around). This statement is supported even when we instrument for institutional quality, to account for the probable endogeneity of this variable; in the results reported in columns (9) - (12), we find that the negative relation persists.
This is a finding of interest, and one that we can possibly explain by the impact of the quality of institutions-proxied by "rule of law" and "government effectiveness"-on incentives to invest in other sectors of the economy-affecting GDP, the denominator of the dependence variable.
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Columns (3) and (4) indicate that dependence on agriculture is not adequately explained by the same variables. The goodness of fit of these regressions is much worse, and our presidential dummy is no longer significant. We believe this is due to the "diffuse nature" of agriculture, making it harder for farmers in developing countries to organize themselves into lobby groups and successfully appeal for special favors. The institutional quality variables also (narrowly) miss conventional levels of significance (as shown in column (3)), although the sign is consistently negative. Not surprisingly, we find that natural capital-which also captures soil quality-is significantly associated with exports of agricultural products. However, in separate estimations we find that sheer country size is in fact more important than the value of the land in explaining the dependence on agricultural exports.
When the separate effects of point-source mineral resource and diffuse agricultural resource dependence are aggregated, we are able to account for a large part of total natural resource dependence using some common explanatory variables (columns (1)- (2)). But we note from the results in column (2) that the strength of our explanation for total resource dependence is due in large part to the importance of minerals in overall exports: the values for R-square and the F-statistic jump upward when we use subsoil wealth as the resource abundance proxy. However, the differing factors which explain the extent of mineral and non-mineral resource dependence weaken each other's effect on total resource dependence, and the results are no longer robust to regional controls, nor is institutional quality robustly linked to resource dependence (not shown).
Taken together, Tables 2 and 3 enable us to discuss the net effect of resource abundance on resource dependence. On the one hand there is a direct effect based on the comparative advantage argument (captured in Table 3 ). On the other, resource abundance also enhances institutional quality (Table 2 ), which in turn translates into reduced dependence on primary exports (of the mineral kind, see Table 3 ). However, our estimations show that the comparative-advantage effect dominates the indirect institutions effect. For example, a one-standard-deviation increase in a country's per-capita subsoil wealth would lead to an expected average increase in (mineral) resource dependence of 0.032, i.e. over three percentage points or one-third of a standard deviation. 21 The less-than-proportional impact of resource abundance on the degree of resource dependence would further confirm our hypothesis that the traditional resource dependence variable is only a weak proxy for true resource abundance.
Of course, the assumption is that all other factors are held constant, which complicates real-life thought experiments. One possible objection could be that the results so far are mainly due to the circumstances in non-democratic and authoritarian developing countries (which are also considered presidential in the dummy classification). Such countries may also have weaker economic performance and worse policies per se, and therefore bias the results in favor of our hypotheses. 22 We examine this possibility by restricting our sample to democratic countries only, i.e. countries which scored "5" or lower on the 1972 Gastil index compiled by Freedom House.
23 21 For this example, we use the results from Table 3 , column (7), and Table 2 , column (2): 1.857*(0.109* (-0.035)+0.021)=0.032. The corresponding beta coefficient is 0.032/0.093=0.344, which gives the effect of mineral abundance on dependence in terms of standard deviations. Estimates from 2SLS with endogenous institutions deliver practically identical results. 22 For a discussion of these issues, refer to Przeworski and Limongi (1993) , Barro (1996 Barro ( , 1999 , and Acemoglu et al. (2005) . 23 1972 represents the first year for which Freedom House compiled its index. A more stringent classification of democracies calls for a Gastil score of "3.5" or less. Basic results do not change, but the sample becomes too limited for useful statistical inference. Another alternative is to restrict the sample to countries with a positive or-more stringent-to a polity index score above 8 (from the Polity IV project); estimation results for these samples also do not falsify our conclusions and are available upon request.
The results reported in Table 4 show that our earlier conclusions are largely unaffected.
Specifically, democratic countries with presidential regimes or low institutional quality are more resource dependent, although the influence of one type of political regime over the other is less clearcut. We also find that resource abundance still has a positive impact on resource dependence and institutional quality. However, the indirect effect of resource abundance on dependence via institutions (columns (3)- (4)) is strengthened relative to the direct, comparative-advantage effect.
Although comparative advantage prevails and the net effect remains positive, the impact is weaker. 24 One interpretation is that in countries with better-developed institutions-which is typically the case in democracies-the structure of the economy will be less biased towards lowergrowth sectors such as natural resource extraction and export even if there does happen to be a relative resource abundance.
We now turn to our main results. In the first column of Table 5 , we show OLS results for a growth regression of the type popular in the resource curse literature (corresponding to the regression fit in Figure 1 ), in order to test whether our findings depend merely on our narrower sample. We still find a significant curse result for our dependence measure, even when using a less parsimonious specification (not shown). We can therefore concentrate on the outcomes of the 2SLS regressions reported in the following columns, where we regress per capita income growth between 1970-2000 on the endogenous variables resource dependence and institutional quality.
Only second-stage coefficients are shown.
In columns (2)- (5) we provide the basic estimation results when instrumenting for resource dependence to correct for omitted variables, measurement errors and reverse causality.
Columns (2) and (3) consider the full set of countries, and in columns (4) and (5) we restrict the analysis to democracies only. The first noteworthy result is that there is no significant association between resource dependence and income growth--although the sign is negative, the conventional "curse" ceases to exist. But our analysis redeems resources to an even greater extent: the resource 24 As before, the result is reached by adding the effects, this time using the standard deviations for the reduced, democratic sample: 1.807*(0.165*(-0.029)+0.015)=0.018, which corresponds to a beta coefficient of 0.018/0.11=0.168. In additional estimations shown in Appendix A, Table B , we also found that countries with a presidential regime tended to have worse-quality institutions, an effect which persisted in the democracies-only sample.
abundance variable enters positively and significantly in the second stage estimations, and the cumulative net effect on average growth turns out to be positive. 25 Moreover, the political and economic mechanisms linking resources to economic performance are not driven by idiosyncracies of dictatorships. We believe these results lend credibility to earlier ideas advanced by Davis (1995 Davis ( , 1998 )-ideas that got snowed under in recent years by the emphasis on the detrimental effects of resources on growth and peace. Interestingly, the Hansen J statistics imply that constitutional design and openness to trade have no significant direct effect on economic development, but only influence it via their impact on the degree of resource dependence.
After having established that institutional quality is not invariant with respect to some of the deep economic and political variables, we also instrument for our two institutional proxies:
Government Effectiveness and Rule of Law. The 2SLS results are provided in columns (6)- (9).
Consistent with previous results, we find that that the resource dependence variable does not enter significantly, and even becomes positive when considering the quality of the bureaucracy (column (7)). Institutions enter positively and sometimes significantly in the large sample; but the results of the estimations in the democracy sample in particular suffer from multicollinearity problems, which weigh heavily in the small sample. Resource abundance still positively affects institutions in the first stage of the IV analysis; however, we now find only weak evidence of a direct effect on income growth. This suggests that the indirect institutional effect of resource abundance as shown in Table 3 is perhaps the main link from resources to economic performance. Nevertheless, the consistently positive signs show that natural resources have the potential to be a "double blessing"
for economic growth rather than a curse.
We now take the final step and estimate the full system of equations (1)-(3) described in Section 2, simultaneously instrumenting for both resource dependence and institutions. Since we have two endogenous variables in our system, we expect not only the disturbance in equation (3) to be correlated with the endogenous variables, but also the disturbances among the three equations to be correlated. This suggests using a 3SLS approach. 26 In this analysis we aim to trace back the chain of causal relationships all the way to exogenous variables (resource abundance, constitutional variables, and latitude), but it is evident that this comes at a cost. The first and second-stage F-statistic is a useful summary statistic for assessing the potential bias in the second stage (the inverse of the F-statistic is proportional to the bias in the second stage). From the earlier tables it is evident that in particular instrumenting for resource dependence may introduce some bias, and the 3SLS analysis shown in Table 6 compounds that bias by regressing dependence on the predicted institutions variable. The main culprit for what must be a cautious statistical inference at this stage appears to be our small sample size, which in turn is due to the limited number of countries for which we have resource abundance data.
Notwithstanding these qualifications and caveats, the results in Table 6 support the earlier findings. All signs are as expected, and the magnitude and significance of the main coefficients of interest are generally consistent with our previous findings. In no regression do we find that resource dependence significantly impacts the average growth rate. Moreover, mineral resource abundance seems to have a positive overall effect on economic performance which is significantly different from zero (p-values for the Wald test of 0.000 or below in all specifications), confirming our view that there is no real evidence of a curse. Again, we limit our sample to democracies only in columns (3)- (4) to check if the results are driven by countries with weaker institutional frameworks, and find substantially unchanged effects.
Conclusions and discussion
The paradoxical finding of a negative relationship between a sizable resource sector and economic growth has attracted widespread attention from academics, policy makers and international organizations. 27 The main causal mechanism linking resources to poor performance is commonly hypothesized to be "executive discretion over resource rents" (Jensen and Wantchekon 2004) .
According to this view, an abundance of rents allows incumbent politicians to maintain support and consolidate their power base through repression, buying off the opposition, or institutionalized patronage (including massive spending on public service employment). Since such policies are unlikely to promote economic growth, it is no surprise that economic and political performance is not independent. The logic of the story, combined with the fact that it is corroborated with observations of certain countries in the developing world, has undoubtedly added to the appeal of the resource curse hypothesis.
However, our empirical results cast new light on the validity of this emerging consensus.
There exists a discrepancy between the theory behind the curse, and the empirical work used to support it. Specifically, abundant resource rents, usually referred to as a "windfall gain", are a crucial element in the theory; but the bulk of the empirics is based on a measure of resource dependence instead (specifically, on resource exports divided by GDP). It is not obvious that resource dependence is a proper exogenous variable in regression analysis, and our analysis suggests it is not. Treating resource dependence as endogenous, we find that it is no longer significant in growth regressions, and has no effect on institutional quality. In contrast, resource abundance is significantly associated with both growth and institutional quality, but the nature of this association runs contrary to the resource curse hypothesis: greater abundance leads to better institutions and more rapid growth.
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The puzzling result that resource wealth appears to impede growth seems to be a red herring, and its origins may be traced back to confusing semantics. In discussing the impact of natural resources on growth, it is useful to distinguish between resource abundance (a stock measure of in situ resource wealth), resource rents (the 'windfall' flow of income derived from the resource stock at some point in time), and resource dependence (the degree to which countries do-or do not-have access to alternative sources of income other than resource extraction, again at some point in time). These concepts are possibly correlated-countries with large resource stocks may derive high incomes from extraction, and because of Dutch-disease arguments or otherwise, may specialize in primary exports and become dependent on resources. But some resource-abundant countries are not dependent on resources, and some relatively resource-scarce countries are. We find countries should not turn their back on resource wealth to lower resource dependence.
How may we reconcile our finding that resource-abundant countries tend to be better off than resource-poor ones with the existing literature? One possible explanation could be that resources in the ground do not pose the same problem for institutional quality or economic performance as flows of resource rents do. But this begs another question-since resource stocks can be converted into flows of money, why would outcomes for stocks and flows be different?
Another possible explanation is more straightforward and fully consistent with our main findings-the curse simply does not exist. The empirically significant relationship between institutional quality and resource dependence reflects that countries with poor institutions are unlikely to develop non-primary production sectors to reduce their dependence on resource exports. If so, the causality would be from institutions to dependence, and not the other way around. It would be inappropriate to talk about the "curse of resources" then. Instead, growth regressions in the resource curse literature may be viewed as a reminder of the important direct and indirect impacts of institutions on economic outcomes. GDP 1970 GDP -1980 0.073 0.095 0.065 0.089 Average mineral resource exports over GDP 1970 GDP -1980 0 
(8)
(10) 
(8) Notes: All regressions are OLS with regional control variables. majpres is dummy variable for majoritarian electoral rules and presidential governmental system; propres for proportional electoral rules and presidential system; majpar for majoritarian electoral rules and parliamentary system; and propar is the omitted dummy variable, referring to proportional electoral rules in a parliamentary system. Europe and Central Asia is omitted regional dummy variable. p-values are given for the Wald test of joint significance of the constitutional dummy variables (null hypothesis of joint significance insignificantly different from zero). Robust standard errors in parentheses. * , * * , * * * statistically significant at 10, 5, and 1 percent levels, respectively.
