In this work, the performance of an enhancement of a well-known, energy based CFD model for the primary breakup of high pressure diesel jets is presented. This new formulation of the model has been developed in order to take into account the different turbulent and cavitating flow conditions experimentally found inside the injection hole (geometric cavitation and "string" cavitation). A detailed spatial and temporal resolution of the cavitating flow in the hole is used by the model to deliver three-dimensional sprays, providing all the starting conditions for the calculation of the secondary breakup of the diesel spray by means of a Lagrangian approach. The characteristic feature of the model is the variable size and velocity distribution of the primary droplets as a function of the available breakup energy. Another main advantage of the model is the direct calculation of the droplet size distribution and spray angle based on the flow properties, so that empirical correlations or measurement data are not needed as input for the calculations. Measurements carried out on real engine nozzles were conducted to validate the simulations of both nozzle flow and spray development.
INTRODUCTION
Achieving better atomization of the fuel spray to enhance heat and mass transfer in the combustion chamber is the most important issue in order to decrease emissions and meet future emission legislation standards. For diesel engines, pollution formation is strongly influenced by the mixture quality during combustion and the state of the mixture, which is dependent on the evolution of the fuel spray. Using a powerful tool like CFD simulation within the development process might be of a great help in investigating atomization and improving the proper spatial and temporal distribution of the mixture.
The fundamental mechanisms of atomization have been under extensive experimental and theoretical study for many years [1, 2, 3] . Today it is accepted, that the breakup of liquid jets under high-pressure injection conditions can be divided in two sub-processes: primary and secondary breakup [4, 5] . In the case of primary breakup it is assumed that the main mechanisms that lead to the first breakup of the coherent liquid column into large liquid drops and ligaments can be found inside the injection nozzle. The most cited mechanisms found in the literature are cavitation and turbulence [3, 4, 6, 7, 8, 9] . These are caused by the large pressure differences (about 2000 bar) and the tiny geometrical dimensions of the nozzle (D = 120 µm), which lead to very high velocities and low static pressures, locally under that of the saturation pressure of diesel. The further breakup of the large drops and ligaments due to the aerodynamic interaction with the surrounding gas outside the nozzle is known as secondary breakup.
While many models dealing with the secondary breakup can be found in open literature (listed in [4] ), very few have been developed in order to account for the important effects of the nozzle flow on the initial disintegration of the coherent liquid column leaving the nozzle [10] . In the last few years a great effort has been made in an attempt to describe the primary breakup, although not without considerable difficulties due to the lack of experimental studies focusing on this issue [4, 7, 8, 9] .
For the mathematical description of the spray two approaches are used: the homogeneous (Euler/Euler) and the inhomogeneous (Euler/Lagrange) approach. Contrary to the homogeneous approach the inhomogeneous approach allows mass, momentum and energy exchange between the droplets and the gas phase, which is crucial for diesel spray calculations. Due to the easy implementation of the physical models and the robustness of the mathematical approach, a stochastic Lagrangian description of the diesel spray is widely used in the literature, both for the secondary and primary breakup. According to this methodology, all processes, which cannot be resolved deterministic on a parcel level, are solved with a Monte-Carlo simulation.
In the case of secondary breakup this approach is mostly accepted, whereas some authors consider the homogeneous approach for the primary breakup to be more efficient [7] . In this work, the Lagrangian approach will be used for both the primary and secondary breakup. With this simulation approach the spray calculation starts with already existing droplets that are subject to the interaction with the surrounding gas. The properties of these droplets such as velocity direction (spray angle) and size distribution are an output of the primary breakup of the jet, which in most of the CFD-codes is usually not modeled but rather replaced with assumptions or even experimental input. Today it is well known that this method of treating the primary breakup is not sufficient at all.
For this reason, several new models for cavitation and turbulence induced primary break-up have been developed in the last few years, with the aim to link the flow inside the nozzle with the spray atomization properly. Different turbulent and cavitating conditions inside the injection holes subsequently result in different spray structures and cone angles near the nozzle exit.
Specific objectives and simulation approach
The objective of this paper is to investigate the effect the nozzle geometry has on the complex flow physics inside the nozzle. Additionally, to analyze the effect of the geometrical parameters on the spray characteristics such as penetration, spray angle or Sauter mean diameter (SMD) by using a well validated cavitation and turbulence induced primary breakup model for diesel injection [11] .
The model to be considered in this paper is a modified version of the primary breakup model of Baumgarten [3] , which was implemented in the commercial CFDcode CFX of Ansys [12] . This simulation approach comprehends the unsteady nozzle flow, recording the spatial distribution of the flow properties (velocity , density ρ, volume fraction α, turbulent kinetic energy k, and its dissipation ε) at the nozzle exit as a function of time, for both diesel fuel and diesel vapour. These properties are then used as a boundary condition for the subsequent unsteady Lagrangian spray calculations, yielding initial conditions for the spray velocities, injected mass and available breakup energy. The unsteady simulation of the nozzle flow, including needle movement (injector opening) was also carried out with CFX. The numerical results of the presented primary breakup models are compared to optical spray measurements, including spray penetration Sp(t) as well as near and far spray angles. All measurements were carried out at the test facilities of Continental Automotive GmbH in Regensburg, Germany.
The basic simulation approach used in this study is the coupling between the Eulerian two-phase flow inside the nozzle and the Lagrangian two-phase flow of the spray, see Figure 1 . The coupling method is beneficial to handle the atomization of nonaxial symmetric liquid jets that penetrate into dense gas at high velocities, as is the case in high pressure diesel injection.
NOZZLE FLOW
In this chapter, the chosen multiphase approach, the studied nozzle geometries and the measurement data for the validation of the internal flow simulations are presented. The investigated nozzles are not visually accessible, thus their characterization is carried out by means of hydraulic properties such as flow rate, characteristic curve of flow rate, Critical Cavitation Point (CCP) and flow quantity distribution. The Critical Cavitation Point CCP is defined as the pressure difference that leads to the onset of chocked flow in a nozzle. For pressure differences above this value, the mass flow remains constant. Simulation approach.
The measurement techniques and facilities are described in [11] . All experiments for validation of the simulations were conducted at the test facilities of Continental Automotive in Regensburg.
Nozzle flow simulation
The spray breakup model uses detailed information from 3D turbulent cavitating nozzle flow simulations performed with the Ansys CFX CFD code based on a homogeneous model of two phases [12] . This model was chosen because it offers a good compromise between computational effort and the quality of results. The model assumes that phases share the same pressure and velocity field. The two-phase flow is considered homogeneous, isothermal and the liquid and vapour phases incompressible, having constant density values. The calculations are time dependent due to the highly transient behaviour of the nozzle flow, especially during the needle opening phase. The homogeneous multiphase system considered in this paper is a two-phase liquidvapour system. In this case we use the subscripts l and v to represent the liquid and vapour phases. The final mathematical model consists of the liquid continuity equation (where S lv represents the mass transfer rate from vapour to liquid) (1) the volume continuity equation (written here assuming incompressible phases for convenience only) (2) the bulk momentum equation (3) and the constraint (4) This system involves six equations for the six unknowns u i , P, r l , and r v . The SST shear stress transport turbulence model is employed in the simulations [13] , in which the flow is assumed to be fully turbulent. The simplified Rayleigh-Plesset model is employed for the mass transfer term between phases. This model is based on the growth of a single spherical bubble in an unbounded liquid domain [14] . The Rayleigh-Plesset equation describes the growth of a vapour bubble in a liquid: (5) where R B represents the bubble radius, σ represents the surface tension coefficient, and P v represents the vapour pressure. Neglecting the second order terms and the surface tension force yields the simplified expression (6) The rate of change of mass of a single bubble follows as (7) If there are N B bubbles per unit volume, the vapour volume fraction may be expressed as (8) and the total interphase mass transfer rate due to cavitation per unit volume is (9) This model has been derived assuming bubble growth (vaporization). It can be generalized to include condensation as follows:
where F is an empirical calibration coefficient. This model works well for condensation. However, it is physically incorrect (and numerically unstable) if applied to vaporization. One of the key assumptions in its derivation is that the cavitation bubbles do not interact with each other. This is plausible only during the earliest stages of cavitation, when the cavitation bubble grows from the nucleation site. As the vapour volume fraction increases, the nucleation site density must decrease accordingly. With this in mind, r v can be replaced by r nuc (1-r v ) during vaporization, where r nuc is the nucleation site volume fraction. R B is interpreted as the radius of a nucleation site. The final form of the cavitation model is:
Investigated geometries
The two micro sac hole nozzles used for this work, MSDB1 and MSDB2 (see Table 1 ), were manufactured on standard nozzle bodies and injectors like the ones found in serial production by Continental Automotive AG for passenger cars. The injection holes of standard diesel injectors for cars and light commercial vehicles usually have diameters in the range of 100 to 150 micrometers and their length varies between 0.6 and 1.1 mm.
Regarding the injectors used in this study, the only difference to the standard ones is found in the number of injection holes. Contrary to the standard diesel injection nozzles which commonly have 6 to 10 or even more injection holes, in this work nozzles with only 2 injection holes were produced, in order to facilitate the measurements of the sprays. The rest of the defining parameters of the nozzle are within the expected values. Figure 2 shows a typical geometry of an injection hole. The geometrical parameters of the studied nozzles are listed in Table 1 . Both holes have different values of included angle (Ψ), which is the angle between the injector axis and the injection hole axis. Higher included angles show higher tendencies to cavitate and to produce an asymmetric flow inside the hole. Here, CF (conicity factor) and HE (inlet rounding) are typically used for the definition of diesel injection nozzles. HE is the radius shown in Fig. 2 . Low values of CF and HE yield high curvature of the streamlines and strong radial pressure gradients, promoting cavitation and turbulence.
As seen in Table 1 , the position and inclination of the injection holes 1 and 2 is the same for both studied nozzles, but the internal geometry of these is different. The holes of nozzle MSDB1 were manufactured with smaller inlet radii and conicity values. Therefore, it is expected to show more cavitation and turbulence, resulting in a different spray.
Although very small manufacture tolerances with regard to geometry and position of the holes are necessary in order to deliver an accurate fuel quantity into the combustion chamber, the real measured nozzles and the studied geometries for CFD may differ slightly. In addition, the roughness of the internal surfaces can affect the quality of the agreement between measurement and simulation. More details about the differences between real and nominal geometries can be found in [15] .
Validation by means of hydraulic measurements of the nozzle
The simulation results presented in this section were obtained using the numerical settings described in section 2.1 and their target is to obtain a description of the flow at the nozzle exit as input for subsequent spray simulations.
Hydraulic flow rate. The hydraulic flow rate HF is measured under stationary conditions, i.e. with maximum needle lift (250 micrometers) and a pressure difference of 100 bar. The inlet pressure p in of the fluid is set to 101 bar. The back pressure p back , i.e. the pressure at the outlet, can be manually varied from 1 bar up to p in . Further details on the setup and configuration of the test facility can be found in [15] . The results of
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the measurements of hydraulic flow (HF) show whether the measured flow corresponds to the desired HF value. In accordance with manufacturing tolerances and experimental uncertainty (around 1.5%), a deviation of about 1% is allowed. In Table 2 the comparison between simulations and measurements is shown. The theoretical maximal flow under inviscid conditions (no losses) is also shown in the table together with the coefficient of discharge (nozzle efficiency). It is important to note that all measurements were carried out for a constant fluid temperature of 41°C. The material properties for these conditions can be found in [11] . The theoretical hydraulic flow is determined from Eq. 13 and the deviation of the measured or simulated HF from theory is indicated by µ:
A is the smallest flow cross section area and is found on the nozzle outlet. The agreement between measured and calculated flow rate is very good for both nozzles. Since the nozzle MSDB2 has a larger inlet radius and a more pronounced conicity, the pressure losses are smaller and the efficiency is higher. The flow losses in the sac hole and in the injection hole are reduced for this nozzle. This comparison shows that the internal geometry of the meshed CAD model and the real internal geometry of the nozzle lead to similar flow conditions and losses.
Flow rate characteristic curve. A fuel injection nozzle with needle can be regarded as a simplified two-throttle system. During the opening and closing phases in which the needle lift is low, the main throttle of the flow is located in the area of the needle seat. This gap flow between needle and nozzle body leads to a high pressure drop directly before the injection hole inlet and therefore is reflected by a relatively low exit velocity. At higher needle lifts, the main throttle of the flow is shifted to the injection hole inlet. This flow condition results in a higher fuel exit velocity, which is linked to an increased impulse that results in a higher penetration of the jet.
Modelling the influence of the nozzle geometry on the primary breakup of diesel jets In order to calculate the nozzle characteristic curve, the flow rate at a constant pressure difference of 100 bar is measured as a function of the needle lift, which is increased stepwise until the maximum lift is reached at 250 µm. Figure 3 shows a typical flow rate characteristic curve.
Regarding the nozzle characteristic curve of flow rate there are basically two main requirements. On the one hand, the maximum hydraulic flow should be achieved as fast as possible in order to deliver the required fuel quantity even at high engine speed and high load. For this purpose, the characteristic curve should rise as steeply as possible, so as to achieve a high flow rate even for low needle lifts. On the other hand, the nozzle should be able to deliver very small fuel quantities repeatedly over its entire life cycle. This is especially important for the pilot injection, which is crucial for a smooth pressure rise during combustion inside the cylinder. If a predetermined quantity is not met precisely, this leads to a pronounced increase in emissions. For this purpose a slower rise of the curve is desired. Both requirements clearly cannot be fulfilled at the same time and a compromise should be found.
In Figure 4 , the flow rate characteristic curves of the studied nozzles are shown. Since the measurements take place at a gradual opening of the needle under steady conditions, several steady-state simulations were carried out for different representative needle lifts (10-20-40-80-120-250 µm). Small discontinuities in the measured curves are due to the measurement process.
The diagrams in Figure 4 show some slight disagreement for low needle lifts, i.e. when the main throttle is located in the needle seat area, which is probably due to the inaccuracy of the needle lift measurement. The slope of the curves for low needle lifts is very large and thus small uncertainties affect the measured value significantly. Nevertheless, the curve slope for both measurement and simulation is very similar, so that the flow rate increase that results from the needle opening is satisfactorily described by the simulations. Once the throttle is moved from the needle seat area into the injection hole inlet, the agreement between measurement and simulation is much better. Example of typical nozzle characteristic curve of flow rate.
This is due to the fact that the accuracy of the needle lift measurement under these conditions plays a minor role in determining the hydraulic flow.
Critical Cavitation Point CCP. The point at which the nozzle begins to choke is known as the Critical Cavitation Point. The CCP can be determined hydraulically without optical access to the flow and is of great importance for the determination of the cavitation tendency of a nozzle. The best way to determine the CCP is by decreasing the back pressure under a constant inlet pressure of 101 bar. If the flow cavitates, the delivered hydraulic flow at some point becomes independent of the pressure difference, so that a further decrease of the back pressure does not increase the hydraulic flow (see Figure 5 ).
The cavitation number C a is defined as: Taking a closer look at the dependency of the flow rate on the pressure difference, two flow regimes can be identified: at small pressure differences the flow rate increases linearly with the square root of the mentioned pressure difference. This applies up to a certain pressure difference, where the curve slowly becomes flat and the flow rate does not increase further. This would be the second flow regime, also known as "choked flow". One possible physical explanation of this hydraulic behavior is the fact that the Mach number of the fuel-vapour mixture is much lower than the Mach number for pure fuel or pure vapour and therefore the information of a decrease in the back pressure (i.e. increase of the pressure difference) does not reach the upstream conditions [11] .
Modelling the influence of the nozzle geometry on the primary breakup of diesel jets
Looking at the simulation results on the left of Figure 6 , a distinct change of slope can be seen for a pressure difference between ∆p = 80 and 90 bar. The measured value of the CCP lies also between these two pressure differences, at around ∆p = 85 bar. The agreement between the simulation and measured values for the MSDB1 nozzle is very good. Lower values of CCP indicate nozzles with a higher tendency to cavitate. Higher values are characteristic of nozzles that have a lower tendency to cavitate or that don't cavitate at all. On the right side of Figure 6 it can be found that even when the MSDB2 nozzle is operated at a pressure difference of ∆p = 100 bar, no constant flow rate is reached. The higher inlet rounding leads to a less pronounced radial pressure gradient at the nozzle inlet that impedes cavitation appearance, thus preventing "choke flow" to take place (at least under 100 bar pressure difference conditions). In addition to that, conicity supports the reattachment of the flow, reducing the length of the cavitation pocket. It is clear that simulation can reproduce the hydraulic behavior of the nozzle even if the flow becomes a mixture of the two phases, fuel and fuel vapour (choked flow).
Hydraulic flow distribution. In this section, the distribution of fuel to the individual injection holes is investigated. This measurement technique is necessary in order to obtain information on the distribution of fuel in the combustion chamber. For the work at hand, this study is of particular interest because the different spray holes are expected to deliver different flow rates due to the effect of the geometrical parameters and flow conditions. Table 3 shows the flow rate distribution of the studied nozzles with two injection holes. The mass flow through the injection hole 1 is called m sl1 . Consequently, m sl2 is the mass flow of injection hole 2 and m tot is the total mass flow through the injector. It can be found that the mass flow rates of the injection holes with larger included angle (injection hole 1) are lower. This is due to a greater detachment of the streamlines at the hole inlet, which increases the tendency to cavitate. If this occurs, the flow losses are higher and the mass flow is reduced. A comparison between the equivalent holes of the two nozzles shows that inlet rounding and conicity lead to a better flow distribution. This is a result of the flow resistance being reduced and the inflow is facilitated. The simulations yield the same values as obtained in the experiments. According to the results shown previously, the presented CFD simulations are able to reproduce the hydraulic behavior of the flow in a relatively reliable way. Only for very low lifts there is a disagreement between the measured and simulated mass flow, which is probably due to measurement uncertainty. Apart from that, the effect of the geometry on the flow conditions can be represented well with the provided simulation approach.
Unsteady nozzle flow simulations
For the spray simulations shown in the following sections, the respective inlet conditions have to be delivered by the nozzle flow simulations. Since the measurement of the spray parameters is time-dependent, the boundary conditions from the nozzle need to be delivered as a function of time as well. In addition to that, these boundary conditions have to be produced for real pressure conditions, as shown in Table 4 . Up to this point, simulations were carried out for a pressure difference of 100 bar and a steady state assumption, because those were the boundary conditions of the hydraulic measurements for the nozzle characterization. These conditions are not representative for the diesel injection and combustion. Therefore, the following paragraphs present the results of simulations carried out not only time dependent, but also under real injection pressures.
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Modelling the influence of the nozzle geometry on the primary breakup of diesel jets Figure 7 shows the flow rate and the needle lift of the operating points 1, 2 and 4 listed in Table 4 . Here, IA indicates the nozzle hole included angle. The calculated flow rates show slight fluctuations (about 5%) that are due to the unsteadiness of the jet flow, together with the effect of turbulence and cavitation. It is clearly visible, as stated in the previous section (Table 3) , that the flow from the injection hole with higher included angle (IA88) is slightly smaller than the other one (IA72). Since the experimental data used for validation of the spray simulations does not realize the closing of the injector (needle closing), the nozzle flow simulations only describe the opening of the needle and the flow conditions for a fully open needle.
As expected, Figure 7 shows a faster needle opening at high injection pressures. This is due to the fact that the needle movement is hydraulically controlled and the pressure build-up inside the sac hole is faster. The needle opens according to this pressure value. This fast opening of the needle causes a rapid volume increase inside the nozzle. As seen in Figure 7 the nominal flow rate of the nozzle is achieved for a needle lift of about 60 microns. This is caused by the small number of spray holes, leading to a rapid pressure build up inside the sac hole. Multi-hole nozzles show a less rapid pressure build up in the sac and therefore a slower needle opening, reaching the nominal flow rate for a lift of about 120 µm. Simulated flow rate and needle lift for the chosen operating points.
The flow rate and the exit velocity of the flow determine the flow momentum of the fuel at the hole outlet, and thus the spray penetration close to the nozzle. From the simplified Bernoulli equation for energy conservation, the theoretical maximum speed can be calculated using Eq 13. Due to the pressure and momentum losses at the needle seat, sac hole and injection hole, the actual nozzle exit velocity lies significantly below that ideal velocity. This is considered by the flow coefficient given by Eq. 14 and its effect can be appreciated when the spray penetration results are analyzed.
PRIMARY BREAKUP MODEL
Based on the results of a detailed investigation of the flow inside the injection holes of high pressure diesel injectors [6] , a model for cavitation and turbulence induced primary break-up of liquid jets was developed several years ago [4] . The model uses a cavitation and turbulent energy based approach for the evaluation of all necessary initial conditions for the calculation of secondary break-up, such as droplet sizes, velocity components and spray angle. This model was improved to be applied to 3D nozzle flow simulations, accounting not only for turbulence and cavitation intensities inside the injection hole, but also for the velocity and mass flow distributions at the hole exit [11] .
The break-up energy is estimated by means of a two-phase flow simulation of the nozzle, as explained above. Subsequently, an energy balance is established in order to calculate the properties of the primary injected droplets. The probability for new particles to be created at a certain position of the nozzle exit depends on the spatial resolution of the mass flow at the nozzle exit, in which a higher mass flow is represented by a higher number of particles. The near exit spray angle is given by the diverging velocities described by the initial droplet velocity vectors. With this coupled approach, no initial value from empiric correlations is needed in the simulation sequence and asymmetries of the nozzle flow are reproduced in the spray.
The break-up energy consists of the two following terms: flow induced turbulent kinetic energy E turb [4, 8] and cavitation induced turbulent kinetic energy E cav [4, 7, 9] . Turbulent fluctuations acting on the surface of a jet cause instabilities which lead to break-up. The same reasoning is used when modeling the instabilities caused by the released energy of collapsing cavitation bubbles: only the induced instabilities near the surface are assumed to contribute to the break-up. Flow induced turbulent kinetic energy E turb is a direct output of the nozzle flow simulation, while cavitation induced turbulent kinetic energy E cav has to be calculated by resolving the cavitation bubble dynamics [4, 11] .
As a first step, the flow at the nozzle exit is divided in two zones depending on the liquid and gas contents of the discretisation regions (Fig. 8) . Those with a volume fraction of vapour VF > 0.1 belong to the cavitating zone (zone 2) and the remaining to the liquid zone (zone 1). Next, a cylindrical control volume for the energy balance is defined, where the length is equal to the effective diameter d eff of the liquid zone. Finally, the break-up energy is evaluated for each zone as follows:
Here, i = zone 1 or 2 and η represents the efficiency of the energy transformation and indicates that a part of the available breakup energy is dissipated due to irreversible processes like droplet breakup or coalescence. It is assumed that the total break-up energy in zone 2 turns into surface energy for the formation of n 2 droplets and for their radial kinetic energy. 
For the liquid zone it is assumed that the total energy is present as turbulent fluctuations that act in opposition to the stabilizing surface forces [4, 8] . Mass is separated from the liquid zone until both forces are in equilibrium: 
+ =
Here, S is the surface of the liquid where the turbulent disrupting force is acting and d eff is the effective diameter of zone 1 (Fig. 8) . In order to obtain plausible values for the diameter of the injected droplets it is necessary to multiply the disrupting force by a coefficient C = O(10 -2 ) [8] .
The remaining mass is transformed into a cylindrical droplet of diameter d rem;cyl , and its energy content is used to calculate its radial velocity.
(25)
The cylindrical droplet subsequently becomes a spherical one:
The separated mass from Eq. 21 to 24 then undergoes the same calculation given by Eq. 17 to 20 in order to obtain droplets of size d spl .
FUEL SPRAY SIMULATIONS
In order to evaluate the influence of the flow conditions on the spray atomization, the primary breakup model was applied and spray simulations were carried out for the cases listed on Table 4 . The cases were chosen in order to evaluate the influence of cavitation and turbulence on the primary breakup. The macroscopic spray properties such as velocity, penetration depth and plume angles determine the temporal and spatial distribution of the fuel inside the combustion chamber. Their understanding is one of the prerequisites for the development and optimization of direct injection systems. In the next paragraphs, the most influential factors are shown, discussed and compared with simulations.
For obtaining images of the sprays created by the nozzle, the injector is mounted in the rear wall of an unheated high pressure chamber, that is equipped with several optical accesses. The fluid is supplied to the injector at a pressure of up to 2100 bar. PCs control the injection pressure and the triggering of the injector, together with the CCD camera and the necessary lighting. The dimensions of the injection chamber are: 400 × 400 × 200 mm. Its pressure can be adjusted by supplying compressed nitrogen up to a maximum value of 50 bar. The injected fluid for these investigations is test-oil ISO4113. For a list of the thermodynamical properties the reader is referred to Soriano [11] . Further information on the measurement facility can be found in [15] . The images show the propagation behavior of the fuel droplets as a function of time and space. Therefrom penetration depth, spray cone angle and overall spray velocity can be determined. In addition, this measurement technique allows for the separated analysis of the individual sprays projected out of the nozzle.
These derived quantities are explained in the following:
• Spray Penetration. The penetration depth is the length of the line from the outermost point of the spray contour to the nozzle hole exit multiplied by a correction factor due to the included angle. The spray contour includes 99% of the spray mass. This can be seen below in Figure 9 .
• Spray Far Cone Angle. The macroscopic spray angle is an important magnitude for the validation of spray simulations which can be easily obtained experimentally. In order to calculate the far cone angle, the spray contour is divided into three areas which are dependent on the percentage of penetration (at 20% and 50%), as shown in Figure P e n e tr a ti o n S p (t ) S p ra y c o n to u r Near spray angle F a r s p ra y a n g le Definition of spray parameters.
9. A linear regression is calculated for the upper and lower half of the contour. The intersection of both lines gives the spray angle. It should be noted that the intersection is not necessarily located at the nozzle hole axis or at the spray axis.
• Spray Near Cone Angle. The spray near cone angle is the most important parameter for the evaluation of the primary breakup model because it is determined by the radial velocities of the injected primary droplets, as described in Section 3. Therefore only the flow conditions inside the nozzle hole and the pressure in the chamber have an influence on its value, whereas for the penetration or far cone angle, the density or the gas velocities in the chamber also play a role. For the near spray cone angle there is no general definition in literature. In this study, it is defined as follows: the near cone angle is the internal angle defined by the intersection of two straight lines that start at the intersection of the injector axis with the nozzle axis and whose direction is given by the upper and lower spray contour at 20% of the penetration length, as shown in Figure 9 .
Simulation setup
In order to describe a spray penetrating dense ambient gas, two phases have to be considered: the dispersed phase (fluid droplets) and the gas phase (continuum). The gas phase is modelled with the Eulerian approach using the Navier Stokes equations, (27) while the dispersed phase is tracked through the continuum in a Lagrangian way. The tracking is carried out by solving a set of temporal ordinary differential equations for each particle, consisting of equations for position and velocity [16, 17] . In the equation of motion only the drag force is considered, since all the other forces may be neglected due to the high ratio of droplet to gas density and the small droplet sizes.
Since the concentration of the droplets in the fluid stream is considerably high, twoway coupling is considered between the phases. This implies that the fluid affects the particle motion through the viscous drag and conversely, there is a counteracting influence of the particle on the fluid flow. Droplet collision and coalescence are not considered here. In addition to the drag forces, turbulent dispersion is also taken into account for these simulations. Although the gas-phase turbulence induced by this highpressure-driven spray is anisotropic [18] , an isotropic dispersion approach based on the k-ε model is used. The initial turbulence levels are very low (k = 1e-5 m 2 /s 2 and ε = 1e-3 m 2 /s 3 ). For the secondary breakup, the Cascade Atomization Breakup model (CAB) [19] was used due to its good performance for high pressure diesel sprays [11, 20] . This secondary breakup model calculates the deformation of the droplets due to the aerodynamic interaction with the gas. Therefore, a model that takes into account the modification of the drag coefficient due to the variation of the droplet shape is also used [21] . Particle source terms are generated in the gas phase momentum equations for all droplets as they are tracked through the domain. These sources are then applied in the control volume that the droplet resides in during the corresponding time step. (29) It is well known that the mesh can play an important role when simulating sprays with the Lagrangian approach. For this work an adaptive mesh was used (Figure 10 spray. In the axial direction, a nearly constant cell length of 0.8 mm was used. The domain has a total length of 100 mm in the axial direction and 20 mm in the lateral directions, which results in a total of approximately 1×10 5 cells. Calculations with a larger number of cells showed that this value produced grid-independent results [11] . For all calculations a parcel injection rate of 2×10 8 parcels per second was utilized, which should be sufficient to deliver statistically reliable results and yield good convergence for the coupled calculation.
Simulation results
In this section, the level of breakup energy delivered by the internal flow as a function of time for the previously defined considitions is considered together with the evaluation of the spray results. With this approach, a better understanding of the effect of the primary breakup model on the different spray parameters can be achieved and the comparison between them is more direct. Although the presented primary breakup model calculates local values of breakup energy temporally at every position for the nozzle outlet in order to better initialise the spray droplets, for the sake of simplicity an average value over the entire outlet as a function of time is considered in the following subchapters.
Influence of the injection pressure
The effect of the injection pressure on the different spray parameters is investigated for nozzle MSDB1 in this section, in which the results of two simulations with constant back pressure of 20 bar and two different injection pressures of 800 and 1600 bar are considered. Figure 11 and Figure 12 show the calculated penetration, spray near and far cone angles of the spray for both cases. Moreover, the Sauter Mean Diameter of the primary droplets (i.e. the injected droplets obtained from the nozzle calculations and the primary break-up model) together with the level of breakup energy delivered by the nozzle flow (i.e. obtained by Eq. 16) are shown for both cases. As to be expected for higher injection pressures the penetration increases and the available break-up energy is higher, resulting in smaller droplets.
The main attribute that determines the spray penetration is the axial momentum of the flow. This values is given by the velocity profile together with the delivered mass flow of the nozzle and is therefore essentially independent of the primary breakup model. It can be seen in Figure 11 that the agreement between the calculated and measured values is very good. This is due to the good prediction of the axial momentum obtained from the nozzle flow simulations, which is demonstrated in particular by the hydraulic flow values shown in Table 2 .
As it has been extensively shown in literature, the injection pressure has an almost neglectable influence on the far spray angle [5] . This is confirmed by the simulations, in which no clear tendency is observed. In this case, the entrainment and turbulent dispersion play the most important role for the shape of the spray. On the contrary, a clear influence can be found for the near cone angle both in measurements and simulations. For lower levels of breakup energy (lower injection pressure), the radial velocities of the injected droplets are smaller and consequently also the near cone angle is smaller, as seen in Figure 12 . When the nozzle flow undergoes a much higher pressure difference at an injection pressure of 1600 bar, this leads to higher velocities, in turn producing stronger cavitation and turbulence values. Therefore, the near cone angle in this case is mostly determined by the nozzle flow conditions, and is nearly independent of the chamber pressure. The higher level of breakup energy available for the 1600 bar case is also strongly reflected by the SMD values of the injected droplets, which become smaller if the breakup energy is high, producing a better atomization following Eq. 19. The large oscillations found in the SMD values ( Figure 11 ) are due to the different collapse times of the cavitation bubbles. Larger bubbles need longer time to collapse and allow more turbulent energy to be dissipated. The far spray angle shows no large difference for the two injection pressures (Figure 12 ), as numerous experimental correlations confirm [5] . 
Influence of the chamber pressure
For the analysis of the chamber pressure influence on the spray parameters, two cases have been chosen, again for the nozzle MSDB1. The injection pressure is the same for both cases (1600 bar) while the chamber pressure is increased from 10 to 40 bar. Under these conditions it can be assumed that the flow properties inside the nozzle are identical in each case. This can be explained by the following two reasons: first, the cavitation and Reynolds numbers of the flow are essentially the same, yielding very similar hydraulic conditions. Second, the Mach number of the fuel-vapour mixture is much lower than the Mach number for pure fuel or pure vapour and therefore the information of change in the chamber pressure does not affect the upstream conditions, as previously explained in chapter 2 when dealing with the CCP. The chamber pressure shows a more pronounced effect on the spray parameters than the injection pressure. This effect has two different causes. On the one hand, the pressure and density of the chamber gas affects the aerodynamical interaction between the liquid and gas, influencing the penetration and the spray angle. From Figure 13 it can be seen that a higher chamber pressure reduces the penetration and increases the spray angle, which is expected. The agreement between measured and calculated penetrations is very good, except for the penetration at higher back pressure which is predicted to follow a slightly different trend. In the case of the spray angle the tendencies are well predicted but the values are slightly different and show rather strong fluctuations in the experimental results. This is due to the difficulties that arise from the evaluation of the spray angle given previously by Figure 9 . For the two spray parameters at hand, aerodynamic interaction and turbulent dispersion are the main influences, as formerly mentioned, whereas the primary breakup plays a minor role.
On the other hand, the pressure inside the chamber affects the contribution of cavitation to the breakup energy according to the Rayleigh-Plesset equation (Fig. 14) . Unlike in the previous subchapter, the turbulent contribution to the breakup energy remains constant since the nozzle flow conditions have not changed. Higher chamber pressures lead to a faster and more violent collapse of the cavitation bubbles [14] . These bubbles release more energy during breakup, which is subsequently transformed into radial kinetic energy (Eq. 20) yielding a better atomization, i.e. smaller primary droplets. Both effects are shown on both Figure 13 and Figure 14 .
The performance of the primary breakup model presented in the previous chapter was made obvious with regard to the stronger influence of the pressure boundary conditions. The injection and chamber pressures have shown to have a very important influence on the spray momentum and aerodynamic interaction, especially for the penetration and far spray angle. Concerning the near cone angle and SMD of the injected droplets, the influence of the presented model was much more apparent.
Influence of the injector hole geometry
In this section, the performance of the primary breakup model will be better realized when evaluating the penetration and spray angles of the two different injection hole geometries, since the spray momentum and chamber conditions are approximately the The breakup energy in Figure 15 shows that the turbulent contribution to the breakup is almost the same for both injection holes. This is due to the fact that turbulence is mainly created along the seat area and within the sac hole of the nozzle, and for this area both nozzles have the same geometry. But due to the different hole geometry, the 138 Modelling the influence of the nozzle geometry on the primary breakup of diesel jets cavitating conditions are different, leading to a higher amount of available breakup energy for the cavitating nozzle MSDB1. Thus, the representative size of the injected primary droplets is smaller for this case, indicating better atomization. This leads to a slightly larger spray angle and lower flow momentum (due to higher cavitation losses), yielding also a lower penetration, as shown in Figure 16 . With the exception of the first microseconds after injection, the agreement between the measured and simulated spray angles is both quantitatively and qualitatively good, although slightly higher values for the cavitating case MSDB1 are observed. The disagreement between experimental and simulated values right after start of injection is due to the shape of the spray when it first leaves the injection hole (mushroom shape [5] ). Under these conditions, the flow consists of a slow compact liquid core and the Lagrangian approach used in this work is not able to reproduce its shape and behaviour.
Influence of the included angle
For the sake of completeness, both holes of the MSDB1 nozzle were compared. These two injection holes differ only in the angle between the injector axis and the hole axis, referred to as the "included angle IA" throughout this work. Therefore, the two injection holes studied in this section will be referred as IA72 and IA88, where the numbers indicate the value of IA. Figure 17 shows that this angle has an important effect on the breakup energy magnitude available at the nozzle exit, even if the geometry of the seat area and sac hole are identical. The contribution of cavitation is approximately identical for both nozzles because the inlet radius as well as the conicity are essentially the same, but the different included angles lead to higher turbulence values. Regarding the turbulent intensity, one of the most important factors is the inflow from the sac hole into the injection hole. The flow separation at the hole inlet is more pronounced for the 88°h ole, yielding higher turbulence. Due to the model formulation the effect of turbulence on the spray atomization is less pronounced than the effect of cavitation. This is due to the smaller mass of the cavitating area, resulting in a much higher specific breakup energy. Therefore, the differences found in this case with regard to the size of the primary droplets and the spray angles ( Figure 17 and Figure 18 ) are very small. Measurements confirm the lack of trend for the spray angle of the two studied injection holes.
The simulated penetration results shown in Figure 18 indicate a slightly higher penetration for the case with lower breakup energy (lower degree of atomization). The same tendencies are found in the measurements, even if the differences are very small. The agreement between experiment and simulation is again reasonably good. 
SUMMARY AND CONCLUSIONS
In this study, a well-known model for the simulation of cavitation and turbulence induced primary break-up of diesel jets [4, 11] has been further developed and evaluated in detail. The presented enhancement extends the area of validity of the model. It has been implemented in a commercial CFD-Code for the evaluation of its performance by means of comparison to experimental data. This study showed that the modified model is capable of reproducing the behaviour of high speed jets under different boundary conditions, providing good agreement to the own experimental data and following the trends reported in literature.
In order to simulate the diesel jet break-up under realistic engine conditions, it is very important to exhaustively characterise the flow inside the injection nozzle. For this reason, the first chapter of this work focused mainly on the quantitative and qualitative description of the turbulent and cavitating nozzle flow. The goal here is trying to obtain a better understanding of the influence of the nozzle flow characteristics on the subsequent liquid jet break-up. In order to validate the hydraulic properties of the flow inside a nozzle, experiments are carried out on real engine nozzles, where the critical cavitation point (CCP) and the flow rate characteristic curve of two different real nozzles are measured and compared to simulations. After satisfactorily validating the nozzle flow under restricted experimental conditions, simulations are carried out under real diesel injection conditions. Flow properties such as mass, vapour, turbulent energy and velocity distributions are then recorded at the nozzle hole exit as a function of time and space. The output of the nozzle flow simulations is then used as the input boundary condition for the coupled Euler-Lagrange spray simulations.
The modeling of the influence of the nozzle flow on the break-up of diesel jets used an existing primary breakup-up model that accounts for the important effect of turbulence and cavitation on the atomization of fuel jets. In this model, an energy based approach was used, in which a balance is drawn between the available energy in the twophase flow at the nozzle exit and the energetic state of the dense spray directly after the nozzle exit. In this work, the model was presented together with some improvements and applied to three-dimensional calculations of the cavitating flow inside the nozzle. The output of the model yielded all of the droplet properties that are needed for the initialisation of spray simulations (e.g. start position, velocity vector and droplet size).
The spray simulation was then initiated by means of the droplet properties given by the primary break-up model. These droplets were then tracked inside the domain with a coupled Euler-Lagrange method, in which the fluid is treated as a continuum in a fixed reference system and the droplets (dispersed phase) as discrete entities with moving reference system. The coupling is performed via source terms calculated for each variable within each control volume. This method is suited for dilute and dense dispersed multi-phase flows. In this study it was shown, that the Euler-Lagrange method works well for the simulation of high speed jets as well as provides a good characterisation of the droplet properties.
The suitability of the chosen approach for the description of the considered problem is evaluated by means of a comparison between experiments and simulations. The experimental data of the fuel spray for different boundary conditions such as injection pressure, chamber pressure and nozzle geometry is compared to simulations. For comparison of the spray shape, spray penetration and different spray angles are used. The results showed that simulations have the ability to reproduce the experimental trends of diesel sprays. The effect of the nozzle geometry and its influence on cavitation and turbulence was particularly well reproduced with the presented modelling approach. In addition, the primary break-up process was described as a function of time, which allows for the differentiation between the fuel break-up for low and high needle lifts inside the nozzle.
The approach used in this work for the simulation of the break-up of high speed fuel jets entering a high pressure gas chamber has proven to be a solid starting point for the description and analysis of the strong coupling between nozzle flow and spray. The satisfactory results of the model as well as its suitability for industrial use, confirm the applicability of this model as a useful tool for the simulation of the injection event inside the cylinder.
