Abstract. Let G be a locally compact Vilenkin group. We prove a multiplier theorem for power-weighted Lp(G)-spaces which extends an earlier result of this kind, due to Onneweer.
Introduction
In a recent paper [4] T. Kitada obtained some new theorems for multipliers on weighted Hardy spaces defined on certain totally disconnected groups G that are the locally compact analogue of the Vilenkin groups. One of Kitada's results that is of interest here gives a sufficient condition for a function in L^ÇY), Y being the dual group of G, to be a multiplier from a power-weighted Hardy space Hx a(G) to the corresponding weighted Lebesgue space L, aiG). As an immediate corollary to this result Kitada derived a theorem proved earlier by one of the present authors [6, Theorem 1] . Combining some of the results obtained by Kitada with techniques developed by Bagby and Kurtz in [1] we prove here a multiplier theorem for Lp a(G)-spaces that extends Theorem 1 in [6] considerably.
Definitions and notation
Throughout this paper G will denote a locally compact Abelian group containing a strictly increasing sequence of open compact subgroups (GJ^ such that (i) supn{orderGJGn+x) < oo, and Let T be the dual group of G and for each n e Z let Yn = {y e Y; yix) = 1 for all x € Gn}. Then, see [ If we choose Haar measures p on G and X on Y so that p(GQ) -X(Y0) = 1 then p(Gn) = (A(rn))_l := (mn)~l for each n e Z. There exists a metric d on G defined by d(x ,x) = 0 and a"(x ,y) = (mn)~x if x-y e Gn\Gn+x. For x e G we set \x\ = d(x ,0) and for each a e R we define the function va on CT by va(x) = \x\a ; the corresponding measure vadp will also be denoted by dpa . The Lebesgue function spaces on G with respect to the measures dpa will be denoted by L" (G) or Ln and for / e L" , 1 < p < oo and a € R,
we set ll/llp,a=(/Gl/W|P^a)1/P.
with the usual modification if p = oo. If a = 0 we write, as usual, Lp and U/H, instead of Lp0 and ||/||p0.
For p with 1 < p < oo we denote its conjugate by p , thus p + p = pp . For an arbitrary set A we denote its indicator function by ZA . The symbols v and v will be used to denote the Fourier transform and inverse Fourier transform, respectively. The letter C will be used to denote a constant whose value may change from occurrence to occurrence.
For a definition of the spaces of test functions and distributions on G or Y, see [6 or 8] ; these spaces will be denoted by S"(G), &'(G) ,S>(Y) and S*'(Y) and we can extend the Fourier and inverse Fourier transform to S"'(G) and S*'(Y) in the standard way and the usual properties hold, see [8] for details. Also, if a > -1 and 1 < p < oo then ¿T'(G) is dense in Lp a(G).
We now turn to the definition of the weighted Hardy spaces Hx a(G) and the definition of certain multipliers, cf. [4] . The following definition is a slight modification of a definition given in [6] .
Definition 4. Let tp e L^Y) have support in Yk for some k el.
(i) 0 is said to satisfy condition C(r), 1 < r < oo, if there exist constants C, e > 0 so that for all / e Z and all n < I we have ( i/i
(ii) 0 is said to satisfy condition C(l) if there exists C > 0 so that for all / e Z we have
It follows immediately from Holder's inequality that if <p satisfies condition C(r) for some r e [1 , oo) then <p satisfies C(s) for all s with 1 < s < r.
For ease of reference later on we now state two of the main results of Kitada; the first is an interpolation theorem for weighted Hardy and Lebesgue spaces on G [4, Theorem C], the second is an (//, a,Lx a) multiplier theorem [4,
Theorem Kl. Let -1 < a < 0 and 1 < px < oo. If T is a sublinear operator of weak type (1,1) on Hx n and of weak type on L a then T is of type (p , p)
on Lp n for all p with 1 < p < px .
Theorem K2. Let <j> e ¿^ (Y) have support in Yk for some k el and assume that <p satisfies condition C(r) for some r e [1 , oo) . Then (p is an (//, Q ,L, n) multiplier for each a with -l/r' <a<0.
As was observed in [4] , Theorem K2 implies the following multiplier theorem of Onneweer, cf. [4, Corollary ] or [6, Theorem 1].
Theorem 01. Let <p e L^Y) and assume that for some r e (1 ,oo) and all k el the functions <f>k := (pc;r satisfy condition C(r) with constants C and e independent of k e I. If <f> is a multiplier on L2 t for some a0 with -l/r' < a0 < l/r' then <p is a multiplier on L n for all p e (1 , oo) and all a such that -\a0\ <a<(p-1)|q0| .
In §3 we shall prove the following result which is an improvement of the theorem just stated. Theorem 1. Let (¡> e L^Y) and assume that for some r e (I , oo) the functions 4>k = (pÇy satisfy condition C(r) with constants C and e independent of k el.
Then 0 is a multiplier on Lp a for (p , a) e D = \Jjmi Di, where Dx = {(p , a) ; 1 < p < r and 0 < a < p -1} , D2 = {(p , a) ; r < p < oo and 0 < a < p/r'} , D3 = {(p ,a)\ 1 < p < r and -p/r' < a < 0} , Ai = {(P <a) ; r' < p < <x> and -1 < a < 0}.
Proof of Theorem 1
Before turning to the proof of Theorem 1, we first introduce some additional notation. The concepts introduced here in the context of the groups G are analogous to well-known concepts on R" . For a locally integrable function f on G we define the Hardy-Littlewood maximal function Mf and the Fefferman-Stein "sharp" function / by and where Mf(x) = sup(Mx + Gn)) ' / I/OOI dp
The Muckenhoupt classes A , 1 < p < oo, of weight functions are defined on G as on R" , replacing the cubes Q in the definitions of Muckenhoupt by the cosets of the subgroups Gn of G, n el, see [3, Chapter 4] . It is easy to see that the functions vaix) = |x|a on G belong to A whenever -1 < a < p-1. If / is a measurable function on G, the rearrangement of / with respect to the weight function w on G is, for t > 0, defined by f*w(t) = inf{A > 0; w({x e G; \f(x)\ > X}) < t) , where w(A) = fA w(x) dp for a measurable subset A of G.
In where An c An+X for each n e N. Also, it follows immediately from the definition of (Mf)*w(2t) that w(An) < 2t for each n e N and, hence, w(A) < 2t. For any y e A there exists n el so that (My + G«))"' / \f(x)\ dp > Mf Denote the at most countably many different cosets in {y + G, ., y e A) by y¡ + Gn ; then these sets clearly satisfy (1), (2) (ii) Mfm))-1 ( \f(t)\dp<x.
Therefore, it follows from (10) and (8) The following corollary will be used later on. subgroup Gi of G suchthat \f(x)\ < e/3 for all x £ G¡. Let E -{x;x $. G¡ and if (7. n (x + Gn) / </> for some n e I we have p(Gi)/p(x + Gn) < e/3(ll/lloo + 1)}-Clearly, w(E) = oo and w(G\E) < oo. Also, for x e E and any j el we have _i f f e/3 if (x + Gi)f)Gi = <(>, (p(x + Gj))1 \f(y)\dp<\' ^Är,rA 3 Jx+Gj I 2e/3 if ix + Gj)r\Gi¿4>.
Hence we have Aff(x) < e for all x e E and this implies that Umt_>00(Af/)^)(i) = 0.
The following is the analogue on G of a result of Kurtz and Wheeden for functions on R" , cf. [5, pp. 353-354] .
Theorem 3. Let (freL^Y) have its support in Yk for some kel and suppose that </> satisfies condition C(r) for some r e ( 1, oo). Then there exists a C > 0 so that for all f e S"(G) and x e G wë have (T^/)*^) < C(Afr,f)(x), where (Afr,f)(x) = iAfi\f\r')ix))i/r' and where C is independent of k. where the second inequality follows from the fact that 0 is a multiplier of Lr,, as follows from Theorem Ol. Next, for each j with -oo < j < s -1 we have (0V * f])(y) = (0V * fJ)(x0) + ((0V * fJ)(y) -(0V * fJ)ixQ)) = Aj + Bj .
It follows from Holder's inequality that \Bj\ < f \4>\y -z)-<p\xQ -z)\ \f\z)\dpiz) \f(z)\ dp Since 5 is arbitrary we may conclude that (7^/)#(;c0) < C(Mr,f)(xQ), where C is independent of k el.
Combining the foregoing results we can prove the following.
Corollary 2. Let <f> e Loo(r) have support in Yk for some k el and assume that (j) satisfies condition Cir) for some r e ( 1 , oo). Then </> is a multiplier on Lp a for ail p ,a with r' < p <<x> and -1 < a < p/r' -1.
Proof. Take any / e <9"(G). Since a > -1 we have va e A^ . Also, T,f = (p * f is a continuous function vanishing at infinity. Thus, applying Corollary 1 to obtain the second inequality and Theorem 3 for the third inequality, we where the last inequality holds because p/r' > 1 and va e A ,r,. Thus, we see that 0 is a multiplier on L .
Proof of Theorem 1. We first observe that in order to show that 4> e L^Y) is a multiplier on L it is sufficient to show that each <f>k = <f>c;r is a multiplier on L a with multiplier norm independent of k , see Remark 1 in [6] for details. It follows immediately from Corollary 2 that each <f>k is a multiplier on L for ip , a) e D4 and with multiplier norms independent of k ; therefore, (f> is a multiplier on L a for (p ,a) e D4. Next, Theorem Kl and Theorem K2 imply that 0 is a multiplier on Lp a for (p ,a) € D5, where D5 = {(p ,a) ; 1 < p < oo and -l/r' < a < 0} . Furthermore, it is easy to see that if (p0 , a0) e D3\L>5 then there exist (px , a,) € D5 and (p2 , a2) e DA so that for some 0 6(0,1) we have 1 = 0-+ (1 -6)-and 2o-e^-+ (l-0)2l.
Pu
Pi ^2 ^0 P\ Pi Thus, Stein's interpolation theorem for weighted L -spaces [7, Theorem 2] implies that 0 is a multiplier on Lpo . Finally, the duality theorem for multipliers on L ^-spaces [6, Proposition 1] implies that <p is a multiplier on L a for (p ,a) e DXUD2. This completes the proof of Theorem 1.
We conclude by stating a corollary of Theorem 1 which is a strengthened version of Corollary 1 in [6] .
Corollary 3. Let (¡> e L^ÇY) and assume that for all k el and all r e (1 , oo) the functions <p'k = <pir satisfy condition Cir) with constants C and e independent of k. Then <f> is a multiplier on L n for all ip , a) with 1 < p < oo and -1 < a < p -1 .
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