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Рассмотрено распознавание речи в компьютерных системах. Сформированы задачи для 
успешного распознавания речи. Рассмотрены недостатки существующих сегодня сис­
тем распознавания речи, а также предложены методы для устранения негативного 
эффекта
Введение
По мере развития компьютерных 
систем становится все более очевидным, 
что использование этих систем намного 
расширится, если станет возможным ис­
пользование человеческой речи при рабо­
те непосредственно с компьютером, и в 
частности станет возможным управление 
машиной обычным голосом в реальном 
времени, а также ввод и вывод информа­
ции в виде обычной человеческой речи.
Существующие технологии распо­
знавания речи не имеют пока достаточ­
ных возможностей для их широкого ис­
пользования, но на данном этапе исследо­
ваний проводится интенсивный поиск 
возможностей употребления коротких 
многозначных слов для облегчения пони­
мания. Распознавание речи в настоящее 
время нашло реальное применение в жиз­
ни, пожалуй, только в тех случаях, когда 
используемый словарь сокращен до 10 
знаков, например. Так что насущная зада­
ча -  распознавание, по крайней мере, 20 
тысяч слов естественного языка -  остает­
ся пока недостижимой. Эти возможности 
пока недоступны для широкого коммер­
ческого использования. Однако ряд ком­
паний своими силами пытается использо­
вать уже существующие в данной области 
науки знания.
Для успешного распознавания речи 
следует решить следующие задачи:
-  обработку словаря;
-  обработку синтаксиса;
-  сокращение речи;
-  выбор диктора;
-  тренировку дикторов;
-  выбор особенного вида микрофо­
на;
-  условия работы системы и полу­
чения результата с указанием ошибок.
Существующие сегодня системы 
распознавания речи основываются на 
сборе всей доступной информации, необ­
ходимой для распознавания слов. Иссле­
дователи считают, что таким образом за­
дача распознавания образца речи, осно­
ванная на качестве сигнала, подверженно­
го изменениям, будет достаточной для 
распознавания, но тем не менее в настоя­
щее время даже при распознавании не­
больших сообщений нормальной речи, 
пока невозможно после получения разно­
образных реальных сигналов осуществить 
прямую трансформацию в лингвистиче­
ские символы, что является желаемым 
результатом.
Вместо этого проводится процесс, 
первым шагом которого является перво­
начальное трансформирование вводимой 
информации для сокращения обрабаты­
ваемого объема так, чтобы ее можно было 
бы подвергнуть компьютерному анализу. 
Примером является "техника сопоставле­
ния отрезков", позволяющая сократить 
вводимую информацию с 50'000 до 800 
битов в секунду. Следующим этапом яв­
ляется спектральное представление речи, 
получившееся путем преобразования Фу­
рье. Результат преобразования Фурье по­
зволяет не только сжать информацию, но 
и дает возможность сконцентрироваться 
на важных аспектах речи, которые интен­
сивно изучались в сфере эксперименталь­
ной фонетики. Спектральное представле-
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ние достигнуто путем использования ши­
роко-частотного анализа записи.
Хотя спектральное представление 
речи очень полезно, необходимо помнить, 
что изучаемый сигнал весьма разнообра­
зен. Разнообразие возникает по многим 
причинам, включая:
-  различия человеческих голосов;
-  уровень речи говорящего;
-  вариации в произношении;
-  нормальное варьирование движе­
ния артикуляторов (языка, губ, челюсти, 
нёба).
Для устранения негативного эффек­
та влияния варьирования голосового 
тракта на процесс распознавания речи 
было использовано множество методов. 
Первым делом рассматривалась характе­
ристика пространства траектории артику­
ляторных органов, включая гласные, ис­
пользуемые говорящим. Техника дина­
мичного искажения используется для 
временного вытягивания и сокращения 
расстояния между искаженным спек­
тральным представлением и шаблоном 
для говорящего. Использование данной 
техники дало улучшении точного распо­
знавания . Метод динамичного искажения 
используют практически все коммерчески 
доступные системы распознавания, пока­
зывающие высокую точность сообщения 
при использовании.
Вначале сигнал преобразовывается в 
спектральное представление, где опреде­
ляется немногочисленный, но высокоин­
формативный набор параметров. Затем 
определяются конечные выходные пара­
метры для варьирования голоса и произ­
водится нормализация для составления 
шкалы параметров, а также для определе­
ния ситуационного уровня речи. Выше­
описанные измененные параметры ис­
пользуются затем для создания шаблона. 
Шаблон включается в словарь, который 
характеризует произнесение звуков при 
передаче информации говорящ им , ис­
пользующим эту систему. Далее в про­
цессе распознавания новых речевых об­
разцов, эти образцы сравниваются с шаб­
лонами, уже имеющимися в словаре, ис­
пользуя динамичное искажение и похо­
жие метрические измерения. В настоящее 
время этот метод изучается и дополняет­
ся.
Очевидно, что спектральное пред­
ставление речи позволяет характеризо­
вать особенности голосового тракта чело­
века и способ использования его говоря­
щим. Самый обычный способ моделиро­
вания специфических эффектов "модель- 
источник" - использование фильтров. Ре­
чевой аппарат моделируется с использо­
ванием источников, вызывающих резо­
нанс, ведущий к пиковым точкам интен­
сивности звука в соседстве с отдельными 
частотами, называемыми формантами. 
При произнесении звуков вибрация голо­
совых связок является источником воз­
буждения, и эти короткие импульсы вы­
зывают резонанс между голосовыми связ­
ками и губами. Так как язык, челюсть, гу­
бы, зубы и альвеолярный аппарат двига­
ются, размер и место этих резонансов ме­
няются, давая возможность воспроизве­
дения особых параметров звуков.
Возможно построить очень точную 
модель, также прямо смоделировать дви­
жения артикуляторов физиологически ре­
альным путем. Использование этих моде­
лей привели к пониманию пути, в кото­
ром происходит речевой сигнал. Но гак 
как наблюдение над артикуляторами за­
труднено, остаются недостатки. Возмож­
но все аспекты влияния акустической 
структуры контролируют сигналы и фор­
му звукового выхода речи.
Аспекты влияния акустической 
структуры включает в себя:
-  природу сегментов индивидуаль­
ного звука (гласные/согласные);
-  структуру слога;
-  структуру морфем (приставки, 
корни, суффиксы);
-  лексикон;
-  уровень синтаксиса фраз и пред­
ложений;
-  долгосрочные ограничения речи  
(long-term  d iscourse constraints).
Ниже рассматривается влияние ог­
раничений и способ их воздействия про-
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изводство сигнала речи. Необходимо 
также принять во внимание тот факт, что 
человеческий аппарат восприятия также 
должен быть смоделирован, он сам по се­
бе накладывает на процесс восприятия 
дополнительные ограничения. Недавно 
процесс восприятия был изучен с помо­
щью метода сигнального подавления ба­
рабанных перепонок через возбуждение 
нервных клеток, которые образовывают 
примерно 30 тысяч нервных окончаний 
слухового нерва. Но изучение нервных 
окончаний способно только прояснить 
формирование простых синтетических 
гласных. Перед исследователями встало 
новое главное направление в области изу­
чения воспроизводства речи, связанное с 
интеграцией всей физиологии восприятия 
человека. В настоящий момент появляют­
ся некоторые модели явлений, происхо­
дящих в ухе, и не без оснований можно 
ожидать дальнейшего улучшения пони­
мания процесса распознавания речи из-за 
более полного понимания характеристик 
этого влияния.
Что касается уровня артикуляторно­
го контроля, первым уровнем является 
индивидуальный фонетический сегмент, 
иначе говоря, -  фонема. Во многих есте­
ственных языках их примерно 40. Но их 
набор существенно различатется. Поэто­
му, например, английские гласные могут 
быть носовыми, даже ненамеренно, в то 
время как во французском носализация 
гласных является фонетическим контра­
стом, и поэтому влияют на значение про­
износимого.
На следующем уровне лингвистиче­
ской структуры фонетические сегменты 
сгруппированы в согласные/гласные, а 
следовательно и в слоги. Далее, в зависи­
мости от роли фонетического сегмента 
внутри этих слогов их реализация может 
быть сильно изменена. Так например, на­
чальный согласный в слоге может быть 
реализован как абсолютно отличный от 
конечной позиции. Согласные очень 
крепко связываются между собой, что 
опять же влияет на последующие ограни­
чения.
Говорящие на родном языке избе­
гают этих ограничений или могут активно 
их использовать во время процесса вос­
приятия. Из выше приведенных примеров 
очевидно, что хотя и существуют сильные 
ограничения, влияющие на слушателя, но 
их сила не является решающей во время 
произнесения речи. То есть любое моде­
лирование процесса восприятия может 
быть активным и может оказать большую 
помощь в понимании главного смысла.
Другой пример, показывающий не­
обходимость применения сфокусирован­
ного поиска, может быть представлен в 
восприятии конечного согласного. Среди 
многих ключевых слов для распознавания 
конечного согласного существует спек­
тральная природа шума, воспроизводимо­
го при освобождении конечной перемыч­
ки и перехода резонанса второй форман­
ты в гласный, следующий за этой пере­
мычкой. Многие исследователи изучали 
эти влияния, и результаты их исследова­
ний показали, что ограничивающее влия­
ние обоих вышеописанных характеристик 
на восприятие варьируется природой сле­
дующего гласного, и следовательно, 
мощная стратегия распознавания должна 
иметь некоторые знания о твердой пози­
ции гласного перед конечным согласным 
перед тем, как будет сделано само распо­
знавание конечного согласного.
Кроме сегментного и слогового 
уровней существуют ограниченные влия­
ния из-за структуры морфем, которые яв­
ляются минимальными синтаксическими 
единицами языка.
Дополнительные ограничения на 
природе входа новой лексики в язык мо­
гут являться уровнем слова. Многие ис­
следования обнаружили, что характери­
стика слов при введении разбиения на 5 
жестких классов фонетических сегментов 
может быть сокращена до минимума, час­
то имея единственное в своем роде распо­
знавание. Далее слишком усиливается 
эффект порядка двух букв и фонетиче­
ских сегментов с тех пор как в изучении 
английских и французских словарей было 
обнаружено, что более 90% слов имели
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единственное значение и только 0,5% 
имели 2 и больше альтернатив. На фо­
немном уровне было обнаружено, что все 
слова в английском словаре из 20 тысяч 
слов имели одно значение из-за беспоря­
дочных фонемных пар. Этот пример по­
могает показать, что все еще существует 
ограничивающее влияние на лексическом 
уровне, которое еще не определено в со­
временных системах распознавания речи. 
Естественно, что исследования в этой об­
ласти продолжаются.
Кроме уровня слов синтаксис имеет 
дополнительное ограничительное влия­
ние. Его влияние на последовательный 
порядок слов часто характеризуется в 
системах фактором, который в свою оче­
редь характеризует количество возмож­
ных слов, которые могут следовать за 
предыдущим словом в процессе произне­
сения. Синтаксис также имеет ограничи­
тельные влияния на просодические эле­
менты, такие как ударение. Далее, кроме 
синтаксического уровня ограничения до­
минируют над семантикой, прагматикой и 
речью, что плохо осознается людьми, од­
нако имеет очень важное значение для 
процесса распознавания.
Закодированные представления 
спектральной трансформации воспроиз­
водства речи используются для нахожде­
ния самого правильного пути через сеть, 
и недавно были получены очень хорошие 
результаты. Очень важно подчеркнуть 
использование такого формально- струк­
турного подхода, который способствует 
автоматичному определению классов 
символов через структурирование и па­
раметризацию.
При другом подходе базы данных и 
связанные с ними процессы обработки 
используются структурой контроля. Этот 
подход был изучен системой H EARSAJ 2, 
которая была разработана в институте 
Carnegie-M ellon U niversity, и системой 
HW IM  (hear what I  mean). В этих системах 
комплексная структура данных, которая 
содержит всю информацию о воспроизве­
дении звуков, изучается с точки зрения 
конкретных ограничений. Но как выше
указано, каждое из этих ограничений 
имеет особую внутреннюю модель, и 
полный анализ не может быть произве­
ден. Для проведения анализа в целом 
структура данных должна иметь взаимо­
действие между разными процессами, а 
также средства для интеграции. Несмотря 
на то, что структура включает в себя не­
сколько весьма различных источников 
знаний и ее вклад в понимание речи очень 
общий, она также имеет большое количе­
ство степеней свободы, которые могут 
быть использованы для тщательного сис­
темного воспроизведения.
В заключение следует сделать ак­
цент на влияние производственной техно­
логии на эти системы. Технология инте­
грации не является большой проблемой 
для систем распознавания речи, наоборот, 
это является архитектурой этих систем, 
включая способ представления ограниче­
ний. Необходимо провести грандиозные 
эксперименты и найти новые способы, 
которые необходимы для ограничитель­
ного влияния взаимодействия.
Во многих способах распознавание 
речи имеет типичный пример стреми­
тельно развивающегося класса высоко 
интегрированных комплексных систем, 
которые должны использовать лучшую 
компьютерную технику и самые послед­
ние достижения современного математи­
ческого обеспечения.
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