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Abstract
We study local behavior of positive solutions to the fractional Yamabe equation with a
singular set of fractional capacity zero.
1 Introduction
In the classical paper [3], Caffarelli-Gidas-Spruck studied the local behavior of positive solutions
of
−∆u = g(u) ≥ 0 (1)
in the punctured unit ball B1 \ {0} of R
n, n ≥ 3. With some condition on the nonlinear function
g(t), they proved that every local solution u is asymptotically radially symmetric, and showed
that u has a precise behavior near the isolated singularity 0. Typical examples of g are g(t) =
tp, nn−2 ≤ p ≤
n+2
n−2 . Such equations are of Yamabe type equations with isolated singularities,
and they have attracted a lot of attention. We refer the reader to [3, 21, 27, 28, 29, 32, 38] and
references therein. In [7], Chen-Lin studied a more general case that is the equation (1) in B1 \Λ,
where Λ is a singular set other than a single point. The importance of studying solutions of (1)
with a singular set was indicated in the work of Schoen [35] and Schoen-Yau [36] on complete
locally conformally flat manifolds.
In this paper, we are interested in the positive singular solutions of the fractional Yamabe
equation
(−∆)σu = u
n+2σ
n−2σ in Ω \ Λ, u > 0 in Rn, (2)
where n ≥ 2, σ ∈ (0, 1), Ω is an open set in Rn, Λ is a closed subset of measure zero, and (−∆)σ
is the fractional Laplacian defined as
(−∆)σu(x) = P.V.cn,σ
∫
Rn
u(x)− u(y)
|x− y|n+2σ
dy (3)
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with cn,σ =
22σσΓ(n+2σ
2
)
pi
n
2 Γ(1−σ)
and the gamma function Γ. Throughout this paper, we assume that
u ∈ C2(Ω \ Λ) and
∫
Rn
|u(x)|
1 + |x|n+2σ
dx <∞,
which will make the formula (3) well-defined in Ω\Λ. Each solution u of (2) induces a conformal
metric g := u
4
n−2σ |dx|2 of constant fractional Q-curvature [6] in Ω \ Λ. In view of the singu-
lar Yamabe problem, one may ask that if Λ ⊂ Ω is a k-dimensional smooth compact manifold,
can we construct a complete conformal metric g of constant fractional Q-curvature? Can we de-
scribe asymptotic behavior of the singular (not necessary complete) conformal metrics of constant
fractional Q-curvature? Due to the nonlocality, they are hard to answer. Under some conditions,
Gonza´lez-Mazzeo-Sire [16] showed that Γ(n4 −
k
2 +
σ
2 )
/
Γ(n4 −
k
2 −
σ
2 ) > 0 is necessary to have a
complete metric (see Theorem 6.1). They also constructed complete metrics when σ is very close
to 1 and established a blow up rate. When Λ is an isolated point, Caffarelli-Jin-Sire-Xiong [4]
proved asymptotic radial symmetry of the singular solutions and their sharp blow up rate . The
radial singular solutions have been studied by DelaTorre-Gonza´lez [11] and DelaTorre-del Pino-
Gonzalez-Wei [12]. In particular, in [12] they constructed a class of Delaunay-type solutions.
There are other work on the singular Yamabe problem, for example, Qing-Raske [34] and Zhang
[39]. For the fractional Yamabe problem on compact manifolds, we would like to refer to the work
Gonza´lez-Qing [17], Choi-Kim [9], Gonza´lez-Wang [18] and Kim-Musso-Wei [25, 26].
To analyze (2), we will use the fact that the fractional Laplacian (−∆)σ can also be realized
as a Dirichlet-to-Neumann operator. This was discovered by Caffarelli-Silvestre [5]. In order
to describe in a more precise way, let us first introduce some notations. We use capital letters,
such as X = (x, t), to denote points in Rn+1, and t ≥ 0 usually. BR(X) denotes the ball in
R
n+1 with radius R and center X, B+R(X) as BR(X) ∩ R
n+1
+ , and BR(x) as the ball in R
n
with radius R and center x. We also write BR(0),B
+
R(0), BR(0) as BR,B
+
R , BR for short. We use
∂′B+R(X), ∂
′′B+R(X) to denote the straight and curved boundary portion of ∂B
+
R(X), respectively.
Through the extension formulation for (−∆)σ in [5], the equation (2) is equivalent to a degenerate
elliptic equation with a Neumann boundary condition in one dimension higher:{
div(t1−2σ∇XU) = 0 in R
n+1
+ ,
∂U
∂νσ = u
n+2σ
n−2σ for x ∈ Ω \ Λ,
(4)
where
∂U
∂νσ
(x, 0) = − lim
t→0+
t1−2σ∂tU(x, t),
and u(x) = U(x, 0).
For an open set E ⊂ Rn+1, we define the weighted Sobolev space W 1,2(|t|1−2σ , E) as the
space of weakly differentiable L1 functions with bounded norm
‖U‖W 1,2(|t|1−2σ ,E) :=
(∫
E
|t|1−2σU2 dX +
∫
E
|t|1−2σ |∇XU |
2 dX
)1/2
.
The weight |t|1−2σ belongs to the A2 class and the weighted Sobolev space is well understood;
see Fabes-Jerison-Kenig [15] and the book Heinonen-Kilpela¨inen-Martio [22]. A solution of (4)
2
is understood as a function in W 1,2(|t|1−2σ ,K) for every compact set K ⊂ Rn+1+ ∪ {Ω \ Λ}
satisfying (4) in the sense of distribution. Many regularity properties for such weak solutions of
linear equation related to (4) can be found in Cabre-Sire [2], Jin-Li-Xiong [23] and etc.
Our first theorem is a cylindrical symmetry result when Ω is the whole space and Λ is a lower
dimensional hyperplane. Namely,
Theorem 1.1. Let 1 ≤ k ≤ n− 2σ and U be a nonnegative solution of{
div(t1−2σ∇XU) = 0 in R
n+1
+ ,
∂U
∂νσ = U(x, 0)
n+2σ
n−2σ on Rn \ Rk.
(5)
Suppose there exists x0 ∈ R
k such that lim supξ→(x0,0)U(ξ) =∞. Then
U(x′, x′′, t) = U(x′, x˜′′, t)
where x′ ∈ Rk and x′′, x˜′′ ∈ Rn−k that |x′′| = |x˜′′|.
The condition k ≤ n − 2σ will ensure that Capσ(Λ) = 0 (see (8) and Theorem 2.2). If there
is no singular point of U in Rn+1+ ∪∂R
n+1
+ , Jin-Li-Xiong [23] proved a Liouville theorem. If there
is only one singular point on ∂Rn+1+ , Caffarelli-Jin-Sire-Xiong [4] prove that U(x, 0) is radially
symmetric. If Ω is not Rn, one should not expect to have the cylindrical symmetry. However,
we can show an asymptotic cylindrical symmetry. In fact, we can prove it when Λ is a smooth
submanifold of Rn. To this end, we assume that Λ ⊂ B1/2 is a smooth k−dimensional closed
manifold with k ≤ n− 2σ. LetN be a tubular neighborhood of Λ such that any point ofN can be
uniquely expressed as the sum x + v where x ∈ Λ and v ∈ (TxΛ)
⊥, the orthogonal complement
of the tangent space of Λ at x. Denote Π the orthogonal projection of N onto Λ. For small r > 0
and z ∈ Λ,
Π−1r (z) = {y ∈ N, | Π(y) = z, |y − z| = r} .
We prove the following
Theorem 1.2. Suppose U ≥ 0 in B+2 is a solution of{
div(t1−2σ∇XU) = 0 in B
+
2 ,
∂U
∂νσ = U
n+2σ
n−2σ for x ∈ ∂′B+2 \ Λ,
(6)
and N , Λ and Π are as above. Then we have, for x, x′ ∈ Π−1r (z),
U(x, 0) = U(x′, 0)(1 +O(r)) as r → 0+, (7)
where O(r) is uniform for all z ∈ Λ.
Since we do not use any special structure of the half ball, B+2 can be replaced by general open
sets containing B+1/2. When Λ is a point, the above theorem has been proved in Caffarelli-Jin-Sire-
Xiong [4].
Finally, we provide an asymptotic blow up rate estimate for solutions with a singular set of
fractional capacity zero, which is not necessary to be a smooth manifold. Let us introduce the
fractional capacity. For every compact subset Λ of Rn and 0 < σ < 1, define
Capσ(Λ) := inf
{∫
Rn
|ξ|2σ|fˆ(ξ)|2 dξ : f ∈ C∞c (R
n), f(x) ≥ 1 in Λ
}
. (8)
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This is a modification of the classical Newtonian capacity for our purpose. By the Caffarelli-
Silvestre’s extension formula, we will give an equivalent definition in Section 2. Two properties
on the relation between this capacity Capσ and the Hausdorff dimension are presented in Theorems
2.2 and 2.4.
Theorem 1.3. Let Λ ⊂ B1/2 be compact and Capσ(Λ) = 0. Let U be a nonnegative solution of
(6). Then there exists C > 0 such that
u(x) ≤ C dist(x,Λ)−
n−2σ
2 (9)
for all x ∈ B2 \ Λ.
Remark 1.4. Note that we assumed that Λ ⊂ B1/2 in Theorem 1.2 and Theorem 1.3. Both of these
two theorems also apply to Λ ⊂ B2 being compact. This assumption is only used to guarantee that
U is lower bounded away from zero near ∂′′B+2 . If one knows from other means that U is lower
bounded away from zero near ∂′′B+2 , which is indeed the case of U obtained as the extension of
the solution u of (2) via the Poisson integral (12), then it does not matter whether Λ intersects the
boundary ∂B2 or not in either of these two theorems.
Notice that the definition (3) makes sense when u ∈ L1(Rn). we are considering compact
sets with Hausdorff dimension less than n (so that its Lebesgue measure is zero). Thus, singular
solutions are well defined for the fractional Laplacian as long as u ∈ L1. In fact, one can deduce
corresponding results for solutions of the nonlocal equation (2) easily from Theorem 1.1, 1.2 and
1.3. When σ = 1, these are proved by Chen-Lin [7] by the moving plane method. The proofs of
our results are along the similar ways in Caffarelli-Jin-Sire-Xiong [4] when Λ = {0}, which in
turn adapts ideas from Li [29]. An important ingredient is that the equation (6) is invariant under
those Kelvin transformations with respect to the balls centered on ∂Rn+1+ . More precisely, for
each x¯ ∈ Rn and λ > 0, we define, X = (x¯, 0), and
UX,λ(ξ) :=
(
λ
|ξ −X|
)n−2σ
U
(
X +
λ2(ξ −X)
|ξ −X|2
)
, (10)
the Kelvin transformation of U with respect to the ball Bλ(X). If U is a solution of (6), then UX¯,λ
is a solution of (6) in the corresponding domain. Such conformal invariance allows us to use the
moving sphere method introduced by Li-Zhu [31]. This observation has also been used in [23]
and [4]. The main difficulty here is that Λ is a set of (fractional) capacity zero instead of a single
point.
The organization of the paper is as follows. In the Section 2, we discuss the fractional capacity
and a weighted capacity, and recall some basic properties of solutions of linear equations. From
Section 3 to 5 we prove Theorem 1.3, Theorem 1.1 and Theorem 1.2 in order. In the last section,
we give an application of Theorem 1.3 and slightly improve a main result in Gonza´lez-Mazzeo-
Sire [16].
Acknowledgments: the authors would like to thank the referee for his/her valuable suggestions.
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2 Preliminaries
Since we shall use (6) to study (2), it will be convenience to give another equivalent definition of
the fractional capacity Capσ(Λ) by viewing Λ as a set in R
n+1. For a compact set Λ ⊂ Rn and an
open set Ω ⊂ Rn+1 satisfying Λ ⊂ Ω, we define
µσ(Λ,Ω) := inf
{∫
Rn+1
|t|1−2σ |∇XG|
2 dX : G ∈ C∞c (Ω), G(x, 0) ≥ 1 in Λ
}
. (11)
The functions G ∈ C∞c (Ω) satisfying that G(x, 0) ≥ 1 in Λ will be called admissible test func-
tions for evaluating µσ(Λ,Ω). When Ω = R
n+1, we write µσ(Λ) = µσ(Λ,R
n+1) for short.
Notice that the weight |t|1−2σ is an A2 function, and µ(Λ) is a weighted capacity, whose general
theory can be found in Fabes-Jerison-Kenig [15] and the book Heinonen-Kilpela¨inen-Martio [22].
We are going to show that
Proposition 2.1. For every compact set Λ ⊂ Rn, there holds
µσ(Λ) = 2N(σ)Capσ(Λ),
where N(σ) = 21−2σΓ(1− σ)/Γ(σ).
Proof. For f ∈ C∞c (R
n), let
F (x, t) =
∫
Rn
Pσ(x− y, t)f(y) dy, (12)
where
Pσ(x, t) = β(n, σ)
|t|2σ
(|x|2 + t2)
n+2σ
2
with constant β(n, σ) such that
∫
Rn
Pσ(x, 1) dx = 1. By [5], we have∫
R
n+1
+
t1−2σ|∇XF |
2 dX = N(σ)
∫
Rn
|ξ|2σ |fˆ(ξ)|2 dξ.
On one hand, for any G(x, t) ∈ C∞c (R
n+1
+ ∪ ∂R
n+1
+ ) with G(x, 0) = f(x), by Lemma A.4 of
[23] and the evenness of F in t, we have∫
R
n+1
+
|t|1−2σ |∇XF |
2 dX ≤
∫
R
n+1
+
|t|1−2σ|∇XG|
2 dX
and ∫
R
n+1
+
t1−2σ|∇XF |
2 dX =
∫
R
n+1
−
|t|1−2σ |∇XF |
2 dX ≤
∫
R
n+1
−
|t|1−2σ|∇XG|
2 dX.
Thus,
2N(σ)
∫
Rn
|ξ|2σ|fˆ(ξ)|2 dξ ≤
∫
Rn+1
|t|1−2σ |∇XG|
2 dX,
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from which it follows that
2N(σ)Capσ(Λ) ≤ µσ(Λ).
On the other hand, for every ε > 0, there exists f ∈ C∞c (R
n), f(x) ≥ 1 on Λ such that
Capσ(Λ) + ε ≥
∫
Rn
|ξ|2σ|fˆ(ξ)|2 dξ.
Let F be the one defined by f through (12). Let ϕ be a radial smooth cut-off function supported
in B2 and equal to 1 in B1, and let ϕr(X) = ϕ(X/r). It is elementary to check that∫
Rn+1
|t|1−2σ |∇X(ϕrF )|
2 →
∫
Rn+1
|t|1−2σ|∇XF |
2 as r →∞.
We choose R large enough such that Λ ⊂ BR/2 and∫
Rn+1
|t|1−2σ |∇X(ϕRF )|
2 ≤
∫
Rn+1
|t|1−2σ |∇XF |
2 + ε
Let η be a standard mollifier in Rn+1 and ηδ(X) = δ
−n−1η(X/δ). Let Gδ = ηδ ∗ ((1 + ε)ϕRF ).
Then Gδ ∈ C
∞
c (R
n+1). Since Gδ → (1 + ε)ϕRF uniformly in compact sets, and (1 + ε)ϕRF ≥
1 + ε on Λ, we have that Gδ ≥ 1 on Λ for all sufficiently small δ. Hence,
µσ(Λ) ≤
∫
Rn+1
|t|1−2σ |∇XGδ |
2
=
∫
Rn+1
|t|1−2σ |ηδ ∗ (∇X((1 + ε)ϕRF ))|
2
→ (1 + ε)2
∫
Rn+1
|t|1−2σ|∇X(ϕRF )|
2 as δ → 0,
where in the last limit we used the fact that |t|1−2σ is an A2 weight. Thus, we have
µσ(Λ) ≤ (1 + ε)
2
∫
Rn+1
|t|1−2σ|∇X(ϕRF )|
2
≤ (1 + ε)2(
∫
Rn+1
|t|1−2σ |∇XF |
2 + ε)
= (1 + ε)2(2N(σ)
∫
Rn
|ξ|2σ |fˆ(ξ)|2 dξ + ε)
≤ (1 + ε)2(2N(σ)(Capσ(Λ) + ε) + ε).
Since ε is arbitrary, we have
µσ(Λ) ≤ 2N(σ)Capσ(Λ).
This finishes the proof of this proposition.
For Ω ⊂ Rn+1, let
W 1,2(|t|1−2σ ,Ω) := {w : w ∈ L2(|t|1−2σ ,Ω),∇Xw ∈ L
2(|t|1−2σ ,Ω)}
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and
Wc = C
0
c (R
n+1) ∩W 1,2(|t|1−2σ ,Rn+1). (13)
Then for every w ∈Wc that w(x, 0) ≥ 1 on Λ, we have that
µσ(Λ) ≤
∫
Rn+1
|t|1−2σ |∇Xw|
2.
This can be proved by the similar proof of Proposition 2.1, which is as follows. Let ε, δ > 0 and
ηδ be the mollifier. Then as before, one has (1+ ε)ηδ ∗w ∈ C
∞
c (R
n+1) and (1+ ε)ηδ ∗w ≥ 1 on
Λ for all sufficiently small δ. Then
µσ(Λ) ≤
∫
Rn+1
|t|1−2σ |∇X((1 + ε)ηδ ∗ w)|
2
= (1 + ε)2
∫
Rn+1
|t|1−2σ |ηδ ∗ (∇Xw)|
2
→ (1 + ε)2
∫
Rn+1
|t|1−2σ |∇Xw|
2 as δ → 0.
By sending ε→ 0, we finish the proof.
This means that the admissible test functions for evaluating µσ(Λ) in (11) can be chosen from
a larger setWc:
µσ(Λ) = inf
{∫
Rn+1
|t|1−2σ|∇XG|
2 : G ∈Wc, G ≥ 1 on Λ
}
.
One further observes that
µσ(Λ) = inf
{∫
Rn+1
|t|1−2σ |∇XG|
2 : G ∈Wc, 0 ≤ G ≤ 1 in R
n+1, G = 1 on Λ
}
.
We have the following two properties on the connection between Capσ(Λ) and the Hausdorff
measure of Λ ⊂ Rn. The definition of Hausdorff measure can be found in Evans-Gariepy [13].
Theorem 2.2. Let Λ ⊂ Rn be compact. If Hn−2σ(Λ) <∞, then Capσ(Λ) = 0.
Proof. We follow the proof of Theorem 3 in Section 4.7 of [13].
Claim: There exists a constant C depending only on n, σ,Λ such that if V ⊂ Rn+1 is any
open set containing Λ, there exists an open set Ω ⊂ Rn+1 and f ∈Wc (defined in (13)) such that

Λ ⊂ Ω ∩Rn,Ω ⊂ {f = 1},
supp(f) ⊂ V,∫
Rn+1
|t|1−2σ|∇Xf |
2 dX ≤ C.
This claim can be proved as follows. Let δ = 12dist(Λ,R
n \ V ). Since Hn−2σ(Λ) < ∞ and Λ is
compact in Rn, there exists a finite collection {Bri(xi)} of open balls such that 2ri < δ,Bri(xi)∩
Λ 6= ∅,Λ ⊂ ∪mi=1Bri(xi) and
m∑
i=1
rn−2σi ≤ CH
n−2σ(Λ) + 1
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for some constant C . Now set Ω = ∪mi=1Bri(Xi) with Xi = (xi, 0), and define fi by
fi(X) =


1 if |X − (xi, 0)| ≤ ri,
2− |X−(xi,0)|ri if ri ≤ |X − (xi, 0)| ≤ 2ri,
0 if |X − (xi, 0)| ≥ 2ri.
Then ∫
Rn+1
|t|1−2σ |∇Xfi|
2 dX = rn−2σi
∫
B2(xi,0)\B1(xi,0)
|t|1−2σ dX ≤ Crn−2σi .
Let f = max1≤i≤m fi. Then Ω ⊂ {f = 1}, suppt(f) ⊂ V and∫
Rn+1
|t|1−2σ |∇Xf |
2 dX ≤
m∑
i=1
∫
Rn+1
|t|1−2σ |∇Xfi|
2 dX ≤ C
m∑
i=1
rn−2σi ≤ C(H
n−2σ(Λ)+1).
This finishes the proof of this claim. Using the claim inductively, we can find open sets {Vk}
∞
k=1
in Rn+1 and functions fk ∈Wc such that

Λ ⊂ Vk+1 ∩ R
n, Vk+1 ⊂ Vk,
V k+1 ⊂ {X ∈ R
n+1 : fk(X) = 1},
supp(fk) ⊂ Vk,∫
Rn+1
|t|1−2σ |∇Xfk|
2 dX ≤ C.
Set
Sj =
j∑
k=1
1
k
and gj =
1
Sj
j∑
k=1
fk
k
.
Notice that gj ≥ 1 on Vj+1 ∩ R
n, and each gj ∈ Wc. Since supp(|∇Xfk|) ⊂ (Vk \ V k+1), we
have
Capσ(Λ) ≤
1
2N(σ)
∫
Rn+1
|t|1−2σ |∇Xgj |
2 dX
=
1
2N(σ)S2j
j∑
k=1
1
k2
∫
Rn+1
t1−2σ|∇Xfk|
2 dX
≤
C
2N(σ)S2j
j∑
k=1
1
k2
→ 0 as j →∞.
We will need a trace version of Poincare´ inequalities:
Lemma 2.3. Suppose that f ∈W 1,2(|t|1−2σ ,Br). Then
−
∫
Br
|f − (f)r|
2 dx ≤ Cr2σ+1−
∫
Br
|t|1−2σ|∇Xf |
2 dX,
where (f)r = −
∫
Br
f(x, 0) dx, Br = Br ∩ R
n, and C > 0 depends only on n, σ.
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Proof. We are going to use f to denote both, the function and its restriction to Rn. By scaling, we
only prove the case r = 1. Let
g := f −−
∫
B1
f(ξ) dξ.
By the Poincare´ inequality (Theorem 1.5 in [14]), we have∫
B1
|t|1−2σ|g|2 ≤ C
∫
B1
|t|1−2σ |∇Xg|
2,
where C > 0 depends only on n and σ. It follows
‖g‖2W 1,2(|t|1−2σ ,B1) ≤ C
∫
B1
|t|1−2σ |∇Xg|
2.
By Theorem 1.1 in [10], we can extend g to g˜ ∈W 1,2(t1−2σ ,Rn+1) such that
‖g˜‖2W 1,2(|t|1−2σ ,Rn+1) ≤ C‖g‖
2
W 1,2(|t|1−2σ ,B1)
,
where C > 0 depends only on n and σ. Then we have∫
B1
|g(x, 0)|2 dx ≤ C(
∫
B1
|g(x, 0)|
2n
n−2σ dx)
n−2σ
n
≤ C(
∫
Rn
|g˜(x, 0)|
2n
n−2σ dx)
n−2σ
n ≤ C‖g˜‖2W 1,2(|t|1−2σ ,Rn+1),
where we used the standard trace embedding in the last inequality. Combining all the inequalities
in the above, we obtain∫
B1
|f(x, 0) −−
∫
B1
f(ξ) dξ|2dx ≤ C
∫
B1
|t|1−2σ |∇Xf |
2.
Then the conclusion follows from the fact that∫
B1
|f(x, 0) −−
∫
B1
f(y, 0) dy|2dx ≤
∫
B1
|f(x, 0)−−
∫
B1
f(ξ) dξ|2dx.
Theorem 2.4. Assume that Λ ⊂ Rn is a compact set and Capσ(Λ) = 0, then H
s(Λ) = 0 for all
s > n− 2σ. Namely, the Hausdorff dimension of Λ is less than or equal to n− 2σ.
Proof. We only need to prove it for s close to n − 2σ. We follow the proof of Theorem 4 in
Section 4.7 of [13]. Suppose Capσ(Λ) = 0 and s > n − 2σ. Then µσ(Λ) = 0, and thus, for all
i ≥ 1, there exists fi ∈ C
∞
c (R
n+1) such that Λ ⊂ {fi ≥ 1} and∫
Rn+1
|t|1−2σ |∇Xfi|
2 dX ≤ 2−i.
Let g =
∑∞
i=1 fi. Then
(
∫
Rn+1
|t|1−2σ |∇Xg|
2 dX)1/2 ≤
∞∑
i=1
(
∫
Rn+1
|t|1−2σ |∇Xfi|
2 dX)1/2 <∞.
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Note that Λ ⊂ interior of {g ≥ m} for all m ≥ 1. Fix any y ∈ Λ, then for r small enough that
Br(y) ⊂ interior of {g ≥ m}, (g)y,r := −
∫
Br(y)
g ≥ m, and therefore, (g)y,r →∞ as r → 0. We
are going to show that
lim sup
r→0
1
rs
∫
Br(y,0)
|t|1−2σ |∇Xg|
2 dX = +∞.
If not, then there exists a constant M <∞ such that
1
rs
∫
Br(y,0)
|t|1−2σ |∇Xg|
2 dX ≤M
for all 0 < r ≤ 1. Then by the Poincare´’s inequality in Lemma 2.3,
−
∫
Br(y)
|g − (g)y,r |
2dx ≤ Cr2σ+1−
∫
Br(y,0)
|t|1−2σ|∇Xg|
2 dX ≤Mrs−(n−2σ). (14)
Thus,
|(g)y,r/2 − (g)y,r| = Cr
−n|
∫
Br/2(y)
g − (g)y,rdx|
≤ C−
∫
Br(y)
|g − (g)y,r|dx
≤ C(−
∫
Br(y)
|g − (g)y,r|
2dx)1/2
≤ Cr
s−(n−2σ)
2 .
Hence if k > j, we have
|(g)y,1/2k − (g)y,1/2j | ≤
k∑
i=j+1
|(g)y,1/2i − (g)y,1/2i−1 | ≤ C
k∑
i=j+1
(21−i)
s−(n−2σ)
2 .
Since s > n − 2σ, {(g)y,1/2k}
∞
k=1 is a Cauchy sequence. This contradicts with that (g)y,r → ∞
as r → 0.
Therefore,
Λ ⊂ {y ∈ Rn : lim sup
r→0
1
rs
∫
Br(y,0)
|t|1−2σ|∇Xg|
2 dX =∞}
⊂ {y ∈ Rn : lim sup
r→0
1
rs
∫
Br(y,0)
|t|1−2σ|∇Xg|
2 dX > 2} ≡ Λs.
Let V ⊂ Rn be an open bounded neighborhood of Λ and δ > 0. Let V˜ = V × (−R,R), where
R = diam(V ) ≤ 2diam(Λ). By Vitalli’s covering theorem, there exists countably many disjoint
open balls {Bri(yi)}
∞
i=1 such that every Bri(yi) ⊂ V , ri < δ,
1
rs
∫
Br(yi,0)
|t|1−2σ |∇Xg|
2 dX > 1
and Λ ⊂ ∪∞i=1B5ri(xi). Thus
∞∑
i=1
rsi ≤ C
∫
∪∞i=1B5ri (xi,0)
|t|1−2σ|∇Xg|
2 dX ≤ C
∫
V˜
|t|1−2σ |∇Xg|
2 dX.
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Since s < n, it follows that Λ is of Rn-Lebesgue measure zero. Thus, we can choose |V |Rn
arbitrary small and thus |V˜ |Rn+1 arbitrary small. Since
lim
|V˜ |→0
∫
V˜
t1−2σ |∇Xg|
2 dX = 0,
we have that
Hs(Λ) = 0.
For a compact set that Capσ(Λ) = 0, we will have the following observation.
Suppose Λ ⊂ Rn is compact such that Capσ(Λ) = 0. Then for every ε there exists G ∈
C∞c (R
n+1), G ≥ 1 on Λ such that∫
Rn+1
|t|1−2σ |∇XG|
2 dX ≤ ε.
We may further assume that G ≤ 2 in Rn+1. Let f(x) = G(x, 0) and F (x, t) be defined as in
(12). Then we have∫
Rn+1
|t|1−2σ |∇XF |
2 dX ≤
∫
Rn+1
|t|1−2σ |∇XG|
2 dX ≤ ε.
Let r0 > 0 be such that Λ ⊂ Br0 , and g ∈ C
∞
c (Br0) that g ≥ 1 on Λ. Then Fg ∈ Wc ∩ C
0
c (Br0)
and Fg ≥ 1 on Λ. Moreover, we have∫
Rn+1
|t|1−2σ |∇X(Fg)|
2 dX ≤ 2
∫
Rn+1
|t|1−2σ|∇XF |
2g2 dX + 2
∫
Rn+1
|t|1−2σ|∇Xg|
2F 2 dX
≤ 2‖g‖L∞ε+ 2‖∇Xg‖L∞
∫
Br0
|t|1−2σF 2 dX.
.
For the second term on the right hand side, we have∫
Br0
|t|1−2σF 2 dX ≤
∫
Br0∩{|t|≤ε}
|t|1−2σF 2 dX +
∫
Br0∩{|t|≥ε}
|t|1−2σF 2 dX
≤ 4rn0
Cn
2− 2σ
ε2−2σ + (r1−2σ0 + ε
1−2σ)
∫
Br0∩{|t|≥ε}
F 2 dX.
Furthermore, ∫
Br0∩{|t|≥ε}
F 2 dX ≤ Cnr
1+2σ
0 (
∫
Br0∩{|t|≥ε}
|F |
2(n+1)
n−2σ dX)
n−2σ
n+1
≤ Cnr
1+2σ
0 (
∫
R
n+1
+
|F |
2(n+1)
n−2σ dX)
n−2σ
n+1
≤ Cnr
1+2σ
0 ‖F (x, 0)‖
2
L
2n
n−2σ (R
n)
≤ Cnr
1+2σ
0
∫
Rn+1
|t|1−2σ |∇XF |
2 dX
≤ Cnr
1+2σ
0 ε,
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where we used Ho¨lder’s inequality in the first inequality, we used Lemma 1 in [8] in the third
inequality, and the trace inequality in the last inequality. Combining the above inequalities, we
have ∫
Rn+1
|t|1−2σ |∇X(Fg)|
2 dX
≤ 2‖g‖L∞ε+ 2‖∇Xg‖L∞
(
4rn0
Cn
2− 2σ
ε2−2σ + (r1−2σ0 + ε
1−2σ)Cnr
1+2σ
0 ε
)
.
By taking a mollification ηδ ∗ (2Fg), we obtain h ∈ C
∞
c (Br0) for δ small such that h ≥ 1 on Λ
and ∫
Rn+1
|t|1−2σ |∇Xh|
2 dX ≤ C(n, σ, r0)(ε + ε
2−2σ),
where C(n, σ, r0) is a positive constant depending only on n, σ, r0. Since ε is arbitrary, we have
that
µσ(Λ,Br0) = 0.
for every r0 > 0 such that Λ ⊂ Br0 .
Therefore, it follows from Lemma 2.9 in [22] that Lemma 7.34 in [22] applies to Λ when
Capσ(Λ) = 0, so that Λ is removable for super-solutions. This is where we use the assumption
that the singular (closed) set has zero fractional capacity. Consequently, we have the following
maximum principle (Proposition 2.5), which is crucial for our proofs.
We say that U ∈ L∞loc(R
n+1
+ ) if U ∈ L
∞(BR
+
) for any R > 0. Similarly, we say U ∈
W 1,2loc (t
1−2σ,B+1 \ Λ) if U ∈W
1,2(t1−2σ ,B+2 \ O) for all open neighborhood O ⊂ R
n+1
+ of Λ.
Proposition 2.5. Suppose Λ ⊂ Rn is compact and Capσ(Λ) = 0, U ∈ W
1,2
loc (t
1−2σ,B+1 \ Λ) ∩
C(B
+
1 \ Λ) and
lim inf
Y→(x,0)
U(Y ) > −∞ for all x ∈ Λ and for all Y ∈ B+1 .
Suppose U solves {
div(t1−2σ∇XU) ≤ 0 in B
+
1 ,
∂U
∂νσ ≥ 0 on ∂
′B+1 \ Λ,
in the weak sense. Then
U(X) ≥ inf
∂′′B+1
U for all X ∈ B
+
1 \ Λ.
Proof. Let
m := inf
∂′′B+1
U
and
H−(x, t) = min{U(x, t),m}.
We make an even extension of H−:
H(x, t) =
{
H−(x, t) if t ≥ 0
H−(x,−t) if t ≤ 0.
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Then it follows that
div
(
t1−2σ∇XH(X)
)
≤ 0 in B1 \ Λ.
Notice that for every x ∈ Λ∩B1 there exists r(x) > 0 such thatH is bounded in Br(x)(x)\Λ.
Since Capσ(Λ) = 0, it follows from Lemma 7.34 [22] that the set Λ is removable, that is, H ∈
W 1,2loc (|t|
1−2σ ,B1) and
div
(
t1−2σ∇XH(X)
)
≤ 0 in B1
in the sense of distribution. It follows from standard maximum principle that
H(X) ≥ inf
|Y |=1
H(Y ) = m, |X| ≤ 1. (15)
We conclude that
U(X) ≥ m, X ∈ B+1 \ Λ.
The following Harnack inequality will be used frequently in our proof. We state it here for
convenience. See [2] or [37] for the proof.
Proposition 2.6. Let 0 ≤ U ∈W 1,2(t1−2σ,B+R) be a weak solution of{
div(t1−2σ∇XU) = 0 in B
+
R ,
∂U
∂νσ = a(x)U(x, 0) on ∂
′BR.
If a ∈ Lp(BR) for some p > n, then we have
sup
B
+
R/2
U ≤ C(R) inf
B
+
R/2
U,
where C depends only on n, σ,R and ‖a‖Lp(BR).
3 Upper bound estimate near a singular set
Proof of Theorem 1.3. Suppose the contrary that there exists a sequence {xj} ⊂ B1 \Λ such that
dj := dist(xj ,Λ)→ 0 as j →∞,
but
|dj |
n−2σ
2 u(xj)→∞ as j →∞. (16)
Without loss of generality, we may assume that 0 ∈ Λ and xj → 0 as j →∞.
Consider
vj(x) :=
(
|dj |
2
− |x− xj|
)n−2σ
2
u(x), |x− xj | ≤
|dj |
2
.
Let |x¯j − xj| <
|dj |
2 satisfy
vj(x¯j) = max
|x−xj |≤
|dj|
2
vj(x),
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and let
2µj :=
|dj |
2
− |x¯j − xj |.
Then
0 < 2µj ≤
|dj |
2
and
|dj |
2
− |x− xj| ≥ µj ∀ |x− x¯j | ≤ µj . (17)
By the definition of vj , we have
(2µj)
n−2σ
2 u(x¯j) = vj(x¯) ≥ vj(x) ≥ (µj)
n−2σ
2 u(x) ∀ |x− x¯j| ≤ µj . (18)
Thus, we have
2
n−2σ
2 u(x¯j) ≥ u(x) ∀ |x− x¯j| ≤ µj.
We also have
(2µj)
n−2σ
2 u(x¯j) = vj(x¯j) ≥ v(xj) =
(
|dj |
2
)n−2σ
2
u(xj)→∞. (19)
Now, consider
Wj(y, t) =
1
u(x¯j)
U
(
x¯j +
y
u(x¯j)
2
n−2σ
,
t
u(x¯j)
2
n−2σ
)
, (y, t) ∈ Ωj,
where
Ωj :=
{
(y, t) ∈ Rn+1+ :
(
x¯j +
y
u(x¯j)
2
n−2σ
,
t
u(x¯j)
2
n−2σ
)
∈ B
+
1 \ Λ
}
and let wj(x) =Wj(x, 0) if x 6∈ Λ. ThenWj satisfies wj(0) = 1 and{
div(t1−2σ∇Wj) = 0 in Ωj,
∂Wj
∂νσ = wj(x)
n+2σ
n−2σ on ∂′Ωj .
(20)
Moreover, it follows from (18) and (19) that
wj(y) ≤ 2
n−2σ
2 in BRj ,
where Rj := µju(x¯j)
2
n−2σ →∞ as j →∞.
By Proposition 2.6, for any given t¯ > 0 we have
0 ≤Wj ≤ C(t¯) in BRj/2 × [0, t¯),
where C(t¯) depends only on n, σ and t¯. Thus, after passing to a subsequence, we have, for some
nonnegative functions W ∈W 1,2loc (t
1−2σ ,Rn+1) ∩ Cαloc(R
n+1) and w ∈ C2(Rn),


Wj ⇀W weakly inW
1,2
loc (t
1−2σ ,Rn+1+ ),
Wj → W in C
α/2
loc (R
n+1
+ ),
wj → w in C
2
loc(R
n),
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where w(x) =W (x, 0). Moreover,W satisfies{
div(t1−2σ∇W ) = 0 in Rn+1+ ,
∂W
∂νσ = w
n+2σ
n−2σ on ∂Rn+1+ ,
(21)
and w(0) = 1. By the Liouville theorem in [23], we have,
w(y) :=W (y, 0) =
(
1
1 + |y|2
)n−2σ
2
, (22)
upon some multiple, scaling and translation.
On the other hand, we are going to show that
wλ,x(y) ≤ w(y) ∀ λ > 0, x ∈ R
n, |y − x| ≥ λ. (23)
By an elementary calculus lemma in [30], (23) implies that w ≡ constant. This contradicts to
(22).
Let us fix x0 ∈ R
n and λ0 > 0. Then for all j large, we have |x0| <
Rj
10 , 0 < λ0 <
Rj
10 . For
λ > 0, we let
(Wj)X,λ(Y ) :=
(
λ
|Y −X|
)n−1
Wj
(
X +
λ2(Y −X)
|Y −X|2
)
,
for Y ∈ Ωj with |Y −X| ≥ λ. Let X0 = (x0, 0).
Claim 1: There exists a positive real number λ3 such that for any 0 < λ < λ3, we have
(Wj)X0,λ(ξ) ≤Wj(ξ) in Ωj\B
+
λ (X0).
The proof of Claim 1 consists of two steps as the proof of Lemma 3.2 in [23].
Step 1. We show that there exist 0 < λ1 < λ2 < λ0, which are independent on j, such that
(Wj)X0,λ(ξ) ≤Wj(ξ), ∀ 0 < λ < λ1, λ < |ξ −X0| < λ2.
For every 0 < λ < λ1 < λ2, ξ ∈ ∂
′′Bλ2(X0), we have X0 +
λ2(ξ−X0)
|ξ−X0|2
∈ B+λ2(X0). Thus we can
choose λ1 = λ1(λ2) small such that
(Wj)X0,λ(ξ) =
(
λ
|ξ −X0|
)n−2σ
Wj
(
X0 +
λ2(ξ −X0)
|ξ −X0|2
)
≤
(
λ1
λ2
)n−2σ
sup
B+λ2
(X0)
Wj ≤ inf
∂′′B+λ2
(X0)
Wj ≤Wj(ξ),
where we used that wj → w in C
2(Bλ0(X0)) and Harnack inequality. Hence
(Wj)X0,λ ≤Wj on ∂
′′(B+λ2(X0)\B
+
λ (X0))
for all λ2 > 0 and 0 < λ < λ1(λ2).
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Wewill show that (Wj)X0,λ ≤Wj on (B
+
λ2
(X0)\B
+
λ (X0)) if λ2 is small and 0 < λ < λ1(λ2).
Since (Wj)X0,λ also satisfies (20) in Bλ2(X0)
+ \ B+λ1(X0), we have

div(t1−2σ∇((Wj)X0,λ −Wj)) = 0 in B
+
λ2
(X0)\B
+
λ (X0),
lim
t→0
t1−2σ∂t((Wj)X0,λ −Wj)
=W
n+2σ
n−2σ
j (x, 0)− (Wj)
n+2σ
n−2σ
X0,λ
(x, 0) on ∂′(B+λ2(X0)\B
+
λ (X0)).
(24)
Let ((Wj)X0,λ−Wj)
+ := max(0, (Wj)X0,λ−Wj) which equals to 0 on ∂
′′(B+λ2(X0)\B
+
λ (X0)).
Hence, by a density argument, we can use ((Wj)X0,λ −Wj)
+ as a test function in the definition
of weak solution of (24). We will make use of the narrow domain technique from [1]. With the
help of the mean value theorem, we have∫
B+λ2
(X0)\B
+
λ (X0)
t1−2σ|∇((Wj)X0,λ −Wj)
+|2
=
∫
Bλ2 (X0)\Bλ(X0)
((Wj)
n+2σ
n−2σ
X0,λ
(x, 0) −W
n+2σ
n−2σ
j (x, 0))((Wj)X0,λ −Wj)
+
≤ C
∫
Bλ2 (X0)\Bλ(X0)
(((Wj)X0,λ −Wj)
+)2(Wj)
4σ
n−2σ
X0,λ
≤ C
(∫
Bλ2 (X0)\Bλ(X0)
(((Wj)X0,λ −Wj)
+)
2n
n−2σ
)n−2σ
n
(∫
Bλ2 (X0)\Bλ(X0)
(Wj)
2n
n−2σ
X0,λ
) 2σ
n
≤ C
(∫
B+λ2
(X0)\B
+
λ (X0)
t1−2σ|∇((Wj)X0,λ −Wj)
+|2
)(∫
Bλ2 (X0)
w
2n
n−2σ
j
) 2σ
n
,
where Proposition 2.1 in [23] is used in the last inequality and C is a positive constant depending
only on n and σ. Since wj → w in C
2(Bλ0(X0)), we can fix λ2 small independent of j such that
C
(∫
Bλ2
w
2n
n−2σ
j
) 2σ
n
< 1/2.
Then
∇((Wj)X0,λ −Wj)
+ = 0 in B+λ2\B
+
λ .
Since
((Wj)X0,λ −Wj)
+ = 0 on ∂′′(B+λ2(X0)\B
+
λ )(X0),
we have
((Wj)X0,λ −Wj)
+ = 0 in B+λ2(X0)\B
+
λ (X0).
We conclude that
(Wj)X0,λ ≤Wj in B
+
λ2
(X0)\B
+
λ (X0)
for 0 < λ < λ1 := λ1(λ2).
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Step 2. We show that there exists λ3 ∈ (0, λ1) such that ∀ 0 < λ < λ3,
(Wj)X0,λ(ξ) ≤Wj(ξ), ∀|ξ −X0| > λ2, ξ ∈ Ωj.
Let φ(ξ) =
(
λ2
|ξ−X0|
)n−2σ
inf
∂′′Bλ2 (X0)
Wj , which satisfies
{
div(t1−2σ∇φ) = 0 in Rn+1+ \ B
+
λ2
(X0)
− lim
t→0
t1−2σ∂tφ(x, t) = 0 on R
n \Bλ2(X0),
and φ(ξ) ≤Wj(ξ) on ∂
′′Bλ2(X0). Let us examine them on ∂
′′Ωj .
Since u ≥ 1/C > 0 on ∂B3/2, it follows from the Harnack inequality (Proposition 2.6) that
Wj ≥
1
Cu(x¯j)
> 0 on ∂′′Ωj. (25)
Note that we assumed xj → 0 without loss of generality. Then
|xj |
2 ≤ |x¯j| ≤
3|xj |
2 << 1. Thus,
for any ξ ∈ ∂′′Ωj , i.e.,
∣∣∣∣X¯j + ξ
u(x¯j)
2
n−2σ
∣∣∣∣ = 1, we have
|ξ| ≈ u(x¯j)
2
n−2σ .
Thus
Wj ≥
1
Cu(x¯j)
>
1
u1.5(x¯j)
>
(
λ2
|ξ −X0|
)n−2σ
inf
∂′′Bλ2 (X0)
Wj on ∂
′′Ωj, (26)
where we used the fact that Wj converges to a solution W of (21) locally uniformly in the last
inequality. By Proposition 2.5, we have
Wj(ξ) ≥
(
λ2
|ξ −X0|
)n−2σ
inf
∂′′Bλ2 (X0)
Wj, ∀ |ξ −X0| > λ2, ξ ∈ Ωi. (27)
Let
λ3 = min(λ1, λ2( inf
∂′′Bλ2 (X0)
Wj/ sup
Bλ2 (X0)
Wj)
1
n−2σ ).
Then for any 0 < λ < λ3, |ξ −X0| ≥ λ2, ξ ∈ Ωj , we have
(Wj)X0,λ(ξ) ≤ (
λ
|ξ −X0|
)n−2σWj(X0 +
λ2(ξ −X0)
|ξ −X0|2
)
≤ (
λ3
|ξ −X0|
)n−2σ sup
Bλ2 (X0)
Wj
≤ (
λ2
|ξ −X0|
)n−2σ inf
∂′′Bλ2 (X0)
Wj ≤Wj(ξ).
Claim 1 is proved.
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We define
λ¯ := sup{0 < µ ≤ λ0|(Wj)X0,λ(ξ) ≤Wj(ξ), ∀ |ξ −X0| ≥ λ, ξ ∈ Ωj, ∀ 0 < λ < µ}.
By Claim 1, λ¯ is well defined.
Claim 2: λ¯ = λ0.
To Prove Claim 2, we argue by contradiction. Suppose λ¯ < λ0. It follows from the strong
maximum principle and (26) that (Wj)X0,λ¯(ξ) < Wj(ξ) if |ξ−X0| > λ¯, ξ ∈ Ωj \Λ. For δ small,
which will be fixed later, denote Kδ = {ξ ∈ Ωj : |ξ −X0| ≥ λ¯ + δ}. Then by Proposition 2.5,
there exists c2 = c2(δ) such that
Wj(ξ)− (Wj)X0,λ¯(ξ) > c2 in Kδ.
By the uniform continuity of Wj on compact sets, there exists ε small such that for all λ¯ < λ <
λ¯+ ε
(Wj)X0,λ¯ − (Wj)X0,λ > −c2/2 in Kδ.
Hence
Wj − (Wj)X0,λ > c2/2 in Kδ.
Now let us focus on the region {ξ ∈ Rn+1+ : λ ≤ |ξ −X0| ≤ λ¯ + δ}. Using the narrow domain
technique as that in Claim 1, we can choose δ small (notice that we can choose ε as small as we
want) such that
Wj ≥ (Wj)X0,λ in {ξ ∈ R
n+1
+ : λ ≤ |ξ| ≤ λ¯+ δ}.
In conclusion, there exists ε such that for all λ¯ < λ < λ¯+ ε
(Wj)X0,λ(ξ) ≤Wj(ξ), ∀ |ξ −X0| ≥ λ, ξ ∈ Ωj ,
which contradicts with the definition of λ¯. Claim 2 is proved.
Thus
(Wj)X0,λ(ξ) ≤Wj(ξ), ∀ |ξ −X0| ≥ λ, ξ ∈ Ωj \ Λ, ∀ 0 < λ ≤ λ0.
Sending j →∞, we have
wx0,λ(y) ≤ w(y) ∀ 0 < λ ≤ λ0, |y − x0| ≥ λ.
Since x0, λ0 are arbitrary, (23) has been verified.
Theorem 1.3 is proved.
4 Symmetry for global solutions
Proof of Theorem 1.1. Without loss of generality, we assume that
lim sup
x→0
u(x) =∞. (28)
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Denote 0k as the origin in R
k.
First, we would like to show that for all y ∈ Rn−k \ {0} there exists λ3(y) ∈ (0, |y|) such that
for all 0 < λ < λ3(y) we have
UY,λ(ξ) ≤ U(ξ) ∀ |ξ − Y | ≥ λ, ξ 6∈ R
k × {0n−k} × {0}, (29)
where Y = (0k, y, 0) ∈ R
n+1 and
UY,λ(X) :=
(
λ
|Y −X|
)n−2σ
U
(
Y +
λ2(X − Y )
|Y −X|2
)
.
This can be proved similarly to that forWj in the proof of Theorem 1.3, and we sketch the proofs
here. The first step is to show that there exist 0 < λ1 < λ2 < |y| such that
UY,λ(ξ) ≤ U(ξ), ∀ 0 < λ < λ1, λ < |ξ − Y | < λ2.
The proof of this step follows exactly the same as that forWj before. The second step is to show
that there exists λ3(y) ∈ (0, |y|) such that (29) holds for all 0 < λ < λ3(y). To prove this step,
we only need to make sure that (26) holds for U , i.e.,
U(ξ) ≥
(
λ2
|ξ −X|
)n−2σ
inf
∂′′Bλ2(Y )
U, ∀ |ξ − Y | > λ2, ξ 6∈ R
k × {0n−k} × {0}, (30)
where λ2 < |y| is small. And (30) can be proved as follows. Let Λ is the inversion of R
k with
respect to ∂Bλ2(y). So Λ is a k-dimensional sphere passing through y, and Λ ⊂ Bλ2(y).{
div(t1−2σ∇XUY,λ2) = 0 in R
n+1
+ ,
∂
∂νσUY,λ2 = U
n+2σ
n−2σ
Y,λ2
on Bλ2(y) \ Λ.
Since k ≤ n − 2σ, it follows from Theorem 2.2 that Capσ(Λ) = 0. By Proposition 2.5, we have
that
UY,λ2(ξ) ≥ inf
∂′′Bλ2(Y )
UY,λ2 = inf
∂′′Bλ2 (Y )
U for all ξ ∈ B
+
λ2(Y ) \ Λ.
This will exactly lead to (30).
Now, we can define
λ¯(y) :=
sup{0 < µ ≤ |y| | UY,λ(ξ) ≤ U(ξ),∀ |ξ − Y | ≥ λ, ξ 6∈ R
k × {0n−k} × {0}, ∀ 0 < λ < µ}.
Secondly, we will show that
λ¯(y) = |y|. (31)
Suppose λ¯(y) < |y| for some y 6= 0. Notice that
UY,λ¯(y)(ξ) ≥ U(ξ) for all ξ ∈ B
+
λ¯(y)(y) \ Λ
where Λ is the inversion of Rk with respect to ∂Bλ¯(y)(y). So Λ ⊂ Bλ¯(y)(y) is a k-dimensional
sphere passing through y. Because of (28), we know that UY,λ¯(y)(ξ) 6≡ U(ξ). Thus, by strong
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maximum principle we have UY,λ¯(y)(ξ) > U(ξ) for ξ ∈ B
+
λ¯(x)(y) \Λ. Choose r < λ¯(y) but close
to λ¯(y) such that Λ ⊂ Br(y). It follows from Proposition 2.5 that
UY,λ¯(y)(ξ)− U(ξ) ≥ min
∂′′B+r (Y )
(UY,λ¯(y)(ξ)− U(ξ)) =: 2c for all ξ ∈ B
+
r (Y ) \ Λ.
Denote Kε,δ = {ξ ∈ B
+
λ¯(y)−δ
(Y ) : dist(ξ,Λ) > ε}. We can choose ε, ε1 sufficiently small
(ε1 < ε) such that for all λ ∈ (λ¯(y), λ¯(y) + ε1),
Λλ ⊂ {ξ : dist(ξ,Λ) ≤ ε} and {Y +
λ¯(y)2
λ2
(ξ − Y ) : dist(ξ,Λ) ≤ ε} ⊂ B
+
r (Y ),
where Λλ is the inversion of R
k with respect to Bλ(y). Then for ξ that dist(ξ,Λ) ≤ ε and ξ 6∈ Λλ,
UY,λ(ξ) =
(
λ¯(y)
λ
)n−2σ
UY,λ¯(y)
(
Y +
λ¯(y)2
λ2
(ξ − Y )
)
≥
(
λ¯(y)
λ¯(y) + ε1
)n−2σ (
U
(
Y +
λ¯(y)2
λ2
(ξ − Y )
)
+ c
)
Notice that there exist ε1 small that for all ξ that dist(ξ,Λ) ≤ ε and all λ ∈ (λ¯(y), λ¯(y) + ε1), we
have (
λ¯(y)
λ¯(y) + ε1
)n−2σ (
U
(
Y +
λ¯(y)2
λ2
(ξ − Y )
)
+ c
)
≥ U(ξ) + c/2.
This statement can be proved quickly by contradiction arguments. Therefore, we have shown that
there exist ε1 small that for all ξ that dist(ξ,Λ) ≤ ε, ξ 6∈ Λλ, and all λ ∈ (λ¯(y), λ¯(y) + ε1), we
have
UY,λ(ξ) ≥ U(ξ) + c/2.
Choose δ small, which will be fixed later, there exists c2 > 0 such that
UY,λ¯(y)(ξ) ≥ U(ξ) + c2 for all ξ ∈ Kδ,ε.
Since U is locally uniformly continuous in R
n+1
+ \ {R
k}, we can choose ε1 even smaller such that
UY,λ(ξ)− UY,λ¯(y)(ξ) ≥ −c2/2 for all ξ ∈ Kδ,ε.
Hence,
UY,λ(ξ)− U(ξ) ≥ c2/2 for all ξ ∈ Kδ,ε.
Now, in the region ξ ∈ B+λ (Y )\B
+
λ¯(y)−δ
(Y ), the narrow domain technique applies as before if we
choose δ sufficiently small. Thus, one can get
UY,λ(ξ) ≥ U(ξ) in B
+
λ (Y ) \ B
+
λ¯(y)−δ
(Y ).
In conclusion, we have shown that there exists ε1 > 0 such that for all λ ∈ (λ¯(y), λ¯(y) + ε1),
UY,λ(ξ) ≥ U(ξ) in B
+
λ (Y ) \ Λλ.
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This is a contradiction to the definition of λ¯(x). This proved (31). Thus
UY,λ(ξ) ≤ U(ξ), ∀ |ξ − Y | ≥ λ, ξ 6∈ R
k × {0n−k} × {0}, ∀ 0 < λ < |y|. (32)
For any unit vector e ∈ {0k}×R
n−k, for any a > 0, ξ = (x, z, t) ∈ Rn+1+ satisfying (z−ae) ·e <
0, (32) holds with y = Re and λ = R− a. Sending R to infinity, we have
U(x, z, t) ≥ U(x, z − 2(z · e− a)e, t).
Since e ∈ {0k} × R
n−k and a > 0 are arbitrary, this shows the radial symmetry in the Rn−k-
variables, and proves this theorem.
5 Asymptotic symmetry for local solutions near a singular set
Proof of Theorem 1.2. As before, we have that for all 0 < dist(x,Λ) < 14 ,X = (x, 0),
λ¯(x) := sup{0 < µ ≤ |x| | UX,λ(ξ) ≤ U(ξ), ∀ |ξ −X| ≥ λ, ξ 6∈ Λ, ∀ 0 < λ < µ}
is well-defined and λ¯(x) > 0, where we denote ξ = (y, t). This statement can be proved very
similarly to those in the previous two sections, as long as one notices that we can choose λ2 small
such that
U(ξ) ≥
(
λ2
|ξ −X|
)n−2σ
inf
∂′′B+λ2
(X)
U, ∀ ξ ∈ ∂′′B+1 , (33)
which implies by Proposition 2.5 that
U(ξ) ≥
(
λ2
|ξ −X|
)n−2σ
inf
∂′′B+λ2
(X)
U, ∀ |ξ −X| > λ, ξ 6∈ Λ. (34)
For y ∈ B2,
7
8 ≤ |y| ≤
5
4 and 0 < λ < dist(x,Λ) <
1
8 ,∣∣∣∣x+ λ2(y − x)|y − x|2 − x
∣∣∣∣ ≤ 4λ2 ≤ 4 dist(x,Λ)2 < dist(x,Λ)/2.
Then
dist(x+
λ2(y − x)
|y − x|2
,Λ) ≤
∣∣∣∣x+ λ2(y − x)|y − x|2 − x
∣∣∣∣+ dist(x,Λ) ≤ 3 dist(x,Λ)/2
and
dist(x+
λ2(y − x)
|y − x|2
,Λ) ≥ dist(x,Λ)−
∣∣∣∣x+ λ2(y − x)|y − x|2 − x
∣∣∣∣ ≥ dist(x,Λ)/2.
It follows from Theorem 1.3 that
u
(
x+
λ2(y − x)
|y − x|2
)
≤ C dist(x,Λ)
2σ−n
2 .
Thus,
ux,λ(y) = UX,λ(y, 0) ≤ Cλ
n−2σ dist(x,Λ)
2σ−n
2 ≤ C dist(x,Λ)
n−2σ
2
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for all 0 < λ < dist(x,Λ) < 18 ,
7
8 ≤ |y| ≤
5
4 . By Harnack inequality in Proposition 2.6, for all
|ξ| = 1, we have
UX,λ(ξ) ≤ C dist(x,Λ)
n−2σ
2 < U(ξ) ∀ 0 < λ < dist(x,Λ) ≤ ε/2, |ξ| = 1
for ε > 0 sufficiently small. Therefore, it follows from Proposition 2.5 that
lim inf
ξ→z∈Λ
(U(ξ)− UX,λ(ξ)) > c > 0
for some c > 0 independent of z ∈ Λ. As before, given these two properties with narrow domain
techniques, the moving sphere procedure may continue if λ¯(x) < dist(x,Λ). Thus we obtain
λ¯(x) = dist(x,Λ) for 0 < dist(x,Λ) ≤ ε/2, where ε is sufficiently small. Thus, we have proved
that there exists some constant ε > 0 such that
UX,λ(ξ) ≤ U(ξ) ∀ 0 < λ < dist(x,Λ) ≤ ε/2, |ξ −X| ≥ λ, ξ 6∈ Λ. (35)
In particular
ux,λ(y) ≤ u(y) ∀ 0 < λ < dist(x,Λ) ≤ ε/2, |y − x| ≥ λ, y 6∈ Λ. (36)
We can choose ε even smaller so that the tubular neighborhood N of Λ in Theorem 1.2 contains
the set {x : dist(x,Λ) ≤ ε}.
Let r > 0 small (less than ε2), x1, x2 ∈ Π
−1
r (z) be such that
u(x1) = max
Π−1r (z)
u(x), u(x2) = min
Π−1r (z)
u(x).
Let e1 = x1 − z, e2 = x2 − z, x3 = x1 + ε(e1 − e2)/(4|e1 − e2|). Then e1, e2 ∈ (TzΛ)
⊥
and thus, e2 − e1 ∈ (TzΛ)
⊥. Let λ =
√
ε
4(|e1 − e2|+
ε
4 ), which can be directly checked that
λ < |x3 − z| = dist(x3,Λ) < ε/2. It follows from (36) that
ux3,λ(x2) ≤ u(x2).
Notice that
ux3,λ(x2) =
(
λ
|e1 − e2|+ ε/4
)n−2σ
u(x1)
=
(
1
4|e1 − e2|/ε+ 1
)n−2σ
2
u(x1) ≥
(
1
8r/ε+ 1
)n−2σ
2
u(x1).
Thus,
max
Π−1r (z)
u(x) ≤ (8r/ε + 1)
n−2σ
2 min
Π−1r (z)
u(x).
Thus, we have
u(x) = (1 +O(r))u(x′) for all x, x′ ∈ Π−1r (z) as r → 0.
Theorem 1.2 is proved.
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6 Application to the singular fractional Yamabe problem on confor-
mally flat manifolds
In this section we give an application to the singular Yamabe problem, slightly improving a the-
orem in [16]. Problem (2) arises in the study of the fractional version of the singular Yamabe
problem, which has been initiated in [16, 6]. The original Yamabe problem is related to the so-
called conformal laplacian on a compact manifold (M,g), i.e.,
Lg =
4(n − 1)
n− 2
∆g +Rg,
where Rg is the scalar curvature of M . Generalizations of this operator (in the covariant frame-
work) are known as GJMS operators [20]. The conformal laplacian is conformally covariant in
the following sense: if f is any (smooth) function and g¯ = u
4
n−2 g for some u > 0, then
Lg(uf) = u
n+2
n−2Lg¯(f). (37)
Higher order versions of this operator are denoted P gk , which exist for all k ∈ N if n is odd, but
only for k ∈ {1, . . . , n/2} if k is even. The first construction of these operators, by Graham-
Jenne-Mason-Sparling [20]. This leads naturally to the question whether there exist any confor-
mally covariant pseudodifferential operators of noninteger order. A partial result in this direction
was given by Peterson [33], who showed that for any σ, the conformal covariance condition de-
termines the full Riemannian symbol of a pseudodifferential operator with principal symbol |ξ|2σ.
The breakthrough result, by Graham and Zworski [19], was that if (M, [g¯]) is a smooth compact
manifold endowed with a conformal structure, then the operators P gk can be realized as residues
at the values σ = k of the meromorphic family S(n/2 + σ) of scattering operators associated
to the Laplacian on any Poincare´-Einstein manifold (X,G) for which (M, [g¯]) is the conformal
infinity. These are the ‘trivial’ poles of the scattering operator, so-called because their location
is independent of the interior geometry; S(s) typically has infinitely many other poles, which
are called resonances. Multiplying this scattering family by some σ factors to regularize these
poles, one obtains a holomorphic family of elliptic pseudodifferential operators P g¯σ . An alternate
construction of these operators has been obtained by Juhl, and his monograph [24] describes an
intriguing general framework for studying conformally covariant operators. The operators P g¯σ are
elliptic of order 2σ with principal symbol |ξ|2σg¯ ; finally, we have the following covariance property
if g = u
4
n−2σ g¯, then P g¯σ (uf) = u
n+2σ
n−2σP gσ (f) (38)
for any smooth function f . Generalizing the formulæ for scalar curvature and the Paneitz-Branson
Q-curvature (when σ = 2), we make the definition that, for any 0 < σ < n/2, the quantity Qg¯σ,
which we call the Q-curvature of order σ associated to a metric g¯, is given by
Qg¯σ = P
g¯
σ (1). (39)
It is interesting to construct complete metrics of constant (positive) Qσ curvature on open
subdomains Ω =M \Λ, or in other words, to find metrics g = u4/(n−2σ) g¯ which are complete on
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Ω and such that u satisfies the Yamabe equation for the operator P σg with Qσ a constant. This is
the fractional singular Yamabe problem. As a matter of fact if u is a solution of (2) then the metric
g = u
4
n−2σ |dx|2
has constant (≡ 1) fractional curvature Qσ and is singular along Λ. The following has been proved
in [16].
Theorem 6.1. Suppose that (Mn, g¯) is compact and g = u
4
n−2σ g¯ is a complete conformally flat
metric on Ω =M \Λ, where Λ is a smooth k-dimensional submanifold with k ≤ n− 2σ. Assume
furthermore that u is polyhomogeneous along Λ. If 0 < σ < n/2, and if Qgσ > 0 everywhere for
any choice of asymptotically Poincare´-Einstein extension (X,G) which defines P g¯σ and hence Q
g
σ,
then n, k and σ are restricted by the inequality
Γ(
n
4
−
k
2
+
σ
2
)
/
Γ(
n
4
−
k
2
−
σ
2
) > 0, (40)
where Γ is the ordinary Gamma function. This inequality holds in particular when k < (n−2σ)/2,
and in this case then there is a unique extension of u to a distribution on all ofM which solves the
same equation, or in other words, u extends uniquely to a weak solution on all ofM .
Recall that u is said to be polyhomogeneous along Λ if in terms of any cylindrical coordinate
system (r, θ, y) in a tubular neighbourhood of Λ, where r and θ are polar coordinates in disks in
the normal bundle and y is a local coordinate along Λ, u admits an asymptotic expansion
u ∼
∑
ajk(y, θ)r
µj (log r)k
where µj is a sequence of complex numbers with real part tending to infinity, for each j, ajk is
nonzero for only finitely many nonnegative integers k, and such that every coefficient ajk ∈ C
∞.
The number µ0 is called the leading exponent ℜ(µj) > ℜ(µ0) for all j 6= 0.
Thanks to Theorem 1.3 it is possible to weaken the degree of polyhomogeneity of the leading
exponent of u in the previous theorem. But at the same time, we have to assume that the fractional
capacity of the singular set is zero.
Corollary 6.2. Suppose that (Mn, g¯) is compact and g = u
4
n−2σ g¯ is a complete conformally flat
metric on Ω =M \Λ, where Λ is a smooth k-dimensional submanifold with k ≤ n− 2σ. Assume
furthermore that u is polyhomogeneous along Λ with leading exponent α such that
α ≥ (n− 2σ)/2.
If 0 < σ < 1, and if Qgσ > 0 everywhere for any choice of asymptotically Poincare´-Einstein
extension (X,G) which defines P g¯σ and hence Q
g
σ, then n, k and σ are restricted by the inequality
Γ(
n
4
−
k
2
+
σ
2
)
/
Γ(
n
4
−
k
2
−
σ
2
) > 0, (41)
where Γ is the ordinary Gamma function.
Proof. Since the new metric is conformally flat, the conformal factor u satisfies the critical equa-
tion (2). Let u be a polyhomogeneous distribution on M with singular set along the smooth
submanifold Λ. Because of the bound in Theorem 1.3 and Remark 1.4, the leading term in the
expansion of u is a(y)r−n/2+σ. One is then in the framework of [16] and the proof follows.
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