The consistency problem for a class of algebraic structures asks for an algorithm to decide for any given conjunction of equations whether it admits a non-trivial satisfying assignment within some member of the class. By Adyan (1955) and Rabin (1958) it is known unsolvable for (the class of) groups and, recently, by Bridson and Wilton (2015) for finite groups. We derive unsolvability for (finite) modular lattices and various subclasses; in particular, the class of all subspace lattices of finite dimensional vector spaces over a fixed or arbitrary field of characteristic 0. The lattice results are used to prove unsolvability of the consistency problem for (finite) rings and (finite) representable relation algebras. These results in turn apply to equations between simple expressions in Grassmann-Cayley algebra and to functional and embedded multivalued dependencies in databases.
Introduction
A solution of the consistency problem for a class C of structures and a set Σ of constraints consists in an algorithm which, given any ϕ ∈ Σ, decides whether there is a structure A ∈ C and a non-trivial assignment in A satisfying ϕ. Here, in the context of a ixed set Σ, an assignment is "trivial" if it satisfies all constraints ψ ∈ Σ. For classes of algebraic structures, the familiar constraints are conjunctions of equations. In the case Σ consists of all of them, the complement of the consistency problem is known as the triviality problem: to decide for a given conjunction of equations whether every satisfying assignment within the class generates a singleton subalgebra (that is, whether the associated finitely presented algebra is trivial) -a problem reducing to the word problem. A famous instance of unsolvability is given by the class of all groups, Adyan [2, 3] and Rabin [25] ; the case of all finite groups is due to Bridson and Wilton [5] .
We use these to show in Section 4 the consistency problem unsolvable for classes of modular lattices and subclasses of the quasivariety generated by finite modular lattices; these classes are supposed to satisfy certain richness conditions concerning the presence of 'sufficiently many' subspace lattices L(V ) of vector spaces V .
This applies, in particular, to the class of all L(V ) where V is finite dimensional over a fixed field of characteristic 0. In case the V are real or complex Hilbert spaces, unsovability extends to the associated ortholattices (Section 8), thus giving a negative answer to the question raised in [16, §III.C], the decision problem for "quantum satisfiability in indefinite (yet finite) dimensions" (see also [17] ).
Section 3 recalls our central tool: the interpretation via (von Neumann) frames, translating group presentations into such for modular lattices. This provides a reduction of word problems if the encoding is also applied to the equations to be decided, cf. Lipshitz [22] and Freese [6] . However, such encoding turns trivial assignments in groups into non-trivial assignments within frame generated sublattices. Thus, we devise in Lemma 7 of Section 4 a bit more sophisticated encoding based on lattice relations specific for fixed-point free actions of linear groups -after asserting in Lemma 5 of Section 2 faithful such representation to indeed exist
The methods and results of [14, 15] allow to transfer unsolvability of the consistency problem to (finite) representable relation algebras (Section 5); further to (finite) relational databases with conjunctions of functional and embedded multivalued dependencies as constraints (Section 6). In particular, there is no algorithm to decide for every finite conjunction of functional dependencies and embedded multivalued dependencies whether it implies that all attributes are keys. Consistency for conditional inclusion and functional dependencies has been studied in [23] ; undecidability has been shown for the combination of both.
Using the description of joins and meets of principal right ideals in regular rings, the consistency problem for classes of (finite) modular lattice can be reduced to that for classes of (finite) rings in Section 7. The special case of endomorphism rings gives a further reduction to satisfiability of conjunctions of equations between simple expressions in Grassmann-Cayley algebras (Section 9). Thus, these problems turn out algorithmically unsolvable, too.
Algebraic structures
We consider classes C of structures and sets Σ of constraints, that is formulas π in a language associated with C -we write π(x) wherē x denotes the list of free variables in π. An assignment within A ∈ C is a mapx →ā into A; it satisfies π(x) if A |= π(ā); it is trivial if it satisfies all constraints π(x) ∈ Σ. A solution of the consistency problem for C and Σ consists in an algorithm which decides for any constraint whether there is a non-trivial satisfying assignment within C, that is, within some A ∈ C.
Primarily, we consider classes C of algebraic structures of finite signature; here, the usual constraints are conjunctions of equations. If Σ consists of exactly these, we speak just of the consistency problem for C; trivial assignments are those within singleton subalgebras of some A ∈ C; if C is a class of rings with unit or bounded lattices, A must be trivial (requiring 0 = 1).
Of course, unsolvability with respect to Σ for C is inherited by any expansion C ′ of C (that is, the language of C ′ has some operation symbols in addition to that of C and the members of C ′ arise from those of C by adding operations denoted by these additional symbols). But, trivial assignments may generate non-trivial subalgebras in the expansion. Though, if within C trivial assignments require trivial algebras, unsolvability of the consistency problem is inherited by any expansion.
A quasi-variety is a class of algebraic structures definable by sets of quasi-identities: sentences of the form ∀x. π(x) ⇒ ψ(x) where π and ψ are conjunctions of equations, π being possibly empty. Given a class C, the smallest quasi-variety Q C containing C (i.e. generated by C) is the model class of the set of quasi-identities valid in C. The consistency problems for C and Q C are equivalent due to the following. Proof. Consider the quasi-identity ∀x. π(x) ⇒ ψ(x) where ψ is the conjunction of all equations x i = x 1 and f (x 1 , . . . x 1 ) = x 1 , f an operation symbol. This is valid in A if and only if A admits only trivial satisfying assignments for π(x).
Recall that a positive primitive formula is of the form ∃x α(x) where α is a conjunction of atomic formulas. By a basic equation we mean an equation of the form y = x or y = f (x) where f is an operation symbol. An unnested pp-formula is of the form ∃ȳ.ϕ(x,ȳ) where ϕ(x,ȳ) is a conjunction of basic equations. For the following compare [18, Theorem 2.6.1]. Fact 2. Every conjunction π(x) of equations is logically equivalent to an unnested pp-formula ∃ȳ.ϕ(x,ȳ). Moreover, in the case of a (bounded) lattice L, if L |= π(ā) only for single valuedā then L |= ϕ(ā,b) only for single valuedā,b.
Unsolvability for the classes of structures to be considered, here, is shown by reducing from the following deep results of Adyan [2, 3] , Rabin [25] , and Bridson and Wilton [5] .
Theorem 3. The consistency problems for the class of all groups and the class of all finite groups are unsolvable.
Corollary 4. Let C be a class of (finite) semigroups or monoids such that any (finite) group embeds into some member of C. Then the consistency problem for C is unsolvable.
In particular, we may consider groups just with multiplication.
Proof. In the case of monoids with unit e, given a conjunction π(x) of group equations, form the conjunctionπ(x,ȳ) of π(x) and the x i y i = e = y i x i with new variables y i . Thus, π(x) admits a non-trivial assignment within some (finite) group if and onlyπ does so within some (finite) member of C, namely within the group of units. In the absence of constant e, mimic it by a new variable u adding the equations
The following is the intermediate step when deriving a lattice from a group. Supposedly, it is well known. To some extend it could be replaced by use of Maschke's Theorem. For a vector space V over a division ring F of characteristic c we write
Lemma 5. Let G be a group and V a vector space where either dim V ≥ |G| and G is infinite or dim V = |G|−1 > 0 is finite and χ(V ) does not divide |G|. Then there exists a fixed point free faithful representation of G in V .
Proof. For infinite G, and dim V = |G|, we use the regular representation: We may assume G a basis of V and define ρ(g) given by the basis permutation h → gh. The claim follows from the fact that this action of G on G is transitive: v = 0 in V has the form v = h∈H r h h with some finite H ⊆ G and r h = 0; choosing k ∈ G \ H, there is g ∈ G with gh = k whence gv = h∈H r h gh = v. For dim V > |G| we use a suitable direct multiple of this representation.
For G the 2-element group {e, g}, define the action on V by gv = −v. For finite G of order > 2, again assuming G a basis of V , we have the 1dimensional invariant subspace U spanned by g∈G g and the induced
for any g ∈ G + , in particular,
and the last expression returns g(v +U) as a linear combination of basis vectors of V /U. Assume v + U = g(v + U) for all g ∈ G; that is, for all g, h ∈ G + one has r g = −r g −1 and
For each h ∈ G + , it follows r h k = kr h , by induction, for all 1 ≤ k < ℓ where ℓ is the order of h; in particular, −r h = r h −1 = r h ℓ−1 = (ℓ − 1)r h , whence ℓr h = 0 and r h = 0, due to the assumption on the characteristic. Thus, v + U = 0 + U.
Coordinates in modular lattices
We consider lattices as algebraic structures with operations join a+b and meet a ∩ b; in particular, with respect to a suitable partial order ≤, one has a + b = sup{a, b} and a ∩ b = inf{a, b}. A lattice is
Let M f denote the class of all finite modular lattices. The lattice of all equivalence relations on the set S is denoted by Eq(S). A sublattice L of the latter is a lattice of permuting equivalences if, for the relational product α • β = {(x, z) : ∃y.(x, y) ∈ α, (y, z) ∈ β}, of any α, β ∈ L, one has α • β = β • α; that is, α • β is the join α + β in Eq(S) and L and, in particular, transitive. In that case, L is a modular lattice [19] . The lattices L(V ) of all linear subspaces of the vector space V are isomorphic to such: associate with a subspace U the equivalence relation on V defined by x − y ∈ U. Bounds of a lattice, if considered as constants, will be denoted by 0 (bottom) and 1 (top); in case of L(V ) these are {0} and V . We write a ⊕ b = c if a + b = c and a ∩ b = 0.
An n-frame in a lattice L is a systemā of elements a 1 , . . . , a n , a ij = a ji (1 ≤ i < j ≤ n), and a ⊥ , a ⊤ of L such that, where i∈∅ a i := a ⊥ , ( i∈I a i ) ∩ j∈J a j = k∈I∩J a k for I, J ⊆ {1, . . . , n}, a ⊤ = ℓ a ℓ , and, for pairwise distinct i, j, k,
If L has bounds 0, 1 and if a ⊥ = 0 and a ⊤ = 1 then we speak of an nframe of L. We usez to denote a system of variables to be interpreted by 4-frames. Items (i)-(iii)(b) of the following are well known in a broader context [24, 4, 22, 6] ; our modest amendment of Item (iv) will turn out as crucial to establish Lemma 7 below. All can be generalized to any fixed n ≥ 4. We state and prove what is relevant, here. We say that a subgroup G of GL(V ) acts fixed point free if gv = v for all g ∈ G only if v = 0. Lemma 6.
(i) For any vector space V with dim V = nd, d any cardinal, and subspace V 1 of V of dim V 1 = d there is a n-framē a of L(V ) such that a 1 = V 1 .
(ii) For any n-frameā in a modular lattice, a ⊥ = a 12 implies a ⊥ = a ⊤ . (iii) There is a lattice term t(x, y,z) such that for any modular lattice L and 4-frameā in L the following hold: (a) G(L,ā) is a group under the multiplication (g, h) → t(g, h,ā) and with neutral element a 12 .
With any conjunction π(x) of group equations one can effectively associate a conjunction π # (x,z) of lattice equations such that for any modular lattice L andḡ = (g 1 , . . . , g k ) andā in L one has L |= π # (ḡ,ā) if and only ifā is a 4-frame in L,ḡ in G(L,ā), G(L,ā) |= π(ḡ), and
(ii) Given a n-frameā in L we may assume a ⊥ = 0 and a ⊤ = 1. For readability, we write meets as a ∩ b = ab. Now, if a 12 = 0, then a 1 = a 1 (a 12 + a 2 ) = a 1 a 2 = 0 and then a j = a j (a 1 + a 1j ) = a j a 1j = 0 for all j > 1. Thus a ⊤ = 0.
(iii) We deal with an arbitrary 4-frameā, uniformly, so that it is obvious which terms govern the construction. Again, we may assume a ⊥ = 0 and a ⊤ = 1. Let a ′ i = j =i a j and observe that,
Observe that, for r = a 12 , this is consistent with the notation for the a ij . Given r, s ∈ G 12 one has x = (r 12 + s 23 )(a 1 + a 3 ) ∈ G 13 . Namely, by modularity, xa 1 = [r 12 + s 23 (a 1 + a 2 )]a 1 = r 12 a 1 = 0, x + a 1 = (r 12 + a 1 + s 23 )(a 1 + a 3 ) = (a 1 + a 2 + s 23 )(a 1 + a 3 ) = (a 1 + a 2 + a 3 )(a 1 + a 3 ) = a 1 + a 3 , and, similarly, xa 3 = 0 and x + a 3 = a 1 + a 3 . Thus, one obtains a well defined multiplication on G 12 such that
a 12 is a right unit since (r 12 +a 23 )(a 1 +a 3 ) = π 2 3 (r) = r 13 . Given r ∈ G 12 has image s = π 3 2 π 2 1 π 1 3 (r) in G 12 and, applying the inverse maps, it follows s 23 = π 1 2 π 2 3 (s) = π 1 3 (r). Thus, by modularity, (
In order to establish G 12 as a group it remains to prove associativity. Preparing for this, we show for pairwise distinct i, j, k, h π kj hj π ij kj = π ij hj , π jk hk π ij kj = π ih kh π ji hi .
We now claim that for r, s, t ∈ G 12 the following relations are equiv-
whence each equivalent to t = r ⊗ s. Namely, the pairs of consecutive relations are equivalent via the isomorphisms π 3 4 , π 2 3 , and π 1 2 , respectively, which match the elements associated with r and, similarly, for s and t. Indeed, π 3 4 (s 23 ) = π 3 4 π 1 2 π 2 3 (s 12 ) = π 1 2 π 3 4 π 2 3 (s 12 ) = π 1 2 π 2 4 (s 12 ) = s 24 , π 3 4 (t 13 ) = π 3 4 π 2 3 (t 12 ) = π 2 4 (t 12 ) = t 14 , π 2 3 (s 24 ) = π 2 3 π 1 2 π 2 4 (s 12 ) = π 1 3 π 2 4 (s 12 ) = s 34 , while the remaining equalities are obvious.
Observe that G 12 = G(L,ā) as sets. We turn G(L,ā) into the group opposite to G 12 defining multiplication as (g, h) → t(g, h,ā) where t(x, y,z) is the term
In (b) observe that for any i = j there is a 1-1-correspondence between elements r ∈ G ij and isomorphisms f : a i → a j given by f (v) = w if and only if v − w ∈ r. We write f =r. For s ∈ G jk and t = (r + s) ∩ (a i + a k ) it followst =ŝ •r. In particular we have theâ ij : a i → a j withâ ji =â −1 ij andâ jk •â ij =â ik . We have to put εā =â 12 . Now, given g, h ∈ GL(a 1 ) and r = Γā(g), s = Γā(h) one haŝ
(iv) is obvious by (iii).
Consistency in modular lattices
Lemma 7. There is a recursive set Σ of conjunctions of lattice equations such that the following hold for any ϕ ∈ Σ.
(i) Given a division ring F and a cardinal κ ≥ ℵ 0 . If ϕ admits a non-trivial satisfying assignment in some modular lattice, then it does so within Proof. Let Σ consist of all π # (x,z), according to Lemma 6(iv), with π(x) a conjunction of group equations. We claim:
(*) π(x) admits a non-trivial satisfying assignment within some (finite) group G if and only if π # (x,z) does so within some (finite) modular lattice L; moreover, given a non-trivial satisfying assignment within G, L can be chosen as L(V ) as in (i) respectively (ii). Clearly, for a modular lattice L, (ḡ,ā) is a satisfying assignment within L if and only ifḡ is a satisfying assignment for π(x) in the group
If the assignmentḡ in G is trivial, then g i = e G = a 12 for all i. On the other hand, a 12 ∩ i g i = a ⊥ whence a 12 = a ⊥ and the assignment (ḡ,ā) is trivial in view of Lemma 6(ii). In other words, if π(x) admits only trivial satisfying assignments within (finite) groups, then π # (x,z) does so within (finite) modular lattices. Now, assume that π(x) has a non-trivial assignmenth in some (finite) group G: in particular G is not the trivial group. We have to find assignments in suitable L(V ). We may assume that G is at most countable. If G is finite, in (i) we may consider some countably infinite extension, instead. Let κ ≥ ℵ 0 resp. κ = 4(|G| − 1) if G is finite and choose V of dim V = κ as required in (i) and (ii), respectively. By Lemma 6(i), there is a 4-frameā of L = L(V ) such that dim V 1 = κ for V 1 = a 1 . Fact 5 provides a fixed point free faithful representation ρ of G in V 1 ; that is, the f i = ρ(h i ) generate a subgroup of GL(V 1 ) acting fixed point free on V 1 . Recall Lemma 6(iii)-(iv) and let g i = Γā(f i ) to obtain a non-trivial assignment (ḡ,ā) in L such that L |= π # (h,ā).
This proves (*), (i), and (ii). (iii) is obvious and (iv) follows from (*), Theorem 3, and the reduction π → π # .
In view of these Facts, we consider the following richness conditions on a class C of lattices respectively V of vector spaces.
( 
We refer of (II 4 ) and (III 4 ) just as (II) and (III); except for Section 9, these are the ones to be used. Theorem 8. The consistency problem is unsolvable for any class C of modular lattices (with or without bounds) satisfying (I) or satisfying C ⊆ Q M f and (II). In the bounded case, unsolvability also persists in any expansion of C.
In particular, in Corollary 24, below, we will show that case (II) applies to C = L(V) where V satisfies (III).
Proof. In view of Lemma 7 and the richness condition a conjunction of lattice equations admits a non-trivial satisfying assignment within C if and only if it does so within some (finite) modular lattice -in case (II) use Fact 1.
We conclude the section discussing restricted variants of the consistency problem for modular lattices. These are not needed for the applications to other structures. Proof. Recall from [13] that the modular lattice freely generated by a (k + 1)-frame is finitely presented as a modular lattice with four generators, the frame given by a systemb(ȳ) of terms,ȳ = (y 1 , y 2 , y 3 , y 4 ), and finitely many relations. Dealing with a conjunction of group equations in k variablesx, encode these adding toȳ a single lattice variable y 5 and finitely many relations. Namely, considering a (k + 1)-frameb in a modular lattice L, let the 4-frameā given by the b i , b 1j , i, j ≤ 4 and L ′ = [0, i a i ]. Then the x i correspond to g 1 , . . . , g k in G(L ′ ,ā).
Introducing the variable y 5 for c and the associated equations, this yields the conjunction ψ of 5-variable lattice equations replacing π # from Lemma 6(iv). In view of Lemma 6(ii),
For a field F and V = {F d F | d < ℵ 0 }, if satisfiability of conjunctions of ring equations is decidable for F , then the reasoning of [17, Theorem 4.10] shows that the consistency problem for L(V) is solvable if and only if there is a recursive function δ that for every conjunction ψ of lattice equations one has the following: If ψ is of binary length n and satisfiable in L(F d F ) for some d then ψ is also satisfiable in L(F d F ) for some d ≤ δ(n). By Theorem 8, no such δ exists if F is the field of real or complex numbers.
On the other hand, in the presence of an orthocomplementation, Example 4.2(b) in [17] gives a recursively defined sequence t k (x) of terms of length O(k) in 2k + 1 variables such that t k (x) = 1 is satisfiable in L(F d F ) if d = 2 k but not for d < 2 k . We provide an analogous recursive sequence without orthocomplementation and with fixed number of variables.
In [9] the bit length of a group presentation is defined as the total number of bits required to write the presentation; in particular, words are considered as strings of powers of generators and inverses of generators, the exponents encoded in binary. Transferring this to lattice presentations, we allow the use of recursively defined subterms, encoding the number of iteration steps in binary.
Corollary 10. There is a recursively defined sequence of conjunctions ψ n (ȳ), n > 7, of bounded lattice equations in 5 variablesȳ such that ψ n is of bit length O(log n) and such that, for any field of F of characteristic 0, ψ n (ȳ) is satisfiable in some L(V F ), with dim V F = d > 0 for d = 4(n − 1) but not for d < 4(n − 1).
Proof. By [9, Theorem C] the alternating groups A n , n > 7, have presentations of bit length O(log n) in 3 generatorsx = (x 1 , x 2 , x 3 ); and any non-trivial irreducible representation of A n has degree ≥ n − 1 [28] . Put z ⊥ = 0, z ⊤ = 1 and define ψ n as π # n (x,z) associated with such presentation of A n according to Lemma 6(iv). By Lemma 6(iii)(a) there is a constant K such that for every group word w(x) one has a lattice term wz(x) (in the extended sense) such that |wz(x)| ≤ K|w(x)| and wā(x) evaluates as w(x) in any G(L,ā). Use the proof of Corollary 9 to replace the 13 variablesx,z by 5 new ones. Now recall Lemma 6(iii) and observe that for any 4-frameā of L(V ) and subgroup G of GL(a 1 ) one has a G-invariant subspace
where U is as in the proof of Lemma 7. Now, U 1 = 0 if and only if U = 0. Thus, any non-trivial irreducible representation of A n in some V 1 gives rise to a non-trivial satisfying assignment for ψ n in L(V ), V = V 4 1 . Conversely, any non-trivial satisfying assignmentḡ,ā for ψ n in some L(V ), V a finite dimensional F -vector space, we may assume a ⊥ = 0 and a ⊤ = V andḡ defines a non-trivial representation of A n in V 1 = a 1 which, by Maschke's Theorem, has a non-trivial direct summand, whence dim V ≥ 4(n − 1).
Relation Algebras
A pre-relation algebra is an algebraic structure A with two binary operations written as ∩ and •, a unary operation −1 , and constant ∆. We write α ∈ Eq(A) if ∆ ∩ α = ∆, α −1 = α, and α • α = α. We also consider the partial algebra A # where • is replaced by the partial operation given by α + β = γ if and only if α, β ∈ Eq(A) and α • β = β • α = γ. We write α ⊕ β = γ if α + β = γ and α ∩ β = ∆. A systemᾱ in Eq(A) is a permuting 4-frame of A if the equations defining a 4-frame in a lattice are satisfied byᾱ, being evaluated within A # , and if α ⊥ = ∆. Define
Given a set S we consider the pre-relation algebras on sets of binary relations on S with the following operations: intersection ∩, relational product •, inversion −1 , and ∆ = id S . We say that A is represented on S -Jónsson [20] calls A an algebra of relations. Let R denote the class of all algebras isomorphic to such -the class of representable pre-relation algebras; R is quasi-variety by [20, Theorem 1] . By R f we denote the class of finite members of R. The following are immediate by [14, Corollary 2] and Lemma 6(i). Now, if ϕ ∃ is valid within some (finite) modular lattice, then it is so within suitable L(V ) (Lemma 7(i),(ii)) whence ϕ ′ ∃ is valid in A(V ) ∈ A (cf. Fact 12) . Conversely, if ϕ ′ ∃ is valid in A ∈ A (by Fact 1 we may assume A finite in case (II)), then ϕ ∃ is valid in the (finite) modular lattice L(A, α) whereᾱ is witness forz. Thus, the claim follows from Lemma 7(iii),(iv) and the reduction ϕ → ϕ ′ .
Databases
We follow [21] for database concepts, though adapting notation to common use in mathematics. Fix a countably infinite set X ∞ of variables and use x, y, . . . to denote elements of X ∞ . Under the pure universal relation assumption, a database D is given by a finite non-empty U ⊆ X ∞ of attributes, for each x in U a domain ∆[x] of values of the attribute x, and a non-empty subset (relation) R of the direct product
. For a tuple t in R and X ⊆ U let t[X] be the restriction of t to X.
The atomic sentences to be considered are the functional dependencies (fd 's) X → Y and the embedded multivalued dependencies Let S denote the factor set R/θ U of equivalence classes modulo θ U and, for X ⊆ U, η D X the equivalence relation on S corresponding to θ X , that is for any θ U -classes one has
Let A(D) the pre-relation algebra represented on S which is generated by the η D
x , x ∈ U. It follows from [15, Lemma 11] η 
Observe that for a database D = D(V, f ) one has (A(D), η D ) ∼ = (A(V ),f ) wheref (x) is the equivalence relation associated with f (x). Thus, Theorem 13 applies to A = {A(D) | D ∈ D}. We rephrase its statement: There is no algorithm which, on input of a type-1-formula ψ(ȳ) decides whether there is A in A and an assignment η forȳ, u,v in Eq(A) such that A |= ψ(η(ȳ)) ∧ τ (u,ȳ,v) and i η(y i ) = ∆ but η(u) = ∆, the latter being equivalent to im η not to be singleton. Deciding the latter reduces to deciding whether there is a non almost trivial database D with attributesȳ, u,v satisfying the conjunction ψ ′ of fd's and emvd's. This shows unsolvability of the first decision problem in the Theorem. For the second problem, we have to refer to Corollary 14 and translate u = ∇ by [u, U \ u] ∧ U \ u → u. Indeed, if the latter holds in D, then, by the emvd, for any t 1 ,
Rings
We consider rings R with constants 0, 1. Let L(R) denote the (modular) lattice of all right ideals. A ring R is (von Neumann) regular if for any a ∈ R there is x ∈ R such that axa = a; equivalently, any of its principal right ideals is generated by an idempotent. The principal right ideals of a regular ring form a sublattice L(R) of L(R). The following is well known and easy to prove. In view of the richness conditions and Fact 1, the claim follows from Lemma 7(iii),(iv) as in the proof of Theorem 13.
Let N f denote the class of all finite regular rings. By the Artin-Wedderburn Theorem N f consists, up to isomorphism, just of the direct products of matrix rings F d×d , d < ℵ 0 , F a finite field.
Proof. This can be seen as a variant of Lemma 3.5 in Lipshitz [22] . Since End V F embeds into End V C , C the center of F , we may assume that F is a field and consider F d×d ∼ = End(V F ). By tensoring withF , the algebraic closure of F , we have F d×d embedded intoF d×d . The algebraic closureP of the prime subfield P of F is elementarily equivalent toF , and it follows thatF d×d andP d×d are elementarily equivalent, too. Now,P d×d is the directed union (whence in the quasi-variety) of the K d×d where K is a subfield ofP of finite degree, -and finite if P is finite. Finally, observe that Q embeds into a suitable ultraproduct of 18CHRISTIAN HERRMANN, YASUYUKI TSUKAMOTO, AND MARTIN ZIEGLER theP , P finite, since that is algebraically closed and of characteristic 0.
In particular, if F is a class of division rings which are finite dimensional over the center and if F contains members of characteristic 0 or infinitely many finite characteristics, then there is no algorithm to decide, for a given finite family of multi-variate polynomials p i (in non-commuting variables) with integer coefficients, whether there is a common zero in the matrix ring F d×d for some F ∈ F and 0 < d < ℵ 0 . In view of Fact 2 one may restrict to families of quadratic polynomials.
If the matrix rings F d×d are endowed with an involution A → A * such that i A i A * i = 0 implies A i = 0 for all i then a family (p i ) can be replaced by the single i p i p * i , which can be considered a polynomial in variables
Again, it suffices to consider a single quartic such polynomial. In particular this applies if F consists of subfields of the complex numbers, closed under conjugation, and if A * is the conjugate transpose of A.
In the context of the categorical approach to Quantum Theory (cf. [1, 11] ), Theorem 19 yields the following: Let F be a division ring of characteristic 0 and C the additive category, possibly enriched with additional structure, of finite dimensional F -vector spaces. Consider C as a partial algebraic structure the underlying "set" of which is the class of all morphisms. Then there is no algorithm to decide, for any given conjunction π(x) of equations, whether π(x) admits an assignment in C which is satisfying (in a particular, having all terms in π(x) evaluated) and non-trivial (that is, not having a 0-morphism as single value). Indeed, the problem of Theorem 19 can be encoded so that satisfying assignments must have values which are endomorphism of a single object.
Complemented modular lattices
A modular lattice L with bounds 0, 1 as constants is complemented if for any a there is b such that a ⊕ b = 1 (in the sequel, we consider 0, 1 as constants). Here, consistency problems can be given a more special form.
Fact 21. Within the class of complemented modular lattices, any conjunction of equations is equivalent to a formula ∃ȳ. s(x,ȳ) = 0 ∧ t(x,ȳ) = 1 with terms s, t.
Proof. Given a conjunction of equations s j = t j , observe each s j = t j equivalent to ∃v :s j = 0 ∧t j = 1 fors j := (s j + t j ) ∩ v and t j := (s j ∩ t j ) + v (due to modularity and existence of complements); ands j = 0 ∧t j = 1 ∧s i = 0 ∧t i = 1 equivalent tos j +s i = 0 ∧t j ∩t i = 1.
In particular, the lattices L(V ) of all linear subspaces of vector spaces are complemented modular and so are the lattices L(R) of principal right ideals of regular rings. For the latter, the following is useful in case (II). Of course, if for a class C of complemented modular lattices choice of some complement is added as fundamental operation, Theorem 8 applies. If d = dim V < ℵ 0 , if F is a division ring with involution, and if V is endowed with an anisotropic form Φ hermitean with respect to this involution, then U → U ⊥ = {v ∈ V | ∀u ∈ U.Φ(v, u) = 0} turns L(V ) into the ortholattice L ⊥ (V ). Here, an ortholattice is a bounded lattice endowed with a dual automorphism x → x ⊥ of order 2 such that x ⊕ x ⊥ = 1.
In order to have Corollary 24 available, we consider a class V of such spaces where the class of underlying vector spaces satisfies condition (III). Then, by Corollary 9 and Fact 26, below, we obtain the following.
Corollary 25.
There is no algorithm which, given a 5-variable term t(x) in the language of ortholattices, decides whether ∃x.
Natural examples for V are the classes of all finite dimensional real, complex, and quaternionian, respectively, Hilbert spaces. Here, in contrast, deciding whether ∃x t(x) > 0 holds in some L ⊥ (V ) ("weak satisfiability") is decidable (cf. [12] ) and an upper complexity bound has been derived in [17] . Proof. Observe that the following are equivalent for any given x, y:
Thus, s j ≤ t j is equivalent to some u j = 1 and t j ≤ s j to some v j = 1; and j s j = t j to j u j ∩ v j = 1.
Grassmann-Cayley algebra
Recall, that for a finite dimensional vector space V the Grassmann-Cayley algebra GC(V ) (cf [26] ) has, in particular, operations ∧ and ∨ and terms built from them and 0, 1: the simple expressions. There is no algorithm to decide for any given conjunction of equations t i (x) = s i (x), with simple expressions t i , s i , whether it admits a satisfying assignment within GC(V ) for some V ∈ V, V = 0.
The proof needs some preparation. We consider lattices with bound 0, 1. For a term t(x), call the assignmentx →ā in L admissible if, for any occurrence of subterms s(x), s 1 (x), and s 2 (x) in t(x), the following hold in L:
If s(x) = s 1 (x) + s 2 (x) then s 1 (ā) ∩ s 2 (ā) = 0; If s(x) = s 1 (x) ∩ s 2 (x) then s 1 (ā) + s 2 (ā) = 1. We say thatā is admissible for a conjunction π(x) of equations if it is so for any subterm occurrence in π(x). If, in addition, L |= π(ā) then we write L |= a π(ā). For an n-frameā of a modular lattice L and i = j put R ij (L,ā) = {x ∈ L | x ⊕ a j = a i + a j }. Proof of Fact 28. (i) Consider a 4-frame of the modular lattice L. Due to the first condition defining a frame, the assignmentz →ā is admissible for any term arising from k∈K z k by insertion of brackets. It only remains to deal with the last condition. Observe that a ij ∩a jk ≤ a ij ∩(a i +a j )∩(a j +a k ) = a ij ∩a j = 0, b+a ij +a jk = 1 where b = ℓ =j a ℓ , and that the condition is equivalent to b∩(a ij +a jk ) = a ik .
(ii) Recall the approach in the proof of Lemma 6(iii)(a), in particular the terms π i k . We write R ij = R ij (L,ā). The assignment x,z → r,ā where r ∈ R ij or r ∈ R ji is admissible for π i k since r ∩ a ik ≤ (a i + a j ) ∩ a ik = 0 and π i k (r) = (r + a ik ) ∩ b where b = ℓ =i a ℓ and b + r + a ik = 1. Also, observe that the map r → π i k (r) restricts to a bijection π ij kj of R ij onto R kj and to a bijection π ji jk of R ji onto R jk . For r ∈ R 12 and s ∈ R 23 one has r ∩s ≤ r∩ 2 = 0 and (r + s) ∩b = (r + s) ∩(a 1 + a 3 ), r + s + b = 1 where b = i =1,3 a i . For r ∈ R 12 define r ij as in the proof of Lemma 6. Then the definition ⊗(s, r,ā) = (r 12 + s 23 ) ∩ b of multiplication is given by a term for which the x, y,z → s, r,ā with r, s ∈ R 12 are admissible. To obtain the same kind of term for difference, put r ⊖ s = [(s 13 + a 2 + a + ) ∩ (r + a 23 )] + a 3 + a 4 ∩ (a 1 + a 2 ).
Thus, the lattice terms and equations used in the proof of Lemma 6 and Lemma 7 can be modified to become admissible. That Γā is an isomorphism (of rings), is shown by easy Linear Algebra calculations (cf. [24] ). (iii) follows, immediately.
