The inverse moment of the noncentral chi-squared variable is approximated in simple forms based on its asymptotic expansions. The inverse moment is expanded as the noncentrality parameter tends to infinity proportionally to degrees of freedom. Accuracies of our approximations can be examined through numerical evaluation. It is observed that our approximations perform well in a wide range of values of the noncentrality parameter or degrees of freedom.
Introduction
The noncentral chi-squared distribution has been used in various aspects of statistical theory. Inverse moments of the distribution often appear in evaluating risks of estimators and powers of test statistics. In the inverse regression problem, Oman (1985) gave an exact formula for the mean squared error of Krutchkoff's inverse estimator by use of inverse moments of the noncentral chi-squared variable. In its extension to multivariate problem, approximations of the inverse moments were discussed in Lieftinck-Koeijers (1988) . The 1st inverse moment of the noncentral chisquared variable was also used in evaluating the risk of the James-Stein estimator introduced by James and Stein (1961) under the quadratic loss. Stein (1966) gave an approximation of the 1st inverse moment. Egerton and Laycock (1982) gave a simple form of the 1st inverse moment and an exact evaluation of the risk of the James-Stein estimator. An exact expression of the n-th inverse moment as a finite sum was given by Bock et al. (1984) . The characteristics and fundamental properties of the noncentral chi-squared distribution are summarized with other related distributions in Johnson et al. (1995) .
Let χ 2 (p,λ) denote a noncentral chi-squared variable with p degrees of freedom and the noncentrality parameter λ. We present an asymptotic expansion of the n-th inverse moment, E{(1/χ 2 (p,λ) ) n }, as p tends to infinity under the assumption that λ/p is constant. An advantage is that our asymptotic expansion has the same form whether p is even or odd. The expression in Bock et al. (1984) is given separately for even p and for odd p. In addition, the expression for odd p involves Dawson's integral. Simple approximations of the inverse moment are obtained from the principal terms of the asymptotic expansion. Through our procedure, the inverse moment is approximated over a wide range of (p, λ) in a fairly accurate way. Actually, as far as our numerical examination indicated, our approximations look fairly satisfactory even when either p or λ is small to some extent.
The n-th inverse moment, E{(1/χ 2 (p,λ) ) n }, is expanded as p tends to infinity under an assumption that λ/p is constant in Section 2. A modification of approximations proposed in section 1 is introduced in Section 3. Another approximation is derived based on the expansion on E{(1/χ 2 (p,λ) ) n } under a different assumption on (p, λ) in Section 4. Higher order approximations are discussed in Section 5. Accuracies of proposed approximations are examined for selected values of (p, λ) in Section 6. A proof of the proposition in Section 2 is given in the final section.
Asymptotic expansions of inverse moments
In ordinary way of expanding E{(1/χ Proposition 1. As p tends to infinity under the assumption that λ/p is a constant greater than 1, the n-th inverse moment of the noncentral chi-squared distribution is expanded as
where
We consider approximations of the n-th inverse moment, based on the principal terms of the expansion (2.1) in Proposition 1. We define the first, second and third order ones by
, denoted by AppI, AppII, AppIII, respectively. Although these quantities are functions of (p, λ) and n, we abbreviate the variables for convenience. One advantage of our way of approximation is its simple form. It involves no summation calculation and is common for odd and even p. Another advantage is that our approximations perform well even for small values of p. The performance will be examined through numerical evaluations later.
Modified approximations of the inverse moment
The assumption λ > p in Proposition 1 seems a tactical one for its proof. Actually, in the case of λ = 0, substituting λ = 0 into (2.1) yields an expansion of E{(1/χ 2 (p,0) ) n } as p tend to infinity,
It results in an ordinary expansion of E{(1/χ
Modification is possible by adjusting approximate values of 
Then, both mAppII and mAppIII attain the exact value at λ = 0. Modified approximations are expressed as
These approximations will possess good performance for small λ at the cost of losing the accuracy of approximation for large λ.
Other approximations of the inverse moment
The condition p > 2n is required for the existence of the n-th inverse moment. Thus an alternative expansion is considered under such an assumption λ/(p − 2n) = κ instead of λ/p = κ in Proposition 1.
Proposition 2. As p tends to infinity under an assumption that λ/(p − 2n) is a constant greater than 1, the n-th inverse moment of the noncentral chi-square distribution is expanded as
This statement is proved similarly to Proposition 1, and the proof will be omitted. Based on the above expansion, we consider two approximations,
Note that the former for n = 1 is identical to Stein's second order approximation proposed by Stein (1966) . These can be regarded as extensions of Stein's approximation. We denote these two approximations by eSteinII and eSteinIII, respectively.
Fourth order approximations
The accuracy of the approximation is improved solidly by using higher expansions. Numerical examinations will be given in the following section. The fourth order term for the asymptotic expansion in Proposition 1 is obtained as
through additional manipulations in the proof of Proposion 1. The fourth order term for the asymptotic expansion in Proposition 2 is obtained as 
×{−n(n − 1)
Two aproximations, AppIV and eSteinIV, are defined by the principal terms of the expansion up to the fourth order. The modified approximation mAppIV is defined in the same manner as described in Section 3.
Numerical comparison of our approximations
In approximating E{(1/χ 2 (p,λ) ) n }, three methods are introduced and three approximations up to the fourth order are considered in the previous sections. In this section, for nine combinations of methods and orders, approximate values of E{(1/χ 2 (p,λ) ) n } are compared through numerical eval- uations. Since similar tendencies are observed for most of values of p, we set p = 20. Here the exact value of the n-th inverse moment is expressed as
see Johnson et al. (1995) . In actual evaluations we apply a software Mathematica to obtain values of the hypergeometric function 1 F 1 . In Table 1 , the exact and nine approximate values of E{(1/χ 2 (p,λ) ) 1 } are presented for selected values of λ/p. The mApp and eStein methods attain the exact value when λ = 0. When λ/p is near 0, the mApp method is the best among the three. When λ/p is large, while all approximate values seems fairly accurate, the eStein method is the best among them. When λ/p is large, the mApp method is upward biased and is likely to be inferior to the eStein one. In the same time, the eStein one is downward biased but comparatively accurate. This tendency encourages us to choose the eStein method when λ/p is large enough to satisfy the inequality eStein < mApp. In other cases of (p, λ) such that λ/p is small, the mApp method will be chosen. To treat a wide range of λ, higher order approximation of the App method will be chosen since the choice between mApp and eStein is unclear. In Table 2 , comparison of proposed approximations of the 2nd inverse moment is considered. The same tendency as seen in Table 1 is observed except that the eStein method never attain the exact value at λ = 0. In both Tables the accuracy of the approximations is improved solidly by using higher order one. The accuracies of the third and fourth order approximations seem fairly stable in the ratio λ/p. Especially, when λ/p is large, the errors are quite small for any values of p. Thus, the inverse moment is approximated in a fairly accurate way by our procedure.
A proof of Proposition 1
We begin with rewriting the formula given by Bock et al. (1984) in a convenient form for obtaining its approximations. When p is even and greater than 2n, it holds that
When p is odd and greater than 2n, it holds that
e y 2 dy is Dawson's integral, which is tabulated in Abramowitz and Stegun (1964) , pp. 319. Note that E{1/χ 2/λD( λ/2). For expanding the inverse moment, we define the main part M (p, λ | n) in a common form for even and odd p as
where [z] denotes the largest integer less than or equal to z.
Firstly, we will show that the remaining part R(p, κp | n) is negligible as p tends to infinity. For odd p, the remaining part R(p, λ | n) can be expressed as
.
Note that Hence, the n-th inverse moment is expanded as
Infinite sums in the above are calculated as Then replacing κ by λ/p completes the proof of the conclusion.
