We study the denoising of signals from clipped noisy observations, such as digital images of an under-or over-exposed scene. From a precise mathematical formulation and analysis of the problem, we derive a set of homomorphic transformations that enable the use of existing denoising algorithms for non-clipped data (including arbitrary denoising Þlters for additive independent and identically distributed (i.i.d.) Gaussian noise). Our results have general applicability and can be "plugged" into current Þltering implementations, to enable a more accurate and better processing of clipped data. Experiments with synthetic images and with real raw data from charge-coupled device (CCD) sensor show the feasibility and accuracy of the approach.
Introduction
We consider the problem of recovering a signal from its noisy observations that have been clipped, i.e. observations whose range is limited by a lower and by an upper bound. A prominent example are images acquired with under-or over-exposed areas and particularly the raw-data images acquired by a digital imaging sensor (e.g., a charge-coupled device (CCD) or complementary metal-oxide-semiconductor (CMOS) imager). As a continuation of our previous work [13] on modeling and automatic noise parameter estimation for clipped images corrupted by Poissonian-Gaussian noise, in this paper we provide a complete methodology for the accurate denoising of such images. The goal of this paper is general and pragmatic: rather than developing a novel denoising algorithm specially designed for clipped noisy images, we derive a set of homomorphic transformations that enable the use of existing denoising algorithms for non-clipped data (including arbitrary denoising Þlters for additive independent and identically distributed (i.i.d.) Gaussian noise). Thus, our results can be "plugged" into current Þltering implementations, allowing a more accurate and better processing of clipped data.
An interesting and important feature of clipped noisy signals is that they carry usable information about the signals' values outside the acquisition range. By properly processing and denoising these signals, it is possible to extract this information Email address: alessandro.foi@tut.fi (Alessandro Foi) URL: www.cs.tut.fi/~foi (Alessandro Foi) and then produce images with a dynamic range that exceeds that of the clipped signal. Thus, we can partly overcome the problem of saturation of the imaging device when a scene is captured with overexposed regions. Furthermore, our procedure can be utilized for the accurate linearization of the sensor's output with respect to the expectation of its input. Hence, we provide a practical solution which has direct application for a number of image processing problems, including deblurring/deconvolution, single-image and multiple-image high dynamic range imaging [23] , [6] , sensor characterization, and digital forensics [3] . This paper extends our preliminary results presented in [8] with a complete and detailed mathematical analysis of the properties of clipped signal-dependent noise, establishing a rigorous framework for processing data subject to this kind of degradation. Clipped heteroskedastic normal variables are used as the principal tool for carrying out the mathematical study.
The paper is organized as follows. In the next section we introduce the general observation models for images corrupted by signal-dependent noise; the models are given for the observations both before and after the clipping. Next, we give the relations and transformations which exist between the expectations and standard deviations of the clipped and the non-clipped random variables. The core of our contributions is given in Section 3, where we consider the denoising of a clipped signal using generic Þlters. In particular, we discuss the use of conventional Þlters designed for additive i.i.d. Gaussian noise and derive speciÞc homomorphic transformations to stabilize the variance of the clipped observations, to compensate the bias due to the clipped distribution in the variance-stabilized domain, and Þ-nally to compensate the estimation bias between the denoised clipped variables and the non-clipped true variables. Experi-ments with synthetic as well as with real raw data from a commercial CCD camera are presented in Section 4, showing the feasibility and accuracy of the developed approach. Relevant conclusions are given in the last section while mathematical details and proofs are included in the Appendix.
Preliminaries

Signal-dependent noise model
Let z(x), x ∈ X ⊂ Z 2 , be noisy observations with the expectations E{z(x)} = y(x) ∈ Y ⊆ R, where the errors (noise) η(x) = z(x) − y(x) are random independent and the standard deviation of these observations is modeled by std {η(x)} = σ (y(x)), σ : Y → R + being a deterministic function of y. Equivalently, we consider the generic signal-dependent noise observation model of the form
where ξ : X → R is zero-mean independent random noise with standard deviation equal to 1. Clearly, η(x) = σ (y(x)) ξ (x).
Although std {ξ (x)} = 1 for all x ∈ X, the probability distribution of ξ can be different at different samples (i.e. ξ (x 1 ) ¿ ξ (x 2 ) if x 1 * = x 2 ). However, to allow a simple mathematical formulation, we approximate ξ as a standard normal random variable, ξ ∼ N (0, 1), which is formally equivalent to considering a heteroskedastic Gaussian noise η(x) ∼ N ! 0, σ 2 (y(x)) "
having signal-dependent variance. As discussed in [13] , this can be a suitable approximation when dealing with the noise in the raw data from digital imaging sensors, for which the typical form of the function σ is 
with the constants a ∈ R + and b ∈ R depending on the sensor's speciÞc characteristics and on the particular acquisition settings (e.g., analog gain or ISO value, temperature, pedestal, etc.). Obviously, the trivial i.i.d. (signal-independent and homoskedastic) additive Gaussian noise case, where std {η(x)} ≡ √ b, is obtained when a = 0, for which the lower bound − b a in (2) becomes −∞ and, thus, y ∈ R.
Clipping
In practice, the range of the acquisition system is always limited. Without loss of generality, we consider data given with respect to the range [0, 1] , where the extremes correspond to the maximum and minimum allowed pixel values for the considered noisy image (e.g., raw data) format. Values above or below these bounds are replaced by the bounds themselves. This corresponds to the behavior of digital imaging sensors in the case of over-or under-exposure. Thus, we deÞne the clipped observationsz as
where z is given by the (non clipped) signal-dependent noise model (1) . In what follows, we use the tilde to denote variables directly related to clipped observations. The corresponding noise model for the clipped observations (3) is theñ
whereỹ(x) = E {z(x)} ∈Ỹ ,σ :Ỹ → R + gives the standarddeviation of the clipped noisy data as a function of their expectation, i.e.σ (ỹ(x)) = std {z(x)}, and E #ξ
Because of clipping, in general, we have that
and Y * =Ỹ ⊆ [0, 1]. Rewriting (4) as
we can see that, with respect to the true signal y, the clipped observationsz are corrupted by an error (the term in square brackets) which has non-zero mean. Observe also that, even though var #ξ (x) $ = var {ξ (x)} = 1, the distributions of ξ and ξ are different. In particular, assuming ξ (x) ∼ N (0, 1), we have thatξ (x) follows a doubly censored normal distribution [4] supported on
( .
Conventions
To be able to deÞneσ as a function ofỹ (and not as a multivalued mapping) some mild restrictions need to be imposed on σ or Y . For instance, as proved in the Appendix, it sufÞces that σ is smooth and concave on Y 1 1 2 , as from these hypotheses follows that y 2 −→ỹ is injective. All standard-deviation functions which appear in imaging applications satisfy such basic conditions and thus, in what follows, we will always assume thatσ is well-deÞned as a function ofỹ 1 . Not to overload the notation, unless there is risk of confusion we will omit the argument x and similarly we will not explicitly write the conditioning on y of the various expectations, standard-deviations, and variances (thus, for example, we simply write E {z} instead of E {z|y} or E {z(x)}). Figure 1 gives an example of the curves (y, σ (y)) and (ỹ,σ (ỹ)), for σ (y) = ) 0.01y + 0.04 2 . We emphasize that each curve is drawn in the corresponding expectation/standarddeviation Cartesian plane (i.e. we plot the "non-clipped" σ (y) against the y,σ axes and the "clipped"σ (ỹ) against theỹ,σ axes). The Þgure illustrates the correspondence between points on the two curves given by the equations (3)-(5). 0.01y + 0.04 2 (solid line) and the corresponding standard-deviation curveσ (ỹ) (dashed line). The gray segments illustrate the mapping σ (y) 2 −→σ (ỹ). The small black triangles N indicate points (ỹ,σ (ỹ)) which correspond to y = 0 and y = 1.
Expectations and standard deviations of clipped variables
and their transformations A crucial point when working with clipped noisy signals is to understand how the variables and functions of the observation model (1) relate to those of the clipped observations' model (4). In particular, it is important to compute the functionsỹ andσ given σ and y, and vice versa. The probability density function (p.d.f.) of the unobserved non-clipped noisy data
+ , whereas the clipped z = max {0, min {z, 1}} is distributed according to a doubly censored Gaussian distribution having a generalized p.d.f. ℘z of the form
where χ [0, 1] denotes the characteristic function of the interval [0, 1] and δ 0 is the Dirac delta impulse at 0. Here φ and + are the p.d.f. and cumulative distribution function (c.d.f.) of the standard normal N (0, 1), respectively. The Þrst and last addends in (6) correspond to the probabilities of clipping from below and from above (under-or over-exposure). Very tedious calculations provide the following exact expressions of the expectation and variance ofz:
var{z} =σ
For a given function σ , these expressions explicitly deÞne two mappings A σ : Y →Ỹ and B σ : R + → R + as follows: In particular, (9) and (10) yield a transformation that brings the standard deviation curve (y, σ (y)) to its clipped counterpart (ỹ,σ (ỹ)).
The inverse mapping of A σ will be denoted as C σ :Ỹ → Y ,
Although the expressions (7) and (8) can be eventually useful for a numerical implementation, they are cumbersome and cannot be easily manipulated for further analysis.
Approximation by singly-clipped variables
As in [13] , we can simplify the analysis by assuming that the two clippings, the one from below (z < 0,z = 0) and the one from above (z > 1,z = 1), are not mixed by the randomness of the noise. It means that, for a Þxed y, at most one of the impulses in the p.d.f. (6) has mass appreciably larger than 0. In practice, this assumption is always veriÞed, except for those extreme situations where the noise is dramatically strong for relatively small signal values (e.g., σ (y) 4 0.2 for y ∈ [0, 1]).
Let ν ∼ N (µ, 1) be a normally distributed random variable with mean E {ν} = µ and unitary variance, and letν = max {0, ν}. It can be easily shown (see, e.g., [14] Chapter 20 or [15] ) that the expectation E {ν} and the variance var {ν} of the clipped (from below)ν are The plots of the expectation E {ν} = E m (µ) and of the standard deviation std {ν} = S m (µ) are shown, as functions of µ, in Figure 2 .
Exploiting these functions, the direct and inverse transformations which link σ and y toỹ andσ can be expressed in the following compact forms [13] .
Direct transformation (obtainỹ andσ from y and σ )
Provided that y = E {z} and σ (y) = std {z} from the basic model (1) are known, the expectationỹ = E {z} and the standard deviationσ (ỹ) = std {z} from the observation model (4) are obtained as
Compared to the exact (9) and (10), the approximate equations (14) and (15) provide a more intuitive description of the transformations that bring the standard-deviation curve (y, σ (y)) to its clipped counterpart (ỹ,σ (ỹ)). For instance, provided y is sufÞciently smaller than 1, by observing Figure 2 it is easy to realize that E m and 1, respectively (the substitution is asymptotically exact). Thus, for describing the clipping from below, (14) and (15) + , which allows to construct the graph of (ỹ,σ (ỹ)) in the vicinity of (0,0) by simple manipulations of the graphs of E m and S m .
Inverse transformation (obtain y fromσ andỹ)
The approximation of (11), for calculating the non-clipped y (1) from the clippedỹ andσ (ỹ), can be given as
where E r is deÞned implicitly as function of ρ = Figure 3 shows the plot of E r as function of ρ.
We refer the reader to [13] for a detailed study of these approximate transformations, including their indirect polynomial interpolation.
Denoising clipped signals
A generic denoising algorithm can be modeled as an operator whose output is an estimate of the expectation of the noisy input. Formally, let D: R |X| → R |X| be the denoising operator, then
It means that when we denoisez, as output we do not get an estimate of y, but rather an estimate ofỹ. Analogously, we may say that D(z) is a biased estimator of y, in the sense that E {D (z)} ≈ỹ * = y; in such a case, the bias error can be expressed asỹ − y. For the sake of simpliÞcation, we may even assume that D is an ideal operator that can always accurately recover the expectation of a given (non clipped) input image corrupted by additive i.i.d. Gaussian noise. This is an appealing assumption, but there remain a number of important issues that need to be considered when we apply D for the denoising of clipped data.
Mainly, the clipping noise is signal-dependent and as such it requires special care: Þrst, when the unknown noise parameters are estimated from the image; and second, when we aim at suppressing the noise. Furthermore, the noise samples follow essentially non-Gaussian and asymmetrical distributions. Finally, the estimation bias y −ỹ caused by the clipping needs to be compensated.
Noise estimation
In [13] , we proposed an algorithm for the automatic estimation of the parameters of clipped signal-dependent noise models from a single noisy image. The algorithm utilizes a one-level wavelet decomposition of the noisy image and the transformations of Section 2.4 for the maximum-likelihood estimation of the noise parameters and hence of the curvesσ and σ . If the parameters of the noise model are not known in advance, this algorithm can be used as the Þrst step in the processing of clipped noisy images 2 .
Noise removal
In general, when dealing with signal-dependent noise, we can either use Þlters speciÞcally designed for such heteroskedastic noise (e.g., [12] , [10] ), or we can exploit a variance-stabilizing homomorphic transformation (e.g., [1] , [21] ) and then apply practically any Þlter for homoskedastic noise on the transformed noisy signal. Here, we discuss both alternative approaches and concentrate our attention on transform-domain Þlters designed for either heteroskedastic or homoskedastic Gaussian noise, as these are in practice the most powerful and most widely used ones (see, e.g., [19] and references therein). In what follows, we refer to the two approaches as heteroskedastic Þltering and homoskedastic Þltering, respectively, and denote the corresponding denoising Þlters as Dhe and Dho. Due to the essential non-Gaussianity of the clipped noise, the latter approach requires additional care.
Heteroskedastic Þltering
Here, we assume that the denoising Þlter Dhe can handle the signal-dependent standard deviationσ . However, the noise distributions of different samples are all different and nonGaussian. Fortunately, this does not constitute a serious problem for transform-based algorithms because, in practice, the transform coefÞcients of clipped data have distributions which are nearly Gaussians. In particular, let us consider a clipped noise Þeldν = max {0, ν}, where ν(·) ∼ N (µ, 1). For any basis element ψ of an orthonormal transform, the distribution of the transform coefÞcient 9ψ,ν: can be approximated by
. Figure 4 illustrates this approximation when µ = 0 in the case of the 2-D discrete cosine transform (DCT) transform of size n × n, n=2,3,4. As can be seen in the Þgure, the Gaussianization of the AC coefÞcients is faster. This is due to the positive and negative signs in the samples of the corresponding basis elements. The magnitude of the impulse at 0 (visible in some the histograms of smaller size DCT) decays exponentially with the number K of nonzero samples of the basis element, + (−µ) K [13] . For example, the nine basis elements
non-zero samples, respectively, and for µ=0 we have + (−µ)= 1 2 ; it means that the magnitude of the impulse at 0 in the histogram for i = j = 2 (K =4) is approximately 2 6−4 =4 times larger than those for i + j = 3, 5 (K =6), 2 9−4 =32 times larger than those for i, j ∈ {1, 3} (K =9), and 2 4−1 =8 times smaller than the impulse in the histogram ofν (K =1). Each basis element of the 4×4 DCT has K =16 nonzero samples, hence the magnitude of the impulse in their histograms is 2 16−1 =32768 times smaller than the impulse in the histogram ofν and thus practically negligible.
Of course, because of the central-limit theorem, one always gets some sort of "Gaussianization", regardless of the distribution of the original samples. In the case of clipped normal samples, the convergence is remarkably fast, as can be seen in the Þgure.
We should also remark that, in the transform domain, the clipped noise is no longer independent and that instead some correlation exists in the noise of different coefÞcients, even when the transform is orthogonal. Nevertheless, the near totality of modern transform-based Þlters already employs overcomplete and highly redundant decompositions (for which the noise in spectral domain is necessarily correlated) and the correlation due to heteroskedasticity is in practice a secondary issue when compared to the correlation due to the redundancy of the transform.
Therefore, we conclude that a transform-domain Þlter Dhe can indeed be applied successfully on clipped data and that the approximation (17) holds.
Homoskedastic Þltering
To improve the readability, we assume here thatỸ ⊇ (0, 1), conÞning the considerations and technicalities about the casẽ Y ! (0, 1) to the Appendix. A. Variance-stabilizing transformation.
A speciÞcally designed homomorphic transformation f :Ỹ → R can be utilized in order to stabilize the signal-dependent standard deviation of the clipped observationsz to a desired constant c ∈ R + and thus apply a denoising algorithm Dho for homoskedastic noise on f (z). Following the simple approach which appears in many works (e.g., [21] ), we use a Þrst-order Taylor expansion for a monotonically increasing f , from which follows std { f (z)} ≈ f < (E {z}) std {z} = f < (ỹ)σ (ỹ), and then solve for std { f (z)} ≡ c. Up to an arbitrary additive constant, this yields
i.e. the c-stabilizing homomorphic transformation is an indefinite integral of c σ(ỹ) , with the integration with respect to the argumentỹ. As shown in the Appendix, under mild and rather generic assumptions on σ (y), the integral (18) is convergent whenσ (ỹ) → 0 forỹ → 0 + orỹ → 1 − , which implies the boundedness of f . Therefore, in what follows, we will always assume that f is a bounded, strictly increasing (hence invertible) function, and that t 0 = 0, f (0) = 0. B. Transform-domain Þltering.
In the light of the previous Þrst-order approximation, f (z) can be treated as a clipped normal random variable, with clipping from below at f (0) = 0 and from above at f (1), and variance (after clipping) equal to c 2 . Thus, qualitatively, the rapid Gaussianization discussed in Section 3.2.1 holds also after the variance stabilization, enabling the effectiveness of the homoskedastic denoising Þlter. Hence, in the case of homoskedastic Þltering, the approximation (17) has the form
C. Debiasing and inverse transformation. Because of the non-linearity of f , the Þrst-order approximation is never exact. While minor approximation errors on the variance are typically acceptable, the errors on the expectations are not, because they result in a systematic estimation bias. More precisely, we have that
this discrepancy must be compensated before inverting f . The two terms in (20) can be clearly computed from the generalized p.d.f. (6) as
We note that f (0) = 0 and therefore the mass at 0 from (6) does not show up in the last equation above. Let now h be the function deÞned (implicitly varying y in Y ) by
The invertibility of h follows essentially from the monotonicity of f (a proof is given in the Appendix). It means that
Thus, we have that and hence that
which is the Þnal form of the approximation (17) for the case of homoskedastic Þltering. Due to (23), we can deÞne a denoising Þlter ù Dhe for heteroskedastic noise as
In the implementations, before applying h −1 and the subsequent steps of the inversion procedure, one needs to ensure (e.g., by a projection operator) that the output of the denoising Þlter Dho ( f (z)) (19) does not exceed the range of E { f (z)}, which coincides with the codomain of h.
Let us also observe that, in most image processing algorithms exploiting variance-stabilization in the integral form (18) , the role of h is neglected and the two terms in (20) are mistakenly assumed as equal (see e.g., [21] , [2] , [16] , [18] ). However, the compensation (22) turns out to be crucial, particularly when dealing with asymmetric distributions such as (6) , and the difference between E { f (z)} and f (E {z}) can be signiÞcant, as illustrated in Section 4. Figure 5 provides a diagram of the various operations which link the random and the deterministic variables used in our modeling. As shown in Section 3.2, using either Dhe or ù Dhe (from now on denoted collectively as D), we can get an estimate of E {z} =ỹ. However, our goal is to estimate the nonclipped y. Its estimate can be obtained exploiting the inverse transformation (11) asŷ
Output declipping
or, via the approximate inverse (16) 
As can be intuited from Figure 3 and by the very deÞnition of E r , the range ofŷ can in principle be the whole (−∞, ∞). Nevertheless, because E r has unbounded derivative and because of Þnite precision, the actual range that can be obtained is rather limited. Firstly, with double-precision ßoats (as, e.g., in Matlab) the limit is set at about 8σ beyond the 0 and 1 bounds, which roughly means that the whole range cannot be extended more than (16σ +1) times (note that +(µ) approaches the relative spacing between adjacent double-precision ßoats at µ = −8.1). However, in practice, the achievable range can be much smaller, mainly because of estimation errors. In this sense, it is important to emphasize that the inverse C (16) treats D(z) as an exact E {z} and thus it does not consider the estimation errors in the estimation of y or σ (y) and it is not an optimal inverse (such as a MMSE or ML inverse). In particular, if the quality of estimation for D(z) is not good, applying C may lead to dramatic consequences, withŷ being a worse estimate of y than D(z) itself. The fact that the extended range increases with σ follows directly from the form of (14)- (16) . It means that by denoising we can "take advantage of the noise" to obtain an image with a wider range, since the range ofz andỹ is always smaller than that of y. Qualitatively, the estimation accuracy ofŷ depends on the smoothness (e.g., bandwidth) of y: smooth clipped (e.g., overexposed) areas can be recovered quite accurately, whereas Þne details or singularities are usually compromised, because denoising is not able to provide a good enough estimate for reliable declipping.
Experimental results
We devote most of the experiments to the homoskedastic Þl-tering, Þrstly because this is the approach that has more general applicability and secondly because there is lack of algorithms for heteroskedastic Þltering implemented for a special signaldependent noise model such as (4) . As denoising homoskedastic Þlter Dho, we consider the BM3D [5] , the BLS-GSM [13] , the TLS [18] , the K-SVD [7] , and the SA-DCT [11] algorithms for additive white Gaussian noise removal. For all these algorithms we use the publicly available codes with default parameters 3 . A modiÞed SA-DCT algorithm for signal-dependent noise [12] is used as heteroskedastic Þlter Dhe. Similar to [13] , for all experiments we follow the signal-dependent noise models (1)-(4), with the noise term in (1) composed of two mutually independent parts, a Poissonian signal-dependent component η p and a Gaussian signal-independent component η g :
. In particular, these components are deÞned as
, where χ > 0 and P denotes the Poisson distribution, and η g (x) ∼ N (0, b). From the elementary properties of the Poisson distribution, we obtain the following equation for mean and variance:
Thus, as discussed in Section 2.1, σ 2 (y(x)) = ay(x) + b, with a = χ −1 .
Experiments with synthetic noise
We begin from simulations for two 1024×1024 test images [24] , Testpat and Man. For the simulations, the images are Þrst corrupted by synthetic noise 4 with three different sets of parameters for the Poissonian and Gaussian components: "S1" a=0.004, b=0.02 2 , "S2" a=1/30, b=0.1 2 , and "S3" a=0, b=0.2 2 ( Figure 6 ). Clipping produces the observed imagesz. Two of the clipped noisy images are shown in Figures 7 and 8 . The standard-deviation functions σ andσ corresponding to the three sets of parameters are shown in Figure 6 . Let us emphasize that even though for "S3" we have σ constant, theσ is not and that the clipped noise is always signal-dependent.
We Þrst assume that the noise parameters are exactly known a priori, in order to avoid the potential inßuence of noise misestimation on the Þnal result. Figure 9 presents the computed variance-stabilizing transformations (18) 5 . The inverse mappings h −1 are shown in Figure  10 ; observe that in all three cases the mapping deviates from the identity and that this difference is signiÞcant in correspondence with the markedly non-afÞne portions of the variancestabilizing transformation. Figure 11 illustrates both the direct transformations y 2 →ỹ = A σ (y) and, by transposition of the plot, the inverse transformationsỹ 2 → y = C σ (ỹ). The latter are applied on D(z) for the declipping. The peak signal-tonoise ratio (PSNR) values (dB) ofz, D(z) (23) , andŷ are given in Table 1 . In the table we also provide PSNR results obtained exploiting the additional information about the actual range of the original images y being the unit interval [0, 1], by deÞning a constrained estimateŷ 1 0 = max # 0, min #ŷ , 1 $$ . We can also observe that while for some weaker estimators (e.g., BLS-GSM, SA-DCT) the PSNR gain fromŷ toŷ 1 0 can be dramatic, for more powerful and stable algorithms (e.g., 4 The observations are generated according to the following Matlab code: Table  1 highlight the obvious instability of the declipping transformation C σ , at the same time they demonstrate that, provided successful denoising in D(z), substantial improvement is further obtained by compensating the bias due to the clipped noise. The Þnal declipped and denoised estimatesŷ (24) obtained using the BM3D algorithm as homoskedastic Þlter Dho are shown in Figures 12 and 13 .
It is important to emphasize that the BM3D Þlter leads to consistent improvement throughout all experiments and that its estimatesŷ are numerically better than both the estimatesŷ and Figure 14 and 15. We can observe that the inversion of the clipping operated by C is able to properly correct the misestimation of the BM3D D(z) estimate (leading to an almost 3 dB gain in PSNR), whereas it results in dramatic ampliÞcation of the overshooting artifacts of the BLS-GSM estimate (with the consequent drop of about 1.5 dB).
The results obtained by the heteroskedastic SA-DCT on the Testpat image require a separate explanation. The SA-DCT algorithms exploit Þltering on adaptive neighborhoods and for small neighborhoods the Gaussianization considered in Section 3.2.1 is marginal or even absent (in case of singletons). It turns out that the adaptive-scale selection in the heteroskedastic Þlter is much more sensitive than that in the homoskedastic implementation. As a result, the heteroskedastic SA-DCT operates on smaller adaptive neighborhoods, which leads to sharper estimates: indeed, in Table 1 , the PSNR values of D(z) for the heteroskedastic SA-DCT is usually among the highest and the differences between the two SA-DCT implementations are more conspicuous for the edge-rich Testpat image. However, this sharpness leads also to a higher number of pixels close to the range boundaries (which are then declipped to extreme values well outside [0, 1]) and to the consequent PSNR drop forŷ.
We note also that the range of the noise-free Man image is concentrated well inside the interval [0, 1]. Therefore, for relatively low levels of noise such as in "S1", the impact of clipping is negligible and thus the resulting PSNR numbers for the D(z) , y, andŷ 1 0 estimates are nearly identical. Often the noise parameters are not known in advance and need to be estimated from the given image. The standarddeviation functions σ andσ estimated with the algorithm [13] for the above observationsz are shown in Figures 16 and 17. Table 3 : PSNR (dB) values for the denoised D(z) (23) , denoised and declippedŷ (24) , and range-constrained estimatesŷ 1 0 = max # 0, min #ŷ , 1 $$ obtained using different denoising algorithms. These results differ from those in Table 1 since here the noise paremeters were estimated from each imagez using the algorithm [13] , as reported in Table 2 (23) , and of the denoised and declippedŷ (24) (shown in Figure 7 ), using the BM3D denoising algorithm [5] , for the 171 th row of the Testpat image (the row is indicated by the black triangle next to the images in Figures 7 and 12 ). Figure 7 ), denoised D(z) (23) , and of the denoised and declippedŷ (24) , using the BLS-GSM denoising algorithm [20] , for the 171 th row of the Testpat image (the row is indicated by the black triangle next to the images in Figures 7 and 12 ). The estimated curves closely match with the respective true curves. The values of the estimated parameters are reported in Table 2, while Table 3 gives the PSNR results obtained by the BM3D homoskedastic Þlter and by the SA-DCT heteroskedas- tic Þlter. These results are essentially the same as those obtained if the noise parameters were known exactly in advance.
Experiments with raw-data images
We also show results of processing real raw-data 1224×922 images from the CCD sensor (green subcomponent) of a FujiÞlm FinePix S9600 camera at ISO 1600. For these experiments we use BM3D algorithm as homoskedastic Þlter. Figures 18  and 19 (top) show the raw-data imagesz Bottle and Staircase. The standard-deviation functions σ andσ had been estimated from each image using the algorithm [13] ; in particular, the esti- 
Declipping vs. noise standard-deviation
To illustrate the interaction between the range of the declipped signal and the standard-deviation of the original signal prior to clipping, we consider the following experiment. DeÞne the true image y of size 512×512 pixels as Figure 22 ; observe that 6 The parameter set "S1", used for the synthetic experiments, had been purposely chosen to roughly match the noise of these raw-data images. Thus, the transformations shown in Figures 9, 10, 11 for the "S1" case qualitatively correspond to those actually used for processing the raw data. Likewise, the PSNR values shown in Tables 1 and 3 give an objective indication of the improvement achievable when processing real images. these curves are not constant, as opposed to σ (y). The crosssections of the of denoised and declipped images (using BM3D as homoskedastic Þlter) are given in Figure 23 , where we can observe that for σ (y) ≤ 0.05 we are no longer able to effectively declip the denoised D(z). A close inspection reveals that our implementation is able to extend the range of about 5σ both above 1 and below 0 (thus, roughly comparable to the theoretical limit of about 8σ discussed in Section 3.3), however the quality of the reconstruction is much affected by the accuracy of the estimation ofσ (ỹ) and by that of the denoising ofz.
Discussion and conclusions
We identiÞed conditions and derived transformations for the rigorous processing of clipped noisy signals using generic Þl-ters. Experiments demonstrate the success of the proposed approach. The shown techniques can also be used for the accurate linearization of the sensor response, including the correct pedestal or black level measurement. They are thus relevant for high dynamic range imaging applications and for all Þelds where accuracy in the estimation of the sensor response is crucial, such as inverse imaging (allowing to use of linear deconvolution for deblurring over-exposed raw-data), digital forensics (sensor identiÞcation), etc.
A delicate issue concerns the intrinsic instability of the declipping transformation C σ ; future work shall investigate optimal inverse transformations which can account for the variance of the denoised estimate D(z), thus providing a stable way to declip this estimate. Unfortunately, such approach would not be directly applicable as "plug-in" element, because denoising Þlters do not usually return the pointwise variance of the output denoised image. In this paper, our goal had been to provide a solution "pluggable" into existing implementations.
The mathematical analysis included in the Appendix demonstrates an intimate interplay between the qualitative characteristics of the standard-deviation function σ (y) = √ ay + b and the main features of clipped data, mainly due to its concavity and sublinear growth. As shown in our previous work [13] , complex nonlinearities observed in the sensor output can be accurately explained by this conceptually simple clipped signaldependent noise model. We expect that the new general results proved in the Appendix can Þnd a useful role in the modeling of sensing devices other than the conventional digital imagers.
We concentrated on the variance-stabilizer (18) mainly because of its intuitive simplicity. Other transformations may have been used as well, including optimized ones such as those proposed in [9] .
Finally, we highlight that the proposed declipping approach is applicable also to data interpolated from clipped noisy samples, including color raw Bayer data: operatively there is no difference whether D(z (x)), x ∈ X, is obtained from denoisingz : X → [0, 1] (as illustrated in this paper) or from denoising/interpolating a smaller-sizez : X sub → [0, 1], where X sub Ã X is a subset or sublattice of X, as long as D(z (x)) can be treated as an approximation ofỹ (x).
Related Matlab software is provided online at www.cs.tut.fi/~foi/sensornoise.html
A. Appendix
This mathematical appendix is organized in four parts. First, we investigate the monotonicity with respect to y of the conditional expectations of a clipped variablez or of a transformed clipped variable f (z). These results are mostly needed to guarantee that the main elements used in the presented procedure are indeed well deÞned. Second, we study the ranges of the expectation and standard deviation of the clipped variables. Third, we consider the boundedness of the variance stabilizing transformations deÞned by (18) . In these three parts, the main emphasis is placed on the standard-deviation function σ . Fourth and last, we analyze the special case of a σ (y) = √ ay + b with b < 0 < a.
In the sequel we assume z ∼ N ! y, σ 2 (y) " , and, unless explicitly noted otherwise,z = max {0, min {1, z}}, withỹ = E {z|y}.
A.1. Monotonicity of E {z|y} , E { f (z) |y} and f (E {z|y})
Throughout the proofs we utilize Lebesgue integration. Absolute continuity is used to enable integration by parts and to provide differentiability almost everywhere (in Lebesgue sense). The reader can refer to mathematical analysis textbooks such as Rudin [22] for the basic deÞnitions. Proposition A.1.1. If f : R → R is a monotone nondecreasing absolutely continuous function such that f (ζ ) e −|ζ | α −→ |ζ |→∞ 0 for some α < 2, σ (y) is absolutely continuous and concave, and f < (ζ ) = 0 if ζ does not belong to the domain Y of σ , then E { f (z) |y} is a monotone nondecreasing function of y = E {z|y}. If f is also not identically constant, then E { f (z) |y} is strictly increasing. Proof. We show that the derivative of E { f (z) |y} with respect to y,
is nonnegative almost everywhere. Let us proceed by integrating by parts, deÞning and thus
where (26) and consider separate cases depending on the sign of σ < (y) (we remark that σ < (y) is deÞned almost everywhere on Y ). If σ < (y) = 0, then g (ζ ) < 0 ∀ζ and thus
Let us examine (25) and
Here, since g (ζ ) < 0 and f < (ζ ) ≥ 0, we deduce that ∂ E{ f (z)|y} ∂ y = 0 if and only if f < (ζ ) g (ζ ) = 0 almost everywhere. Thus, provided f is not identically constant, we have
The concavity of σ on its domain implies that σ (ζ ) ≤ σ < (y) (ζ − y) + σ (y), where the last expression gives the line tangent to σat y, as illustrated in Figure 24 . However, since σ (ζ ) cannot be negative, we necessarily have that σ cannot be deÞned for ζ beyond the solution of σ < (y) (ζ − y) + σ (y) = 0, namely ζ = y − σ(y) σ < (y) . Figure 24 provides a sketch of this situation. Then, from the hypotheses, it follows that f < (ζ ) = 0 for all ζ < y − σ(y) σ < (y) . The situation for the case where σ < (y) < 0 is analogue, with g (ζ ) < 0 for all ζ < y − σ(y) σ < (y) and f < (ζ ) = 0 for all ζ > y − σ(y) σ < (y) . We now split the integral in two terms: From the above considerations, we see immediately that one of the two terms is zero (because f < (ζ ) = 0) while the other term cannot be larger than zero (because g(ζ ) < 0 and f < (ζ ) ≥ 0). Therefore, we obtain
≥ 0. This inequality becomes strict (i.e., E { f (z) |y} becomes strictly increasing) provided f is not identically constant, as this implies that one term in (27) 0. This hypothesis is trivially satisÞed by all bounded functions. As it is clearly visible in the proof, the condition can be relaxed, because for the proposition to hold it is not necessary that
= 0 but it is enough that this term is welldeÞned and non-negative. Corollary A.1.3. Letz = max {0, min {1, z}}. If f : [0, 1] → R is any monotone nondecreasing absolutely continuous function, σ is absolutely continuous and concave and f < (ζ ) = 0 if ζ does not belong to the domain of σ , then E{ f (z) |y} is a monotone nondecreasing function of y. Proof. Let us deÞne a functionf : R → R byf (ζ ) = f (max {0, min {1, ζ }}). Clearly, E{ f (z) |y} and E #f (z) |y $ coincide and, as from the above proposition, the latter expectation is a monotone nondecreasing function of y. ¤ Corollary A.1.4. If σ is absolutely continuous and concave and its domain includes the interval [0, 1], thenỹ = E {z|y}, wherẽ z = max {0, min {1, z}}, is a monotone nondecreasing function of y. Proof. It sufÞces to take f (ζ ) = ζ , ζ ∈ [0, 1], in Corollary A.1.3. ¤ Remark A.1.5. Note that the concavity of σ alone is not sufÞcient for the last corollary to hold. An example is given by taking σ (y) = √ 5y − 4, as shown in Figure 25 . In the Þg-ure we can observe thatỹ = E {z|y} is not monotonic and thus σ (ỹ) becoming multi-valued. In this example, f < > 0 outside of the domain of the concave σ . Nevertheless, the hypotheses of Proposition A.1.1 are somewhat redundant and part of these requirements can be relaxed provided more is known about σ or f , as shown by the next Proposition A.1.7. The proposition requires the following lemma. 
Proof.
As in Corollary A.1.4, we deÞne f (ζ ) = max {0, min {1, ζ }}. Using the same notation as in the proof of Proposition A.1.1, we observe that (25) can be rewritten as
+ .
This form allows to easily exploit the symmetry of the p.d.f. φ. From (26), we have
These two addends are both nonnegative. In particular, the former is strictly positive while for the latter we note that
+ is negative if and only if y < > 0 for all combinations of y and σ < (y) not considered by Lemma A.1.6. We begin by proving the assertion for the case y ≥ 1 2 and σ < (y) > 0. Again, let f (ζ ) = max {0, min {1, ζ }}. Because of the concavity of σ and since 1 2 ∈ Y , we deduce that the value p of ζ which solves
We can now rewrite (26) as
The two factors A and B inside the integral have speciÞc characteristics: the one on the left, A(ζ , y), is even-symmetric with respect to ζ = y ≥ 1 2 , is positive, and for ζ > y it is strictly decreasing; the one on the right, B (ζ , y), is odd-symmetric with respect to ζ = p ≤ Remark A.1.10. Of course, if E {z|y} is monotone (resp. strictly monotone) with respect to y and f is monotone (resp. strictly monotone) onỸ , then also f (E {z|y}) is monotone (resp. strictly monotone) with respect to y. However, we emphasize that, even though f needs to be deÞned for all values ofz, i.e. on [0, 1], it is not required that f is monotone (resp. strictly monotone) on the whole [0, 1], unlessỸ itself coincides with [0, 1] . This issue is discussed in the third part of this appendix. Remark A.1.11. The function h (21) is clearly invertible, provided both f (E {z|y}) and E { f (z) |y} are strictly monotone functions of y. Remark A.1.12. We note that, to obtain the declipped estimate from homoskedastic Þltering, it is not really necessary to go Þrst through the separate inversions of f and h, followed by composition with C σ = A −1 σ (see Figure 5 ). Instead, one can simply invert their composition, which is deÞned as the map-
and then apply 8 −1 to Dho ( f (z)) (19) .
A.2. Ranges ofỹ andσ
Here, we investigate the most basic properties of the setỸ . We remark thatỸ can be equivalently considered to be the range ofỹ, as well as the domain of the mappingỹ 2 →σ (ỹ). In particular, we are interested in providing sufÞcient conditions to ensureỸ = [0, 1].
We begin from three easy lemmas. Lemma A.2.1. Let y > + (resp., <, or =). From (i) follows that the mean of the absolutely continuous part of the distribution ofz [i.e. the middle term in (6) ] is larger than (resp., smaller than, or equal to) 1 2 ; while (ii) implies that the mean of the two masses at 0 and 1 in (6) is larger than (resp., smaller than, or equal to) 1 2 . Hence, the mean of (6) is larger than (resp., smaller than, or equal to) 
However, for a normally distributed z, unless σ (y) = 0, we always have E #z 2 |y $ < E {z|y}, from which follows the statement. ¤ Remark A.2.3. In the proof of the above lemma, to have E #z 2 |y $ = E {z|y} it is necessary thatz ∈ {0, 1} with probability 1. This happens if σ (y) = 0 and y / ∈ (0, 1). Otherwise, for a normally distributed z, the two expectations E #z 2 |y $ and E {z|y} can be equal only asymptotically, as described by the next lemma. 
, where σ (ȳ) in (7), (8) Proof. We Þrst note that these three situations are exhaustive and we remark that, if lim 
. Hence, we see that the asymptotic envelope of the curve (ỹ,σ (ỹ)) is the semicircle of radius
Under any circumstances, it is not possible for the graph of (ỹ,σ (ỹ)) to be outside of this envelope, simply because this already corresponds to the case of an arbitrary two-impulse distribution supported on {0, 1} (thus giving the highest variance among all distributions supported on [0, 1] with the same mean). Proving (b) is equivalent to proving the convergence of (7), (8) , which indeed follows easily from the continuity of + and φ and from the existence of the Þnite limits of y, σ (y), (
Further,σ can be extended with continuity to the closure ofỸ , by deÞningσ
Proof. These conditions follow directly from some of the results proved so far in this appendix. More precisely, Lemma A.2.5(e) is used for the supremum in all Þve cases, while for the lower bound we use: (i) Lemma A.2. 
A.3. Boundedness of the variance-stabilizing transformation
Let us now discuss the convergence of the integral (18) (and thus the boundedness of f ) whenσ (ỹ) → 0.
A.3.1. Clipping from below
In the light of the approximations of Section 2.5, we Þrst restrict to the case of clipping from below (e.g., we may assume y + σ (y) C 1), i.e.z = max {0, z}, for which (14) and (15) reduce tõ
Let µ = y σ (y) ; we havẽ
We give proofs of divergence and convergence for the four main cases which are of practical interest. For the proofs, we consider the asymptotic behavior ofσ (ỹ) (denoted by the symbol "D") within neighborhoods of its points of zero, with the leading distinctions based on the limiting value of µ. . Exploiting a classical asymptotic expansion [17] ,
we can approximate the term in the square brackets above as − (18) diverges and thus f is unbounded. In particular, the divergence is logarithmical if λ ∈ R whereas it is logarithmical or faster if λ = +∞. Proof. From (31)- (32) and (12)- (13), we obtaiñ
Let Þrst λ ∈ R. Because of continuity and because both E m (λ) and S m (λ) are Þnite and strictly positive numbers,
which implies that (18) diverges logarithmically at 0. If λ = +∞, it sufÞces to observe that E m (µ) > µ and + (µ) < 1, from which we immediately obtain
and henceσ (ỹ) <ỹ µ . The statement follows because µ → +∞ andσ (ỹ) ≥ 0. ¤ Remark A.3.4. There is a synergy between the vanishing of σ (y) and the clipping, which makesσ (ỹ) to vanish even faster. An example is given by σ (y) = √ ay, a > 0, for which µ −→ y→0 + 0 and henceσ (ỹ) Dỹ √ +(0) − φ 2 (0)/φ(0). This example is illustrated in Figure 27 , for a = 0.05. It is interesting to note that while (18) diverges, the integral 6 t t 0 1 √ ay dy is convergent for t → 0 + .
Whereas the above proposition and example demonstrate that the effect of clipping can be strong enough to change the character of convergence, the following propositions prove that clipping alone is not sufÞcient to cause divergence when σ (0) > 0 and that, roughly speaking, the effect of clipping vanishes as σ (y) → 0 for y far from 0. 
A.3.2. Clipping from above and below
Of course, all the above propositions, which are derived assumingz = max {0, z}, can be immediately reformulated for the specular case of a variable singly clipped from abovẽ z = min {1, z}. Let us now consider the complete case of doubly clipped variablesz = max {0, min {1, z}} and question the validity of the statements of Propositions A.3.1 -A.3.5 in this more complex scenario. Using a similar strategy as that used in the proof of Proposition A.3.5, we consider the differences = E and = σ between the expectations and the standard-deviations of doubly clipped and singly clipped variables: E {max{0, min{1, z}} |y} − E {max{0, z} |y} = = E (y) = = . +∞ 
