A class of statistical distance measures and their spectral counterparts are presented.
INTRODUCTION
The Kullback-Leibler (KL) information number [1] or cross-entropy [2] is a well-known tool in statistical analysis. Many theorems show that it is a useful measure to discriminate between probability distributions [3] , [4] . In addition, for Gaussian processes it can be shown [4] that the KL information number is closely related to the Itakura-Saito spectral distance measure [5] : more precisely, Itakura-Saito distance is equal to 4π times the asymptotic KL number.
It is known [6] that the concept of entropy and cross-entropy is directly related to the multinomial law. This is easily demonstrated: in the multinomial law, which describes the combinatorial problem of distributing N items (balls) over M levels (boxes) and where each level has a given a priori probability of occupation, the likelihood P M of a particular realization {n i } is
where the q i are the priors and of course
taking logarithms, and invoking Stirling's formula we readily obtain the log-likelihood formula in the limit for N → ∞ : where KL(p, q) is the KL number for the discrete distributions p i and q i . Hence, it is seen that the concept of minimum cross-entropy can be traced back to maximum likelihood. This is explained in great detail in Frieden [6] , [7] .
We are now in a position to ask the most important question of all. What is the physical rationale for using the multinomial law? The multinomial law is used as a starting point in statistical physics when the particles are distinguishable, i.e., each particle has a distinctive tag by which it can be differentiated from others, and this leads to Maxwell-Boltzmann statistics. But when the particles are undistinguishable, the multinomial law is not correct. Instead, the BoseEinstein or Fermi-Dirac combinatorial law should be utilized, leading to Bose-Einstein statistics for bosons and Fermi-Dirac statistics for fermions [6] , [8] .
In light of what precedes, this communication is organized as follows: in Section 2 we give a survey of known results for Maxwell-Boltzmann and KL statistics. In Section 3, we construct the BE numbers, being the Bose-Einstein equivalents of the KL number. We show that the BE numbers are closely related to the Jensen-Shannon and L-divergence measures [9] , and asymptotically to the Bhattacharyya and Chernoff distances [10] , [11] .
MAXWELL-BOLTZMANN STATISTICS
We show that the constrained minimization of KL(p, q) yields the Maxwell-Boltzmann term. The problem at hand is: minimize
subject to the data constraints
Note that p and q are probability densities with respect to the positive measure µ, and that {f i } is a set of N c measurable and linearly independent functions of the real variables. The solution is readily obtained as
where
and the λ i are the Lagrange multipliers.
The exponential factor in (5) 
where |R|, |S| are the determinants of R and S, tr stands for the trace of a matrix and N is the dimension of the matrices.
For stationary Gaussian processes the covariance matrices are Toeplitz and Whittle's theorem [12] leads to the asymptotic result
where r(θ) and s(θ) are the corresponding spectra and
The derivation of this last result can be found in [13] .
BOSE-EINSTEIN STATISTICS
For undistinguishable particles the combinatorial problem to be solved is the following: N particles (balls) are to be distributed over M levels (boxes) each with degeneracy
where degeneracy means that the ith level in fact consists of ω i hidden elementary levels.
The question is, what is the probability of a particular realization {n i } given the degeneracies {ω i }? The solution to this problem is [8] 
where the normalizing factor C is given by
On the other hand, we need to know the conditional probability of the realization {n i }, given the prior probabilities {q i } of each level. To find the answer consider first the simple two-level (M = 2) case with prior probabilities q 1 = 1/3, q 2 = 2/3. Obviously, the second level has twice the prior probability of the first level, but one sees that this can also be realized by assigning a degeneracy factor 2 to the second level and a degeneracy factor 1 to the first. Hence, generally speaking, the prior probabilities can be dealt with by assigning a degeneracy factor
to level i, where K is the least common multiple of the denominators of the q i , which are assumed to be rational numbers.
Hence, the Bose-Einstein likelihood function is
Taking the negative logarithm of (13) and Stirling's approximation with n i = Np i , K = Nα, we obtain the Bose-Einstein equivalent of the KL number, which we call BE number
The strict convexity [14] of the function x ln x over the interval [0, 1] guarantees that the BE numbers are nonnegative. The continuous version of (14) is
Note that
which can be any positive real number. In terms of the Shannon entropy
the BE numbers can be neatly expressed as
This is very closely related to the Jensen-Shannon divergence [9] defined as
where π 1 , π 2 ≥ 0, π 1 + π 2 = 1 are the weights of the two probability distributions p and q, respectively. If one takes π 1 = 1/(1 + α), it is clear that
For α = 1 we obtain a symmetric distance measure which is called the L-divergence in [9] 
It is straightforward to prove the following properties of the BE numbers :
1) The BE numbers are Csiszar f −divergences with
The f −divergence constitutes an important family of divergence measures introduced by Csiszar [15] . Many of the properties of f −divergence can be found in [4] , [16] .
We now show that the minimization of the L-divergence under constraints (4) yields the BoseEinstein statistics. The minimum condition is
where Ψ = Φ − 1 + ln 2 and Φ is defined in (6) . The solution is simply
and we recognize the celebrated Bose-Einstein term.
As a last result we show that the BE numbers for zero-mean Gaussian distributions with respective covariances R and S are approximately Chernoff distances. We approximate the ln(p + αq) term by a normal, i.e., p + αq
In order to have equality of moments up to order 2 we should have
This leads to the distance measure between covariances
This is directly related to the Chernoff distance C τ (R, S) between two zero-mean Gaussians with respective covariances R and S [11] :
Finally, applying Whittle's result [12] , [17] , yields a distance between spectra:
where A τ is the asymptotic Chernoff distance [11] . For α = 1 or τ = 1 2 we obtain the Bhattacharyya distance [10] .
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