Abstract-In modern Commercial Off-The-Shelf (COTS) multicore systems, each core can generate many parallel memory requests at a time. The processing of these parallel requests in the DRAM controller greatly affects the memory interference delay experienced by running tasks on the platform.
I. INTRODUCTION
In modern Commercial Off-The-Shelf (COTS) multicore systems, many parallel memory requests can be sent to the main memory system at any given time for the following two reasons. First, each core employs a variety of techniquessuch as non-blocking cache, out-of-order issues, and speculative execution-to hide memory access latency. These techniques allow the core to continue to execute new instructions while it is still waiting for memory requests of previous instructions to be completed. Second, multiple cores can run multiple threads, each of which generates memory requests.
These parallel memory requests from the processor put high pressure on the main memory system. To deliver high performance, modern DRAM consists of multiple resources called banks that can be accessed in parallel. For example, a typical DRAM chip has 8 banks, supporting up to 8 parallel accesses [20] . To efficiently utilize the available bank level parallelism, modern COTS DRAM controllers employ sophisticated techniques such as out-of-order request processing, overlapped request dispatches, and interleaved bank mapping [26] , [21] , [5] .
While parallel processing of multiple memory requests generally improves overall memory performance, it is very difficult to understand precise memory performance especially when multiple applications run concurrently, because each memory request is more likely to be interfered by other requests. In analyzing memory latency on COTS systems, many early works modeled DRAM as a single resource, having a constant access time, which is arbitrated by a simple roundrobin policy [27] , [36] . Recently, Kim et al. proposed more realistic analysis model which considers DRAM banks and the FR-FCFS [26] scheduling policy, which is commonly used policy in COTS systems. The analysis, however, assumes that each core can only generate one outstanding memory request at a time, while in many modern COTS multicore processors, especially high-performance ones such as Freescale P4080 and ARM Cortex-A15, a core can generates multiple outstanding requests [8] , [2] . For example, each Cortex-A15 core can generate up to six outstanding cache-line fill (memory read) requests, which, in turn, can generate additional write-back (memory write) requests [2] . Furthermore, the analysis does not consider the fact that COTS DRAM controllers prioritize reads over writes and process writes opportunistically [5] .
In this work, we present a parallelism-aware memory interference delay analysis. We model a COTS DRAM controller that has a separate read and write request buffer. Multiple outstanding memory requests can be queued in the buffers and processed out-of-order to maximize memory performance. Also, reads are prioritized over writes in our model. These features are commonly found in modern COTS multicore systems and crucially important in understanding memory interference. As such, we claim our system model well represents real COTS multicore platforms. To minimize interference, we focus on a system in which the LLC and DRAM banks are partitioned. This is easily achievable on COTS multicore systems via software [18] , [29] . Our analysis, then, provides an analytic upper bound on the worst-case memory interference delay for each read memory request of the task under analysis. Note that the derived bound does not require any assumption on the interfering tasks' memory access patterns. However, we also show that if the number of read and write requests generated by each core is known, then the analytical bounds can be significantly improved.
We evaluate the proposed analysis on the Gem5 fullsystem simulator [4] , modeling a realistic COTS multicore platform based on ARM architecture, with a set of synthetic benchmarks as well as SPEC2006 benchmarks. The synthetic benchmarks are specially designed to simulate high memoryinterference delay. The results show that our analysis provides safe upper bounds in all tested benchmarks while [13] significantly under-estimates the delays, by up to 62%, in the tested benchmarks.
The remaining sections are organized as follows: Section II provides background on COTS multicore systems and LLC and DRAM bank partitioning techniques. Section III discusses the state-of-art memory interference delay analysis. We present our analysis in Section IV and provide evaluation results in Section V. Section VI discusses related work. Finally, we conclude in Section VII.
II. BACKGROUND: MODERN COTS MULTICORE SYSTEMS
A modern COTS multicore system, shown in Figure 1 , supports a high degree of memory level parallelism through a variety of architectural features. In this section, we provide some background on important architectural features of modern COTS multicore systems, and review existing software based resource partitioning techniques.
A. Non-blocking Cache and MSHR
At the cache level, non-blocking caches are used to handle multiple simultaneous cache-misses. This is especially crucial for the shared last level cache (LLC), as it is shared by all cores. The state of the outstanding memory requests are maintained by a set of miss status holding registers (MSHRs). On a cache-miss, the LLC allocates a MSHR entry to track the status of the ongoing request and the entry is cleared when the corresponding memory request is serviced from the main memory. As such, the number of MSHRs effectively determines the maximum number of outstanding memory requests directed to the DRAM controller.
B. DRAM Controller
The DRAM controller receives requests from the LLC (or other DMA devices) and generates DRAM specific commands to access data in the DRAM. Modern DRAM controllers often include separate read and write request buffers and prioritize reads over writes because writes are not on the critical path for program execution. Write requests are buffered on the write buffer of the DRAM controller and serviced when there are no pending read requests or the write queue is near full [21] , [5] . The DRAM controller and the DRAM module are connected through a command/address bus and a data bus. Modern DRAM modules are organized into ranks and each rank is divided into multiple banks, which can be accessed in parallel provided that no collisions occur on either buses. Each bank comprises a row-buffer and an array of storage cells organized as rows and columns. In order to access the data stored in a DRAM row, an activate command (ACT) must be issued to load the data into the row buffer first (open the row) before it can be read or written. Once the data is in the row buffer, any numbers of subsequent read or write commands (RD, WR) can be issued to access data in the row. If, however, a request wishes to access a different row from the same bank, the row buffer must be written back to the array (close the row) with a pre-charge command (PRE) first before the second row can be activated.
C. Memory Scheduling Algorithm
Due to hardware limitations, the memory device takes time to perform different operations and therefore timing constraints between various commands must be satisfied by the controller. The operation and timing constraints of memory devices are defined by the JEDEC standard [12] . The key facts concerning timing constraints are: 1) the latency for accessing a closed row is much longer than accessing a row that is already open; 2) different banks can be operated in parallel since there are no long timing constraints between banks. To maximize memory performance, modern DRAM controllers typically use a First-Ready First-Come-First-Serve (FR-FCFS) [26] scheduling algorithm that prioritizes: (1) Ready column access commands over row access commands; (2) Older commands over younger commands. This means that the algorithm can process memory requests in out-of-order of their arrival times. Note that a DRAM command is said to be ready when it can be scheduled immediately as it satisfies all timing constraints imposed by previously scheduled commands and the current DRAM status.
D. DRAM Bank and Cache Partitioning
In COTS systems, all banks are shared by all cores in the system. This can cause unpredictable delays due to bank conflicts. For example, if two applications running in parallel on different cores access two different rows in the same bank, they can force the memory controller to continuously precharge the row buffer and open a new row every time an access is performed. This loss of row locality can result in a much degraded row hit ratio and thus corresponding latency increases for both applications.
Software bank partitioning [35] , [18] , [29] can be used to avoid the problems of shared banks. The technique leverages the page-based virtual memory system of modern operating systems and allows us to allocate memory to specific DRAM banks. Each core, then, can be assigned to use its private DRAM banks, effectively eliminates bank sharing among cores without requiring any hardware modification. Similar techniques can also be applied to partition the shared LLC as explored in [38] , [19] , [6] , [31] , [17] . It is shown that partitioning DRAM banks and LLC substantially reduce memory interference among the cores [35] .
However, the LLC cache space and DRAM banks are not the only shared resources contributing to memory interference. Most notably, at the DRAM chip level, all DRAM banks fundamentally share the common command and data bus.
Hence, contention in the buses can become a bottleneck. Furthermore, as many memory requests can be buffered inside the DRAM controller's request buffers, its scheduling policy can greatly affect memory interference delay.
Goal: The goal of this paper is to analyze the worstcase memory interference delay in a cache and DRAM bank partitioned system, focusing mainly on delay in the DRAM controller and command and data bus between the controller and the DRAM module.
III. THE STATE OF THE ART DELAY ANALYSIS AND THE PROBLEM In this section, we first review a state of art memory interference delay analysis for COTS memory systems [13] , which was proposed by Kim et al., and investigate some of its assumptions that are not generally applicable in modern COTS multicore systems.
The analysis models a modern COTS memory system in great detail. While there has been a similar effort in the past [32] , this is the first work that considers the DRAM bank level request reordering effect (i.e., out-of-order execution of young row-hit column requests over older row-miss requests). Here, we briefly summarize the assumed system model and part of the memory interference delay analysis, relevant for the purpose of this paper.
The system model assumes a single channel DRAM controller and a DDR memory module. The DRAM controller uses FR-FCFS scheduling algorithm. At the high level, the analysis computes the worst-case memory interference delay of the task under analysis 1 τ i either (1) as a function of number of memory requests H i of the task (referred as request driven approach) or (2) as a function of the number of memory requests generated by the other tasks on different cores (referred as job driven approach)-it takes the minimum of the two-similar to prior work [36] . The unique characteristics of the analysis is that it considers both inter-bank and intra-bank (including request reordering) memory interference delay. For the purpose of this paper, however, we focus on their inter-bank delay analysis that assumes each core is assigned dedicated DRAM bank partitions.
The analysis assumes that each memory request of τ i is composed of PRE, ACT, and RD/WR DRAM commands (i.e., a row-miss) and each of the command can be delayed by DRAM commands generated by other tasks on different cores, due to inter-bank timing constraints imposed by the JEDEC standard [12] . These timing constraint-imposed interbank delay for PRE, ACT, and RD/WR commands are denoted as L to the number of total LLC misses H i of τ i . 1 The analysis can also be applied to a preemptive fixed-priority system by considering the overall interference delay of the busy interval for the task under analysis.
The analysis, however, has two main problems when it is applied to modern COTS multicore systems. On the one hand, it is overly optimistic as it assumes that each interfering core can only generate one outstanding memory request at a time. Hence, it essentially limits the maximum number of competing requests to the number of cores in the system. However, this is not true for many modern COTS multicore processors as each core can generate many parallel memory requests at a time. Because DRAM performance is much slower than CPU performance, these requests are queued inside the DRAM controller and can aggravate the overall delay. Figure 2 illustrates this problem that can occur in modern COTS systems. In the figure, three parallel requests RD1, RD2, and RD3 are already in the command queue for Bank2, when the request RD4 has arrived at Bank1. Note that the DRAM commands are numbered in the order of their arrival times in the DRAM controller. At memory clock 0, both RD1 and RD4 are ready, but RD1 is scheduled as FR-FCFS policy prioritizes older requests over younger ones. Similarly, RD2 and RD3 are prioritized over RD4 at time 4 and 8, respectively. At other times such as at clock 1, RD4 cannot be scheduled due a channel timing constraint (tCCD), even though it is ready w.r.t. the Bank1.
On the other hand, it is also overly pessimistic as a memory request-composed of PRE, ACT, and RD/WR DRAM subcommands-is assumed to suffer inter-bank interference for each sub-command, while in reality the delays of executing sub-commands of a memory request are not additive on efficient modern COTS memory controllers. Figure 3 shows such a case. In the figure, each bank has one row miss DRAM request. Hence, each has to open a new row with an ACT command followed by a RD command. Following the FR-FCFS policy, ACT1 on Bank2 is executed first at clock 0. Even though ACT2 is targeting a different bank, it is not scheduled immediately due to the required minimum separation time tRRD between two inter-bank ACT commands; i.e., for the case in the figure, we have L ACT inter = tRRD. At clock 4, however, ACT2 can be issued even though ACT1 on Bank2 is still in progress. In other words, the two memory requests are overlapped. Similarly, RD2 cannot be scheduled immediately after RD1 due to data bus conflict, i.e., L ACT inter = tBU RST . But since the requests are overlapped and ACT2 was scheduled 4 clock cycles after ACT1, when RD2 is finally issued at time 11, there is no extra inter-bank delay other than the initial delay of tRRD. In summary, the overall delay suffered by
From the point of view of WCET analysis, the former problem is more serious as it undermines the safety of the computed WCET. We experimentally validated the former problem on our test platform with carefully engineered synthetic tasks, as we will detail in Section V-B.
IV. PARALLELISM-AWARE MEMORY INTERFERENCE DELAY ANALYSIS
We start by formalizing the assumptions of our analysis. We consider a modern multicore architecture described in Section II. Specifically, there are N proc identical cores in a single processor chip. The processor contains per-core private caches and a shared LLC. Both caches are non-blocking and the numbers of MSHRs in the caches determine the local and global limit of outstanding memory read requests. We assume the caches employ a write-back write-allocate policy. Hence a write to DRAM only occurs when there is a cache miss (either read or write) in the LLC that evicts a modified cacheline in the cache, and program execution can proceed without waiting for the write request to be processed in the DRAM. Therefore, for the analysis purpose, we only consider memory interference delay imposed to each read request of the task under analysis. Note that the number of DRAM read requests is equal to the number of LLC misses because, in a write-back write-allocate cache, a write miss also generates a DRAM read request to allocate the line in the cache and then write to it. Finally, similarly to [13] and other related work, we assume that memory delay is additive to a task's computation time. We discuss this assumption in more details in Appendix.
On the DRAM controller side, we assume a modern DRAM controller that supports the FR-FCFS scheduling policy [26] , [30] and is connected to a DRAM module. At each memory clock tick, we assume a highly efficient FR-FCFS scheduler that picks the highest priority ready command among all requests and can overlap multiple requests simultaneously as long as DRAM bank and channel level timing constraints and the FR-FCFS priority rules are satisfied [21] . We model FCFS priorities by assigning timestamps to commands, with the earliest command having highest priority; the timestamp of a command corresponds to the arrival time of the generating request, hence, if a request for a close row generates a PRE, ACT and RD or WR command, all three commands have the same timestamp. We assume open-page policy is used for bank management to maximize data locality. For simplicity, our analysis assumes a single rank DRAM module, but it can be extended to consider a multi-rank DRAM module.
All previously mentioned assumptions closely follow common behavior of COTS DRAM controllers [21] . Hence, based on such assumptions, in Section IV-A we first provide a bound on the delay suffered by a read request of the task under analysis based on the interference caused by other read requests only. Incorporating the effects of write requests, which are not on the critical path of the program, requires us to specify additional assumptions. In general, COTS DRAM controllers have both a read request buffer and a write request buffer, and prioritize reads over writes; both read and write requests are processed in batches of consecutive requests to amortize the cost of the data bus turnaround delay [5] . The exact batch processing policy of each controller may vary; for the purpose of constructing a sound worst-case delay bounds, we consider a typical watermark approach [5] , [21] . The policy defines a high watermark and a low watermark value for the number of write requests in the write buffer, as well as a write batch length N wd . If the read buffer is empty, the controller uses the low watermark; otherwise, it uses the high watermark 2 . The controller starts processing a write batch if the number of queued writes is higher than or equal to the current watermark, and it keeps servicing write requests until it has issued at least N wd writes. Finally, queued writes are also serviced according to FR-FCFS arbitration. The delay analysis extended with write batch processing is presented in Section IV-B. Table I shows the parameters used in the analysis, together with their values used in the simulator in Section V 3 4 . N rq denotes the maximum number of prior read requests queued in the read request buffer, which is determined by the number of entries in the read MSHR, size of read request buffer and number of outstanding requests per core. Consistently with the described watermarking approach for write handling, we assume W high > W low ≥ N wd (i.e., when we reach a watermark there are enough queued writes to complete a batch of length N wd ), and Q write − W high < N wd (i.e., even if the buffer is full, performing N wd writes reduces the number of queued writes below the high watermark). We also assume that tBU RST = 4, tRRD ≥ 4 and tF AW ≥ 4 · tRRD, which is true for all modern DDR devices.
Finally, we assume DRAM banks and the LLC space are partitioned on a per-core basis. In other words, each core is assigned its own private DRAM banks and LLC space. This can be easily achieved by using software partitioning techniques on COTS systems [35] , [18] .
In summary, our system model significantly differs from [13] in that (1) it models multiple parallel memory requests buffered in the DRAM controller, and (2) it maintains separate read and write request queues in the DRAM controller and reads are prioritized over writes.
A. Read Batch Delay Analysis
We now present our analysis that considers parallel memory requests. As mentioned in the previous section, write memory requests are not in the critical path of program execution in modern COTS systems. Hence, our primary concern is memory interference delay to read requests of the task under analysis. More in detail, in this section we compute an upper bound on the delay that a newly arrived read request (request under analysis) can suffer due to a batch of other read requests only. We discuss the case of write interference in Section IV-B. 3 The DRAM parameters in Table I are based on LPDDR2 memory commonly used with ARM processors. For ease of explanation, figures throughout the paper are drawn using the timing parameters for DDR3 1066 memory, which are shorter and result in more compact drawings. The derived analytical bounds are applicable to any modern DDR device. 4 We do not consider the auto-refresh operation in our analysis because it periodically occurs at a relatively long fixed interval and its impact to the overall memory interference is small (<2%), as discussed in [3] , [13] .
Given that the maximum number of prior queued read request is N rq , the worst case delay L(N rq ) is produced when the request under analysis has the largest timestamp of all read requests in the queue. Furthermore, since a read request might target a close row, in the worst case the request under analysis is composed of a PRE, an ACT and a RD command. Therefore, we need to compute the delays L P RE , L ACT and L RD suffered by the PRE, ACT and RD commands, respectively. As noted in Section III, the challenge is, then, to compose the three delays by taking into account the overlapping of memory requests, such that the overall delay is obtained as the maximum of the per-command delays rather than the sum. We can formalize this key idea by using the same delay composition strategy as in [11] . In details, we model each request as a job executed in sequence on three pipeline stages; the stages model the interference of PRE commands on other PRE commands, ACT on ACT, and RD on RD. Note that while a request can be composed of only one (RD), two (ACT and RD), or three commands (PRE, ACT and RD), the commands are always executed in the same sequence according to the same timing constraints for all requestors. Furthermore, the priority of a job remains the same for all three stages, since we assume that all commands of a given request have the same timestamp. Finally, jobs are executed non-preemptively, since commands and their related timing constraints cannot be revoked once issued. Hence, the following main result applies:
Theorem 1: The delay caused by an interfering request to the request under analysis is upper bounded by the maximum delay on a single stage, i.e., either the delay caused by the interfering PRE command to the PRE command under analysis, or ACT to ACT, or RD to RD.
Proof: The theorem follows from the Non-Preemptive Pipeline Delay Composition Theorem in [11] , where memory read requests are modeled as jobs executing on three sequential stages (one each for PRE, ACT and RD), and the per-job priority among ready jobs, which is fixed over all stages, is equivalent to the timestamp for the commands of the request 5 .
By virtue of Theorem 1, we can compute the overall delay L(N rq ) to the request under analysis in the following way: we assume that each interfering request causes delay on a single stage, with the numbers of interfering PRE, ACT and RD commands being N P RE , N ACT and N RD , respectively; due to Theorem 1, it must hold N P RE +N ACT +N RD = N rq . We then compute upper bounds to the delays
caused on the PRE, ACT and RD command under analysis, respectively, and we compute the overall delay L(N rq ) as follows:
Before we compute the upper bounds, we need to make some fundamental observations. First of all, each set of interfering PRE, ACT or RD commands must be executed continuously such that the corresponding command under analysis cannot be scheduled until all interfering commands have completed. As an example, consider Figure 4 for the delay caused by ACT commands. While Bank2 has two ACT commands with lower timestamp than the ACT under analysis (ACT3), only ACT1 can interfere with ACT3 because ACT3 can be issued at time 4, while ACT2 must wait for PRE2 to be issued. Furthermore, after ACT3 is issued, the request under analysis can immediately start the tRCD timer and then attempt to issue a RD command; hence, further ACT commands cannot delay the request under analysis by triggering ACT-related timing constraints (tRRD and tF AW ). However, these later-scheduled commands could still cause command bus contention, since the command bus is shared among the three stages. To better understand this situation, consider Figure 5 , which shows a pattern for 4 interfering ACT commands of Banks 2 to 5. Since the tF AW constraint is activated by four consecutive ACT commands and tF AW ≥ 4·tRRD for all memory devices, one could assume that the worst case delay is equal to tF AW . In reality, as Figure 5 shows, the ACT command under analysis (ACT6) can be further delayed due to command bus contention. First at time 20, since Bank 2 has a PRE2 command with smaller timestamp that ACT commands of other banks and PRE2 must be issued rather than ACT6. Then, since the tRCD constraint for RD5 elapses at time 21, RD5 is also issued before ACT6, resulting in a total delay of 22 time units rather than 20. Since in general considering the exact effect of command bus conflicts is extremely difficult, in the rest of the section we pessimistically assume that a command always suffers worst case bus conflicts independently of the number of other interfering commands. Based on the intuition above, we can show the following delay upper bounds:
where % represents the module operator. The following Lemmas 2, 4, 5 formally prove the bounds on
Note that intuitively, the two clock cycles of delay added to most timing parameters in Equations 3, 4 represent the effect of bus conflicts; Lemma 3 is used to bound the effect of command bus conflicts for ACT and RD commands.
Lemma 2: The maximum delay caused by N P RE interfering PRE commands on the PRE under analysis is upper bounded by Equation 2.
Proof: Since the request under analysis does not share its bank with any other request in the queue, each interfering PRE command can only cause interference for one clock cycle on the command bus. However, we also need to add command bus contention from later-scheduled ACT and RD commands.
Since tRRD ≥ 4 and tBU RST = 4, at most one ACT command and one RD command can be issued every 4 cycles; the remaining 2 cycles must thus be available for PRE commands. Now assume that the PRE under analysis is ready at time 0. In the worst case there cannot be an ACT or RD command scheduled at time 0; otherwise, such command would be overlapped with the PRE under analysis, thus reducing the overall delay. In summary, an interfering PRE command must be scheduled at time 0, and then we can have 2 cycles of command bus contention from ACT, RD commands for every 2 issued PRE commands; therefore, the bound in Equation 2 holds.
Lemma 3: The maximum command bus contention caused by PRE and RD command on an ACT command that interferes with the request under analysis is 2 cycles. Similarly, the maximum command bus contention caused by PRE and ACT command on a RD command that interferes with the request under analysis is 2 cycles.
Proof: Any two RD or two ACT commands must be separated by at least 4 cycles, thus command bus contention caused by RD or ACT commands is limited to one cycle.
Since we are interested in command bus contention on ACT or RD commands that interfere with the request under analysis, it follows that the request under analysis must have already issued its PRE command. Since the request under analysis has the largest timestamp, all other banks in use must have been precharged at least once; hence, the time at which any further PRE command can be issued must be dependent on the issue time of the previous ACT (tRAS constraint) or RD command (tRT P command) on the same bank. Again due to the separation of ACT and RD commands, no two PRE commands can be issued back-to-back. Hence, command bus contention caused by PRE commands is also limited to one cycle, completing the proof.
Lemma 4: The maximum delay caused by N ACT interfering ACT commands on the ACT under analysis is upper bounded by Equation 3.
Proof: Assume that the ACT under analysis is ready at time 0. In the worst case, either the tF AW or tRRD constraint could be activated by an ACT issued at time -1; this ACT does not need to be included in the set of N ACT interfering commands, since it has already been issued before the ACT under analysis is ready. If the tRRD constraint is triggered, this causes a delay of tRRD − 1 on the first ACT in the interfering set. Since 4 ACTs must be issued to trigger tF AW and each ACT can be issued tRRD after the previous one (i.e., a total of 3·tRRD cycles between the first and fourth ACT), if the tF AW constraint is triggered it causes an initial delay of tF AW − 3 · tRRD − 1. Since tF AW ≥ 4 · tRRD, the latter case maximizes the delay.
According to Lemma 3, each ACT command can suffer command bus contention for at most two cycles. Since the continuous sequence of interfering ACTs must respect the tRRD constraint, the interfering delay after the initial tF AW − 3 · tRRD cycles must thus be upper bounded by N ACT · (tRRD + 2). Since furthermore the ACT commands must also satisfy the tF AW constraint, the delay is also bounded by N ACT /4 ·(tF AW +2)+(N ACT %4)·(tRRD+ 2). Taking the maximum of the bounds results in Equation 3. 
where tM AX = max(tRRD, tBU RST ) + 2. 
B. Write Batch Delay Analysis
We next consider the delay caused by write handling, according to the watermark policy described in Section IV, to the delay of the read request under analysis. We first compute the maximum number N B of write batches that can delay the execution of the batch of read requests considered in Section IV-A. Then, we determine the maximum delay L W caused by a single write batch. The overall delay suffered by the request under analysis can then be computed as
The maximum number of write batches that can delay the execution of the read batch for the request under analysis is:
and each batch delays the request under analysis for at most N wd writes. Proof: First note that while the request under analysis is in the read buffer, the controller must use the high watermark by definition. Furthermore, as noted earlier in this section, a write request (write-back from cache) can only happen as a result of a read request (fetch in cache), which has been generated by the same core.
In the worst case, the write buffer can be full due to prior requests when the request under analysis arrives. Since we assume Q write − W high < N wd , this forces the controller to execute a single write batch; at most N wd writes can be serviced after the request under analysis arrives before the number of queued writes becomes lower than the high watermark and the batch ends. Now note that as each of the N rq prior read request is completed, the corresponding interfering core can add a new read request to the read queue. These later read requests have higher timestamp than the read under analysis, and thus cannot delay it as discussed in Section IV-A; however, each such read request can also generate a write request, for a total of N rq later write requests that can be enqueued before the request under analysis is completed. Since a write batch is triggered as soon as the high watermark is reached, in the worst case later write requests can trigger N rq /N wd additional batches, each comprising N wd writes. Considering the batches generated by prior and later writes yields Equation 6 .
Theorem 8: A write batch of length N wd delays the read under analysis by at most:
Proof: In the worst case, all queued write requests might belong to the same core and target different rows in the same bank. This forces a delay tRC between the ACT commands of successive writes in the bundle, which is the longest possible timing constraint. Similarly, an additional tRC delay might be required between the last read issued before the write batch and the first write in the batch, and between the last write in the batch and the first read issued after the batch ends. This leads to a total delay of (N wd +1)·tRC, concluding the proof.
Note that the delay computed in Equation 7 is extremely pessimistic, since it assumes a pathological case where all queued writes have been produced by the same core. In practice, if the write buffer size is large enough, at any point in time the buffer is likely to contain requests by different cores. Since the write queue also employs FR-FCFS, such requests would then overlap over pipeline stages, as shown for reads in Section IV-A. This would result in a bound:
where the term 2 · tRC accounts for the delay between the last read/first write and last write/first read, L(N wd − 1) is the pipelined delay suffered by the last write and computed based on Equation 5 , and finally the term 2 accounts for the bus conflicts suffered by the ACT command of the first write in the batch, as detailed in Lemma 3 6 . While there is no formal guarantee that Equation 8 upper bounds the delay caused by every write batch, we nevertheless use the bounds of both Equation 7 and Equation 8 in our evaluation since the employed full-system simulator cannot produce a pathological case similar to the one in the proof of Theorem 8.
C. Request and Job Driven Analysis
Sections IV-A and IV-B compute the worst-case delay RD suffered by a read request of task τ i based on read and write requests of other interfering cores, respectively. If τ i produces H R i read requests, the worst-case delay suffered by the task 6 Note that we do not need to add command bus contention for either the last write request in the batch or the first read request after the batch, since bus contention is already accounted for in the delay suffered by those requests.
can then simply be obtained as H R i ·RD. Note that this request driven analysis makes no assumption on the behavior of the interfering cores. However, if number of requests produced by interfering cores is known, then a job driven analysis can result in lower delay bounds. This is especially true in the case of write-induced delay, since most programs generate a significantly lower amount of write requests compared to read requests, while the worst case per-request pattern used in Theorem 7 requires a higher number of interfering write requests compared to the N rq interfering read requests.
Therefore, assume that the maximum number of read requests A R and write requests A W generated by interfering cores during the execution of τ i is known ( [13] discusses how to derive it based on the tasks' schedule), as well as the number H W i of write requests generated by τ i itself. We can then bound the delay induced by write and read batches on the H 
In the worst case, there can be N rq queued reads before a job of τ i starts; hence, it must hold
The total job driven delay JD for a job of τ i can then be obtained by summing the delay induced by read and write batches. To simplify notation, defineĀ R = N rq + A R ; maximizing the read batch delay expression over the values of x k yields a total delay:
V. EVALUATION RESULTS
In this section, we first present details of our simulation setup. We then present our evaluation results obtained using a set of synthetic and SPEC2006 benchmarks.
A. Simulation Setup
We use Gem5 full-system simulator [4] with a realistic memory controller model [10] that closely captures important timing and structural characteristics of COTS DRAM controllers. On the Gem5 simulator, we model a quad core ARM (out-of-order) system, largely based on the ARM Cortex A15 processor [2] . Both L1 and L2 caches are non-blocking: The core-private L1 cache can generate up to 6 outstanding cacheline fill requests and 6 corresponding write-back requests to the shared L2 cache; while the L2 cache in a real Cortex-A15 supports up to 11 outstanding read requests [2] , our simulated system supports up to 24 outstanding read requests (4 cores · 6 requests) to minimize additional interference in the MSHRs [34] as our focus is in the DRAM-level interference. The simulator setup is shown in Table II . On the simulator we run a full Linux 3.14 kernel which is patched to use the PALLOC [35] memory allocator. We use PALLOC to partition DRAM banks and the shared L2 cache. For the purpose of our evaluation, we assign one private DRAM bank and 1/4 (256KiB) private L2 cache partition to each core. Therefore, there are neither cache space evictions nor DRAM bank conflicts caused by memory accesses from contending cores.
B. Results with Synthetic Benchmarks
We now investigate the validity of our analysis compared to experimental results obtained using a set of carefully engineered synthetic benchmarks.
In this experiment, our goal is to simulate and measure the worst-case memory interferences on a system in which DRAM banks and the LLC are partitioned. We use Latency benchmark [37] as the task under analysis. The benchmark is a pointer-chasing application over a randomly shuffled linked-list. Due to data dependency, it can only generate one outstanding memory request at a time. Furthermore, because the size of linked list is two times bigger than the size of the LLC, each memory access is likely to result in a cache miss, hence generating a DRAM request. As a result, its execution time highly depends on DRAM performance and any delay in its memory access will directly contribute to its execution time increase.
We first run the Latency benchmark alone on Core0 to collect its solo execution time and the number of LLC misses. We then co-schedule three memory intensive tasks on the other cores (Core1-3) to generate high memory traffic and measure the response time increase of the Latency benchmark. Note that the number of LLC misses of Latency does not change between solo and co-scheduled execution as the LLC space is partitioned. Furthermore, because each core also has a dedicated DRAM bank, the number of DRAM row hits and misses also would not change. Therefore, any response time increase mainly comes from contention in the DRAM controller and its shared command and data bus which we modeled in Section IV. For co-scheduled memory intensive tasks, we use the Bandwidth benchmark [37] , which writes a big array continuously. Because the benchmark does not have data dependencies in accessing memory, modern outof-order cores can generate as many outstanding requests as possible. Furthermore, because a write miss in the Bandwidth benchmark generates two requests, a cache-line refill (read) and a write-back (write), the read and write buffers in the DRAM controller will quickly be occupied, which in turn will delay the requests of the task under analysis. Figure 6 shows both measured and analytically calculated response times of the Latency benchmark (normalized to its solo execution time). In the figure, Kim denotes the analysis in [13] while Ours denotes our analysis in Section IV. We present three variations of our analysis: Ours(ideal) represents our read delay analysis Equation 5 without considering write draining. It is equivalent as assuming that the size of the write-queue of the DRAM controller is infinite and therefore write draining never delays pending reads; Ours(opt) and Ours(worst) represent two versions of our analysis that consider write-draining as described in Section IV-B. They differ in that Ours(opt) uses Equation 8 to calculate a single batch of write draining delay while Ours(worst) uses Equation 7 for the same. From the figure, we make several important observations. First, as expected, Kim significantly under-estimates the actual measured delay-by 63%. This is because the analysis models only three competing memory requests while in this experiment there can be up to 36 competing memory requests (6 reads and writes from each competing core). Second, Ours(ideal) also under-estimate the delay because it does not take the write-draining into account. On the other hand, Ours(opt) more closely matches with the measured result. This is because, in this experiment, the write requests are processed in parallel as assumed in Equation 8 . Lastly, Ours(worst) produces a safe but highly pessimistic bound as it considers the pathological case, which is difficult to produce in real experiments.
C. Results with SPEC2006 Benchmarks
In this subsection, we present results with SPEC2006 benchmarks. The basic experiment setup is the same as the previous subsection-i.e., one task under analysis and three co-scheduled Bandwidth benchmark instances-except that we now use SPEC2006 benchmarks as the tasks under analysis instead of the Latency benchmark. Figure 7 shows the results. Overall, the results show a similar trend as observed in Section V-B. Compared to measured response times, Kim under-estimates the response times of all Ours(opt) Ours(worst) Fig. 7 : Measured and analytic worst-case response times of SPEC2006 with three memory-intensive co-runners tested benchmarks as it only consider thee concurrent requests. Among our analysis, Ours(ideal) also under-estimate all but two benchmarks (471.omnetpp and 456.hmmer) as it does not consider write-draining. Ours(opt), on the other hand, is close to the measured values and no tested benchmark is underestimated. However, the degree of pessimism in the analysis varies considerably among the benchmarks depending on their memory access characteristics. Lastly, Ours(worst) produces highly pessimistic results, especially for memory intensive benchmarks such as 471.omnetpp. Again, this is because the analysis considers a highly pathological situation which is difficult to generate in real experiments. Still, if the benchmark under analysis is critical and not memory intensive, which are often the case in many time-critical control applications, such a bound can be useful. For example, Ours(worst) produces a reasonable delay bound for 444.namd because the number of read requests to be analyzed is relatively small.
VI. RELATED WORK
As memory performance is becoming increasingly important in modern multicore systems, there has been great interest in the real-time research community to minimize and analyze memory related interference delay for designing more predictable real-time systems.
Initially, many researchers model the cost to access the main memory as a constant and view the main memory as a single resource shared by the cores [36] , [23] , [33] , [28] . However, modern DRAM systems are composed of many sophisticated components and the memory access cost is far from being a constant as it varies significant depending on the states of the variety of components comprising the memory system.
Many researchers turn to hardware approaches and develop specially designed real-time DRAM controllers that are highly predictable and provide certain performance guarantees. The works in [24] , [7] , [32] , [14] implement hardware based private banking schemes which eliminate interferences caused by sharing the banks. They differ in that close page policy is used in [24] , [7] while open page policy is used in [32] , [14] . The works in [22] , [1] , [1] , [9] utilize interleaved bank mapping, which effectively transforms multiple memory banks as a single unit of access to simplify resource management. They, however, use different arbitration policies such as TDM [9] , round-robin [22] , and CCSP [1] . The work in [15] proposes a DRAM command scheduling method to efficiently support variable transaction sizes while providing WCET guarantees. While these proposals are valuable, especially for hard realtime systems, they generally do not offer high average performance. For example, none of the real-time DRAM controllers implement read prioritization and write buffering-a common performance optimization technique to hide write processing delay in the critical path, which is modeled in our work. Also, the real-time DRAM controllers are not available in COTS systems.
To improve performance isolation in COTS systems, several recent papers proposed software-based bank partitioning techniques [35] , [18] , [29] . They exploit the virtual memory of modern operating systems to allocate memory on specific DRAM banks without requiring any other special hardware support. Similar techniques have long been applied in partitioning shared caches [16] , [17] , [38] , [31] , [19] . These resource partitioning techniques eliminate space contention of the partitioned resources, hence improve performance isolation. However, as shown in [35] , [13] , modern COTS systems have many other still shared components that affect memory performance. A recent attempt to analyze these effects [13] , which is reviewed in Section III, considers many aspects of COTS DRAM controllers such as request re-ordering, but it does not consider read prioritization and assumes one outstanding memory request per core can be requested to the DRAM controller. In contrast, we model a modern COTS DRAM controller that handles multiple outstanding memory requests from each core and out-of-order memory request processing (i.e., prioritizing reads over writes). We believe our system model and the analysis capture commonly found architectural features in modern COTS systems, hence better applicable for analyzing memory interference on COTS multicore systems.
VII. CONCLUSION
We have presented a new parallelism-aware worst-case memory interference delay analysis for COTS multicore systems. We model a COTS DRAM controller that has a separate read and a write request buffer, which buffer multiple outstanding memory requests from the LLC and processes them in out-of-order: it prioritizes reads over writes and row-hits over misses. These are common characteristics of COTS memory systems but known to be difficult to analyze for worst-case performance.
In this work, we have shown that memory interference delays in such a complex COTS system can be analytically bounded, with the help of appropriate software-based resource partitioning mechanisms [18] , [29] , [35] . Our analysis provides an analytic upper bound on the worst-case memory interference delay for each read memory request of the task under analysis and the derived bound does not require any assumption on the interfering tasks' memory access patterns. We also have shown that if the number of read and write requests generated by each core is known, then the analytical bounds can be improved. We have validated our analysis on the Gem5 full-system simulator using both synthetic and SPEC2006 benchmarks.
Compared to previous COTS focused effort [13] , which significantly under-estimates the delays (by up to 63%), we claim our system model and the derived analysis bound are more closely matched with real COTS systems. Our evaluation results, however, also clearly have shown the inherent weaknesses of COTS architecture when it comes to worst-case performance; in particular, while architectural optimizations such as write buffering and batch processing have beneficial effects on average-case performance, they nevertheless induce pathological arrival patterns that result in highly pessimistic delay bounds. As future work, we will examine low-cost architectural supports for COTS systems that can provide better isolation and reduce pessimism in the analysis.
