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Abstract. We present an algorithm to self-consistently generate mock weak gravitational
lensing convergence fields and galaxy distributions in redshift space. We generate three-
dimensional cosmic density fields that follow a log-normal distribution, and ray-trace them
to produce convergence maps. As we generate the galaxy distribution from the same density
fields in a manner consistent with ray-tracing, the galaxy-convergence cross-power spectrum
measured from the mock agrees with the theoretical expectation precisely. We use this
simulation to forecast the quality of galaxy-shear cross-correlation measurements from the
Subaru Hyper Suprime-Cam (HSC) and Prime Focus Spectrograph (PFS) surveys. We find
that the nominal HSC and PFS surveys would detect the cross power spectra with signal-
to-noise ratios of 20 and 5 at the lowest (z = 0.7) and highest (z = 2.2) redshift bins,
respectively.
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1 Introduction
The large-scale structure (LSS) of the universe is a powerful tool for cosmology [1]. It has
been intensively studied using various probes such as galaxy clustering and weak gravitational
lensing shear fields. See refs. [2–7] for recent measurements.
The galaxy clustering in redshift space, mainly measured from spectroscopic galaxy
samples, offers a probe of the expansion history of the universe as well as the growth rate of
the structure through the baryon acoustic oscillations [8, 9] and the redshift space distortion
(RSD) [10–12]. A key ingredient in the analysis of the galaxy clustering is a galaxy bias (see
[13] for a review), which relates the clustering amplitude of galaxies to the underlying dark
matter density fields. The galaxy bias is usually treated as nuisance parameters, which limit
the constraining power of the galaxy clustering on cosmological parameters.
The cosmological weak gravitational lensing effect is a magnification and coherent dis-
tortion of galaxy images induced by the intervening matter density field [14]. Unlike the
galaxy clustering, the weak lensing effect offers a measure of the total matter density field
free from the galaxy bias, since it is purely gravitational. It also allows us to study the ex-
pansion history and the growth of matter density fields. However, one of the disadvantages of
the cosmological weak lensing effect is its low redshift resolution. Since the amplitude of the
lensing power spectrum is determined by the line-of-sight integral of the matter density field,
it is not straightforward to perform the “tomographic” analysis of the lensing data alone.
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The galaxy clustering and the weak lensing effect are complimentary, as their joint
analysis can lift degeneracy between the galaxy bias and the cosmological parameters. The
cross-correlation of the spectroscopic galaxy samples and the weak lensing effect enables us
to perform the redshift tomography of the gravitational lensing shear and convergence fields.
Furthermore, the multi-probe analysis is useful for finding potential systematics in each of
the LSS surveys, to obtain robust results.
There are several on-going and planned LSS surveys aiming to observe the galaxy clus-
tering and the weak lensing effect with unprecedented precision [2–7]. In this paper we take
the weak lensing survey from the Subaru Hyper-Sprime Cam (HSC) [5] and the spectroscopic
galaxy redshift survey from the Prime Focus Spectrograph (PFS) [15] as an example. The
HSC provides precise maps of the cosmic shear field, while the PFS, a fiber-fed multi-object
spectrograph, will perform a spectroscopic galaxy survey on top of the HSC photometric
galaxy samples. A joint analysis of the HSC and PFS data will provide new insights for cos-
mology. Other planned LSS survey projects include Dark Energy Spectroscopic Instrument
(DESI) [16], Legacy Survey of Space and Time (LSST) by Vera C. Rubin Observatory [17],
Nancy Grace Roman Space Telescope [18] and Euclid [19].
To extract robust cosmological results from the LSS surveys, it is important to un-
derstand statistical and systematic uncertainties both in the model and observations. An
end-to-end simulation is an essential tool for understanding these uncertainties. To this end,
N -body simulations have often been used. For example, the authors of ref. [20] generated
full-sky cosmic shear and convergence maps by ray-tracing N -body simulations of dark mat-
ter halos, and the mock HSC shear catalog generated from it has been used in the HSC
cosmology analysis [21]. However, as LSS surveys become increasingly larger, the required
number of simulations also increases, demanding more computational resources.
The so-called “log-normal simulation” offers a computationally less expensive alterna-
tive. While this kind of simulations do not capture physics completely correctly, they are
useful for capturing basic summary statistics such as the two-point correlation function (which
is provided as the input to the simulation) and the associated covariance matrix [22–28], and
testing real-world issues such as the effects of a survey window function [22], interlopers [29],
and fiber collisions [30] via end-to-end simulations.
In the log-normal method, matter density fields are generated to follow the desired
clustering properties instead of solving the gravitational evolution from initial conditions,
assuming that their probability density function (PDF) follows a log-normal distribution.
This method is motivated by the observation that the one-point PDF of log-transformed
density fields measured from N-body simulations is approximately a Gaussian [31–36], and
the two-point PDF also follows approximately a multivariate log-normal distribution [37].
Another advantage of the log-normal method is that the statistical properties of the output
fields are predictable from the inputs by design. This property makes it easier to test the
real-world issues and systematics related to the observations (a few examples were mentioned
above) without worrying about numerical uncertainties and computational costs associated
with physical simulations.
In this paper we present a new code, lognormal lens, which generates simulated distri-
butions of the weak lensing convergence field and galaxies in redshift space from the common
three-dimensional log-normal matter density field in a self-consistent manner. This code is
based on publicly available lognormal galaxies [25] and ray-tracing RAYTRIX [38] codes.
We use lognormal galaxies to generate matter density, velocity, and galaxy density fields
from the input power spectrum, and compute galaxy power spectra in redshift space. We
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then construct a light cone from the matter density fields and ray-trace it using RAYTRIX
to obtain a weak lensing convergence map. The lognormal lens also computes auto- and
cross-power spectra of the weak lensing convergence and galaxy density fields, which enables
us to measure the cross-covariance of galaxy power spectra in redshift space and cosmic shear
two-point functions. After validating the lognormal lens code, we use it to generate mock
data of the HSC and PFS and study how well they can measure the cross-correlation power
spectra of weak lensing and galaxy density fields.
Our new code is complementary to the existing log-normal codes such as FLASK for
weak lensing [24] and CoLoRe [23] for the 21-cm line intensity mapping. FLASK, which is
used for the analysis of the Dark Energy Survey cosmic shear data, generates all-sky maps of
the galaxy density and cosmic shear and convergence fields. Instead of ray-tracing the three-
dimensional density fields, FLASK generates random realizations of the convergence field on a
two-dimensional sphere from input angular power spectra assuming that it follows a distorted
log-normal PDF. FLASK does not produce the velocity field; thus, the anisotropic galaxy
power spectrum in redshift space is given as an input. CoLoRe generates mock observations
of 21-cm line intensity mapping and RSD, but does not generate weak lensing shear fields.
The paper is organized as follows. In Section 2 we review basics of the weak gravita-
tional lensing effect. In Section 3 we describe our method for generating the weak lensing
convergence field. In Section 4 we validate our algorithm by comparing the simulated auto-
and cross-spectra with the theoretical predictions. In Section 5 we present the forecast for
the future Subaru PFS and HSC surveys. We summarize and conclude in Section 6. In
Appendix A we describe the modifications to RAYTRIX.
2 Basics of the weak gravitational lensing effect
2.1 Shear and convergence fields
The weak lensing effect is described as transformation from the unlensed (~θu) to lensed (~θ)
coordinates. With the so-called Born approximation, this transformation is written as
~θu = ~θ − ~∇ϕ, (2.1)
where ~∇ = ∂/∂~θ is a two-dimensional gradient in the angular axis. The lens potential ϕ is
defined as
ϕ(~θ) =
2
c2χs
∫ χs
0
dχ
χs − χ
χ
Φ(χ, ~θ), (2.2)
where χs is the comoving distance to the source and Φ is the gravitational potential. The
Jacobian matrix of the lensed to unlensed coordinate transformation, A, called the magnifi-
cation matrix, is commonly written as
A =
(
1− κ− γ1 −γ2
−γ2 1− κ+ γ1
)
, (2.3)
where the convergence κ and shear fields γ1, γ2 are defined by
κ =
1
2
~∇2ϕ, γ1 = 1
2
(
∂2ϕ
∂θ21
− ∂
2ϕ
∂θ22
)
, γ2 =
∂2ϕ
∂θ1∂θ2
. (2.4)
From eq.(2.2) and (2.4), κ is given by
κ(~θ) =
1
c2χs
∫ χs
0
dχ
χs − χ
χ
~∇2Φ(χ, ~θ). (2.5)
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In eq.(2.5) we can replace ~∇2 with the three-dimensional Laplacian 4,
4 = 1
χ2
∂
∂χ
(
χ2
∂
∂χ
)
+
1
χ2
~∇2, (2.6)
assuming that the positive and negative contributions cancel when we integrate ∂2/∂χ2 along
the line-of-sight [e.g., 39, 40]. Combining with the Poisson equation
4 Φ = 3H
2
0 Ωm0
2c2
δ
a
, (2.7)
we obtain
κ(~θ) =
3H20 Ωm
2c2
∫ χs
0
dχ
χ
a(χ)
(
1− χ
χs
)
δ(χ, ~θ), (2.8)
where a is the cosmological scale factor. This equation shows that convergence κ can be
interpreted as the line-of-sight integration of the density fluctuation field δ with a lensing
weight function
Wκ(χ) =
3H20 Ωm
2c2
χ
a(χ)
(
1− χ
χs
)
. (2.9)
If we consider κ for multiple source galaxies with a redshift distribution given by dng,s/dχ,
the lensing weight function is replaced by
Wκ(χ) =
3H20 Ωm
2c2
∫ ∞
χ
dχs
dng,s
dχ
(χs)
χ
a(χ)
(
1− χ
χs
)
, (2.10)
and the integration range of eq.(2.8) is altered to [0,∞]. Here the source distribution function
is normalized to unity, i.e.,
∫∞
0 dχ dng,s/dχ = 1.
In Fourier space the convergence and shear fields are expressed as
κ˜(~`) = −|
~`|2
2
ϕ˜(~`), γ˜1(~`) = −`
2
1 − `22
2
ϕ˜(~`), γ˜2(~`) = −`1`2ϕ˜(~`), (2.11)
where the tildes denote Fourier transformed quantities and ~` = (`1, `2) is the wave-number
vector. The convergence and shear fields are related by
γ˜1(~`) = cos (2φ`)κ˜(~`), γ˜2(~`) = sin (2φ`)κ˜(~`), (2.12)
where φ` is defined as (cosφ`, sinφ`) = (`1/`, `2/`). If we consider the following coordinate
rotation, (
γ˜E
γ˜B
)
=
(
cos 2φ` sin 2φ`
− sin 2φ` cos 2φ`
)(
γ˜1
γ˜2
)
, (2.13)
we find
γ˜E = κ˜, γ˜B = 0. (2.14)
These shear components γ˜E and γ˜B are called the E- and B-mode, respectively.
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2.2 Angular power spectra of the convergence field
The power spectrum (or the two-point correlation function) is the commonly-used summary
statistics of the observed cosmic shear field. In the following we focus on the convergence
rather than shear, since the relationship between the convergence and matter density fields
is simpler,and the shear can be obtained from the convergence by eq.(2.14) if there is no
ambiguity in the E- and B-mode separation.
The convergence κ is expressed as the line-of-sight integration of the matter density
fluctuation δ weighted by the lensing kernel Wκ, and thus the angular power spectrum of κ
is also written as the weighted line-of-sight integration of the matter power spectrum Pmm.
With the Limber approximation [41], the angular auto-power spectrum of convergence field
is written as
Cκκ(`) =
∫ ∞
0
dχ W 2κ (χ)χ
−2Pmm((`+ 0.5)/χ, z). (2.15)
Analogously, the cross power spectrum of the galaxy density and convergence fields Cκg` and
the angular auto power spectrum of galaxies Cgg` are written as
Cκg(`) =
∫ ∞
0
dχ Wκ(χ)Wg(χ)χ
−2Pgm((`+ 0.5)/χ, z), (2.16)
and
Cgg(`) =
∫ ∞
0
dχ (χ)W 2g (χ)χ
−2Pgg((`+ 0.5)/χ, z), (2.17)
where Pgm and Pgg are the galaxy-matter cross-power spectrum and the galaxy auto power
spectrum, respectively. The galaxy kernel Wg is the radial distribution of lens galaxies
normalized to unity, dng/dχ.
3 Log-normal simulation
3.1 Weak lensing convergence field
In lognormal lens we ray-trace a light-cone of the matter density field to obtain the weak
lensing convergence and shear fields. Ray-tracing is performed by the public code RAYTRIX
[38]. The density fields are generated by our lognormal code lognormal galaxies1, which
generates a density field on the regular grid from an input power spectrum assuming that
the density field follows a log-normal PDF. We refer the readers to ref. [25] for further details
of lognormal galaxies.
The code first generates the light cone from a series of three-dimensional matter den-
sity fields generated by the lognormal galaxies. The light cone geometry of our fiducial
simulation is shown in Figure 1.
The side lengths of boxes perpendicular to the line of sight (Lx1 and Lx2 in Figure 1)
are chosen to match the opening angle of the simulation (shown in the black dotted lines)
times comoving distances (the horizontal axis) to the box centers at various z. Due to the
limitation of RAYTRIX, we can only deal with a square map in angle space. In this setting
the boundary of simulation boxes and the survey opening angle match; thus, we do not need
to worry about the window effect due to the survey geometry.
The box length along the line of sight is chosen as follows. We first create boxes in
which spectroscopic galaxy samples are generated (the red boxes in Figure 1). The positions
1The code is also publicly available at http://wwwmpa.mpa-garching.mpg.de/˜komatsu/codes.html.
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Figure 1: Configuration of the light cone with rectangular simulation boxes. The matter
density field is generated in each box. The black dotted lines show the boundary of a 7×7 deg2
field of view. We generate galaxies in boxes with the red boundaries, mocking spectroscopic
samples.
Redshift Vsurvey n¯g bias
[h3 Gpc−3] [10−4 h3Mpc−3]
0.6 < z < 0.8 0.59 1.9 1.18
0.8 < z < 1.0 0.79 6.0 1.26
1.0 < z < 1.2 0.96 5.8 1.34
1.2 < z < 1.4 1.09 7.8 1.42
1.4 < z < 1.6 1.19 5.5 1.50
1.6 < z < 2.0 2.58 3.1 1.62
2.0 < z < 2.4 2.71 2.7 1.78
Table 1: The PFS cosmology survey parameters.
and sizes of these boxes are determined by the assumed survey strategy. In our fiducial
simulation, spectroscopic galaxies are generated at 0.6 < z < 1.6 with the redshift interval of
∆z = 0.2 and at 1.6 < z < 2.4 with ∆z = 0.4, assuming the PFS survey parameters given in
Table 1. The geometry of boxes located at lower and higher redshifts than the galaxy samples
are chosen to have depths similar to those of the boxes of the galaxy samples. The maximum
redshift zmax is chosen to match the assumed redshift distribution of source galaxies. Here
we set zmax = 3.2 assuming the HSC survey.
We use the plane-parallel approximation to project the three-dimensional matter density
field of the i-th box, δi, onto the two-dimensional density field δ
proj
i (hereafter we refer it to
as “mass sheet”) as
δproji (x1, x2) =
1
Ngrid,y
∑
yi
δi(x1, x2, yi). (3.1)
We shall denote the comoving Cartesian coordinates of the grid center as (x1, x2, y) with y
being the line-of-sight axis. The summation is taken over all yi, where Ngrid,y is the number
of grids along the line of sight. The number of grids along the x1 and x2 axes are set to
be equal to that of the resultant angular map, which is given as the input parameter. The
number of grids along the y axis is determined so that each grid cell becomes a cube. Since
the matter density field is generated to satisfy the periodic boundary condition, the mass
sheet is also periodic.
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Next, the code calculates the two-dimensional deflection potential of the i-th mass sheet,
Ψi, via the Poisson equation as
∇2Ψi(x1, x2) = 3ΩmH
2
0
c2
δproji (x1, x2). (3.2)
The position of light ray at the source plane, θs, which is at θ1 on the image plane, is deflected
as
θs = θ1 −
n−1∑
i=1
(χs − χi)
a(χi)χs
∇⊥Ψi, (3.3)
where ∇⊥ is ∂/∂x1 or ∂/∂x2, χi is the comoving distance to the i-th mass sheet, and χs
is the comoving distance to the source plane. The source plane is located at the n-th mass
sheet, i.e., χs = χn.
The light ray is propagated assuming the plane-parallel approximation; thus, the spatial
position of the i-th plane, xi, is converted to the angular position θi as θi = xi/χi. The code
first solves eq.(3.2) using the Fast Fourier Transform, and then evaluates the derivatives of
Ψ in eq.(3.3) using the finite difference method.
Along the light ray path, the Jacobian matrix of the lensed-to-unlensed coordinate
transformation for sources at χs, As, is calculated as
As = I −
n−1∑
i=1
χi(χs − χi)
a(χi)χs
UiAi, (3.4)
where I is the identity matrix and
Ui =

∂2Ψi
∂x1∂x1
∂2Ψi
∂x1∂x2
∂2Ψi
∂x2∂x1
∂2Ψi
∂x2∂x2
 . (3.5)
Finally, we obtain the weak lensing convergence field, κs(x1, x2), from As(x1, x2) by using
the relation of eq.(2.3). This is the convergence field for one source plane at χs.
The convergence map for sources with a redshift distribution of p(z), κtot, is obtained
by summing κs with a weight,
κtot =
imax∑
i=imin
wiκi, (3.6)
with
wi =
∫ zi+∆zi/2
zi−∆zi/2
dz p(z). (3.7)
Here zi and ∆zi are the redshift and redshift interval of the i-th box, and imin and imax are the
minimum and maximum redshifts of source galaxies, respectively. The redshift distribution
p(z) should be normalized to unity in (zimin − ∆zimin/2) < z < (zimax + ∆zimax/2). By
varying the redshift range of source galaxies (i.e., varying imin and imax), we can perform the
tomographic analysis of the convergence field.
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Figure 2: A mock convergence map without (left) and with (right) shape noise. The source
galaxies are distributed in 0.6 < z < 3.2. The shape noise parameters are set to be typical
values of the HSC survey, σγ = 0.22 and n¯g = 14.6 arcmin
−2.
In the current cosmological weak lensing surveys, statistical errors are dominated by
the shape noise from the scatter of intrinsic morphology of source galaxies. We assume that
the shape noise follows a Gaussian distribution with the variance σ2N given by
σ2N =
σ2γ
n¯gΩpix
, (3.8)
where Ωpix is the pixel size of the convergence map, σγ is the rms shear due to the intrinsic
galaxy ellipticity and n¯g is the mean number density of source galaxies. Figure 2 shows
the final lensing convergence map obtained by our lognormal lens with and without shape
noise. We set σγ = 0.22 and n¯g = 14.6 arcmin
−2 in 0.6 < z < 3.2, which are typical values
of the HSC weak lensing survey.
3.2 Galaxy positions in redshift space
The lognormal galaxies code generates the galaxy positions and the velocity field in addi-
tion to the matter density field. We can measure the three-dimensional power spectrum in
redshift space as well as the angular power spectrum of galaxies, which should correlate with
the convergence field described in the previous section.
To cross-correlate with the convergence fields, we also use the plane-parallel approxi-
mation to project the three-dimensional galaxy density field δgal onto the two-dimensional
galaxy density field δprojgal in the same manner as the matter density field,
δprojgal (x1, x2) =
1
Ngrid,y
∑
yi
δgal(x1, x2, yi). (3.9)
The spatial position (x1, x2) is converted to the angular position as (θ1, θ2) = (x1/χ, x2/χ)
where χ is the comoving distance to the center of the simulation box.
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3.3 Power spectrum measurement
From the mock observable fields x and y, we compute the angular power spectrum as
`′2Cxy(`′) = 1
L2
[
1
Nmode,b
`∈`b∑
`
`2δx(`)δy∗(`)
]
, (3.10)
where L is the side-length of the square-shape simulation field, `b denotes the multipole bins,
Nmode,b is the number of modes within the bin, and δ
x and δy are the Fourier transform of
the fields x and y. The bin-averaged multipole `′ is calculated as
`′ =
1
Nmode,b
`∈`b∑
`
`. (3.11)
We use the logarithmically equally spaced bins with the minimum multipole of `min = 2pi/L
and the bin width of d ln ` = log10 e. For the Fourier transformation of the fields we use the
publicly available library of fast Fourier transform, FFTW [42].
4 Validation of the mocks
In this section we validate our algorithm by comparing the angular auto- and cross-power
spectra of the convergence and galaxy density fields from mocks with the input ones.
4.1 Simulation settings
For the fiducial simulation we use a flat ΛCDM model with the parameters of Planck 2015
‘TT,TE,EE+lowP’: Ωbh
2 = 0.02225, Ωch
2 = 0.1198, ns = 0.9645, ln(10
10As) = 3.094 and
h = 0.67021 with the minimum neutrino mass of
∑
mν = 0.06 [eV] [43]. The input matter
power spectra at various redshifts are calculated by the publicly available code CLASS [44, 45].
For simplicity, we use the linear matter power spectrum. The non-linearity of the matter
and galaxy clustering can be incorporated by taking the non-linear power spectra as inputs.
The default field-of-view of one realization is 7× 7 deg2 and the number of two-dimensional
angular grids is Ngrid,2D = 256, unless otherwise noted
2. The square shape of the map comes
from a limitation of RAYTRIX and we may mitigate this limit in near future. The shape
noise is not included, so that we can test the simulation results precisely.
The light cone is generated in 0 < z < 3.2 as shown in Fig. 1, consisting of 15 log-normal
boxes with similar sizes along the line of sight. We confirmed that the box thickness does
not significantly affect the resultant angular power spectrum.
Each log-normal box is generated with the three-dimensional grid number of Ngrid,3D =
256 for the axis perpendicular to the line of sight, while the grid number of the line-of-sight
axis, Ngrid,y, is determined so that the physical size of the grid is the same with the other axis.
In the redshift range covered by the PFS cosmology survey, 0.6 < z < 2.4 (corresponding
to the red boxes in Figure 1), we also generate galaxy density fields, which will be cross-
correlated with the convergence field.
2The computational cost for a realization using one CPU core on a laptop PC is a few minutes for the
default configuration.
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Figure 3: Top: Mean of 2,000 simulated angular auto power spectra of the convergence
field (filled squares). The error of the mean is smaller than the size of the square. The
single source plane at z = 2.99 is assumed. The solid line is the theoretical model with the
discrete redshift integral. Bottom: The ratio of the simulation and the theoretical model,
with (filled) and without (open) discretization of the redshift integral.
4.2 Auto-power spectrum of the convergence field
4.2.1 Single source redshift
First, we examine the simplest case: the convergence auto-power spectrum for a single source
redshift. In this limit the lensing kernel W κ is simplified to eq.(2.9).
The top panel of Figure 3 shows the mock and theoretical auto-power spectra of the
convergence field for the source redshift of zs = 2.99. The simulation data points are the
mean of 2,000 realizations, while the error bars show the error of the mean for 68 percentile.
To take into account the effect of discretization in the simulation data, we evaluate the
theoretical model on the same grid as in the simulations in multipole space and binned as
`′2Ctheory(`′) = 1
Nmode,b
`∈`b∑
`
`2Ctheory(`). (4.1)
In the following we use this grid-based theoretical power spectrum when we compare the
theory and mock power spectra.
Since the mock light cone is constructed from the discrete boxes, the redshift evolution
of the matter density field is not smooth. To take into account this effect, we also discretize
the redshift integration in the theoretical model of the convergence power spectrum, eq.(2.15),
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as
Cκκ(`) =
n−1∑
i=1
∆χiW
2
κ (χi)χ
−2
i P
i
mm((`+ 0.5)/χi), (4.2)
where P imm, χi and ∆χi are the input matter power spectrum, the comoving distance and
the thickness of the i-th box, respectively. The source galaxies are located at χn. The filled
squares in the bottom panel of Figure 3 show the ratio of mock and theory obtained by the
discretized model, eq.(4.2), while the open squares show that with the continuous model,
eq.(2.15). The difference between two models is less than 0.5%.
The mock power spectrum matches the theoretical model with better than 1% ac-
curacy, except the largest multipole bin in which the effect of the finite grid size of the
three-dimensional matter density field is significant. This trend is also seen in the power
spectrum of three-dimensional density field measured from a single lognormal box, as shown
in ref. [25]. This precise agreement between the simulation output and the input model is the
main advantage of the log-normal method, as this allows us to test real-world issues without
worrying about inaccuracy of the theoretical model for, e.g., N -body simulations.
The authors of ref. [20] show that one needs to take into account the effect of finite
thickness of a mass sheet (called “shell” in ref. [20]), because the power in the line-of-site
direction on scales larger than the mass sheet thickness is suppressed. In our simulation,
however, this effect does not appear. We generate a mass sheet at a given redshift by
projecting the entire simulation box at that redshift, which satisfies the periodic boundary
condition; thus, the large scale mode is not lost. On the other hand, the “shell” in ref.[20]
is cut out from the simulation box larger than the shell thickness and therefore the window
effect is induced.
As noted above we adopt the plane-parallel approximation when we calculate paths
of light rays at the position of each mass sheet. This approximation is valid when the
opening angle of the survey is sufficiently small. Although our simulation outputs would
match the theoretical prediction from eq.(4.2) with arbitrary opening angles by design, such
a simulation does not capture the effect of curvature of sky. We can try to incorporate the
effect of sky curvature by radially propagating light rays from the observer position. We relate
the angular position θi = (θ1, θ2) and the spatial position x
i = (x1, x2) as (tan θ1, tan θ2) =
(x1/χi, x2/χi). In this case, however, the angular grids and the spatial grids no longer
match; thus, we use the cloud-in-cell (CIC) interpolation to estimate the deflection potential
at arbitrary angular positions.
Figure 4 shows the ratio of the “radial ray propagation” to the “plane-parallel ray
propagation” (fiducial model) results for opening angles of 7×7 deg2 and 3.5×3.5 deg2. The
number of grids for the 3.5 deg simulation is 128, which is chosen to yield the same grid size as
for the 7 deg simulation, i.e., both simulations have the same spatial resolution. We find that
the small-scale power is suppressed in the “radial ray propagation” case. This is because the
CIC interpolation smears out the small scale fluctuations. The suppression is more significant
for the 7 deg simulation, because the difference in the paths of light rays between the “radial
ray propagation” and “plane-parallel ray propagation” cases becomes larger at larger angles.
This result shows that the projection of the density field and light-ray propagation should be
done in the same way. The angular coordinate version of the RAYTRIX, GRayTrix [46, 47],
can be used to perform the large opening angle simulation. Implementation of this is left for
future work.
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Figure 4: The ratio of the mock convergence auto-power spectra with the “radial ray
propagation” and “plane-parallel ray propagation” methods. The filled squares show the
results of 7 × 7 deg2 and Ngrid,2D = 256 simulation, while the open squares show the 3.5 ×
3.5 deg2 and Ngrid,2D = 128 simulation.
4.2.2 Multiple source redshifts
Next we investigate the convergence auto power spectrum with multiple source planes. In
this case the lensing kernel Wκ is given in eq.(2.10). Since the redshift distribution of source
planes is discrete in our simulation, we also discretize the redshift integral in eq.(2.10) as
Wκ(χi) =
3H20 Ωm
2c2
n−1∑
j=i
∆χjwj
χi
a(χi)
(
1− χi
χj
)
, (4.3)
where wi is the weight defined in eq.(3.7). For the redshift distribution of source galaxies,
p(z), we assume
p(z) = z2 exp(−z/z0), (4.4)
with z0 = 1/3, which approximates the redshift distribution of source galaxies in the HSC
weak lensing survey. Figure 5 shows the convergence auto-power spectrum with source galax-
ies at z > 0.6. The mock spectrum matches the theoretical prediction at the same level as
in the single source redshift case shown in Figure 3.
4.3 Cross spectra
Figure 6 and 7 show the mock galaxy-convergence cross-power spectrum for a single source
plane at zs = 2.99 and multiple source planes at 1.4 < z < 3.2, respectively. The galaxies are
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Figure 5: Same as Figure 3, but for multiple source planes at 0.6 < z < 3.2.
located in the redshift slice of 1.2 < z < 1.4, with the galaxy bias and number density set to
be bg = 1.42 and ng = 7.8 × 10−2 h3 Mpc−3 assuming the PFS cosmology survey (Table 1)
but 100 times higher number density, to suppress the shot noise. The data points are the
mean of 2,000 realizations, while the error bars show the error of the mean for 68 percentile.
As with the lensing auto-power spectrum, the theoretical model of the cross spectrum
defined in eq.(2.16) is also modified as
Cgκ(`) = ∆χiWg(χi)Wκ(χi)χ
−2
i P
i
gm((`+ 0.5)/χi), (4.5)
where the cross correlation is taken with galaxy samples of the i-th box. The galaxy kernel
Wg is the normalized redshift distribution of spectroscopic galaxy samples. Since we assume
a constant number density within each box, Wg = 1/∆χi. The galaxy-matter cross power
spectrum Pgm is calculated from the input matter and galaxy power spectra following the
procedure of ref. [25].
We find that the mock cross power spectra match the theoretical ones with 1% accuracy
except the highest multipole, although the statistical error is large at lower multipoles. To
asses potential systematics at lower multipoles, we further generate 5,000 realizations with
coarser grids, Ngrid,2D = 32. The results are shown in the open squares in Figure 6 and 7. We
find that there is no systematic deviation from the theoretical predictions at low multipoles.
As noted above, the projection of matter and galaxy density fields as well as the propa-
gation of light rays are all done by the plane-parallel approximation. If one radially projects
galaxies into a two-dimensional map, it would suppress the small-scale power due to mis-
match of the galaxy positions and the underlying matter density grids. Figure 8 shows the
ratio of the cross-power spectrum estimated from the radially projected galaxy map to that
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Figure 6: Top: Mean of 2,000 simulated galaxy-convergence cross-power spectra for galaxies
in the redshift slice of 1.2 < z < 1.4 and the single source redshift of zs = 2.99 (filled squares).
The error of the mean is smaller than the size of the square. The white squares show the
mean of 5,000 realizations with Ngrid,2D = 32, to show less noisy results at small multipoles.
The black solid line is the theoretical model. Bottom: The ratio of the simulations and the
model.
from the parallel projection. We find that the small scale power is significantly suppressed
for the former case, showing again importance of using the same projection method for all
the quantities involved.
5 Forecasting the Subaru PFS and HSC
The PFS cosmology survey will be conducted on top of the photometric galaxy catalog
obtained by the HSC survey, which provides weak lensing cosmic shear maps through accurate
measurements of galaxy shapes. The combination of the PFS and HSC data provides galaxy-
shear power spectra, galaxy power spectra in redshift space, and cosmic shear power spectra
over a wide range of redshifts.
We perform the lognormal lens simulations for the PFS and HSC survey parameters.
The survey volume, galaxy number density and galaxy bias of the PFS cosmology survey are
summarized in Table 1. For the HSC survey, we assume that source galaxies have the shape
noise parameter of σγ = 0.22, the number density of ng,source = 20 arcmin
−2 in 0.0 < z < 3.2
and the redshift distribution of p(z) = z2 exp (−z/z0) with z0 = 1/3.
The total survey area of the HSC and PFS survey is about 1400 deg2. To save compu-
tational costs (dominated by the high spatial resolution required for the lensing simulation),
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Figure 7: Same as Figure 6, but for multiple source planes at 1.4 < z < 3.2.
we generate 30 realizations of 7×7 deg2 fields with Ngrid,2D = 128, and average them to mock
power spectra measured from the total survey area of 7 × 7 × 30 = 1470 deg2. To measure
the covariance matrix we generate 200 realizations of the mock (i.e., 6000 realizations of the
7× 7 deg2 simulation in total).
Figure 9 shows the galaxy-convergence cross-power spectra at 7 tomographic redshift
bins. We only use the source galaxies that are located at higher redshifts than the corre-
sponding PFS galaxy samples. This figure provides a visual representation of the quality of
galaxy-shear power spectra expected from the HSC and PFS surveys.
Figure 10 shows the correlation coefficient matrix of the galaxy power spectrum multi-
poles and the galaxy-convergence cross spectra at 1.2 < z < 1.4, estimated from 200 realiza-
tions of the mock. The range of wave numbers shown in this figure, 0.04 < k < 0.20 h/Mpc,
roughly corresponds to the multipole range of 110 < ` < 550 at z = 1.3. Our simulation
results show that the covariance between the galaxy power spectrum multipoles and the
galaxy-convergence cross spectrum is negligible.
We use these covariance matrices to calculate the signal-to-noise ratios of the cross
spectra as (
S
N
)2
=
∑
`≤`′
C` Cov
−1(`, `′) C`′T. (5.1)
We find that the PFS and HSC can measure the cross spectra with signal-to-noise ratios
of 20.7, 27.6, 20.6, 18.6, 11.8, 7.6 and 5.0 at redshift bins of z = 0.7, 0.9, 1.1, 1.3, 1.5, 1.8
and 2.2 (50 < ` < 1000), respectively. It is remarkable that secure detection of the cross
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Figure 8: The ratio of the mock galaxy-convergence cross-power spectra with the radial
galaxy projection and plane-parallel galaxy projection methods.
power spectra is expected out to such high z, showing the power of simultaneous imaging
and spectroscopy using a 8-m class telescope.
6 Summary and Conclusions
We have presented the new simulation code to generate the weak lensing field based on
the log-normal method of generating three-dimensional matter density, velocity and galaxy
density fields. Ray-tracing the matter density fields, the code self-consistently provides the
weak lensing auto power spectra, the galaxy-lensing cross-spectra and the galaxy power
spectra in redshift space. The code thus offers a useful tool for generating mock observations
of on-going and future LSS surveys.
The mock power spectra agree with the input model with better than 1% accuracy,
which is the main advantage of the log-normal method. To achieve this precision, we found
that the subtle systematics is introduced if we ignore the discreteness of simulation boxes
when calculating the theoretical power spectrum. We also found that the projection of
matter density and galaxy density fields and the propagation of light rays must be done in
the consistent manner; otherwise, the small-scale power would be significantly suppressed.
Using this new code, we have presented forecasts for the future cosmology survey of
Subaru HSC and PFS. We found that the combination of HSC and PFS data would de-
tect the galaxy-lensing cross spectra with high signal-to-noise ratios out to unprecedentedly
high redshifts. We also found that the cross-covariance between the galaxy power spec-
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Figure 9: Galaxy-convergence cross power spectra at seven tomographic redshift bins, ex-
pected from the HSC and PFS surveys. The data points show one realization of the simu-
lation. The error bars are the diagonal terms of the covariance matrix estimated from 200
realizations. The solid black lines show the theoretical model.
trum multipoles and the galaxy-lensing cross-spectra can be ignored at the level of statistical
uncertainties of the HSC and PFS surveys.
One of the advantages of the log-normal method is that the outputs are predictable
from the inputs with high accuracy, as validated in this paper. In future we use the simu-
lation to test several systematics that arise in the real observations, e.g., the uncertainties
of photometric redshift of source galaxies, non-uniform survey completeness, fiber collision,
and so on.
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with source galaxies at 1.4 < z < 3.2, estimated from 200 realizations of the mock.
A Modifications to RAYTRIX
To combine with lognormal galaxies, we modify RAYTRIX as follows: a) The original
code requires the depth of all mass sheets to be the same (in the comoving scale). We loosen
this requirement so that the code is able to handle mass sheets with various depth, because we
have the PFS survey, for example, in mind, where the depth of the planned survey geometry
differs between redshift ranges. b) We add a function to generate a lensing map for source
galaxies with broad redshift distribution, although the original code provides maps for source
galaxies on given redshifts. c) We may also add shape noise on the resulting convergence field
with the simple Gaussian distribution. We package the source codes of modified RAYTRIX
into lognormal lens and make it public on the internet3.
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