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1.1 The Importance of Dust Grains
Dark nebulae were first discovered in the late 1700’s by Caroline and William Herschel
(Herschel1785). However, it was over 100 years later before dark nebulae were estab-
lished as discrete, optically thick clouds (Wolf 1923). With these observations, plus work
by Trumpler(1930), it was established that interstellar grains caused the obscuration, or
extinction.
For decades, the only way to study these clouds was through the dust grains. The
discovery of the 21 cm HI emission lead to the observation of a general correlation at
low extinction between the HI emission and absorption (Lilley 1955). However, dust
clouds showed little, if any, HI emission suggesting that any gas in these clouds was
molecular (Bok et al.1955; Heiles1969). This was confirmed with the detection of CO
in the interstellar medium (Wilson et al.1970). Since then, these dust clouds have been
known as molecular clouds because the dust absorbs the ultraviolet radiation and allows
molecules to form.
Molecular clouds have been established as the sites for star formation. As such, study-
ing the physical properties of clouds is important for understanding star formation. Dust
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grains offer several advantages over molecules. First, the constancy of the gas-to-dust ra-
tio has been well established so dust grains are an excellent tracer of the bulk mass in the
cloud, namely H2 (Bohlin et al.1978; Jenkins & Savage1974; Predehl & Schmitt1995).
Molecular tracers, on the other hand, can suffer depletion in cold regions (Evans1999).
Stars form in dense regions and the dust attenuates the light from these stars. To obtain the
true luminosities for these protostars, it is necessary to correct for the column density of
dust along the line-of-sight. This requires knowledge of the extinction and the extinction
law, or variation of extinction with wavelength. Lastly, from studying the extinction law
the properties of the dust grains themselves can be inferred. The properties of the dust
grains can shed light on the environment within the clouds.
1.2 Measuring Extinctions
The most direct method for computing the extinction is to observe the spectrum towards
a star along a given line-of-sight. With knowledge of a star’s spectral type, the extinction
in any waveband can be accurately determined. Obtaining a spectrum for each and every
star in a field is too time-consuming for this method to work on large regions. The star
count method (Wolf 1923), whereby the decrease in the total number of stars within a
given patch of sky is an estimator of the extinction within that patch, can be used over
large cloud regions though it is limited by poor resolution (several arcminutes at best)
and the random distribution of the stellar background. Another method is to compute the
100µm optical depth from the ratio of the IRAS 60 and 100µm emission. This is then
converted to visual extinction (Wood et al.1994). This technique does not rely on the
distribution of background stars but still has low resolution since it is limited by the IRAS
beam size.
The real breakthrough in extinction measurement came fromLada et al.(1994) who
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used a technique called Near-Infrared Color Excess (NICE) to map the extinction within
IC5146 usingH andK bands. They exploited the fact that the extinction law is roughly
constant over many sightlines in the near-IR (Cardelli et al.1989) and that the intrinsic
H−K color for stars has a small dispersion. Thus, even if the true spectral type is un-
known, an accurate estimate of the extinction can be determined. This method has been
widely adopted for studying the structure of molecular clouds and cores.Alves et al.
(2001) mapped B68 and found the density profile could be well-fit as a critically stable
Bonnor-Ebert sphere. The structure of B335 and L694-2 were mapped byHarvey et al.
(2003, 2001). Both had super-critical density profiles suggesting collapse is occurring in
these cores. This theme is reiterated byLada et al.(2004) who observed a ring of extinc-
tion within a globule of the Coalsack nebula. The authors speculate this may be a core
in the process of formation. Larger clouds have been mapped as well, such as L977 by
Alves et al.(1998) and IC5146 (Lada et al.1999, 1994).
The 2MASS survey, which mapped the entire sky in theJHKs bands, makes it easier
than ever to construct extinction maps of arbitrary regions. Using the 2MASS data,Lom-
bardi & Alves (2001) devised an improvement to the NICE technique, dubbed NICER,
for Near-Infrared Color Excess Revisited. The idea behind NICER is to use theJ−H
andH −Ks colors simultaneously to calculate the “best” extinction value, i.e. the one
with minimum variance. Using this method, they were able to construct extinction maps
with half the variance of maps made using the standard NICE method (H −Ks). The
authors later used this method to map 48 deg2 of the Pipe nebula using the 2MASS data
(Lombardi et al.2006).
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1.3 Changes in Dust Properties
The dust properties appear to vary with column density. In the diffuse ISM, numerous
studies have shown thatRV ≡ AV/(AB−AV), the ratio of total-to-selective extinction,
has a value of 3.1 (e.g.Rieke & Lebofsky1985; Whittet 1992). In the denser ISM,RV
values range from 4−6 (e.g.Kandori et al.2003; Strafella et al.2001; Vrba et al.1993).
These observations are consistent with the idea of larger average grain sizes in dense
regions, which leads to largerRV values.Kim et al. (1994) used the maximum entropy
method to create smoothly varying grain size distributions that reproducedRV values of
3.1 and 5.3. TheRV = 5.3 grain distribution had∼ 10× fewer small grains (< 0.1µm in
size) compared to theRV = 3.1 grains.Kramer et al.(2003) combined 450/850µm and
JHK observations to study the dust properties in IC 5146. They found evidence for the
formation of ices onto grains in the densest cores, consistent with Ossenkopf & Henning
grain models (Ossenkopf & Henning1994). Schnee et al.(2005) used extinction maps
derived with NICER and compared them with the 100µm dust opacity (derived from
the IRAS 60 and 100µm images). They found that the conversion factor fromτ100 to
extinction varied between molecular clouds and even within clouds. This factor is directly
related to the dust properties.
Observations along various lines of sight have produced several empirical extinction
laws. The de facto “standard” extinction law is theRieke & Lebofsky(1985) RV = 3.1
law. This law has become a standard because of its apparent universality in the near-
infrared. At longer wavelengths, this extinction law does not appear quite as universal.
The Rieke & Lebofsky(1985) law follows a power law from the near-infrared out to
∼ 7µm before increasing again towards the 10µm silicate extinction peak. More recently,
a flatter extinction law in the mid-infrared has been found in observations of hydrogen
recombination lines towards the Galactic center using the Infrared Space Observatory
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(Lutz 1999; Lutz et al.1996). Using the Spitzer Space Telescope, other authors have
found a similarly flat extinction law from 3.6−8µm along other lines of sight (Flaherty
et al.2007; Indebetouw et al.2005).
1.4 Theoretical Grain Models
The observed extinction law directly relates to the dust grain properties. One of the classic
standard grain models is theMathis et al.(1977, MRN) grain model. This model consists
of two grain populations, silicate and graphite, with a power law range of grain sizes
(n(a)da∝ a−3.5da). It did an excellent job of matching observations of several sightlines
through diffuse clouds. Since then, various observations have highlighted the need to
revise this model.Cardelli et al.(1989) showed that in the UV/optical wavelengths, the
extinction law varies depending on the line-of-sight. These changes could be character-
ized by a single parameter,RV = AV/(AB−AV). For the diffuse ISM,RV ∼ 3.1 while
larger values are found in dense clouds.
Furthermore, observations of dust thermal emission in the 3−60µm regime suggest
the existence of grains much smaller than the MRN lower limit (50Å) ( e.g. Draine &
Anderson1985). Emission features at 3.3, 6.2, 7.7, 8.6, and 11.3 µm are believed to
be due to C-C and C-H vibrational modes in polycyclic aromatic hydrocarbons (PAHs)
(Leger & Puget1984). Both of these sets of observations suggest the existence of a
population of extremely small carbonaceous grains.
In Figure1.1 we have plotted three modern theoretical dust models along with the
results from four empirical studies. These studies provide good fits to the various obser-
vations. Weingartner & Draine(2001) RV = 3.1 fits theRieke & Lebofsky(1985) data
points, while theirRV = 5.5 model provides a good fit to the flatter data found by sev-
eral other authors. The model proposed by Pontoppidian et al. (in prep.) also provides a
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good fit to the flatter data points and includes ices which are not present in either of the
Weingartner & Draine models.
Figure 1.1: Various theoretical and empirical extinction laws. Curves are shown for
Weingartner & DraineRV = 3.1 and 5.5 (dotted and gray lines) and Klaus Pontoppid-
ian et al. (black line) dust models. The data points correspond to empirically derived
average extinction laws fromLutz (1999) (squares),Rieke & Lebofsky(1985) (filled cir-
cles),Indebetouw et al.(2005) (diamonds), andFlaherty et al.(2007) (open circles). All
extinction values are scaled relative to the extinction in theKs band.
TheWeingartner & Draine(2001) models incorporate small graphite and PAH grains
to match observations from various lines of sight. TheirRV = 3.1 model fits the “stan-
dard” Rieke & Lebofsky extinction law and provides a bridge to previous extinction stud-
ies. Compared toRV = 3.1, theirRV = 5.5 model incorporates a slightly different dust
distribution with a larger number of carbonaceous/silicate grains and a greater fraction of
larger grains (see Figure1.2). This model matches observations in denser regions which
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Figure 1.2: Comparison of the Weingartner & DraineRV = 3.1 vs. 5.5 dust models. The
two grain populations, carbonaceous (left) and silicate (right), are shown. TheRV = 5.5
model has larger carbonaceous dust grains, and fewer smaller dust grains as compared to
theRV = 3.1 model.
have found a flatter extinction law in the mid-infrared.
One area in which the Weingartner & Draine dust models are deficient is the lack of
support for ice features. In cold dense regions, it is reasonable to assume that icy mantles
may form on dust grains which can alter the predicted extinction law. The Pontoppidian et
al. dust model utilizes a simplified version of the WD3.1 dust model and adds icy mantles
from both water and volatiles. Several ice absorption features can be seen in Figure1.1,
these are due to H2O, CO2, and CO.
1.5 This Dissertation
High spatial resolution observations are crucial to the study of dust properties; there is
ample evidence showing that dust structure exists on scales less than several arcminutes
(e.g. Alves et al.1998; Lada et al.1999, 2004, 1994). Yet, no sensitive, high spatial
resolution, large area surveys to investigate dust properties exist. This dissertation was
designed to address this hole by making such a survey. In the following chapters we will
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present observations from 1.25−24µm of three molecular clouds and four isolated cores.
We will attempt to answer the following questions:
1. How are dust grain sizes and compositions related to the extinction?
2. How do star forming regions impact dust properties?
3. Do the dust properties differ between clouds, between cores, and between clouds
and cores?
In chapter 2 we will discuss in detail our observations, data reduction, and methodol-
ogy. Chapter 3 will then present the results for our three clouds: Perseus, Ophiuchus, and
Serpens. Then, in chapter 4 we will discuss our four cores: L204C-2, L1152, L1155C-2,
L1228. We observed these cores with very deep mid-infrared observations to look for
faint protostars. In addition to a discussion of the dust properties, we will present our
results on faint YSOs in the cores. Finally, in Chapter 5 we will present our conclusions





In this chapter we will discuss the details on how our source catalogs were created. Our
near-infraredJHKs bands were processed separately from the mid-infrared wavelengths
(3.6− 70µm) so we will discuss them separately below. In§ 2.2 we will describe the
steps we took to create calibrated source catalogs at theJHKs wavelengths including how
we dealt with instrumental defects. In§ 2.3 we will summarize the c2d data processing
pipeline. For further details, refer to the c2d delivery documentation (Evans et al.2007).
It is also available online1. We will examine the reliability of ourJHKs and mid-infrared
photometry in§ 2.4.1. In § 2.5we will describe our method for automated source classifi-
cation. Some of this is discussed in the c2d delivery documentation, though we compute
our extinctions in a different manner from c2d. We will investigate the accuracy and re-
liability of our extinctions in§ 2.6. Finally, in § 2.7 we will explain how we created the
average stellar models used in this dissertation.
1http://ssc.spitzer.caltech.edu/legacy/c2dhistory.html
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Table 2.1. JHKs Observations Summary





Note. — The third column refers to the presence or lack of the so-called “missing
flux” problem in the observations. See§ 2.2.4for further discussion on this instru-
mental effect.
2.2 Near Infrared Data Processing
This section describes the method we used for processing our near-infrared data. Our
observations were taken with the FLoridA Multi-object Imaging Near-ir Grism Obser-
vational Spectrometer (FLAMINGOS) (Elston 1998). We used the Kitt Peak 4-meter
telescope during the 2003B - 2006A observing semesters. In Table2.1 we summarize
our observations including whether a specific instrumental defect, the “bad” quadrant, is
present in the data set. In§ 2.2.4we will discuss this effect in detail. All data processing
was performed with custom written scripts in python and using PyRAF2. The FLAMIN-
GOS instrument has a∼ 10′×10′ field of view. To map our cloud regions, we mosaicked
individual fields together. Each field overlapped its neighbors by 1−2 arcminutes. Within
each field, we observed multiple dithers with small position offsets from the center.
2PyRAF is a product of the Space Telescope Science Institute, which is operated by AURA for NASA
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2.2.1 Dark/Flat/Sky Processing
The first steps in ourJHKs data reduction pipeline followed a fairly standard procedure
(Howell 2000). We first subtracted a median filtered dark image from each dither. Sec-
ondly, the dithers were flat-fielded by dividing out a dome flat. The last, and most im-
portant, step was to subtract out the sky. This is critical for IR observations where the
sky is typically much brighter than the astronomical objects of interest. We used a two-
pass sky subtraction using a running median. This means that for each dither, we median
combined the nearest dithers in time to compute a median sky image which was then sub-
tracted from the target dither. For example, if our target dither was #6 in a sequence, we
would use dithers #3-5 and 7-9 to find the median sky image. The combination of dither-
ing and median combining the data resulted in a sky image that was reasonably clear of
stars. However, in fields with high stellar density or containing extremely bright sources,
the median sky image was still contaminated by the effects of stars. To correct for this,
we performed a second sky subtraction. In the first pass, we median combined the nearby
dithers and subtracted off the sky. From this first pass sky subtraction, we created an ob-
ject mask of the stars. Then, for the second pass sky subtraction, we first masked out the
pixels from the object mask before median combining the dithers. This method produced
an improved sky subtraction.
2.2.2 Coordinate Refinement
After the two passes of sky subtraction, we combined together our individual dithers into
a single image for each field by manually determining the linear shift between dithers.
The world coordinates for the final images were corrected by using the 2MASS catalog
as a reference.
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2.2.3 Source Extraction and Photometry
To find sources, we used the IRAF taskdaofind. We visually inspected the output source
list to delete false detections and also add sources missed by the source extractor. We used
the IRAF taskdaophot to obtain photometry for each source. This procedure works by
PSF fitting which was critically important for the crowded star fields in Serpens.
Similar to our coordinate refinement, we used the 2MASS catalog to calibrate our
photometry in each region. For each field and wavelength, we selected approximately
20 2MASS sources scattered throughout the frame. These 2MASS sources were selected
to be∼ 1 mag. above the 10σ limits for the 2MASS survey to ensure the sources had
reliable photometry and also faint enough to not be saturated. The sources were used to
create a model PSF which we used to calibrate the photometry for every source.
2.2.4 “Missing Flux” Quadrant
The bulk of our observations suffer from a “missing flux” problem for sources located
within one quadrant of the CCD (see Table2.1). We uncovered this effect when reducing
our data from the 2004B observing run. Stars within this quadrant were up to∼ 0.5 mag.
fainter when compared to 2MASS photometry. This effect spanned multiple filters and
fields. Stars in the remaining three quadrants of the CCD were not affected. The root
cause of this problem is believed to have been a deterioration of the coating on the BaF2
“field lens” which acted as the entrance window to the camera dewar (Eikenberry et al.
2005, private communication). We planned our observations during the 2005B observing
run in such a way that the affected quadrant in each field overlapped with an unaffected
quadrant in the adjacent field. We then discarded data from the quadrant with the “missing
flux” problem in each field. The BaF2 coating was removed after our 2005B observing
run. Based on analysis from our 2006A data, we determined this “missing flux” problem
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had been resolved.
For our 2004B observations, we still needed to deal with the “missing flux” problem.
The simplest solution would have been to throw out all stars within the affected quadrant
in every field we observed. This method was unappealing because it would have meant
the loss of 25% of our mapped area and left gaps in our coverage maps. Rather than
do this, we decided to correct the photometry for the affected stars using the 2MASS
photometry as a “truth” table.
The persistence of the “missing flux” across filters, different nights, and even different
observing runs suggested the phenomenon was slowly varying with time. Therefore, for
each waveband,JHKs, we combined the photometry fromall sources in all fields
obtained over the 2004B observing run into a single field. We then created a uniform
map of the difference between our psf-fitted magnitude and the 2MASS magnitude for
each field by overlaying a uniform grid on the data. At each grid point, we computed the
weighted average of the magnitude difference, weighted both by uncertainty and distance
from the grid position. The resultant difference map for our 2004BH band data can be
seen in Figure2.1. The “missing flux” region covers a significant fraction of the upper-
righthand quadrant of the CCD.
Once we had created the magnitude difference map for each band in the 2004B ob-
serving run, we converted these maps to flux difference maps, but ignored any differences
from zero that were≤ 2σ . We multiplied the final dark subtracted, flat-fielded, sky-
subtracted, and dither combined image for each field by the relevant flux difference map.
The net effect was to artificially increase the image counts for sources within the affected
quadrant while not altering the values elsewhere in the image (except for the edges). We
then recomputed our source photometry on the new re-scaled image. Finally, for each
source we summed the photometric error in magnitudes in quadrature with a factor to ac-
count for uncertainties in this flux correction process. This factor was the larger of: 10%
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Figure 2.1: Difference between our PSF fitted magnitude and the 2MASS magnitude for
H band using all source extracted from our 2004B observing run. The affected quadrant,
where our photometry is significantly fainter than 2MASS, is clearly visible in the upper
right quadrant of the image. Contours start at 3σ (0.06 mag.) in steps of 3σ . Also
note the photometry deviates from 2MASS along the edges due to distortions of the stars
in the images. Our mosaics were planned in such a way that these edges overlap with
unaffected regions in the adjacent fields.
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Figure 2.2: The difference between our PSF fitted magnitude (KPNO) and the 2MASS
H band magnitude for one of our fields in Serpens. The left panel shows the distribution
before we have applied the correction for the “missing flux” and the right panel shows
the improvement to the photometry after correcting for the “missing flux”. The vertical
dashed lines denote the 2MASS 10σ limit of 15.1 mag. in theH band. Saturation is
clearly evident for sources brighter than∼ 11th magnitude.
of the pixel value in the difference map at the location of the source or the overall standard
deviation of the difference map. The net result of our correction can be seen in Figure2.2.
On the left-hand side we have plotted our initial difference in point source magnitude vs.
2MASSH magnitude for one of our fields in Serpens. In the right-hand panel, we have
plotted the same thing after our photometric correction for the “missing flux”. A number
of the points with differences of∼ 0.2−0.3 have been corrected in the righthand panel.
Note that brighter than∼ 11th magnitude, our observations are saturated. We will deal
with saturated sources in the following section.
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2.2.5 Creating the JHKs Catalogs
We combined our photometry-corrected source lists from each field in each band to create
a final source list for each band in each region. Since our mosaics were planned with
overlap between adjacent fields, we positionally matched sources between one field and
another and then excluded the source that was closer to its fields’ edge. This allowed us
to remove sources with poor photometry that are near the edges of each field (see Figure
2.1). Sources near to the edge which were not matched with a source in the adjacent field
were excluded.
Next, we band-merged the source list for each band to create the bandmerged catalog.
In our final catalogs, not all sources were detected at theJ, H, andKs bands. Of these, we
visually inspected those detected in at least 2 bands with an average quality of detection
of ‘B’ (i.e. one band with quality ‘A’ and the second band with quality ‘C’, or both with
quality ‘B’, or both with quality ‘A’). The quality grades refer to the S/N of the detection
where ‘A’ is≥ 7σ , ‘B’ is ≥ 5σ and ‘C’ is≥ 3σ . Any sources which appeared real were
added to our source extraction lists and a flux was fitted for that position in the missing
band. Ifdaophot found a non-zero flux for the position, the source was added to our
bandmerged catalog. This process was called bandfilling. Our final bandmerged and
bandfilled catalog only contains sources detected in all three near- infrared wavelengths.
We do not have any upper limits.
The final step in creating our finalJHKs catalog was to replace the fluxes for saturated
fluxes. For 2MASS sources brighter than 11th magnitude, we substituted the 2MASS
fluxes in for our saturated ones. See Figure2.2for an example of saturated sources.
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2.3 Mid-Infrared Data Processing
All our mid-infrared observations come from the Spitzer Space Telescope (hereafterSpitz-
er) (Werner et al.2004). We utilized the two imaging instruments on-boardSpitzer, the
InfraRed Array Camera (IRAC) (Fazio et al.2004) and Multiband Imaging Photometer
for Spitzer (MIPS) (Rieke et al.2004), to probe the 3.6−70µm wavebands. Our observa-
tions of Ophiuchus, Perseus, and Serpens utilize the data from theSpitzerLegacy Science
Program “From Molecular Cores to Planet-Forming Disks” (c2d) (Evans et al.2003). The
four cores in our sample, L204C-2, L1152, L1155C-2, and L1228 were part of a separate
Spitzerobserving program called ‘DeepCores’. However, these data were also processed
using the c2d pipeline. Detailed discussion of the c2d pipeline is part of the c2d data
delivery documentation (Evans et al.2007). We will give just a brief overview of the c2d
pipeline here. The c2d pipeline is divided into multiple teams: the IRAC-cc and MIPS-cc
teams are in charge of calibration and quality checking of the individualSpitzerimages;
the map1 team mosaics the data and creates the source extractions; finally, the map2 team
visually inspects the source extractions, merges together the source extractions from dif-
ferent wavelengths into a single source, and classifies each source based on its spectral
energy distribution. Mr. Chapman is in charge of the map2 team.
2.3.1 Image Processing
Our observations are divided into Basic Calibrated Datasets (BCDs) where each BCD
represents a single exposure at a given wavelength that has been processed through the
Spitzer Science Center’s (SSC) pipeline. All our data were processed by the SSC using
the S13 version of their pipeline. Starting from the BCDs, the c2d IRAC-cc (Tracy Huard,
CfA) and MIPS-cc (Tim Brooke, Caltech) teams further processed the images to remove
additional instrumental effects. Before any other processing, we first corrected for “jail-
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bar” effects in both the IRAC and MIPS data. The IRAC “jailbar” effects are due to bias
level drifts. The SSC had previously corrected for this effect in their pipeline, but this was
not done in S13 because it was believed the improvement was negligible. The IRAC-cc
team obtained the SSC’s “jailbar” correction module and applied it to our data. For MIPS,
we also corrected a “jailbar” response pattern that is caused by bright sources or cosmic
rays by applying an additive correction to the low readouts to bring them up to the same
level as the high readouts.
Improvements to IRAC BCDs
We applied corrections for three image artifacts that appear near bright sources: muxbleed,
column pulldown, and banding. Muxbleed appears as rows of uniformly bright pixels ad-
jacent to very bright sources in IRAC bands 1 and 2 (3.6 and 4.5µm). The IRAC-cc team
corrected these values by interpolation from a predetermined table. Column pulldown has
an opposite effect as muxbleed: the column values near bright sources are too low. This
primarily effects bands 1 and 2, though we applied the correction to all four IRAC bands.
To fix column pulldown, we applied an additive correction to bring these values up to
the median value of surrounding pixels. Finally, banding affects rows in bands 3 in 4 by
depressing the source counts. We applied a similar technique to the one used for column
pulldown to correct this effect.
After we applied these three corrections for artifacts, we also performed a correction
for the “first-frame” effect in band 3. The bias level of an image depends on the elapsed
time between the previous observation and the current one. The SSC performs a bias-
subtraction when creating the BCDs except for the first long exposure in band 3. To
correct for this, we use all the IRAC 3 images in an observation to determine the median
value for each pixel in the map, which is then subtracted from the first frame in each
observation.
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Finally, we applied array dependent photometric corrections as recommended by the
SSC. These correct for variations in the photometry across the array.
Improvements to MIPS BCDs
The MIPS-cc team processed the 24µm images to remove some further instrumental
effects. The first four frames in a map were scaled to the median of following frames, and
each AOR was self-flattened to eliminate a small instrumental brightness gradient along
the column direction. Furthermore, the images were median-combined to create “self-
flats”. These were used to eliminate several residual image artifacts such as occasional
latent images, residual jailbarring, and incompletely corrected illumination patterns.
The SSC provided two sets of BCD products for the 70µm data, unfiltered (normal
processing) and filtered (a time median filter is applied). We did not make any improve-
ments to the SSC images.
The 160µm data were also not improved by the MIPS-cc team. These data are not
used in this thesis and so will not be discussed further.
2.3.2 Mosaicking and Source Extraction
The Map1 team (Paul Harvey & Lucas Cieza, University of Texas) created mosaic images
using the SSC’s MOPEX program (Makovoz & Marleau2005) with the outlier rejection,
overlap correction, and position refinement modules. For the c2d observations, we took
short integrations in the IRAC bands, called high dynamic range (HDR) data to obtain the
correct photometry for saturated sources. All our observations in each wavelength were
taken in two epochs. The two epochs of observations were separated by 4-8 hours in c2d,
and by up to 3 weeks later in DeepCores. Map1 created photometry and mosaics made
from three products: the first epoch of data, the second epoch of data, and the combined
epochs (utilizing data from both individual epochs and the HDR data, if available). The
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initial point source extraction was performed on each mosaic using a modified version
of the DOPHOT program (Schechter et al.1993). This program works by fitting Point
Spread Functions (PSFs), so as sources were found, they were subtracted from the image.
This procedure was iterated until a user defined flux limit was reached. We calculated the
final position and photometry for each source using all BCD images that contributed to
that source.
The IRAC and MIPS 24µm source fluxes were calibrated by computing the ratio
between the aperture flux and model PSF flux for all sources with a reliable aperture flux
and that could be fitted by the point source profile. We used an aperture box 7 pixels wide
for all bands. The average aperture to PSF flux ratio was assumed to hold for all sources,
and a multiplicative correction was applied. This ratio was always with a few percent of
unity.
The 70µm point source extractions were performed on mosaic images made using
MOPEX on the SSC’s filtered and unfiltered BCDs. Source extractions were then per-
formed using the SSC’s point source extraction software, APEX, on both mosaic images.
We used the Point Response Function (PRF) photometry from the filtered mosaic except
for sources brighter than∼ 2 Jy, when the SSC’s filtering over corrects in the wings of
the PRF. In such cases, we substituted PRF photometry from the unfiltered mosaic.
2.3.3 Bandmerging
The final stage of data processing prior to science analysis of c2d images involved the
creation of bandmerged catalogs. Again, refer to the c2d delivery document (Evans et al.
2007) for details.
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IRAC - MIPS 24 Bandmerging
For each band, the three source extraction lists (epoch1, epoch2, and combined epochs)
were checked for “self-matches” within an epoch; two sources extracted within one
epoch, but with positional matches of≤ 2.′′0 were considered to be the same source.
The fluxes of the detections were summed, and the position of the source was calculated
as the weighted mean. We then merged the three lists together to cross-identify sources
with positional matches of 2.′′0 or less. We visually inspected the epoch-merged source
lists for each band to remove diffraction spikes, column pull-down, latent images, and
other image artifacts that were misidentified as sources.
The epoch-merged source lists for each band were then merged as follows. First,
we merged the four IRAC bands together, one-at-a-time. We started by merging IRAC1
(3.6µm) and IRAC2 (4.5µm), then merged this product with IRAC3 (5.8µm), and finally
combined with IRAC4 (8µm). At each step, we combined detections at two wavelengths
into a single source if the difference in central position was≤ 2.′′0. Then, this bandmerged
IRAC catalog was merged with the 24µm MIPS1 band using a larger distance, 4.′′0. The
larger distance was used because of the larger PSF at 24µm compared to IRAC. A 24µm
detection was always matched to the nearest IRAC source, even if there was more than
one IRAC source within the 4.′′0 radius.
In all steps of bandmerging, we merged together the closest position match between 2
wavelengths. Any other detections within the specified radius were preserved in the final
catalog, but not merged.
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MIPS 70µm Bandmerging
Even though we have two epochs of observation at 70µm, they do not have much over-
lap between them. Thus, we only performed source extractions on the combined epochs
dataset. First, we performed a ‘self-merging’ on the combined epochs dataset using a
matching radius of 4.′′0. Secondly, each 70µm point source detection was matched to
all shorter wavelength catalog sources within a 8.′′0 radius. We them visually inspected
each merged 70µm detection to determine the ‘best’ source match between shorter wave-
lengths (1.25−24µm) and 70µm. This ‘best’ source match was the one with the most
consistent Spectral Energy Distribution (SED) across all detected wavelengths. In a few
cases where it was not clear which SED was ‘better’, we chose the closer match.
Shorter wavelength sources that were within 8.′′0 of a 70µm detection butnot matched
with the 70µm, were assigned a special flag to denote their status. Thus, in our final cat-
alog, a 70µm detection is listedonce; we did not try to split up the flux to different
shorter wavelength sources.
JHKs Bandmerging
The last step to creating our final source catalogs for each cloud and core was to merge
our Spitzercatalogs with theJHKs catalogs obtained from Kitt Peak. This merging was
performed similarly to other steps; we compared theJHKs catalog with ourSpitzerone
using a distance matching criterion of 2′′. In cases where there was more than one possible
match betweenJHKs andSpitzercatalogs, we always chose the closest match.
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2.4 Reliability
In this section we will evaluate the reliability of the fluxes and positions of our catalogs.
We will concentrate primarily on the reliability of ourJHKs source extractions. The reli-
ability of our Spitzerobservations is discussed extensively in the delivery documentation
(Evans et al.2007).
2.4.1 JHKs Reliability
For all ourJHKs catalogs we performed three tests on the reliability and accuracy of the
positions and photometry for these wavebands. We used the 2MASS data for comparison
with our catalogs. To ensure that we only used high quality 2MASS sources in our com-
parison, we restricted ourselves to sources brighter than 14.5, 14.0, and 13.0 magnitudes
in the J, H, andKs bands, respectively. These limits are above 2MASS’ 10σ limits of
15.8, 15.1, and 14.3 magnitudes in theJ, H, andKs bands, respectively3. We have in-
cluded figures showing the results from the Serpens molecular cloud; our other regions
show similar results.
In Figure2.3 we have plotted a logarithmic histogram of the difference between our
final coordinates in our Serpens catalog and those of the 2MASS catalog. Our mean
difference in position is 0.′′15 and 95% of our sources have a difference in position of 0.′′6
or less (around 2 pixels on the FLAMINGOS CCD).
In Figure2.4 we plot normalized histograms of the flux difference between our Kitt
Peak observations and the 2MASS catalog for all 2MASS sources. The best-fit Gaussian
for each waveband is also shown withσ = 0.04−0.05. Based on this analysis, we believe
our fluxes are correct to∼ 5%. From the 2MASS documentation, the photometry for
bright, non-saturated sources in 2MASS have a precision of 1-2%.
3http://www.ipac.caltech.edu/2mass/releases/allsky/doc/explsup.html
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Figure 2.3: Normalized histogram showing the distance, in arcseconds, between 2MASS
and KPNO positions. The data are for our Serpens observations. The mean is 0.′′15 and
95% of our positions differ by≤ 0.′′6.
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Figure 2.4: Histograms of the difference between our final catalog flux and the 2MASS
flux for the J,H,Ksbands. The best-fit Gaussian function is overlaid on each histogram
with σ = 0.04− 0.05. The catalog shown is the Serpens cloud; catalogs from other
regions have similar uncertainties.
A final concern with our catalogs is that we may need to apply a color correction due to
differences between the 2MASS and FLAMINGOS filters. In Figure2.5we have plotted
the difference in magnitude between our Kitt Peak data and the 2MASS photometry for
the JHKs wavebands. If a color correction was needed, we would see a deviation from
zero difference at largerH−Ks values (Huard et al.2007). We do not observe any such
effect in our data. Therefore, we have not applied any correction to our final catalogs
based on potential differences in the 2MASS and FLAMINGOS filter systems.
2.4.2 Mid-IR Reliability
To assess the statistical uncertainties in the c2d data, the c2d Quality team (Neal Evans
& Mike Dunham, University of Texas) compared c2d observations of some isolated
cores with deeper observations of the same objects. These deeper observations came
from two SpitzerGeneral Observer programs: “DeepCores” (used in this thesis), and
“Cores2Deeper” (PI Phil Myers,SpitzerPID 20386). The Quality team compared the
magnitudes obtained by c2d with those from these deeper observations and used the re-
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Figure 2.5: Plot of the difference between our Kitt Peak magnitude and the 2MASS
magnitude vs.H−Ks color for our Serpens data. Note that there does not appear to be
any deviation from zero difference at largeH −Ks color for any waveband. All three
bands have an average difference< 0.01 mags. with a standard deviation of 0.04−0.05
mags. A deviation would be observed if a color correction needed to be applied to our
photometry.
peatability of the measurements to estimate the statistical error. Based on these mea-
surements, the c2d team determined there were two separate effects: first, the statistical
uncertainties listed in the catalog were too low by a factor of∼ 2.3 and second, there was
a floor to the minimum uncertainty obtainable on bright sources of 0.05 magnitudes in
IRAC and 0.10 magnitudes in MIPS1 (24µm).
Furthermore, the c2d team compared their photometry with standard stars to estimate
the calibration uncertainty. From this analysis, only performed with the IRAC bands, the
c2d team found their photometry was consistent with the expected values within 5%. For
MIPS1 and MIPS2, the c2d team used the SSC estimates for the calibration uncertainties:
4% (24µm) and 20% (70µm).
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2.5 Source Classification
Our source classification procedure was developed by Dr. Shih-Ping Lai for the c2d team.
This method classifies sources based on their SEDs at wavelengths from 1.25−24µm.
It is important to include the effect of dust extinction when identifying stars because
star light is often dimmed by significant dust in the molecular clouds we observed. The
observed flux of a reddened star,Fobs(λ ), can be described with the following equation:
log(Fobs(λ )/Fmodel(λ )) = log(K)−0.4×Cext(λ )×AKs (2.1)
whereFmodel(λ ) is the stellar photosphere model,K is the scaling factor of the model
for a particular star, andCext(λ )≡ Aλ /AKs is the ratio of extinction at wavelengthλ to
extinction atKs from the dust extinction law.K andAKs can be derived from the linear fit
of this equation by adopting stellar photosphere and dust extinction models. The stellar
photosphere models forKs–MIPS1 bands are based on the Kurucz-Lejeune models and
come from the SSC’s “Star-Pet” tool4. For the 2MASS bands, we translated the observed
J−H andH−K colors of stars (Koornneef1983) to fluxes relative toK band and ignored
the difference betweenK andKs bands.
Each source is classified by several possible criteria. First, we attempt to fit all avail-
able wavelengths with a reddened stellar template. If this fails, we exclude each band
one-by-one and re-attempt a stellar fit. We do this since a star may have a prominent ab-
sorption or emission line in one band. Any sources that cannot be fit as stars are subjected
to further tests to classify them. We use three templates to select for Polycyclic Aromatic
Hydrocarbon (PAH) emission, star+dust, and finally red sources. If a source fits no other
source template, it will be classified based on the shape of the SED.
All non-star objects may also receive a second classification of Young Stellar Object
4(http://ssc.spitzer.caltech.edu/tools/starpet)
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candidate (YSOc) or Background Galaxy candidate (Galc). YSO candidates are tradition-
ally selected from sources with excess flux at near- to far-infrared wavelengths compared
to the stellar photosphere. Unfortunately, many background galaxies fit the same descrip-
tion. In order to create a sample strongly enriched in YSO candidates while minimizing
confusion from background galaxies, we have used several statistical criteria derived from
the SWIRE data of ELAIS N1 (Surace et al.2004) to separate YSOc sources from other
objects with infrared excesses. Since the ELAIS N1 region is towards the North Galactic
Pole, we expect the data to contain almost nothing other than stars and background galax-
ies, making them useful for understanding the distribution of infrared excess non-YSO
sources.
We used both IRAC and MIPS data together to identify ‘YSO candidates’. The cri-
teria we used were empirically derived from SWIRE and the Serpens molecular cloud.
Detailed discussion can be found in the c2d delivery documentation andH rvey et al.
(2007a). In brief, we constructed “probability” functions from three color-magnitude di-
agrams: [4.5] vs. [4.5] - [8.0], [24] vs. [4.5] - [8.0], and [24] vs. [8.0] - [24]. Based on
where a source lies in each color-magnitude diagram, it is assigned a probability of being a
galaxy. The total probability is then the product of the three individual probabilities. This
value may be modified by several factors, including the source’s location in anH−Ks vs.
Ks− [4.5] color-color diagram. If the final probability is less than a set value, the source
is classified as a YSOc, otherwise it will be a Galc. In Figure2.6we have shown the four
plots used in distinguishing YSOc and Galc objects. This figure is from the c2d delivery
documentation and shows the results for the Serpens molecular cloud. The black lines
on each figure arenot hard cutoffs but used to illustrate where the probability cutoffs are
assigned. The red line at[24] = 10 is a hard cutoff. Sources fainter than 10th magnitude
at 24µm are always classified as Galc.
To perform the source classification, all that remains is to choose an appropriate dust
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Figure 2.6: Four diagrams showing the selection criteria used for separating YSOc from
Galc sources. The left column is for the c2d Serpens data, the middle column is the
c2d processed SWIRE catalog for ELAIS N1, and the right column is the c2d processed
SWIRE catalog resampled to simulate the extinction and sensitivity of the c2d Serpens
observations.
29
extinction law and then find the best fit values ofK andAKs. The standard c2d pipeline
differs from our method in two important respects. First, c2d computed extinctions asAV ,
the magnitudes of Visual extinction. We have chosen to adoptAKs. Secondly, c2d com-
putedK andAV simultaneously by computing a least squares fit to all available wavebands
using equation2.1. We follow a slightly different procedure: First,AKs is computed using
theJHKs bands via the NICER technique (Lombardi & Alves2001). Then, holdingAKs
fixed, the best-fit value ofK is derived. Our reason for this is that we want to compute the
extinction from theJHKs bands and then use this calculation in deriving the extinction
law in the mid-infraredSpitzerwavelengths. When only theJHKs bands are used, we
have found this method produces more accurate extinction measurements. See§ 2.6 for
further discussion. WhileAKs could be computed for any source detected in theJHKs
bands, the value is only meaningful for sources classified as stars and therefore not listed
in the catalog for non-star source classifications.
2.6 Accuracy of Extinction Methods
There are numerous methods for computing the line-of-sight extinction towards a back-
ground star. We will not consider techniques such as star counts or obtaining spectra for
each background source since both of these methods are impractical for mapping extinc-
tion on large scales with high resolution. Instead, we will focus on techniques that use the
photometry from multiple wavebands for each star since this situation describes our data.
The most popular method for computing extinction from photometry is the Near-
Infrared Color Excess method (NICE) pioneered byLada et al.(1994). This method
combines aspects of the star counting and spectral techniques to enable large-scale maps
of the extinction to be made quickly. The basic idea is that theH−Ks color of a source
can be converted into a visual extinction by using a standard extinction law (Rieke &
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Lebofsky1985):
AV = 15.87[(H−Ks)observed− (H−Ks)intrinsic] (2.2)
where(H −Ks)intrinsic is the intrinsicH −Ks color for that star. In practice, the intrin-
sic color for a star is unknown since the true spectral type is unknown. However, in the
near-infrared, the scatter in intrinsicH−Ks colors for stars is quite small meaning that
an average value,〈(H−Ks)intrinsic〉 can be assumed without greatly biasing the resulting
value ofAV . Furthermore, this method assumes a certain extinction law (Rieke & Lebof-
sky 1985). Again, the advantage of using the near-infrared is evident because at these
wavelengths the extinction law is fairly independent of line-of-sight ( e.g.Cardelli et al.
1989). The scatter inAV can be further minimized by averaging together spatially nearby











A similar expression to Equation2.3can be derived usingJ−H. Lombardi & Alves
(2001) combined the extinctions computed fromJ−H andH−Ks to determine the “best”
AV , i.e. the one with minimum variance. They dubbed this technique NICER, for Near-
Infrared Color Excess Revisited. Finally, as an alternative to using infrared colors, the
“Cores to Disks”SpitzerLegacy Science program has used SED fitting over all available
wavebands to determine the extinction.
Which technique provides the most accurate and precise measurements of the ex-
tinction? To answer this question, we constructed three model stellar populations with
different amounts of extinction:AV = 0,10,20. Each population has 10,000 stars and
each star is placed at a random distance, which scales the fluxes for every band up or
down accordingly. We used the Weingartner & DraineRV = 3.1 extinction law (Wein-
gartner & Draine2001) to attenuate the fluxes according to the specifiedAV . To make
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our simulated field as realistic as possible, we used a Kroupa initial mass function (IMF)
to weight the stellar population (Kroupa et al.1993). The input spectral models were the
same ones used by the c2d program, which are based on the Kurucz-Lejeune models and
come from the SSC’s “Star-Pet” tool5. The mass for each spectral type came fromCox
(2000). Finally, for each waveband fromJ through MIPS1 (24µm), we added Gaussian
noise to the model fluxes.
For each of our stellar populations, we computed the average extinction and dispersion
using five techniques:J−H, H −Ks, spectral fitting of all bands (J−24µm), spectral
fitting of theJHKs bands, and NICER. We chose to fit spectral types for methods three
and four since this is the standard processing procedure followed by c2d and this produces
more accurate extinction measurements over using an average stellar model. For the
J−H, H−Ks, and NICER methods we need to assume values for〈(J−H)intrinsic〉 and
〈(H−Ks)intrinsic〉. The values we have chosen to use for all observations in this thesis are:
〈(J−H)intrinsic〉= 0.63±0.16
〈(H−Ks)intrinsic〉= 0.21±0.14
These values were derived from the lowest extinction regions in the cores L1152,
L1155C-2, and L1228. These numbers also agree with the values in our model stellar
populations. We did not use the lowest extinction regions in our clouds or in L204C-2 as
references since these regions still have moderate extinction and therefore we believe the
colors would still contained some reddening.
The results are summarized in Table2.2. All methods except for spectral fitting of
theJHKs bands do reasonably well in terms of the average extinction for the population
being close to the true value. NICER and “Fit All” have lower dispersions than any other
5(http://ssc.spitzer.caltech.edu/tools/starpet)
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Table 2.2. Extinctions from Model Stellar Populations
AV = 0 AV = 10 AV = 20
Method Mean σ Median Mean σ Median Mean σ Median
J−H -0.26 1.46 0.05 9.95 1.46 10.26 20.17 1.47 20.49
H−Ks 0.06 1.67 0.06 10.46 1.67 10.46 20.87 1.70 20.88
Fit All 0.40 1.11 0.13 10.38 1.12 10.11 20.36 1.11 20.10
Fit JHKs 1.28 2.51 1.01 11.31 2.50 11.03 21.32 2.54 21.03
NICER -0.18 1.22 0.17 9.80 1.21 10.15 19.56 1.19 19.93
Note. — Statistics on the extinctions computed using five methods on three model stellar
populations (AV = 0,10,20). See§ 2.6for a description of how these stellar populations were
constructed.
method. Just using theJHKs bands and attempting to do spectral fitting produces very
inaccurate results. Not only are the extinction values too high (by about 1.3 magnitudes),
the dispersion is also much larger than any other method.
In this dissertation, we want to compute the observed extinction law in theSpitzer
wavebands. Therefore, we cannot fit all the wavebands when computing the extinctions;
instead, we will use theJHKs bands alone. Therefore, we have chosen to use the NICER
method to compute all our extinctions in this thesis. This technique provides the most
accurate extinctions with the lowest standard deviations.
2.7 Average Stellar Models
In later chapters we will be using an “average” stellar model when computing changes in
the extinction law. How this “average” model was created is the subject of this section.
We computed the expected stellar distribution for each of our regions: Ophiuchus,
Perseus, Serpens, L204C-2, L1152, L1155C-2, and L1228. To compute this distribution,
we used the galaxy model fromJarrett(1992); Jarrett et al.(1994). This model produces
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source counts broken down by spectral type. With this model we knew, for example,
the number of G2 giants versus K0 dwarfs in each region. These source counts gave
us a rudimentary weighting function that could be used in computing the average stellar
model. However, a weighting function from the raw source counts would ignore the
reality that not all spectral types are equally observable at each wavelength. Our next
step was to correct for the detection limits of our actual observations. From our data we
determined the 5σ limiting magnitudes listed in Table2.3. The galaxy model lists the
extinctedKs magnitude for each star and its extinction,AV . We used this information, the
Weingartner & DraineRV = 3.1 extinction law, and the stellar templates from “star-pet”6
to compute the magnitude of each star at every observed waveband fromJ−24µm. We
arbitrarily discarded any detection falling below the 5σ cutoff for the given waveband.
Using the normalized, final, corrected source counts at each waveband as a weighting
function, we then computed the average stellar template for each region. Finally, for
comparison between the different clouds and cores, we created an average cloud and
average core stellar template by averaging together the individual averages. Our results
are shown in Table2.4.
6http://ssc.spitzer.caltech.edu/tools/starpet
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The Mid-Infrared Extinction Law in the
Ophiuchus, Perseus, and Serpens
Molecular Clouds
3.1 Introduction
Molecular clouds are vast parsec scale groupings of gas and dust (Evans1999; Shu et al.
1987). It is important to understand cloud physical properties if we are to learn about the
process of star formation since stars form within clouds. Parameters such as density and
temperature vary widely within a single cloud and between clouds due to many mecha-
nisms such as external and internal heating by stars, shocks, and gravitational contraction.
The use of dust grains to observed molecular clouds is ideal since they are not affected by
possible changes in abundance like tracer molecules such as CO.
In this chapter we will utilizeSpitzerand deep ground-basedJHKs observations to
probe changes in the dust properties within three molecular clouds: Ophiuchus, Perseus,
and Serpens. We will compare these results to three different dust models. TheWeingart-
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ner & Draine(2001) RV = 3.1 andRV = 5.5 models were chosen because they incorporate
polycyclic aromatic hydrocarbons (PAHs) and grain growth in theRV = 5.5 model. The
third model is being developed by Pontoppidian et al. (in prep) starting from a simplified
version of the Weingartner & DraineRV = 3.1 model and incorporating icy mantles on
the dust grains. We have used version 5.0 of this model. Throughout this chapter we will
denote these models as WD3.1, WD5.5, or KP v5.0, respectively.
3.2 Observations
We mapped regions within the Ophiuchus, Perseus, and Serpens molecular clouds in nine
wavebands from 1.25−70µm. OurSpitzerobservations (3.6−70µm) were taken as part
of the “Cores to Disks”SpitzerLegacy Science Program (c2d) (Evans et al.2003), while
our JHKs data were taken at Kitt Peak National Observatory using the FLoridA Multi-
object Imaging Near-ir Grism Observations Spectrometer (FLAMINGOS) (Elston1998).
The JHKs data were taken in three observing runs from September 2004 through June
2006. TheSpitzerobservations have been published previously for Ophiuchus (Padgett
et al.2007), Perseus (Jørgensen et al.2006; Rebull et al.2007), and Serpens (Harvey et al.
2006, 2007b).
The c2d observations of Ophiuchus, Perseus, and Serpens cover approximately 11
deg2 with Spitzer’s IRAC and MIPS instruments. Such a large area could not feasibly
be observed by FLAMINGOS. So, we have focused on selected regions within these
clouds. Our goal is to explore changes in the dust extinction law within molecular clouds
so we chose contiguous regions that had a range of extinction values, from low to high.
Furthermore, we tried to include small star-forming regions within our mapped areas since
these regions may alter the dust properties as well. In Table3.1we list the basic properties
of these clouds including the areas we mapped with our deeperJHKs observations.
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Table 3.1. Basic Properties of the Clouds
l b Dist. JHKs Area
Cloud (deg.) (deg.) (pc) (deg2)
Ophiuchus 353 16 125±25a 0.15
Perseus 160 -19 250±50b 1.0
Serpens 30 5 260±10c 0.33
ade Geus et al.(1989)
bEnoch et al.(2006)
cStraizys et al.(1996)
In Figures3.1 - 3.3we have plotted a three color image of each region using the c2d
data. The red, green, and blue emission correspond to the 24, 8, and 3.6µm channels on
Spitzer, respectively. The green or red outline denotes the area we mapped in theJHKs
bands.
In Ophiuchus we mapped a∼ 10′×60′ region to the northeast of L1688. There are a
number of YSOs on the western side of our map, toward L1688, and several mid-infrared
dark cores in the middle and on the eastern side. The primary clump of nebulosity we
mapped is so bright that it is saturated at 24µm and thus shows up as cyan in our color
image. The Eastern corner of our mapped area has very little dust luminosity compared
to the rest of the region.
Our Perseus observations have a significant amount of dust nebulosity. There is a par-
ticularly bright region near the center of our map containing the IRAS source 03382+3145.
To the southeast of this region is a cluster of bright red sources. Based on these sources’
red appearance in Figure3.2, they likely have an infrared excess suggesting they are
young stellar objects. These sources were not resolved by IRAS, but there is a known
source at the same position, IRAS 03388+3139. There are several other isolated infrared
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Figure 3.1: Color image of the Ophiuchus cloud made from the 3.6µm (blue), 8.0µm
(green), and 24µm (red) channels onSpitzer. The green outline denotes the region we
observed with ourJHKs observations.
excess sources within the field. Just to the East of our observations is the well-known
star-forming region IC348.
Finally, in Serpens we mapped a region surrounding “Cluster B”, a group of young
stellar objects (YSOs) to the south of the primary Serpens star-formation region and lo-
cated approximately in the middle of the c2d area (H rvey et al.2006). There are numer-
ous YSOs within this region and they are not just confined to “Cluster B”. There are two
notable dark patches that show up in the mid-infraredSpitzerdata, one to the southeast of
“Cluster B”, the other to the northeast. Just to the south of ourJHKs maps is the Herbig
Ae star VV Ser surrounded by nebulosity.
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Figure 3.2: Color image of the Perseus cloud made from the 3.6 µm (blue), 8.0 µm
(green), and 24µm (red) channels onSpitzer. The green outline denotes the region we
observed with ourJHKs observations.
3.3 High-Reliability Star Catalogs
Chapter2 describes in detail both our and c2d’s data reduction pipelines so we will not
discuss them here. Our goal in this chapter is to explore how the dust extinction and ex-
tinction law changes throughout three molecular clouds. Therefore, high reliability near-
infraredJHKs data are essential because these wavelengths alone are used to calculate
extinctions and extrapolate the extinction law in theSpitzerbands. Furthermore, we want
to restrict our catalogs to stars andJHKs-only sources. With YSOs, background galaxies,
and other infrared excess sources we cannot separate out the expected flux of the SED
from changes in those fluxes due to variations in the extinction law.JHKs-only sources
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Figure 3.3: Color image of the Serpens cloud made from the 3.6 µm (blue), 8.0 µm
(green), and 24µm (red) channels onSpitzer. The green outline denotes the region we
observed with ourJHKs observations.
cannot be used in computing changes in the extinction law at mid-infrared wavelengths
but are useful in obtaining line-of-sight extinctions.
We initially created high-reliability star catalogs by selecting only those sources clas-
sified as stars with both the WD3.1 and WD5.5 dust models. This selection excludes
questionable stars which may effect our results, but may also miss bona-fide stars which
trace a true change in the extinction law. To check whether this is the case, we created
lists of the sources that are only classified as stars with either the WD3.1 or WD5.5 dust
models, but not both. Our results for Serpens are shown in Figure3.4. The stars classified
with WD5.5 (green) are strongly associated with the higher extinction regions while the
WD3.1 stars (white) are scattered randomly throughout the image. Furthermore, up to a
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Figure 3.4: Extinction map of Serpens (See§ 3.5) with sources identified as stars using
only the WD3.1 or WD5.5 dust models. Those stars classified only with the WD5.5
model are shown in green, while those classified with WD3.1 are plotted in white.
third of the detections that are only classified as stars using WD3.1 have a quality flag
identifying them as confused with a nearby source suggesting that many of these sources
have suspect photometry. In the remainder of the catalog, less than 1% of the sources are
similarly confused.
For these reasons, we have selected all sources identified as stars with the WD5.5
dust model and computed line-of-sight extinctions based on this model. The extinctions
computed with WD5.5 differ from those computed with a more traditional WD3.1 model
by only 1-2%. In this step we also excluded any sources only classified as stars when
one of the wavebands was dropped because we did not want to bias our results on the
extinction law due to a prominent absorption or emission line. Furthermore, because
accurate extinction measurements are essential to this dissertation, we required sources to
have a detection≥ 5σ in each of theJHKs bands. Lastly, we ‘cleaned’ our star catalogs
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Table 3.2. Number of Sources in the Clouds
High Reliabilitya
Cloud Total 3+ bands JHKs-only Stars Cleaned
Ophiuchus 24,671 4,181 59 2,403 2,365
Perseus 83,443 17,114 3815 11,479 11,280
Serpens 100,383 67,783 23,707 49,712 49,485
a Sources meeting our high-reliability criteria,§ 3.3
Note. — The number of sources in each cloud meeting different
selection criteria. The ‘stars’ and ‘cleaned’ columns are discussed in
§ 2.5and§ 3.4.2, respectively.
to remove suspected faint background galaxies. This procedure will be discussed in detail
in §3.4.2. In Table3.2 we list the number of sources in our star catalog for each cloud
both before and after removal of faint background galaxies. In this paper whenever we
refer to the star catalogs, we will be using the cleaned star catalogs.
3.4 Source Statistics
3.4.1 Comparison to 2MASS
Our 10σ detection limits in theJHKs bands are 19.5, 18.8, and 17.7 magnitudes, respec-
tively. These limits are∼ 3.5× deeper than 2MASS in all three bands. The number of
JHKs detections is 2× and 3× larger than 2MASS in Ophiuchus and Perseus, but 6×
greater in Serpens, which is towards the Galactic center.
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Figure 3.5: Near-infrared color-color diagrams for Ophiuchus, Perseus, and Serpens.
We have plotted all stars with uncertaintiesJHKs magnitudes≤ 0.1. Gray points have
Ks magnitude> 15 while red points are brighter.
3.4.2 Faint Background Galaxies
Figure3.5 showsJ−H versusH−Ks for our three clouds. In this figure we have only
plotted those sources in our high-reliability star catalogs, and only those stars with a
magnitude error≤ 0.1 in all three of theJHKs bands (roughly 10σ ). Those sources
brighter than 15th magnitude atKs are shown in red while fainter sources are gray. We
would expect to see extincted stars following a reddening vector which stretches the data
points into a line with some scatter (see e.g.,Lombardi & Alves2001). We do see this
trend with the red data points in all three clouds and also with the gray points in Ophiuchus
and Serpens. This trend is not so clear in Perseus where there are a number of gray sources
with H−Ks & 0.7 andJ−H . 1.4 which do not appear to follow the reddening vector.
What is the nature of these sources? One possibility is that these are merely faint stars
with bad photometry. It is true that these sources are fainter than 15th magnitude atKs,
however we restricted our plot to sources with detections≥ 10σ in the JHKs bands to
ensure good photometry. Upon further examination, we found many of these anomalous
sources are only detected in theJ-IRAC2 bands. Another possibility, therefore, is that
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these sources are not really stars, even though they have been classified as such. Perseus
is located at Galactic longitudel = 160◦, almost in the Galactic anti-center direction,
while Ophiuchus and Serpens are located towards the Galactic center atl = 353◦ andl =
30◦, respectively. With these Galactic longitudes and given that these anomalous sources
are only seen in Perseus, we suspect these sources are likely misidentified background
galaxies. The Galactic latitude appears to play little role because Perseus (b = −19◦) is
located at a comparable distance outside of the Galactic plane as Ophiuchus (b = 16◦),
yet Ophiuchus is the most correlated cloud in Figure3.5.
Our goal in this section is to develop a set of criteria that we will use to separate these
suspected faint background galaxies from our actual stars. It is likely that any procedure
will remove bona fide stars in addition to background galaxies. We want our criteria to be
stringent enough so that the final sample of sources selected for removal will be strongly
enriched in background galaxies and contain a minimum number of actual stars. We
will then use these procedures to create purified star catalogs which will be used in this
dissertation.
To determine whether the sources with anomalous colors really are background galax-
ies, we need a group of “known” stars and background galaxies to which we can compare.
To make these “known” samples, we plottedKs vs. Ks− [24] for our three cloud regions
in Figure3.6. We only plotted those sources with S/N≥ 3σ at 24µm in addition to the
earlier cut (7σ ) we made for uncertainties inJHKs photometry. The shaded contours in
each panel are the SWIRE data of ELAIS N1 (Surace et al.2004) as processed by the c2d
team. The ELAIS N1 region is near the north Galactic pole, and therefore we believe the
data contain nothing but stars and background galaxies making them useful for selecting
stars and galaxies. Based on Figure3.6 we selected two groups of sources: those with
Ks− [24] ≤ 1 and those sources withKs ≥ 15 andKs− [24] ≥ 4. We believe the first
group contains stars, while the second population contains background galaxies. We will
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Figure 3.6: Ks vs. Ks− [24] plot for our three clouds. We have used four different
symbols to correspond to different source classifications: stars are circles, background
galaxies are squares, ‘YSO candidates’ are triangles, and plus signs denote all other
classifications. The vertical lines denote separations between different YSO classes as
defined byGreene et al.(1994). The shaded contours are from the c2d processed catalog
of part of ELAIS N1 (Surace et al.2004).
use these groups as our “known” samples.
In Figure3.7 we overlaid the “known” stars (green) and background galaxies (red)
on ourJ−H vs. H−Ks color-color diagram. There is a rough separation between these
two classes of sources. The stars chiefly lie along the stellar reddening vector, while
the background galaxies appear below and to the right of this vector, exactly where our
anomalous points appear in Perseus. As our first selection criterion, we drew dashed lines
to separate stars from galaxies. Note that the separation between the two is not perfect,
but does establish that sources withJ−H ≥ 0.6, H −Ks ≥ 0.6 and to the right of the
sloped line are more likely to be galaxies rather than stars. The equation for the sloped
line is: J−H = 1.9× (H−Ks)−0.16.
As noted earlier, approximately three-fourths of the objects in our clouds that lie in
the region selected by our first criterion are only detected in IRAC1 and/or IRAC2. These
sources are typically faint enough that they are not detected in the longer wavelengths.
In Figure3.8 we plottedH −Ks vs. Ks− [3.6] and vs. Ks− [4.5]. The gray points are
those sources selected in all three clouds from Figure3.7with J−H ≥ 0.6, H−Ks≥ 0.6,
andJ−H ≤ 1.9× (H −Ks)− 0.16. Again, green points are stars while red points are
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Figure 3.7: Near-infrared color-color diagrams for Ophiuchus, Perseus, and Serpens.
Those points classified as stars (§ 2.5) with uncertainties inJHKs magnitudes≤ 0.1 are
shown in gray. The green points are stars and the red ones are background galaxies. See
the text for a discussion on how these sources were selected. The equation for the sloped
dashed line isJ−H = 1.9× (H−Ks)−0.16.
background galaxies. In both of these plots, there is a very clear separation between the
stars and galaxies. We have defined a single line to use for both plots:H−Ks = 1.32x
wherex is eitherKs− [3.6] or Ks− [4.5].
Based on Figures3.7 and3.8, we have developed two criteria to reduce the number
of background galaxies in our data. Starting from the high-reliability “star” catalogs we
created in§ 3.3, we removed all sources satisfying the following two criteria:
1. J−H ≥ 0.6, H−Ks≥ 0.6, andJ−H ≤ 1.9× (H−Ks)−0.16
2. H−Ks≤ 1.32× (Ks− [3.6]) andH−Ks≤ 1.32× (Ks− [4.5])
In Table3.2 we have listed the number of sources in each star catalog both before
and after ‘cleaning’. Our cleaning procedure removed 1.6% of the sources in Ophiuchus,
1.8% in Perseus, and 0.5% in Serpens.
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Figure 3.8: H−Ks vs.Ks− [3.6] (left) and vs.Ks− [4.5] (right). The gray points are the
sources selected by the dashed lines in Figure3.7 for Ophiuchus, Perseus, and Serpens.
The green points are stars while the red points are background galaxies. See text for
discussion of how these sources were selected. The dashed line in each panel has the
equationH−Ks = 1.32x wherex is eitherKs− [3.6] or Ks− [4.5].
3.4.3 Young Stellar Objects and Background Galaxies
Our classification procedure (§ 2.5) also identifies Young Stellar Object candidates (YSOc)
and background galaxy candidates (Galc). There are 25, 40, and 74 YSOc sources with
JHKs detections≥ 7σ in Ophiuchus, Perseus, and Serpens, respectively. If we normalize
per square degree, there are 150, 40, and 220 YSOc objects in each cloud, respectively.
The numbers of Galc objects are 6, 25, and 21, or 36, 25, and 63 per square degree
for Ophiuchus, Perseus, and Serpens, respectively. The YSOc and Galc objects will be
plotted on the extinction maps in the next section.
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3.5 Extinction
We have computed extinctions,AKs, to each source using the NICER technique (Lombardi
& Alves 2001) and as described in§ 2.5. The line-of-sight (LOS)AKs values give us a
random sampling of the trueAKs in each cloud. To convert these LOS extinctions into
a uniform map, we have overlaid a grid on top of the data to represent the cells in the
final extinction map. At each grid position, we have utilized all of the LOS extinctions
within a given radius. The extinction value in that cell is then the average of the individual
extinctions, weighted both by uncertainty and distance from the center of the cell. The






















whereθ is the distance in degrees between the center of the cell and each LOS extinction
value andσ is the standard deviation of the Gaussian, chosen to create a map with the
desired resolution. Note thatσ ≡ FWHM/2.3548 andFWHM is the Full Width Half-
Maximum of the Gaussian.
For each cell we chose an integration radius equal to theFWHM, or 2.3548σ . All
that remains is to choose the appropriate resolution for our maps. We would like to have
good statistical accuracy for each cell, so we used a resolution at which there are on
average 20+ stars in each cell. For Ophiuchus and Perseus, this corresponds to a 90′′
resolution while in Serpens, which is towards the Galactic center, we were able to make
a 30′′ resolution map and still have on average 36 stars per cell.
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Figure 3.9: AKs map of our observed region within the Ophiuchus cloud. The map has a
resolution of 90′′. The contours start atAKs = 0.5 in steps of 0.25 (5σ ). We have plotted
all the YSOc and Galc objects as triangles and squares, respectively. The maximumAKs
value in the map is 4.0 magnitudes.
Foreground stars can cause problems in regions of high extinction. These sources,
which are correctly assigned a very smallAKs, will bias the average value for a given cell.
We have dealt with foreground stars as follows: For each cell with more than 2 stars,
we compute the mean and medianAKs value. If these two statistics differ by more than
25%, and the average value ofAKs is≥ 0.75, then we drop the source with the lowestAKs
and recompute the mean and median. If the difference between the old and new mean is
less than 25%, we re-add the dropped source to our catalog. The percentage of sources
removed in this fashion is less than 1% for Ophiuchus and Serpens and 2% in Perseus.
3.5.1 AKs Maps
Following the procedure we outlined above, we have constructed extinction maps of Ophi-
uchus, Perseus, and Serpens (Figures3.9 - 3.11). The sources classified as either YSOc
or Galc have been plotted as triangles and squares, respectively.
Our Ophiuchus region has the largest dynamic range ofAKs values of any of our three
regions, up to 4 magnitudes. There is a loop of extinction located at∼ 16h28m30s in
addition to the high extinction region L1688 on the western side of the map.
Our Perseus extinction map contains dust filaments in the upper half of the image and
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Figure 3.10: AKs map of our observed region within the Perseus cloud. The map has a
resolution of 90′′. The contours start atAKs = 0.5 in steps of 0.25 (5σ ). We have plotted
all the YSOc and Galc objects as triangles and squares, respectively. The maximumAKs
value in the map is 2.6 magnitudes.
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Figure 3.11: AKs map of our observed region within the Serpens cloud. The “holes” in
the map correspond to regions with no data either due to being too dense or because the
only sources present were not classified as stars. The map has a resolution of 30′′. The
contours start atAKs = 0.5 in steps of 0.25 (5σ ). We have plotted all the YSOc and Galc
objects for Serpens as triangles and squares, respectively. The maximumAKs value in the
map is 3.4 magnitudes.
little extinction above theAKs = 0.5 level elsewhere in the map. There is a cluster of
YSOs identified as IRAS 03388+3139 located at RA∼ 3h42m DEC∼ 31◦47′. Further-
more, there is some visual correspondence between high extinction regions and darker
patches in the color image (Figure3.2); the dust lane that crosses the nebulous region of
IRAS 03382+3145 (∼ 3h41m30s +31◦55′) shows up as a high extinction filament in our
extinction map (Figure3.10).
The Serpens map has a higher resolution, 30′′ than either Ophiuchus or Perseus due
to the greater source density behind the Serpens cloud. There are two dense regions that
show up as holes in our maps due to the lack of stellar sources. The larger hole in the
center of the map is “Cluster B”. The extinction hole located to the West of “Cluster B”
shows up as a dark patch in theSpitzerimages, suggesting this region is extremely dense
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to appear opaque in the mid-infrared.
3.5.2 Probability Distribution Function
Simulations of turbulence in molecular clouds have shown that in the limit of isother-
mal gas distributions where gravity is unimportant, then the density distribution is ex-
pected to be log-normal (Padoan et al.1997; Passot & V́azquez-Semadeni1998; Vazquez-
Semadeni1994). This observation has been shown to also hold for the column density
(Ostriker et al.2001).
We constructed the probability distribution function (PDF) for our three clouds by
taking all of the non-zero pixel values from the extinction maps (Figure3.9-3.11), binning
them in log space with bin size∆ logAKs = 0.1, and finally normalizing the histogram. The
resultant PDFs can be seen in Figure3.12. All three clouds show that the PDF is largely
log-normal except for a low-extinction tail. The strength of this tail is nearly non-existent
in Perseus and Serpens but quite prominent in Ophiuchus. One possible explanation for
this behavior is that the temperature decreases at lower densities (Nordlund & Padoan
1999; Passot & V́azquez-Semadeni1998; Scalo et al.1998). However, a more prosaic
explanation is simply that our maps contain low-extinction off-cloud regions. As a test,
when we excluded the low-extinction triangular region in the lower-left corner of the
OphiuchusAKs map, the tail in the Ophiuchus PDF almost completely disappeared.
3.5.3 Size Scale of Structure
Our extinction maps have resolutions of 90′′ (Ophiuchus and Perseus) and 30′′ (Serpens).
These clouds are all at different distances resulting in linear resolutions of 11,250 AU
(Ophiuchus), 22,500 AU (Perseus), and 7,800 AU (Serpens). The 90′′ or 30′′ resolution
was chosen to create extinction maps with few or no holes and with a reasonable aver-
age number of stars per cell for good statistics. We can immediately see the amount of
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Figure 3.12: The normalized histogram of the line-of-sight extinction values in our
clouds. The best-fit Gaussian for each cloud is also plotted.
structure present in our Serpens map (Figure3.11) as compared to Ophiuchus and Perseus
(Figures3.9and3.10).
One method for analyzing dust structure below the resolution of a map is to plot
σAKs −AKs, the standard deviation ofAKs values in a cell versus the averageAKs of that
cell. Lada et al.(1994) showed that information about the unresolved substructure can be
derived fromσAKs −AKs. If a plot of σAKs −AKs has a positive slope, then this indicates
unresolved structure which may be either random spatial fluctuations or a density gradient
in the cloud (Lada et al.1999). Padoan et al.(1997) has showed theσAKs−AKs relationship
is the expected result for clouds with supersonic turbulence.
In Figure3.13we have plottedσAKs−AKs for our clouds. We constructed these figures
by comparing, for each pixel, the standard deviation of theAKs measurements in the cell
with the average value ofAKs. We then binned these measurements inAKs. Each panel
represents a different map resolution, either 30, 45 ,60, or 90′′.
All three clouds show a definite slope at 90′′ and 60′′ resolution. At 45′′, Ophiuchus
and Perseus appear flat forAKs ≤ 1. Finally, at 30′′, Ophiuchus and Perseus are relatively
flat for AKs ≤ 2. Above this limit, Perseus rises sharply and Ophiuchus may also exhibit a
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Figure 3.13: The standard deviation ofAKs versusAKs for the clouds. The values were
derived from extinction maps made at with four different resolutions: 30, 45, 60, and
90′′. We have binned our data inAKs to make the plot clearer.
rise inσAKs. Less than 0.1% of the cells in Perseus, haveAKs ≥ 2, so small number statis-
tics may be dominating the relationship in this cloud. The SerpensσAKs−AKs distribution
has a positive slope at all resolutions.
The change in the slope of theσAKs −AKs relation is consistent with numerous other
observational results (Alves et al.1998; Lada et al.1999, 2004, 1994; Lombardi et al.
2006). As we decrease the resolution from 90′′ to 30′′, we see that the slope flattens
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suggesting that some of the dust structure is being resolved at higher resolution.Lada
et al.(1999) found that theσAKs −AKs relationship could also be entirely explained by a
r−2 density profile in the IC 5146 dust filament. It is beyond the scope of this paper to
explore whether this scenario is plausible in our clouds. Our results do not appear to fit
the prediction for supersonic turbulence (Padoan et al.1997). Padoan et. al. showed that
supersonic turbulence would lead to a log-normal density distribution on all spatial scales
and therefore the slope would be expected to remain constant ( see e.g.Lada et al.1999).
3.6 Dust Properties
Up to this point, we have concentrated solely on thequantity of dust along each line-
of-sight. From this, we have studied the structure within the clouds. However, we have
ignored the properties of the dust itself. We now turn to this important problem.
Many authors have fit the near-infrared extinction to a power law,Aλ ∝ λ−β , with
β = 1.6− 1.8 (Draine2003, and references therein). Many of these studies have been
restricted to low extinction (e.g.Cardelli et al.1989, with AV . 5) althoughMoore et al.
(2005) measured the extinction law from 1− 2.2 µm towards nine ultra-compact HII
regions withAV & 15 to address this bias. The authors found no evidence for a steeper
extinction law thanβ = 1.8. The Weingartner & DraineRV = 3.1 andRV = 5.5 models
are very similar in the near-infraredJHKs bands, reflecting this apparent universality
of the near-infrared extinction law. We will exploit the constancy of the extinction law
in the near-infrared by using the extinctions computed from theJHKs bands and then
extrapolating the extinction law to theSpitzerwavebands.
Starting from our basic equation relating flux and extinction,
log(Fobs(λ )/Fmodel(λ )) = log(K)−0.4×Cext(λ )×AKs (3.4)
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[log(K)− log(Fobs(λ )/Fmodel(λ ))] (3.5)
At this point, we are still stuck because we do not knowK, the scaling factor for
distance, norFmodel, the best fit stellar model for each source. We do not want to fit the
JHKs bands to find these parameters since this technique may provide inaccurate values
as we found is the case for the extinction (§ 2.6). However, since we are only interested








SinceCext(Ks) ≡ 1 andFmodel(Ks) ≡ 1 (all stellar models are scaled relative toKs),




[log(Fobs(Ks)/Fobs(λ ))+ logFmodel(λ )]+1 (3.7)



























For Fmodel we will use the average cloud stellar model derived in§ 2.7. This model is
weighted based on the expected stellar distribution (Jarrett1992; Jarrett et al.1994) and
detectability.
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3.6.1 χ2 in the Clouds
We would like to construct a two-dimensional map of the changes in the dust properties
across a cloud. We will do this by computing a reducedχ2 value along each line-of-sight,
and then applying the same method we used to createAKs maps, except this time our
“extinction” values will beχ2 values. We defineχ2 as the sum of the difference between
our computed extinction law and a theoretical model over theSpitzerIRAC wavebands
(3.6−8µm). The reducedχ2 is then simplyχ2 divided by the number of bands summed













Cobsext (λ ) is computed from Equation3.7, C
model
ext is the extinction law for a given dust
model, andσλ is the uncertainty inC
obs
ext . In this paper, whenever we will refer to “χ
2”, we
are actually referring to the reducedχ2 as defined by Equation3.9. We have used both the
WD3.1 and WD5.5 dust models in creating ourχ2 maps. Note that we have only summed
over the IRAC bands. As we shall see later, the extinction law at 24µm is typically much
higher than either the WD3.1 or WD5.5 extinction models (§ 3.6.2). We do not want to
bias our results based on those data, so we have excluded this data point when calculating
the reducedχ2. Finally, we excluded any negative values forCobsext as unphysical.
We created a map of theχ2 values using the same process we used for extinction
mapping and with the same resolution. Ourχ2 maps for Ophiuchus, Perseus, and Serpens
can be seen in Figures3.14- 3.16. We have drawn our contours starting atχ2 = 4 because
this is the approximate level at which there is a definite transition between the WD3.1
and WD5.5 dust models (see Figure3.17). Further, with one degree of freedom there is
approximately a 5% chance thatχ2 = 4 would arise by chance. This probability decreases
with more degrees of freedom.
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Figure 3.14: Map of theAKs andχ
2 values in Ophiuchus. The top panel shows theAKs
map with contours starting at 0.5 magnitudes in steps of 0.25 mag (5σ ). The middle and
bottom panels show theχ2 maps for the same region made assuming either the WD3.1
(middle) or WD5.5 (bottom) extinction laws. Contours start at 4 in steps of 4.
In broad terms, there is a correlation between high extinction and largeχ2 in our
RV = 3.1 maps. The same correlation is not seen withRV = 5.5. To make a quantitative
comparison betweenχ2 andAKs, we binned our data inAKsand for each bin determined
the averageχ2 with both the WD3.1 and WD5.5 models. Our results are shown in Figure
3.17. TheRV = 3.1 χ2 curve is shown in black whileRV = 5.5 is shown in gray. At low
extinction,AKs . 1, theRV = 3.1 and 5.5 curves are very similar suggesting it is difficult
to distinguish between dust models at low extinctions. This explains why most of low
AKs regions in Figures3.14- 3.16appear very similar in both the WD3.1 and WD5.5χ
2
maps. AboveAKs ≈ 1, theRV = 3.1 curve rises sharply whileRV = 5.5 either decreases
or stays roughly constant.
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Figure 3.15: Map of theAKs andχ
2 values in Perseus. The left panel shows theAKs map
with contours starting at 0.5 magnitudes in steps of 0.25 mag. (5σ ) The middle and right
panels show theχ2 maps for the same region made assuming either the WD3.1 (middle)
or WD5.5 (right) extinction laws. Contours start at 4 in steps of 4. The region circled in
red is discussed in the text.
The correlation between highAKs and highχ
2 is not surprising since it is consistent
with the idea of grain growth in denser regions leading to a different extinction law. This
same behavior was found byKandori et al.(2003) in the L1251 cloud. This correlation
is not always strictly observed. There is one small region within the PerseusRV = 3.1 χ2
map where this correlation does not hold. This region is located at∼ 3h40.5m +31◦30′
and circled in red in Figure3.15. This region has a peakχ2 value of 39, but since it is
non-circular and larger than the integration radius, it seems unlikely that there is a single
bad data point affecting theχ2. The most puzzling thing about this region is that the
extinction is fairly unremarkable suggesting that grain growth may not be causing the
increase inχ2. However, other dust features, such as ice on dust grains may be causing
the anomalousχ2. In the next section, we explore changes in the observed extinction law
as a function of wavelength andAKs. This will help us to understand regions such as the
one in Perseus.
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Figure 3.16: Map of theAKs and χ
2 values in Serpens. The top panel shows theAKs
map with contours starting at 0.5 magnitudes in steps of 0.25 mag. (5σ ). The middle
and bottom panels are theχ2 maps for the same region made assuming either the WD3.1
(middle) or WD5.5 (bottom) extinction laws. Contours start at 4 in steps of 4.
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Figure 3.17: χ2 versusAKs for the clouds we observed. The WD3.1χ
2 values are
black, while the WD5.5χ2 values are light gray. The error bars shown are the standard
deviations of the meanχ2 value in each bin.
3.6.2 The Mid-Infrared Extinction Law
We have line-of-sight measurements ofAKs and the extinction law for every star within
our clouds. In the previous section, we turned these measurements into a map of theχ2
deviation from either the WD3.1 or WD5.5 extinction laws. Now we would like to explore
what the extinction law actually is as a function of wavelength andAKs. We have started by
binning our line-of-sight measurements into fourAKs ranges from low to high: 0.15−0.5,
0.5−1, 1−2, and≥ 2. For each bin, we excluded any negativeCobsext values as unphysical.
Our results for the three clouds can be seen in Figures3.18- 3.20. The errorbars in each
bin are the larger of either the standard deviation of the mean or the minimum uncertainty
due to systematic errors in measuring fluxes. To compute the systematic error, we used
Equation3.8 and ignored the first term which is due to uncertainties inAKs. The final
three terms are the uncertainty in flux atKs, λ , and for the average stellar model. We used
the uncertainties quoted in§§ 2.4.1and2.4.2and in Table2.4 to compute the systematic
uncertainty at each wavelength. Note that the uncertainty is proportional toA−1Ks . We used
the average value forAKs in each bin, weighted by our uncertainties inCext, to compute
the systematic errors.
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Figure 3.18: The extinction law in Ophiuchus in four differentAKsranges: 0.15-0.5, 0.5-
1, 1-2, 2+. The data points are the average observed extinction law computed from all
sources within the specifiedAKsrange where the errorbars are the larger of: the standard
deviation of the mean or the minimum uncertainty due to systematic errors in the flux. We
have plotted three different dust models for comparison: Weingartner & DraineRV = 3.1
and 5.5 (dotted, gray lines), and KP v5.0 (Pontoppidian et al., in prep) in black. Using
Gibb et al.(2004) as a reference, we have identified the ice features in KP v5.0.
We plotted three theoretical extinction laws in our figures. The WDRV = 3.1 and WD
RV = 5.5 models are the same WD3.1 and WD5.5 models we used in computing theχ2.
In addition to those two, we plotted a third model, labeled KP v5.0 (Pontoppidian et al.,
in prep). This dust model utilizes a simplified version of the WD3.1 dust model and adds
icy mantles of water and other volatiles. Several ice absorption features can be seen in the
figures, these are due to H2O, CO2, or CO.
The observed 3.6− 8 µm extinction laws in all three clouds show a similar trend:
At low AKs, the extinction law is more consistent with the WD3.1 law while at higher
extinctions the observed law gradually flattens to become more consistent with WD5.5.
At the lowest extinctions,AKs = 0.15−0.5, the extinction law from 3.6−8µm is fairly
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Figure 3.19: The extinction law in Perseus in four differentAKsranges: 0.15-0.5, 0.5-1, 1-
2, 2+. The data points are the average observed extinction law computed from all sources
within the specifiedAKsrange where the errorbars are the larger of: the standard deviation
of the mean or the minimum uncertainty due to systematic errors in the flux. We have
plotted three different dust models for comparison: Weingartner & DraineRV = 3.1 and
5.5 (dotted, gray lines), and KP v5.0 (Pontoppidian et al., in prep) in black.
consistent with the WD3.1 dust model except at 5.8µm in Perseus and Serpens. However,
the A5.8/AKs data point is not statistically significant since our systematic errors in flux
lead to very large errorbars at lowAKs. At higherAKs, the extinction law flattens towards
the WD5.5 model and the systematic errorbars shrink too, since they are proportional
to A−1Ks . Even though the systematic errors can be quite large, the relative systematic
uncertainties between the bands are much smaller. In Ophiuchus, the data forAKs ≥ 2 are
very close to the WD5.5 dust model while in Perseus and Serpens the extinction law is
flatter than predicted by WD5.5.
The extinction law we observe at highAKs is comparable to other results. In Figure
3.21 we have plotted our observed law for Serpens along with the results from several
other surveys. (Lutz 1999) measured Hydrogen recombination lines towards the Galactic
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Figure 3.20: The extinction law in Serpens in four differentAKsranges: 0.15-0.5, 0.5-
1, 1-2, 2+. The data points are the average observed extinction law computed from all
sources within the specifiedAKsrange where the errorbars are the larger of: the standard
deviation of the mean or the minimum uncertainty due to systematic errors in the flux. We
have plotted three different dust models for comparison: Weingartner & DraineRV = 3.1
and 5.5 (dotted, gray lines), and KP v5.0 (Pontoppidian et al., in prep) in black.
center to compute the extinction law from 2.6−19µm. Indebetouw et al.(2005) used
the IRAC instrument on-boardSpitzerand measured the extinction law along two lines
of sight using data from the GLIMPSESpitzerLegacy Science program (Benjamin et al.
2003). The authors found their extinction law was in good agreement with theLutz (1999)
results. Finally,Flaherty et al.(2007) also usedSpitzerto measure the extinction law
toward five different regions, including small parts of the c2d observations of Serpens and
Ophiuchus. Their average results are slightly higher than the Lutz et al. or Indebetouw
et al. values, but within the errorbars. All of these results are consistent with the idea of
grain growth in dense regions (represented by the WD5.5 model). The extinction law in
the denser regions of Perseus and Serpens appears flatter than WD5.5, primarily due to
the 5.8µm data point. This can be explained by the presence of the 6.02µm water ice
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Figure 3.21: The extinction law measured by three different authors along with theoret-
ical models. Our average extinction law for our Serpens data withAKs ≥ 2 is shown with
black circles. For clarity, we have suppressed the errorbars.
feature (as can be seen in the KP v5.0 dust model).
The extinction law at 24µm is generally higher than that predicted by any of the three
dust models. This means there is more extinction for a given column density, or alter-
natively, our observed 24µm fluxes are fainter than models predict. The exact value of
A24/AKs ranges from 0.28 to 1.1 and varies between clouds and extinction bins. For most
ranges of extinction,A24/AKs is much higher than the value predicted by any extinction
model. This discrepancy is the reason why we excluded the 24µm data when creating
our χ2 maps in§ 3.6.1.
There are fewer results available from other authors on the extinction law at 24µm.
Neither Lutz (1999) nor Indebetouw et al.(2005) observed at 24µm. Flaherty et al.
(2007) did measureA24/AKs for two of their five regions. Only in these regions were
there enough data points for them to measure the slope ofH−Ks versusKs− [24]. They
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foundA24/AKs = 0.44±0.02 and 0.52±0.03 for Serpens and NGC2068/71, respectively.
Rosenthal et al.(2000) measured H2 rotational lines towards OMC-1 and obtained an
extinction law that covers 24µm with a value ofA24/AKs ∼ 0.45 (interpreted from their
Figure 6). Our values ofA24/AKs vary significantly between different clouds and ranges
of extinction. In all three clouds, they are highest at low extinctions and decrease asAKs
increases. In most cases,A24/AKs is significantly higher than any model predicts by a
factor of 3−5. The only exception to this is for theAKs = 2+ point in Ophiuchus which
is only marginally higher than the predicted value from WD5.5. However, this value is
computed from just 2 stars. One possible explanation for theseA24/AKs data points is that
the average stellar model at 24µm is incorrect. From Table2.4we see that the model for
clouds lists an average flux of 0.014±0.001 mJy (scaled relative toKs). As a test, we
used a smaller average flux of 0.012 in Serpens and our values forA24/AKs were reduced
dramatically. The effect was largest (-54%) for 0.15≤ AKs < 0.5, and smallest (-23%) at
high extinction (AKs ≥ 2). Even so, ourA24/AKs data points are almost always higher than
any current dust models, but are roughly consistent at higher extinctions with previously
observed values.
Finally, the anomalous region in Perseus has 57 stars within the region defined by the
χ2 = 4.0 contour. We plotted these in Figure3.22. The extinction law for these data is
more consistent with that observed in the densest regions of Perseus and Serpens. The
data points lie above the WD5.5 model and the largest deviation occurs at 5.8µm, where
A5.8/AKs is higher than any of the extinction laws we have plotted. The water ice feature
at 6.02µm may explain the discrepancy, however ices are seen towards dense cores and
the average extinction for this region is relatively modest (AKs = 0.62) (Gibb et al.2004;
Knez et al.2005). Another possibility is that the sources in this region do not fit the
average stellar model. The star would have to all be very young and massive since the
stellar model fluxes tend to rise towards later spectral types and higher model fluxes would
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Figure 3.22: The average extinction law obtained for the region in Perseus with anoma-
lously high χ2 in the RV = 3.1 map. The coordinates of this region are (∼ 3h40.5m
+31◦30′). The dust models are the same as in Figures3.18-3.20.
increase, not decrease, our values ofAλ /AKs.
3.6.3 Changes in the Near-Infrared Extinction Law
Throughout this chapter, we have assumed the extinction law in the near-IR wavelengths
does not change from the WD5.5 model. This has advantages for comparison between
our clouds and also comparing our results to other authors’ who have made the same as-
sumption. Furthermore, this assumption is backed by many observations as we discussed
in § 3.6. If the near-infrared extinction law is fit as a power law,Aλ ∝ λ−β , than many au-
thors have found values ofβ between 1.6 and 1.8 (Draine2003, and references therein).
Our WD5.5 model hasβ ≈ 1.6. In this section, we would like to investigate how realistic
our assumption for the near-IR extinction law is and what impact different extinction laws
would have on our results.
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Figure 3.23:J−H versusH−Ks for all sources brighter than 15th magnitude atKs. The
best-fit line for each cloud is shown with the specified slope.
TheJHKs bands can be used to derive the extinction law in the near-infrared by plot-
ting J−H versusH −Ks and fitting a straight line to the resultant distribution. If we
assume the extinction law in the near-infrared can be expressed as a power law of the





whereλJ, λH , andλKs are the isophotal wavelengths for theJHKs bands. We have adopted
2MASS’ isophotal wavelengths of 1.235, 1.662,and 2.159µm for theJHKs bands, re-
spectively. In Figure3.23we have plottedJ−H versusH −Ks for each cloud and the
best-fit line through the data.
The best-fit lines for Ophiuchus and Serpens have slopes of 1.67 and 1.72, respec-
tively, which correspond toβ = 1.38 and 1.48. Our best-fit line in Perseus is not a good
fit by eye to the reddening vector. The data appear to be consistent with a slope of approx-
imately 1.7 as well. Slightly different slopes can changeβ by disproportionate amounts.
For example, a slope of 1.68, 1.78, or 1.88 corresponds toβ = 1.4, 1.6, or 1.8. Even
though our data in all three clouds are most consistent with a slope of∼ 1.7, slightly
steeper slopes of 1.78 and 1.88 also provide a reasonable fit to the data. Therefore, we
have plotted in Figure3.24 the change in the extinction law due to assuming different
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Figure 3.24: The extinction law in Serpens using three different extinction laws for the
near-infraredJHKs bands. These extinction laws are of the formAλ ∝ λ−β .
values ofβ . This figure presents our data for Serpens withβ = 1.4, 1.6, or 1.8.
Changes inβ can noticeably alter our computed extinction law in the IRAC bands. In
general, our extinction law is flatter for lower values ofβ . Betweenβ = 1.4 andβ = 1.6,
the extinction law in the IRAC bands decreases by 10−15% and betweenβ = 1.6 and
β = 1.8, the extinction law decreases a further 15− 20%. The difference is larger at
higherAKs values. Therefore, based on this analysis, we expect our assumption of the
WD5.5 model (β = 1.6) introduces a systematic error of 10−15% in our results. This
level of error will shift the location ofAλ /AKs points up or down but will not affect our
main conclusions. Note that the WD3.1 model also hasβ = 1.6.
71
3.7 Conclusions
We have observed regions up to 1 square degree in three molecular clouds: Ophiuchus,
Perseus, and Serpens with both deepJHKs and mid-infraredSpitzerdata. All three clouds
contain a range of column densities (extinction) and environments, with both star forma-
tion and unremarkable, non-star forming regions.
Based on the SED for each source, we identified the background stars in each cloud
and created our catalogs of high-reliability stars. Our catalogs contain 2,365 stars in
Ophiuchus, 11,280 in Perseus, and 49,485 stars in Serpens.
Each of these stars gave us a line-of-sight measurement of the extinction towards the
source. We converted these measurements into uniform extinction maps with either 90′′
resolution in Ophiuchus and Perseus or 30′′ in Serpens. These maps trace the dust struc-
ture and can tell us about the physical properties of the clouds. Based on simulations
of turbulent clouds, many authors have shown that the histogram of density, the proba-
bility density function, is expected to be lognormal.Ostriker et al.(2001) showed the
same is true for the column density, a more readily observable parameter. We plotted
the histogram of extinction for each of our clouds in Figure3.12. All three clouds are
log-normal, though each also contains a “tail” at low extinction which is likely due to the
inclusion of off-cloud regions in our maps.
We also compared the size-scale of the dust structure by computingσAKs −AKs, the
standard deviation ofAKs measurements in a cell versus the averageAKs of that cell.
Serpens, atl = 30, b = 5 appears to contain sub-structure below 30′′ resolution while
Ophiuchus and Perseus, at higher Galactic latitudes, appear to resolve all sub-structure at
30′′ resolution forAKs ≤ 2. AboveAKs = 2, the small number of cells prevents us from
drawing definitive conclusions about the possible existence of sub-structure.
In addition to the quantity of dust along a given line-of-sight, we mapped the changes
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in the dust properties in comparison to two dust models, theWeingartner & Draine(2001)
RV = 3.1 andRV = 5.5 models. We computed aχ2 statistic for each star based on its
difference from either dust model and then created a uniform map similar to how we
createdAKs maps. We found that theχ
2 value based onRV = 3.1 is strongly correlated
with AKs while theRV = 5.5 χ
2 shows little or only slight increase based onAKs. We did
find one region in Perseus which appears to violate this general rule: despite a modest
extinction,AKs = 0.62, theRV = 3.1 χ
2 peaks at 39.
In addition to creatingχ2 maps which show the spatial dependence of the dust prop-
erties, we also computed the wavelength dependence of the extinction, known as the
extinction law. We plotted the extinction law in several ranges ofAKs. For low extinction,
our results in the IRAC bands (3.6−8 µm) are consistent with the WD3.1 dust model.
This is not so surprising since WD3.1 was designed to match observations in the diffuse
interstellar medium ( e.g.Rieke & Lebofsky1985). The systematic errors in determin-
ing the flux cause the errorbars to be very large forAKs < 0.5, making it impossible to
statistically distinguish between WD3.1 and WD5.5.
At higher extinctions, the extinction law tends to flatten in all three clouds and is con-
sistent with the WD5.5 dust model. This indicates grain growth in the denser regions of
clouds because the WD5.5 model incorporates larger grains than WD3.1. This flatter ex-
tinction law is more consistent with many recent results (Flaherty et al.2007; Indebetouw
et al.2005; Lutz 1999). Serpens and Perseus are slightly above the WD5.5 model which
may indicate water ice due to theA5.8/AKs data point. There appears to be no correlation
between star formation and the extinction law. Ophiuchus, centered on the star forming
region of L1688, has an extinction law well fit by the WD5.5 dust model, while Serpens
with “Cluster B” has an extinction law flatter than WD5.5. The star-forming region in
Perseus identified as IRAS 03382+3145 does not appear significant in theχ2 map of the
region (fig.3.15)
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The anomalous region in ourRV = 3.1 χ2 Perseus map has an extinction law much
flatter than in any other cloud. The most prominent data point is again at 5.8µm. One
possible explanation is that water ice in this region is causing the extinction law to vary,
even though the average column density in this region is modest.
At 24µm, our computed extinction law is significantly higher than current dust models
predict. With slight changes to our assumed average stellar model, we were able to lower
our values, but they are still not in line with WD3.1, WD5.5, or KP v5.0. Our valuesar
consistent with the values found byFlaherty et al.(2007). There appears to be a negative
correlation betweenAKs and the value ofA24/AKs. This is the opposite trend we would
expect since grain growth in dense regions should increaseA24/AKs, not lower it.
74
Chapter 4
DeepJHKs and SpitzerImaging of Four
Cores
4.1 Introduction
Unlike clusters such as Orion or NGC 1333, dark cores are believed to be cases of indi-
vidual star formation in isolation. This theory has not been well-tested since the primary
infrared survey in cores has been, until recently, IRAS. The low resolution and low sensi-
tivity of IRAS means that it is impossible to address whether IRAS protostars may actu-
ally be resolvable into several components, or whether faint low-mass companions exist
to the primary source in a core. The presence or lack of embedded protostar(s) within
an isolated core may also affect the dust properties due to processing of the ISM through
radiation or molecular outflows.
In this chapter we have observed four isolated cores using bothSpi zerand ground-
basedJHKs imaging. Based on IRAS, two of these cores are known to harbor protostars
while two are believed to be starless. As was the case in L1014 (Young et al.2004),
we hope to uncover previously unknown protostars in our core sample. Furthermore,
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with the SpitzerandJHKs data, we will be able to map changes in the dust properties
throughout each core and compare the dust properties of cores with protostars to those
without. We will use three different dust models in this chapter. TheWeingartner &
Draine (2001) RV = 3.1 andRV = 5.5 models were chosen because they incorporate
polycyclic aromatic hydrocarbons (PAHs) and grain growth in theRV = 5.5 model. The
third model is being developed by Pontoppidian et al. (in prep) starting from a simplified
version of the Weingartner & DraineRV = 3.1 model and incorporating icy mantles on
the dust grains. We have used version 5.0 of this model. Throughout this chapter we will
denote these models as WD3.1, WD5.5, or KP v5.0, respectively.
4.2 Observations
We mapped four cores in the near-infrared andSpitzerwavelengths: L204C-2, L1152,
L1155C-2, and L1228. These cores were selected based on being nearer than 400 parsecs
(for the best spatial resolution and detecting faint objects), located at a galactic latitude
b = 10−20◦ (so as to minimize stellar confusion), and observable from Kitt Peak so we
could obtain deepJHKs observations. Furthermore, two of our cores, L1152 and L1228,
are classified as “starred” while L204C-2 and L1155C-2 are “starless”. This classification
was made based on the presence or lack of an embedded IRAS source as determined by
Lee et al.(1999).
For ourJHKs data, we used the FLoridA Multi-object Imaging Near-ir Grism Obser-
vational Spectrometer (FLAMINGOS) (Elston1998) instrument installed on the 4-meter
telescope at Kitt Peak. Our observations spanned four epochs from October 2003 to June
2006. We mapped each core with 5-7 10′× 10′ fields. With the exception of a small
corner in L204C-2, these data completely cover the areas mapped withSpitzer, including
regions only mapped in 1 or 2Spitzerbands. Each core was mapped to ensure 10σ limits
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∼ 3.5 magnitudes deeper than 2MASS in all three of theJHKs bands. Furthermore, we
mapped the central regions of L1152, L1155C-2, and L1228 to an even deeper limit, or
approximately 4−4.5 magnitudes deeper inJHKs . We did not map the central region of
L204C-2 to this deeper limit due to time constraints.
We modeled ourSpitzerobservations after the c2d ones. We chose to integrate 10×
longer than c2d in the IRAC1-4 and MIPS1 wavebands (3.6, 4.5, 5.8, 8.0, and 24µm). We
observed each core in two epochs, where the second epoch was separated from the first
by as little as one day but could be up to almost a month later. Only one core, L204C-
2, is located at an ecliptic latitude where asteroids may be a problem. The separation
of the two observing epochs ensures we can identify these sources. IRAC and MIPS1
were observed separately, resulting in fourSpitzerAstronomical Observation Requests
(AORs) per core. Unlike c2d, we did not take short integrations in the IRAC bands to
compensate for saturated objects. OurSpitzerobservations are summarized in Table4.1.
Basic properties of the cores are presented in Table4.2.
4.3 Data Reduction
We have produced final source catalogs of our cores using separate pipelines for theJHKs
andSpitzerobservations. Full descriptions of the pipelines used for reducing our data can
be found in Chapter2 and in the c2d delivery documentation (Evans et al.2007). We
will discuss briefly our data and how our processing procedure differs from the standard
pipelines.
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Table 4.1. Summary ofSpitzerObservations
Region AOR Number Date Observed Program ID
YYYY-MM-DD
















Table 4.2. Basic Properties of the Cores
l b Dist.
Core (deg.) (deg.) (pc)
L204C-2 6 20 165a
L1152 102 16 325a
L1155C-2 102 15 325a





The mosaics for theSpitzerbands were made using MOPEX as part of the c2d pipeline
(Makovoz & Marleau2005). For theJHKs bands, we used themscimage andimcombine
tasks in IRAF. We plotted the mosaics for theJ− 24µm bands in Figures4.1 - 4.4.
Furthermore, we combined the IRAC1 (3.6 µm), IRAC4 (8µm) and MIPS1 (24µm)
images into a three-color image for each core. These color images are displayed in Figures
4.5-4.8. On each color image we have also plotted extinction contours in white to make
the location of the core evident. These contours start atAKs = 0.5 in steps of 0.15 (3σ ).
The extinction maps will be discussed in more detail in§ 4.5.
4.3.2 Saturated Sources in IRAC
Our Spitzerobservations were processed using the c2d pipeline. Our data differ from
c2d’s observations of these cores in that we did not take any short “high dynamic range”
(HDR) observations to obtain the fluxes for bright sources saturated in the IRAC bands.
Instead, we used the c2d observations, whichdo contain HDR frames to correct for
saturated fluxes. We compared our fluxes with the c2d fluxes in each IRAC band and
empirically determined a flux limit at which our values diverged from c2d’s. We then
substituted the c2d fluxes for any sources with a c2d flux brighter than this limit. The
flux limits we used are 35, 35, 300, and 150 mJy for the 3.6, 4.5, 5.8, and 8.0µm bands,
respectively.
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Figure 4.1: Image mosaics for theJ - 24µm bands in L204C-2.
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Figure 4.2: Image mosaics for theJ - 24µm bands in L1152.
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Figure 4.3: Image mosaics for theJ - 24µm bands in L1155C-2.
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Figure 4.4: Image mosaics for theJ - 24µm bands in L1228.
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Figure 4.5: Color image of the core L204C-2 made from the 3.6 µm (blue), 8.0 µm
(green), and 24µm (red) channels on boardSpitzer. We have plotted extinction contours
to show the location of the core. Contours start atAKs = 0.5 in steps of 0.15 (3σ ).
4.3.3 High Reliability Star Catalogs
We used the c2d pipeline to classify our sources, as discussed in§ 2.5. For our discussion
on the dust extinction and the extinction law, high reliability near-infraredJHKs data are
essential because these wavelengths alone are used to calculate extinctions and extrapolate
the extinction law in theSpitzerbands. With ‘Young Stellar Object candidates’ (YSOcs),
‘Galaxy candidates’ (Galc), and other infrared excess sources we cannot separate out the
expected flux of the SED from changes in those fluxes due to variations in the extinction
law. JHKs-only sources cannot be used in computing changes in the extinction law at
mid-infrared wavelengths but are useful in obtaining line-of-sight extinctions.
Some heavily extincted stars may only fit the WD5.5 dust model rather than the tradi-
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Figure 4.6: Color image of the core L1152 made from the 3.6µm (blue), 8.0µm (green),
and 24µm (red) channels on boardSpitzer. We have plotted extinction contours to show
the location of the core. Contours start atAKs = 0.5 in steps of 0.15 (3σ ).
tional WD3.1 extinction law. We saw this in the clouds,§ 3.3. Therefore, to create high-
reliability star catalogs we only used those sources classified as stars with the WD5.5 dust
model. In this step we also excluded any sources only classified as stars when one of the
wavebands was dropped. We did not want to bias our results on the extinction law due to
a prominent absorption or emission line. Furthermore, because accurate extinctions are
essential to this dissertation, we required sources to have detections≥ 5σ in each of the
JHKs bands. Lastly, we ‘cleaned’ our star catalogs to remove suspected faint background
galaxies. This procedure will be discussed in detail in§ 4.4.1. In Table4.3 we list the
number of sources in our star catalog for each core both before and after removal of faint
background galaxies. In this chapter whenever we refer to the star catalogs, we will be
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Figure 4.7: Color image of the core L1155C-2 made from the 3.6 µm (blue), 8.0 µm
(green), and 24µm (red) channels on boardSpitzer. We have plotted extinction contours
to show the location of the core. Contours start atAKs = 0.5 in steps of 0.15 (3σ ).
using the cleaned star catalogs.
4.3.4 Detection Limits
Our 10σ limits are: 19.5, 18.8, 17.7, 18.6, 17.9, 15.5, 14.7, and 10.4 magnitudes for theJ,
H, Ks, IRAC1, IRAC2, IRAC3, IRAC4, and MIPS1 bands, respectively. OurJHKs limits
are∼ 3.5 magnitudes deeper than 2MASS’ 10σ limits of 15.8, 15.1, and 14.3 magnitudes
in theJHKs bands. We also took deeperJHKs observations in the region near the dense
core for L1152, L1155C-2, and L1228. The 10σ limits for JHKs in these regions are
19.9, 19.7, and 18.6 magnitudes, or 4− .5 magnitudes deeper than 2MASS in all three
bands.
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Figure 4.8: Color image of the core L1228 made from the 3.6µm (blue), 8.0µm (green),
and 24µm (red) channels on boardSpitzer. We have plotted extinction contours to show
the location of the core. Contours start atAKs = 0.5 in steps of 0.15 (3σ ).
4.4 Source Statistics
Table4.3lists the number of sources detected in each core. This number is further broken
down by: sources detected in 3 or more bands,JHKs-only detections, sources in our high
reliability star catalog, and sources in our high reliability catalog after the removal of
faint suspected background galaxies (called “cleaning”). This procedure will be described
below. Compared to 2MASS, ourJHKs data match up with 5× as manySpitzersources.
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Table 4.3. Number of Sources in the Cores
High Reliabilitya
Core Total 3+ bands JHKs-only Stars Cleaned
L204C-2 18,511 4950 2202 3244 3219
L1152 17,878 6142 3126 4038 4010
L1155C-2 23,542 6734 2498 3926 3891
L1228 16,395 3682 1414 1850 1810
a Sources meeting our high-reliability criteria,§ 4.3.3
Note. — The number of sources in each core meeting different
selection criteria. The ‘stars’ and ‘cleaned’ columns are discussed
in § 2.5and§ 4.4.1.
4.4.1 Bright 24µm Sources
There are a number of bright 24µm sources that appear red in the color mosaics. These
sources are very unlikely to be stars since stars will not be brighter at 24µm compared
to shorter wavelengths due to the Rayleigh-Jeans tail on the blackbody curve. Therefore,
these sources are either asteroids, background galaxies, or embedded YSOs. Asteroids
are only potentially a problem in L204C-2, which is located at ecliptic latitudeβ ≈ 10◦.
The other three cores are located atβ ∼ 75◦ ecliptic latitude. By comparing our two
individual epochs of observation, we were able to identify several prominent asteroids by
eye in our L204C-2 data.
Even after the removal of asteroids from L204C-2, there remains a number of non-
asteroid bright 24µm sources in the mosaic for this core, as well as in the mosaics for
the other three cores. Since these sources are not asteroids, they are either background
galaxies or embedded YSOs.
To help separate the background galaxies from the YSOs, we have used the SWIRE
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observations of ELAIS N1 (Surace et al.2004). The ELAIS N1 region is towards the
North Galactic pole. Because of the low extinction towards this region and its galactic
location, these data are expected to contain nothing except stars and background galaxies,
making them very useful for comparison. The c2d team processed these SWIRE data
through their pipeline to create a c2d-processed SWIRE catalog. We will be using this
catalog.
Figure4.9 showsKs vs. Ks− [24] for each core. In this figure, we have only plotted
sources withJHKs detections≥ 5σ and with MIPS1 detections≥ 3σ . We chose to plot
these two bands because the remaining red sources appear bright at 24µm and because
our Ks observations cover the entire 24µm region observed. We have used four symbols
based on how each source is classified (see§ 2.5): stars are shown as circles, Galc sources
are squares, YSOc objects are triangles, and plus signs represent all other classifications.
The vertical dotted lines separate different YSO classes defined byα = dlogλFλdlogλ , the slope
of the linear least-squares fit to all data points in the SED fromKs− 24µm. The four
classes are as follows: Class I:α ≥ 0.3; Flat spectrum: 0.3> α ≥−0.3; Class II:−0.3>
α ≥−1.6; and Class III:α <−1.6 (Greene et al.1994). We have included sources with
α = 0.3 into class I since these sources were left undefined byGreene et al.(1994). Class
I objects should be the youngest and most embedded protostars while Class III sources are
the oldest protostars and very close to entering the main-sequence. The shaded contours
are the c2d-processed SWIRE data.
We identify three regions in our color-magnitude diagram: stars are located atKs−
[24] ≈ 0, background galaxies have an excessKs− [24] color but are fainter than 15th
magnitude atKs, and YSOs also have a positiveKs− [24] color but are brighter than 15th
magnitude atKs. Note that our sources from the cores do not completely match with the
shaded contours that come from the c2d processed SWIRE catalog. The reasons for this
are that ourKs data are deeper than 2MASS and our 24µm observations are∼ 3× deeper
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Figure 4.9: Ks vs. Ks− [24] plot for our cores. We have used four different symbols to
correspond to different source classifications: stars are circles, Galc sources are squares,
YSOc objects are triangles, and plus signs denote all other classifications. The verti-
cal lines denote separations between different YSO classes as defined byGreene et al.
(1994). The shaded contours are of part of the SWIRE ELAIS N1 region. See the text
for more description on these data.
than c2d. With our deeper data, we can match many more faintKs and 24µm detections
to each other than possible with c2d. From Figure4.9 we can see that almost all of the
24µm excess sources in Figures4.5 - 4.8 are likely to be background galaxies even if
they are not classified as Galc. In the two starless cores, L204C-2 and L1155C-2, there
are no objects classified as YSOc, nor any likely YSOs based onKs vs. Ks− [24] color.
There are only a handful of YSOc and potential YSOs in the other two cores. The YSOs
in our cores will be discussed in§ 4.4.3.
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4.4.2 Faint Galaxies
In Figure 4.9 we identified a number of background galaxies in our cores. However,
this figure only shows those galaxies bright enough to be detected at 24µm. There
may be fainter galaxies that are detected at shorter wavelengths, but are mis-identified
as stars. To explore this possibility, we followed the method from§ 3.4.2. We selected
two populations of ‘known’ sources from Figure4.9: ‘stars’ (Ks− [24] ≤ 1) and ‘galax-
ies’ (Ks− [24]≥ 4 andKs≥ 15). Figures4.10and4.11show the location of these ‘stars’
and ‘galaxies’ in three color-color diagrams. Figure4.10plotsJ−H versusH−Ks while
Figure4.11showsH−Ks versusKs− [3.6] and versusKs− [4.5]. The dashed lines are the
same ones empirically derived in§ 3.4.2. Based on these two figures, we believe that there
are a number of faint background galaxies present in our star catalogs. These sources ap-
pear inJ−H versusH−Ks with a largeH−Ks color but only a modestJ−H color that is
inconsistent with stars following a standard reddening law (e.g.Lombardi & Alves2001).
From Figure4.10we see that many of the ‘known’ galaxies have these peculiar colors.
In Figure4.11we plotted only those sources selected by the dashed lines in Figure4.10
with the ‘known’ populations of stars and galaxies overlaid.
We have created cleaned star catalogs to remove these suspected background galaxies.
The two criteria we have used are the same as the ones from§ 3.4.2, with one important
difference: because there is such a large degree of non-overlap between the four IRAC
bands, we have relaxed the second criterion so that sources only need to satisfy either the
first half or the second half of the criterion. Our criteria are:
1. J−H ≥ 0.6, H−Ks≥ 0.6, andJ−H ≤ 1.9(H−Ks)−0.16
2. H−Ks≤ 1.32(Ks− [3.6]) or H−Ks≤ 1.32(Ks− [4.5])
Sources meeting both of these criteria were removed from our final star catalogs. In
Table4.3we list the numbers of sources in our star catalogs originally and after removing
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Figure 4.10:J−H vs.H−Ks color-color diagram for our cores. Those points classified
as stars (§ 2.5) with uncertainties inJHKs magnitudes≤ 0.1 are shown in gray. The
green points are ‘known’ stars and the red ones are background galaxies. See the text for
a discussion on how these sources were selected. The dashed lines select those sources
with J−H ≥ 0.6, H−Ks≥ 0.6, andJ−H ≤ 1.9× (H−Ks)−0.16.
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Figure 4.11: H−Ks vs. Ks− [3.6] (left) and vs.Ks− [4.5] (right). The gray points are
the sources selected from Figure4.10. The green points are stars while the red points are
background galaxies. See the text for discussion of how these sources were selected. The
dashed line in each panel has the equationH−Ks = 1.32x wherex is eitherKs− [3.6] or
Ks− [4.5].
faint background galaxies. The percentage of sources removed is less than 1% for L204C-
2, L1152, and L1155C-2, and 2.2% in L1228.
4.4.3 Young Stellar Objects
In Table4.4 we list the positions and fluxes of the 10 YSOs in our cores. To create this
list, we first selected all objects classified as YSOc in each core (10 sources). We also
added all sources from Figure4.9 with Ks− [24] ≥ 3 andKs ≤ 14.5. This amounts to
two sources in L1228, neither of which is classified as YSOc because they are outside
of the area observed in IRAC2 and IRAC4 (4.5 and 8µm). Finally, we plotted all the
Galc objects in Figures4.13-4.16and selected those located in the dense core region. We
selected one source each in L204C-2 and L1152 and two in L1228.
After these three selection criteria, we had a total of 16 objects. After visual in-
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spection, we excluded the Galc objects in L1152 and L1228 since all appeared visually
extended in mosaics. We also excluded the one Galc object from L204C-2 which has an
SED of a heavily extincted star rather than a Galc. In Figure4.9, this source is the Galc
atKs− [24] = 1.5. Furthermore, we excluded one of the YSOc objects in L1228 which is
clearly a knot of emission from the outflow and not a real source (Ks− [24] = 9). Lastly,
we also excluded one of the non-YSOc sources in L1228 which only has an infrared ex-
cess at 24µm (Ks− [24] = 4.3). After visual inspection, this source appears confused
with two other nearby sources at 24µm.
In our final table there are three sources in L1152 and seven in L1228. Neither L204C-
2 nor L1155C-2 appear to contain any YSOs, further confirming the starless nature of
these cores. In Figure4.12we have plotted the SED for each YSO listed in Table4.4.
We estimated the luminosity for each YSO using DIRT, the Dust InfraRed Toolbox
(Pound et al.2004, 2000). DIRT has a grid of hundreds of thousands of models for stars in
envelopes with many tunable parameters such as source luminosity, effective temperature,
grain type, and various parameters controlling the envelope. We searched the grid to
obtain models fitting the following parameters:AV = 1−100, any outer envelope radius,
L = 0.001− 100L, OH5 (Ossenkopf & Henning1994) dust grains, and an envelope
density profile ofr−2. These parameters returned around 15,000 models for us to choose
from. Each model contained observed fluxes, scaled to the distance of our cores, for near-
and mid-infrared wavelengths. The near-infrared wavelengths werenot convolved to
theJHKs bands, however the mid-infrared values are convolved for theSpitzerIRAC and
MIPS filters.
For each YSO, we computedχ2, the difference between the model and the observed
flux over the wavebandsJ - MIPS1. We then binned the∼ 15,000 models by luminosity
and computed the meanχ2 in each luminosity bin. The luminosity bin with the minimum

































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.12: The spectral energy distribution for every source listed in Table4.4. The
numbers in the lower right corners correspond to the source number as listed in the table.
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found our minimumχ2 values were quite large, up to∼ 1000. These largeχ2 values are
caused by theJHKs bands where the models grossly under-predict the observed fluxes.
All our “best-fit” models are heavily extincted, withAV ∼ 50. The model, with a spherical
envelope, heavily extincts the near-infrared wavelengths. Our real sources undoubtedly
have a complicated non-spherically smooth structure and therefore theJHKs data, which
are most sensitive to theAV , are not being extincted by a fullAv = 50. Therefore, we
computed a secondχ2 from the IRAC1-MIPS1 wavelengths. Except for the first YSO in
L1152, the “best-fit” luminosity is the same regardless of whichχ2 we used. For the one
exception, the luminosity only changes slightly, from 0.01L to 0.03L.
L1152 YSOs
There are three YSOc sources in L1152. Two of these, IRAS 20353+6742 and IRAS
20359+6745, are previously known and both have outflows associated with them. IRAS
20353+6742 is the source embedded in the L1152 core and is the first source in the table.
Only one lobe of the outflow is visible, but it can be seen fromJ - IRAC4. In Figure
4.9 this source is a Class I YSO, with aKs− [24] color of∼ 10.5. The second known
source, IRAS 20359+6745, has a cone-shaped outflow next to the source that is visible
in J−Ks, but not at longer wavelengths. This is the third listed source in Table4.4. The
Herbig-Haro object HH376A is located 2.′6 to the southwest and has a bow-shock shape
suggesting it came from the same outflow. Furthermore, HH376A is located along the
apparent axis of the cone-shaped outflow. The remaining YSO is approximately 1′ o the
west of IRAS 20359+6745. This source is the second reddest YSO in Figure4.9, ight on
the boundary between flat and Class II. We used SIMBAD1 to look for references to this




We identified seven potential YSOs in L1228. Six of these objects are classified as YSOc
based on their colors§ 2.5 while the remaining one cannot be classified as such because
it appears outside of the area covered by IRAC2 and IRAC4. This object appears as a
triangle in Figure4.9 at Ks− [24] = 7. Five of the YSOc sources appear to be spatially
coincident with the core of L1228. The brightest source, IRAS 20582+7724, is located
in the center and has been previously observed. This is source 7 in Table4.4. There is
an outflow, HH 199, extending from this source in the East-West direction which is very
prominent inKs and all theSpitzerbands. The other YSOs have not been previously
detected thoughBally et al. (1995) inferred the existence of a second YSO in the core
based on the discovery of a second outflow, HH 200.
The sixth YSOc source and the one non-YSOc source are not spatially associated with
the extinction core. The YSOc source may simply be a background galaxy since itsKs
magnitude places it just within the shaded contours in Figure4.9 denoting background
galaxies. This is less likely to be the case for the final source which is much brighter,
Ks = 12.5. Neither of these two objects appears extended in theJHKs nor theSpitzer
images.
4.5 Extinction Maps
We started with our cleaned star catalogs for each core. These catalogs contain a line-of-
sight extinction measurement calculated using the NICER technique (Lombardi & Alves
2001) and the WD5.5 dust model. Assuming a WD5.5 dust model, the conversion factor
between theAV andAKs is AV = 8.3AKs. Our method for creating extinction maps has
been detailed elsewhere (§ 3.5) so we will only give a brief outline here.
With line-of-sight extinction measurements for each source, these randomly distributed
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samplings of the true extinction within the core need to be converted into a uniformly sam-
pled map. We overlaid a grid on each region with an 18′′ spacing between grid elements.
At each grid position, an extinction value was computed as the average of the individual
measurements within a 90′′ radius. This average is weighted both by the uncertainty of
each line-of-sight value and also by a Gaussian function with full width half maximum
(FWHM) equal to 90′′. Thus, our final maps have 90′′ resolution with 5 pixels across the
FWHM. Foreground star subtraction was also performed using the procedure in§ 3.5.
We chose the 90′′ resolution because this gave us a reasonable number of stars per
cell for good statistics. The median number of stars per cell is∼ 35−40 for L204C-2,
L1152, and L1155C-2 and 18 in L1228. The percentage of cells with less than or equal to
5 stars ranges from 6% in L1152 and L1155C-2 to 11% in L204C-2 and 14% in L1228.
In Figures4.13- 4.16we have plotted extinction maps of our four cores. The contours in
each map start at 0.5AKs in steps of 0.15 (3σ ). We have also plotted the YSOc and Galc
sources from our catalogs on the extinction maps. The dashed lines denote the region
covered with IRAC1-4 and MIPS1. YSOc and Galc sources can only be classified in
regions where all theSpitzerwavelengths are present.
The core of L204C-2 has a peak extinction ofAKs = 2.0. Extending northward from
the central core is a dust filament with two other broad, lower density extinction peaks. To
the west of the core is a low density clump with a peak extinction ofAKs = 0.8. Despite
having the highest column density of any of our cores, we detect no YSOs in L204C-2.
There is one Galc object located near the center of the core, however, as we discussed in
§ 4.4.3this source has an SED consistent with a heavily extincted background star.
L1152 is a small core with peakAKs = 1.7. To the east are two additional separate
extinction peaks. Both of these are of lower column density than the main core. There
is one very bright YSOc embedded in the primary core, but slightly offset from the peak
of extinction. One lobe of an outflow can be seen inJ - IRAC4 extending from this YSO
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Figure 4.13: Extinction map of the core L204C-2 showingAKs within the observed
region. The map has a resolution of 90′′. See§ 4.5 for a discussion on how this map
was made. The maximumAKs value in the map is 2.0 magnitudes. Sources classified as
YSOc (Galc) are shown as triangles (squares) on the image. The dashed region denotes
the approximate area covered with both IRAC and MIPS.
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Figure 4.14: Extinction map of the core L1152 showingAKs within the observed region.
The map has a resolution of 90′′. See§ 4.5 for a discussion on how this map was made.
The maximumAKs value in the map is 1.7 magnitudes. Sources classified as YSOc
(Galc) are shown as triangles (squares) on the image. The dashed region denotes the
approximate area covered with both IRAC and MIPS.
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Figure 4.15: Extinction map of the core L1155C-2 showingAKs within the observed
region. The map has a resolution of 90′′. See§ 4.5 for a discussion on how this map
was made. The maximumAKs value in the map is 1.6 magnitudes. Sources classified as
YSOc (Galc) are shown as triangles (squares) on the image. The dashed region denotes
the approximate area covered with both IRAC and MIPS.
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Figure 4.16: Extinction map of the core L1228 cloud showingAKs within the observed
region. The map has a resolution of 90′′. See§ 4.5 for a discussion on how this map
was made. The maximumAKs value in the map is 2.0 magnitudes. Sources classified as
YSOc (Galc) are shown as triangles (squares) on the image. The dashed region denotes
the approximate area covered with both IRAC and MIPS.
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towards the peak of extinction. There are two other YSOs to the northeast, slightly offset
from the northernmost extinction peak.
L1155C-2 is an extended core with two extinction peaks, the northernmost has a
higher peak extinction. To the south is a separate dust filament which is part of L1155E.
Like L204C-2, this core also appears starless.
The core of L1228 has a very complicated structure. The central core contains two
extinction peaks and appears pinched in the middle. This may be more due to the low
number of stars in the image rather than a true feature of region. There are several other
extinction peaks nearby, mostly located to the North. L1228 has previously been classi-
fied as a starred core, and there are several YSOcs identified in the core. As discussed
previously, most have not been detected previously.
4.6 The Extinction Law
4.6.1 Spatial Dependence of the Extinction Law
The χ2 map of a core shows us the spatial distribution of the changes in the extinction
law. This map is simply the sum of the difference between the observed extinction law
at some wavelengths and that predicted by a given dust model. In this section we will
construct such maps for our cores. Our method is discussed in more detail in§§ 3.6 and
3.6.1, though we will outline the basics here.
Calculatingχ2 is a two-step process. First, we need to calculateCext(λ ) = Aλ /AKs,
from our data. This can be done if we start from Equation2.1and re-arrange to solve for
Cext(λ ) while at the same time eliminating the need forK, the scaling factor for distance.
This will give us Equation3.7which definesCext(λ ). χ2 is then given by Equation3.9.
We will computeχ2 by summing over the IRAC bands alone. We will not use the
JHKs bands since these wavelengths were used when computing the extinction nor will
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we use the MIPS1 (24µm) data. As we shall see, the extinction law at 24µm is frequently
higher than any of our three dust models. Therefore, we have excluded this wavelength
so as to not bias ourχ2 maps. Furthermore, we have only used those detections≥ 3σ
in each IRAC band when computingχ2 and excluded any negative values forAλ /AKs as
unphysical. Finally, even though we computed the reducedχ2 rather than the regularχ2,
we will frequently refer to the reducedχ2 generically as ‘χ2’.
With this method we have the line-of-sight reducedχ2 value for each star. To convert
our line-of-sight measurements into a map, we followed the exact same procedure as
we did when creating ourAKs maps. In Figures4.17- 4.20we have plotted maps of the
extinction andχ2 calculated using both the WD3.1 and WD5.5 dust models. Theχ2 maps
have the same resolution as the extinction maps, 90′′. For reference, the approximate size
of the main core has been shown as a dashed rectangle in each figure. We have drawn
our contours starting atχ2 = 4 because this is the approximate level at which there is a
definite transition between the WD3.1 and WD5.5 dust models (see Figure4.21). Further,
with one degree of freedom there is approximately a 5% chance thatχ2 = 4 would arise
by chance. This probability decreases with more degrees of freedom.
The correspondence between the extinction,AKs and theRV = 3.1 χ
2 maps is quite
remarkable. In all of our cores, the overall shape and the extinction peaks are mirrored
in the WD3.1χ2 map. Many of the extinction features not associated with the cores also
appear in theχ2 map such as the dusty filament to the north of L204C-2, the two separate
extinction peaks in L1152, and much of the structure in L1228. The picture is different
in theRV = 5.5 χ2 maps. The two starless cores, L204C-2 and L1155C-2, are not visible
in the WD5.5χ2 maps, while the two starred cores, L1152 and L1228, are seen. The low
extinction region to the west of the main core in L204C-2 does not appear in either the
WD3.1 or WD5.5χ2 maps.
To make a quantitative comparison betweenχ2 andAKs, we binned our data inAKs
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Figure 4.17: Map of theχ2 values in the core L204C-2. The left panel shows theAKs map
with contours starting at 0.5 magnitudes in steps of 0.15 mag. (3σ ). The middle and right
panels showχ2 using either the Weingartner & DraineRV = 3.1 (middle) orRV = 5.5
(right) dust models. Contours start at 4 in steps of 4. The red box is the approximate
region of the primary core. The grey circle in the lower left corner denotes the resolution
of the maps, 90′′.
Figure 4.18: Map of theχ2 values in the core L1152. The left panel shows theAKs map
with contours starting at 0.5 magnitudes in steps of 0.15 mag. (3σ ). The middle and
right panels showχ2 using either theWeingartner & Draine(2001) RV = 3.1 (middle)
or RV = 5.5 (right) dust models. Contours start at 4 in steps of 4. The red box is the
approximate region of the primary core. The grey circle in the lower right corner denotes
the resolution of the maps, 90′′.
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Figure 4.19: Map of theχ2 values in the core L1155C-2. The left panel shows theAKs
map with contours starting at 0.5 magnitudes in steps of 0.15 mag. (3σ ) The middle and
right panels showχ2 using either theWeingartner & Draine(2001) RV = 3.1 (middle)
or RV = 5.5 (right) dust models. Contours start at 4 in steps of 4. The red box is the
approximate region of the primary core. The grey circle in the lower right corner denotes
the resolution of the maps, 90′′.
Figure 4.20: Map of theχ2 values in the core L1228. The left panel shows theAKs map
with contours starting at 0.5 magnitudes in steps of 0.15 mag. (3σ ). The middle and
right panels showχ2 using either theWeingartner & Draine(2001) RV = 3.1 (middle)
or RV = 5.5 (right) dust models. Contours start at 4 in steps of 4. The red box is the
approximate region of the primary core. The grey circle in the lower right corner denotes
the resolution of the maps, 90′′.
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and for each bin determined the averageχ2 with both the WD3.1 and WD5.5 models. Our
results are shown in Figure4.21. TheRV = 3.1 χ2 curve is shown in black whileRV = 5.5
is shown in gray. At low extinction,AKs ≤ 0.6−1, theRV = 5.5 curve is very similar to
theRV = 3.1 one, suggesting that at low extinctions it is difficult to distinguish between
these two models. This explains why most of the lowAKs regions in Figures4.17-4.20
appear very similar in both theRV = 3.1 andRV = 5.5 χ2 maps. AboveAKs = 0.6−1, the
RV = 3.1 curve rises sharply while theRV = 5.5 curve stays roughly constant or increases
only slightly. The highestAKs data point shows a sharp spike in theRV = 5.5 reducedχ
2
for three of the cores. In each case, this is a single star.
The observed behavior in ourχ2 maps is consistent with the idea of grain growth in
dense cores. Most regions of moderate to high extinction shows up in theRV = 3.1 χ2
map but not in theRV = 5.5 χ2 map. This suggests the WD3.1 extinction law isnot
valid in extincted regions becauseχ2 = 4 (the first contour level) corresponds to at least
a 95% chance that the data do not fit the model. The differences in these two extinction
laws is reflected by the differences in the properties of the dust models. The WD3.1 dust
model was constructed to match observations of the diffuse ISM while also incorporating
a population of small polycyclic aromatic hydrocarbons. This dust model produces an
extinction law that fits the “standard” one (Rieke & Lebofsky1985). In contrast to this, the
RV = 5.5 model has significantly fewer small silicate grains (r < 0.1µm) and significantly
more large carbonaceous ones (maximum radius∼ 10× larger). This model produces a
flatter extinction law in the mid-infrared and matches observations of the Galactic center
(Lutz1999; Lutz et al.1996) and observations from the GLIMPSESpitzerLegacy Science
program (Indebetouw et al.2005). A similar result was found byKandori et al.(2003)
who used optical and near-IR observations to map the distribution ofAV andRV within
the L1251 cloud. They foundRV values of 4−6 in the dense highAV areas of the cloud,
compared toRV = 3.2 in low AV regions. At low extinctions it is not clear that the WD3.1
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Figure 4.21: χ2 versusAKs for the cores we observed. The WD3.1χ
2 values are black,
while the WD5.5χ2 values are light gray. The error bars shown are the standard devia-
tions of the meanχ2 value in each bin.
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model provides a better fit to the data. This may be due to the fact that the majority of
our sources are only detected in IRAC1 and/or IRAC2 where differences between the
WD3.1 and WD5.5 dust models are smaller. Thus, when sources are averaged together
for purposes of creatingχ2 maps, any extremeχ2 values tend to be averaged out.
While most of our observations can be explained by the idea of grain growth within
dense regions, in both L1152 and L1228 there are regions that appear strong in the WD5.5
χ2 map yet are within the region of the core. Both of these cores have outflows associated
with them which may be changing the dust sizes and compositions. In the next section,
we explore changes in the observed extinction law as a function of wavelength andAKs.
This will help us to understand exactly how the dust is changing within our cores.
4.6.2 Wavelength Dependence of the Extinction Law
As we saw in the last section, the extinction law is strongly dependent onAKs. Now
we would like to explore how the extinction law changes versus wavelength. We started
by binning the observed extinction law into threeAKs bins: 0.15≤ AKs < 0.5, 0.5 ≤
AKs < 1, andAKs ≥ 1. In each extinction bin, we have combined the individualCobsext (λ )
measurements to obtain a weighted average value ofAλ /AKs. We excluded any negative
values ofCobsext (λ ) as unphysical.
In Figure4.22 we have plotted the observed extinction law as a function of wave-
length. We have drawn errorbars for each data point as the larger of: the standard devia-
tion of the mean or the minimum uncertainty due to systematic errors in the flux. These
systematic errors were computed from Equation3.8and the uncertainties listed in§§ 2.4.1
and2.4.2and in Table2.4. Note that the uncertainty is proportional toA−1Ks . We used the
average value forAKs in each bin, weighted by our uncertainties inCext, to compute the
systematic errors. Each row is a different core and each column is a differentAKs bin. The
left column covers the range ofAKs from 0.15-0.5, the middle column is 0.5-1, and the
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Figure 4.22: We have divided each of our cores into threeAKsranges and plotted the
extinction law in each one. The left column is sources with 0< AKs < 0.5, the middle
column is 0.5≤ AKs < 1, and the right column isAKs ≥ 1.
right one isAKs ≥ 1. In addition to the WD3.1 and WD5.5 models, we have plotted a third
dust model (Pontoppidian et al., in prep). This dust model utilizes a simplified version of
the WD3.1 dust model and adds icy mantles of from both water and also volatiles. Several
ice absorption features can be seen in Figure4.22, due to either H2O, CO2, or CO.
There is only a small difference in the extinction law between differentAKs ranges and
different cores. All four cores, in all three ranges of extinction, have a flatter extinction
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law in theSpitzerIRAC bands that is more consistent with the WD5.5 or KP v5.0 extinc-
tion models. In the lowest extinction bin of L1228, theA4.5/AKs andA8/AKs data points
are lower than the values for the other IRAC bands. ForAKs = 0.15−0.5, the errorbars are
large enough such that we cannot statistically rule out a fit to the WD3.1 extinction law.
These errorbars are the reason why ourχ2 maps show little difference between WD3.1
and WD5.5 at low extinction. For higher extinctions, the errorbars are smaller since the
systematic errors are proportional toA−1Ks . Even though the systematic error bars can be
quite large, the band-to-band relative uncertainties are much smaller which explains the
smoothness in the extinction law predicted in the IRAC bands.
Our finding of a flat extinction law even at lowAKs seems surprising since this contra-
dicts our expectation that low extinction regions should correspond to the WD3.1 extinc-
tion law (e.g.Rieke & Lebofsky1985). In chapter3 we used the same methods to calcu-
late the extinction law in three molecular clouds. There we found that for 0.15≤AKs < 0.5
the extinction law was consistent with WD3.1. One major reason for this difference is
that we are probing the column density along a line of sight and not the true density.
Because isolated cores are factors of 10-30 smaller than molecular clouds, they have a
correspondingly higher density than clouds for the same column density. Grain growth is
a collisional process which proceeds more rapidly at higher densities. Hence, the grains
in isolated cores quickly achieve at least modest grain growth compared to the WD3.1
dust grains.
At higher extinctions, ourAλ /AKs values increase slightly and the extinction law be-
comes even flatter. In two of the cores, L1152 and L1155C-2, the extinction law is higher
than either WD5.5 or KP v5.0. This is primarily due to the 5.8µm data point. Water ice
has an absorption peak at 6.02µm due to H-O-H bending (Gibb et al.2004). The strength
of A5.8/AKs suggests that water ice is present in these two cores. There is no correlation
with star formation because L1152 contains three YSOs while L1155C-2 is starless.
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Figure 4.23: The extinction law measured by three different authors along with theoret-
ical models. Our average extinction law for L204C-2 withAKs ≥ 1 is shown with black
circles. For clarity, we have suppressed the errorbars.
Indebetouw et al.(2005) andFlaherty et al.(2007) both usedSpitzerobservations to
compute the IRAC extinction law from various sightlines. Furthermore,Lutz (1999) ob-
served Hydrogen recombination lines towards the Galactic Center to derive the extinction
law from 2.6−19µm. All three of these papers computed a flat extinction law consistent
with each other and consistent with our results. In Figure4.23we have plotted these au-
thors’ results along with our results for L1228 (the only core with a 24µm data point in
this extinction range).
Unlike in IRAC, ourA24/AKs data point is almost universally higher than predicted
by any dust model. Four of our six points are approximately 0.7. Since there are only 15
24µm data points in all four cores with detections≥ 3σ , we may simply be dominated
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by small number statistics. Another possibility is that our stellar model predicts a flux
that is too high at 24µm. From Table2.4 we see that the average model for the cores
predicts a flux at 24µm of 0.013±0.001 mJy (normalized toKs). If we choose a slightly
lower average model flux, 0.012 mJy, then theA24/AKs data point is reduced by 15-50%
for 0.15≤ AKs < 0.5 but only 8% forAKs ≥ 1.
It may be possible to explain our values forA24/AKs at low AKs by changing our
average stellar model flux at 24µm. However, changing the model has a smaller effect at
high AKs, therefore it seems unlikely that this data point can be explained solely through
the use of a different average stellar model. The extinction law has not been well-studied
at 24µm. Flaherty et al.(2007) measured it in two of their five regions and found values
for A24/AKs of 0.44±0.02 and 0.52±0.03. In our data, there is only one star in L1228
with AKs ≥ 1. From this star, we derive a value forA24/AKs of 0.668±0.120. It is hard to
draw conclusions from one star, but given slight changes to the average stellar model and
the relatively large errorbars, our measurement is consistent withFlaherty et al.(2007)
results. While KP v5.0 is close, no current dust model fits the value forA24/AKs.
Finally, there were the two regions in L1152 and L1228 which appear in theRV = 5.5
χ2 maps. We speculated in the last section that the outflows present in these cores may be
altering the dust properties. We selected all the sources circled in red in Figures4.18and
4.20and plotted the average extinction law for each in Figure4.24. The extinction law
in both of these regions is slightly shallower than the WD3.1 dust model. This is likely
due to the shock from the outflows in these cores which are destroying the dust grains and
clearing out a cavity.
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Figure 4.24: The averaged extinction laws for the sources near the outflows in L1152
(left) and L1228 (right). Three different dust models are plotted for comparison. For
L1152, we only have one data point in IRAC4 which explains the relatively large errorbar.
All other errorbars are the larger of: the standard deviation of the mean or the minimum
uncertainty due to systematic errors in the flux.
4.6.3 Changes in the Near-Infrared Extinction Law
In this chapter, we have assumed a constant extinction law in the near-IR that can be rep-
resented by the WD5.5 dust model. We did this on purpose so we could directly compare
our results with those of other authors (who assumed the same extinction law), for easy
comparison between different cores, and because numerous observations support an ex-
tinction similar very similar to this one in the near infrared (Draine2003, and references
therein). In the near-infrared, the extinction law can be fit as a power law,Aλ ∝ λ−β . Our
WD5.5 model hasβ ≈ 1.6. We will investigate the effect of different near-IR extinction
laws on our results in this section.
As we discussed in§ 3.6.3, theJHKs bands can be used to derive the extinction law
in the near-infrared by fitting a straight line to a plot ofJ−H versusH−Ks. Figure4.25
shows this plot for our cores with the best-fit slope in each core.
The sparsity of points with large reddening in our cores makes it difficult to obtain
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Figure 4.25:J−H versusH−Ks for all sources brighter than 15th magnitude atKs. The
best-fit line for each core is shown with the specified slope.
reasonable best-fit lines. L204C-2, the core with the best correlation, has a slope of 1.77,
which corresponds toβ = 1.58. L1155C-2 and L1228 have moderately good fits with
slopes of 1.51 and 1.58 (β = 1.02,1.18), but L1152 has too few reddened stars to obtain
any sort of reasonable slope for the data. In all of our cores, the data are visually consistent
with the slope of 1.77 found for L204C-2. Following§ 3.6.3, we have plotted in Figure
4.26our observed extinction law in L204C-2 for three different values ofβ : 1.4, 1.6, and
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Figure 4.26: The extinction law in L204C-2 using three different extinction laws for the
near-infraredJHKs bands. These extinction laws are of the formAλ ∝ λ−β .
1.8. This range ofβ corresponds to a relatively small range of slopes: 1.68-1.88.
Changingβ has a measurable impact on our computed extinction law in the IRAC
bands. In general, our extinction law is flatter for lower values ofβ . Betweenβ = 1.4
andβ = 1.6, the extinction law in the IRAC bands changes by 10− 15% and between
β = 1.6 andβ = 1.8, the extinction law changes by 15−20%. Based on this analysis,
our assumption of the WD3.1 modelβ = 1.6 introduces a systematic error of 10−15%
in our computed extinction law.
4.7 Conclusions
As sites of current or potential future star formation, studying the dust properties of iso-
lated cores can tell us about the physical conditions within the cores. We have observed
four cores, L204C-2, L1152, L1155C-2, and L1228 with both deepJHKs andSpitzerob-
servations. Two of these, L1152 and L1228, are previously known to harbor protostars,
while the other two are starless. This determination was based on the presence or lack
of IRAS sources within the cores (Lee et al.1999). Therefore we have a small sample
illustrating both the initial and later stages of star formation.
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All four of our cores contain a number of bright 24µm sources. These sources can
be very exciting since young stellar objects exhibit infrared excesses due to reprocessing
of starlight by the disks and envelopes surrounding them. However, other objects such
as asteroids and background galaxies may also be detected at 24µm. After removing
these objects from our catalogs, we were left with 10 YSO candidates, 3 in L1152 and
7 in L1228. We did not detect any YSOc sources in either L204C-2 or L1155C-2. Any
YSOc objects would have to be fainter than our 3σ detection limit of∼ 12.5 magnitudes
at 24µm.
We have also created extinction maps to trace the column density of the cores. Sur-
prisingly, the peak of the dust extinction does not necessarily correspond to the location
of the YSOs. In L1152, the bulk of the core is located to the south of IRAS 20353+6742.
The situation is different in L1228, where the majority of the YSOs are located at the cen-
tral extinction peak. Note that there are several other extinction peaks in this core, none of
which have any YSOs associated with them. There is one possible YSO in L1228 which
is not associated with the core. Only the primary YSO in this core has been previously
detected.
The presence of YSOs in a core may alter the dust properties compared to starless
cores as grain growth occurs and ice mantles on grains are heated and evaporate. To
examine this in depth, we created a reducedχ2 statistic that sums the difference between
the observed extinction law and that produced by a given dust model for each source,
either WD3.1 or WD5.5. We then created a map of the WD3.1 and WD5.5χ2 within
each core. BelowAKs . 0.6− 1, the WD3.1 and WD5.5χ2 values are very similar.
Above this extinction, the WD3.1χ2 rises sharply while WD5.5 tends to stay the same or
increase only moderately.
We also binned our data inAKs and plotted the observed extinction law in each bin.
Even at the lowest extinctions, our observed extinction law in the mid-infrared is fairly
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flat and more consistent with WD5.5 or KP v5.0 than with WD3.1, though the systematic
errorbars are large enough to incorporate the WD3.1 law as well. At higher extinctions,
Aλ /AKs does not significantly change in most cores except forAKs ≥ 1 in L1152 and
L1155C-2 where the observed law is flatter than WD5.5 and KP v5.0. This flatness could
be explained by water ice in these two cores. Since one core, L1152, is starred while the
other is starless, the presence or lack of water ice does not appear correlated with star
formation.
At 24µm, the extinction law appears significantly higher than previous results from
Flaherty et al.(2007). Slight changes in our average stellar model can dramatically lower
A24/AKs and bring them into line withFlaherty et al.(2007) results. However,A24/AKs
remains higher than the values predicted by any current dust models.
Finally, the outflows in L1152 and L1228 seem to have an impact on the dust proper-
ties within the cores. The regions near the observed tips of the outflows show evidence of





In this dissertation we investigated the changes in dust properties within molecular clouds
and cores. We mapped regions within three molecular clouds and also four isolated cores
from 1.25−24µm. We derived line-of-sight extinctions towards each background star
and convolved these to create extinction maps. We also computed the observed extinction
law from 3.6−24µm for each background star. We compared our observed extinction
law to three theoretical models, each chosen to model various limits in the interstellar
medium. TheWeingartner & Draine(2001) RV = 3.1 model was chosen to represent
the diffuse ISM, theirRV = 5.5 model represents grain growth in denser cloud regions,
and finally the Pontoppidian et al. (in prep.) model, version 5.0, was chosen since it
incorporates icy mantles on dust grains. We can now answer the three questions we posed
in § 1.5.
Question 1: How are dust grain sizes and compositions related to the ex-
tinction?
Short answer: There is a strong correlation between grain growth and the
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column density of material. Ices appear in some of the denser regions.
In both the clouds and the cores, we computed a reducedχ2 statistic using both the
Weingartner & Draine(2001) RV = 3.1 andRV = 5.5 dust models. BelowAKs ∼ 1 these
two models have very similarχ2 values making it difficult to distinguish between them.
AboveAKs ∼ 1 theRV = 3.1 χ2 values increase sharply while theRV = 5.5 values remain
roughly constant or only increase modestly. Furthermore, we created spatial maps ofχ2
using the same methodology and with the same resolution as our extinction maps. In all
our regions the high extinction regions also appear in theRV = 3.1 χ2 maps while these
same regions are weaker or not observed in theRV = 5.5 χ2 maps.
These two models,RV = 3.1 andRV = 5.5, have different dust properties, as shown in
Figure1.2. TheRV = 3.1 model was designed to fit observations of the diffuse interstellar
medium. InRV = 5.5 the carbonaceous grains can be up to 10× larger than inRV = 3.1.
Furthermore, the number of silicate grains smaller than 0.1µm is significantly reduced in
RV = 5.5.
We also computed the average extinction law in different ranges of extinction. The
general trend is that the extinction law from 3.6−8µm flattens as extinction increases.
This agrees with our earlier evidence for grain growth. The degree of flattening is dif-
ferent between clouds and cores. In our clouds, the diffuse regions are very similar to
the Weingartner & DraineRV = 3.1 dust model. In our cores, however, even the lowAKs
regions have a relatively flat extinction law. This is because extinction traces the column
density of material rather than the true density. Since cores are physically several or-
ders of magnitude smaller in size than molecular clouds, cores can have a higher density
compared to clouds for the same extinction (column density). In some regions, L1152,
L1155C-2, Serpens, and Perseus, the extinction law in the densest regions (highest ex-
tinctions) is even higher thanRV = 5.5, most noticeably at 5.8µm. This can be explained
by the presence of water ice, which has an H-O-H vibrational line at 6.02µm (Gibb et al.
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2004).
There is one region within Perseus which does not follow the observed trend, i.e.
higher extinction equals a flatter extinction law. This region has an extinction law higher
than observed in any other region. This region has a relatively modest extinction (AKs =
0.62), so it seems unlikely that grain growth or ices are contributing to the flatter extinc-
tion law. We do not have an explanation for this region.
Question 2: How do star forming regions impact dust properties?
Short answer: Except for molecular outflows, the presence of star formation
alone has little impact on the dust properties.
Our observations were designed to cover a range of environments including star form-
ing regions. In our clouds, we observed a region near L1688 in Ophiuchus, the cluster of
YSOs identified as IRAS 03388+3139 (IC348 West) in Perseus, and ‘Cluster B’ in Ser-
pens. Two of our cores are identified as ‘starred’, meaning they contain embedded proto-
stars, and two are starless. There is no consistent picture of the extinction law changing
due to the presence or lack of star formation in any cloud or core. This is perhaps not so
surprising because the regions near enough to YSOs for there to be significant heating of
the dust grains (to temperatures& 100K) are below the resolution of ourχ2 maps. Our
maps have a resolution of 30′′ in Serpens and 90′′ in all other clouds. In Tables3.1 and
4.2 we listed the distances to each cloud and core. Using these values, our resolution
ranges from∼ 7,800 AU in Serpens to almost 30, 00 AU in L1152 and L1155C-2. We
do observe evidence for water ice in some of the highest extinction regions, but there is no
correlation between the presence or lack of water ice and the occurence of star formation.
In L1152 and L1228, molecular outflows appear to clear-out or destroy the larger dust
grains leaving a cavity where the extinction law is more consistent with theRV = 3.1 dust
model. This is a deviation from the rest of the core, where the extinction law is closer to
RV = 5.5, even at low extinctions.
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Question 3: Do the dust properties differ between clouds, between cores,
and between clouds and cores?
Short answer: All regions show the same trend where higher extinction =
flatter extinction law, but there are some differences in specific regions and
larger differences between the clouds and the cores.
As we discussed in our answer to Question 1, all our regions have a correlation be-
tween the column density and the extinction law. This general trend is consistent with
grain growth in denser regions. There are, however, some differences. For 015≤ AKs <
0.5, both Perseus and Serpens have anA5.8/AKs data point that is higher than theRV = 3.1
model. This behavior is not found for low extinctions in Ophiuchus. The size of the error-
bars for this range of extinction make this result statistically insignificant. At intermediate
ranges of extinction, the extinction law is similar between all three clouds with dust prop-
erties consistent with the WD5.5 model. Again as we discussed in our answer to Question
1, ices appear in the densest regions of Perseus and Serpens, but not in Ophiuchus.
There is a large difference at low extinctions between our clouds and cores. For the
same range of extinction, 0.15≤ AKs < 0.5, the extinction law in the IRAC bands for
the cores is much flatter than in the clouds and consistent withRV = 5.5. This is caused
by the difference in size between isolated cores and molecular clouds. Isolated cores are
∼ 10−30× smaller than clouds so the same column density of material will correspond
to a denser region in a core compared to a cloud. Because grain growth is a collisonal
process and the isolated cores are denser, it is reasonable to assume the dust grains have
experienced at least some grain growth compared to the WD3.1 dust grains. The four
cores have a similar extinction law for all but the highest extinctions. L1152 and L1155C-
2 both show evidence for water ice, but L204C-2 and L1228 do not.
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5.2 Future Work
We have shown in this dissertation that the dust properties within clouds and cores change
in a manner consistent with grain growth and with ices forming in some of the denser
regions. This is consistent with many previous results, though there are a few areas where
questions remain.
One of the biggest remaining questions is the nature of the extinction law at 24µm.
Data is sparse butLutz (1999) andFlaherty et al.(2007) suggest an extinction law much
flatter than one predicted by current dust models. Our results agree with this conclusion
and also seem to suggest thatA24/AKs decreases as extinction increases. This behavior
is contrary to the idea of grain growth in denser regions. More high-quality detections
of stars at 24µm are needed to obtain better statistics. WithSpitzerLegacy Science
Programs such as c2d and Gould’s Belt, these data have been and are currently being
taken and will become available to the community in the near future.
In this thesis, we used the extinction maps of clouds to investigate the possible exis-
tence of sub-structure and to compute a simple one-point correlation statistic, the power
density function, which tells us about the presence of turbulence in the clouds. It might
be useful to create a two-point correlation function and see if it adds to our understanding
of the structure in clouds.
Finally, our anomalous region in Perseus shows that some regions do not fit standard
assumptions about what the dust properties should be in molecular clouds. Since we have
only discovered one such region in all three clouds, it seems more likely to be caused by
stars or other objects with unusual photometry rather than a property of the cloud. With
the larger sample of c2d and Gould’s Belt data available, we would like to search for any
other such anomalies in other clouds. If other examples are found, spectra would then
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