Abstract. Consider the product of m independent n × n random matrices from the spherical ensemble for m ≥ 1. The spectral radius is defined as the maximum absolute value of the n eigenvalues of the product matrix. When m = 1, the limiting distribution for the spectral radii has been obtained by Jiang and Qi (2017) . In this paper, we investigate the limiting distributions for the spectral radii in general. When m is a fixed integer, we show that the spectral radii converge weakly to distributions of functions of independent Gamma random variables. When m = m n tends to infinity as n goes to infinity, we show that the logarithmic spectral radii have a normal limit.
Introduction
In the last few decades, random matrix theory has expanded very quickly and found applications in many areas such as heavy-nuclei (Wigner, 1955) , condensed matter physics (Beenakker, 1997) , number theory (Mezzadri and Snaith, 2005) The study of non-Hermitian matrices, initiated by Ginibre (1965) for Gaussian random matrices, has attracted much attention as well, and applications are found in areas such as quantum chromodynamics, chaotic quantum systems and growth processes; see, e.g., Akemann, Baik and Francesco (2011) for more descriptions. For non-Hermitian matrices, the largest absolute values of their eigenvalues are refereed to as the spectral radii. Rider (2003 Rider ( , 2004 and Rider and Sinclair (2014) consider the real, complex and symplectic Ginibre ensembles. In particular, for the complex Ginibre ensemble, Rider (2003) shows that the spectral radius converges in distribution to the Gumbel distribution. Jiang and Qi (2017) investigate the limiting distributions for the spectral radii for the spherical ensemble, truncation of circular unitary ensemble and product of independent matrices with entries being independent complex standard normal random variables. These limiting distributions are no longer the Tracy-Widom laws. Gui and Qi (2018) Let m ≥ 1 be an integer and assume X 1 , · · · , X m are m independent and identically distributed (i.i.d.) n × n random matrices. The product of the m matrices is an n × n random matrix, denoted by
The product of random matrices have been applied in wireless telecommunication, disordered spin chain, the stability of large complex system, quantum transport in as the eigenvalues of X. Then it follows from Krishnapur (2009) that the joint probability density function of the n eigenvalues is given by
where C 1 is a normalizing constant.
In this paper, we consider the product of m independent matrices from the spherical ensemble. We are interested in the limiting distributions of the spectral radii for the product ensemble X (m) when n goes to infinity. We also allow that m = m n changes with n.
Let X 1 , · · · , X m be m independent and identically distributed n × n random matrices that have the same distribution as X defined above. The product ensemble
is defined as in (1.1). Then we have from Adhikari et al. (2016) that the n eigenvalues z 1 , · · · , z n of X (m) have a joint probability density function
where C m is a normalizing constant and w m (z) can be expressed in terms of a Meijer G-function. A recursive formula for w m is obtained by Zeng (2016) as follows
When m = 1, the limiting distribution has been obtained in Jiang and Qi (2017) .
In this paper, our objective is to obtain the limiting distributions for the spectral radii for the product ensemble X (m) in the following two cases: (a) m ≥ 1 is a fixed integer, and (b) m = m n tends to infinity as n goes to infinity. We will show that the limiting distributions of the spectral radii can be expressed as the distributions of functions of independent Gamma random variables when m is fixed, and the limiting distributions for the logarithmic spectral radii are normal when m = m n diverges as n → ∞.
The rest of the paper is organized as follows. The main results of the paper are introduced in Section 2, and their proofs are given in Section 3.
Main Results
We assume that the product
matrices from the spherical ensemble. Note that the eigenvalues
are complex random variables with the joint density distribution function given in 
We have the following two theorems on the limiting distributions of the spectral radius M n for the product ensemble X (m) . The two theorems reveal two different types of limiting distributions according to whether m is fixed or divergent.
2)
3) Remark 2. There is no explicit form for the distribution of the random variable defined on the right-hand side of (2.2) except the case m = 1. In fact, if we define
and consequently, the distribution of the random variable on the right-hand side of (2.2) when m = 1 is
This is exactly what Jiang and Qi (2017) have obtained in their Theorem 1. Meanwhile, they have verified that 1 − H(x) ∼ 1 x 2 as x → ∞, and therefore, H(x) is a heavy-tailed distribution.
Remark 3. In Theorem 2.2, the limiting distributions are obtained for logarithmic spectral radius log M n . It is possible to show that there do not exist real constants a n and b n > 0 such that (M n − a n )/b n converges in distribution to a non-degenerate distribution function.
Proofs
First, we will introduce some notation, and then present some important lemmas.
The proofs of the two main results are given afterwards.
Let d = and p → denote equality in distribution and convergence in probability. For a sequence of random variables X n , n ≥ 1 and any sequence of positive constants a n , n ≥ 1, notation X n = o p (a n ) means X n /a n d → 0 as n → ∞. Notation X n = O p (a n ) implies that lim c→∞ lim sup n→∞ P (|X n /a n | > c) = 0. In particular, if X n /a n converges in distribution, then we have X n = O p (a n ).
Let U 1 , · · · , U n be independent random variables uniformly distributed over (0, 1) and define U (1) ≤ · · · ≤ U (n) as the order statistics of U 1 , · · · , U n .
Assume that {s j,r , 1 ≤ r ≤ m, 1 ≤ j ≤ n} are independent random variables, and the density of s j,r is proportional to 
Moreover, E(X) = ψ(α) and Var(X) = ψ ′ (α).
Proof. Note β(t) = E(Y t ). We have for t > −α
Hence we have
This completes the proof of the lemma.
Next, we collect some properties of the bigamma function ψ(x). 
b. (Formula 6.3.2 in Abramowitz and Stegun (1972))
where γ = 0.57721 · · · is the Euler constant.
c. (Formula 6.4.10 in Abramowitz and Stegun (1972))
From Lemmas 3.2 and 3.1 we have
Therefore, the constants µ n and σ 2 n in Theorem 2.2 can be rewritten as is well defined, and P (M < ∞) = 1.
Proof. Since max 1≤i≤n
is non-decreasing in n with probability one, the limit M exists and M > 0. Note that
It follows from Lemma 3.2 that
ψ(t)dt ≥ 1.5 log x for all large x ≥ i 0 for some integer i 0 ≥ 3. Therefore, it follows from Lemma 3.1 and equation (3.1) that
By using the independence of Γ ij we have
and hence, P ( 
See the proof of Lemma 2.3 in Zeng (2016).
Lemma 3.6. (U (1) , U (2) , · · · , U (n) ) and ( 
for any ε > 0. Since Γ ij [2 : (n+1)] is a partial sum from a sequence of i.i.d. standard exponential random variables with E(Γ 111 ) = 1 and E(Γ 3 111 ) = 6 < ∞, we have from Theorem 3 in Baum and Katz (1963) that
which implies that
Then the lemma follows from Borel-Cantelli lemma.
By setting g(x 1 , · · · , x n ) = max 1≤i≤n x i in Lemma 3.4 we have that M 
has the same distribution as U (n+1−i) . Then it follows from Lemma 3.5 that
has the same distribution as s n+1−i,j for any j ≥ 1. Note that
has the same distribution as m j=1 s n−i+1,j , and max 1≤i≤n |z i | 2 and max 1≤i≤n m j=1
have the same distribution. This implies
Now we define
for 1 ≤ i ≤ n. Then we have for any i ∈ {1, · · · , n − 1}
for any x ∈ R.
Proof of Theorem 2.1. It follows from Lemma 3.7 that as n → ∞
with probability one.
Define for r ≥ 1 To show the theorem, it suffices to prove that W n → M with probability one. Let k ≥ 1 be any fixed integer. Then we have
which together with (3.6) yields
For any fixed k ≥ 2, we have for all large n
Again, in view of (3.6) we have that lim inf n→∞ W n ≥ Z k with probability one.
Hence, by letting k → ∞, and using Lemma 3.3 we get that lim inf n→∞ W n ≥ M.
Therefore, we conclude that lim inf n→∞ W n = lim sup n→∞ W n = M with probability one.
Proof of Theorem 2.2. In view of (3.4) we have
for every x ∈ R, where a ni (x) = P (log
follows from (3.5) that for each x ∈ R,
Our goal is to show that the limit on the right-hand side of (3. for every x ∈ R.
Note that (3.9) is equivalent to
For each i ≥ 1, log(Γ ij ), j = 1, · · · , m n are i.i.d. random variables with mean ψ(i) and variance ψ ′ (i). Then we have
by the classic central limit theorem, and as n → ∞
Note that for 1 ≤ i ≤ n
(3.14)
For i = 1, we have from (3.12) and (3.13)
proving (3.11).
For i = 2, by using (3.12) and (3.13) and Lemma 3.2 (b) we get
Hence, we conclude from (3.8) that max 2≤i≤n (1 − a ni (x)) = 1 − a n2 (x) → 0 as n → ∞. (1 − a ni (x)) → 0, which proves (3.15) . This completes the proof of the theorem.
