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YOKONUMA-SCHUR ALGEBRAS
WEIDENG CUI
Abstract. In this paper, we define the Yokonuma-Schur algebra YSq(r, n) as the en-
domorphism algebra of a permutation module for the Yokonuma-Hecke algebra Yr,n(q).
We prove that YSq(r, n) is cellular by constructing an explicit cellular basis follow-
ing the approach in [DJM], and we further show that it is a quasi-hereditary cover of
Yr,n(q) in the sense of Rouquier following [HM2]. We also introduce the tilting modules
for YSq(r, n). In the appendix, we define and study the cyclotomic Yokonuma-Schur
algebra in a similar way.
1. Introduction
1.1. The Yokonuma-Hecke algebra was first introduced by Yokonuma [Yo] as a centralizer
algebra associated to the permutation representation of a Chevalley group G with respect
to a maximal unipotent subgroup of G. Juyumaya [Ju1] gave a new presentation of the
Yokonuma-Hecke algebra, which is commonly used for studying this algebra.
The Yokonuma-Hecke algebra Yr,n(q) is a quotient of the group algebra of the modular
framed braid group (Z/rZ) ≀ Bn, where Bn is the braid group of type A on n strands.
It can also be regraded as a deformation of the group algebra of the complex reflection
group G(r, 1, n), which is isomorphic to the wreath product (Z/rZ) ≀Sn, where Sn is the
symmetric group on n letters. It is well-known that there exists another deformation of
the group algebra of G(r, 1, n), the Ariki-Koike algebra Hr,n [AK]. The Yokonuma-Hecke
algebra Yr,n(q) is quite different from Hr,n. For example, the Iwahori-Hecke algebra of
type A is canonically a subalgebra of Hr,n, whereas it is an obvious quotient of Yr,n(q),
but not an obvious subalgebra of it.
In the past few years, many people are largely motivated to study Yr,n(q) in order to
construct its associated knot invariant; see the papers [Ju2], [JuL] and [ChL]. In particular,
Juyumaya and Kannan [Ju2, JuK] found a basis of Yr,n(q), and then defined a Markov
trace on it.
Some other people are particularly interested in the representation theory of Yr,n(q),
and also its application to knot theory. Chlouveraki and Poulain d’Andecy [ChPA1] gave
explicit formulas for all irreducible representations of Yr,n(q) over C(q), and obtained
a semisimplicity criterion for it. In their subsequent paper [ChPA2], they defined and
studied the affine Yokonuma-Hecke algebra Ŷr,n(q) and the cyclotomic Yokonuma-Hecke
algebra Y dr,n(q), and constructed several bases for them, and then showed how to define
Markov traces on these algebras. Moreover, they gave the classification of irreducible rep-
resentations of Y dr,n(q) in the generic semisimple case, defined the canonical symmetrizing
form on it and computed the associated Schur elements directly.
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1.2. Recently, Jacon and Poulain d’Andecy [JaPA] constructed an explicit algebraic
isomorphism between the Yokonuma-Hecke algebra Yr,n(q) and a direct sum of matrix
algebras over tensor products of Iwahori-Hecke algebras of type A, which is in fact a
special case of the results by G. Lusztig [Lu, Section 34]. This allows them to give a
description of the modular representation theory of Yr,n(q) and a complete classification
of all Markov traces for it. Chlouveraki and Se´cherre [ChS, Theorem 4.3] proved that the
affine Yokonuma-Hecke algebra is a particular case of the pro-p-Iwahori-Hecke algebra
defined by Vigne´ras in [Vi].
Espinoza and Ryom-Hansen [ER] gave a new proof of Jacon and Poulain d’Andecy’s
isomorphism theorem by giving a concrete isomorphism between Yr,n(q) and Shoji’s mod-
ified Ariki-Koike algebra Hr,n.Moreover, they showed that Yr,n(q) is a cellular algebra by
giving an explicit cellular basis. Combining the results of [DJM] with those of [ER], we
[C1] proved that the cyclotomic Yokonuma-Hecke algebra Y dr,n(q) is cellular by construct-
ing an explicit cellular basis, and showed that the Jucys-Murphy elements for Y dr,n(q) are
JM-elements in the abstract sense introduced by Mathas [Ma3].
We [CW] have established an equivalence between a module category of the affine (resp.
cyclotomic) Yokonuma-Hecke algebra Ŷr,n(q) (resp. Y
d
r,n(q)) and its suitable counterpart
for a direct sum of tensor products of affine Hecke algebras of type A (resp. cyclotomic
Hecke algebras), which allows us to give the classification of simple modules of affine
Yokonuma-Hecke algebras and of the associated cyclotomic Yokonuma-Hecke algebras
over an algebraically closed field of characteristic p when p does not divide r, and also
describe the classification of blocks for these algebras. In addition, the modular branching
rules for cyclotomic (resp. affine) Yokonuma-Hecke algebras are obtained, and they are
further identified with crystal graphs of integrable modules for affine lie algebras of type A.
In a subsequent paper, we [C2] have established an explicit algebra isomorphism between
the affine Yokonuma-Hecke algebra Ŷr,n(q) and a direct sum of matrix algebras over tensor
products of affine Hecke algebras of type A. As an application, we proved that Ŷr,n(q) is
affine cellular in the sense of Koenig and Xi, and studied its homological properties.
1.3. In [DJM], they constructed a cellular basis for the cyclotomic q-Schur algebra S(Λ)
by firstly constructing a cellular basis for the Ariki-Koike algebra Hr,n. They further
obtained a complete set of non-isomorphic irreducible S(Λ)-modules and showed that it
is quasi-hereditary. Now, there exists a cellular basis on Yr,n(q) by [ER], it is natural to
try to define and study the corresponding Schur algebra for the Yokonuma-Hecke algebra
Yr,n(q) by using this cellular basis.
In this paper, we will define the Yokonuma-Schur algebra YSq(r, n) as the endo-
morphism algebra of a permutation module associated to the Yokonuma-Hecke algebra
Yr,n(q). Combining the results of [DJM] with those of [SS], we prove that YSq(r, n) is cellu-
lar by constructing an explicit cellular basis, and further prove that it is quasi-hereditary.
We also investigate the indecomposable tilting modules for YSq(r, n) and prove that they
are self-dual.
This paper is organized as follows. In Section 2, we recall the definition of the Yokonuma-
Hecke algebra Yr,n(q) and the construction of a cellular basis of Yr,n(q) following [ER].
In Section 3, we will define the Yokonuma-Schur algebra YSq(r, n) as the endomorphism
algebra of a permutation module associated to the Yokonuma-Hecke algebra Yr,n(q). We
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prove that YSq(r, n) is cellular by constructing an explicit cellular basis, and further prove
that it is quasi-hereditary by combining the results of [DJM] with those of [SS]. In Section
4, following the approach in [HM2], we will construct an exact functor from the category
of YSq(r, n)-modules to the category of Yr,n(q)-modules. In Section 5, we introduce the
tilting modules for YSq(r, n) and the closely related Young modules for Yr,n(q) following
[Ma2]. In the appendix, we will generalize these results to define and study the cyclotomic
Yokonuma-Schur algebra by using the cellular basis of Y dr,n(q) constructed in [C1]. Since
this approach is very similar, we only mention the main results and skip all the details.
Many ideas of this paper originate from the references [DJM, Ma2, SS], although it
should be noted that the basic set-up here is different from theirs; anyhow, we expect
that the Yokonuma-Schur algebra and its cyclotomic analog defined here deserve further
study.
2. Cellular Bases for Yokonuma-Hecke algebras
In this section, we recall the definition of the Yokonuma-Hecke algebra Yr,n(q) and the
construction of a cellular basis of Yr,n(q) presented in [ER, Section 4].
Let r, n ∈ N, r ≥ 1, and let ζ = e2pii/r. Let q be an indeterminate. Let Sn be
the symmetric group on n letters, which acts on the set {1, 2, . . . , n} on the right by
convention.
Let R = Z[1r ][q, q
−1, ζ]. The Yokonuma-Hecke algebra Yr,n = Yr,n(q) is an R-associative
algebra generated by the elements t1, . . . , tn, g1, . . . , gn−1 satisfying the following relations:
gigj = gjgi for all i, j = 1, . . . , n− 1 such that |i− j| ≥ 2;
gigi+1gi = gi+1gigi+1 for all i = 1, . . . , n− 2;
titj = tjti for all i, j = 1, . . . , n;
gitj = tjsigi for all i = 1, . . . , n− 1 and j = 1, . . . , n;
tri = 1 for all i = 1, . . . , n;
g2i = 1 + (q − q
−1)eigi for all i = 1, . . . , n− 1,
(2.1)
where si is the transposition (i, i + 1), and for each 1 ≤ i ≤ n− 1,
ei :=
1
r
r−1∑
s=0
tsi t
−s
i+1.
Note that the elements ei are idempotents in Yr,n. The elements gi are invertible, with
the inverse given by
g−1i = gi − (q − q
−1)ei for all i = 1, . . . , n− 1. (2.2)
Let w ∈ Sn, and let w = si1 · · · sir be a reduced expression of w. By Matsumoto’s
lemma, the element gw := gi1gi2 · · · gir does not depend on the choice of the reduced
expression of w, that is, it is well-defined. Let l denote the length function on Sn. Then
we have
gigw =
{
gsiw if l(siw) > l(w);
gsiw + (q − q
−1)eigw if l(siw) < l(w).
(2.3)
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Using the multiplication formulae in (2.3), Juyumaya [Ju2] has proved that the follow-
ing set is an R-basis of Yr,n:
Br,n = {t
k1
1 · · · t
kn
n gw | 0 ≤ k1, . . . , kn ≤ r − 1 and w ∈ Sn}. (2.4)
Thus, Yr,n is a free R-module of rank r
nn!.
Set s := {1, 2, . . . , n}. Let i, k ∈ s and set
ei,k :=
1
r
r−1∑
s=0
tsi t
−s
k . (2.5)
Note that ei,i = 1, ei,k = ek,i, and that ei,i+1 = ei. It can be easily checked that
e2i,k = ei,k for all i, k = 1, . . . , n,
tiej,k = ej,kti for all i, j, k = 1, . . . , n,
ei,jek,l = ek,lei,j for all i, j, k, l = 1, . . . , n,
eiek,l = esi(k),si(l)ei for all i = 1, . . . , n− 1 and k, l = 1, . . . , n,
ej,kgi = giejsi,ksi for all i = 1, . . . , n− 1 and j, k = 1, . . . , n.
(2.6)
In particular, we have eigi = giei for all i = 1, 2, . . . , n− 1.
For any nonempty subset I ⊆ s we define the following element EI by
EI :=
∏
i,j∈I;i<j
ei,j ,
where by convention EI = 1 if |I| = 1.
We also need a further generalization of this. We say that the set A = {I1, I2, . . . , Ik}
is a set partition of s if the Ij ’s are nonempty and disjoint subsets of s, and their union
is s. We refer to them as the blocks of A. We denote by SPn the set of all set partitions
of s. For A = {I1, I2, . . . , Ik} ∈ SPn we then define EA :=
∏
j EIj .
We extend the right action of Sn on s to a right action on SPn by defining Aw :=
{I1w, . . . , Ikw} ∈ SPn for w ∈ Sn. Then we can easily get the following lemma.
Lemma 2.1. For A ∈ SPn and w ∈ Sn, we have
gwEA = EAw−1gw.
In particular, if w leaves invariant every block of A, or more generally permutes some of
the blocks of A, then gw commutes with EA.
µ = (µ1, . . . , µk) is called a composition of n if it is a finite sequence of nonnegative
integers whose sum is n. A composition µ is a partition of n if its parts are non-increasing.
We write µ |= n (resp. λ ⊢ n) if µ is a composition (resp. partition) of n, and we define
|µ| := n (resp. |λ| := n).
We associate a Young diagram to a composition µ, which is the set
[µ] := {(i, j) | i ≥ 1 and 1 ≤ j ≤ µi}.
We will regard [µ] as an array of boxes, or nodes, in the plane. For µ |= n, we define
a µ-tableau by replacing each node of [µ] by one of the integers 1, 2, . . . , n, allowing no
repeats.
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For µ |= n, we say that a µ-tableau t is row standard if the entries in each row of t
increase from left to right. A µ-tableau t is standard if µ is a partition, t is row standard
and the entries in each column increase from top to bottom. For a composition µ of n,
we denote by tµ the µ-tableau in which 1, 2, . . . , n appear in increasing order from left to
right along the rows of [µ].
The symmetric group Sn acts from the right on the set of µ-tableaux by permuting the
entries in each tableau. For any composition µ = (µ1, . . . , µk) of n we define the Young
subgroup Sµ := Sµ1 × · · · ×Sµk , which is the row stabilizer of t
µ.
Let λ = (λ1, . . . , λk) and µ = (µ1, . . . , µl) be two compositions of n. We say that λunrhd µ
if
j∑
i=1
λi ≥
j∑
i=1
µi for all j ≥ 1.
If λunrhd µ and λ 6= µ, we write λ µ.
We extend the partial order above to tableaux as follows. If v is a row standard
λ-tableau and 1 ≤ k ≤ n, then the entries 1, 2, . . . , k in v occupy the diagram of a
composition; let v↓k denote this composition. Let λ and µ be two compositions of n.
Suppose that s is a row standard λ-tableau and that t is a row standard µ-tableau. We
say that s dominates t, and we write sunrhd t if s↓k unrhd t↓k for all k. If sunrhd t and s 6= t, then we
write s  t.
Following [ChPA1, Section 4.3], the combinatorial objects appearing in the repre-
sentation theory of the Yokonuma-Hecke algebra Yr,n will be r-compositions (resp. r-
partitions). By definition, an r-composition (resp. r-partition) of n is an ordered r-tuple
µ = (µ(1), µ(2), . . . , µ(r)) of compositions (resp. partitions) µ(k) such that
∑r
k=1 |µ
(k)| = n.
We denote by Cr,n (resp. Pr,n) the set of r-compositions (resp. r-partitions) of n. The
Young diagram [µ] of an r-composition µ is the ordered r-tuple of the Young diagram of
its components.
Let µ = (µ(1), µ(2), . . . , µ(r)) be an r-composition of n. A µ-tableau t = (t(1), . . . , t(r)) is
obtained by placing each node of [µ] by one of the integers 1, 2, . . . , n, allowing no repeats.
We will call the number n the size of t and the t(k)’s the components of t.
For each µ ∈ Cr,n, a µ-tableau is called row standard if the numbers increase along any
row (from left to right) of each diagram in [µ]. For each λ ∈ Pr,n, a λ-tableau is called
standard if the numbers increase along any row (from left to right) and down any column
(from top to bottom) of each diagram in [λ]. For µ ∈ Cr,n, we denote by r-Std(µ) the set
of row standard µ-tableaux of size n, which is endowed with an action of Sn from the
right by permuting the entries in each µ-tableau. For λ ∈ Pr,n, let Std(λ) denote the set
of standard λ-tableaux of size n.
For each µ ∈ Cr,n, we denote by t
µ the standard µ-tableau in which 1, 2, . . . , n appear
in increasing order from left to right along the rows of the first diagram, and then along
the rows of the second diagram, and so on. For each µ = (µ(1), µ(2), . . . , µ(r)) ∈ Cr,n, we
have a Young subgroup
Sµ := Sµ(1) ×Sµ(2) · · · ×Sµ(r) ,
which is exactly the row stabilizer of tµ.
For each µ ∈ Cr,n and a row standard µ-tableau s, let d(s) be the unique element of
Sn such that s = t
µd(s). Then d(s) is a distinguished right coset representative of Sµ in
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Sn, that is, l(wd(s)) = l(w) + l(d(s)) for any w ∈ Sµ. In this way, we obtain a bijection
between the set r-Std(µ) of row standard µ-tableaux and the set Dµ of distinguished
right coset representatives of Sµ in Sn.
Let µ ∈ Cr,n and t be a µ-tableau. For j = 1, . . . , n, we define pt(j) = k if j appears in
the k-th component t(k) of t. When t = tµ, we write pµ(j) instead of ptµ(j).
We now define a partial order on the set of r-compositions, which is similar to the case
of compositions.
Definition 2.2. Let λ = (λ(1), λ(2), . . . , λ(r)) and µ = (µ(1), µ(2), . . . , µ(r)) be two r-
compositions of n. We say that λ dominates µ, and we write λ unrhd µ if and only if
k−1∑
i=1
|λ(i)|+
l∑
j=1
λ
(k)
l ≥
k−1∑
i=1
|µ(i)|+
l∑
j=1
µ
(k)
l
for all k and l with 1 ≤ k ≤ r and l ≥ 0. If λ unrhd µ and λ 6= µ, we write λ  µ.
We now fix once and for all a total order on the set of r-th roots of unity via setting
ζk := ζ
k−1 for 1 ≤ k ≤ r. Set S := {ζ1, ζ2, . . . , ζr}. Then we define a set partition Aλ ∈ SPn
for any r-composition λ.
Definition 2.3. Let λ = (λ(1), . . . , λ(r)) ∈ Cr,n. Suppose that we choose all 1 ≤ i1 < i2 <
· · · < ip ≤ r such that λ
(i1), λ(i2), . . . , λ(ip) are the nonempty components of [λ]. Define
ak :=
∑k
j=1 |λ
(ij )| for 1 ≤ k ≤ p. Then the set partition Aλ associated with λ is defined
as
Aλ := {{1, . . . , a1}, {a1 + 1, . . . , a2}, . . . , {ap−1 + 1, . . . , n}},
which may be written as Aλ = {I1, I2, . . . , Ip}, and is referred to the blocks of Aλ in the
order given above.
Definition 2.4. Let λ = (λ(1), . . . , λ(r)) ∈ Cr,n, and let ak :=
∑k
j=1 |λ
(ij )| (1 ≤ k ≤ p) be
defined as above. Then we define
uλ := ua1,i1ua2,i2 · · · uap,ip ,
where ui,k = Π
r
l=1;l 6=k(ti − ζl) for 1 ≤ i ≤ n and 1 ≤ k ≤ r.
Definition 2.5. Let λ ∈ Cr,n. We set Uλ := uλEAλ , and define xλ =
∑
w∈Sλ
ql(w)gw.
Then we define the element mλ of Yr,n as follows:
mλ := Uλxλ = uλEAλxλ.
Let ∗ denote the R-linear anti-automorphism of Yr,n, which is determined by g
∗
i = gi
and t∗j = tj for 1 ≤ i ≤ n− 1 and 1 ≤ j ≤ n.
Definition 2.6. Let λ ∈ Cr,n, and let s and t be two row standard λ-tableaux. We then
define mst = g
∗
d(s)mλgd(t).
For each λ ∈ Pr,n, let Y
λ
r,n be the R-submodule of Yr,n spanned by muv with u, v ∈
Std(µ) for various µ ∈ Pr,n such that µ  λ.
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Theorem 2.7. (See [ER, Theorem 20].) The algebra Yr,n is a free R-module with a
cellular basis
Br,n = {mst | s, t ∈ Std(λ) for some r−partition λ of n},
that is, the following properties hold:
(i) The R-linear map determined by mst 7→ mts (mst ∈ Br,n) is an anti-automorphism
on Yr,n.
(ii) For a given h ∈ Yr,n, µ ∈ Pr,n and t ∈ Std(µ), there exist rvt(h) ∈ R such that for
all s ∈ Std(µ), we have
msth ≡
∑
v∈Std(µ)
rvt(h)msv mod Y
µ
r,n ,
where rvt(h) may depend on v, t and h, but not on s.
For each λ ∈ Pr,n, let mλ be the image of mλ under the algebra homomorphism
Yr,n → Yr,n/Y
λ
r,n . We denote by S
λ the right Yr,n-submodule of Yr,n/Y
λ
r,n generated by
mλ, which is called the Specht module associated to λ. By Theorem 2.7, S
λ is a free R-
module with basis {mλgd(t) | t ∈ Std(λ)}. We can define an associative symmetric bilinear
form on Sλ by
mλgd(s)g
∗
d(t)mλ ≡ 〈mλgd(s),mλgd(t)〉mλ mod Y
λ
r,n .
Let radSλ = {u ∈ Sλ | 〈u, v〉 = 0 for all v ∈ Sλ}. Consequently, radSλ is a Yr,n-
submodule of Sλ. Let Dλ = Sλ/radSλ for each λ ∈ Pr,n. By a general theory of cellular
basis, if R = K is an algebraically closed field of characteristic p ≥ 0 such that p does not
divide r, the set {Dλ 6= 0 | λ ∈ Pr,n} gives a complete set of non-isomorphic irreducible
Yr,n-modules. In fact, by [ER, Theorem 7 and (46)] (see also [JaPA, §4.1] and [CW,
Theorem 6.3]), {λ ∈ Pr,n |D
λ 6= 0} is just the set Kr,n, where
Kr,n =
{
λ ∈ Pr,n | λ = (λ
(1), . . . , λ(r)) with each λ(i) being an e−restricted partition
}
.
3. Yokonuma-Schur algebra and its cellular basis
For an r-composition λ of n, a λ-tableau S = (S(1), . . . , S(r)) is a map S : [λ] →
{1, . . . , n}×{1, . . . , r}, which can be regarded as the diagram [λ], together with an ordered
pair (i, k) (1 ≤ i ≤ n, 1 ≤ k ≤ r) attached to each node. Given λ ∈ Pr,n and µ ∈ Cr,n,
a λ-tableau S is said to be of type µ if the number of (i, k) in the entry of S is equal to
µ
(k)
i . Given s ∈ Std(λ), µ(s), a λ-tableau of type µ, is defined by replacing each entry m
in s by (i, k) if m is in the i-th row of the k-th component of tµ.
We define a total order on the set of pairs (i, k) by (i1, k1) < (i2, k2) if k1 < k2, or
k1 = k2 and i1 < i2. Let λ ∈ Pr,n and µ ∈ Cr,n. Suppose that S = (S
(1), . . . , S(r)) is a
λ-tableau of type µ. S is said to be semistandard if each component S(k) is non-decreasing
in rows, strictly increasing in columns, and all entries of S(k) are of the form (i, l) with
l ≥ k. We denote by T0(λ,µ) the set of semistandard λ-tableaux of type µ.
Let us consider the special case when r = 1. Suppose that λ,µ ∈ C1,n. A λ-tableau S
of type µ is said to be row semistandard if the entries in each row of S are non-decreasing.
S is said to be semistandard if λ ∈ P1,n, S is row semistandard and the entries in each
8 WEIDENG CUI
column are strictly increasing. Assume that λ,µ ∈ C1,n and put Dλµ = Dλ ∩ D
−1
µ .
Then Dλµ is the set of minimal length elements in the double cosets Sλ\Sn/Sµ, and the
map d 7→ µ(tλd) gives a bijection between the set Dλµ and the set of row semistandard
λ-tableaux of type µ.
Let d ∈ Dλµ, and put S = µ(t
λd), T = λ(tµd−1). Then S and T are both row
semistandard, and we have∑
y∈Dµ
λ(tµy)=T
ql(y)g∗yxµ =
∑
w∈SλdSµ
ql(w)gw =
∑
x∈Dλ
µ(tλx)=S
ql(x)xλgx. (3.1)
For any κ ∈ Cr,n, we define its type α(κ) by α(κ) = (n1, . . . , nr) with ni = |κ
(i)|.
Assume that λ ∈ Pr,n and µ ∈ Cr,n. We define a subset T
+
0 (λ,µ) of T0(λ,µ) by
T+0 (λ,µ) = {S ∈ T0(λ,µ) | α(λ) = α(µ)}.
Take S ∈ T0(λ, µ). One can check that S ∈ T
+
0 (λ,µ) if and only if each entry of S
(k) is of
the form (i, k) for some i.Moreover, if s ∈ Std(λ) is such that µ(s) = S with S ∈ T+0 (λ,µ),
then the entries of the i-th component of s consist of numbers ai + 1, . . . , ai+1, where
ai =
∑i−1
k=1 nk. In particular, d(s) ∈ Sα for α = α(λ).
Take S ∈ T+0 (λ,µ). Let s1 = first(S), which is the unique element of Std(λ) satisfying
the property that µ(s1) = S and that s1 unrhd s for any s ∈ Std(λ) such that µ(s) = S. Let
α = α(λ) = α(µ). Then d = d(s1) ∈ Sα, which is given as d = (d1, . . . , dr) with dk a
distinguished double coset representative in Sλ(k)\Snk/Sµ(k) . From (3.1) we have∑
s∈Std(λ)
µ(s)=S
ql(d(s))xλgd(s) =
∑
w∈SλdSµ
ql(w)gw = hgdxµ, (3.2)
where h =
∑
gv, the sum running over certain elements v ∈ Sλ.
For each µ ∈ Cr,n, let M
µ = mµYr,n. The following lemma gives a basis of M
µ as an
R-module.
Lemma 3.1. For each µ ∈ Cr,n, {mµgd | d ∈ Dµ} is an R-basis of M
µ.
Proof. Since mµgd =
∑
w∈Sµ
Uµgwd for each d ∈ Dµ, and hence {mµgd} is linearly
independent. Since mµti = ζpµ(i)mµ by [ER, Lemma 11(4)] and mµgw = q
l(w)mµ for
w ∈ Sµ, then the set {mµgd | d ∈ Dµ} spans M
µ by (2.4). Thus, {mµgd | d ∈ Dµ}, or
equivalently, {mµgd(t) | t ∈ r−Std(µ)} is an R-basis of M
µ. 
We now construct a basis of Mµ related to the cellular basis {mst}. For S ∈ T
+
0 (λ,µ)
and t ∈ Std(λ), we define
mSt =
∑
s∈Std(λ)
µ(s)=S
ql(d(s))+l(d(t))mst.
We have
Lemma 3.2. Let S ∈ T+0 (λ,µ) and t ∈ Std(λ). Then mSt ∈M
µ.
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Proof. By (3.2) we have
mSt =
∑
s∈Std(λ)
µ(s)=S
ql(d(s))+l(d(t))g∗d(s)xλUλgd(t)
= ql(d(t))xµg
∗
dh
∗Uλgd(t).
Since h =
∑
gv, where v ∈ Sλ, hence Uλ commutes with h
∗ by [ER, Lemma 11(3)].
Since d ∈ Sα with α = α(λ), Uλ commutes with g
∗
d by the same reason. Noting that
α = α(λ) = α(µ), we have Uλ = Uµ. Thus, we see that
xµg
∗
dh
∗Uλ = xµUµg
∗
dh
∗ ∈ mµYr,n =M
µ,
and mSt ∈M
µ as required. 
Proposition 3.3. For each µ ∈ Cr,n, M
µ is free with an R-basis{
mSt | S ∈ T
+
0 (λ,µ) and t ∈ Std(λ) for some λ ∈ Pr,n
}
.
Proof. The basis elements mst contained in the expression of mSt are disjoint for different
mSt. It follows that mSt are linearly independent. By Lemma 3.1, M
µ is a free R-module,
and its rank is equal to the number of {mSt} given in the proposition by [SS, Lemma
2.5(ii) and Corollary 4.5(ii)]. Hence, any element in Mµ can be written as a linear
combination of various mSt with coefficients in the quotient field of R. But since the set
{ql(d(s))+l(d(t))mst} is an R-basis of Yr,n, these coefficients are actually in R. This proves
the proposition. 
Let µ,ν ∈ Cr,n be such that α(µ) = α(ν) = α. Put α = (n1, . . . , nr). Let us take
d ∈ Dµν ∩Sα. We have d = (d1, . . . , dr) with dk ∈ Dµ(k)ν(k) with respect to Snk . Then
we can define a map ϕdµν : M
ν →Mµ by
ϕdµν(mνh) =
∑
w∈SµdSν
ql(w)Uµgwh
for all h ∈ Yr,n. In fact, by (3.1), we have∑
y∈Dν∩Sα
µ(tνy)=T
ql(y)Uµg
∗
yxν =
∑
w∈SµdSν
ql(w)Uµgw =
∑
x∈Dµ∩Sα
ν(tµx)=S
ql(x)mµgx, (3.3)
where S = µ(tνd) and T = ν(tµd−1) are row semistandard tableaux. Noting that Uµ = Uν
and y ∈ Sα, we have Uµg
∗
yxν = g
∗
yUνxν = g
∗
ymν , and ϕ
d
µν is well-defined.
The proof of the next proposition is inspired by that of [SS, Proposition 5.2], although
it should be noted that the basic set-up there is different from ours. It allows us to restrict
ourselves to considering the subset T+0 (λ,µ).
Proposition 3.4. Let µ,ν ∈ Cr,n. Then
(i) Assume that α(µ) 6= α(ν). Then HomYr,n(M
ν ,Mµ) = 0.
(ii) Assume that α(µ) = α(ν). Then HomYr,n(M
ν ,Mµ) is a free R-module with basis
{ϕdµν | d ∈ Dµν ∩Sα}.
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Proof. Suppose that ϕ ∈ HomYr,n(M
ν ,Mµ). Then, for all h ∈ Yr,n, we have ϕ(mνh) =
ϕ(mν)h; hence ϕ is completely determined by ϕ(mν). Since ϕ(mν) ∈M
µ, by Lemma 3.1,
there exist some cx ∈ R such that ϕ(mν) =
∑
x∈Dµ
cxmµgx. By [ER, Lemma 10(49)], for
each k, we have
ϕ(mνtk) = ϕ(ζpν(k)mν) =
∑
x∈Dµ
ζpν(k)cxmµgx. (3.4)
Now assume that cy 6= 0 for some y ∈ Dµ, which is equal to some d(s) for some row
standard µ-tableau s. Then we have
(cymµgy)tk = cymµtkd(s)−1gy = ζpµ(kd(s)−1)cymµgy.
Since s = tµd(s), we have that pµ(kd(s)
−1) = ps(k), and hence
(cymµgy)tk = ζp
s
(k)cymµgy. (3.5)
By comparing (3.4) and (3.5), we have ptν (k) = ps(k) for all k = 1, . . . , n. This implies
that α(µ) = α(ν). Thus, (i) is proved.
Now assume that α(µ) = α(ν) = α. Since ptν (k) = ptµ(kd(s)
−1) for all k = 1, . . . , n, we
must have y = d(s) ∈ Sα. Let d be the unique minimal length element in SµySν . Then
d ∈ Dµν ∩ Sα, and a similar argument as in the proof of [Ma1, Theorem 4.8] implies
that cd 6= 0. Set ϕ
′ = ϕ − cdϕ
d
µν . Then ϕ
′ ∈ HomYr,n(M
ν ,Mµ), and ϕ′(mν) can be
written as ϕ′(mν) =
∑
x∈Dµ
axmµgx, where ax = cx if SµxSν 6= SµdSν , and ax = 0 for
x ∈ SµdSν by the argument as in the proof of [Ma1, Theorem 4.8]. Hence, by induction
we can write ϕ as a linear combination of ϕdµν with d ∈ Dµν ∩Sα as required.
Finally, we have to show that {ϕdµν | d ∈ Dµν ∩ Sα} is linearly independent. This
follows from the fact that ϕdµν(mν) is a linearly independent subset of M
µ, since the set
{Uµgw} is linearly independent by the basis theorem for Yr,n. 
We write Mν∗ = (Mν)∗ = Yr,nmν . As a corollary to Proposition 3.4, we have the next
result.
Corollary 3.5. Let µ,ν ∈ Cr,n. Then HomYr,n(M
ν ,Mµ) and Mν∗∩Mµ are canonically
isomorphic as R-modules.
Proof. Every homomorphism ϕ in HomYr,n(M
ν ,Mµ) is determined by ϕ(mν), and more-
over, ϕ(mν) ∈M
ν∗ ∩Mµ by Proposition 3.4. As a result, the map HomYr,n(M
ν ,Mµ)
→Mν∗ ∩Mµ given by ϕ 7→ ϕ(mν) is an isomorphism of R-modules. 
Remark 3.6. It is shown in [CR, 61.2] that whenever A is a quasi-hereditary algebra, a ∈
A and J is an ideal of A then HomA(aA, J) ∼= Aa∩J. By [ChPA1,Proposition 10] (see also
[C1,Corollary 4.5]), Yr,n is quasi-Frobenius, so this gives another proof of Corollary 3.5.
Let µ,ν ∈ Cr,n and λ ∈ Pr,n. We assume that α(µ) = α(ν) = α(λ). For S ∈ T
+
0 (λ,µ),
T ∈ T+0 (λ,ν), put
mST =
∑
s,t
ql(d(s))+l(d(t))mst,
where the sum is taken over all s, t ∈ Std(λ) such that µ(s) = S and ν(t) = T.
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Proposition 3.7. Suppose that µ,ν ∈ Cr,n with α(µ) = α(ν). Then the set
{mST | S ∈ T
+
0 (λ,µ) and T ∈ T
+
0 (λ,ν) for some λ ∈ Pr,n}
is an R-basis of Mν∗ ∩Mµ.
Proof. Since
mST =
∑
s∈Std(λ)
µ(s)=S
m∗Ts =
∑
t∈Std(λ)
ν(t)=T
mSt,
we see that mST ∈ M
ν∗ ∩Mµ by Lemma 3.2. Moreover, the elements mST are linearly
independent since the basis elements mst involved in the mST are distinct. Now suppose
that h ∈Mν∗∩Mµ. Since h ∈ Yr,n, we may express h with respect to the standard basis,
that is, we may write h =
∑
rstmst for some rst ∈ R. Since h ∈ M
µ, by Proposition 3.3
if rst 6= 0 then µ(s) ∈ T
+
0 (λ,µ) for some λ ∈ Pr,n and rst = rs′t whenever µ(s) = µ(s
′).
Similarly, since h ∈Mν∗, if rst 6= 0 then ν(t) ∈ T
+
0 (λ,ν) for some λ ∈ Pr,n and rst = rst′
whenever ν(t) = ν(t′). Consequently, if µ(s) = µ(s′) ∈ T+0 (λ,µ) and ν(t) = ν(t
′) ∈
T+0 (λ,ν), then rst = rs′t = rs′t′ = rst′ . This proves the proposition. 
Definition 3.8. Suppose that M rn =
⊕
µ∈Cr,n
Mµ. We define the Yokonuma-Schur alge-
bra YSrn = YSq(r, n) as the endomorphism algebra
YSrn = EndYr,n(M
r
n),
which is isomorphic to
⊕
µ,ν∈Cr,n
HomYr,n(M
ν ,Mµ).
Let S ∈ T+0 (λ,µ) and T ∈ T
+
0 (λ,ν). In view of Proposition 3.7, we can define ϕST ∈
HomYr,n(M
ν ,Mµ) by
ϕST(mνh) = mSTh (3.6)
for all h ∈ Yr,n. We extend ϕST to an element of YS
r
n by defining ϕST to be zero on M
κ
for ν 6= κ ∈ Cr,n. For any λ ∈ Pr,n, let T
+
0 (λ) =
⋃
µ∈Cr,n
T
+
0 (λ,µ). We denote by YS
λ
r,n
the R-submodule of YSrn spanned by ϕST such that S,T ∈ T
+
0 (ν) with ν  λ. Then we
have the next theorem.
Theorem 3.9. The Yokonuma-Schur algebra YSrn is free as an R-module with a basis{
ϕST | S,T ∈ T
+
0 (λ) for some λ ∈ Pr,n
}
.
Moreover, this basis satisfies the following properties:
(i) The R-linear map ∗ : YSrn → YS
r
n determined by ϕ
∗
ST = ϕTS, for all S,T ∈ T
+
0 (λ)
and all λ ∈ Pr,n, is an anti-automorphism of YS
r
n.
(ii) Let T ∈ T+0 (λ) and ϕ ∈ YS
r
n. Then for each V ∈ T
+
0 (λ), there exists rV = rV,T,ϕ ∈
R such that for all S ∈ T+0 (λ), we have
ϕSTϕ ≡
∑
V∈T+0 (λ)
rVϕSV mod YS
λ
r,n .
In particular, this basis {ϕST} is a cellular basis of YS
r
n.
12 WEIDENG CUI
Proof. The proof is similar to that of [Ma1, Theorem 4.14] and [DJM, Theorem 6.6]. By
Corollary 3.5 and Proposition 3.7, the set {ϕST} is an R-basis of YS
r
n. Next we need to
verify (i) and (ii).
(i) Let λ ∈ Pr,n and µ,ν ∈ Cr,n, and take S ∈ T
+
0 (λ,µ),T ∈ T
+
0 (λ,ν). Then ϕ
∗
ST(mµ) =
mTS = (mST)
∗ = (ϕST(mν))
∗. By the R-linearity, we have ϕ∗(mµ) = (ϕ(mν))
∗ for any
ϕ ∈ HomYr,n(M
ν ,Mµ). Given ϕ ∈ HomYr,n(M
ν ,Mµ) and ψ ∈ HomYr,n(M
κ,Mλ), we
may assume that µ = κ since otherwise ψϕ = 0. Write ϕ(mν) = x1mν and ψ(mµ) =
x2mµ for some x1, x2 ∈ Yr,n. We have
(ψϕ)∗(mλ) = (ψϕ(mν))
∗ = (x2x1mν)
∗ = mνx
∗
1x
∗
2
= ϕ∗(mµ)x
∗
2 = ϕ
∗(mµx
∗
2) = ϕ
∗ψ∗(mλ).
Hence, (ψϕ)∗ = ϕ∗ψ∗ and ∗ is an anti-automorphism.
(ii) Take S ∈ T+0 (λ,µ), T ∈ T
+
0 (λ,ν). We may assume that ϕ ∈ HomYr,n(M
κ,Mν)
for some κ ∈ Cr,n with α(κ) = α(ν). We have ϕ(mκ) = mνh for some h ∈ Yr,n. Then
ϕSTϕ(mκ) = mSTh. By Corollary 3.5, we see that mSTh ∈M
κ∗ ∩Mµ. Hence by Propo-
sition 3.7, we may write mSTh =
∑
U,V rUVmUV, where rUV ∈ R, and the sum is over
U ∈ T+0 (α,µ) and V ∈ T
+
0 (α,κ) for some α ∈ Pr,n. By applying Theorem 2.7(ii), we can
write mSTh as
mSTh =
∑
V∈T+0 (λ,κ)
rVmSV +
∑
α∈Pr,n
αλ
∑
U′∈T+0 (α,µ)
V′∈T+0 (α,κ)
rU′V′mU′V′ ,
where rV, rU′V′ ∈ R. Therefore, we have
ϕSTϕ ≡
∑
V∈T+0 (λ,κ)
rVϕSV mod YS
λ
r,n .
We are done. 
For each λ ∈ Pr,n, let T
λ = λ(tλ). Then Tλ ∈ T+0 (λ,λ) and T
λ is the unique semis-
tandard λ-tableau of type λ. Moreover t = tλ is the unique element in Std(λ) such that
λ(t) = Tλ. Thus, mTλTλ = mtλtλ = mλ, and ϕλ = ϕTλTλ is the identity map on M
λ.
The Weyl module Wλ is defined as the right YSrn-submodule of YS
r
n/YS
λ
r,n spanned
by the image of ϕλ. For each S ∈ T
+
0 (λ,µ), we denote by ϕS the image of ϕTλS in
YSrn/YS
λ
r,n . Then by Theorem 3.9, we see that W
λ, as an R-module, is free with basis
{ϕS | S ∈ T
+
0 (λ)}.
The Weyl module Wλ possesses an associative symmetric bilinear form, which is com-
pletely determined by the equation
ϕTλSϕTTλ ≡ 〈ϕS, ϕT〉ϕλ mod YS
λ
r,n
for all S,T ∈ T+0 (λ). Note that 〈ϕS, ϕT〉 = 0 unless S and T are semistandard tableaux of
the same type. Let Lλ = Wλ/radWλ, where radWλ = {x ∈ Wλ | 〈x, y〉 = 0 for all y ∈
Wλ}.
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Proposition 3.10. Suppose that R = K is a field. Then for each λ ∈ Pr,n, Lλ is an
absolutely irreducible YSrn-module. Moreover, {L
λ | λ ∈ Pr,n} is a complete set of non-
isomorphic irreducible YSrn-modules.
Proof. For each λ ∈ Pr,n, we have
ϕTλTλϕTλTλ ≡ 〈ϕTλ , ϕTλ〉ϕλ mod YS
λ
r,n .
But since ϕTλTλϕTλTλ = ϕλ is the identity map on M
λ, we see that 〈ϕTλ , ϕTλ〉 = 1, and
so Lλ is nonzero. Then the assertions follow from [GL, (3.4)]. 
If λ,µ ∈ Pr,n, let dλµ denote the composition multiplicity of L
µ as a composition factor
of Wλ. Then (dλµ)λ,µ∈Pr,n is the decomposition matrix of YS
r
n. The theory of cellular
algebras [GL, (3.6)] yields the following result.
Corollary 3.11. Suppose that R = K is a field. (dλµ)λ,µ∈Pr,n is unitriangular. That is,
for λ,µ ∈ Pr,n, we have dµµ = 1 and dλµ 6= 0 only if λ unrhd µ.
Combining Proposition 3.10 with [GL, (3.10)], we have the next result.
Corollary 3.12. Suppose that R = K is a field. The Yokonuma-Schur algebra YSrn is
quasi-hereditary.
Remark 3.13. For each λ ∈ Pr,n and for each t ∈ Std(λ), let mt ∈ S
λ be the image
of mtλt under the map Yr,n/Y
λ
r,n . Then {mt} = {mλgd(t)} gives an R-basis of S
λ. For
T ∈ T+0 (λ,µ), put mT =
∑
t
ql(d(t))+l(d(t
λ))mt ∈ S
λ, where the sum is taken over all t
such that µ(t) = T. Since mT is the image of mTλT, one obtains a well-defined map ϕT ∈
HomYr,n(M
µ, Sλ) by ϕT(mµ) = mT, which is regarded as an element of HomYr,n(M
r
n, S
λ)
by extending by 0 outside. In a similar way as in [Ma1, Proposition 4.15], we see that Wλ
is isomorphic to the YSrn-submodule of HomYr,n(M
r
n, S
λ) with basis {ϕT | T ∈ T
+
0 (λ)}.
4. Schur functors
In this section, we will follow the approach in [HM2, §4.3] to define an exact functor
from the category of YSrn-modules to the category of Yr,n-modules. For an algebra A, let
A−mod be the category of finite dimensional right A-modules.
Let C˙r,n = Cr,n∪{ω}, where ω is a dummy symbol. SetM
ω = Yr,n and M˙
r
n =M
r
n⊕M
ω.
The extended Yokonuma-Schur algebra is the algebra
˙YSrn = EndYr,n(M˙
r
n).
Suppose that λ ∈ Pr,n, and set T
+
0 (λ, ω) := Std(λ). Let mω = 1 so that M
ω = mωYr,n.
Let tω = 1 and mtωtω = 1. We regard YS
r
n as a subalgebra of
˙YSrn in the obvious way.
Extending (3.6), if λ ∈ Pr,n, µ,ν ∈ C˙r,n, and S ∈ T
+
0 (λ,µ),T ∈ T
+
0 (λ,ν), we define
ϕST(mνh) = mSTh
for all h ∈ Yr,n. Then ϕST ∈ ˙YS
r
n. For each λ ∈ Pr,n, set T˙
+
0 (λ) = T
+
0 (λ) ∪ T
+
0 (λ, ω) =
T
+
0 (λ) ∪ Std(λ).
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Proposition 4.1. The algebra ˙YSrn is a cellular algebra with a cellular basis
{ϕST | S, T ∈ T˙
+
0 (λ) for some λ ∈ Pr,n}.
Moreover, if R = K is a field, then ˙YSrn is a quasi-hereditary algebra with Weyl modules
{W˙λ | λ ∈ Pr,n} and simple modules {L˙
λ | λ ∈ Pr,n}.
Proof. By definition, YSrn is a subalgebra of
˙YSrn and, as an R-module,
˙YSrn = YS
r
n ⊕HomYr,n(M
ω,M rn)⊕HomYr,n(M
r
n,M
ω)⊕ EndYr,n(M
ω,Mω).
For µ ∈ C˙r,n, there are isomorphisms of R-modules M
µ ∼= HomYr,n(M
ω,Mµ) given by
mSt 7→ ϕSt, for S ∈ T
+
0 (λ,µ) and t ∈ Std(λ) with some λ ∈ Pr,n. For ν ∈ C˙r,n, there
are isomorphisms of R-modules Mν∗ ∼= HomYr,n(M
ν ,Mω) given by msT 7→ ϕsT, for s ∈
Std(λ) and T ∈ T+0 (λ,ν) with some λ ∈ Pr,n, where msT = m
∗
Ts. Therefore, the elements
in the statement of this proposition give a basis of ˙YSrn by Proposition 3.3 and Theorem
3.9.
Now suppose that R = K is a field. Repeating the arguments from Theorem 3.9 and
Proposition 3.10 shows that ˙YSrn is a quasi-hereditary cellular algebra. 
By Proposition 4.1, there exist Weyl modules W˙λ and simple modules L˙λ = W˙λ/radW˙λ
for ˙YSrn, for each λ ∈ Pr,n. Let {ϕS | S ∈ T˙
+
0 (λ)} be the basis of W˙
λ. For each µ ∈ Cr,n,
let ϕµ be the identity map on M
µ. We extend ϕµ to an element of YS
r
n by defining ϕµ to
be zero on Mκ for µ 6= κ ∈ Cr,n. In particular, ϕµ = ϕTµTµ if µ ∈ Pr,n. As an R-module,
every YSrn-module M has a weight space decomposition
M =
⊕
µ∈Cr,n
Mµ, where Mµ =Mϕµ. (4.1)
Set ϕrn =
∑
µ∈Cr,n
ϕµ and let ϕω be the identity map on M
ω = Yr,n. Then ϕ
r
n is the
identity element of YSrn and ϕ
r
n + ϕω is the identity element of
˙YSrn. By definition, ϕ
r
n
and ϕω are both idempotents in ˙YS
r
n and ϕ
r
n
˙YSrnϕ
r
n
∼= YSrn. Therefore, by [HM2, (2.10)],
there are exact functors
F˙ωn :
˙YSrn−mod→ YS
r
n−mod, G˙
ω
n : YS
r
n−mod→
˙YSrn−mod
given by F˙ωn(M) =Mϕ
r
n and G˙
ω
n(N) = N ⊗YSrn ϕ
r
n
˙YSrn. By [HM, §2.4], there are functors
Hωn := Hϕrn , O
ω
n := Oϕrn , O
n
ω := O
ϕrn from ˙YSrn−mod to YS
r
n−mod such that H
ω
n(M) =
M/Oωn(M).
Lemma 4.2. Suppose that R = K is a field. Then the functors F˙ωn and G˙
ω
n induce
mutually inverse equivalences of categories between ˙YSrn−mod and YS
r
n−mod. Moreover,
F˙ωn(W˙
λ) ∼=Wλ and F˙ωn(L˙
λ) ∼= Lλ for all λ ∈ Pr,n.
Proof. Let M be a ˙YSrn-module. Then, extending (4.1), M has a weight space decompo-
sition
M =
⊕
µ∈C˙r,n
Mµ, where Mµ =Mϕµ.
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Then, essentially by definition, F˙ωn(M) =
⊕
λ∈Pr,n
Mλ. That is, F˙
ω
n removes the ω-weight
space of M. In particular, F˙ωn(W˙
λ) = Wλ and F˙ωn(L˙
λ) = Lλ for all λ ∈ Pr,n. The
fact that F˙ωn(L˙
µ) = Lµ for all µ ∈ Pr,n implies that O
n
ω(M) = M, O
ω
n(M) = 0 for
all M ∈ ˙YSrn−mod. Therefore, H
ω
n is the identity functor and G˙
ω
n
∼= Hωn ◦ G˙
ω
n . Hence,
this lemma is an application of the theory of quotient functors given in [HM2, Theorem
2.11]. 
The identity map ϕω on Yr,n =M
ω is idempotent in ˙YSrn and there is an isomorphism
of R-algebras ϕω ˙YS
r
nϕω
∼= Yr,n. Therefore, by [HM2, (2.10)], there are functors
F˙rn :
˙YSrn−mod→ Yr,n−mod, G˙
r
n : Yr,n−mod→
˙YSrn−mod
given by F˙rn(M) =Mϕω =Mω and G˙
r
n(N) = N ⊗Yr,n ϕω
˙YSrn.
Proposition 4.3. Suppose that R = K is a field. Then there is an exact functor Frn :
YSrn−mod → Yr,n−mod given by F
r
n(M) = (M ⊗YSrn ϕ
r
n
˙YSrn)ϕω, for M ∈ YS
r
n−mod,
such that if λ,µ ∈ Pr,n, then F
r
n(W
λ) ∼= Sλ, and
Frn(L
µ) ∼=
{
Dµ if µ ∈ Kr,n;
0 if µ /∈ Kr,n.
(4.2)
Proof. By definition, Frn = F˙
r
n◦G˙
ω
n , so F
r
n is an exact functor from YS
r
n−mod to Yr,n−mod.
The functor F˙rn is nothing more than projection onto the ω-weight space. Hence, if
λ ∈ Pr,n, then F˙
r
n(W˙
λ) is spanned by the maps {ϕt | t ∈ Std(λ)}, since T
+
0 (λ, ω) =
Std(λ). The map ϕt 7→ mt, for t ∈ Std(λ), defines an isomorphism F˙
r
n(W˙
λ) ∼= Sλ of
Yr,n-modules. Therefore, F
r
n(W
λ) ∼= Sλ by Lemma 4.2.
By [HM2, Theorem 2.11], Frn(L
µ) is an irreducible Yr,n-module whenever it is nonzero.
Using the fact that Frn(W
λ) ∼= Sλ and Corollary 3.11, a straightforward argument by
induction on the dominance ordering shows that Frn(L
µ) ∼= Dµ if µ ∈ Kr,n and that
Frn(L
µ) = 0 otherwise. 
Since Frn is exact, we obtain the promised relationship between the decomposition
numbers of YSrn and Yr,n.
Corollary 4.4. Suppose that R = K is a field and that λ ∈ Pr,n, µ ∈ Kr,n. Then we
have [Sλ : Dµ] = [Wλ : Lµ].
Lemma 4.5. (A double centralizer property) There are canonical isomorphisms of alge-
bras such that ˙YSrn = EndYr,n(M˙
r
n) and Yr,n = End ˙YSrn
(M˙ rn). In particular, the functor
F˙rn is fully faithful on projectives.
Proof. The first isomorphism is the definition of ˙YSrn, whereas the second follows directly
from the definition of ˙YSrn because
Yr,n ∼= HomYr,n(Yr,n,Yr,n)
∼= ϕω ˙YS
r
nϕω
∼= End ˙YSrn
(ϕω ˙YS
r
n),
and ϕω ˙YS
r
n
∼= M˙ rn as a right
˙YSrn-module. 
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Corollary 4.6. YSrn is a quasi-hereditary cover of Yr,n in the sense of Rouquier [Ro,
Definition 4.34].
Proof. Recall that M˙ rn
∼= ϕω ˙YS
r
n is a projective
˙YSrn-module. Using the Morita equiva-
lence between ˙YSrn and YS
r
n, we see that M
r
n is a projective YS
r
n-module. Because F˙
r
n is
fully faithful on projective modules by Lemma 4.5 and Frn is the composition of F˙
r
n with
an equivalence of categories, so is Frn. This implies that YS
r
n is a quasi-hereditary cover
of Yr,n in the sense of Rouquier [Ro, Definition 4.34]. 
5. Tilting modules
In this section, we introduce the tilting modules for YSrn and the closely related Young
modules for Yr,n following [Ma2]. Throughout this section we assume that K is a field,
which can be regarded as an R-algebra.
5.1. Young modules. Recall from (4.1) that every YSrn-module has a weight space de-
composition. Analogously, as a right YSrn-module, the regular representation of YS
r
n has
a decomposition into a direct sum of left weight spaces
YSrn =
⊕
µ∈Cr,n
Zµ, where Zµ = ϕµYS
r
n for µ ∈ Cr,n.
The next lemma gives some properties of the right YSrn-module Z
µ.
Lemma 5.1. Assume that µ ∈ Cr,n. Then the following hold:
(i) Zµ is free as an R-module with a basis{
ϕST | S ∈ T
+
0 (λ,µ),T ∈ T
+
0 (λ,ν) for some ν ∈ Cr,n and λ ∈ Pr,n
}
.
(ii) Let Mµ = HomYr,n(M
r
n,M
µ). As right YSrn-modules, we have Z
µ ∼= Mµ.
(iii) As Yr,n-modules, we have F
r
n(Z
µ) ∼=Mµ.
Proof. (i) It follows from Theorem 3.9.
(ii) It follows from (i).
(iii) We have
Frn(Z
µ) = F˙rn ◦ G˙
ω
n(ϕµYS
r
n) = F˙
r
n(ϕµYS
r
n ⊗YSrn ϕ
r
n
˙YSrn)
∼= F˙rn(ϕµ
˙YSrn)
∼= HomYr,n(Yr,n,M
µ) ∼=Mµ.
We are done. 
The next lemma claims that each Zµ has a Weyl filtration.
Lemma 5.2. Assume that µ ∈ Cr,n. Then Z
µ has a Weyl filtration
Zµ =M1 ⊃M2 ⊃ · · · ⊃Mk ⊃Mk+1 = 0
such that for each 1 ≤ i ≤ k there exists some λi ∈ Pr,n with α(λi) = α(µ) satisfying
Mi/Mi+1 ∼= W
λi . Moreover, ♯{1 ≤ i ≤ k | λi = λ} = ♯T
+
0 (λ,µ) for each λ ∈ Pr,n with
α(λ) = α(µ).
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Proof. Choose a total ordering {S1, . . . ,Sk} on the set ∪λ∈Pr,nT
+
0 (λ,µ) such that i > j
whenever λiλj, where Si ∈ T
+
0 (λi,µ), Sj ∈ T
+
0 (λj,µ). For each 1 ≤ i ≤ k, let Mi be the
R-submodule of Zµ with basis {ϕSjT | j ≥ i and T ∈ T
+
0 (λj)}. Then Mi is a YS
r
n-module
by Theorem 3.9. Further, there is an isomorphism of YSrn-modules W
λi ∼= Mi/Mi+1
given by ϕT 7→ ϕSiT +Mi+1 for T ∈ T
+
0 (λi), because Mi ∩ YS
λi
r,n ⊆ Mi+1. Since YS
r
n is
quasi-hereditary, [Zµ :Wλ] is independent of the choice of Weyl filtration. 
Applying the Schur functor Frn, by Proposition 4.3 and Lemma 5.1(iii), we also have
the following result.
Corollary 5.3. Assume that µ ∈ Cr,n. Then M
µ has a Specht filtration
Mµ =M1 ⊃M2 ⊃ · · · ⊃Mk ⊃Mk+1 = 0
such that for each 1 ≤ i ≤ k there exists some λi ∈ Pr,n with α(λi) = α(µ) satisfying
Mi/Mi+1 ∼= S
λi . Moreover, ♯{1 ≤ i ≤ k | λi = λ} = ♯T
+
0 (λ,µ) for each λ ∈ Pr,n with
α(λ) = α(µ).
Since ϕµ is an idempotent in YS
r
n, Z
µ is a projective YSrn-module. Notice that if
T0(λ,µ) 6= ∅, then λ unrhd µ. Thus, W
λ appears in Zµ only if λ unrhd µ. For each µ ∈ Pr,n,
let Pµ be the projective cover of Lµ. Then by [Ma1, Lemma 2.16], Pµ has a filtration
by Weyl modules in which Wλ appears with multiplicity [Pµ : Wλ] = [Wλ : Lµ]. From
these facts, we can easily get the following lemma.
Lemma 5.4. Assume that µ ∈ Pr,n. Then
Zµ ∼= Pµ ⊕
⊕
λµ
cλµP
λ
for some non-negative integer cλµ.
Suppose that λ ∈ Pr,n and S ∈ T
+
0 (λ,µ), T ∈ T
+
0 (λ,ν). Recall that M
µ is defined as
HomYr,n(M
r
n,M
µ). Thus, we can define a YSrn-module homomorphism ΦST : M
ν → Mµ
by ΦST(f) = ϕSTf for all f ∈ M
ν . In fact, these maps give a basis of HomYSrn(M
ν ,Mµ).
Lemma 5.5. Suppose that µ,ν ∈ Cr,n. Then HomYSrn(M
ν ,Mµ) is free as an R-module
with basis {ΦST | S ∈ T
+
0 (λ,µ),T ∈ T
+
0 (λ,ν) for some λ ∈ Pr,n}.
For each λ ∈ Pr,n, let Y
λ = Frn(P
λ), which we call a Young module of Yr,n.
Proposition 5.6. Suppose that R = K is a field and that λ ∈ Pr,n. Then the following
hold:
(i) Each Y λ is an indecomposable Yr,n-module.
(ii) If µ is another r-partition of n, then Y λ ∼= Y µ if and only if λ = µ.
(iii) We have
Mλ ∼= Y λ ⊕
⊕
νλ
cνλY
ν .
(iv) The Young module Y λ has a Specht filtration in which Sµ appears with multiplicity
[Y λ : Sµ] = [Wµ : Lλ].
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Proof. (i) By Corollary 4.6, the functor Frn is fully faithful on projective modules, so
EndYr,n(Y
λ) ∼= EndYSrn(P
λ) is a local ring since Pλ is indecomposable.
(ii) If Y λ ∼= Y µ, then HomYr,n(Y
λ, Y µ) contains an isomorphism and this lifts to give
an isomorphism Pµ ∼= Pλ, so λ = µ.
(iii) Applying the Schur functor Frn, it follows from Lemma 5.1(iii) and Lemma 5.4.
(iv) Recall that Pλ has a Weyl filtration Pλ = P1 ⊃ P2 ⊃ · · ·Pk ⊃ Pk+1 = 0.
Moreover, for each µ ∈ Pr,n, ♯{1 ≤ i ≤ k | Pi/Pi+1 ∼= W
µ} = [Pλ : Wµ] = [Wµ : Lλ].
Setting Yi = F
r
n(Pi), and using Proposition 4.3, gives a filtration of Y
λ with the required
properties. 
The next proposition identify the projective Young modules, and its proof is similar to
that of [HM2, Proposition 5.9].
Proposition 5.7. Suppose that µ ∈ Kr,n. Then Y
µ is the projective cover of Dµ.
Proof. Recall that Pµ is the projective cover of Lµ and Frn(P
µ) = Y µ, Frn(L
µ) = Dµ if
µ ∈ Kr,n. Since F
r
n is exact, there is a surjective map Y
µ 7→ Dµ. Therefore, it suffices to
show that Y µ is projective since it is indecomposable by Proposition 5.6(i).
Recall that ˙YSrn = EndYr,n(M˙
r
n), where M˙
r
n =M
r
n⊕Yr,n. There is also a Schur functor
F˙rn from
˙YSrn−mod to Yr,n−mod given by F˙
r
n(M) =Mϕω. In particular, F˙
r
n(M˙
r
n)
∼= Yr,n
as right Yr,n-modules.
As a ˙YSrn-module, M˙
r
n
∼= ϕω ˙YS
r
n. In particular, M˙
r
n is a projective
˙YSrn-module. If
λ ∈ Pr,n, let P˙
λ be the projective cover of the irreducible ˙YSrn-module L˙
λ. The multiplicity
of P˙λ as a summand of M˙ rn is equal to
dimHom ˙YSrn
(M˙ rn, L˙
λ) = dimHom ˙YSrn
(ϕω ˙YS
r
n, L˙
λ) = dim L˙λϕω = dimD
λ.
Consequently, M˙ rn
∼=
⊕
λ∈Kr,n
(dimDλ)P˙λ as a ˙YSrn-module. By definition, Y
λ = Frn(P
λ) =
F˙rn(P˙
λ) for all λ ∈ Pr,n. Therefore,
Yr,n ∼= F˙
r
n(M˙
r
n)
∼=
⊕
λ∈Kr,n
(dimDλ)Y λ
as a right Yr,n-module. The result follows. 
5.2. Twisted Young modules. Let Z = Z[1r ][q˙, q˙
−1, ζ], where q˙ is an indeterminate,
and let YZr,n be the Yokonuma-Hecke algebra over Z. It is easy to see that Y
Z
r,n has a
Z-algebra involution ′ which is determined by
g′i = gi, q˙
′ = −q˙−1, and t′j = tj, ζ
′
j = ζr−j+1
for 1 ≤ i ≤ n− 1 and 1 ≤ j ≤ n.
For each µ ∈ Cr,n, let yµ = (xµ)
′ =
∑
w∈Sµ
(−q˙)−l(w)gw, and set nµ := (Uµxµ)
′ =
U ′µyµ. Suppose that λ ∈ Pr,n and s, t ∈ Std(λ). We define nst := g
∗
d(s)nλgd(t). Then by
definition we have nst = (mst)
′. Because ′ is a Z-algebra involution, {nst} is a cellular basis
of YZr,n by Theorem 2.7. The ring R is naturally a Z-module under specialization; that is,
q˙ acts on R as multiplication by q. Because Yr,n is R-free, this induces an isomorphism of
R-algebras Yr,n ∼= Y
Z
r,n⊗ZR via gi 7→ gi⊗1R (1 ≤ i ≤ n−1) and tj 7→ tj⊗1R (1 ≤ j ≤ n).
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Hereafter, we will identify the algebra Yr,n and Y
Z
r,n ⊗Z R via the isomorphism above.
Thus, we have the following result.
The Yokonuma-Hecke algebra Yr,n is free as an R-module with a cellular basis {nst|s, t ∈
Std(λ) for some λ ∈ Pr,n}.
Now we can apply the general theory of cellular algebras. For each λ ∈ Pr,n, we define
the dual Specht module Sλ to be the right Yr,n-module (nλ + Y
r,n
λ )Yr,n, where Y
r,n
λ =
(Yλr,n )
′ is the two-sided ideal of Yr,n with basis nuv with u, v ∈ Std(ν) for various ν ∈ Pr,n
such that νλ. Then Sλ is R-free with basis {nt | t ∈ Std(λ)}, where nt = ntλt+Y
r,n
λ . Let
Dλ = Sλ/radSλ, where radSλ is the radical of the bilinear form on Sλ which is defined
with respect to the cellular basis {nst}.
For each µ ∈ Cr,n, let N
µ = nµYr,n. If S ∈ T
+
0 (λ,µ) and t ∈ Std(λ), we define
nSt =
∑
s∈Std(λ)
µ(s)=S
(−q)−l(d(s))−l(d(t))nst.
From the definition, we have nSt = (mSt)
′. Therefore, Proposition 3.3 and the usual
specialization argument show that the following holds.
Corollary 5.8. Suppose that µ ∈ Cr,n. Then N
µ is free as an R-module with basis{
nSt | S ∈ T
+
0 (λ,µ) and t ∈ Std(λ) for some λ ∈ Pr,n
}
.
Let µ,ν ∈ Cr,n and λ ∈ Pr,n. Suppose that α(µ) = α(ν) = α(λ). For S ∈ T
+
0 (λ,µ),
T ∈ T+0 (λ,ν), let
nST =
∑
s, t∈Std(λ)
µ(s)=S, ν(t)=T
(−q)−l(d(s))−l(d(t))nst.
We can now define the twisted Yokonuma-Schur algebra as
YSnr = EndYr,n(N
r
n),
where N rn =
⊕
µ∈Cr,n
Nµ. For S ∈ T+0 (λ,µ) and T ∈ T
+
0 (λ,ν), we can also define the
homomorphism ϕ′ST by ϕ
′
ST(nαh) = δανnSTh for all h ∈ Yr,n and α ∈ Cr,n. Then
ϕ′ST ∈ YS
n
r . The proof of the next proposition is in exactly the same way as that of [Ma2,
Proposition 4.3], and we skip the details.
Proposition 5.9. (i) The twisted Yokonuma-Schur algebra YSnr is free as an R-module
with a cellular basis{
ϕ′ST | S,T ∈ T
+
0 (λ) for some µ,ν ∈ Cr,n and λ ∈ Pr,n
}
.
(ii) The twisted Yokonuma-Schur algebra YSnr is quasi-hereditary.
(iii) The R-algebras YSrn and YS
n
r are canonically isomorphic.
Let Wλ and Lλ (λ ∈ Pr,n) be the Weyl modules and simple modules of YS
n
r , respec-
tively; they are defined in exactly the same way as the corresponding modules for YSrn.
As in Section 4, we can define an exact Schur functor Fnr from YS
n
r−mod to Yr,n−mod.
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Moreover, we have Fnr (Wλ)
∼= Sλ, F
n
r (Lλ)
∼= Dλ and [Wλ : Lµ] = [Sλ : Dµ] whenever
Dµ 6= 0.
For each λ ∈ Pr,n, let Pλ be the projective cover of Lλ. Define Yλ = F
n
r (Pλ), which is
called a twisted Young module. The next proposition can be proved in exactly the same
way as in Proposition 5.6.
Proposition 5.10. Suppose that R = K is a field and that µ ∈ Pr,n. Then we have
(i) Each Yµ is an indecomposable Yr,n-module.
(ii) If λ is another r-partition of n, then Yλ ∼= Yµ if and only if λ = µ.
(iii)
Nµ ∼= Yµ ⊕
⊕
λµ
cλµYλ,
where the integers cλµ are the same as those appearing in Lemma 5.4.
(iv) The twisted Young module Yµ has a dual Specht filtration in which the number of
subquotients equal to Sλ is [Wλ : Lµ].
5.3. Non-degenerate bilinear forms. If σ is a composition, its conjugate is the parti-
tion σ′ = (σ′1, σ
′
2, . . .), where σ
′
i is the number of nodes in column i of the diagram of σ.
If λ = (λ(1), . . . , λ(r)) ∈ Cr,n, its conjugate λ
′ is the r-partition λ′ = ((λ(r))′, . . . , (λ(1))′).
Similarly, the conjugate of a standard λ-tableau t = (t(1), . . . , t(r)) is the standard λ′-
tableau t′ = ((t(r))′, . . . , (t(1))′), where (t(k))′ is the tableau obtained by interchanging the
rows and columns of t(k).
If v is a standard tableau, let v↓k be the subtableau of v which contains 1, 2, . . . , k,
and let shape(v↓k) be the associated r-composition. Let λ,µ ∈ Pr,n. Suppose that s is a
standard λ-tableau and that t is a standard µ-tableau, we say that s dominates t, and
write s unrhd t if shape(s↓k) unrhd shape(t↓k) for all 1 ≤ k ≤ n. If s unrhd t and s 6= t, then we write
s  t. Note that s unrhd t if and only if t′ unrhd s′. We extend the dominance order to pairs of
standard tableaux by defining (s, t) unrhd (u, v) if s unrhd u and t unrhd v. We write (s, t)  (u, v) if
(s, t) unrhd (u, v) and (s, t) 6= (u, v).
For each λ ∈ Pr,n, let tλ = (t
λ′)′; that is, tλ is the standard λ-tableau with the
numbers 1, 2, . . . , n entered in order first down the columns of t
(r)
λ , and then the columns
of t
(r−1)
λ and so on. If t ∈ Std(λ), we define two elements d(t) and d
′(t) in Sn by
t = tλd(t) and t = tλd
′(t). Conjugating either of the two equations shows that d′(t) = d(t′).
Let wλ = d(tλ). In particular, we have wλ = w
−1
λ′ . Moreover, it is easy to see that
wλ = d(t)d
′(t)−1 and l(wλ) = l(d(t)) + l(d
′(t)) for all t ∈ Std(λ).
Recall that there is a unique anti-automorphism ∗ on Yr,n such that g
∗
i = gi for 1 ≤
i ≤ n − 1 and t∗j = tj for 1 ≤ j ≤ n. Given a right Yr,n-module M, we define its
contragredient dual M⊛ to be the dual module HomR(M,R) equipped with the right
Yr,n-action (ϕh)(m) = ϕ(mh
∗) for all ϕ ∈ M⊛, h ∈ Yr,n and m ∈ M. A module M
is self-dual if M ∼= M⊛. Equivalently, M is self-dual if and only if M possesses a non-
degenerate associative bilinear form 〈·, ·〉, where 〈·, ·〉 is associative if 〈xh, y〉 = 〈x, yh∗〉
for all x, y ∈M and h ∈ Yr,n.
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Recall that the following Jucys-Murphy elements Ji (1 ≤ i ≤ n) in Yr,n have been
introduced in [ChPA1] by induction
J1 := 1 and Ji+1 := giJigi for i = 1, . . . , n − 1. (5.1)
If λ ∈ Pr,n and t ∈ Std(λ), for 1 ≤ k ≤ n, we define the content of k in t as the element
ct(k) := q
2(j−i) if k appears in row i and column j of some component t(s) of t. The
following proposition is proved in [ER].
Proposition 5.11. (See [ER, Proposition 3].) Suppose that λ ∈ Pr,n and s, t are two
standard λ-tableaux. For each 1 ≤ k ≤ n, there exist ruv ∈ R such that
mstJk = rest(k)mst +
∑
(u,v)
ruvmuv, (5.2)
where the sum is over the pair (u, v) ∈ Std2(µ) = Std(µ)× Std(µ) such that (u, v) (s, t)
and α(µ) = α(λ) with µ ∈ Pr,n. Moreover, we have
mst tk = ζp
t
(k)mst. (5.3)
Remark 5.12. There are two ways to define the dominance order on Std2(Pr,n) =
{(s, t) | s, t ∈ Std(λ) for some λ ∈ Pr,n}. If (s, t) ∈ Std
2(λ) and (u, v) ∈ Std2(µ), then
we define
(s, t) ◮ (u, v) if λ  µ, or λ = µ and s unrhd u and t unrhd v.
By definition, (s, t) unrhd (u, v) implies that (s, t) ◮ (u, v), but the inverse is false in general.
In fact, it is proved in [ER] that the equality (5.2) holds under the dominance order ◮ .
But it is easy to see that the equality (5.2) still holds under the stronger dominance order
unrhd. Besides, the proof of Proposition 5.11 essentially reduces to the case of r = 1, from
which we can easily get the second condition α(µ) = α(λ) in the summation of (5.2).
These facts are crucial to the following arguments.
Let K = Q(q, ζ). We shall first consider the split semisimple K-algebra YKr,n := Y
Z
r,n⊗Z
K. In particular, we can apply all the results in [Ma3, Section 3].
We shall follow the arguments of [Ma3, Section 3] to construct a “seminormal” basis
of YKr,n. For 1 ≤ k ≤ n, we define the following two sets:
C(k) := {ct(k) | t ∈ Std(λ) for some λ ∈ Pr,n},
and
C(k) := {ζp
t
(k) | t ∈ Std(λ) for some λ ∈ Pr,n}.
Definition 5.13. Suppose that λ ∈ Pr,n and that s, t ∈ Std(λ).
(i) Let
Ft =
n∏
k=1
( ∏
c∈C(k)
c 6=ct(k)
Jk − c
ct(k)− c
·
∏
c¯∈C(k)
c¯6=ζpt(k)
tk − c¯
ζp
t
(k) − c¯
)
. (5.4)
(ii) We set fst := FsmstFt and gst := FsnstFt
By Proposition 5.11, we can now apply the general theory developed in [Ma3, Section
3] to get the following results.
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Proposition 5.14. (i) Suppose that s, t ∈ Std(λ) for some λ ∈ Pr,n. In Y
K
r,n we have
mst = fst +
∑
(u,v)
ruvfuv, (5.5)
where ruv ∈ K and the sum is over the pair (u, v) ∈ Std
2(µ) (µ ∈ Pr,n) such that ruv 6= 0
only if (u, v)  (s, t) and α(µ) = α(λ);
nst = gst +
∑
(u,v)
suvguv, (5.6)
where suv ∈ K and the sum is over the pair (u, v) ∈ Std2(ν) (ν ∈ Pr,n) such that suv 6= 0
only if (u, v)  (s, t) and α(ν) = α(λ).
(ii) The set {fst | s, t ∈ Std(λ) for some λ ∈ Pr,n} is a K-basis of YKr,n.
(iii) For λ,µ ∈ Pr,n and s, t ∈ Std(λ), u, v ∈ Std(µ), we have
fstJk = ct(k)fst, fst tk = ζp
t
(k)fst, fstFu = δt,ufsu, (5.7)
and moreover, there exists a scalar 0 6= γt ∈ K such that
fstfuv =
{
γtfsv if λ = µ and t = u;
0 otherwise.
(5.8)
In particular, γt depends only on t and the set {fst | s, t ∈ Std(λ) and λ ∈ Pr,n} is a
cellular basis of YKr,n.
(iv) For λ ∈ Pr,n and t ∈ Std(λ), we have Ft =
1
γt
ftt. Moreover, these elements
{Ft | t ∈ Std(λ) for some λ ∈ Pr,n}} give a complete set of pairwise orthogonal primitive
idempotents for YKr,n.
(v) For λ ∈ Pr,n and t ∈ Std(λ), we have
FtJk = JkFt = ct(k)Ft, Ft tk = tkFt = ζp
t
(k)Ft. (5.9)
(vi) The Jucys-Murphy elements J1, . . . , Jn, t1, . . . , tn generate a maximal commutative
subalgebra of YKr,n.
From the definitions, we see that for λ ∈ Pr,n and t ∈ Std(λ), we have (ct(k))
′ = ct′(k)
and ζ ′p
t
(k) = ζpt′(k). This implies the following lemma.
Lemma 5.15. For λ ∈ Pr,n and t ∈ Std(λ), we have F
′
t = Ft′ , and hence gst = f
′
st in
YKr,n.
By Proposition 5.14(iv) and Lemma 5.15, we can easily get the following result.
Lemma 5.16. Suppose that λ,µ ∈ Pr,n and s, t ∈ Std(λ), u, v ∈ Std(µ). Then in Y
K
r,n,
we have fstguv = 0 unless t = u
′.
By Proposition 5.14(i) and Lemma 5.16, we can easily get the following lemma.
Lemma 5.17. Let λ,µ ∈ Pr,n. Suppose that s and t are standard λ-tableaux and that u
and v are standard µ-tableaux. If mstnuv 6= 0, then u
′ unrhd t and α(µ′) = α(λ).
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Recall that {tk11 · · · t
kn
n gw | 0 ≤ k1, . . . , kn ≤ r − 1 and w ∈ Sn} is an R-basis of Yr,n.
We can define an R-linear map τ : Yr,n → R by
τ(tk11 · · · t
kn
n gw) =
{
1 if k1 ≡ k2 ≡ · · · ≡ 0 (mod r) and w = 1;
0 otherwise.
(5.10)
This map τ was introduced in [ChPA1, Proposition 10] and was shown to be a trace form;
that is, τ(ab) = τ(ba) for all a, b ∈ Yr,n. Moreover, we have
τ(tk11 · · · t
kn
n gwgw′t
l1
1 · · · t
ln
n ) =
{
1 if w−1 = w′ and ki + li ≡ 0 (mod r) for 1 ≤ i ≤ n;
0 otherwise.
In particular, we get that τ(h∗) = τ(h) for all h ∈ Yr,n.
We now define a symmetric associative bilinear form 〈·, ·〉 on Yr,n by 〈h1, h2〉 = τ(h1h
∗
2).
We then have the following crucial result.
Theorem 5.18. Suppose that λ = (λ(1), . . . , λ(r)) ∈ Pr,n and we choose all 1 ≤ i1 < i2 <
· · · < ip ≤ r such that λ
(i1), λ(i2), . . . , λ(ip) are the nonempty components of [λ]. Define
ck := |λ
(ik)| for 1 ≤ k ≤ p. Let µ ∈ Pr,n. Suppose that s, t are two standard λ-tableaux
and that u, v are two standard µ-tableaux. Then we have
〈mst, nuv〉 =

rp(ζi1 ···ζip)
−2
r
∑p
k=1 (
ck
2 )
if (u′, v′) = (s, t);
0 if (u′, v′) 4 (s, t).
(5.11)
Proof. Suppose first that 〈mst, nuv〉 6= 0. By definition, 〈mst, nuv〉 = τ(mstnvu), somstnvu 6=
0; hence v′ D t by Lemma 5.17. Since τ is a trace form and τ(h∗) = τ(h) for all h ∈ Yr,n,
we also have τ(mstnvu) = τ(nvumst) = τ(mtsnuv); hence mtsnuv 6= 0 and u
′ D s by Lemma
5.17. Therefore, if 〈mst, nuv〉 6= 0, then (u
′, v′) D (s, t).
Now assume that (u′, v′) = (s, t). Then gwλ = gd(t)g
∗
d(t′) = gd(s)g
∗
d(s′). Therefore, we have
〈mst, ns′t′〉 = τ(mstnt′s′)
= τ(g∗d(s)mλgd(t)g
∗
d(t′)nλ′gd(s′))
= τ(gd(s′)g
∗
d(s)mλgwλnλ′)
= τ(g∗wλmλgwλnλ′)
= τ(mλgwλnλ′gw−1
λ
)
= τ(uλEAλxλgwλU
′
λ′yλ′gwλ′ )
= τ(uλEAλgwλu
′
λ′EAλ′yλ′gwλ′xλ). (5.12)
By definition, we have
wλ =
(
1 2 · · · |λ(i1)|
j1 j2 · · · j|λ(i1)|
∣∣∣∣ · · · · · ·· · · · · ·
∣∣∣∣ n− |λ(ip)|+ 1 · · · nk1 · · · k|λ(ip)|
)
, (5.13)
where {j1, j2, . . . , j|λ(i1)|} = {n− |λ
(i1)|+ 1, . . . , n} and {k1, . . . , k|λ(ip)|} = {1, . . . , |λ
(ip)|}.
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By (5.13), we have
w−1λ =
(
1 2 · · · |λ(ip)|
k1 k2 · · · k|λ(ip)|
∣∣∣∣ · · · · · ·· · · · · ·
∣∣∣∣ n− |λ(i1)|+ 1 · · · nj1 · · · k|λ(i1)|
)
, (5.14)
where {k1, k2, . . . , k|λ(ip)|} = {n− |λ
(ip)|+1, . . . , n} and {j1, . . . , j|λ(i1)|} = {1, . . . , |λ
(i1)|}.
Define Aλ = {I1, I2, . . . , Ip} as in Definition 2.3. By assumption, we have λ
′ =
((λ(r))′, . . . , (λ(1))′) ∈ Pr,n with (λ
(ip))′, (λ(ip−1))′, . . . , (λ(i1))′ being all the nonempty
components of [λ′]. Suppose that Aλ′ = {I
′
p, . . . , I
′
1}, where I
′
p = {1, 2, . . . , |λ
(ip)|}, . . . ,
and I ′1 = {n− |λ
(i1)|+ 1, . . . , n}. By definition 2.4, we have
u′λ′EAλ′ =
∏
l 6=r+1−(r+1−ip)
(t|λ(ip)| − ζl) · · ·
∏
l 6=r+1−(r+1−i1)
(tn − ζl) ·EI′pEI′p−1 · · ·EI′1 . (5.15)
By (5.15), Lemma 2.1, together with the fact that gwtk = t(k)w−1gw, we get that
gwλu
′
λ′EAλ′ = uλEAλgwλ . (5.16)
By (5.12) and (5.16), we have
〈mst, ns′t′〉 = τ(EAλuλUλgwλyλ′gwλ′xλ). (5.17)
By [ER, Lemma 10(49)], we have
tiUλ = ζikUλ if i ∈ Ik for some 1 ≤ k ≤ p. (5.18)
Recall that S = {ζ1, ζ2, . . . , ζr}. We also have, for any fixed r-th root of unity ξ,∏
ξ 6=α∈S
(ξ − α) = rξ−1. (5.19)
By (5.18) and (5.19), we get that
uλUλ = r
p(ζi1 · · · ζip)
−1Uλ. (5.20)
Combining (5.17) and (5.20), we get that
〈mst, ns′t′〉 = r
p(ζi1 · · · ζip)
−1τ(EAλuλgwλyλ′gwλ′xλ). (5.21)
By (5.10) and ζ1 · · · ζr = (−1)
r−1, we have
τ(EAλuλ) =
p∏
k=1
1
r(
|λ(ik)|
2 )
·
p∏
k=1
( ∏
l 6=ik
(−1)r−1ζl
)
= (ζi1 · · · ζip)
−1 1
r
∑p
k=1 (
ck
2 )
. (5.22)
By (5.21) and (5.22), we have
〈mst, ns′t′〉 =
rp(ζi1 · · · ζip)
−2
r
∑p
k=1 (
ck
2 )
τ(gwλyλ′gwλ′xλ). (5.23)
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Since Sλ ∩
wλSλ′ = {1} and wλ = w
−1
λ′ is a distinguished (Sλ,Sλ′)-double coset repre-
sentative, we have
gwλyλ′gwλ′xλ =
∑
u∈Sλ′
v∈Sλ
gwλ · (−q)
−l(u)gu · gw−1
λ
· ql(v)gv
=
∑
u∈Sλ′
v∈Sλ
(−1)l(u)ql(v)−l(u)gwλguw−1
λ
v.
Thus, we get τ(gwλyλ′gwλ′xλ) = 1. Therefore, by (5.23), we have
〈mst, ns′t′〉 =
rp(ζi1 · · · ζip)
−2
r
∑p
k=1 (
ck
2 )
.
We have proved the theorem. 
Remark 5.19. Theorem 5.18 implies that τ is non-degenerate. Consequently, Yr,n is a
symmetric algebra.
The next corollary can be proved in exactly the same way as in [Ma2, Corollary 5.7]
using Theorem 5.18, which justify the term dual Specht module.
Corollary 5.20. Suppose that λ ∈ Pr,n. Then S
λ′ ∼= S⊛λ .
If S = (S(1), . . . , S(r)) is a λ-tableau of type µ, we define the conjugate of S by S′ =
((S(r))′, . . . , (S(1))′) which is a λ′-tableau of type µ, where (S(j))′ is the tableau obtained
by interchanging the rows and columns of S(j) for each j. A λ-tableau S is called column
semistandard if S′ is semistandard. For λ ∈ Pr,n and µ ∈ Cr,n, let T
cs(λ,µ) = {S | S′ ∈
T+0 (λ
′,µ)}.
The proof of the next lemma is in exactly the same way as that of [Ma2, Lemma 5.8]
by making use of Lemma 5.17. We skip the details.
Lemma 5.21. Suppose that µ ∈ Cr,n,λ ∈ Pr,n and that mµnuv 6= 0 or nµmuv 6= 0 for
some standard λ-tableaux u and v. Then µ(u) is column semistandard and α(λ′) = α(µ);
that is, µ(u) ∈ Tcs(λ,µ).
Remark 5.22. As mentioned in [HM1, p. 15], it is unfortunate that Mathas confused
the two partial orders D and ◮ on Std2(Pr,n) in [Ma2] and [Ma3]. Anyhow, we can adapt
the approach in [Ma3, Section 3] to get Proposition 5.14 and then Lemmas 5.17 and 5.21.
We leave the details to the reader; see also [HM1, Section 2] for details.
If S ∈ Tcs(λ,µ), let S˙ be the unique standard λ-tableau such that µ(S˙) = S and d(S˙) is
a distinguished (Sλ,Sµ)-double coset representative; that is, d(S˙) is the unique element
of minimal length in its double coset.
Proposition 5.23. Suppose that µ ∈ Cr,n. Then M
µ is free as an R-module with basis
{mµnS˙t |S ∈ T
cs(λ,µ) and t ∈ Std(λ) for some λ ∈ Pr,n} and N
µ is free as an R-module
with basis {nµmS˙t | S ∈ T
cs(λ,µ) and t ∈ Std(λ) for some λ ∈ Pr,n}.
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Proof. We only prove the claim for Mµ. Recall that {nst} is an R-basis of Yr,n, so M
µ
is spanned by the elements mµnst, where (s, t) ∈ Std
2(Pr,n). Furthermore, if mµnst 6= 0
then µ(s) is column semistandard and α(λ′) = α(µ) if (s, t) ∈ Std2(λ) by Lemma 5.21.
Hence, Mµ is spanned by the elements mµnst, where µ(s) is column semistandard and
(s, t) ∈ Std2(λ) for various λ ∈ Pr,n with α(λ
′) = α(µ).
For each such element mµnst, where (s, t) ∈ Std
2(ν) with α(ν′) = α(µ). Since µ(s) =
S is column semistandard, we choose S˙ ∈ Std(ν) as above and get that µ(tνd(s)) =
µ(tνd(S˙)). Thus, d(s) and d(S˙) lie in the same (Sν ,Sµ)-double coset. By definition d(S˙)
is the unique element of minimal length in its double coset, therefore we get mµg
∗
d(s)nν =
±qamµg
∗
d(S˙)
nν for some integer a. Because M
µ is R-free and the number of elements in
our spanning set is exactly the rank of Mµ, thus we have proved the first claim. The
second statement can be proved in a similar way. 
Combining Lemma 5.21 and Proposition 5.23, we get the next result.
Corollary 5.24. Suppose that µ ∈ Cr,n,λ ∈ Pr,n and that u and v are two standard λ-
tableaux. Then mµnuv 6= 0 if and only if µ(u) is column semistandard and α(λ
′) = α(µ).
Similarly, nµmuv 6= 0 if and only if µ(u) is column semistandard and α(λ
′) = α(µ).
Using Proposition 5.23 we can get the following result by repeating the argument of
Lemma 5.2.
Corollary 5.25. Suppose that µ ∈ Cr,n. Then there exist filtrations
Mµ = H1 ⊃ H2 ⊃ · · · ⊃ Hk ⊃ Hk+1 = 0 and Nµ = H1 ⊃ H2 ⊃ · · · ⊃ Hk ⊃ Hk+1 = 0
of Mµ and Nµ, respectively, and r-partitions λ1, . . . ,λk such that µ
′ D λi, H
i/H i+1 ∼=
Sλi and Hi/Hi+1
∼= Sλi for 1 ≤ i ≤ k. Moreover, for any λ ∈ Pr,n we have ♯{1 ≤ i ≤
k | λi = λ} = ♯T
cs(λ,µ).
Now we can define a bilinear form 〈·, ·〉µ on M
µ by
〈mSt,mµnU˙v〉µ = 〈mSt, nU˙v〉,
where mSt and mµnU˙v rum over the bases of Propositions 3.3 and 5.23, respectively.
The next proposition can be proved in exactly the same way as in [Ma2, Proposition
5.13]. We omit the details and leave them to the reader.
Proposition 5.26. Suppose that µ ∈ Cr,n. Then 〈·, ·〉µ is a non-degenerate associative
bilinear form on Mµ. In particular, Mµ is self-dual. Similarly, Nµ is self-dual.
By induction and using Propositions 5.6 and 5.10 we can get the next result.
Corollary 5.27. Let λ ∈ Pr,n. Then the Young module Y
λ and twisted Young module
Yλ are both self-dual.
5.4. Tilting modules. Recall that a YSrn-module T is a tilting module if it has both a
filtration by Weyl modules Wλ (λ ∈ Pr,n) and a filtration by dual Weyl modules. Since
YSrn is quasi-hereditary, by [Ri], for each λ ∈ Pr,n there exists a unique indecomposable
tilting module Tλ such that [Tλ : Wλ] = 1 and [Tλ : Wµ] 6= 0 only if λ D µ. Moreover,
any tilting module T can be written as a direct sum of these Tλ’s. The Tλ are the partial
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tilting modules of YSrn. A full tilting module for YS
r
n is any tilting module which contain
every Tλ (λ ∈ Pr,n) as a direct summand.
For each ν ∈ Cr,n, let θν ∈ HomYr,n(Yr,n, N
ν) be the map, which is defined by θν(h) =
nνh for all h ∈ Yr,n. We define
Eν := F˙ωn(θν
˙YSrn).
Since Eν , by definition, is the set of maps from M rn to N
ν which factor through θν , we
get that Eν is a right YSrn-module.
Definition 5.28. Suppose that λ ∈ Pr,n and µ,ν ∈ Cr,n. For S ∈ T
cs(λ,ν) and T ∈
T+0 (λ,µ) let θST be the homomorphism in E
ν determined by θST(mαh) = δαµnνmS˙Th
for all h ∈ Yr,n and all α ∈ Cr,n.
Proposition 5.29. Let ν ∈ Cr,n. Then E
ν is free as an R-module with basis
{θST | S ∈ T
cs(λ,ν) and T ∈ T+0 (λ) for some λ ∈ Pr,n}.
Proof. Let E˙ν = θν ˙YS
r
n. Then E˙
ν is a right ˙YSrn-module and E
ν = F˙ωn(E˙
ν). By Propo-
sition 4.1, E˙ν is spanned by the maps θνϕST, where S ∈ T
+
0 (λ,σ) and T ∈ T
+
0 (λ,µ)
for various λ ∈ Pr,n and σ,µ ∈ C˙r,n. By definition, θνϕST = 0 unless σ = ω, that is, S
is a standard λ-tableau; so E˙ν is spanned by the elements θνϕsT with s ∈ Std(λ) and
T ∈ T+0 (λ,µ) for λ ∈ Pr,n and µ ∈ C˙r,n. Furthermore, θνϕsT(mµh) = nνmsTh for all
h ∈ Yr,n. Thus, θνϕsT 6= 0 if and only if ν(s) is column semistandard and α(λ
′) = α(ν)
by Corollary 5.24, and in this case θνϕsT = ±q
aθST for some a ∈ Z and S = ν(s). Hence
these elements {θST | S ∈ T
cs(λ,ν) and T ∈ T˙+0 (λ) for some λ ∈ Pr,n} span E˙
ν .
On the other hand, the elements {θST} are linearly independent by Proposition 5.23, so
they are a basis of E˙ν . Since the functor F˙ωn removes the ω-weight space of E˙
ν , therefore
F˙ωn maps the basis {θST} of E˙
ν to the elements stated in the proposition, or to zero if
µ = ω. Hence, {θST | S ∈ T
cs(λ,ν) and T ∈ T+0 (λ) for some λ ∈ Pr,n} is an R-basis of
Eν . 
The next proposition can be proved in exactly the same way as in [Ma2, Theorem 6.5]
by using Proposition 5.29. We skip the details.
Proposition 5.30. Let ν ∈ Cr,n. Then E
ν admits a YSrn-module filtration E
ν = E1 ⊃
E2 ⊃ · · · ⊃ Ek ⊃ Ek+1 = 0 such that Ei/Ei+1 ∼= W
λi for some λ1, . . . ,λk ∈ Pr,n and
ν′ D λi for all 1 ≤ i ≤ k. Moreover, if λ ∈ Pr,n, then ♯{1 ≤ i ≤ k | λi = λ} = ♯T
cs(λ,ν).
From Proposition 5.30 we can easily get the next corollary.
Corollary 5.31. Suppose that λ,µ ∈ Pr,n. Then [E
λ : Wλ
′
] = 1 and [Eλ :Wµ] 6= 0 only
if λ′ D µ.
Definition 5.32. Suppose that λ ∈ Pr,n and µ,ν ∈ Cr,n. For A ∈ T
+
0 (λ,ν) and B ∈
Tcs(λ,µ) let θ′AB be the homomorphism determined by θ
′
AB(mαh) = δαµnAB˙mµh for all
h ∈ Yr,n and all α ∈ Cr,n.
Proposition 5.33. Let ν ∈ Cr,n. Then E
ν is free as an R-module with basis
{θ′AB |A ∈ T
+
0 (λ,ν) and B ∈ T
cs(λ,µ) for some λ ∈ Pr,n and µ ∈ Cr,n}.
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Proof. We first show that θ′AB ∈ E
ν . By Corollary 5.8, nAB˙ = nνx for some x ∈ Yr,n.
Therefore, we have
θ′AB(mµh) = nAB˙mµh = nνxmµh = θν(xmµh).
That is, θ′AB factors through θν so that θ
′
AB ∈ E
ν as claimed. Moreover, the elements
stated in the proposition are linearly independent by applying ∗ to Proposition 5.23.
Therefore, the elements {θ′AB} give a basis of E
ν by counting dimensions using Proposition
5.29. 
The contragredient dual E⊛ of a YSrn-module E can be defined in exactly the same
way as that of Yr,n-modules. Again, we say that E is self-dual if E ∼= E
⊛.
Using the two bases {θST} and {θ
′
AB} in Propositions 5.29 and 5.33, we now define a
bilinear form {·, ·}ν on E
ν by
{θST, θ
′
AB}ν =
{
〈mS˙T, nAB˙〉 if Type(T) = Type(B);
0 otherwise.
The next theorem can be proved in exactly the same way as in [Ma2, Theorem 6.17].
We skip the details.
Theorem 5.34. Suppose that ν ∈ Cr,n. Then {·, ·}ν defines a non-degenerate associative
bilinear form on Eν ; that is, Eν is self-dual.
Using Corollary 5.31 and Theorem 5.34 we can easily get the next result.
Corollary 5.35. Let λ ∈ Pr,n. Then we have
(i) Eλ is a tilting module. Moreover, Eλ ∼= Tλ
′
⊕
⊕
λ′µ eλµT
µ for some non-negative
integers eλµ.
(ii) Tλ is self-dual. Moreover, the tilting modules of YSrn are the indecomposable direct
summands of the modules {Eλ | λ ∈ Pr,n}.
Recall that the Schur functor Frn : YS
r
n−mod→ Yr,n−mod defined in Proposition 4.3.
Lemma 5.36. Suppose that µ ∈ Cr,n. Then F
r
n(E
µ) ∼= Nµ as Yr,n-modules.
Proof. By Lemma 4.2 and Proposition 4.3 we have
Frn(E
µ) = Frn(F˙
ω
n(θµ
˙YSrn)) = F˙
r
n(θµ
˙YSrn)
= θµ ˙YS
r
nϕω
∼= HomYr,n(Yr,n, N
µ)
∼= Nµ
as required. 
Let µ,ν ∈ Cr,n. Recall that for each S ∈ T
+
0 (λ,µ) and T ∈ T
+
0 (λ,ν) there is a Yr,n-
module homomorphism ϕ′ST : N
ν → Nµ; this induces a YSrn-module homomorphism
Φ′ST : E
ν → Eµ defined by Φ′ST(θ) = ϕ
′
STθ for θ ∈ E
ν . The next proposition, which can
be proved in exactly the same way as in [Ma2, Proposition 7.1], shows that these maps
{Φ′ST} give a basis of all the YS
r
n-module homomorphisms from E
ν to Eµ.
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Proposition 5.37. Suppose that µ,ν ∈ Cr,n. Then HomYSrn(E
ν , Eµ) is free as an R-
module with basis
{Φ′ST | S ∈ T
+
0 (λ,µ) and T ∈ T
+
0 (λ,ν) for some λ ∈ Pr,n}.
By definition Ern =
⊕
µ∈Cr,n
Eµ is a full tilting module for YSrn. Define the Ringel dual
of YSrn to be the algebra EndYSrn(E
r
n). If A is an algebra, let A
op be the opposite algebra in
which the order of multiplication is reserved. The following corollary gives a description
of the Ringel dual of YSrn.
Corollary 5.38. There exist canonical isomorphisms of R-algebras
EndYSrn(E
r
n)
∼= (YSnr )
op.
Corollary 5.39. Suppose that λ ∈ Pr,n. Then F
r
n(T
λ′) ∼= Yλ as Yr,n-modules.
Proof. By Lemma 5.36 the natural map HomYr,n(N
ν , Nµ) → HomYSrn(E
ν , Eµ) is injec-
tive; by Proposition 5.9(i) and Proposition 5.37 this is an isomorphism. Consequently,
if an indecomposable tilting module T ν is a direct summand of Eλ then Frn(T
ν) is an
indecomposable direct summand of Nλ. Now, Eλ ∼= Tλ
′
⊕
⊕
λ′µ eλµT
µ by Corollary
5.35(i) and Frn(E
λ) ∼= Nλ ∼= Yλ⊕
⊕
νλ cνλYν by Proposition 5.10(iii). Hence, the result
follows by induction on the dominance order. 
Corollary 5.40. Let λ,µ ∈ Pr,n. Then [T
λ : (Wµ)⊛] = [Wµ
′
: Lλ
′
].
Proof. Recall that Frn(W
µ) ∼= Sµ by Proposition 4.3. By definition, it is easy to see that
the functor Frn commutes with duality. Then we have F
r
n((W
µ)⊛) ∼= (Frn(W
µ))⊛ ∼= Sµ′
by Corollary 5.20. Thus we have
[Tλ : (Wµ)⊛] = [Frn(T
λ) : Frn((W
µ)⊛)] = [Yλ′ : Sµ′ ]
= [Wµ′ : Lλ′ ] = [W
µ′ : Lλ
′
],
where the last equality follows from Proposition 5.9(iii). 
6. Appendix. Cyclotomic Yokonuma-Schur algebras
In this appendix, we will generalize the results above to define and study the cyclotomic
Yokonuma-Schur algebra by using the cellular basis of the cyclotomic Yokonuma-Hecke
algebra Ydr,n constructed in [C1]. Since this approach is very similar, we only mention the
main results and skip all the details of the proofs.
We first recall the definition of Ydr,n and the construction of a cellular basis of it.
By definition, The affine Yokonuma-Hecke algebra Ŷr,n = Ŷr,n(q) is an R-associative
algebra generated by the elements t1, . . . , tn, g1, . . . , gn−1,X
±1
1 , in which the generators
t1, . . . , tn, g1, . . . , gn−1 satisfy the following relations:
gigj = gjgi for all i, j = 1, . . . , n− 1 such that |i− j| ≥ 2;
gigi+1gi = gi+1gigi+1 for all i = 1, . . . , n− 2;
titj = tjti for all i, j = 1, . . . , n;
gitj = tjsigi for all i = 1, . . . , n− 1 and j = 1, . . . , n;
tri = 1 for all i = 1, . . . , n;
g2i = 1 + (q − q
−1)eigi for all i = 1, . . . , n− 1,
(6.1)
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where si is the transposition (i, i + 1), and for each 1 ≤ i ≤ n− 1,
ei :=
1
r
r−1∑
s=0
tsi t
−s
i+1,
together with the following relations concerning the generators X±11 :
X1X
−1
1 = X
−1
1 X1 = 1;
g1X1g1X1 = X1g1X1g1;
giX1 = X1gi for all i = 2, . . . , n− 1;
tjX1 = X1tj for all j = 1, . . . , n.
(6.2)
We define inductively the following elements in Ŷr,n:
Xi+1 := giXigi for i = 1, . . . , n− 1. (6.3)
Let d ≥ 1 and v1, . . . , vd be some invertible indeterminates. Set f1 := (X1−v1) · · · (X1−
vd). Let Jd denote the two-sided ideal of Ŷr,n generated by f1, and define the cyclotomic
Yokonuma-Hecke algebra Ydr,n = Y
d
r,n(q) to be the quotient
Ydr,n = Ŷr,n/Jd.
It has been proved in [C1] (see also [ChPA2, Theorem 4.15]) that the set of the following
elements
{tβ11 · · · t
βn
n X
α1
1 · · ·X
αn
n gw | 0 ≤ α1, . . . , αn ≤ d− 1, 0 ≤ β1, . . . , βn ≤ r − 1, w ∈ Sn}
forms an R-basis of Ydr,n.
Let d ∈ Z≥1. Following [ChPA2, Section 3.1], the combinatorial objects appearing in
the representation theory of the cyclotomic Yokonuma-Hecke algebra Ydr,n will be m-
compositions (resp. m-partitions) with m = rd, which can also be identified with r-tuples
of d-compositions (resp. d-partitions). We will call such an object an (r, d)-composition
(resp. (r, d)-partition). By definition, an (r, d)-composition (resp. (r, d)-partition) of
n is an ordered r-tuple λ = (λ(1), . . . ,λ(r)) = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) of d-
compositions (resp. d-partitions) (λ
(k)
1 , . . . , λ
(k)
d ) (1 ≤ k ≤ r) such that
∑r
k=1
∑d
j=1 |λ
(k)
j | =
n. We denote by Cdr,n (resp. P
d
r,n) the set of (r, d)-compositions (resp. (r, d)-partitions) of
n. We will say that the l-th composition (resp. partition) of the k-th r-tuple has position
(k, l).
A triplet θ = (θ, k, l) consisting of a node θ, an integer k ∈ {1, . . . , r}, and an integer
l ∈ {1, . . . , d} is called an (r, d)-node. We shall say that the (r, d)-node θ has position
(k, l). We shall denote by [λ] the set of (r, d)-nodes such that the subset consisting of the
(r, d)-nodes having position (k, l) forms a usual composition (resp. partition) λ
(k)
l , for any
k ∈ {1, . . . , r} and l ∈ {1, . . . , d}.
Let λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) be an (r, d)-composition of n. An (r, d)-
tableau t = ((t
(1)
1 , . . . , t
(1)
d ), . . . , (t
(r)
1 , . . . , t
(r)
d )) of shape λ is obtained by placing each
(r, d)-node of [λ] by one of the integers 1, 2, . . . , n, allowing no repeats. We will call the
number n the size of t and the t
(k)
l ’s the components of t. Each (r, d)-node θ of t is labelled
by ((a, b), k, l) if it lies in row a and column b of the component t
(k)
l of t.
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For each µ ∈ Cdr,n, an (r, d)-tableau of shape µ is called row standard if the numbers
increase along any row (from left to right) of each diagram in [µ]. For each λ ∈ Pdr,n, an
(r, d)-tableau of shape λ is called standard if the numbers increase along any row (from
left to right) and down any column (from top to bottom) of each diagram in [λ]. From
now on, we denote by Std(λ) the set of all standard (r, d)-tableaux of size n and of shape
λ, which is endowed with an action of Sn from the right by permuting the entries in each
(r, d)-tableau.
For each λ ∈ Cdr,n, we denote by t
λ the standard (r, d)-tableau of shape λ in which
1, 2, . . . , n appear in increasing order from left to right along the rows of the first diagram,
and then along the rows of the second diagram, and so on.
For each λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) ∈ C
d
r,n, we have a Young subgroup
Sλ := Sλ(1)1
× · · · ×S
λ
(1)
d
× · · · ×S
λ
(r)
1
× · · · ×S
λ
(r)
d
,
which is exactly the row stabilizer of tλ.
For each λ ∈ Cdr,n and a row standard (r, d)-tableau s of shape λ, let d(s) be the element
of Sn such that s = t
λd(s). Then d(s) is a distinguished right coset representative of Sλ
in Sn, that is, l(wd(s)) = l(w) + l(d(s)) for any w ∈ Sλ. In this way, we obtain a
correspondence between the set of row standard (r, d)-tableaux of shape λ and the set of
distinguished right coset representatives of Sλ in Sn.
We now define a partial order on the set of (r, d)-compositions.
Definition 6.1. Let λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) and µ = ((µ
(1)
1 , . . . , µ
(1)
d ),
. . . , (µ
(r)
1 , . . . , µ
(r)
d )) be two (r, d)-compositions of n. We say that λ dominates µ, and we
write λ unrhd µ if and only if
k−1∑
i=1
d∑
j=1
|λ
(i)
j |+
l−1∑
j=1
|λ
(k)
j |+
p∑
i=1
λ
(k)
l,i ≥
k−1∑
i=1
d∑
j=1
|µ
(i)
j |+
l−1∑
j=1
|µ
(k)
j |+
p∑
i=1
µ
(k)
l,i
for all k, l and p with 1 ≤ k ≤ r, 1 ≤ l ≤ d and p ≥ 0. If λ unrhd µ and λ 6= µ, we write
λ  µ.
Definition 6.2. Let λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) ∈ C
d
r,n. Suppose that we
choose all 1 ≤ i1 < i2 < · · · < ip ≤ r such that (λ
(i1)
1 , . . . , λ
(i1)
d ), (λ
(i2)
1 , . . . , λ
(i2)
d ), . . . ,(λ
(ip)
1 ,
. . . , λ
(ip)
d ) are nonempty. Define ak :=
∑k
j=1 |λ
(ij)| for 1 ≤ k ≤ p, where |λ(ij)| =∑d
l=1 |λ
(ij)
l |. Then the set partition Aλ associated with λ is defined as
Aλ := {{1, . . . , a1}, {a1 + 1, . . . , a2}, . . . , {ap−1 + 1, . . . , n}},
which may be written as Aλ = {I1, I2, . . . , Ip}, and is referred to the blocks of Aλ in the
order given above.
Definition 6.3. Let λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) ∈ C
d
r,n, and let ak :=∑k
j=1 |λ
(ij)| (1 ≤ k ≤ p) be defined as above. Then we define
uλ := ua1,i1ua2,i2 · · · uap,ip .
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Definition 6.4. Let λ = ((λ
(1)
1 , . . . , λ
(1)
d ), . . . , (λ
(r)
1 , . . . , λ
(r)
d )) ∈ C
d
r,n. Associated with λ
we can define the following elements akl and bk:
akl :=
l−1∑
m=1
|λ(k)m |, bk :=
k−1∑
j=1
d∑
i=1
|λ
(j)
i | for 1 ≤ k ≤ r and 1 ≤ l ≤ d.
Associated with these elements we can define an element u+
a
:= ua,1ua,2 · · · ua,r, where
ua,k :=
d∏
l=1
ak
l∏
j=1
(Xbk+j − vl).
We can now define the key ingredient of the cellular basis for Y dr,n.
Definition 6.5. Let λ ∈ Cdr,n and define u
+
a
as above. Let xλ =
∑
w∈Sλ
ql(w)gw. Then
we define the element mλ of Y
d
r,n as follows:
mλ := Uλu
+
a
xλ = uλEAλu
+
a
xλ. (6.4)
Let ∗ denote the R-linear anti-automorphism of Ydr,n, which is determined by
g∗i = gi, t
∗
j = tj , X
∗
j = Xj for 1 ≤ i ≤ n− 1 and 1 ≤ j ≤ n.
Definition 6.6. Let λ ∈ Cdr,n, and let s and t be two row standard (r, d)-tableaux of
shape λ. We then define mst = g
∗
d(s)mλgd(t).
For each λ ∈ Pdr,n, let Y
d,λ
r,n be the R-submodule of Y
d
r,n spanned by muv with u, v ∈
Std(µ) for various µ ∈ Pdr,n such that µ  λ.
Theorem 6.7. (See [C1, Theorem 6.18].) The algebra Ydr,n is a free R-module with a
cellular basis
Bdr,n = {mst | s, t ∈ Std(λ) for some (r, d)−partition λ of n},
that is, the following properties hold:
(i) The R-linear map determined by mst 7→ mts (mst ∈ B
d
r,n) is an anti-automorphism
on Ydr,n.
(ii) For a given h ∈ Ydr,n, µ ∈ P
d
r,n and t ∈ Std(µ), there exist rvt(h) ∈ R such that for
all s ∈ Std(µ), we have
msth ≡
∑
v∈Std(µ)
rvt(h)msv mod Y
d,µ
r,n ,
where rvt(h) may depend on v, t and h, but not on s.
For λ ∈ Cdr,n, a λ-tableau S = ((S
(1)
1 , . . . , S
(1)
d ), . . . , (S
(r)
1 , . . . , S
(r)
d )) is a map S : [λ] →
{1, . . . , n} × {1, . . . , d} × {1, . . . , r}, which can be regarded as the diagram [λ], together
with an ordered triple (i, j, k) (1 ≤ i ≤ n, 1 ≤ j ≤ d, 1 ≤ k ≤ r) attached to each node.
Given λ ∈ Pdr,n and µ ∈ C
d
r,n, a λ-tableau S is said to be of type µ if the number of
(i, j, k) in the entry of S is equal to µ
(k)
j,i . Given s ∈ Std(λ), µ(s), a λ-tableau of type µ,
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is defined by replacing each entry m in s by (i, j, k) if m is in the i-th row of the (k, j)-th
component of tµ.
We define a total order on the set of triples (i, j, k) by (i1, j1, k1) < (i2, j2, k2) if k1 < k2,
or k1 = k2 and j1 < j2, or k1 = k2, j1 = j2, and i1 < i2, Let λ ∈ P
d
r,n and µ ∈ C
d
r,n.
Suppose that S = ((S
(1)
1 , . . . , S
(1)
d ), . . . , (S
(r)
1 , . . . , S
(r)
d )) is a λ-tableau of type µ. S is said
to be semistandard if each component S
(k)
j is non-decreasing in rows, strictly increasing
in columns, and all entries of S
(k)
j are of the form (i, h, l) with h ≥ j and l ≥ k. We denote
by T0(λ,µ) the set of semistandard λ-tableaux of type µ.
For any κ ∈ Cdr,n, we define its type α(κ) by α(κ) = (n1, . . . , nr) with ni = |κ
(i)|.
Assume that λ ∈ Pdr,n and µ ∈ C
d
r,n. We define a subset T
+
0 (λ,µ) of T0(λ,µ) by
T+0 (λ,µ) = {S ∈ T0(λ,µ) | α(λ) = α(µ)}.
For each µ ∈ Cdr,n, let M
µ = mµY
d
r,n. We now construct a basis of M
µ related to the
cellular basis {mst} in Theorem 6.7. For S ∈ T
+
0 (λ,µ) and t ∈ Std(λ), we define
mSt =
∑
s∈Std(λ)
µ(s)=S
ql(d(s))+l(d(t))mst.
The following theorem can be proved in exactly the same way as in [DJM, Theorem 4.14]
by combining [DJM] with [C1].
Theorem 6.8. Let S ∈ T+0 (λ,µ) and t ∈ Std(λ) for some λ ∈ P
d
r,n and µ ∈ C
d
r,n. Then
mSt ∈M
µ. Moreover, Mµ is free with an R-basis{
mSt | S ∈ T
+
0 (λ,µ) and t ∈ Std(λ) for some λ ∈ P
d
r,n
}
.
Let µ,ν ∈ Cdr,n and λ ∈ P
d
r,n. We assume that α(µ) = α(ν) = α(λ). For S ∈ T
+
0 (λ,µ),
T ∈ T+0 (λ,ν), put
mST =
∑
s,t
ql(d(s))+l(d(t))mst,
where the sum is taken over all s, t ∈ Std(λ) such that µ(s) = S and ν(t) = T. We then
have the next proposition by making use of Theorem 6.8.
Proposition 6.9. Suppose that µ,ν ∈ Cdr,n with α(µ) = α(ν). Then the set
{mST | S ∈ T
+
0 (λ,µ) and T ∈ T
+
0 (λ,ν) for some λ ∈ P
d
r,n}
is an R-basis of Mν∗ ∩Mµ.
Definition 6.10. Suppose thatM r,dn =
⊕
µ∈Cdr,n
Mµ.We define the cyclotomic Yokonuma-
Schur algebra YSr,dn as the endomorphism algebra
YSr,dn = EndYdr,n(M
r,d
n ),
which is isomorphic to
⊕
µ,ν∈Cdr,n
HomYdr,n(M
ν ,Mµ).
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Let S ∈ T+0 (λ,µ) and T ∈ T
+
0 (λ,ν). In view of Proposition 6.9, we can define ϕST ∈
HomYdr,n(M
ν ,Mµ) by
ϕST(mνh) = mSTh
for all h ∈ Ydr,n. We extend ϕST to an element of YS
r,d
n by defining ϕST to be zero on M
κ
for any ν 6= κ ∈ Cdr,n. For each λ ∈ P
d
r,n, let T
+
0 (λ) =
⋃
µ∈Cdr,n
T
+
0 (λ,µ). We denote by
YS
d,λ
r,n the R-submodule of YS
r,d
n spanned by ϕST such that S,T ∈ T
+
0 (α) with α  λ.
Then we can prove the following theorem by a similar argument as in [DJM, Theorem
6.6].
Theorem 6.11. The Yokonuma-Schur algebra YSr,dn is free as an R-module with a basis{
ϕST | S,T ∈ T
+
0 (λ) for some λ ∈ P
d
r,n
}
.
Moreover, this basis satisfies the following properties.
(i) The R-linear map ∗ : YSr,dn → YS
r,d
n determined by ϕ
∗
ST = ϕTS, for all S,T ∈ T
+
0 (λ)
and all λ ∈ Pdr,n, is an anti-automorphism of YS
r,d
n .
(ii) Let T ∈ T+0 (λ) and ϕ ∈ YS
r,d
n . Then for each V ∈ T
+
0 (λ), there exists rV = rV,T,ϕ ∈
R such that for all S ∈ T+0 (λ), we have
ϕSTϕ ≡
∑
V∈T+0 (λ)
rVϕSV mod YS
d,λ
r,n .
In particular, this basis {ϕST} is a cellular basis of YS
r,d
n .
Now we can apply the general theory of cellular algebras in view of Theorem 6.11. For
example, we can easily give a complete set of non-isomorphic irreducible YSr,dn -modules
over an arbitrary field, and further prove that YSr,dn is a quasi-hereditary algebra. For the
cyclotomic Yokonuma-Schur algebra YSr,dn , we can also define the Schur functor from the
category of YSr,dn -modules to the category of Y
d
r,n-modules and the tilting modules for it
in exactly the same way as in Sections 4 and 5, we skip all the details and leave them to
the reader.
References
[AK] S. Ariki and K. Koike, A Hecke algebra of (Z/rZ) ≀ Sn and construction of its irreducible repre-
sentations, Adv. Math. 106 (1994) 216-243.
[ChL] M. Chlouveraki and S. Lambropoulou, The Yokonuma-Hecke algebras and the HOMFLYPT poly-
nomial, J. Knot Theory Ramifications 22 (2013) 35 pp.
[ChPA1] M. Chlouveraki and L. Poulain d’Andecy, Representation theory of the Yokonuma-Hecke algebra,
Adv. Math. 259 (2014) 134-172.
[ChPA2] M. Chlouveraki and L. Poulain d’Andecy, Markov traces on affine and cyclotomic Yokonuma-
Hecke algebras, arXiv: 1406.3207.
[ChS] M. Chlouveraki and V. Se´cherre, The affine Yokonuma-Hecke algebra and the pro-p-Iwahori-Hecke
algebra, arXiv: 1504.04557.
[CW] W. Cui and J. Wan, Modular representations and branching rules for affine and cyclotomic
Yokonuma-Hecke algebras, arXiv: 1506.06570.
[C1] W. Cui, Cellularity of cyclotomic Yokonuma-Hecke algebras, arXiv: 1506.07321.
[C2] W. Cui, Affine cellularity of affine Yokonuma-Hecke algebras, arXiv: 1510.02647.
YOKONUMA-SCHUR ALGEBRAS 35
[CR] C.W. Curtis and I. Reiner, Representation theory of finite groups and associative algebras, Pure
and Applied Mathematics, Vol. XI Interscience Publishers, a division of John Wiley & Sons, New
York-London 1962 xiv+685 pp.
[DJM] R. Dipper, G. James and A. Mathas, Cyclotomic q-Schur algebras, Math. Z. 229 (1998) 385-416.
[ER] J. Espinoza and S. Ryom-Hansen, Cell structures for the Yokonuma-Hecke algebra and the algebra
of braids and ties, arXiv: 1506.00715.
[GL] J.J. Graham and G.I. Lehrer, Cellular algebras, Invent. Math. 123 (1996) 1-34.
[HM1] J. Hu and A. Mathas, Graded induction for Specht modules, Int. Math. Res. Not. 6 (2012) 1230-
1263.
[HM2] J. Hu and A. Mathas, Quiver Schur algebras for linear quivers, Proc. Lond. Math. Soc. (3) 110
(2015) 1315-1386.
[JM] G.D. James and A. Mathas, The Jantzen sum formula for cyclotomic q-Schur algebras, Trans.
Amer. Math. Soc. 352 (2000) 5381-5404.
[JP] N. Jacon and L. Poulain d’Andecy, An isomorphism theorem for Yokonuma-Hecke algebras and
applications to link invariants, arXiv: 1501.06389.
[Ju1] J. Juyumaya, Sur les nouveaux ge´ne´rateurs de l’alge`bre de Hecke H(G,U, 1). (French) On new
generators of the Hecke algebra H(G,U, 1), J. Algebra 204 (1998) 49-68.
[Ju2] J. Juyumaya, Markov trace on the Yokonuma-Hecke algebra, J. Knot Theory Ramifications 13
(2004) 25-39.
[JuK] J. Juyumaya and S. Kannan, Braid relations in the Yokonuma-Hecke algebra, J. Algebra 239
(2001) 272-297.
[JuL] J. Juyumaya and S. Lambropoulou, p-adic framed braids II. With an appendix by Paul Ge´rardin,
Adv. Math. 234 (2013) 149-191.
[Lu] G. Lusztig, Character sheaves on disconnected groups. VII, Represent. Theory (electronic) 9 (2005)
209-266.
[Ma1] A. Mathas, Iwahori-Hecke algebras and Schur algebras of the symmetric group, University Lecture
Series, 15. American Mathematical Society, Providence, RI, 1999. xiv+188 pp.
[Ma2] A. Mathas, Tilting modules for cyclotomic Schur algebras, J. Reine Angew. Math. 562 (2003)
137-169.
[Ma3] A. Mathas, Seminormal forms and Gram determinants for cellular algebras, J. Reine Angew. Math.
619 (2008) 141-173.
[Ri] C. Ringel, The category of modules with good filtrations over a quasi-hereditary algebra has almost
split sequences, Math. Z. 208 (1991) 209-223.
[Ro] R. Rouquier, q-Schur algebras and complex reflection groups, Mosc. Math. J. 8 (2008) 119-158.
[SS] N. Sawada, T. Shoji, Modified Ariki-Koike algebras and cyclotomic q-Schur algebras, Math. Z.
249 (2005) 829-867.
[Vi] M.-F. Vigne´ras, The pro-p-Iwahori-Hecke algebra of a reductive p-adic group I, preprint (2013).
[Yo] T. Yokonuma, Sur la structure des anneaux de Hecke d’un groupe de Chevalley fini, C. R. Acad.
Sci. Paris Ser. A-B 264 (1967) 344-347.
School of Mathematics, Shandong University, Jinan, Shandong 250100, P.R. China.
E-mail address: cwdeng@amss.ac.cn
