1. Introduction {#sec1-sensors-19-03659}
===============

During its lifetime, an aircraft is subjected to multiple impact events from various sources (such as tool drop, bird strikes, debris, hail, etc.) under various scenarios (impact angle, mass, energy, etc.) and conditions (temperature, vibration, etc.) \[[@B1-sensors-19-03659],[@B2-sensors-19-03659]\]. Unlike in metallic structures, where impacts generate visual dents \[[@B3-sensors-19-03659]\], in composite structures, these impacts may produce barely visual impact damage (BVID), which may significantly reduce the residual strength of a structure and may result in catastrophic failure if left undetected \[[@B3-sensors-19-03659],[@B4-sensors-19-03659]\]. As the name implies, BVID is difficult to detect using simple methods such as visual inspection \[[@B3-sensors-19-03659]\]. Therefore, there is interest in development of systems to monitor the location and the severity of impact events to alleviate the need for frequent inspection using complex methods \[[@B5-sensors-19-03659],[@B6-sensors-19-03659],[@B7-sensors-19-03659]\].

Impacts generate lamb waves that propagate outwards from the impact location as the source \[[@B8-sensors-19-03659],[@B9-sensors-19-03659],[@B10-sensors-19-03659]\]. These waves have been used to identify the location of impacts using multiple methods available \[[@B8-sensors-19-03659],[@B9-sensors-19-03659],[@B10-sensors-19-03659],[@B11-sensors-19-03659],[@B12-sensors-19-03659],[@B13-sensors-19-03659],[@B14-sensors-19-03659],[@B15-sensors-19-03659],[@B16-sensors-19-03659],[@B17-sensors-19-03659]\]. Methods that are based on the physical behaviour of wave propagation in the observed structure may require complex modelling/solving \[[@B8-sensors-19-03659],[@B15-sensors-19-03659],[@B18-sensors-19-03659]\] or may not be suited to complex structures (cut outs, etc.) where wave propagation is indirect \[[@B9-sensors-19-03659],[@B19-sensors-19-03659],[@B20-sensors-19-03659]\]. Data driven methods are able to generate meta-models that directly map lamb wave features to a specific impact coordinate, thus bypassing the need for physical models and giving flexibility to accommodate complex structures \[[@B11-sensors-19-03659],[@B12-sensors-19-03659],[@B21-sensors-19-03659],[@B22-sensors-19-03659]\]. However, data driven methods are only accurate for the scope of initial data used for reference for training or as database \[[@B11-sensors-19-03659],[@B23-sensors-19-03659],[@B24-sensors-19-03659]\].

Most of these methods were developed for impact localisation in ideal/lab conditions, which does not represent the variation caused by different impact cases (scenarios, conditions, and sources) in real life \[[@B1-sensors-19-03659],[@B2-sensors-19-03659]\]. These variations may alter the generated lamb wave, increasing the complexity of physical models required or, in the case of data driven methods, may alter the response to differ from the original reference data, which dramatically reduces their accuracy \[[@B23-sensors-19-03659],[@B24-sensors-19-03659]\]. Although incorporating variations in the reference data of data driven methods may mitigate the accuracy loss \[[@B11-sensors-19-03659],[@B12-sensors-19-03659]\], it is not feasible in real life, as the possible combination of parameters is very large.

In a previous study \[[@B23-sensors-19-03659]\], it was found that minute variations (amplitude, waveform, etc.) in the generated lamb waves between different impact cases (energy, mass, angle, temperature) may cause variation in extracted features depending on the extraction methods used, not necessarily because of actual change in the lamb wave propagation characteristics. A feature extraction method was then developed for artificial neural network (ANN) based impact localisation that was able to extract consistent features (or eliminate variations) for impacts of different cases whilst filtering out operational vibration noise. This meant that by using data from a single impact case, we were able to accurately locate impacts under various combinations of the mentioned parameters, leading to a significantly smaller initial data set required and allowing feasible localisation of real life impact cases.

However, besides the parameters assessed in the study \[[@B23-sensors-19-03659]\], variation of impacts can also come from differences in impactor stiffness caused by different impactors (debris, bird strike, tools, etc.) \[[@B10-sensors-19-03659]\]. Out of the few studies that have investigated the effect of impactor stiffness on the generated lamb waves, it was found that lower impactor stiffness generates significantly lower frequency lab waves \[[@B10-sensors-19-03659],[@B15-sensors-19-03659],[@B18-sensors-19-03659],[@B25-sensors-19-03659]\]. These differences can significantly affect feature extraction \[[@B10-sensors-19-03659],[@B18-sensors-19-03659]\], which in turn affects the accuracy of data driven localisation, as the difference in stiffness of a test case compared to the initial training case becomes larger \[[@B25-sensors-19-03659]\].

Thus, in order to improve a previous study \[[@B23-sensors-19-03659]\], here we develop a novel data driven impact localisation methodology that is not only robust for previously studied cases (velocity, mass, angle, temperature, vibration noise) but also robust for detecting impacts of different stiffness whilst using an initial data set from only one impact case. In order to accomplish this, we conducted a novel parametric comparison of experimental data on impacts for the cases of interest. We then used the observation results to develop a methodology, which was tested against our previously developed method as benchmark \[[@B22-sensors-19-03659]\].

2. Experimental Setup {#sec2-sensors-19-03659}
=====================

Experimental impact data under different scenarios (impactor stiffness, angle, mass, energy) and conditions (temperature, vibration) were gathered using a multiparametric impact setup designed in a previous study \[[@B23-sensors-19-03659]\]. The setup consisted of a drop impact tower, a fixture for holding specimens, two composite plate specimens (flat and curved) with piezoelectric (PZT) sensors and an oscilloscope to measure the voltage from the PZT sensors, as shown in [Figure 1](#sensors-19-03659-f001){ref-type="fig"}.

The impact fixture ([Figure 1](#sensors-19-03659-f001){ref-type="fig"}a,b) was made up of steel bars, which held the plates via clamps on to a base. Both plates were made of M21 T800s carbon fibre prepregs with a 16 layer quasi-isotropic lay up (\[0/+45/-45/90/0/+45/-45/90\]~s~) resulting in a thickness of 4 mm. The flat plate was 200 × 290 mm with eight PZT sensors bonded (but only six were used in this study to match the curved plate) to the top side of the plate (impact side) and had a silicone heating pad on the bottom side for temperature control ([Figure 1](#sensors-19-03659-f001){ref-type="fig"}a). The curved plate was 290 × 285 mm with six PZT sensors bonded to the underside of the plate (opposite to the impact side) to mimic the conditions of an aircraft panel ([Figure 1](#sensors-19-03659-f001){ref-type="fig"}b). The layout of the sensors and the impact locations of both plates can be seen in [Figure 2](#sensors-19-03659-f002){ref-type="fig"}.

The impact tower consisted of the tower itself and the impactor ([Figure 1](#sensors-19-03659-f001){ref-type="fig"}). The impactor ([Figure 1](#sensors-19-03659-f001){ref-type="fig"}c) had an original mass of 100 gr and could be increased to 200 gr with added weights. There were two impact heads (both spherical, 20 mm diameter) with differing materials (silicone and steel) to simulate impacts from different stiffness materials. Impacts were generated by lifting the impactor to a certain height (controlling the energy) and then letting the impactor drop onto the plate. The rails of the impact tower guided the trajectory, thus allowing for angled impacts ([Figure 1](#sensors-19-03659-f001){ref-type="fig"}a and [Figure 2](#sensors-19-03659-f002){ref-type="fig"}). To measure the contact area during impact, the impactor heads were painted, and a 40 × 40 mm piece of paper was placed on the impact surface (held in place lightly with two strips of adhesive tape) to capture the print of the contact area ([Figure 1](#sensors-19-03659-f001){ref-type="fig"}d top). Each print was then scanned ([Figure 1](#sensors-19-03659-f001){ref-type="fig"}d bottom), and the contact area silhouette was extracted for further comparison.

Lamb waves caused by impact were transformed into voltage signals by the PZT sensors, which were recorded using an National Instruments (Austin, Texas, USA) PXI 5105 8 channel oscilloscope. The sensors were connected to the oscilloscope via probes, which were also used to attenuate (10x) the signals from hard impacts (impacts with the steel head), as the voltage magnitudes were too high for the oscilloscope. No attenuation was used for soft impacts (impacts with the silicone head). Signals from each of the six sensors were recorded at 2 MS/s sampling rate with a length of 100,000 samples using National Instruments (Austin, Texas, USA) SignalExpress software. All data processing and localisation algorithms were done using MathWorks MATLAB.

[Table 1](#sensors-19-03659-t001){ref-type="table"} and [Table 2](#sensors-19-03659-t002){ref-type="table"} give the list of impact case data sets recorded for the flat and the curved plates under various impact scenarios and conditions. For each plate, a reference impact case (F1 and C1) was used as the baseline, whereas all other impact cases were a deviation (change of one or two parameters) from the said reference. These reference cases also served as the training data sets for the localisation algorithms later on.

Unlike in the previous study \[[@B23-sensors-19-03659]\] when this setup was first used, vibration noise was not generated physically but rather added artificially in MATLAB, as this allowed for simulation of more severe noise magnitude (3V for hard impacts and 0.1V for soft impacts) and with a controlled random spectrum (as stated in RCTA/DCO-160C \[[@B26-sensors-19-03659]\]).

3. Impact Signal and Contact Behaviour from Hard and Soft Impacts {#sec3-sensors-19-03659}
=================================================================

3.1. Effect of Impact Case Variation on Impact Signal and Contact Behaviour {#sec3dot1-sensors-19-03659}
---------------------------------------------------------------------------

As mentioned in [Section 1](#sec1-sensors-19-03659){ref-type="sec"}, minute variation in lamb wave amplitude and waveform due to differing impact cases was found to significantly affect lamb wave feature extraction for impact localisation \[[@B23-sensors-19-03659]\]. To compare the effects of variation in impact case on the contact behaviour and the subsequent lamb waves, we chose one impact location from the flat plate (as it had the complete set of parameter variations) to act as a reference point [Figure 3](#sensors-19-03659-f003){ref-type="fig"} shows the comparison of recorded impact signals and measured contact area between the reference case (F1) and the cases F2--F5 at impact location 15 measured from sensor 6. As the soft impacts (F8) were conducted with a higher impact height than the reference case (due to the very weak signal produced by the soft impact), the comparison was conducted with case F2, as the heights (and thus energy) were the same ([Figure 4](#sensors-19-03659-f004){ref-type="fig"}).

Comparison between signals from case F1 and F2 showed that an increase in impact height (and subsequently velocity and energy) only affected the amplitude of the signal but not the waveform \[[@B23-sensors-19-03659]\]. Comparison of the contact area revealed that, although the impact energy was higher, the contact area was mostly unchanged.

Since the vertical impact height for cases F1 and F3 were the same (25 mm), the initial potential energy and the resulting velocity (and thus kinetic energy) of the impactor at contact was also the same. However, for the angled impacts (F3), the transverse component of velocity was smaller compared to perpendicular impacts (F1) and thus resulted in a less severe impact, as can be seen by the smaller amplitude of the impact signal \[[@B4-sensors-19-03659],[@B23-sensors-19-03659]\]. Observation of the contact area of the angled impact (F3) indicated a similar initial contact area proceeded by sliding contact due to the velocity components parallel to the contact surface, possibly generating the differences observed in the impact signal waveform. However, as both velocity components (transverse and parallel) were equal due to the 45° impact angle, it seems that the transverse contact was still the dominant source of the lamb wave, as the change in waveform was relatively small (possibly due to low friction coefficient between impactor and contact surface).

Comparison of impact signals between case F1 and F4 showed that increasing temperature induced as a slight shift in waveform due to changes in wave propagation velocity \[[@B27-sensors-19-03659]\] and reduction in amplitude due to reduction in adhesive stiffness \[[@B28-sensors-19-03659]\]. Observation of the contact area showed that the variation in temperature did not affect the contact area significantly.

Cases F1 and F5 both had the same impact height, thus the resulting impact velocity was the same (due to constant gravitational acceleration), which seemed to be mirrored in the first portion (up to the first positive peak) of both signals. However, as the impactor had larger mass in case F5, the momentum of the impactor was larger, and thus the momentum transfer differed from the reference case (F1), as shown by the significant difference in waveform of both signals after the first positive peak. Similar to the previous cases, the contact area was not significantly affected, even though the impact energy was larger. Thus, it could be concluded that, for hard impacts, the deformation of the impactor head was small and was not significantly affected by variations in impact case.

[Figure 4](#sensors-19-03659-f004){ref-type="fig"} shows the comparison between two identical impacts but with different stiffness impact heads (F2: steel, F8: silicone). Observation of the contact area revealed that the soft impact (F8) had a significantly larger contact area than the hard impact (F2) due to larger deformation of the impact head. This led to significantly smaller impact signal amplitude ([Figure 4](#sensors-19-03659-f004){ref-type="fig"}), as the kinetic energy was partially absorbed by the soft impactor head rather than transferred to the plate. This possibly also acted as a dampener for the impact signal, as the impact energy was transferred gradually when the impactor deformed, leading to a much lower frequency impact signal (as can be seen from the normalised signals in [Figure 4](#sensors-19-03659-f004){ref-type="fig"}). Contrast this to the hard impact, where the deformation was small and thus the energy transfer occurred faster, resulting in a high frequency signal. This difference in contact behaviour resulted in differences in impact signal amplitude and waveform that were far greater than any other impact case variation previously observed (cases F1--F5) and could create difficulties in consistent feature extraction, which is necessary for accurate localisation \[[@B18-sensors-19-03659],[@B23-sensors-19-03659],[@B25-sensors-19-03659]\].

3.2. Simulation of Random Vibration Noise and Noise Filtering {#sec3dot2-sensors-19-03659}
-------------------------------------------------------------

As mentioned in [Section 2](#sec2-sensors-19-03659){ref-type="sec"}, artificial random noise was added to the impact signals to simulate vibration noise during operation. This noise was generated for each impact signal using MATLAB, where a series of random numbers was generated (creating white noise with bandwidth up to 1 MHz or half the sampling frequency) with the same length as the signal (100,000 samples), after which a 500 Hz low pass Butterworth filter was applied to limit the bandwidth of the random noise (although some small components just after the 500 Hz cut off frequency, around 700 Hz, still existed, as the filter had not reached maximum attenuation). This bandwidth was chosen from the frequency limit of the soft impacts, as is demonstrated later on. The amplitude was then scaled to 3 V for the hard impacts and 0.1 V for the soft impacts (due to the much smaller amplitude of soft impacts collected) to give a moderate magnitude of noise. This noise was then superimposed to the impact signals of the reference cases (F1 and C1) and also the soft impacts (F8 and C5) from both the flat and the curved plates (creating impact cases F7, F9, C4, C6). [Figure 5](#sensors-19-03659-f005){ref-type="fig"} shows the noise added to the signals measured from sensor 6 of the reference case (F1) and the soft impact (F8) at location 15 of the flat plate. It can be seen that the noise masked the signal, especially the start, which is vital for feature extraction such as time of arrival (ToA) for localisation purposes.

As impacts generate signals with a wide bandwidth \[[@B23-sensors-19-03659],[@B29-sensors-19-03659],[@B30-sensors-19-03659]\], high pass filtering is commonly used to remove vibration noise, as it usually has a lower bandwidth limit \[[@B5-sensors-19-03659],[@B23-sensors-19-03659],[@B26-sensors-19-03659]\]. Here, we applied a 700 Hz Butterworth high pass filter to completely remove all components of the previously added vibration noise. As can be seen in [Figure 5](#sensors-19-03659-f005){ref-type="fig"}, for the hard impact after high pass filtering, there was still a significant portion of the impact signal left to be able to identify the start of the signal. However, as soft impacts generated impact signals with lower frequency (narrower bandwidth), there was little left of the signal after high pass filtering, making it more challenging to pick the start of the signal accurately. Thus, the frequency bandwidth of soft impacts (near 700 Hz for this data set) limited how much noise filtering could be done before the impact signal itself was completely lost and the impact became undetectable using this method.

4. Feature Extraction from Hard and Soft Impacts for Localisation {#sec4-sensors-19-03659}
=================================================================

For localisation algorithms, especially data driven methods, the main interest is to lower the amount of initial data required for training or building a reference database, as collecting large amounts of data (from the large combination of different impact scenarios and conditions) is not practical for large and complex structures such as aircrafts \[[@B13-sensors-19-03659],[@B23-sensors-19-03659],[@B25-sensors-19-03659],[@B31-sensors-19-03659]\]. To obtain accurate results by using an initial data set from only one impact case, the features extracted from impacts under different cases must be as consistent as possible to match that of the initial data set \[[@B23-sensors-19-03659]\].

From previous studies, it has been shown that wave ToA difference (as the actual time of impact is unknown, thus it is in terms of difference towards the first arriving signal) is the best feature for localisation \[[@B12-sensors-19-03659]\], followed by signal amplitude ratios \[[@B12-sensors-19-03659],[@B32-sensors-19-03659]\]. Thus, in this section, we look into extraction of these two features. In our previous study \[[@B23-sensors-19-03659]\], a ToA extraction method was developed that could homogenize the waveform and the amplitude variations ([Section 3.1](#sec3dot1-sensors-19-03659){ref-type="sec"}) and obtain consistent ToA for hard impacts under various impact cases. However, as shown in [Section 3](#sec3-sensors-19-03659){ref-type="sec"}, soft impacts generate impact signals that are significantly different than hard impacts and thus may have significant effects on consistent feature extraction. Thus, in this section, we observe the effects of differing impactor stiffness on feature extraction and develop methods to obtain consistent results.

4.1. Normalised Smooth Envelope Threshold (NSET) Method for ToA Extraction {#sec4dot1-sensors-19-03659}
--------------------------------------------------------------------------

The normalised smooth envelope threshold (NSET) algorithm was developed to extract consistent ToA from hard impact under various impact cases (differing energy, mass, angle, and temperature) \[[@B23-sensors-19-03659]\]. The algorithm first converts the signals into absolute values, and then an envelope is constructed by running the absolute valued signals through a low pass filter. This removes all the small peaks at the start of the signal and creates a smooth initial rising edge. Afterwards, the amplitude of each signal envelope is normalised by the largest amplitude of the envelopes from all sensors. The ToA value is then determined from the envelope using thresholding (the signal is said to arrive when the amplitude surpasses a certain threshold). The extracted ToA is more consistent, as it is less sensitive to the threshold value due to the smoothing done by the low pass filter.

It was found that this method coupled with high pass filtering to remove vibration noise was successful in extracting consistent ToA for hard impacts under various impact cases (F1--F5), as can be seen in [Figure 6](#sensors-19-03659-f006){ref-type="fig"}. However, when tested on soft impacts (F8), it was found that, although the ToA profile/pattern was similar to hard impacts, the ToA value showed significant variation between hard and soft impacts ([Figure 6](#sensors-19-03659-f006){ref-type="fig"}). This was most likely due to the greater difference in impact signal waveform caused by differing impact stiffness (as observed in [Section 3.1](#sec3dot1-sensors-19-03659){ref-type="sec"}) compared to any other parameter variance (energy, temperature, mass, and angle), which could not be completely homogenized by the normalisation and the low pass filter envelope used in the NSET method.

This difference in ToA caused large localisation errors for soft impacts (F8) when using ANNs, as the features were not consistent with the reference case (F1), which was used to train the localisation algorithm \[[@B23-sensors-19-03659],[@B24-sensors-19-03659]\]. Thus, either a more consistent ToA extraction method or a less sensitive localisation algorithm was needed (in this paper, we chose the latter, as detailed in [Section 5](#sec5-sensors-19-03659){ref-type="sec"}).

Additionally, since this method relies on a threshold value to determine the start of the signal, it is not suitable for very small signals with low signal to noise ratio (SNR), as in these cases, the threshold has to be very low to detect signals and then has high risk of false detection due to noise. As shown previously in [Figure 5](#sensors-19-03659-f005){ref-type="fig"}, the signals left behind after high pass filtering soft impacts were very small and thus not feasible to detect using this method. Thus, a new ToA extraction method was required that was more robust in extracting the signal ToA of very small signals.

For the purpose of validating new methodologies, the NSET method was used as a benchmark. A Butterworth 2 kHz low pass filter was used for smoothing, and a threshold was set at 2.5% of the maximum amplitude of the signals in the array.

4.2. Modified Akaike Information Criterion (AIC) Method for ToA Extraction {#sec4dot2-sensors-19-03659}
--------------------------------------------------------------------------

A signal can be divided into a number of locally stationary processes that can be stochastically approximated using autoregressive models \[[@B9-sensors-19-03659],[@B33-sensors-19-03659]\]. In the case of an impact signal, it can be divided into two segments---the period before the impact signal arrives, which is noise, and the period after the impact signal arrives, which is dominated by the impact signal itself (as can be seen in [Figure 3](#sensors-19-03659-f003){ref-type="fig"}, [Figure 4](#sensors-19-03659-f004){ref-type="fig"} and [Figure 5](#sensors-19-03659-f005){ref-type="fig"}). As the two segments are stochastically different, the best possible fit of the autoregressive models is achieved when the selected separation point between the two segments coincides with the arrival time (ToA) of the signal. Thus, using this criterion, we could determine the ToA of a signal by finding the separation point that produced the best fit for the autoregressive models.

The Akaike Information Criterion (AIC) gives the relative quality of fit between different statistical models for a given data set \[[@B9-sensors-19-03659],[@B33-sensors-19-03659]\]. By calculating the AIC for differing separation points along the length of the signal, we could find the point where the AIC value was minimum, which indicated best fit of the autoregressive models and subsequently the ToA. Thus, unlike other ToA pickers \[[@B23-sensors-19-03659],[@B25-sensors-19-03659],[@B34-sensors-19-03659],[@B35-sensors-19-03659]\], the determination of ToA was not dependent on a predefined magnitude threshold, making it more feasible for ToA picking of small signals with low SNR \[[@B36-sensors-19-03659]\].

Equation (1) shows how the AIC value was calculated for each possible separation point (*t*) along a signal (*x*) with a certain length "L" as derived by Maeda \[[@B33-sensors-19-03659]\] and Simone \[[@B9-sensors-19-03659]\]. For each step, the lengths of each segment (*x~1\ \~\ t~* and *x~t+1\ \~\ L~*) changed as the tested separation point (*t*) moved from the start of the signal to the end. The AIC value at each step was calculated to evaluate the goodness of fit for the given separation point (*t*). $$AIC\left( t \right) = t\ln\left( {var\left( x_{1~\sim~t} \right)} \right) + \left( {L - t - 1} \right)\ln\left( {var\left( x_{t + 1~\sim~l} \right)} \right)~),~t~ = ~1,2,\ldots L$$

[Figure 7](#sensors-19-03659-f007){ref-type="fig"} shows the AIC values calculated for the high passed signal from the soft impact with added noise (F9) shown in [Figure 5](#sensors-19-03659-f005){ref-type="fig"}. To save computational time, we used a rough threshold above the noise level (4 V for hard impacts and 0.125 V for soft impacts) on the original (not filtered) signal to obtain a rough estimate of the region where the signal started. Then, a window of 10,000 sample points before and after the triggered point was taken as a short window for AIC calculation. It can be seen that the minimum value of the calculated AIC (thus the predicted ToA) was near the start of the signal. However, it can also be seen that the minimum of the AIC was not clearly pronounced and showed a "flat" region where the AIC values were similar and led to uncertainty in choosing the minimum point. This occurrence was most likely due to the very small amplitude of the signal, which was difficult to discern from noise.

Previous studies \[[@B9-sensors-19-03659],[@B35-sensors-19-03659]\] developed characteristic functions (CF) to enhance certain features of the signal (amplitude, SNR, etc.) in order to gain more accurate ToA. Examples of CFs include signal absolute value, squared signal, signal gradient, and Hilbert transform \[[@B9-sensors-19-03659],[@B35-sensors-19-03659]\]. However, for signals such as those shown in [Figure 7](#sensors-19-03659-f007){ref-type="fig"} where the area of interest (the start of the signal) is much smaller in amplitude than the rest of the signal, CFs such as absolute value, signal gradient, and Hilbert transform \[[@B9-sensors-19-03659],[@B35-sensors-19-03659]\] may not always significantly affect the said area of the signal. Moreover, squaring the signal may instead minimise the start of the signal (as it is small in amplitude) and amplify the larger peaks instead.

Thus, we proposed a novel CF that could enhance the sudden changes caused by the arrival of the impact signal. The proposed CF was based on the Short Term/Long Term Average ratio (S/L TA) picker \[[@B34-sensors-19-03659]\], where two averages with different sliding window lengths (short and long) are calculated for the length of the signal, and a ratio is calculated between them. The short term average reacts to sudden changes in the signal, whilst the long term average has a more stable value. Thus, when the short term average is divided by the long term average, sudden changes at the start of the signal (where the long term average is still low since it is all mostly still noise) are enhanced, whilst larger amplitudes later on (where the long term average is higher due to the signal) with less change are not. However, for the small signals, as in [Figure 7](#sensors-19-03659-f007){ref-type="fig"}, it was found that the calculation of the ratio was prone to instabilities due to the averages (especially the long term as the denominator) having very small values at some areas of the signal. Thus, before calculation, the original signal (*x*) was shifted by 1.5, the maximum absolute amplitude, resulting in a positive signal (*xp*) where no amplitude was near zero. Equation (2) shows how the CF (named the S/L TA ratio) was calculated for a positive signal (*xp*) of length "L" with short window length "ws" and long window length "wl" (in this study, we used 25 and 500 sample points for the short and the long window lengths). $$S/LTA~ratio\left( t \right) = ~\frac{mean\left( {xp_{t - ws\sim t}} \right)}{mean\left( {xp_{t - wl\sim t}} \right)}~ - 1,~t~ = ~1,~2,\ldots L~,~t > wl$$

[Figure 7](#sensors-19-03659-f007){ref-type="fig"} shows the S/L TA ratio calculated for the high passed soft impact signal shown in [Figure 5](#sensors-19-03659-f005){ref-type="fig"}, where the resulting signal had less noise and a more pronounced peak at the arrival of the impact signal. When the AIC was calculated for the S/L TA ratio instead of the original signal, it could be seen that the AIC minimum was much clearer, and the corresponding ToA was more accurate. From here on, we call this method the S/L TA-AIC method. [Figure 8](#sensors-19-03659-f008){ref-type="fig"} shows the comparison of ToA profiles for all six sensors between soft (F9) and hard impacts (F1) obtained using the AIC and the S/L TA-AIC method for impacts at location 15 ([Figure 2](#sensors-19-03659-f002){ref-type="fig"}) of the flat plate. It can be seen that the S/L TA-AIC method gave more consistent ToA profiles between the soft and the hard impacts, which resulted in more accurate localisation of soft impacts. Thus, this method gave a robust way of determining the ToA from high pass filtered soft impact signals that had very low amplitude. However, significant variation between ToA of hard and soft impacts remained, which significantly affects localisation accuracy.

4.3. Signal Amplitude {#sec4dot3-sensors-19-03659}
---------------------

As shown in [Section 4.1](#sec4dot1-sensors-19-03659){ref-type="sec"} and [Section 4.2](#sec4dot2-sensors-19-03659){ref-type="sec"}, soft impacts generated significant variation in ToA between hard and soft impacts, which may cause significant reduction in localisation accuracy. Thus, here, we looked at an alternative feature to be used for localisation of impacts with differing stiffness. Besides ToA, signal amplitude has been shown to be a good feature for localisation \[[@B12-sensors-19-03659],[@B32-sensors-19-03659]\], as there is strong correlation between impact distance from a sensor and signal amplitude (closer impacts generate larger amplitude signals and vice versa) \[[@B32-sensors-19-03659]\]. As the signal amplitude itself changes with differing impact cases (energy, mass, etc.), the amplitudes (we used the minimum amplitude here) are normalised such that the input is the ratio of impact signal amplitudes between sensors in an array.

With respect to vibration noise, for severe impacts (which are of the main interest for localisation), the noise level should be much smaller than the amplitude of the signal and thus possibly negligible. Therefore, we still used the amplitudes from the original signal rather than the filtered signal, as the frequency bandwidths of different impact cases differed (especially soft and hard impacts), and the consistency of the amplitude ratios may have change when some components of the waves are filtered.

5. Impact Localisation Methods {#sec5-sensors-19-03659}
==============================

In [Section 4](#sec4-sensors-19-03659){ref-type="sec"}, we discuss the developed feature extraction methods that can improve the feasibility and the consistency of feature extraction for hard and soft impacts. However, significant variation of extracted features still exists, which may significantly reduce localisation accuracy using data driven methods \[[@B23-sensors-19-03659],[@B24-sensors-19-03659]\]. Thus, we developed a localisation method that was less sensitive to input feature variations.

5.1. Artificial Neural Networks (ANNs) {#sec5dot1-sensors-19-03659}
--------------------------------------

ANNs are a network of mathematical operations between an input and an output that are linked together via weighted connections \[[@B23-sensors-19-03659],[@B29-sensors-19-03659],[@B37-sensors-19-03659]\]. ANNs can create a meta-model mapping given input and output via training using a previously known input and output data set. During training, the ANN is given the input from the training data, and the weights of the connections are optimized to fit the output of the ANN to the output of the training data.

From previous studies \[[@B11-sensors-19-03659],[@B18-sensors-19-03659],[@B23-sensors-19-03659],[@B24-sensors-19-03659],[@B25-sensors-19-03659],[@B29-sensors-19-03659],[@B32-sensors-19-03659],[@B38-sensors-19-03659]\], it was found that ANNs are able to accurately locate the position of an impact using input in the form of impact signal features such as ToA and signal amplitude. However, the accuracy is significantly reduced when there is variation between input features from an impact at a given location that differs from the features for the said location in the original training set. As the mapping of the ANN is only calibrated to what is included in the training set, when given an input that is outside of what is contained in the training set, the ANN may not be able to map it accurately \[[@B11-sensors-19-03659],[@B18-sensors-19-03659],[@B23-sensors-19-03659],[@B24-sensors-19-03659],[@B25-sensors-19-03659],[@B38-sensors-19-03659]\]. Thus, to ensure the accuracy of localisation, either a training set containing all possible variations of the signal features or a method to ensure consistency of extracted features is needed. This is a significant problem for real life application, as there are multiple parameters that may alter the recorded impact signal and subsequently the extracted features (as shown in [Section 3](#sec3-sensors-19-03659){ref-type="sec"}) \[[@B18-sensors-19-03659],[@B23-sensors-19-03659],[@B24-sensors-19-03659]\]. The possible combination of these parameters is very large and would require collecting an impractically large training set.

As mentioned in [Section 4](#sec4-sensors-19-03659){ref-type="sec"}, we previously \[[@B23-sensors-19-03659]\] developed a method to extract ToA consistently for hard impacts under various impact scenarios and conditions, which allows for accurate localisation of these impacts using ANNs with a training set consisting of only a single impact case. However, for soft impacts, we had yet to be able to reach the same consistency, and thus we required an alternative localisation method.

For validation purposes of new localisation methods, we used ANNs as benchmark for comparison. The ANNs had a single hidden layer with 12 neurons with ToA as input and the predicted impact coordinates (x,y) as output. To account for random initial weights, each ANN training (done using the Levenberg--Marquardt algorithm) was repeated 500 times, and the best performing iteration was chosen as the ANN to use \[[@B23-sensors-19-03659]\].

5.2. Reference Database Method (DTB Method) {#sec5dot2-sensors-19-03659}
-------------------------------------------

The reference database (DTB) method \[[@B13-sensors-19-03659],[@B14-sensors-19-03659],[@B16-sensors-19-03659],[@B39-sensors-19-03659]\] is similar to ANNs, as it also utilizes an initial data set/database of previously known inputs and outputs to predict the location of an impact. Features of an incoming impact wave are compared to the known features corresponding to different impact locations stored in a reference database. The reference location, which has corresponding features that have the least difference compared to the features of the incoming wave, is considered to be the location where the impact most likely occurred. As the determination of impact location is based only on similarity, this method is less sensitive to variation in input features and should be able to give acceptable location prediction provided there is some degree of similarity between the input features and the features stored in the database. In [Section 4](#sec4-sensors-19-03659){ref-type="sec"}, we show there is a degree of similarity between the features extracted from hard and soft impacts with variation occurring to differing degrees on each sensor. Thus, we used the reference database method as an alternative to ANNs for localisation of hard and soft impacts.

The difference (*D~i~*) between the input features (*y^in^*~j~) and the reference features (*y^ref^~i,j~*) from "Ns" number of sensors stored in a database containing "Nr" number of reference features is given in Equation (3). The value of D~i~ was calculated for all sets of reference features stored in the database, where the location coordinates (*x~i~, y~i~*) corresponding to the set of reference features that minimized D~i~ were said to be the impact location. $$D_{i} = \sum_{j = 1}^{Ns}~y_{j}^{in} - y_{j,i}^{ref},~i~ = ~1,2,\ldots Nr,~j~ = ~1,2,\ldots Ns$$

As noted in [Section 4](#sec4-sensors-19-03659){ref-type="sec"}, the degree of variance between hard and soft impact features differs between sensors. Thus, we proposed a novel comparison method where, rather than determining the location using all the sensors at once (*j* = 1,2,...*Ns*), we split the sensors into groups of combinations of "Ncs" number of sensors (for example, Ns = 1--6, *Ncs* = 5, *j*~1~ = 1,2,3,4,5, *j*~2~ = 1,2,3,4,6, *j*~3~ = 2,3,4,5,6, etc.) and produced multiple impact location predictions (*x*~1~, *y*~1~; *x*~2~, *y*~2~; *x*~3~, *y*~3~; etc.). These predictions were then averaged to obtain the final impact location prediction (*x*,*y*). The idea was that, by using different combinations, the probability of having a combination of exactly all sensors with large feature variation was smaller than the probability of having a combination where one or more of the sensors with large variation was not included. Thus, out of all the location predictions produced, most were likely to have originated from combinations with less feature variation and subsequently had better accuracy.

As the reference database consists of discreet locations and their corresponding features, to predict impact locations over a continuous area, there needs to be an interpolation method between the reference locations. This is commonly done by either interpolating the impact location from a set of reference locations with the highest similarity to the input features \[[@B16-sensors-19-03659],[@B39-sensors-19-03659]\] or by interpolating the reference database entries to gain a smoother discretisation (thus approximating continuity) of the sensing area \[[@B14-sensors-19-03659]\]. Here, we chose to interpolate the database entries due to the simplicity, where the grid shown in [Figure 2](#sensors-19-03659-f002){ref-type="fig"} was discretised by the order of two using bicubic interpolation ([Figure 9](#sensors-19-03659-f009){ref-type="fig"}).

6. Impact Localisation Results {#sec6-sensors-19-03659}
==============================

In this section, we conduct localisation of the impacts collected in [Section 2](#sec2-sensors-19-03659){ref-type="sec"} ([Table 1](#sensors-19-03659-t001){ref-type="table"} and [Table 2](#sensors-19-03659-t002){ref-type="table"}) using the methodologies developed in [Section 4](#sec4-sensors-19-03659){ref-type="sec"} and [Section 5](#sec5-sensors-19-03659){ref-type="sec"} based on observations done in [Section 3](#sec3-sensors-19-03659){ref-type="sec"}. In order to validate these methods, we conducted comparisons of these methodologies with a benchmark method which, in this case, was the localisation method using ANNs with ToA extracted using the NSET method ([Section 4.1](#sec4dot1-sensors-19-03659){ref-type="sec"} and [Section 5.1](#sec5dot1-sensors-19-03659){ref-type="sec"}). The main objective was to see if the proposed methodologies could improve localisation of impacts with different stiffness using training/reference data only from impacts with a single stiffness compared to the benchmark method.

The data set used for the ANN training set and the reference database in this section was taken from the reference impact cases (F1 and C1) where one out of four repeated impacts at each location (35 and 25 impacts for the flat and the curved plates, respectively) were collected into a training/reference data set. The extracted features from these impacts were then interpolated (as mentioned in [Section 5.2](#sec5dot2-sensors-19-03659){ref-type="sec"}) to produce a fine discretisation for the reference database and at the same time produce a large enough database for training the ANN. The rest of the impacts from the reference cases (105 and 75 impacts for the flat and the curved plates, respectively) were used as testing data for cases F1 and C1.

Impact localisation accuracy was quantified using the Root Square Error (RSE) of the predicted impact location towards the actual impact location \[[@B12-sensors-19-03659],[@B23-sensors-19-03659],[@B24-sensors-19-03659]\]. To express the general localisation accuracy of a whole data set, we fit a gamma distribution (as there were cases of zero error, the commonly used lognormal distribution could not be fit) \[[@B12-sensors-19-03659],[@B23-sensors-19-03659],[@B24-sensors-19-03659]\] to the RSE of all predicted impact locations in the data set and took the RSE value corresponding to 90% on the cumulative distribution function (CDF) of the fitted distribution. We defined this RSE value as the range around the predicted impact location where we had 90% confidence that the actual impact location was located within (smaller value is better) or 90% Probability of Detection (POD) \[[@B12-sensors-19-03659],[@B23-sensors-19-03659],[@B24-sensors-19-03659]\].

6.1. Comparison between Localisation Methods {#sec6dot1-sensors-19-03659}
--------------------------------------------

In this section, we compare the accuracy of the benchmark localisation method with the proposed reference database method with varying amounts of sensor combinations when tested with impacts with different stiffness (soft impacts, F8 and C5) from the training/reference database ([Table 3](#sensors-19-03659-t003){ref-type="table"}). The input used was ToA extracted using the NSET for all cases to isolate the localisation accuracy improvements due to the localisation method alone.

The results of the comparison can be seen in [Figure 10](#sensors-19-03659-f010){ref-type="fig"} and [Figure 11](#sensors-19-03659-f011){ref-type="fig"}, which show that, when using the benchmark method (ANN with NSET ToA), the localisation error for soft impacts was very high. However, when the same input was given to the reference database method without sensor combinations (all six sensors), the error dropped significantly. This suggested that the ANN was very sensitive to the variations in ToA between the training case (F1 and C1) and the soft impact test case (F8 and C5), whereas the reference database was much less sensitive due to the mapping being based on similarity only.

When tested using the reference database with varying degrees of sensor combinations, it can be seen that using sensor combinations decreased the error further. However, although it was found that the error decreased with increasing number of sensor combinations for the flat plate, for the curved plate, the largest decrease was achieved with five sensor combinations. This suggested an optimum number of sensor combinations dependent on the structure. For later comparisons, we used five sensor combinations for the reference database to ease comparison between the flat and the curved plates.

6.2. Comparison Between Input Features for Localisation {#sec6dot2-sensors-19-03659}
-------------------------------------------------------

In this section, we compare the effect of different input features on soft impact (F8 and C5) localisation accuracy. To isolate the effect of various inputs, the localisation method used for all cases was the same (reference database method with five sensor combinations, [Table 4](#sensors-19-03659-t004){ref-type="table"}). For the case of multiple input features, such as ToA with minimum amplitude ratio ([Table 4](#sensors-19-03659-t004){ref-type="table"}), two separate reference databases were used for each input feature with the sensor combinations done separately for each database. The predicted coordinates of these separate reference databases were then averaged to obtain the final prediction. The localisation results using the benchmark method (ANN with NSET ToA) were also included as reference for comparison.

[Figure 12](#sensors-19-03659-f012){ref-type="fig"} and [Figure 13](#sensors-19-03659-f013){ref-type="fig"} show the comparison results of localisation accuracy for various input features. Comparing the different ToA extraction methods, it can be seen that, for the flat plate, the S/L TA-AIC method gave lower localisation error than the benchmark NSET method. However, the same was not observed in the curved plate, where the accuracy was roughly unchanged. Comparing between ToA and minimum amplitude ratios, it can be seen that ToA extracted using the S/L TA-AIC method gave lower error than using the signal amplitude ratios. When combined, both features gave lower localisation error than when used separately and were thus used for further comparison.

6.3. Comparison Between Reference Method and Proposed Method {#sec6dot3-sensors-19-03659}
------------------------------------------------------------

As the proposed method must be able to detect other impact cases besides soft impacts with acceptable accuracy, in this section, we compare the localisation accuracy between the benchmark method (ANNs with NSET ToA as input) and the proposed method (reference database with five sensor combinations with S/L TA-AIC ToA and minimum amplitude ratios as input) for all the cases collected in [Section 2](#sec2-sensors-19-03659){ref-type="sec"} ([Table 5](#sensors-19-03659-t005){ref-type="table"}). As we know, the benchmark method is able to detect hard impacts (F1--F7 and C1--C4) with good accuracy \[[@B23-sensors-19-03659]\], thus it would be desirable for the proposed method to have comparable accuracy with the benchmark method for these cases. Additionally, we looked at how the localisation error of soft impacts compared with hard impacts to see the effects of impactor stiffness on localisation accuracy.

To account for the cases with added noise (F7, F9, C4, and C6), high pass filtering (\>700 Hz, [Section 3.2](#sec3dot2-sensors-19-03659){ref-type="sec"}) was conducted prior to ToA extraction. As the NSET method cannot reliably extract ToA for soft impacts (C5 and C6) when high pass filtering is conducted ([Section 4.1](#sec4dot1-sensors-19-03659){ref-type="sec"}), localisation for soft impacts was not conducted using the benchmark method ([Table 5](#sensors-19-03659-t005){ref-type="table"}).

[Figure 14](#sensors-19-03659-f014){ref-type="fig"}, [Figure 15](#sensors-19-03659-f015){ref-type="fig"}, [Figure 16](#sensors-19-03659-f016){ref-type="fig"} and [Figure 17](#sensors-19-03659-f017){ref-type="fig"} show the results of the comparison between the benchmark and the proposed method for all impact cases collected. It can be seen that, for hard impacts, the error level was similar for the flat plate ([Figure 14](#sensors-19-03659-f014){ref-type="fig"}, F1--F7), whilst for the curved plate ([Figure 16](#sensors-19-03659-f016){ref-type="fig"}, C1--C4), the error level was also similar except for the case with added noise (C4), where the proposed method was less accurate. However, the error for these hard impacts was significantly lower than that of the soft impacts (F8, F9 and C5, C6) suggesting that variation caused by impactor stiffness was the limiting factor for localisation accuracy, as predicted earlier ([Section 4](#sec4-sensors-19-03659){ref-type="sec"} and [Section 5](#sec5-sensors-19-03659){ref-type="sec"}). From [Figure 10](#sensors-19-03659-f010){ref-type="fig"}, [Figure 14](#sensors-19-03659-f014){ref-type="fig"} and [Figure 16](#sensors-19-03659-f016){ref-type="fig"}, we can see that the proposed method was able to suppress the increase in error due to the variations from soft impacts to an acceptable level compared to the benchmark method. Additionally, it can be seen that there was little effect of added noise on soft impact localisation error (F9,C6), suggesting that the proposed method was able to accommodate for vibration noise.

To compare the localisation accuracy between plates with differing sensing area dimensions, we converted the 90% POD range into a circular detection area around the predicted impact location as a percentage of the whole sensing area \[[@B12-sensors-19-03659],[@B23-sensors-19-03659]\]. For hard impacts, the maximum detection areas were 2.30% (F7) and 2.72% (C4) for the flat and the curved plates, respectively, indicating that the difference in configuration had no effect on localisation accuracy. For soft impacts, the maximum detection areas were 11.46% (F9) and 17.69% (C6) for the flat and the curved plates, respectively, suggesting that the difference in configuration in both plates influenced localisation accuracy. For these cases, the 90% POD ranges were 26.47 mm and 47.46 mm for the flat and the curved plates, which were similar to the experimental data point distances of the reference impact cases (20 mm and 40 mm for the flat and the curved plates, [Figure 2](#sensors-19-03659-f002){ref-type="fig"}) indicating that, for soft impacts, the accuracy was mostly dictated by the discretisation of the original data set of the reference database even though interpolation was applied.

7. Conclusions {#sec7-sensors-19-03659}
==============

A parametric investigation of the effect of impactor stiffness as well as environmental and operational conditions on impact contact behaviour and the subsequently generated lamb waves in composite structures was conducted. From the tests carried out, it was observed that lower impactor stiffness generated a larger contact area (due to deformation) and subsequently generated a lamb wave with much lower amplitude and frequency due to said contact behaviour.

These observations were utilised to develop a novel impact localisation method based on the reference database method and AIC ToA picker that is robust towards the variations due to differences in impactor stiffness. The proposed method was compared against a benchmark method based on ANNs and the NSET ToA extraction method, which is known to have good accuracy in locating impacts under various environmental and operational conditions but untested for different impactor stiffness. The results indicate that the proposed method had comparable accuracy (11.85--18.61 mm detection range) to the benchmark method (10.29--12.46 mm detection range) for hard impacts under various environmental and operational conditions when trained only using a single hard impact case. However, when tested with soft impacts, the benchmark method had very low accuracy (167.31--918.33 mm detection range) whilst the proposed method was able to maintain its accuracy at an acceptable level (26.18--45.48 mm detection range). It can be concluded that the proposed method is capable of detecting the location of impacts of varying stiffness and environmental and operational conditions using data from only a single impact case.
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![Comparison of impact signals (from sensor 6) and contact area from impacts at location 15 of the flat plate for hard impact cases (F1--F5).](sensors-19-03659-g003){#sensors-19-03659-f003}

![Comparison of impact signals (from sensor 6) and contact area from impacts at location 15 of the flat plate for cases F2 and F8.](sensors-19-03659-g004){#sensors-19-03659-f004}

![Comparison between hard (F1) and soft (F8) impacts at location 15 measured from sensor 6 of the flat plate: original (top), with random noise (middle), and after noise filtering (bottom).](sensors-19-03659-g005){#sensors-19-03659-f005}

![Comparison between time of arrival (ToA) difference extracted from hard (F1--F5) and soft (F8) impacts at location 15 of the flat plate using the normalised smoothed envelope threshold (NSET) method (2 kHz low pass filter, 2.5% of maximum amplitude threshold).](sensors-19-03659-g006){#sensors-19-03659-f006}

![Comparison of ToA extracted using Akaike Information Criterion (AIC) and Short Term/Long Term Average ratio (S/L TA) AIC for high passed filtered signal from soft impact with noise (F9) measured by sensor 6 at location 15 of the flat plate.](sensors-19-03659-g007){#sensors-19-03659-f007}

![Comparison between ToA of the reference case (F1) and the soft impact with noise (F9) extracted using AIC and S/L TA-AIC method.](sensors-19-03659-g008){#sensors-19-03659-f008}

![Bicubic interpolation of ToA extracted using the S/L TA-AIC method from sensor 6 of the flat plate for the reference case (F1).](sensors-19-03659-g009){#sensors-19-03659-f009}

![Comparison of localisation accuracy for different methods trained with the reference case (F1 and C1) and tested with the soft impact (C5 and F8).](sensors-19-03659-g010){#sensors-19-03659-f010}

![Visualisation of impact localisation for soft impacts (F8) using different methods: ANN (left) and reference database (right).](sensors-19-03659-g011){#sensors-19-03659-f011}

![Comparison of localisation accuracy for different input features, all trained with features from the reference case (F1 and C1) and tested with the soft impact (C5 and F8).](sensors-19-03659-g012){#sensors-19-03659-f012}

![Visualisation of impact localisation for soft impacts (F8) using different input features NSET extracted ToA (**Left**) and S/LTA-AIC extracted ToA with normalised minimum amplitude (**right**).](sensors-19-03659-g013){#sensors-19-03659-f013}

![Comparison of localisation accuracy between the reference method (ANN with NSET extracted ToA input) and the proposed method (reference database with S/LTA-AIC extracted ToA and normalised minimum amplitude input) for the flat plate.](sensors-19-03659-g014){#sensors-19-03659-f014}

![Visualisation of impact localisation for impacts with added noise for hard (F7, **left**) and soft (F9, **right**) impacts on the flat plate.](sensors-19-03659-g015){#sensors-19-03659-f015}

![Comparison of localisation accuracy between the reference method (ANN with NSET extracted ToA input) and the proposed method (reference database with S/LTA-AIC extracted ToA and normalised minimum amplitude input) for the curved plate.](sensors-19-03659-g016){#sensors-19-03659-f016}

![Visualisation of impact localisation for impacts with added noise for hard (C4, left) and soft (C6, right) impacts on the curved plate.](sensors-19-03659-g017){#sensors-19-03659-f017}

sensors-19-03659-t001_Table 1

###### 

Impact cases for the flat plate.

  --------------------------------------------------------------------------------------------------------------------------
  Case   Case Name                           Parameters^1^                       Number of Samples              Energy (J)
  ------ ----------------------------------- ----------------------------------- ------------------------------ ------------
  F1     Reference Impact Case               Head = steel, h = 25, a = 90,\      140 (loc. 1-35 x 4 rep.)       0.025
                                             m = 100, T = RT, n = none                                          

  F2     Increased Impact Height             Head = steel, h = 50, a = 90,\      140 (loc. 1-35 x 4 rep.)       0.050
                                             m = 100, T = RT, n = none                                          

  F3     Angled Impact                       Head = steel, h = 25, a = 45,\      140 (loc. 1-35 x 4 rep.)       0.025
                                             m = 100, T = RT, n = none                                          

  F4     Increased Impact Mass               Head = steel, h = 25, a = 90,\      140 (loc. 1-35 x 4 rep.)       0.050
                                             m = 200, T = RT, n = none                                          

  F5     Increased Impact Temperature        Head = steel, h = 25, a = 90,\      140 (loc. 1-35 x 4 rep.)       0.025
                                             m = 100, T = 65, n = none                                          

  F6     Intermediate Impact Locations       Head = steel, h = 25, a = 90,\      48 (int. loc. 1-12 x 4 rep.)   0.025
                                             m = 100, T = RT, n = none                                          

  F7     Reference Case + Artificial Noise   Head = steel, h = 25, a = 90,\      140 (loc. 1-35 x 4 rep.)       0.025
                                             m = 100, T = RT, n = 500Hz 3V                                      

  F8     Soft Impact                         Head = silicone, h = 50, a = 90,\   140 (loc. 1-35 x 4 rep.)       0.050
                                             m = 100, T = RT, n = none                                          

  F9     Soft Impact + Artificial Noise      Head = silicone, h = 50, a = 90,\   140 (loc. 1-35 x 4 rep.)       0.050
                                             m = 100, T = RT, n = 500Hz 0.1V                                    
  --------------------------------------------------------------------------------------------------------------------------

^1^ Notes: Head = impactor head material, h = vertical drop height (mm), a **=** impact angle (deg.), m = impactor mass (gr), T = temperature (°C, RT: room temperature, 22--24), n = noise (frequency \[Hz\], amplitude \[V\]).

sensors-19-03659-t002_Table 2

###### 

Impact cases for the curved plate.

  ----------------------------------------------------------------------------------------------------------------------
  Case   Case name                           Parameters^1^                       Number of Samples          Energy (J)
  ------ ----------------------------------- ----------------------------------- -------------------------- ------------
  C1     Reference Impact Case               Head = steel, h = 25, a = 90,\      100 (loc. 1-25 x 3 rep.)   0.025
                                             m = 100, T = RT, n = none                                      

  C2     Angled Impact                       Head = steel, h = 25, a = 45,\      100 (loc. 1-25 x 4 rep.)   0.025
                                             m = 100, T = RT, n = none                                      

  C3     Increased Impact Mass               Head = steel, h = 25, a = 90,\      100 (loc. 1-25 x 4 rep.)   0.050
                                             m = 200, T = RT, n = none                                      

  C4     Reference Case + Artificial Noise   Head = steel, h = 25, a = 90,\      100 (loc. 1-25 x 4 rep.)   0.025
                                             m = 100, T = RT, n = 500Hz 3V                                  

  C5     Soft Impact                         Head = silicone, h = 50, a = 90,\   100 (loc. 1-25 x 4 rep.)   0.050
                                             m = 100, T = RT, n = none                                      

  C6     Soft Impact + Artificial Noise      Head = silicone, h = 50, a = 90,\   100 (loc. 1-25 x 4 rep.)   0.050
                                             M = 100, T = RT, n = 500Hz 0.1V                                
  ----------------------------------------------------------------------------------------------------------------------

^1^ Notes: Head = impactor head material, h = vertical drop height (mm), a = impact angle (deg.), m = impactor mass (gr), T = temperature (°C, RT: room temperature, 22--24), n = noise (frequency \[Hz\], amplitude \[V\]).

sensors-19-03659-t003_Table 3

###### 

Test cases for comparison between localization methods.

  Test Impact Case          Noise Filtering   Feature Used   Localisation Method        Training/Reference Database^1^
  ------------------------- ----------------- -------------- -------------------------- --------------------------------
  Soft impact (F8 and C5)   No                ToA (NSET)     ANN, 1 × 12 hidden layer   F1 and C1
  Soft impact (F8 and C5)   No                ToA (NSET)     Database, 6 sensors        F1 and C1
  Soft impact (F8 and C5)   No                ToA (NSET)     Database, 5 sensor comb.   F1 and C1
  Soft impact (F8 and C5)   No                ToA (NSET)     Database, 4 sensor comb.   F1 and C1
  Soft impact (F8 and C5)   No                ToA (NSET)     Database, 3 sensor comb.   F1 and C1

^1^ Note: F1 for flat plate impacts and C1 for curved plate impacts.

sensors-19-03659-t004_Table 4

###### 

Test cases for comparison between input features for localisation.

  ------------------------------------------------------------------------------------------------------------------------------------------
  Test Impact Case          Noise Filtering   Feature Used                       Localisation Method        Training/Reference Database^1^
  ------------------------- ----------------- ---------------------------------- -------------------------- --------------------------------
  Soft impact (F8 and C5)   No                ToA (NSET)                         ANN, 1x12 hidden layer     F1 and C1

  Soft impact (F8 and C5)   No                ToA (NSET)                         Database, 5 sensor comb.   F1 and C1

  Soft impact (F8 and C5)   No                ToA\                               Database, 5 sensor comb.   F1 and C1
                                              (S/L TA - AIC)                                                

  Soft impact (F8 and C5)   No                Min. amp. ratio                    Database, 5 sensor comb.   F1 and C1

  Soft impact (F8 and C5)   No                ToA\                               Database, 5 sensor comb.   F1 and C1
                                              (S/L TA - AIC) + Min. amp. ratio                              
  ------------------------------------------------------------------------------------------------------------------------------------------

^1^ note: F1 for flat plate impacts and C1 for curved plate impacts. ANN = artificial neural network.

sensors-19-03659-t005_Table 5

###### 

Test cases for comparison between the reference and the proposed method.

  Test Impact Case                    Case ID     Noise Filtering   Reference Method ^a^   Proposed Method ^b^   Training/ Reference Database ^c^
  ----------------------------------- ----------- ----------------- ---------------------- --------------------- ----------------------------------
  Reference Impact Case               F1 and C1   \>700 Hz          Yes                    Yes                   F1 and C1
  Increased Impact Height             F2          \>700 Hz          Yes                    Yes                   F1 and C1
  Angled Impact                       F3 and C2   \>700 Hz          Yes                    Yes                   F1 and C1
  Increased Impact Mass               F4 and C3   \>700 Hz          Yes                    Yes                   F1 and C1
  Increased Impact Temperature        F5          \>700 Hz          Yes                    Yes                   F1 and C1
  Intermediate Impact Locations       F6          \>700 Hz          Yes                    Yes                   F1 and C1
  Reference Case + Artificial Noise   F7 and C4   \>700 Hz          Yes                    Yes                   F1 and C1
  Soft Impact                         F8 and C5   \>700 Hz          \-                     Yes                   F1 and C1
  Soft Impact + Artificial Noise      F9 and C6   \>700 Hz          \-                     Yes                   F1 and C1

Note: a. Reference method: ANN (1 x 12 hidden layer) with ToA (NSET) input; b. Proposed method: database (five sensor combination) with ToA (S/L TA-AIC) and minimum amplitude ratio.; **c.** F1 for flat plate impacts and C1 for curved plate impacts.
