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It is shown that the solution of a class of forced convection heat transfer 
problems can be used as a vehicle for exhibiting a correspondence between 
certain boundary value problems and their associated integral equations. If 
the solution of the boundary value problem is known then the solution of the 
integral equation can be found by a simple calculation. This generalizes the 
relationship of certain solutions of Laplace’s equation to integral equations 
having logarithmic or Cauchy kernels. When the boundary value problems 
have separable solutions, the solution of the integral equation can be reduced 
to the verification of a set of identities 
pn 
s p(t) A(t) k(x - t) dt = dnC4, x E .% E 
where the {+,,} form an orthonormal set on E. 
Once the method of solution has been derived from the physical approach 
it can be put on a firm mathematical basis. 
1. INTRODUCTION 
In this paper some elementary physical notions will be used to show how 
the solutions of certain boundary value problems can be used to obtain the 
solutions of some Fredholm integral equations of the first kind on a finite 
interval. In order to use the solutions of the boundary value problems it is 
necessary to have a complete knowledge of the relationship between the 
integral equation and the boundary value problem. This knowledge is 
readily available for potential problems and the corresponding integral 
equations with a logarithmic singularity. The new feature in this work is 
the development and use of more general results of a similar kind. The 
generalizations are obtained by interpreting a partial differential equation as 
the description of a difhrsion-convection process. Physical arguments are 
then used to derive a relationship between the boundary value problem and 
the integral equation. The relationship can then be stated without reference 
to the physical problem and given a rigorous mathematical proof. 
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When the partial differential equations have separable solutions it can be 
shown that for certain kernels K(U) there can be found orthonormal sequences 
{A(U)} and a function p(u) such that 
The solution of the equation 
s 
G(t) k(x - t) dt =I+), XEE w 
E 
then follows by expanding G(x)&(x) and F(X) in a series of & . The method 
can be used at least for the kernels 1 u I=, log 1 u / , &,(I u I), I u IV Ky(I u 1) 
(I v / < $, K,(w) is defined below) on the interval (-1, 1); for the kernels 
K,,(j u I), I u IV K,(] u I), (I v 1 < +), on the interval (0, co); and for the kernel 
log 1 u I on the two intervals (- 1, -a), (a, l), 0 < a < 1. 
The existence of relationships such as (1.1) has also been demonstrated 
by Shinbrot [lo]. In several special cases the sequences {&} were shown to be 
the eigenfunctions of a Sturm-Liouville problem involving a second-order 
ordinary differential equation. In principle, more integral equations can be 
solved by Shinbrot’s method than by the method used in this paper although 
the specific cases dealt with correspond more or less exactly to the equations 
solvable by the present technique. Shinbrot obtains powerful representation 
theorems without introducing a boundary value problem. The technique 
used here enables the relationships (1.1) to be found using very elementary 
methods, but problems concerning series expansions of the solutions have to 
be dealt with separately. 
We now direct our attention specifically to the equation 
s ’ G(t) 1 x - t 1” K&i I x - t I) dt =8’(x), Ixl<l, (1.3) -1 
where I v 1 < + and KY(w) is a modified Bessel function of the third kind 
which satisfies the differential equation 
way” + wy’ - (v” + w”) y = 0 
and has the asymptotic form 
Kv(w) - (42)V teo~-~/~ as w--t co. 
At the origin, when 1 v I < + and v # 0, 
W”K(4 
- rl-4 w2v, 
pv 
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so that the equation has a weak singularity. (K,(w) N c log w; for this special 
case see Belward [l], but the current work gives the results for Y = 0). 
The solution of Eq. (1.3) will be obtained by first proving the following 
statement. 
Given the boundary value problem 
a2T a2T 
a.9 + ap2 
l--aaT 2hZLO - p+pFw az 3 
outside the segment p = 0, -1 < z < 1 
T(z, P) = f(s) on the segment p =o, -1 <z<l, 
T - &z-~44-a/2 as ry= p2 + z”) -+ co, 
and 
T - ~(4 as p-+0 forz$(-1, l), 
where h and a: are real constants and 0 < LY < 2, then 
2b/2,-3/2j+“‘/2 1 
T(z, p) = ?r.7,2r(l _ o1,2) $t) e’-‘{(z - t)2 + P2}ca-U’4 
s 
(1.4) 
(1.5) 
(1.6) 
(1.7) 
(1.8) 
x ~(~-1),&{(~ - t)2 + p2Y2) dt 
is the unique solution to this problem if g satisfies the integral equation: 
g(t) d’z-t’ 1 z - t l-)f2 K(,-l),z(h 1 z - t I) dt. 
(1.9) 
Furthermore, if T is given by (1.8) the function g is given by 
g(z) = lii (-2Trpl-” F) . 
Then, because the boundary value problem (1.4)-( 1.7) can be solved in terms 
of separable solutions of Eq. (1.4), the relationships (1.1) can be deduced from 
the application of (1.10) to a particular set of boundary value problems and 
their solutions. 
Equation (1.10) is first deduced in section two by giving a physical inter- 
pretation to the functions involved in Eqs. (1.4)-(1.10). In the third section 
it is proved directly from the representation (1.8) and in the fourth section 
the particular details of the solution are completed. Some general observations 
about the method form the contents of the last section. 
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2. A FORCED CONVECTION PROBLEM 
The descriptton of the forced convection problem which follows is a 
summary of a more general investigation which is given in another paper by 
the author [2] and only those details necessary in the derivation of Eq. (1.10) 
will be given here. 
It is easy to show that the function 
T(z, p) == 2(a/2’-3’2A(1--a”2 e~Zr(“-1)/2~~01_l),2(hr), 
773W( 1 - 01/2) 
r = (p2 + $)lP, (2.1) 
is the solution of Eq. (1.4). Thus the function given by equation (1.8) is a 
solution of Eq. (1.5), provided g(t) is integrable, and if T is given on p = 0, 
1 z 1 < 1, then a solution of the boundary value problem (1.4)-(1.7) is 
obtained from a solution of the integral equation (1.9) (which is essentially 
Eq. (1.3)). 
To deduce the role of g in Eq. (1.8) we observe that Eq. (1.4) is a heat 
conservation equation. Consider a model in which heat is transported in a 
heat conducting fluid by diffusion down its temperature gradient and by 
convection in a prescribed velocity field. For simplicity the problem is 
written in nondimensional variables from the start. 
The heat flux vector Q is assumed to be the sum of a diffusive flux -VT 
and a convective flux qT, thus 
Q=-VT+qT, (2.2) 
where q is the prescribed convective velocity. Under steady state conditions, 
if H,(r) is the volume density of heat generated per unit time in the fluid then 
the principle of conservation of heat requires that 
div Q = --H,(r). (2.3) 
If the problem is referred to a cylindrical polar coordinate system (z, p, +), 
and the convection field is that of a uniform stream of velocity 2h parallel to 
the z axis together with the velocity field of a constant strength line source 
(or sink) of mass along the entire z axis, then 
q = 2% + (a/p) 8, (2.4) 
where E and 6 are unit vectors and 2rror is the source strength per unit length. 
Assuming axial symmetry, (2.2) and (2.3) give 
ii2T a”T l-aaT - - 
a22 + ap2 + pap - 
2A g = H(r), (2.5) 
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where 
W9 = -f&(r) + (44 T(z, P> S(P). (2.6) 
The term (4~) T(z, P) a(p) arises from the application of the divergence 
operator to the term (CL/~) 8. It characterizes an assumption implicit in the 
model, that the line mass source also acts as a heat source. 
Now observe [l l] that if T satisfies equation (1.4) then T* = p-“T satisfies 
the equation 
azT* a=T* 1+ LX aT* - - 
axa + ap2 + pap - 
2h aT* 0 
az= * (2.7) 
So T* satisfies the same equation except (Y is replaced by -CY. It follows that a 
conservation principle for T* may be formulated analogous to that for T. 
Equation (2.7) may then be interpreted as the description of a diffusion 
convection process in which an energy quantity (called “a-heat” for further 
reference) corresponding to T* is transported in a forced convection field. 
Equation (2.7) can then be constructed from the basic equations 
Q* = -VT* + q*T*, (2.8) 
div Q* = --HI*(r), (2.9) 
and 
q* = 2Az - (Lx/p) i-5. (2.10) 
These equations correspond to (2.2), (2.3), and (2.4), respectively. 
While no simple interpretation of the temperature field (2.1) is possible 
in terms of heat singularities it has a simple description in terms of or-heat. 
It is the field of a point source of or-heat, of unit strength, at the origin. That is, 
it satisfies Eq. (2.7) with right-hand side equal to 6(r). From this result the 
role of g can be determined. 
The field (1.8) can be regarded as the field of a distributed source of a-heat 
whose density is g(t) per unit length. The total strength of the or-heat source 
is thus 
M* = 
J 
’ g(t) dt. (2.11) 
-1 
Now the source strength M* can be calculated directly in terms of T, by 
evaluating the flux of a-heat from the segment p = 0, ) z 1 < 1. 
For a cylinder defined by 0 < p < a, h < z < k which encloses the seg- 
ment p = 0, 1 x 1 < 1, we have 
(2.12) 
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If T w tr(z), so that T* N p-Qz), as p - 0, then when the cylinder is 
reduced in height and radius to coincide with the segment p = 0, ( z ( < 1, 
the second integral vanishes for OL < 2 and in terms of T we find 
M* = J:l [- !r~ (27@‘$-)] dz, for z < 2. (2.13) 
It is clear that (2.12) and (2.13) hold for any part of the segment p = 0, 
1 z / < 1 and thus the integrands must be pomtwise equal, hence 
g(z) = -2n tf5 (pl-“$) , for 01 < 2. (2.14) 
In order to use this result to determine the solution of the integral equation 
it is necessary to know that the solution of the boundary value problem, if it 
exists, is unique and has a representation in the form (1.8). Thus the boundary 
value problem IS formulated so that the solutions of Eq. (1.4) have the same 
decay rate as the function given by (1.8). This alone does not meet the 
representation criterion because for fixed a, T - const or T -pa as p + 0. 
We therefore specify that T y a constant since this is obviously the behavior 
of (1.8) outside the segment p = 0, ] z 1 < 1. From the work of Colton [5] 
we can then conclude that the boundary value problem has a unique solution. 
Now if a solution of the integral equation exists it must be given by Eq. (1.10). 
It is interesting to note that if the condition (1.7) is replaced by T* - t2(z) 
as p -+ 0, then the solution of the boundary value problem can be written 
down immediately. It is 
T(z, P) = 
2(1/Z)-a/Zj4b+1,/2 1 
+3/2p/2, p" -l T(z,o) I 
&-tqz _ q2 + p2]'-"-l'/4 
x &+l),,P((a - tJ2 + p2Y21 & 
(2.15) 
for CII > --2. This is the field of a distributed source of heat. It can be verified 
that the density function in the convolution above is T(z, 0) either by using 
Eq. (3.1) from the next section, or by using the method of this section. 
Finally we mention that while the integral equation (1.9) arises most 
naturally from the forced convection problem, it does also occur in an elastic 
half space problem where the medium is isotropic and the Youngs modulus, 
E, varies as a power of the depth, E = E,, d(a-1)/2, 1 < 01 < 2. The equation 
is the Fourier transform of a two-dimensional integral equation, and f is the 
transform of the prescribed displacement on the surface of the half space and 
g is the transform of the unknown normal stress at the surface. For z < c 
and z > d, g = 0 and f is unknown. For further details of this problem the 
reader is referred to Koroniev [7]. 
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3. A DIRECT PROOF OF EQ. (1.10) 
Once Eq. (1.10) has been deduced it is reasonable to attempt a direct proof. 
This is given in this section. 
As a lemma the following representation of the delta function is required: 
This can be proved, following the terminology of Gelfand and Shilov [12] 
by showing that the sequence of functions 
I r(1 - V) n I Twqg - v) (n2z2 + l)l-” ’ 12 = 1, 2, 3 )..., (3.2) 
is a delta convergent sequence, i.e., that the sequence {fn} has the following 
properties. 
(i) For every A > 0 there exists V, depending only on A, such that 
IS I abfn -=c v, 
for all 12, a and b with ) a I, j b 1 < A. 
(ii) For any fixed a and b, 
for a < 0 < b, 
fora<b<O and O<a<b. 
These are easy to verify, for (i) we have, since the integrand is positive, 
n dz 
I s 
b ndz 
(n2,$ + l)l-” = a (n2 + Z’)l-” 
for all n, a and b, and all v < 4. 
To prove that (ii) holds, first for 0 < a < b, 
Thus as ?~--t co, 
forv <+. 
Because the integrand is even in z, the same remarks apply if a, b < 0. 
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Finally if u < 0 < 6, 
Now 
ndz 
n*,z* + l)l-” 
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1 
oc . m 
n(n*z* $ 1),-l dz < 
J 
n(n*iy dz 
-b b 
which again tends to zero as II - co, for fixed b and v < 3. Slmdarly 
s 
a n(n?z* + 1),-l dz --) 0 as ?I+ co, 
--s 
so it follows that 
cs 
& J 
n dzi 
+ n222)1-" = k! s 
n dz 7wqg - v) 
--oo (1 + n?z*)l-v = T(l - V) ’ 
and this completes the proof of (ii). 
To prove (2.14) consider 
x(w) = lj+n$ jpl-* g [(w? + p*)‘“-l’l” K(u-l) ,*{h(WJ + p*yq [ . (3.3) 
Because 
we have 
(d/dt) {t”Ky(t)} = -t”Kv-&), 
g ((73” + p2)(--1)/* K(u-1),2{h(p* + zLq”“>} 
q = -Ap($ + w*p-3)/4 K(a-3),2{A(p* $ 
4W]. 
Using the series expansion of t”&(t) with t = h(p” + q/2, we have 
>( $W/p)-3,2 + 
2(Q/*)-3w*(Z* + p’) + . ..) 
($ - a/2) \ 
2(3/2)-a/2r((5-u)/2) 
- ha-3@2 + /,2)'a-3'/2 (3.4) 
409148/1-13 
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Now 
l$$P-“(w” + p2)“] = 0, (3.5) 
for 01 < 2, all 71 > 0 and all w. Also if we put Y = (LX/~) - 4 in (3.1) then for 
01< 2, Y < 4 and so 
54pqw2 + p2)‘~/w2] = 
From this it also follows that 
pp-qw2 + p2y42~-~3/2~+~~ = 0, fern> 1. + (3.7) 
Putting (3.4)-(3.7) into (3.3) we find 
lii [pl-” $ [(w2 + py-“‘4 &4),2{A(W2 + py}]] 
(3.8) 
= -~w2kl/2~1/2 2(1/2ht/2j7 1 - ” Qw). 
( 2) 
Hence if T is given by (1.8) then 
x !-X~-l,l/22(1/2)--a/2r 1 - AL qz - q & 
l (2) I (3-9) 
kw =--, 
2rr 
for 01 < 2, 
as asserted in (1.10). 
4. THE SOLUTION OF THE INTEGRAL EQUATION ASSOCIATED WITH 
THE FORCED CONVECTION PROBLEM 
The solution of the integral equation (1.9) will now be completed. The 
boundary value problem (1.4)-( 1.7) can be solved by transforming to elliptic 
coordinates in the xp plane and finding separable solutions (it is the equation 
for e-azT which is separable, not the equation for T itself). By choosing a 
particular sequence of boundary conditions a set of relationships of the form 
of (1.1) will be found. 
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Let 
z + if = cosh([ + z+). (4.1) 
Under this transformation the curves 5 = const are confocal ellipses with 
foci at (f 1,O) and the curves r) = const are the orthogonal hyperbolas with 
their foci at ( f 1, 0) also. The segment p = 0, 1 z 1 < 1 becomes 5 = 0 and 
the zp plane (p > 0 only) becomes the strip [ > 0, 0 < 7 < r. 
It is necessary to first extract an exponential multiplier from Eq. (1.4) since 
the equation for T is not separable. With I’ = ecAZT, the equation for 17 in 
the 57 plane is 
32,1 a2p T 
__ - 
ap + a+ +(l-+ot?g 
+ (1 - CC) coth 6 $ - Xa(sinha 5 + sin2 7) L’ = 0 
and the boundary conditions become 
l/(0,7) = e-ACosv(cos 7), for 0 < 7j <- r, 
v - 
I 
_L er 1 ca’e)-1 h 
2 ! 
exp --et , as 
I I 2 f-+Q 
I7 - t(e) as 730 and as 7-n. 
The operator $-“(a/+) becomes 
a a 
P 
l-a a _ (sinh 5 sin ~)l-” 
ap 
- 
(sinh2 5‘ + sin2 7) ( cash 5 
sin 
7 s + 
sinh 
5 
cos 
7 F 1 
Equation (4.2) is separable and with V = X(t) Y(7) we find 
X”+(l --a)coth&Y’--(k+h2sinh2[)X=0, 
and 
E’” + (1 - CX) cot 7Y’ - (--R + A2 sin2 v) I’ = 0, 
(4.2) 
(4.3) 
(4.4) 
(45) 
(4.6) 
(4.7) 
(4.8) 
where k is the separation constant. From the boundary conditions (4.3) it 
follows that we are concerned with fitting solutions of Eqs. (4.8) to a given 
function of 7. Equation (4.8) can be transformed to either of two standard 
forms, thus the substitution 7, = (r/2) - 7 gives the Associated Mathieu 
equation : 
Y” - (1 - ~6) tan rllY’ - (A2 - k - X2 sin2 ql) I’ = 0. (4.9) 
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(this equation has been studied extensively by Campbell [4]) and the sub- 
stitutions 
u = cos 7 and y = (1 - 444 w (4.10) 
give a special form of the spheroidal differential equation thus: 
(1 - us> g - 224 g + [(k + 4, - ; (1 - 9-l - X2(1 - .a)] w 
Z 0. (4.11) 
This equation forms the subject of a comprehensive and elegant study by 
Meixner and Schafke [8]. Surveys of its principle properties are also given by 
Arscott [13] and Erdelyi [6]. In the following paragraphs the solutions of 
Eq. (4.8) will be described in terms of the solutions of Eq. (4.11) and the 
notation of Meixner and Schafke will be adopted. 
It is proved by Meixner and Schafke [8, Sect. 3.5351 that for 0 < 01 < 2 
there exists an enumerable sequence of eigenvalues k, (of k) and eigen- 
functions $JS;/$,~,(U), 1z = 0, 1, 2 ,..., of Eq. (4.11) which are complete in the 
space of functions which are expressible in the form 
F(u) = (1 - Us)-m/* E(u), 
where E(u) is an entire function. These solutions correspond to the solu- 
tions of Eq. (4.8) which h ave period 23~ and they are selected to ensure that 
the boundary condition (4.4) is satisfied. The functions psyw(~) have expan- 
sions as series of Legendre functions and when Y - p is a nonnegative 
integer the corresponding solutions of Eq. (4.8) become series of Gegen- 
bauer polynomials, thus: 
yn(v) = f- (-1)(S-n)/2a~~~,,2)*s-n 2a'2w - 4 s! ~w-a/P)(COs '7), 
s=o,1 r(1 -+(s-a) s 
(4.12) 
where the (*) means that s runs through even values only for rt even and odd 
values only for n odd. The coefficients a:,, satisfy a three term recurrence 
relationship which is obtained by direct substitution into the differential 
equation. 
From the orthogonality properties of the Gegenbauer polynomials and the 
properties of the coefficients a:,, given in Meixner and Schafke (Sect. 3.62) 
it can be shown that the Y, are orthogonal on (0, P) with weight factor 
(sin ~)l-~ and 
s r Y,(d Y&) (sin rl)l-” 4 0 
n! 
(4.13) 
= lam 6 for [Y < 2. 
( 
n + + - +) r(n + 1 - a) ’ 
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The completeness properties of the functions ps”,-,(u) given above imply 
that any entire function has a “Fourier-Yn” expansion which converges in 
the mean square to that function. (This representation theorem applies to a 
function defined in the whole complex plane. One would expect to improve 
on this for representation properties restricted to the real interval (0, rr)). 
To complete the solution of the boundary value problem it is necessary to 
select the corresponding solutions of Eq. (4.7). The transformations 
u = cash 5, x = (1 - .a)=/4 IV, (4.14) 
applied to Eq. (4.7) give Eq. (4.11) g a ain, however our attention is now 
directed to solutions defined for u > 1. In this case the solutions can be 
expressed as series of Bessel functions and the boundary conditions on T 
at infinity, (4.5), can be satisfied if a series of modified Bessel functions IS 
chosen. For each k, the solutions of Eq. (4.7) are 
X,(t) =: &(cosh ()(“‘2)-1i2 OcA 
,z,l (-l) - 
(’ ‘)‘* ~~~(~!*),s--n~~+(~~~)-~ 2(h cash 5) 
(4.15) 
where 
and C” has the same meaning as in Eq. (4.12). As t ---) 03, 
X,(t) - (ec)(@-l exp (- + eC) , 
for the series on the right-hand side of Eq. (4.11) has the same asymptotrc 
behavior as its individual terms [8, Sect. 3.651. Finally, when 0 < CL < 2, all 
solutions of Eq. (4.11) are of the form 
(1 - uy F,(u) + (1 - d-Q/4 F*(u), (4.16) 
where Fl and F, are analytic in a neighborhood of u = 1, thus it follows that 
X,(t) - const as 4 + 0. 
The solution of the boundary value problem (4.2)-(4.5) is therefore 
expressible in the form 
T = eAcoshfcosn 
5 %2X,(0 ITnn(7) (4.17) 
n=ll 
and the ara are determined by the Fourier-k;, expansion of 
f(cos r)) I= T(O, 4). 
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The solution of the integral equation (1.9) now follows by the application 
of Eq. (1.10) to Eq. (4.17) through the identity (4.6). Let us note however 
that there is no need to find T explicitly when only the solution of the integral 
equation is required, for suppose 
then 
f(z) = T(z, 0) = eACO*9Y3)(v) (where z = cos ?I), (4.18) 
an = I ;;l(o), 
n fp, 
n =p. 
(4.19) 
and from Eq. (4.6) 
= lim (sinh 5 sin v)l+ 
I 
aT 
C+O sinh2 5 + sin2 r] 
cash 4 sin T!??- + sinh [ cos q - 
3.5 % I 
. 
For 0 < a < 2, since the solutions of Eq. (4.11) have the form of (4.13), this 
reduces to 
lii [pl-“--f&/ = (sinv)-OLZD, 
where 
I, = lii{(sinh e)l-” X,‘(e)>, 
a finite limit, by the form of (4.13) again. 
In this special case the solution is thus 
1 
g(z) = -27reAeoss(sin II)-” x,(o) Y,(T) 
(4.20) 
where .z = cos 7, and we have proved that for each n, 
pn :l (1 - t2)-@ Y,(arc cos t) 1 z - 1 )(G-1)/2 K(a-1),2(h ) z - t I) dt s 
= Y,(arc cos z), (4.22) 
forlz <l,andO<ol<2,where 
2b-1)/2~(1-0)/!2~ 
lIn = - n1/2r (1 - G) Xl(O) * 
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These relationships are of the form (1.1) and the solution of Eq. (1.9) follows 
by expanding e-““f(x) in a series of the functions Y,(arc cos z) and applying 
the relationships (4.22). If this manipulation is carried out formally the series 
solution obtained can be expressed in the form of an integral operator applied 
to e-“*f(z). The solution to the problem can be summarized as follows. 
If 
2b/2)-3/2~(14/2 1 
,+r (1 - I) 'l 
G(t) 1 x - t 1(-l)/* K(,-1) ,2(h 1 z - t I) dt = F(z), 
o<ol<2, (4.23) 
then 
G(z) = I:1 F(t) 1 f /3,( 1 - t2)-“I2 (I - z2)+* Y,(arc cos t) Y,(arc cos z) dt 
?Z=O 1 
(4.24) 
where 
A = 
-27r (n + + - +) qn + 1 - IX) 
n!&&(O) 
I TZ* 
In the particular case F(z) = e-AZ, on 1 z 1 < 1, i.e., T(z, 0) = 1. The solution 
can be given explicitly in series form since the Fourier-Y, expansion of 
e--r\COS*r canbe stated exactly [3]. 
5. CONCLUSIONS 
The solution of the integral equation (1.9) has been found initially by 
associating the equation with a physical problem. The validity of Eq. (I. 10) 
was then demonstrated directly, thereby shortening the process of solution. 
A further refinement of the method, would be to prove Eqs. (1.1) directly. 
In an earlier paper Belward [I] h as verified the equations for the special case 
OL = 1 when the kernel is K,([ u I). Th e more general case of 0 < 01 < 2 has 
yet to be dealt with. 
With one or two minor modifications the technique can be applied to 
several other integral equations of the form (1.2). The following list of 
kernels, intervals, and eigenfunctions can be established. 
It should be noted that in cases 1,2, and 3 in Table I, closed form solutions 
of the equations can be given. In cases I, 3, 4, and 5 the eigenfunction 
relationships (1 .l) can be proved directly. Cases 2 and 6 await similar 
treatment. 
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TABLE I 
Kernel Interval p(t) 4.w 
1. log I u I (F-1, 1) (1 - p-*/2 T,(t), Chebysheff 
polynomials 
2. log I u I (- 1, -K) u (k, l), (1 - tz)1/2(t2 - k2)-lj2 Cosmes of mverse 
O<k<l Jacobi elhptic 
functions” 
3. ( u (Y-l (F-1, 1) (1 - t2)-r/* C~l1;2l-rylz)yt), 
Gegenbauer 
polynomials 
4. &(I u I) (F-1, 1) (1 - p-112 Mathieu functions 
5. I u I’KJI u I), (0, ~0) t-Up-Y ~I;“I2’-Y’(t), 
IYI -=I l/2 Laguerre 
polynomials 
6. I u I” &(I u I), (F-1, 1) (1 - fyi*,-” Spheroidal functions 
IYI <l/2 
0 The problem m this case needs some small modification of the current method. 
This will be the subjet of a later paper. 
Although the method has been applied in one case when the equation is 
given on two drsjoint intervals for the kernel log 1 u j it will not work for the 
Bessel function kernel since the partial differential equation does not separate 
in this case, and there seems to be no other way of solving the boundary value 
problem. The area in which further progress can be made is in the extension 
of the solutions of the integral equation (1.9) for values of a for which (Y > 2. 
The relationship (1.10) only holds for a < 2, however it can be generalized 
for 01 > 2. The results in this case will be given in another paper. 
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