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Abstract
A Fourier method of solving the Torrey-Bloch equations for nuclear magnetisation 
precession in a strong magnetic field gradient has been developed for the purpose 
of simulating the increasing number of pulse sequences now used in stray field ex­
periments. The simulator explicitly includes the action of the gradient during R f 
pulses and the effects of spin relaxation and diffusion. The method has been used 
to develop a novel one-shot pulse sequence, D a s h , for measuring diffusion in the 
stray field independent of T2 relaxation. Three different strategies to obtain spa­
tially resolved diffusion information using the D a s h  sequence are presented. It is 
demonstrated that very high resolution (a few fim) diffusion profiles can be obtain 
with these methods.
The results of a magnetic resonance relaxation analysis and broad line magnetic 
resonance imaging (gradient echo and SPRITE) study of water and water transport 
in Ordinary Portland Cement Pastes are presented. The effect of varying the cure 
conditions and the water to cement (w/c) ratio of the sample mix are discussed. 
Differences in the water transport behaviour between samples dried prior to exposure 
and non-dried samples are observed. These are particularly evident for 0.3 w/c ratio 
samples. The water sorptivity and the concentration dependence of the hydraulic 
diffusion coefficient are calculated for 0.5 and 0.3 w/c ratio samples. An attempt is 
made to model the experimentally obtained diffusivities using two water transport 
models found in the literature.
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Preface
The work presented in this thesis is the result of an attempt to combine two growing 
research interests in the NMR group at the University of Surrey.
On the one hand there was a strong interest in studying the properties of wa­
ter transport in porous materials. Several studies applying broad line NMR/MRI 
techniques on systems such as zeolites and sandstones had been completed or were 
still in progress in 1994/95 [79,112,137,141]. On the other hand there was an in­
terest in the development of a recently proposed NMR technique, namely stray field 
imaging (S t r a f i). This technique showed a great potential for imaging solids by 
exploiting the strong gradient in the fringe field of superconducting magnets. After 
initial studies of solvent diffusion into PVC [127] on a S t r a f i  system elsewhere, the 
Surrey S t r a f i  system was set up at the Physics Department of the University of 
Surrey in early 1995. One of the first studies performed on the new system involved 
the visualisation of protective coatings into porous building materials (mortars) [13]. 
The successful outcome of this first S t r a f i  study on cementitious materials encour­
aged the application of stray field techniques to study water and water transport in 
porous building materials, in particularly cement pastes and mortars. The under­
standing of the mechanisms of water transport in cementitious materials is of vital 
interest, since almost all aspects of durability and environmental degradation can be 
traced back to water and ion transport within the microstructure of these materials.
However, initial experiments showed that in some cases the analysis of stray field 
data is not straightforward, especially if multiple pulse sequences are applied to 
measure diffusion. This is due to the fact that the nominal flip angle of R f  pulses 
applied in the stray field are poorly defined. Only at the resonance position is the
flip angle equal to the nominal value, everywhere else another flip angle is expe­
rienced. This inherent pulse imperfection causes the occurrence of numerous stim­
ulated echoes arising from multiple pulse sequences which must be accounted for. 
Therefore in most studies found in literature, especially in context of stray field 
diffusion measurements, the applied pulse sequences are relatively basic. The fact 
that with most techniques only one echo is acquired per measurement makes them 
relatively time consuming. This even more so when spatially resolved diffusion in­
formation is desired. In order to conduct successful studies of water movement in 
cementitious systems in the stray field, improved pulse sequences and data analy­
sis procedures are needed. The sequence development should particularly focus on 
measuring diffusion and diffusion weighted imaging.
It was therefore one aim of this work to develop an algorithm to realistically 
simulate the effects of arbitrary pulse sequences in the presence of strong gradients, 
taking relaxation and diffusion effects explicitly into account. The results of these 
efforts are presented in Chapter 3, where a novel method of solving the Torrey-Bloch 
equation is described as well as the software simulator based on this formalism. The 
new simulation package has been applied to analyse existing stray field diffusion 
sequences and to develop a new multiple pulse sequence for measuring diffusion in a 
(basically) one-shot experiment. Further, strategies have been developed to obtain 
high resolution, spatially resolved diffusion information. These new developments 
are described in Chapter 4. Chapter 5 contains the experimental efforts to validate 
the analysis procedures detailed in the previous chapter.
As the developments of the simulator and stray field diffusion sequences took 
longer than expected, studies of cementitious materials proceeded parallel to this 
work using other broad line NMR/MRI techniques. The experiments described in 
Chapter 6 and 7 were conducted in the framework of a collaborative research project, 
with the objective to characterise water and ion mobility in Portland cements and 
mortars using broad line MRI and MAS NMR techniques. The key advantage offered 
by these techniques over traditional methods is that NMR is inherently non-invasive 
and non-destructive. Furthermore, they allow the mapping of water distribution and
dynamics inside the material, whereas conventional techniques are either destruc­
tive or merely detect changes in the surface of the samples. NMR techniques thus 
allow time course studies on the same sample, without influencing the properties of 
the specimen. Chapter 6 presents the results of an NMR relaxation analysis and a 
broad line MRI study of the curing of cement pastes prepared with different water 
to cement ratios and subjected to different curing conditions. The resulting water 
uptake properties were also investigated. In Chapter 7 the characterisation of water 
uptake and transport in cured and subsequently dried cement paste samples is de­
scribed. The experimental results are compared with two transport models found in 
the literature.
Additionally, while this work was going on, four further experiments bn cement 
pastes were performed using the S t r a f i  technique.
(i) The study of water uptake by air-dried and MeOH-dried 0.5 w/c cement paste 
samples. The results are presented elsewhere [20]. However, the uptake-data 
presented in Chapter 7 acquired with the SPRITE sequence is superior to the 
S t r a f i  data.
(ii) A study of water uptake into cement pastes containing pozzolanic additives 
using S t r a f i  was conducted by colleagues at the Physics Department of the 
University of Kent [77]. This group participated in the research project men­
tioned above.
(iii) A stray field diffusion study of water self-diffusion in saturated cement pastes. 
The results obtained allow the inference of an upper limit of the average cap­
illary pore size. Details are described in sec. 6.5.
(iv) Efforts were made to map chlorine in cement pastes using S t r Af i . Due to 
the low sensitivity of chlorine to NMR measurements the experiments failed. 
However, to study chlorine diffusion into cement pastes ion beam analysis 
proved to be the more sensitive method [82].
Chapter 1 provides an introduction to the basic concepts and techniques in NMR 
relevant to the work presented here. In Chapter 2 a basic and brief description of
the experimental set-up is given. A summary of the work presented and thoughts 
about the future are found in Chapter 8 .
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Introduction to N M R  and 
instrum entation
1
Chapter 1
Introduction to N M R
1.1 Introduction
The theory of nuclear magnetic resonance spectroscopy and imaging can be found 
in numerous excellent monographs written by renowned experts in this field. As 
examples may be given Abragam’s “Principles of Nuclear Magnetism” [1], Slichter’s 
“Principles of Magnetic Resonance” [140], Farrar and Becker’s “Pulse and Fourier 
Transform NMR” [51], Ernst, Bodenhausen and Wokaun’s “Principles of Nuclear 
Magnetic Resonance in One and Two Dimensions” [50] and Callaghan’s “Principles 
of Nuclear Magnetic Resonance Microscopy” [31]. A more practical approach to 
NMR can be found in Fukushima and Roeder’s “Experimental Pulse NMR” [58]. 
There are certainly many more books that could be mentioned, but one has to stop 
at some point. Therefore, only the basic principles and the ones most relevant to 
this work will be recapitulated here without claim to be exhaustive.
1.2 Basic principles
1.2.1 The nuclear magnetic moment and m agnetogyric ratio
The fundamental property which makes nuclei detectable in NMR terms is their 
spin I .  Even though the spin is a construct solely arising from the introduction of
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relativity into quantum mechanics, in a classical picture I  could be described as the 
intrinsic angular momentum J  of a particle rotating about its central or symmetry 
axis.
A classical charged particle rotating with an angular momentum J  possesses a 
magnetic dipolar moment /x, which is directly proportional to J  and is given by
H = 'yj.  (1.1)
The factor 7  is called the magnetogyric or gyromagnetic ratio of the particle. Al­
though the second term stands strictly speaking for the inverted ratio the terms 
are used interchangeably in today’s literature.
Returning now to a quantum mechanical description, the angular momentum is 
substituted by the spin operator h i  and we may write eq. (1.1) as
A /=  7  h i  (1 -2)
where h = h/2ir and h is Planck’s constant. The magnitude of /x7 is given by
M  = rY W I (I  + 1)i (1.3)
The magnetogyric ratio 7  is a constant and its value is characteristic for a species 
of nuclei. Together with the natural abundance, it determines the sensitivity to 
the NMR measurement of the nucleus in question. Nuclei, commonly used in NMR 
experiments, and some of their most relevant properties are listed in table 1 .1.
1.2.2 The Zeeman splitting
If the nucleus is placed in magnetic field jB0, the energy of the nucleus depends on the 
alignment between its magnetic moment and the magnetic field. In case of a spin- 
|  nucleus, the alignment is either parallel or anti-parallel to the external magnetic 
field. The Hamiltonian for this interaction, the so-called Zeeman interaction, is given 
by
1-L = - f t 7 B.  (1.4)
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Table 1.1: Properties of nuclei commonly encountered in NMR experiments. The
values are taken from ref. [57].
Nucleus Spin Natural relative magnetogyric NMR frequency
I abundance sensitivity0 ratio 7 [MHz]
[%] [107 rad/Ts] (B0 = 2.3488 T)
*H 12 99.985 1.00 26.7519 100.00
2H 1 0.015 9.65 x 10-3 4.1066 15.351
H-
1
CO Q 12 1.108 1.59 x 10-2 6.7283 25.144
14N 1 99.63 1.01 x 1 0 "3 1.9338 7.224
19p 1
2 100.0 0.83 25.1815 94.077
23Na 32 100.0 9.25 x 10" 2 7.0704 26.451
29Si 12 4.70 7.84 x 10" 3 -5.3190 19.865
31p 1
2 100.0 6.63 x 10" 2 10.8394 40.481
“The rel. sensitivity with regard to 1H (=1) at constant field and the same number of nuclei
Assuming that the magnitude of the magnetic field is B0 and that the field is 
unidirectional along the z-axis, as it is usually the case in NMR experiments, that 
the Hamiltonian in eq. (1.4) reduces to
R  = -frziBo = - j h B 0Iz. (1.5)
The operators p,zj =  ^UIZ describe the projection of the magnetic moment along the 
axis of the magnetic field. The operator Iz has (21 +  1) eigenvalues which are given
by the magnetic quantum numbers raj =  I, I — 1, • • • , —I. The initially undisturbed
ground state of the nucleus splits under the influence of a magnetic field B0 into 
(27+1) sub-levels (nuclear Zeeman levels), as shown in fig. 1.1 for nuclei with I  = \  
and §. The energies of the Zeeman levels can be calculated from eq. (1.5) and equate 
to
E mi =  -jh B orri! .  (1 .6)
Eq. (1.6) states that the potential energy of a nucleus with its spin aligned parallel to 
the external field is lower than for an anti-parallel alignment. The alignment parallel
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1= 1/2 1=3/2
E m=-3/2E
AE= yfr Bo
m=-l/2
AE= yh Bo
  m=-l/2
AE= yh Bq
m=+l/2
m=+l/2
AE= yh Bq
m=+3/2
Figure 1.1: The spin states of I  = \  and I  = |  nuclei in a magnetic field.
to the external field is therefore the preferred spin state. This is true as long 7  is
positive. The energy separation, AE, between two neighbouring levels (Am/ =  1) 
is constant and evaluates to
The transition between two neighbouring energy levels requires the absorption or 
emission of a quantum of electromagnetic radiation with an energy AE. Equating 
AE  with hu, the resonance frequency u 0 of the transition is obtained.
Some typical values of ljq/2tt for different nuclei at a field strength of B0 =  2.3488 T 
can be found in table 1 .1 .
1.2.3 The Boltzm ann distribution and the population of 
spin states
In a macroscopic sample the number of nuclei is very large and typically in the 
order of 1022 to 1023 nuclei per cm3 of sample volume. Without an external magnetic 
field applied the magnetic moment of each nucleus can be oriented in an arbitrary
A E  =  yhBo. (1.7)
u)0 = 7 S0. (1.8)
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direction and no coherence between the nuclei is observed. If the sample is placed in 
magnetic field the nuclei will align themselves in one way or another. For a particular 
nucleus the alignment is still arbitrary and it can find itself in any of the spin states 
generated as the field was switched on. For the total spin population things have 
changed, however. At thermal equilibrium the distribution of nuclei between the spin 
states described by the magnetic quantum numbers m/ is governed by the Boltzmann 
distribution. The number of nuclei populating one spin state simultaneously is given 
by [75]
- N{mi)  =  27T T  exp ( " T ^ )  (L9)
where N0 is the total spin population, E(mi)  the potential energy of the spin state 
(eq. (1.6)), ks  is Boltzmann’s constant and T  is the absolute temperature. The 
N(mi)  satisfy the relationship
No =  Y , N  K ) -  (1-1°)
771/
Since the potential energies of the spin states are much smaller than the thermal 
energy &bT  at room temperature (293 K), approximately a factor of less than 10-4, 
the difference in population between neighbouring energy levels is very small. The 
ratio between two levels is given by
N(mj) (  E(mr) -  E(mr +  1) \  (  jh B 0\  „  11N
i v K T T )  =  exP ( -------------& ---------- )  =  ex p ( - h t )  ' (1'n )
In the case of protons in a field of B 0 = 1  T, the ratio is calculated to be 0.999993. 
This means that for 1,000,000 protons in the spin state mi = — \  there are 1,000,007 
protons in the spin state mi  =  | .  This small difference in the spin population can 
cause problems for the NMR experimenter when either non-abundant nuclei are 
studied or very small sample volumes are investigated.
The total magnetisation, M 0 of a sample can be calculated via
M 0 =  ^ /L t / (m7)AT(m/) (1.12)
mj
For a spin-1 nuclei, like the proton, this evaluates to
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1.2.4 The classical treatm ent
A classical picture of the resonance phenomenon can be derived from the behaviour 
of a rotating, charged particle in a magnetic field B.  From eq. (1.1) it is known that 
the particle possesses a magnetic moment. If the particle is placed in a magnetic 
field, the field will exert a torque on the particle and its angular momentum J  or
rather its magnetic moment will change according to
J  =  T ( c x B ) .  (1-14)
The differential equations for the three spatial components of /x can be written, 
assuming a magnetic field of the form B  = {0,0, .Bo} (as in sec. 1.2.2), as
^  =  jBoHy (1.15)dt
= - 7  Bofix (1.16)dflydt
t  = ° <■■">
The solutions to these equations are found to be
Hx{t) =  Vi. cos^Bot  +  ip) (1-18)
MyW =  -fJ>±sm(jBot + ^)  (1-19)
M*C0  =  M|| (1-20)
where is the component of /x orthogonal to B 0, is the component parallel 
to the field direction and is an arbitrary phase offset. The movement described 
by eqs. (1.18-1.20) is a precession of the individual magnetic moments about the 
axis of the external magnetic field B 0. The sense of the rotational movement of the 
transverse component fij_ is determined by the minus sign in the y-component and is 
clockwise, looking down the rotation axis in a right-handed coordinate system [105]. 
The signed precession frequency, the so-called Larmor-frequency ( c j l ) ,  is given by
U)L = - y B 0. (1.21)
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The magnitude of ujl is equivalent to the resonance frequency u 0 obtained for a 
transition between two neighbouring Zeeman energy levels,
\wl\ =  =  7^o- (1.22)
The macroscopic behaviour can be determined by a summation over all magnetic 
moments as done in eq. (1.12). The differential equation (1.14) rewrites to
^  =  7 { M x  B )  (1.23)
and the equations for the individual components (eqs. (1.15-1.17)) transform in a 
similar manner. In the cases of the eqs. (1.18-1.20), however, the summation averages 
over all possible phase offsets ip. Since in the state of thermal equilibrium all phase 
angles (0 -  27r) are equally probable, all transverse components average consequently 
to zero. This means that the macroscopic magnetisation at thermal equilibrium has 
only a component parallel to the axis of the magnetic field and the magnetisation 
vector can be written as
M  =  M 0 =  {0,0,M 0 =  M J  .(1-24)
with Mz being equivalent to the total magnetisation M0. Nevertheless, the transverse 
magnetisations Mx and My will be taken into account in the following proceedings 
to retain generality.
1.2.5 M anipulating m agnetisation and the rotating frame of 
reference
In order to study a sample in an NMR experiment the equilibrium sample mag­
netisation has to be disturbed while the sample is still placed in the magnetic field 
B q. The behaviour of the magnetisation observed during its return to equilibrium 
may provide information about certain properties of the sample material. The state 
of equilibrium is perturbed by applying electromagnetic radiation with an energy 
equal to Tiujq which causes spin transitions from a lower to a higher Zeeman energy 
level. To excite the spins the B  component of the electromagnetic radiation has to
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be perpendicular to the main field B 0. The direction of the exciting field is usu­
ally defined to be along the x-axis in the laboratory frame. The frequency of the 
radiation used in NMR experiments is typically in the radio-frequency (Rf) range 
(see table 1.1). The oscillating magnetic field is induced by passing a sinusoidally 
varying current through a coil which surrounds the sample and is defined as
B\{t) =  {2Bi cos(u)t), 0,0} (1.25)
in the laboratory frame of reference, E. The oscillation of the transverse magnetic 
field can be expressed as two independent, counter rotating fields of amplitude B\ 
(see fig. 1.2a), given by
^ 2BiCos(ut) ^
V
^ Bi cos(o;t) ^
/
Bi sin(o;t) 
0
^ Bi cos (—cot) ^
+
/ V
Bi  sin(—ut) 
0
(1.26)
The sign in front of the frequency determines the sense of the rotation. As before the 
negative frequency represents a clockwise rotation whereas the positive frequency 
stands for an anti-clockwise rotation. The precessing nuclei will be predominantly 
affected by the component rotating in the same direction, clockwise (sec. 1.2.4). The 
component rotating in the opposite direction will appear to rotate at twice u  and 
its effect can be neglected to first order.
The sample magnetisation now experiences the combined affect of the two super­
imposed magnetic fields B 0 and Bi(t) which can be written as an effective field,
B ef j  = {Bicos(ut) ,—Bism(ut),Bo} (1.27)
Applying eq. (1.23), the equations of motion for the individual components of M  
evaluate to
dMx
dt
dMy
dt
dMz
dt
7 B 0My +  yBiM z sin(cjt) 
- j B 0Mx +  j B i M z cos (a)t)
—7 i?i(Mx sin(ojt) +  My cos(a)t)).
(1.28)
(1.29)
(1.30)
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At this point it becomes useful to introduce the concept of the rotating frame of 
reference, E'. This frame rotates about the z-axis in the laboratory frame with the 
same frequency and in the same direction as nuclear precession, =  — cj0. In this 
rotating coordinate system the rotating Bi field becomes static and a fictitious field 
is induced along the — z'-axis, which cancels B0 at resonance as depicted in fig. 1.2b.
In the rotating frame the components of the magnetisation are given as
M'x — Mx cos(ujt) — My sm(wt) (1-31)
My =  Mx sm(u)t) +  My cos(ujt) (1.32)
M'z = Mz. ... (1.33)
Using eqs. (1.28-1.33), the equations of motion in the rotating frame can be written 
as follows:
^  =  (c0 - u ) M 'y (1.34)
^  = -{uja -uj)M'x + yB,M'z (1.35)
^  (1.36)
The terms with (cjo— uj) disappear when the resonance condition is met exactly. They 
complicate the motion and introduce off-resonance effects if a small frequency shift 
between nuclear precession and applied radiation is given. On resonance, the motion 
of the magnetisation in the rotating frame is described by a clockwise precession 
about the rr'-axis at an angular frequency of uji =  7 B1, see fig. 1.2b. The duration of 
the R f irradiation determines the flip angle, a, of the magnetisation, a  is defined as 
the angle between the z'-axis and the magnetisation M '  at the end of the irradiation 
period and is given by
p tp
a = jB id t  (1-37)
Jo
where tp is the duration of the R f irradiation. The irradiation times to achieve 
(say) a quarter rotation (a =  90°) are usually very short (typically between 1 f i s
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Figure 1.2: (a) The equilibrium magnetisation, Mo, aligned with the external mag­
netic field, Bq, and a transverse Rf field switched on, represented as two counter 
rotating, circularly polarised fields, in the laboratory frame, (b) During the Rf pulse 
in the rotating frame of reference. B\ is stationary, Bq is cancelled by the fictitious 
field along the —z '  axis, and M  precesses about B\. (c) After the Rf field is switched 
off, the magnetisation precesses in the transverse plane of the laboratory frame at the
frequency, uq.
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and 1 ms), so that one refers to R f pulses for the periods when Rf radiation is 
applied. In most cases a sequence of Rf pulses has to be applied to achieve the 
desired manipulation of the magnetisation. At the end of a so-called 90° pulse the 
magnetisation vector is aligned parallel to the y'-axis and M' =  0. In quantum 
mechanical terms this means that both energy levels (in the case /  =  |)  are equally 
populated. Furthermore, all nuclear magnetic moments are in phase (ip = 0).
1.2.6 The N M R  signal, relaxation and the Bloch equations
Once the R f pulse has been switched off, the magnetisation vector starts to precess 
at the Larmor frequency about the axis of the external field Bo in the laboratory 
frame. The motion of the magnetisation follows similar equations as the single nu­
clear magnetic moment (eqs. (1.18-1.20)) given by eq. (1.23). Previously, the flux 
of an oscillating current through a coil induced a rotating magnetic field, now, it is 
the other way round. The components of the magnetisation rotating in the xy-plane 
of the laboratory frame now induce, according to Faraday’s law, an electro-motoric 
force (e.m.f.) in the coil which oscillates with the Larmor frequency and is propor­
tional to the transverse magnetisation. This e.m.f. signal, typically of the order of 
10-6  V, is the small detectable signal of the NMR experiment. In most cases the 
coil used to transmit the Rf pulse is identical with the coil receiving the response 
signal. It can be, however, useful, for example in medical imaging applications, to 
use differ<en£ coils for excitation and signal acquisition.
Without any further interactions one would expect to detect a sinusoidally varying 
signal of constant amplitude. In practice this is not the case, since the spins within 
the sample interact with each other and the surrounding environment. This leads to a 
reduction of the transverse magnetisation, so-called relaxation, and an increase in the 
^-magnetisation. The mechanisms behind the relaxation effect were first discussed 
by Bloch in 1946 [14] and divided into two distinct types, the spin-lattice and spin- 
spin relaxation.
The spin-lattice or longitudinal or relaxation governs the return of M ' to equi­
librium. The recovery of M'z after the application of an R f pulse to its original value
14 CHAPTER 1. INTRODUCTION TO NMR
Mq is assumed to follow an exponential law. The time constant for this process, Ti, 
is determined by the rate at which the nuclear spins can exchange their newly ac­
quired energy with the surrounding environment or lattice. The change in M'z with 
time is given by the equation
■dM'z =  (M' -  Ml) . .
dt Ti
The spin-spin or transverse or T2 relaxation is defined as the irreversible loss 
of coherence between the nuclear magnetic moments which reduces the transverse 
magnetisation without increasing the longitudinal magnetisation. This process is 
caused by the mutual exchange of magnetisation within the spin system and requires 
no energy transfer. The effect of the relaxation on the transverse magnetisation 
components in the rotating is expressed in the following equations
=  -  Mr  (1 39)
dt T2 [ }
dM' M' / x
n r  -  ~  %  <L4°>
Since the relaxation processes act equally on the magnetisation in either laboratory 
or rotating frame of reference, the equations of motion in laboratory frame including
the effects of relaxation may be written in the following general form
dMx Mx
—  = 7  ( M x B ) * -  —  (1.41)
dMy = 7 ( M x B ) y - ^  (1.42)dt ,y T
dMz (Mz -  M0)
- ^ = 7 ( M x B ) z - 1 0> (1.43)
These are the fundamental equations describing the phenomenological response of
the system in the presence of an arbitrary magnetic field B.  The eqs. (1.41-1.43)
are known as the Bloch equations [14] which may be written combined as
d M  , n/r M  xoB ( M  • B ) B  (  1 1 \  . .
— 7 (M  x  B)  — —  +  I- ■ u > - - -  (1.44)dt ,v '  T2 Ti B 2 \ T 2 Ti
where xo is the nuclear magnetic susceptibility such that XoB = M 0.
A more detailed theory of relaxation taking into account the different mechanisms 
with which nuclei interact with each other and their environment, e.g. dipolar effects
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and chemical shielding, is based on the work of Bloembergen, Purcell and Pound in 
1948 [15], the so-called BPP theory of relaxation.
The measurement of T\ and T2 can provide important information on both the 
molecular environment and motional properties of the spins. The fact that simi­
lar nuclei in different molecular environments differ in spin-spin and spin-lattice 
relaxation times contributes largely to the usefulness of NMR and MRI techniques.
1.3 Pulse sequences and m ethods to  measure Ti 
and T2 relaxation
1.3.1 Free induction, spin and stim ulated echoes
As described earlier, if a resonant Rf pulse is applied in the presence of an external 
magnetic field the magnetisation will precess through an angle a  about the axis of 
the Rf field. After the pulse the magnetisation transverse to the external field will 
start to precess about the field axis at the resonance frequency cj0. The rotating 
magnetisation induces an oscillating signal which is detected during the NMR ex­
periment. This induced signal was first observed by Hahn in 1950 [68] and called 
“free induction”. The signal amplitude decreases exponentially with a time constant 
Tf which is generally shorter than the transverse relaxation time T2 due to an ad­
ditional dephasing of the magnetisation caused by field inhomogeneities. The “free 
induction decay” (FID) after an initial 90° pulse is shown in fig. 1.3.
Somewhat later Hahn discovered [69] that the dephasing due to field inhomo­
geneities was reversible. After applying a second Rf pulse of the same duration as 
the initial pulse and an arbitrary phase, he observed an increase in the induced 
signal in the time following the second pulse. The signal reached a maximum as 
the time passed after the second pulse equalled the separation between the two R f 
pulses. The phenomenon was called “spin echo”. Although Hahn’s original spin echo 
experiment consisted of two 90° pulses, the spin echo sequence is usually referred to 
as the combination of an inital 90° pulse followed by 180° pulse which was proposed
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Figure 1.3: The free induction decay (FID) after a 90° pulse decaying with a rate 
corresponding to Tj-1. The decay envelope of the true T2 decay is indicated as a
dashed line.
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Figure 1.4: The Carr-Purcell spin echo.
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by Carr and Purcell in 1954 [34]. The formation of an echo is described in fig. 1.4 
using the Carr-Purcell sequence.
After the application of a 90° pulse the magnetisation is aligned along the ?/-axis in 
the rotating frame (fig. 1.4 A). Thereafter, the spins lose coherence in their rotational 
motion due to spin-spin interactions and field inhomogeneities. This causes some 
nuclei to precess faster than uo and some to precess slower. In the rotating frame 
this can be illustrated as a fanning out of the individual magnetisation vectors due to 
an accumulating phase difference (fig. 1.4 B). After a time r  a 180° pulse is applied 
which rotates the magnetisation about the rc'-axis at an angle of 180°. The direction 
of the precession of the spins is unchanged, but they are now converging towards 
the negative y '-axis (fig. 1.4 C). At a time r  after the 180° pulse the reversible 
dephasing of the magnetisation is refocused and an echo maximum is observed (fig.
1.4 D) before the spins dephase and the signal decays again.
A second type of echo was discovered by Hahn in 1950 [69]. After applying a third 
R f pulse sometime after the spin echo had disappeared again, he observed a second 
spin echo at a time after the third pulse which equalled the separation between the 
first and the second pulse. He named the second echo “stimulated echo”, because 
it arises from magnetisation which is stored along the 2- and - 2-axis in the time 
interval between the second and the third pulse and the third pulse “stimulates” 
this magnetisation to return into the xy-plane where it refocuses. The sequence and 
the echo formation are described in fig. 1.5. As before, the first 90° pulse rotates 
the magnetisation into the transverse plane (fig. 1.5 A) where it dephases during 
the evolution period leading up to the second pulse (fig. 1.5 B). After a time ri 
a second 90J pulse is applied, which rotates the fanned out magnetisation about 
the z'-axis into the ^.V-plane (fig. 1.5 c). The residual transverse magnetisation 
continues to precess and converges towards the negative y1-axis where it refocuses 
at a time T\ after the second pulse giving rise to Hahn’s spin echo [69] (indicated 
as a dotted line in fig. 1.5). In the time thereafter the transverse magnetisation 
dephases again until all coherence is lost whereas the part of the magnetisation 
aligned along the negative and positive z'-axis remains unchanged (fig. 1.5 D). At a
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Figure 1.5: The stimulated echo sequence.
time r2 after the second pulse, with r2 > 7i, a third 90° pulse is applied which rotates 
the longitudinal magnetisation components back into the transverse plane (fig. 1.5 
E). These components have now experienced effectively an 180° pulse such that 
after a further precession period of duration t\ the coherence of these components 
is restored giving rise to the stimulated echo (fig. 1.5 F).
Assuming that during the first period t\ the magnetisation spread oulscompletely 
over the transverse plane, the fractions of magnetisation contributing to the spin 
and stimulated echo are a |  each of the total magnetisation M0.
In most applications of the stimulated echo (STE) sequence one is only interested
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in the stimulated echo and the echo after the second pulse is completely ignored. 
That it may, however, prove useful is shown in Chapter 4.
1.3.2 M easuring spin-spin relaxation T%
As described in the last section, one has to distinguish between reversible and irre­
versible dephasing of the transverse magnetisation. Whereas the coherence lost in 
the reversible process due to field inhomogeneities can be restored in a spin echo 
sequence, the irreversible process due to spontaneous magnetisation exchange be­
tween nuclei cannot and causes the transverse magnetisation to decay with a time 
constant T2.
The relaxation time T2 can be measured using the Carr-Purcell spin echo sequence 
(fig. 1.4) by recording the echo amplitude as a function of the pulse separation r. 
The functional relationship between the echo amplitude E  at the time t = 2r  is 
given by
where Mo is the equilibrium magnetisation and r is the separation ,centre-to-centre, 
between the two R f pulses.
A more efficient way is provided by the multiple spin echo sequence proposed by 
the same authors, Carr and Purcell, in 1954 [34]. A modification of this multiple 
echo sequence, shown in fig. 1.6 , was proposed by Meiboom and Gill in 1958 [113]. 
This sequence is now commonly used to measure T2 relaxation times and known as 
the Carr-Purcell- Meiboom-Gill (CPMG) sequence. The echo amplitude at time t is 
given by
(1.45)
with t = 2 nr (1.46)
where n is the echo number.
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(n-1)
Figure 1.6: The CPMG multiple spin echo sequence. The brackets indicate the basic 
unit of the sequence which is repeated successively in the experiment.
1.3.3 M easuring spin-lattice relaxation T\
One way to measure the relaxation time T\ could be by using the STE sequence 
(fig. 1.5). The intensity of the stimulated echo is given by
w   ^ M0 (  2ti 2 7 i-fr2 ^ ( r 1, r 2) =  - e x p ( - - ------ — (1.47)
In the limit t\ « f 2, the relaxation during the period 2ri can be neglected. The Ti 
decay can be mapped by keeping t\ constant and varying the duration of the period 
7~2 during which magnetisation is stored along the longitudinal axis. So, the effect of 
the T2 contribution to the signal decay stays constant while Ti effect changes with
Tm.
However, the relaxation time Ti is more commonly measured using the “inversion 
recovery” sequence proposed by Void et al [151] in 1968. A schematic diagram of 
the sequence is shown in fig. 1.7(a). First, the equilibrium magnetisation vector 
along the V-axis is inverted by an initial 180° pulse. The magnetisation, now along 
the — z'-axis, returns to its equilibrium position via spin-lattice relaxation processes. 
After a time r, a 90° pulse is applied to rotate the remaining M'z component into 
the transverse plane. Here, the residual magnetisation can be measured by acquiring 
either the FID directly after the 90° pulse or the spin echo after the application of 
a second 180° pulse. In either case the measured signal intensity depends on the 
pulse delay r  between the initial 180° and the 90° pulse. The relationship between
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intensity and r  is given by
E(t ) =  M0 1 — 2 exp —(-s)] (1.48)
The fact that the magnetisation can be measured over a range of size 2M0 contributes 
largely to the accuracy of the method (fig. 1.7(b)). A rough estimate for Ti can be 
obtained from measuring the “zero time”, r0, with E ( t 0) = 0. Prom eq. (1.48), r0 is 
equal to ln(2)Ti. This can be utilised in experiments on mixtures when it is desired 
to suppress the signal of one component.
180 90
t
+M -
Figure 1.7: (a) The inversion recovery pulse sequence, (b) A schematic plot of the
signal intensity vs r.
1.3.4 N M R  relaxometry
The measurement of NMR relaxation times (Ti or T2) of liquids confined in a com- 
partmental material (e.g. biological cells, porous materials) can be used to infer 
information about structural properties of the material. The theory of how to anal­
yse the relaxation data was first developed by Brownstein and Tarr in 1979 [22]. It
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is based on the fact that after excitation nuclei in the proximity of a surface (cell 
or pore wall) relax with a faster rate than similar nuclei associated with the “bulk” 
liquid so that Xf_1 <  T --1 where % =  1 ,2  for Ti or T2 relaxation respectively. The 
enhanced relaxivity in the surface vicinity is mainly due to strong, but short-range 
dipolar interactions between the liquid molecules and magnetic dipoles in or bound 
to the surface or paramagnetic impurities in the surface of the material. The range 
of these relaxation enhancing interactions, A, is considered to be of the order of the 
thickness of one molecular monolayer (e.g. A «  3 A for water).
If the liquid molecules diffuse fast enough they will encounter the solid-liquid 
interface several times during the time scale of the NMR experiment. The condition 
is
* > (1-49)
the so-called “fast-diffusion limit” , where t is the duration of one measurement, a the 
pore size and D the self-diffusion coefficient of the bulk liquid. The upper limit of 
the compartment size to which the following relaxation analysis is applicable can be 
estimated using eq. (1.49). Considering a typical diffusion coefficient of ~  10” 5 cm2/s 
(e.g. water) and assuming an approximate time range for the NMR experiment of 
several milliseconds, the condition is fullfilled if a < 1 /mi.
In the fast-diffusion limit the measured relaxation rate is the weighted mean of 
the bulk and surface relaxation rates. The weighting factor is given by the surface- 
to-volume ratio, y, which contains the information about the physical structure of 
the material. The observed relaxation rate, T°bs~l , is given in the case of a single 
pore or a spatially homogeneous material by
1 1 + M -  (1-50)'jpobs 'jpb rps y '
For spatially inhomogeneous systems a distribution of pore sizes has to be taken into 
account and the analysis depends on whether the liquid molecules are considered to 
be confined to a specific pore for the time of the experiment (discrete pore model) 
or they migrate between pores of different sizes (diffusion cell model). A detailed
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account of the two models and their application to porous media (e.g. sandstones, 
rocks and porous silica glass) is given by Halperin et al. [72] and D’Orazio et al. [123].
1.4 Introduction into N M R  imaging
To obtain a NMR image it is necessary to assign the nuclear signals to their respec­
tive spatial origin. In 1973, Lauterbur [104] and Mansfield and Grannel [108] realised 
independently that the linear relationship between Larmor frequency and magnetic 
field strength could be exploited to spatially encode frequencies in a sample by su­
perimposing a linear field gradient G upon the static B 0 field. The result is that 
nuclei residing in different locations along the direction of the magnetic field gra­
dient precess at different frequencies. The nuclear Larmor frequency at a particular 
position r  is given by
u (r , t )  = t \Bo\ +  jG ( t)  - r  . (1.51)
Commonly, G(t) ■ r  is much smaller than B0 so that the gradient imposes only a 
small shift in frequency compared to the resonance frequency ujq.
Since its discovery in 1973, NMR imaging (MRI) has come a long way and 
branched out into a variety of different techniques and applications, such as medical 
NMR tomography, NMR microscopy and solid state MRI, just to name the main 
directions of development.
1.4.1 k - Space representation
In analogy to x-ray diffraction techniques, Mansfield and Grannell [108] introduced 
in their original 1973 paper the concept of a reciprocal space, called fc-space. The 
wave vector k with the dimension [length-1] is the Fourier conjugate to the spatial 
vector r  and defined as
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where the second equality holds in the case of a constant gradient. The NMR time 
domain signal acquired in the presence of the imaging gradients Gx, Gy and Gz may 
be written under use of eq. (1.52) as
represents the spatial distribution or image of spins in the sample. The image recon­
struction in MRI is based on the transformation of the acquired ft-space data into a 
real space representation via eq. (1.54).
The principle difference between various NMR imaging techniques is the way k- 
space is sampled. The basic tools used to scan through k-space are described briefly 
in the next section.
1.4.2 Sampling fc-space
1.4.2 .1  Frequency and  phase encoding
The definition of k  (eq. (1-52)) contains two parameters, G and t, which may be 
varied to sample fc-space. Considering just one dimension this brings to mind that 
point-by-point sampling may be accomplished by either acquiring a time domain 
NMR signal in the presence of a constant gradient or stepping through a range of 
gradient amplitudes, each applied for a fixed time, and acquiring the signal after 
each gradient application. The former approach is called frequency encoding. Here, 
a Fourier transformation of the time domain signal with respect to time results in a 
frequency spectrum which is essentially a one dimensional profile along the gradient 
direction. The latter approach is called phase encoding. The applied gradient causes 
a phase modulation of the signal depending on the position along the gradient axis. A 
one dimensional profile is obtained by performing the Fourier transform with respect
S(k) I I I  p(r) exp(z27rfc • r)d  (1.53)
where p(r) is the spatial distribution of the spin density within the sample and the 
integral is over the sample volume. The corresponding Fourier transform
(1.54)
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to the gradient magnitude G and not t. It is obvious from here, that frequency 
encoding requires a single measurement transient whereas phase encoding needs 
multiple transients. However, since time varies for the former, relaxation broadening 
is applied whereas relaxation is constant for the later.
1.4.2.2 Selective excitation
The application of an R f  pulse in the presence of a linear gradient excites spins 
within a specific region of the sample perpendicular to the gradient direction. The 
width of the excited region (the so-called slice) along the gradient axis depends 
on the frequency spread imposed by the gradient relative to Uo and the frequency 
bandwidth of the pulse. Since the pulse bandwidth is inversely proportional to the 
pulse duration a selective slice is excited using an R f  pulse with a long tp which 
results in a narrow frequency bandwidth. The width of the excited slice on a spatial 
length scale is given by
A rM R I =  (L 55)
The term “soft” pulse originates from the fact that the condition B\tp = constant 
requires a low Bi amplitude if tp is long. Since a rectangular R f  pulse produces 
a sine shaped excitation pattern, R f  pulses are commonly modulated to obtain a 
more homogeneous and sharper defined slice profile. Acquiring an MR image by 
selective excitation was first proposed by Garroway, Grannell and Mansfield [59] in 
1974.
1.4.3 Solid-state N M R  imaging
While liquid-state MRI evolved very rapidly since 1973, developments in the solid- 
state branch of MRI took off «ta much slower pace. The boost in liquid-state MRI 
was mainly due to the early recognition of the strong potential for applications 
in medical diagnostics, but the lack of commitment for material sciences does not 
explain solely the lagging behind of development in solid-state MRI.
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The solid matrix gives rise to some physical properties which handicap the straight­
forward application of liquid-state techniques to non-liquid materials and therefore 
require more sophisticated approaches to obtain images of liquid-like quality. The 
foremost reason is that the natural linewidth, A<v =  °f resonance lines in solid 
materials is several orders of magnitude larger than in liquids. Since the maximum 
achievable image resolution, A r ^ 7, is directly proportional to Av,
(1-56)
the gradient strength required to obtain images of similar resolution as liquid-state 
images increases about the same order. Furthermore, the severely shortenas! trans­
verse relaxation time sets very demanding specifications on the spectrometer hard­
ware, e.g. fast electronics, short coil and receiver dead-times, high-power R f am­
plifiers. An alternative route to large gradient strengths is to reduce the resonance 
linewidth by manipulating the spin system.
Two excellent reviews about the state-of-the-art in solid-state MRI were published 
in the early nineties by Jezzard et al. [83] and Cory [64].
1.4.4 W hy broad lines?
Since the natural linewidth is directly correlated to the transverse relaxation, the 
broad resonance lines observed in solid materials are a direct indication for the 
short T2 relaxation times in these systems. T2 in solids is much shorter than the 
times usually encountered in the liquid state. On the basis that the mechanisms 
which cause nuclei to relax are in the solid state not different from them in the 
liquid state, they must then be more effective in solids.
The main relaxation mechanisms are the dipolar, the chemical shielding or shift 
and the quadrupolar (for spin I  > 1 )  interaction. Without going into the details of 
the respective interaction Hamiltonians of these relaxation mechanisms one can say 
all of them contain in one way or the other directional dependencies, such that the 
strength of the interaction not only depends on the distance between two interac­
tion sites but also on the orientation to each other. In liquids, these orientational
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dependencies are more or less averaged out due to the “fast” and random rotational 
and transverse motions of the nuclei. This has the effect that the strength of the 
interactions is weakened and becomes isotropic, that means only distance depen­
dent. Hence, relaxation is less effective and linewidths are much narrower. In solids, 
the rigid lattice prevents the motional averaging of the interactions and the orien­
tational effects come full into bearing, resulting in an increased interaction strength 
and hence, a more effective transverse relaxation and broad resonance lines.
In heterogeneous, particularly porous, materials susceptibility gradients are an­
other major mechanism causing line broadening. At interfaces between materials 
with very different magnetic susceptibilities (e.g. at solid-air, solid-liquid and liquid- 
air interfaces) occur strong, but very localised, magnetic field gradients due to the 
local change in the effective Bo field. The resulting broadening of the resonance 
line can be of the order of several kHz. With regard to imaging of fluids in porous 
solids, these local field gradients can have a dramatic effect on the image intensity 
and quality due to signal reduction by molecular diffusion in these susceptibility 
gradients.
For a detailed account on line broadening and relaxation mechanisms in solid-state 
NMR one may be referred to Slichter’s “Principles of Magnetic Resonance” [140] and 
Banci, Bertini and Luchinat’s “Nuclear and Electron Relaxation” [5].
To obtain images with reasonable resolution despite a broad resonance line one 
may attempt either to reduce the linewidth artifically or cope with it. In the first 
case, so-called “line narrowing” techniques are applied which are designed to ma­
nipulate the spin system in such a way that the effect of specific terms in the in­
teraction Hamiltonian causing line broadening is either compensated, averaged out 
over time or at least strongly reduced. The application of multiple pulse or magic 
angle spinning (MAS) techniques are particularly successful in reducing the effect 
of dipolar and chemical shift anisotropy terms in the Hamiltonian. For details about 
these techniques, especially within the context of imaging, one may be referred to 
the reviews by Jezzard et al [83] and Cory [64]. A more general review about NMR 
techniques applied in materials physics, with the emphasis on MAS applications, has
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been published by Smith and Strange [2]. In the second case, so-called “broad line” 
techniques are applied which basically attempt to dominate the encountered natural 
linewidth with a strong field gradient. The main broad line imaging techniques are 
discussed in more detail in the following section.
1.5 Broad line imaging techniques
Broad line imaging techniques, generally, try to cope with the natural line width 
encountered for a specific sample. This, however, requires that the equipment is 
capable of producing high gradient strengths, fast gradient switching and fast data 
acquisition due to the rapidly decaying signal. The approaches discussed here in 
more detail have been applied for studies presented in this thesis.
1.5.1 Broad line gradient echo imaging
One possible way to avoid the fast switching of gradients is to employ oscillating field 
gradients. Although oscillating gradients had already been applied in conjunction 
with multiple-pulse line-narrowing techniques to image solids [115], their use for 
broad line gradient echo imaging of solids was first proposed by Cottrell et al. in 
1990 [38]. The gradient is sinusoidally modulated, according to the equation
A timing scheme for the basic gradient echo sequence is shown in fig. 1.8. The 90° 
pulse is synchronised to the time of zero field gradient to minimise the required R f 
power. The expected resolution, A i s  given by
where A u  is the linewidth and (G(t)) is the average value of the sinusoidal field 
gradient over half a period. The optimum choice for the gradient period depends on 
the instrumental dead-time, r^, T% and T2 relaxation times. This leads to the three
(1.57)
where Go is the peak value of the gradient and 2r  is the period sine-modulation.
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Figure 1.8: A timing diagram for the basic one-dimensional gradient echo imaging
sequence.
following conditions: (a) 2r  > 2r^, such that the entire echo forms away from the 
dead-time, (b) 2r  > 2T£, such that the echoes are clearly separated and (c) 2r  < T2, 
such that there is sufficient signal available [38].
The full gradient echo is acquired in the experiment. However, the non-linear na­
ture of gradient makes it necessary to linearise the echo data as if recorded in a linear 
field gradient. Then, the data is Fourier transformed to obtain a one-dimensional 
profile. Subsequent gradient echoes may be added to enhance the S/N ratio.
While the imaging scheme proposed by Cottrell et al requires back projection 
reconstruction to obtain two-dimensional data [38], Mat Daut and Halse introduced, 
in 1992, a two- dimensional FT variant of this sequence [42] which allows to cover 
ft-space on an approximately square grid. Recently, in 1996, a three-dimensional FT 
scheme was proposed by Mallett et al. [107].
A steady-state variant of the basic gradient echo sequence was proposed by Mc­
Donald et al in 1993 [111]. Due to the finite pulse width the assumption that G = 0 
during the pulse is only an approximation. Depending on the actual pulse length 
and the gradient period the pulse experienced at both sample ends is degraded by 
the gradient. This results in a reduced field of view, since the assumption that the
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pulse field is larger than the gradient field is no longer true for the entire sample 
and consequently, image distortions are observed. The application of a short sub-90° 
pulse can improve the image quality dramatically as demonstrated by McDonald et 
al. [111]. The loss in signal intensity due to the small pulse flip angle can be recov­
ered by using a train of rapidly repeated pulses yielding a steady-state and averaging 
over a sufficiently large number of echoes. A typical timing scheme is shown in fig. 
1.9.
-------------------  2 m    ►
RF & 
signal
m
Figure 1.9: A typical pulse timing diagram for steady-state variant of the gradient 
echo sequence. A short gradient stabilisation period before the first Rf pulse is fol­
lowed by the basic unit of the sequence which consists of Rf pulse and n gradient 
cycles. The unit is repeated m  times and the signal is averaged until sufficient echoes
have been accumulated.
The basic imaging scheme can be modified to achieve different relaxation con­
trasts in the images. More detailed accounts on existing sequences, reconstruction 
procedures and recent improvements with regard to the Surrey broad line gradient 
echo system are given in the works of Roberts [137] and Benson [9].
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1.5.2 Constant tim e imaging (CTI)
A simple phase encode method to image solids, shown in fig. 1.10 was proposed 
by Emid [48] and Emid and Creyghton in 1985 [49]. This method presents another 
method to avoid the fast switching of gradients, since excitation and acquisition take 
place in the presence of the gradient. The authors suggested that all line-broadening 
mechanisms could be “removed” by sampling the FID at a fixed time during a 
spin evolution period [49]. The idea behind this is that the relaxation effects up to 
the sampling point are constant throughout the experiment and do not affect the 
spectral resolution. A one-dimensional image is acquired by incrementally changing
tc
RF
G,
Figure 1.10: A one-dimensional constant time or single-point imaging sequence.
the gradient in subsequent acquisitions. In each measurement the FID is sampled at 
a fixed time tc after the excitation pulse in the presence of the gradient. If tc is short 
enough the relaxation effects on the spin evolution will be constant and unobserved. 
Hence, only the effects of the gradient interaction changing from data point to 
data point will be observed. This allows the acquisition of high resolution images 
independent of the sample’s natural linewidth. The achievable spatial resolution is 
given by [83]
1
^ G m a x t c
(1.59)
It should, however, be noted that the line-broadening is not actually removed as 
the authors originally suggested, but rather masked [83]. The acquisition of one
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data point at a time has coined the expression “Single-Point Imaging (SPI)” for this 
particular CTI technique. The sequence shown in fig. 1.10 can be easily extended 
to cover two and three dimensions.
Recently, in 1996, a ramped version of the SPI sequence was proposed by Balcom 
et al. [4]. The sequence, called “SPRITE” for Single-Point Ramped Imaging with 
Ti Enhancement, is shown in fig. 1 .11 . Unlike the basic SPI sequence (fig. 1.10),
Figure 1.11: The SPRITE sequence for one-dimensional profiling. The figure only 
shows 16 gradient steps, usually 64 or 128 steps are employed. The step length is
typically less than 5 ms.
the gradients are not switched on and off for each acquisition. Instead the gradient 
is ramped in discrete steps. At each gradient step a R f pulse is applied and a 
single data point collected at a fixed time tc after the pulse. This bears two major 
advantages over the basic SPI technique. Firstly, the total acquisition time is reduced 
by avoiding waiting periods due the finite gradient rise times and secondly, the short 
step lengths and the “small” gradient increments reduce the mechanical forces on 
the gradients due to a low overall dB /d t  [4].
The signal intensity, S, from any point in the image is given by [4]
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where p is the spin density, T R  is the pulse repetition time given by the step length 
and a  is the R f flip angle. Since T R  is usually much shorter than T\ (typically, 
< 5 ms, to reduce the overall gradient duration), the desired Ti-weighting can be 
achieved by varying the pulse flip angle, a, such that a  is usually much less than 90°. 
The one-dimensional sequence shown in fig. 1.11 can, again, be easily extended for 
two- and three-dimensional imaging. Very recently Beyea et al. proposed SPRITE 
and SPI variants for relaxation time mapping of short systems [11].
Various other CTI variants have been developed for which one may refer to refs. 
[64,83]. One of them, proposed by McDonald et al. [110], employs the solid echo 
sequence [129,130] to obtain a better S/N ratio. The sequence is applied in the 
presence of the phase encoding gradient, like in the original SPI sequence. The 
single data point is collected at the maximum of the solid echo.
1.5.3 Stray field imaging
Stray field imaging (S trafi) is a relatively straightforward and primarily one­
dimensional profiling technique, first proposed by Samoilenko et al. in 1988 [138]. 
The technique exploits the large magnetic field gradient surrounding conventional 
high-field superconducting magnets. In this gradient (typically 10 - 100 T/ m)> even 
short R f pulses excite only a thin slice, orthogonal to the gradient direction, within 
a sample. Since the gradient is static, a profile, consisting of a series of slices, is 
built by physically moving the sample through the resonance plane and making a 
measurement for each slice, individually, hence, mapping the sample point by point. 
The acquired signal intensity is a direct measure of the total magnetisation, or spin 
density, in that particular slice of the sample. No Fourier transformation of the data 
is therefore required. Since the technique is inherently slice-selective, rectangular 
shaped pulses are usually applied, which create an initially sinc-shaped spatial dis­
tribution of magnetisation along the gradient axis. The slice width is defined as the 
distance between the two central zero-crossings of the sine envelope given by [8]
A r  s t r a f i  =  ~ F iT  jG tp
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where tp is the pulse duration. For typical pulse durations of 10 and 20 fis, the slice 
widths in a gradient of 50 T/m evaluate to approximately 40 and 20 fis, respectively. 
Apart from the practical limitation caused by a decrease in signal with a decreasing 
slice width, the achievable resolution is limited either by T2 or diffusion depending 
on the system studied. In the T2-limited case, tp is substituted by T2 in eq. (1.61),
/ n \  —and in the diffusion-limited case, tp may be substituted by 0.5 ( — ) as an 
approximated, effective T2 [103].
1.5.3.1 The multiple quadrature echo sequence
The most frequently used pulse sequence for S tr a fi is the multiple quadrature echo 
(QE) sequence, shown in fig. 1.12. Although the QE sequence resembles the “solid
(n -l)
Figure 1.12: The multiple quadrature echo (QE) sequence. The brackets indicate the
repeatable unit of the sequence.
echo” sequence [129,130], the echoes usually originate not from refocused dipolar 
interaction, but rather from refocused spin precession in the strongly inhomogeneous 
field, as observed by Hahn in the original spin echo experiment [69]. However, in 
systems with a strong dipolar broadening the solid echo effect may contribute as 
well. The sequence has the advantage that all pulses have the same duration and 
therefore excite the same slice width which is very important in stray field NMR. 
This means that, in order to keep the excitation width constant, the pulse amplitude 
must be doubled to obtain a 180° pulse in the CPMG sequence for example. This 
might cause power problems with either the R f amplifier or more likely with the
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capacitors in the R f coil circuit.
The multiple QE sequence has, however, the disadvantage that all echoes, apart 
from the first one, have mixed contributions from direct and indirect (stimulated) 
echoes. The observed echo decay is therefore, disregarding diffusion, a mixture of 
Ti and T2 relaxation. Goelman and Prammer studied a similar effect on the CPMG 
sequence applied in an inhomogeneous field [62]. Their result was that, as long 
diffusion is neglible, the systematic error in T2 estimated from is zero for 
Ti «  T2 and converges against 12% for large Ti/T2 ratios (Ti > 3T2). For the QE 
sequence the systematic error is expected to be somewhat larger since the fraction 
of indirect echo contributions is larger than for the CPMG sequence. The influence 
of this mixed echo effect on diffusion measurements is discussed in more detail in 
Chapter 4.
The available image contrast is, however, not restrained on the application of the 
QE sequence. Any type of pulse sequence may be applied for S tr a f i  application. 
It is, nevertheless, advised that possible off-resonance effects are considered very 
thoroughly before applying a particular pulse sequence.
1.5.3.2 Pulse calibration in S tr a fi
In the strong field gradient the definition of a certain pulse flip angle is only true 
in the centre of the excited slice and the rest experiences a distribution of smaller 
flip angles. In order to calibrate a 90° pulse two methods have been proposed in 
the literature. One method, proposed by Randall [136], is based on the fact that in 
case of the multiple Hahn-echo sequence the echo phase depends on the pulse flip 
angle. The multiple Hahn-echo sequence is similar to the multiple QE sequence, but 
all pulses have the same phase. If the flip angle a  =  90° for all pulses the echoes 
show the pattern (2 down, 2 up), for a  =  60° the pattern is (3 down, 3 up) and 
so on. If a  is greater than 90° some gaps arise in the echo train due to the signal 
being dispersive [136]. However, the state for a = 90° is well defined. In practise, 
this sequence suffers a strongly reduced signal at later echoes, such that the echo 
patterns are only determined with difficulties or long signal averaging. A second
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method has been proposed by Benson and McDonald [8] using the multiple QE 
sequence. They obtained from simulations that, for a given pulse duration, pulse 
gap and gradient strength, the maximum signal amplitude for the first four echoes 
occurs when the pulse amplitude is approximately one-third larger than required for 
a “true” 90° pulse.
1.5.3.3 Strafi miscellanea
Although S tr a fi is an inherently one-dimensional technique, two- and three-dimen­
sional images have been obtained with S tr a fi [6,80,95,120,121,153,167]. This, 
however, requires a specifically designed probe assembly which allows for the ap­
propriate sample movements. These are usually translation along the gradient axis 
and rotation about the two other axg£ which are perpendicular to each other. Suit­
able probe designs can be found in the literature [61, 80,109]. Since images are 
generated from a set of profiles by projection reconstruction, the acquisition times 
including sample movement and repositioning tend to be generally very long and 
unsuitable for dynamic studies.
Two excellent reviews on S tr a fi have been published recently by McDonald [109] 
and Newling and McDonald [121] covering all major developments and applications 
of the S tr a fi technique. One may also refer to work by Lane [103] for a compre­
hensive overview about the S tr a fi technique and the Surrey S tr a fi system in 
particular.
An overview about measuring diffusion in the stray field is given in Chapter 4. A 
more detailed discussion about the major components of the Surrey S tr a f i  system 
related to this work can be found in Chapter 2 .
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1.6 Introduction to N M R  diffusom etry
1.6.1 W hat is diffusion?
When a system of particles is heated, the added energy increases the internal kinetic 
energy, leading to overall increased rate of particle motion. In the case of molecules,
and/or overall reorientational and translational motion. The translational motion 
causes particles (molecules) to diffuse from one part of the system to another part.
without violating the condition of individual particles moving randomly. One may 
distinguish the cases of self- and mutual diffusion.
experienced by particles or molecules in solution [145]. In an isotropic homogeneous 
and infinitely large system the random process can be described by a Gaussian 
distribution. In these conditions the conditional probability, P(r0, r ,t) ,  of finding a 
molecule, initially at a position t *o , at a position r  after a time t is equal to
where D is the self-diffusion coefficient Each mobile component within a system 
has its own self-diffusion coefficient.
Without thermal or concentration gradients the average molecular displacement 
in all three directions is zero, the mean square displacement, however, is non-zero 
and is given by the Einstein relation
these motions can be internal motions, like rotation about bonds and vibration,
The characteristic of this motion, the so-called “diffusion” is that with regard to 
particular particle it is completely random. However, if the system is not in its state 
of equilibrium, the ensemble average will exhibit an overall direction of diffusion
1.6.1.1 Self-diffusion
Self-diffusion is the net result of the thermal motion-induced “random-walk” process
(1.62)
(r2) =  6 Dt with r =  |r  — ro| (1.63)
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The angular brackets symbolise a time average.
Typical values for D in liquids at room temperature range from about 10” 5 (small 
molecules in nonviscous solutions) to 10-10 cm2/s (polymers in solution). These values 
correspond to actual magnitudes of displacement, y / (r2), during one second of about 
0.08 mm in the first and 0.2 fim in the latter case. The magnitude of D generally 
depends on the temperature, but is also related to the viscosity of the system and 
the geometry of the diffusing particle. Assuming spherical particles of radius a in a 
continuous medium of viscosity 77, D is given by the Stokes-Einstein relation
D =  (L64)
where ks  is the Boltzmann factor and T  the absolute temperature. Eq. (1.64) may 
be rewritten in a more formal and general form as
kgT
D =  - y -  (1.65)
where /  is the so-called frictional factor which depends generally on the model used 
to describe the whole system, e.g. the geometry of the diffusing particle or properties 
of the continuous matrix in which the particles diffuse [145].
1.6.1.2 Mutual diffusion
In a non-equilibrium two-component system, in which the two components are ini­
tially completely separated, the mutual diffusion coefficient characterises the re­
laxation of the concentration gradient in the system according to Fick’s law for both 
components:
ji  =  -D 'V c i  and j 2 =  -D 'V c 2 (1.66)
where Vci and Vc2 represent the concentration gradients of components 1 and 
2, D' is the mutual diffusion ceofficient and ji  and j 2 the particle flux per unit 
cross section area of the respective component. The net particle motion originates 
from the same thermal motion that causes self-diffusion. Due to mass conservation 
the flux of particles of species 1 into regions where species 2 resided initially is
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equal to flux of particles of species 2 into the opposite direction. Furthermore, the 
magnitude of the concentration gradient is similar for both species, only the direction 
of the gradient is different. Hence, the system is characterised by only one mutual 
diffusion coefficient. Eventually the once sharp boundary becomes blurred and the 
concentration difference disappears leading to a single homogeneous system.
1.6.2 How does diffusion affect N M R  measurements?
1.6.2.1 A spin echo diffusion experiment
The effect of diffusion on NMR experiments became already apparent in Hahn’s 
original spin echo experiment where he observed a stronger attenuation in the echo 
signal than expected from relaxation alone [69]. The attenuating effect of diffusion 
on the echo amplitude may be explained qualitatively with the help of the spin echo 
sequence, shown in fig. 1.4(a). A linear, static gradient is applied (say) along the 
z-axis and the effect of relaxation may be neglected for the moment. The timing 
diagram of the sequence is shown again in fig. 1.13. The time evolution of the 
magnetisation on different isochromats along the gradient direction is depicted in 
the lower part of fig. 1.13. Directly after the 90° pulse the magnetisation vectors 
are all in-phase in the x'y '-plane (fig. 1.13 A). With time the coherence between the 
magnetisation vectors decreases, since vectors of different isochromats accumulate 
different phase offsets depending on their position in the gradient (fig. 1.13 B). The 
180° pulse inverts the phase of each isochromat (fig. 1.13 C), such that, without 
diffusion, the full coherence is recovered in a spin echo as shown in fig. 1.4 D. If, 
however, spins move along the gradient direction they cross different isochromats 
which as a consequence that the accumulated phase is either not completely 
compensated or overcompensated at the time of the echo (fig. 1.13 D). In both cases, 
the coherence is not fully recovered and the echo amplitude will be diminished.
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Figure 1.13: The CPMG spin echo sequence and the effect of diffusion during the evo­
lution periods. Spin movementsbetween different isochromats are indicated by dashed
arrows.
1.6.2.2 Quantifying the effect of diffusion on NM R experiments
To quantify the effect of diffusion on the signal attenuation several computational 
methods have been developed over the years. The three most commonly used meth­
ods include a statistically based random walk approach proposed by Carr and Purcell 
in 1954 [34] (for an excellent, modernised recount of this approach one may refer 
to Callaghan’s textbook on NMR microscopy [31]), a continuums approach based 
on an extended Bloch equation proposed by Torrey in 1956 [149] and a more re­
cently developed density matrix formalism to analyse NMR diffusion experiments
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proposed by Stepisnik in 1981.
Since Torrey’s version of the Bloch equation with an added diffusion term is the 
basis for the simulation algorithm presented in this work (Chapter 3), his approach 
will be discussed in more detail in the following paragraph.
One may consider spins (I = | )  quantised along an arbitrary axis (say x). n+ and 
n_ are the numbers of spins oriented parallel and anti-parallel along this direction, 
respectively. The fluxes of the two spin types is given according to Fick’s first law 
by
j ± = —DVn±. (1.67)
Using eq. (1.13) the flux of the x  component of magnetisation may be written as
fixi ( j + - j - )  = - D V f ixI{n+ -  n_) =  - D V M X. (1.68)
The rate of change in Mx for the volume element Av  due to this diffusion flux is
given by
/  ( ^ j £)  d v  = ~ J >lx,n' -  ^ dS
= J  D n  ■ V M X dS (1.69)
where n  is the unit vector normal to the surface of the volume element Av  and the 
integration on the right hand side is over its surface area. Applying Gaussj&theorem, 
eq. (1.69) may be rewritten as
/  ( i f )  dV = /  v ' D V M x  d V  (L 70)
yielding the identity 
/ dMx'
dt J D
=  V • D V M X (1.71)
This term may now be added to the Bloch equation for Mx (eq. (1.41). After pro­
ceeding in a similar way with the other components and combining the results, eq. 
(1.44) can now be rewritten with an additional diffusion term as [149]
M  xoB ( M  • B ) B  (  1 1 \  „-5- = 7<M X B) -  j r  + \  ) + v ■ D VM  ,
(1.72)
the so-called Torrey-Bloch equation.
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1.6.2.3 The Torrey-Bloch equation and the spin echo diffusion factor
A detailed recount of Torrey’s solution to eq. (1.72) is included in sec. 3.2 where 
a new method of solving the differential equation is described. Therefore, only a 
solution for the special case of “ideal” R f pulses is presented here which is sufficient 
to derive the diffusion attenuation factor for the spin echo experiment (fig. 1.13). 
In the ideal pulse approximation the gradient and diffusion have no effect during 
R f pulses, hence only the evolution periods in absence of R f pulse fields need to 
be considered. The effective magnetic field is given by 5 ( r )  =  B 0 4* G • r  with 
Bx =  By = 0, Bz = B0 and G = V B Z where the gradient may be generally time- 
dependent G =  G(t).
In order to solve eq. (1.72) a complex function, which combines the transverse 
components of the magnetisation, is assumed to be given by
(Mx +  iMy) = m = (1.73)
Substitution into eq. (1.72) yields a new differential equation to be satified by \I>
_  =  -i 'yG  ■ rW + r>V2\l/. (1.74)
at
Assuming 4/ of the form
^ ( r ,  t) = E(t) exp ry r J  G{t’) d t (1-75)
where the term in the exponent denotes the phase shift of a spin at position r. 
For details of the further treatment one may refer to ref. [89]. The final solution 
satisfying the resulting differential equation for E  is given as follows
E(t) = exp I - 7 2D J  f  G(t")dt" dt' I (1.76)
where E  represents now the transverse magnetisation in the absence of relaxation 
equal to 1 at t =  0 after the initial R f pulse. Hence, the right hand side of eq. (1.76) 
represents solely the signal attenuation due to diffusion.
In the experiment described in sec. 1.6.2.1 the gradient is linear, static, uni­
directional (say along z) and of magnitude G , hence, the inner integral in eq. (1.76)
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yields
/Jo
/ 'Jo
G(t")dt" = Gt', for t' < t
G(t")dt" =  Gt' — 2Gt, for t1 > r.
(1.77)
(1.78)
where the second equation accounts for the phase inversion engendered by the 180° 
pulse at time r. Proceeding further as indicated in eq. (1.76), the second integral 
yields
'1
i ;
i :
[GifdH = §****
t — T
for t' < t
[Gt1 -  2Gt]2<U' = \G 2t3 -  2G2rt2 +  AG2r2t
o
for t' > r.
(1.79)
(1.80)
Combining the results for the two evolution periods, for and after the 180° pulse, 
provides the total attenuation factor at the time of the echo maximum, t = 2r, , ;
E(2r) =  exp ( - ? 7 2i? G V )  , (1.81)
which is the well-known result for the diffusion factor in the spin echo experiment
[34].
1.6.2.4 The diffusion factors for the STE and CPMG sequence
In the context of static field gradients two other sequences may be discussed briefly. 
These are the stimulated echo (STE) and the CPMG sequence.
The STE sequence (fig. 1.5) is very suitable for diffusion measurements especially 
in systems where T<i is considerably shorter than Ti, since the magnetisation con­
tributing to the stimulated echo is unaffected by T2 relaxation during the evolution 
period characterised by r2. In comparison with the spin echo method, this addi­
tional time parameter allows for an improved diffusion contrast in the experiment. 
The diffusion attenuation factor can be derived in a similar fashion as demonstrated 
in the previous section. The resulting diffusion dependency of the stimulated echo 
is given by
E(ti:t2) =  exp [~j 2G2Dt‘{ r2 + 5n (1.82)
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The use of the CPMG sequence (fig. 1.6) for measuring self-diffusion coefficients 
goes almost back to the original proposal by Carr and Purcell in 1954 [34]. Designed 
to reduce the effect of diffusion on spin-spin relaxation time measurements, the au­
thors realised the potential of the sequence for measuring self-diffusion coefficients. 
Extending the spin echo formalism to a series of consecutive 180° pulses separated 
by 2r , the diffusion attenuation of the nth echo results in
E(2nr) =  exp
The exponential factor can be easily derived from the attenuation factor for a single 
spin echo, eq. (1.81), by simply multiplying the spin echo factor by itself for every 
following 180° pulse - echo pair. If the train of subsequent spin echoes is acquired in 
one measurement the CPMG sequence provides basically a one-shot experiment for 
measuring self-diffusion.
1.6.3 Pulse field gradient experim ents
The use of static field gradients places some severe limitations on this technique. 
One reason is that the influence of relaxation can usually not be discarded in the 
data analysis. Furthermore, the static nature of the gradient makes it difficult to 
vary the gradient strength, e.g. a stronger gradient might be desirable to enhance 
the dephasing in order to study slow diffusers. The use of stronger, static gradients 
is , however, accompanied by more demanding requirements on the experimental 
equipment, e.g. the necessity of shorter pulses to increase the excitation bandwidth 
imposes the need for more R f power and due to a more rapidly decaying signal a 
faster data acquisition is required.
To circumvent these problems Stejskal and Tanner proposed the use of time- 
dependent field gradients in 1965 [143]. The application of pulsed field gradients 
(PFG) has the advantage that they may be switched off when R f pulses are applied 
which minimises the requirements on the pulse amplitude and bandwidth. Further­
more, the diffusion decay may now be mapped by varying the gradient strength and 
keeping the delay times constant. In this way, the relative echo decay is virtually
y 7 2G 2i? r 3 (1.83)
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independent of relaxation effects. In fig. 1.14(a) and (b) are shown the PFG ver­
sions of the spin echo [143] and the stimulated echo [146] sequence, respectively. The
180
(a)
tXX
(b)
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Figure 1.14: (a) The PFG spin echo sequence, (b) The PFG stimulated echo se­
quence.
effective attenuation factors for the PFG sequence are derived in a similar fashion as 
for the static gradient case using eq. (1.76). In the limit that background gradients 
due to field inhomogeneities are small compared to the strength of the applied gradi­
ent pulses and may therefore be neglected, the echo attenuation for both sequences 
in fig. 1.14 evaluates to
E(5, A) =  exp I - f D G 2S2
A ~ z 5 (1.84)
where (5 is as indicated in fig. 1.14 the duration of the gradient pulses, A the time 
separation between switching on the first and the second gradient pulse and G is the 
strength of the pulsed gradients. For the detailed derivation and terms including the 
background gradient one may be referred to the original references [143,146] or [89].
It should be noted that experimental results are very sensitive to the quality of
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the gradient pulses. Any imbalance between the two gradient pulses, such that the 
product 8G is not equal for both pulses, causes severely degraded echo since the 
magnetisation is not refocused properly.
However, pulsed field gradients have revolutionised NMR as a whole, not only 
NMR diffusometry. Until the re-discovery of static field gradients for measuring 
very slow diffusion in the stray field of superconducting magnets by Kimmich et al. 
in 1991 [94] (see introduction to Chapter 4), PFG techniques were the “only” tools 
for NMR diffusion studies. Numerous R f and gradient pulse schemes for measuring 
diffusion and flow (see reviews by Caprihan and Fukushima [32] and Pope and 
Yao [128]) have been developed, e.g. to compensate the effect of strong back ground 
gradients [90,156] or correct phase distortion due to imperfect gradient pulses [24].
1 .6 .4  R e s t r ic t e d  d if fu s io n  a n d  s tr u c tu r e  a n a ly s is
Similar to NMR relaxometry, NMR diffusometry affords a powerful tool to obtain 
structural information about a porous matrix. The information is derived from sys­
tems which exhibit anisotropic diffusion, D is direction-dependent, and restricted, 
molecular motion in a confining matrix, diffusion.
The effect of restricted diffusion on the experimental result and the importance 
to choose an appropriate time scale for the experiment may be simply illustrated 
with help of the Einstein relation (eq. (1.63)) for diffusion. One may consider a 
confined, sphere-shaped volume of dimension a filled with a fluid with a self-diffusion 
coefficient D and the time parameter may be given by the experimental gradient 
pulse delay A. If the gradient delay A is chosen such that the mean square dis­
placement of the diffusing molecules is small compared to the dimensions of the 
confining volume, a2 »  (r2) =  2DA, only molecules close to the wall will encounter 
the restriction, but the majority of the particles will be moving unhindered (fig. 
1.15(a)). Overall, unrestricted diffusion will be observed. If A is increased such that 
in the unrestricted case the displacement would be of the order of a, a2 «  (r2), 
most particles will have encountered the confining walls and have been reflected 
back (fig. 1.15(b)). Hence, their apparent mean square displacement is less than the
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Figure 1.15: The effect of the experimental time scale on NMR measurements of 
molecular motion within a restricted volume, here a sphere of radius a.
true value and a reduced value for D will be measured. If A is increased further 
such that a2 <C (r2) in the unrestricted case, all particles will have hit the walls and 
been reflected back many times (fig. 1.15(c)). In this case the apparent diffusion 
coefficient will be further reduced and becomes virtually independent of A in the 
limit A —> oo. This apparent time-dependency of D was first observed by Woessner 
in 1963 [159].
However, Woessner’s experiment suffered from the fact that, performed in static 
field gradient, the time “zero” for the diffusion period was not defined clearly. That 
pulsed field gradients may be more suitable to study these effects was pointed out 
by Stejskal in 1965 [139] and demonstrated by Tanner and Stejskal in 1968 [147]. 
The gradient pulses set clear time marks which define the evolution period. In 
the earlier paper, Stejskal laid down the foundation for the so-called “propagator” 
representation of diffusion, which connects the experimental echo data, E (G ,A ) ,  
with the conditional probability P (ro |r, A) (eq. (1.62))via the relationship [31]
p(ro)J  P(r0\r , A) exp(z7 ^ G (r — r0)) drdr0 (1.85)
where p(r0) is the initial particle distribution (or spin density) and the exponential 
term represents the shift in phase due to the displacement. For detailed accounts on 
the propagator approach one may be referred to refs. [30,31,87—89] and references 
therein.
E(G,  A) =  J
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In this context, Callaghan et al. introduced a reciprocal space, the so-called q- 
space, similar to the &-space in MRI, where q is defined as [24,28]
with scattering theories of light or neutrons where q is the scattering wavevector 
[29,65]. Eq. (1.85) may be rewritten in the scattering analogy as
where P(R,  A) is the averaged propagator. Eq. (1.87) expresses a Fourier relation­
ship between E(q,  A) and P ( R , A). The latter can be interpreted as “image” of the 
dynamic displacement R  in analogy to &-space imaging.
Taking the scattering analogy one step further, Callaghan et al observed as the 
first group a diffraction-like pattern for water molecules diffusing in a saturated 
bed of loosely packed, monodisperse polystyrene spheres [26,27,39]. The authors 
observed a diffraction-like peak at q~l «  6, where b is the average pore separation 
(centre-to-centre) and b > a with a the average pore dimension, when A is chosen 
long enough so that b2 < 2D A  (in one dimension along the gradient axis).
This was just one example which shows the successful application of PFG tech­
niques to restricted diffusion and structure analysis, but there are plenty more which 
are not mentioned here. In general, it turns out to be a rather non-trivial problem to 
determine the conditional probability densities or propagators for arbitrary pore ge­
ometries and only for simple geometries like parallel walls, spherical and cylindrical 
shapes have appropriate formulas and approximations been found. The interested 
reader may be referred to refs. [25,30,31,152] and references therein.
T/G5
(1.86)
with the dimension [length 1]. It has been shown that thisapproach bears similarities
with R  = r  — ro (1.87)
Chapter 2
Instrum entation
2.1 Introduction
In this chapter are described the basic details of the NMR equipment used for the 
experimental work. The spectrometers include the Surrey S t r a f i  system, a broad 
line MRI system and a commercial benchtop magnetic resonance analyser. All NMR 
systems mentioned are housed in the Physics department at the University of Surrey.
2 . 2  The Surrey S t r a f i  system
The Surrey S t r a f i  system was developed as a multi-user facility funded by the U. K. 
Engineering and Physical Sciences Research Council (EPSRC) and a consortium of 
academic and industrial partners. The system as it exists today is a combination of 
commercial equipment (e.g. magnet and spectrometer) and components developed 
in-house (e.g. probes and R f  coils). A detailed description of the Surrey S t r a f i  
system has been given by Lane [103].
The basic commercial components of the system are as follows:
(i) A Magnex Scientific (MRCA 400/89) wide bore superconducting magnet, with 
a maximum field strength of 9.4 T in the homogeneous field region at the centre 
of the magnet.
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(ii) A C h e m a g n e t ic s  CMX Infinity™ NMR spectrometer interfaced to a S u n  
Microsystems SPARC 20 workstation running C h e m a g n e t ic s ’ S p in s ig h t  
data acquisition software (currently v3.01), pulse sequence programming and 
interface control software.
(iii) A C h e m a g n e t ic s  variable temperature unit, consisting of a gas inlet/outlet 
stack which can be mounted in the bore of the magnet and a temperature 
control unit with the appropriate interface and driver software.
(iv) A magneto-optical disk drive for data storage and a laser printer.
The CMX Infinity spectrometer contains a multi-channel radio-frequency receiver, 
two broadband radio-frequency transmitters with a high power (1.5 kW) R f am­
plifier (for double resonance work), frequency synthesizers, computer interface con­
trol boards and a DC power supply. Signal transfer between the computer and the 
spectrometer is controlled by a VME digital interface system which contains the 
controller circuit boards for signal transmission, data acquisition, temporary data 
storage, digital frequency synthesis, power supply control and timing control.
2 .2 .1  T h e  S t r a f i  p o s i t io n
Outside the homogeneous region in the centre of the magnet, the magnetic field 
strength decreases very rapidly giving rise to strong magnetic field gradients which 
can be exploited for fringe or stray field NMR. Fig. 2.1(a) shows the variation of Bz 
along the central axis of the magnet as a function of the distance from the isocentre 
of the magnet. The corresponding gradient strengths are shown in fig. 2.1(b).
The finite sample size requires a region where the field in the plane orthogonal 
to Bz is as uniform as possible. The location of the optimum position is where the 
condition
(2.1)ox oy
is most closely met off axis. Deviations from this uniformity criterion result in a 
loss of experimental resolution and the excited sample region is not clearly defined
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Figure 2.1: Plots of (a) the magnetic field strength Bz(z) and (b) the field gradient 
strength Gz(z) along the central axis of the 400 MHz^H), 89 mm bore superconduct­
ing magnet. (Data courtesy of Magnex Scientific (U. K.)).
anymore. The optimum position to perform stray field NMR is therefore not auto­
matically in the location of the highest gradient. In the case of the magnet described 
here, the optimum position was found 24.3 cm below the iso centre or 13.1 cm above 
the lower bore flange in fig. 2.2. The field strength at this position is 5.54 T («  
235.9 MHz for protons) and the gradient strength in this region is 58 T/m. At this 
location the maximum off-axis field deviation is about 0.05 mT (equivalent to 1 fim 
for 1H) across a plane of 1 cm in diameter [109]. Hence, the sample diameter is 
limited to be < 1 cm.
2 .2 .2  T h e  1 -d  S t r a f i p r o b e
The design criteria for the basic Strafi probe were that it should (a) hold the R f 
coil at the resonance position in the stray field and (b) facilitate the positioning and 
movement of the sample for one dimensional profiling. The result is the in-house 
built probe assembly shown in fig. 2.3. The top ring plate is bolted firmly to the base 
of the magnet surrounding the bore entrance. The bottom plate of the assembly can 
then be position securely on a metal floor plate using large levelling screws. The R f
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Figure 2.2: The S t r a f i resonance position in the stray field of a superconducting 
magnet. The magnet iso centre is marked with an asterisk. The dimensions shown are
typical values for 9.4 T magnet.
coil and coil platform, visible directly beneath the top of the probe, can be moved 
into the desired position by sliding the central support platform along the three 
outer legs which connect the top ring and the bottom plate of the assembly. The 
design of the coil platform allows to mount various interchangeable R f coils on top. 
The sample platform can be seen below the coil platform. It is connected to a rod 
in the centre of the probe which can be moved by the stepper motor attached to 
the bottom plate. The movement of the stepper motor raises or lowers the sample 
platform relative to the coil platform. A mounted sample can then be moved through 
a hole in the coil platform into and through the resonance position at the centre of 
the coil. The mechanical positioning accuracy is in the order of ±  1 fim determined 
by the screw thread inside the stepper motor. The control board of the stepper motor 
allows the coordination of sample positioning and movement and data acquisition 
from the pulse programming software.
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Figure 2 .3 : T h e  1-d S t r a f i  p ro b e  assem bly.
2.2.3 Rf coils for Strafi applications
A detailed account of experimental considerations regarding R f circuit design in 
NMR can be found in Fukushima and Roeder’s “Experimental pulse NMR” [58]. 
The requirement that the B\ field must be orthogonal to the direction of the main
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field Bo poses somewhat of a problem in the conventional Strafi set-up. This is 
due to the fact that the direction of G and the sample movement are along the main 
field axis and therefore also orthogonal to the Bi  field. Additional difficulties arise 
from the size restrictions (typically < 1 cm). These limitations reduce the number of 
readily usable coil designs severely. Schematic diagrams of four basic R f coil designs 
are shown in fig. 2.4. A standard solenoidal coil configuration (fig. 2.4(a) does not 
allow for the vertical sample access, and birdcage (fig. 2.4(b)) and Helmholtz (fig. 
2.4(c)) designs are difficult to realise in the required dimensions which leaves almost 
solely the saddle coil approach (fig. 2.4(d)).
Figure 2.4: Rf coil designs: (a) solenoid, (b) birdcage, (c) Helmholtz and (d) saddle.
The arrows indicate the directions of Bq and the induced 2?i, respectively.
Since the opening of the Surrey Strafi facility, the diversity of Strafi appli­
cations has led to the in-house development of various coil designs other than the 
standard saddle coil configuration. A selection of three different R f coils used in 
Strafi is shown in fig. 2.5. All three coils shown in fig. 2.5 can be mounted on top 
of the coil platform of the probe assembly shown in fig. 2.3. The coil to the left is a 
solid single turn solenoidal coil. The central, cylindrical hole («  1 cm in diameter)
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F i g u r e  2 .5 : Three R f  coils used in S t r a f i .  To the left: A solid single tu rn  solenoid 
with a central cylindrical hole to allow a vertical sample access. In the centre: A 
surface coil for frequency swept S t r a f i .  The actual coil can just be seen at centre of 
the tufnol support. To the right: Concentric saddle coils, which are tuned at different 
frequencies for double resonance experiments.
allows the sample to be stepped through the resonance position in the centre of the 
coil. This coil has the role of the workhorse for conventional S t r a f i  experiments 
and it was used for the stray field diffusometry work described later. The coil in the 
centre is a surface coil arrangement for thin film applications [60]. Since coil and 
sample are static in this set-up, the profiles are acquired with the frequency swept 
variant of St r a f i . The coils to the right are two concentric saddle coils tuned at 
different frequencies for double resonance experiments.
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2.3 The broad line MRI system
The broad line MRI system is based on a Magnex Scientific 0.7 T (30 MHz for 
protons) /2 0  cm horizontal bore, superconducting magnet equipped with an 80mm 
bore actively shielded gradient set from the same company. The gradient sets pro­
duce a gradient strength of 0.62 G/cm a in z direction and 0.26 G/cm a in the x and y 
direction.
Until 1997 the MRI system was solely designed to perform broad line gradient echo 
MRI using sinusoidally driven gradients, capable of gradient periods down to 216 fis 
and 80 [is to study sample systems with short relaxation times. Detailed descriptions 
of the system components and available solid state gradient echo imaging sequences 
and reconstruction software can be found in refs. [9] and [137].
The spectrometer console consisted of a IBM PC compatible 386 SX computer 
system equipped with a SMIS (Surrey Medical Imaging Systems) MR3020 pulse 
programmer board, two MR3031 analogue waveform boards to drive the gradients 
and a MR3030 R f waveform board to compose the R f pulse shape (usually rectan­
gular). A PTS-040 frequency synthesiser provides the 30 MHz and 10 MHz sinusoidal 
waveforms for the Rf unit and the phase sensitve detector and phase shifter respec­
tively. A block diagram of the system (reproduced after refs. [9] and [137]) is shown 
in fig. 2 .6 .
In 1997 the SMIS console was replaced by a commercial 30 MHz spectrometer 
console supplied by R esonance Instruments. The console consists of the Rf 
unit and a 133 MHz Pentium PC which contains the control boards and the data 
acquisition and processing software.
2.4 The benchtop NM R analyser
The Maran™ (MAgnetic Resonance ANalyser) system is a commercial benchtop 
NMR analyser supplied by R esonance Instruments. It consists of a 0.5 T (*H «  
20 MHz) permanent magnet, the spectrometer (Rf) unit and a 486DX2 66 MHz PC
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Figure 2.6: Block diagram of the SMIS broad line gradient echo MRI system.
including the control boards and M aran software. A gradient set is implemented 
in the sample region for 1-d profiling and diffusion measurements. An inhouse-built 
temperature control set for temperature dependent measurements is available as 
well.
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Part II
N ew  developm ents in stray field
diffusom etry
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Chapter 3
Sim ulating pulse sequences in the  
presence of strong and static field  
gradients and the influence of 
self-diffusion
3.1 Introduction
Torrey’s formulation of the Bloch equations including a diffusion term [149] has been 
known for about four decades. This equation has been solved for particular cases, 
assuming the application of ideal pulses and generally neglecting diffusion during 
R f pulses [85,143]. These particular solutions are well established and widely used 
to calculate the response of diffusing spins to applications of pulse sequences in the 
presence of time-dependent or time-independent magnetic field gradients (e.g. see 
refs. [31,89]).
Recently, Stepisnik [144] and Callaghan and Stepisnik [30] pointed out that for 
NMR measurements in strong magnetic field gradients, as in S t r a f i , the small 
inhomogeneous field approximation may be violated. As a result, the assumption of 
a unidirectional gradient would no longer be valid, leading to a non-uniform echo
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attenuation. The gradient is then defined by [30]
G =  grad|B | =  {B ' ^ B  . (3.1)
This means that the gradient direction is not defined by the direction of the main 
field component but by the direction along which the magnitude of B  changes. 
However, the possible implications of a non-uniform gradient on self-diffusion mea­
surements in the stray field can be largely reduced by choosing the optimum position 
within the fringe field of the magnet. Following McDonald [121], this optimum po­
sition is not necessarily at the position of the maximum gradient, but where the 
condition
T S T  -  T T  -  ° -  < 3  ! >
is most closely met off axis. This clearly limits the maximum sample diameter (size, 
for multi-dimensional imaging) which is now defined by the diameter of the plane 
satisfying the criterion in eq. (3.2) which is «  10 mm in the present work. Assuming 
now that this optimum position is found and considering that in this case (B0 =  5.5 
T and Gz =  58 T/m) the width of the excited sample slice is generally much less 
than 1 mm, the change of B q across the slice is therefore less than 1%, which satisfies 
Stepisnik’s condition [144]
\G\Ar  <  B z0. (3.3)
Therefore the small inhomogeneous field approximation may be regarded as still 
valid and magnetic field components perpendicular to the main magnetic field can 
be neglected.
Nevertheless, it has been found that echo decays in multiple echo sequences, like 
the CPMG or quadrature echo sequence, do not comply with the attenuation fac­
tors obtained from standard solutions of the Torrey-Bloch equation. Since we are 
still inside the boundaries of the weak gradient approximation, this suggests that 
something else behaves differently in a stray field environment.
It is well known that after excitation by a rectangular pulse in a field gradi­
ent the amplitude of the transverse magnetisation experiences a spatial modulation
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along the gradient axis due to the accumulation of different phase angles with time. 
Moreover, the phase of the magnetisation at different locations is distributed over 
a wide range of angles. This is the sine modulation familiar in slice selection where 
the phase is refocused using a negative going gradient lobe. The phase dispersion 
cannot be refocused in the fringe field gradient. Moreover, as Benson and McDon­
ald [7,8] showed, continued dephasing in the gradient following a pulse in S t r a f i  
is not necessarily rewound by further pulses. The spatial frequency of the modula­
tion increases linearly with time throughout the duration of the pulse sequence. The 
characteristic spatial modulation length is given by
*  -  ^  , (3.4)
where t is the total duration of the sequence.
Taking this spatial modulation into consideration, the description of the precessing 
magnetisation becomes a more complex function of time and position than has 
been accounted for so far. A novel method of solving the Torrey-Bloch equation is 
proposed in the following section which is the basis of a pulse sequence simulation 
package, described thereafter, accounting explicitly for effects of the strong magnetic 
field gradient during R f  pulses and effects of self-diffusion and spin relaxation on 
the magnetisation.
3.2 A Fourier m ethod to  solve the Torrey-Bloch  
equations
In section 1.6.2.2 it was shown how Torrey added another term to the Bloch equa­
tion taking molecular diffusion into account. In the case of isotropic diffusion, 
D(x,y,z)  =  constant, eq. (1.72) may be written as
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All symbols have the same meanings as before. The applied magnetic field B  is 
assumed to act in the ^-direction only with a z-component of the form B z = Bq + 
B (z ), where B0 is the constant field and B(z)  is a known function of z. Following 
Torrey, B(z)  is set equal to Gz where G is the field gradient in units of T/m [149].
Torrey solved the Bloch equation in the presence of an applied gradient field, but 
assumed that the initial magnetisation was a function of time only [149]. Here a 
more general solution to the Bloch equation is obtained which includes the case 
where the initial magnetisation can be a function of both t and z.
3.2.1 Mx and My in the absence of a pulse field
Proceeding in the same way as Torrey, noting that ( M - B ) B / B 2 =  Mz and defining 
the complex transverse magnetisation m = Mx +iMy in the usual way, a differential 
equation involving m  is obtained [149]
=  —icoom — i jB (z )m  — ^  +  D V 2m  (3.6)
ut ±2
It is then possible to write
m  =  (j)(z, t) Q-wot-t/Ti ^ 7)
which is the same substitution made by Torrey with $ being the amplitude of the 
precessing magnetisation unattenuated by relaxation. Substituting eq. (3.7) into eq. 
(3.6 yields a differential equation to be satisfied by (f>, namely
^  +  D V 24> (3.8)
and proceeding further in a similar manner as Torrey by assuming
<l>(z,t) = A(z, t) (3.9)
where A  may be a function of both t and z. Substituting eq. (3.9) into eq. (3.8) now 
produces a partial differential equation to be satisfied by A ,
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where the primes indicate derivatives with respect to z. If it is now assumed that a 
constant field gradient, zero at the origin, is applied in the ^-direction so that B(z) 
is equal to Gz , B'(z) =  G and B"(z) =  0. Equation (3.10) reduces to
dA _  9 q o „ .^  _ dA ^ d 2A-  =  - D ^ A - ^ G t ^  + D ^ .  (3.11)
If A  is independent of z, all derivatives with regard to z are zero and eq. (3.11)
reduces further to
rlA
—  = —D j 2G2t2A, (3.12)
which is exactly the equation used by Torrey [149] and yields the well-known result
A{t) = A 0e - ^ oH% (3.13)
where the A0 is the amplitude of the precessing magnetisation in the absence of 
diffusion, which is usually normalised to one. Collecting the previous results to­
gether, the standard result for the complex magnetisation is generated [149], which 
is given by
_  - i u 0t - t / T 2 - i jG z t  - \ D A G 2tz (3.14)
If A  is not independent of z, it may now be assumed to have the form
A{t,z) = A{t ,z )e~ iD'l2aHS. (3.15)
This is now the crux which distinguishes the present solution from that of Torrey.
Substituting eq. (3.15) into eq. (3.11) results in a differential equation satisfied by
A,
w  = - 2iD^ + D ^ -  ^
Eq. (3.16) is conveniently solved for A  by assuming a series solution of the form 
A(z,t) = y ^ c* e ±tt"7 * (t)  (3.17)
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where the c j are complex constants, the kn are real constants and the /*  are func­
tions of t only. Equation (3.17) represents two summations, one with a plus super­
script and one with a minus superscript. Substituting eq. (3.17) into eq. (3.16) and 
equating terms in n yields
3/i± ±2D rG tknft -  D k l f t  (3-18)dt
which is easily solved to obtain
/± (t) =  f^DlGt'kn-Dklt (319)
Equation (3.19) thus provides the form of the /*  functions and it now remains to 
find the constants c j and kn.
Defining the complex constants c* as
cn ~  +  icn and c~ =  dn +  ien (3 .20)
where bn, cn, dn and en are now real constants and expanding the complex exponen­
tials into cosine and sine terms, we may write the complex magnetisation m(z,t)  
(eq. (3.14)) as
m(z,t)  =  e-^ot-i/22 x e- |D 72G2i3 x C^0S^ B (z ) t )  -  ism('yB(z)t)]
x ^ 2  +  icn)(cos(knz) + ism(knz))f+(t)
n
+(dn +  ien) (cos{knz) -  i sm(knz ) ) f~ (£)] . (3 .21)
Mx and My can now be recovered as real and imaginary parts of eq. (3.21), respec­
tively.
Mx(z,t) = e- ia,ot- ttT* x e- i D^ a2tS ■
x < cos (7B(z)t) £  [bn cos knz -  cn sin knz\ f+(t)
n
+  sin(7B(z)t) I [bn sin knz +  cn cos knz] f+(t)
\  n
+  ^ 2  ['~dn Sin knZ +  &n C0S knZ1 fn W ) f (3-22)
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M y ( z , t )
To determine bn, cn, dn and en we consider the situation at time t = 0 where eq. 
(3.22) and (3.23) reduce to
Mx(z, 0) =  £  [ { b n  + d n )  cos knz + (~cn +  en) sin knz] (3.24)
n
My(Z, 0) =  X ) ^  C0S ^  +  _  ^  Sil1 kTlZ\ (3.25)
n
Both equations (3.24) and (3.25) appear to be linked. To circumvent this problem 
two cases are considered separately. The solutions of the cases 1 and 2 , described 
below, represent the time evolution of one initial component, Mx or My respectively. 
Hence, both results have to be added to obtain the total magnetisations Mx(z,t) 
and My (z, t).
Case 1
In this case Mx at t =  0 is considered to be a function of z only and My =  0. 
Further, bn = dn and cn — —en Vn. Then eq. (3.24) can be written in the following 
way
Mx(z, 0) =  ^  [(2bn) cos knz +  (-2cn) sin knz]. (3.26)
n
The physical meaning of the constants is now clear. Mx(z, 0) is represented as a 
Fourier series with Fourier frequencies kn = nit/l, where £ is a suitably large length,
=  e- i u 0t - t / T 2 x  e ~ \D A G H z
x <1 cos(7 B(z)t) I ^  [bn sin knz +  cn cos knz] /+ (t)
n  >
-  sin(7 B(z)t) I [bn cos knz -  cn sin knz] /+ (t)
(3.23)
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and (2bn) and (—2cn) are the appropriate Fourier coefficients, which have to be 
calculated from the following Fourier integrals
1 P+£
(2bn) = J Mx(z,0) cos knzdz  (3.27)
1 f +£
( -2  C n )  -  J J  Mx(z,0) sin knzd z  (3.28)
To obtain the individual coefficients bn, cn, dn and en eqs. (3.27) and (3.28) can be 
rewritten as
bn = J  Mx{z,ti)cosknzdz  (3.29)
1 f +i
c„ =  ~ Y i \  Mx(z, 0) sin knzdz  (3.30)
1 I +£dn =  — /  Mx(z, 0) cos knzd z  (3.31)
1 f +£
6n = 2~ t j  Mx(z, 0) sin knzdz  (3.32)
These coefficients are used in eq. (3.22) and (3.23) to determine M]^(z,t) and 
My(z,t) which describe the time evolution of the initial ^-magnetisation.
Case 2
In this case Mx is set to zero and My is a function of £ only at t = 0. Further, 
bn = —dn and cn = en Vn. Equation (3.25) can now be written as
My(z, 0) =  ^ 2  [(2cn) cos knz -F (26n) sin knz) (3.33)
n
Proceeding as for Mx(z, 0), My(z, 0) is expressed as a Fourier series with identical 
Fourier frequencies kn and the appropriate Fourier coefficients (2bn) and (2cn) to 
be obtained from the following Fourier integrals
1 f +e
(2bn) =  -  / My(z, 0) sin knzdz  (3.34)
1 I +£(2cn) =  -  /  My(z, 0) cos knzdz.  (3.35)
I J-t
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Again, eqs. (3.34) and (3.35) can be rewritten to yield the coefficients bn to eT 
individually,
bn = \ l  J  My(z ^ ) sinknzdz  (3.36)
1 f +e
°n = 2I J  My(z ’®)cos knzdz  (3.37)
-e 
'+ £
dn =  My(z,0)smknzdz  (3.38)
1 f +ten = — J  My(z, 0) cos knzdz.  (3.39)
By inserting these coefficients into eqs. (3.22) and (3.23), M%(z,t) and My(z,t)  are 
obtained, which describe the time evolution of the initial ?/-magnetisation.
The total magnetisations Mx(z,t) and My(z,t) are obtained by adding M^(z,t)  
and M%(z,t) and My(z,t)  and My(z, t ), respectively.
3 .2 .2  M z in  t h e  a b s e n c e  o f  a  p u lse
The Torrey-Bloch equation (3.5) simplifies for the ^-component of the magnetisation 
to
^  =  ~ ^  + D V 2M'z (3.40)
where M'z equals Mz — XoBz, the difference between the true ^-magnetisation and 
that induced by the gradient field. In the subsequent treatment and calculations M'z 
will be denoted as Mz.
In order to solve eq. (3.40) it is assumed that Mz can be expressed as
Mz(z,t) = $ ( z , i ) e ',/Tl (3.41)
Substituting eq. (3.41) into eq. (3.40) yields a differential equation satisfied by $
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Eq. (3.42) is conveniently solved for $  by assuming again a series solution of the 
form
<f>(z,t) = Y ]  e~k*Dt(gn sin knz +  hn cos knz) (3.43)
n
where gn, hn and kn are real constants. The complete solution of eq. (3.40) is now 
given by
Mz(z, t) =  e~t/Tl ^  e~k*Dt(gn sin knz +  hn cos knz) (3.44)
n
As before for Mx and My, Mz is now represented as a Fourier series where the kn s 
are Fourier frequencies identical to the frequencies defined for Mx and My. The 
appropriate Fourier coefficients are gn and hn which have to be determined from 
the ^-magnetisation at t =  0 given by
Mz(z, 0) =  y X d n  sin knz +  hn cos knz)
n
solving the following Fourier integrals 
1 I +ign = j  Mz(z,0)sinknzdz  
1 f +ehn = -  / Mz(z, 0) cos knzdz.
I J - i
3 .2 .3  M  in  t h e  p r e s e n c e  o f  a  p u lse  f ie ld
In the frame of reference rotating about the z-axis at the Larmor frequency ct>0, 
here denoted as the (x,y ,z)  frame, it is well known that a radio-frequency field 
linearly polarised along x  (say) is composed of two circularly polarised components, 
one rotating anticlockwise about the z-axis at 2o;0 which is neglected, and a second 
component of constant magnitude B\ along the x-axis. In the following treatment, 
the (x ', y',z') frame of reference is defined as the frame of reference in which the 
vector of the effective magnetic field points along the z'-axis. Considering a gradient 
field acting along the z-axis in the rotating frame gives rise to ^-component of Gz.
(3.45)
(3.46)
(3.47)
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Hence, the total applied field is a vector pointing along the z'-axis of magnitude B z 
where
211/2 (3.48)
and where the z'-axis forms an angle fl with the z-axis with
/3 =  arctan ( GtZ
(3.49)
and /? ranges from —tt/2 to + 7r /2 .
In the new (a/, y', z') frame eq. (3.10) can now be used to determine A  with z 
replaced by z' . Further, it can be shown that B'z, = G and B", =  0 as before so 
that the full partial differential equation for A reduces to equation 3.11 as in the 
case without the pulse. The same procedures can therefore be adopted to solve for 
the magnetisation during the application of a pulse by first rotating the (x,y,z)  
frame to the (xf, y \  z') frame by the application of the rotation matrix R +, solving 
for M  as described in sections 3.2.1 and 3.2.2 before rotating back to the (x, y,z)  
frame by the application of the rotation matrix R~. The rotation matrices for x- 
and y-pulses are well-known,
i C  =X
(  cos P 0 =Fsin/? ^ 
0 1 0 
^ dhsin/? 0 cos/? J
and Ry
1 0 0
0 cos (3 =F sin /?
 ^ 0 dzsinp  cos/? J
(3.50)
3.3 The simulation package F o u r i e r
The code Fourier was written to solve the Torrey-Bloch equation &£ing the fore­
going analysis for the case of an arbitrary input pulse sequence. The complete sim­
ulation program consists of three individual programs Inipulse, Tau_pulse and 
COMB_SEQ encoded in Fortran90. Their specific tasks and properties are de­
scribed in the following subsections, but firstly a brief introduction to the basic
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features will be given. A listing of the T a u _p u l s e  program code is included as an 
example in Appendix A.
In order to simulate a pulse sequence, the sequence is broken up into individual 
elements during which the effective field B(z) is constant. These elements represent 
the successive time periods within a pulse sequence where alternatively a pulse field 
is switched on or off. The initial magnetisation M  (z , 0) for the first element is M 0. 
Since the first element of a sequence consists of the initial pulse, the magnetisation is 
rotated into the (x' , y \  z') frame. Then, the Fourier coefficients are calculated using 
eqs. (3.26), (3.33) and (3.45). The time evolution of the magnetisation is calculated 
via eqs. (3.22), (3.23) and (3.44) for the duration, tp, of the initial pulse. At time 
tp the magnetisation is transformed back into the original reference frame yielding 
the final magnetisation M ( z , t p), which is the output of the first element. For the 
second element the initial spatial distribution of the magnetisation M ( z , t ' =  0) is 
given by the output of the first element, M ( z , t p). Thereafter, for each subsequent 
element, M  (z, 0) is given by the output of the previous section. The development of 
the magnetisation during a complete pulse sequence is simulated by calculating the 
evolution of M  for each individual time period of the sequence with either a pulse 
field switched on or off.
In fig. 3.1 is shown the flow diagram for the program T a u _p u l s e  to give a represen­
tative example for the operations performed by each program. The time parameters 
used in fig. 3.1 have the following meanings: tp is the duration of an R f pulse; rc/ /  is 
the duration of an evolution period without a pulse field switched on, as compared 
to the pulse gap r  taken as the separation between pulse centre to pulse centre, 
ref f  = r  — tp\ te can be any time between 0 and re// ,  but is usually set to a time 
when an echo maximum is expected and tmax sets the time range for which the time 
domain magnetisation M (t') =  f*~™™axM ( z , t r)dz  with 0 < t' < tmax < rc/ /  is 
calculated. The time increment, equivalent to a spectrometer dwell time, is usually 
set to 0.5 //s. The time domain magnetisation M  (t ') corresponds to the time domain 
signal acquired on a spectrometer with a certain receiver bandwidth.
New sets of Fourier coefficients are obtained using eqs. (3.27), (3.28), (3.34), (3.35),
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Figure 3.1: A flow diagram describing the basic operations of the program
T a u _p u l s e .
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(3.46) and (3.47). The Fourier integrals are calculated numerically with the extended 
Simpson algorithm as found in [134]. The Fourier frequencies kn are multiples of 
the ratio f ,  as defined in eq. (3.26). The choice of the length parameter £ can 
be made arbitrarily within certain limits, £ has to be sufficiently large compared 
to a value zmax characterising a region of interest (around z = 0). The size of 
this region defined as =L zmax may be determined from the excitation bandwidth of 
the shortest pulse in the sequence. The upper limit is usually determined by the 
computer performance. The larger £, the more Fourier coefficients have to be used 
to account for high modulation frequencies. The more Fourier coefficients need to 
be calculated, the longer is the computing time. For all simulation results presented 
here, £ was set to 256 /tm, which was found to be sufficiently large compared to a 
Zmax of 150 /mi defining the region of interest for the calculations. The value 256 
was chosen, as compared to 250 or 260, because it is a “power of 2” number which 
generally improve numerical data handling.
As the spatial modulation length, Sr, (eq. (3.4)) decreases with time during a 
simulation, the number of Fourier coefficients has to be increased to account for the 
increasing spatial frequency of the modulation. The maximum spatial resolution, 
dzpc for nFc Fourier coefficients is, according to the sampling theorem, given by
< » ■ « >
The number of Fourier coefficients has to be increased at the start of a simulation, 
if 5r becomes smaller than SzFc during the time period to be calculated. Examples 
of modulation lengths for different total evolution times in a field gradient of 50 T/m 
are given in table 3.1. The minimum number of Fourier coefficients necessary to 
achieve a similar spatial resolution are listed in table 3.1 as well. For each case the 
condition 5zFc < Sr is fulfilled on the basis that £ =256 /mi. The number of 
Fourier coefficients increases as “power of 2”.
All three programs include the following additional features:
• Choice of the R f pulse phase between: x, -x, y and -y,
• Application of an arbitrary pulse flip angle,
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Table 3.1: Characteristic spatial modulation lengths, 8r(t), for an increasing total 
evolution time in a field gradient of 50 T/m, together with the minimum number of 
Fourier coefficients necessary to obtain a similar spatial resolution, 8zpc» on the basis
that i  = 256 jitm.
time [jus] 8r [yum] ripe 5zFC [Atm]
100 4.70 128 4.0
200 2.35 256 2.0
450 1.04 512 1.0
900 0.52 1024 0.5
1800 0.26 2048 0.25
3500 0.13 4096 0.125
7500 0.063 8192 0.0625
• Either the xy- or the ^-magnetisation can be set to zero before a pulse is 
applied (not in I n ip u l s e ).
The last feature is important to identify coherence pathways of magnetisation and 
determine the relative contributions of direct and indirect echoes when they coincide 
in “mixed” echoes. This may particularly be of interest for the study of multiple pulse 
sequences like the CP MG and QE sequence.
3 .3 .1  Im p u l s e
The program I n ip u l s e  is solely used to calculate the magnetisation resulting from 
the initial pulse of a sequence, starting with the initial magnetisation M (z,t =  
0) =  {0,0,1} in the rotating reference frame. This has the consequence that all 
simulations are independent of the actual resonance frequency.
The strength of the pulse field B\ is generally calculated from a time parameter 
Ago, which specifies the time it takes to rotate the magnetisation about 90° at the
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The nominal flip angle a  for an arbitrary pulse of duration tp is then defined by 
« =  (3-53)
 ^t90
To keep the excitation bandwidth constant during a sequence the duration tp is 
kept fixed and the parameter t90 is changed to obtain the desired value of a  which 
results in a change of the pulse amplitude or rather B\. For example, in a CPMG 
sequence the pulse duration is fixed to tp =  10 [is for all pulses. Consequently, t90 
for the initial 90° pulse is, as well, 10 jis (= Bi =0.587 mT), whereas for the 
180° pulses t9o = 5  fis (= B\ =1.174 mT). The Bi is also used to calculate the 
appropriate rotation matrices for each position along the z-axis. Two parameters, 
one specifying which matrix to use and one defining the signs of the sines within 
the matrix, determine the pulse phase.
The structure of the program is basically characterised by the left branch of the 
flow chart in fig. 3.1. The output of this program comprises two files. One file 
contains the magnetisation at the end of the pulse M(;z, t =  tp) with z in the range 
of [—zjmax, +zjmax] in fim. The other contains six columns of Fourier coefficients 
representing the three components of the magnetisation which are read as input by 
the next program.
3 .3 .2  T a u _p u l s e
The program T a u _ p u ls e  calculates the evolution of M  during a specified time pe­
riod with a pulse field either switched on or off. The magnetisation at the beginning 
of the evolution period M(z, if =  0) is read from a file containing the six columns of 
Fourier coefficients created as output for the previous sequence element.
The basic structure of the program is shown in fig. 3.1. If an R f pulse is simulated 
two files are created as output, contents as specified in the previous section. If the 
evolution during a mixing period of duration rm is calculated, four output files are 
created. The first contains the spatial distribution of the magnetisation at an inter­
mediate time M(z, if =  t e) with z in the range of [—zjmax, Pzjmax] in fim. The 
second contains the magnetisation at the end of the evolution period M(z, if =  reff)
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within the same z-range. The third contains the Fourier coefficients representing the 
final magnetisation. The fourth file contains the time domain magnetisation M(t') 
in the range 0 < t' < tmax < reff.  The time is usually incremented in steps of
0.5 fis.
This program is usually used to calculate the evolution during the time interval 
following the first pulse of a sequence.
3 .3 .3  COMB_SEQ
The program C o m b _s e q  simulates a pulse and a mixing period sequentially from 
an arbitrary starting magnetisation. The program is capable of calculating several 
cycles of pulse and mixing periods with the possibility of changing pulse timings 
and duration of mixing periods from cycle to cycle. This program is therefore used 
for most of the time in the simulations. The number of cycles is limited by the fact 
that after a certain sequence time has passed, the number of Fourier coefficients 
has to be increased to account for an increasing spatial modulation frequency. To 
start with the maximum number of coefficients necessary at the end of the sequence 
simulation would lead to a severely lengthened computing time.
The basic structure of the program (one cycle) can be illustrated as the direct 
succession of the left and central branch depicted in the flow chart, fig. 3.1. The 
output of this program comprises four files per cycle plus two extra files after the 
last cycle. For each cycle the magnetisation directly after an R f pulse M (z , t' — tp) 
is written to a file as well as its Fourier representation. The third file contains the 
magnetisation M ( z , t f =  te), where te can be any time during the mixing period. 
Usually te is set to a time when an echo maximum is expected. The fourth contains 
again the time domain magnetisation M (t ') for the duration of the mixing period. 
The two extra files contain the final magnetisation at the end of the last mixing 
period M ( z , t ' =  re//)  and its Fourier representation.
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3.4 Testing the F o u r ie r  simulator
The ultimate test to validate simulation data is comparison with experiment. Nev­
ertheless, a lot of confidence in a newly developed simulation method can be gained 
by comparing results with already established calculation algorithms and by testing 
the consistency between calculated values of D and input values. Before applying the 
F o u r ie r  simulator to develop new pulse sequences and investigate the behaviour 
of standard sequences in the stray field environment, the simulator’s performance in 
comparison with two other simulation techniques and with regard to self-consistency 
of the results are discussed in this section.
3.4.1 Comparison w ith the Benson algorithm
Simulation results most relevant to this work were published by Benson and McDon­
ald [7,8] and Benson [9] in 1995. They investigated the behaviour of multiple pulse 
sequences, e.g. the CPMG and QE sequence, applied in a stray field environment and 
their suitability for stray field imaging. Their simulations were based on a matrix 
algorithm described elsewhere [9] and excluded the effect of diffusion. They showed 
that in the presence of large time-independent field gradients the profile amplitudes 
of the magnetisation are strongly modulated along the gradient direction and that 
the modulation is not rewound completely at the time of an echo maximum.
As initial test the aim was to reproduce these modulations using similar time and 
gradient parameters as specified in [7-9]. Fig. 3.2 shows the amplitude profiles of 
the y component of the magnetisation (a) at the first echo of the QE sequence, 
(b) at the first echo of the CPMG sequence, (c) at the second echo of the QE 
sequence and (d) at the second echo of the CPMG sequence. The parameters used 
for these calculations were: G —  50 T/m, pulse duration tp =  10 y,s for all pulses, 
Bf° =0.587 mT, B \80 =1.174 mT, the pulse separation r  =  50 yus and D =  0. 
The relaxation times T\ and T2 were both set to «  00 (1012 s). There is very good 
agreement between the magnetisation profiles shown in fig. 3.2 and similar profiles 
calculated by Benson and McDonald [7—9] not shown here.
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(c) 2nd echo of the QE sequence. (d) 2nd echo of the CPMG sequence.
Figure 3.2: The simulated y component of magnetisation at the time of the expected 
echo maxima of (a) the first echo of the QE sequence, (b) the first echo of the CPMG 
sequence, (c) the second echo of the QE sequence and (d) the second echo of the 
CPMG sequence. Parameters as described in text. Note, that for the CPMG sequence 
((b) and (d)) the magnetisation rewind is incomplete.
The good agreement between both simulators is confirmed, when the relative echo 
maxima of the first eight echoes of CPMG (upper traces) and QE sequence (lower 
traces) are plotted together as shown in fig. 3.3. All echo trains are calculated with 
the same parameters as the magnetisation plots in fig. 3.2. The Benson values are 
taken from fig. 6.3 in ref. [9]. The echo amplitudes are normalised with regard to
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the first quadrature echo of either Benson’s results [9] (O) or the authors results 
(□), respectively. The relative amplitudes are seen to be in good agreement with
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Figure 3.3: The relative echo amplitudes of the first eight echoes of the QE (lower 
traces) and CPMG sequence (upper traces) calculated either with Benson’s simulator
(O) or the F o u r ie r  simulator (□).
each other. Deviations between echo amplitude values in fig. 3.3 may orginate from 
a reduced accuracy in reading off the values from the respective figure in ref. [9].
3.4.2 Comparison w ith the S p in  simulator
In this section results of the F o u r i e r  simulator are compared with the results 
of a conventional simulation package. The program “S p in ” was written by D. A. 
Faux [52]. The Torrey-Bloch equation (eq. (3.5)) is solved via a numerical finite 
difference method for sufficiently small t and z increments. Since the F o u r i e r  
simulator is based on an analytical solution to this equation, the quality of the 
calculations should be improved and the results more accurate. Therefore, differences 
between the results of the two packages are expected.
In fig. 3.4 the y component of the magnetisation directly after a 90° pulse is 
depicted under the effect of three different diffusion coefficients (a) D =  0, (b) 
D — 2.5 x 10-5 cm2/s and (c) D  =  1.0 x 10-4 cm2/s in a gradient of G =  50 T/m. The
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pulse duration is tp = 50  pis and Rf0 =0.117 mT, calculated with the S p in  (solid 
lines) and with the Fourier simulator (dashed lines). In the case of D =  0, the
1 .o
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F igu re 3.4: The effect of diffusion during the application of an R f  pulse. M y directly 
after a 90° pulse (tp — 50 /zs) calculated with (a) D  =  0, (b) D  =  2.5 x 10-5 cm2/s 
and (c) D =  1.0 x 10-4cm2/s with G = 50  T/m. The solid traces are calculated with 
the Spin and dashed traces with the F o u r ie r  simulator.
traces of the S p in  (solid line) and the F o u r ie r  simulation overlay perfectly as seen 
in fig. 3.4(a). A very small difference in amplitude between the two calculations 
is seen in fig. 3.4(b) in the case of a diffusion coefficient similar to water. The 
amplitude of the central lobe is slightly reduced for the F o u r ie r  simulation profile. 
In the case of an even faster diffusion coefficient the difference in amplitude between 
the two profiles becomes more apparent as seen in fig 3.4(c). In both cases the 
amplitude of the central sine lobe is reduced due to the effect of diffusion during 
the long R f  pulse, but the reduction for the F o u r ie r  simulation profile (dashed 
line) is much larger than for the S p in  simulation profile (solid line).
Without passing any judgement on the accuracy of either of the two simulators, 
the results seem to indicate that in the F o u r ie r  simulator the attenuation due to 
diffusion is stronger than in the S p in  program. On a short time scale the differences 
become obvious only at very high diffusion coefficients which hardly occur in real
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experiments, but it has to be expected that on a longer time scale the effect becomes 
visible also for smaller input values of D.
In fig. 3.5(a) are shown the plots of My(t) from calculations of both simulators, 
simulating the CPMG sequence. The parameters for both simulations are tp =  
10 fis for both 90° and 180° pulses, r  =50 fis, D;n =  1.0 x 10-4cm2/s  and G — 
50 T/m. Both relaxation times are set to oo. The solid traces represent My(t) of 
eight successive echoes calculated with the F o u r ie r  package. The evolution period 
after the initial 90° pulse from this calculation is not included. The interruptions 
in-between arise from the pulse intervals where no time domain data is produced. 
The dashed trace represents the time domain data from the S p in  simulation, which 
proceeds continuously from the initial excitation to the end of the last evolution 
period. For each echo train the magnetisation is normalised to the maximum of the 
first echo, respectively. The echo shapes differ dramatically between the results of 
the two simulators, but this is thought to be of secondary nature and is therefore 
neglected for the moment, since diffusion coefficients are usually determined from 
the decay of the echo maxima using eq. (1.83). It is apparent that the echo decay 
is quite different as well for the two echo trains. Later echoes show that the echoes 
calculated with the F o u r ie r  program are more attenuated than the ones obtained 
from the S p in  simulation. The natural logarithms of the echo maxima vs. echo 
time for both echo trains are plotted in fig. 3.6(a) (O for S p in  and □ for F o u r ie r  
results). The solid lines represent linear regression fits to the data. The diffusion 
coefficients obtained are Ds =  1.07 ±  0.01 x l 0 _4cm2/s  from the S p in  data and 
Dp =  1.19 db 0.02 x 10-4  cm2/s from the Fourier data. The first two echoes were 
excluded from the analysis of the F o u r ie r  data to avoid degrading effects from 
the amplitude modulation at early echo times seen in fig. 3.3. It is obvious that Ds 
is closer to Din than Dp. On the other hand deviations from the decay behaviour 
described by eq. (L£B) have been reported by Goelman and Prammer [62] and Lane 
and McDonald [102]. They found that the conventional diffusion analysis of data 
acquired in the presence of large, continuous field gradients using either the CPMG 
or QE sequence leads to severely overestimated self diffusion coefficients which could
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Figure 3.5: (a) The normalised My(t) of a CPMG echo train calculated with the 
Spin  (dashed line) and the F ourier simulator (solid line). In both cases the gradient 
was switched on for all time periods, (b) The normalised My(t) a CPMG echo train 
calculated with the same parameters, except that G = 0 during pulses. Again the 
Spin  result is represented by a dashed line and the F ourier  results by solid lines.
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be the case for the Fourier result.
To see if the results would agree in the limit of “ideal” pulses the calculations were 
repeated with similar parameters but with G =  0 during the time periods when a 
pulse field is switched on and G =  50T/m during the evolution periods. Again, the 
magnetisation of each echo train has been normalised to the maximum of the first 
echo of the respective data set. The time domain results for both simulators are 
depicted in fig. 3.5(b). The echo widths of the F o u r ier  echoes are much narrower 
than before due to the absence of off-resonance effects during the application of 
pulses. The relative echo maxima from both data sets are seen to be in good agree­
ment with each other. The natural logarithms of the echo maxima vs. echo time 
for the two echo trains are plotted in fig. 3.6(b) (O for Spin and □ for F o u r ier  
results). As before the solid lines represent linear regression fits to the data. The
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Figure 3.6: Plots of ln(echo maximum) vs. echo time t for the Spin  (O) and F ourier  
(□) results. The data from the continuous gradient simulations is plotted in (a) 
whereas the data plots from the calculations with G = 0 during the pulse are depicted 
in (b). The solid lines represent linear regression fits to the respective data set.
diffusion coefficients obtained are Ds =  1.01 ± 0 .0 2  x 10-4 cm2/s from the Spin data 
and Dp =  1.02 ±  0.03 x 10-4cm2/s from the Fourier data. Both results are in good 
agreement with the input value of Din =  1.0 x 10-4cm2/s. The differences in the 
results between the two simulation packages occurring in the case of a continuous
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gradient are therefore most likely due to differences in accounting for off-resonance 
effects during an applied pulse field.
Extending the comparison made in fig. 3.3 by including Spin data calculated with 
similar parameters, it becomes apparent that the Spin simulation does not reproduce 
the echo amplitude modulations obtained by Benson [9] with the same precision as 
the Fourier simulator. This is shown in fig. 3.7. In the case of the CPMG echo
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Figure 3.7: The relative echo amplitudes of the first eight eight echoes of the QE 
and CPMG sequence calculated either with Benson’s simulator (O ), the F o u r ie r  
simulator (□) or the Spin  simulator (O)._____  _____________
maxima calculated with Spin, the modulation is hardly visible. Furthermore, the 
relative amplitudes of the Spin data are somewhat lower than the ones of the other 
two simulators.
Although the final decision as to which simulator is closer to reality has to be made 
by comparison with experimental data, the evidence presented so far is in favour of 
the Fourier package.
3.4.3 Simulating the stim ulated echo sequence
In the last section the conventional analysis of the diffusion decay of a CPMG echo 
train acquired in the presence of a constant, strong field gradient resulted in a larger
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diffusion coefficient than expected. Although the question arises whether or not the 
standard diffusion analysis given by eq. (1.83) is still valid when non-ideal pulses 
are applied, it is still difficult to tell if this is a result of a strong gradient being 
present during a pulse is applied or if the simulation program overestimates the 
effect of diffusion generally. In experimental work the stimulated echo sequence is 
the workhorse regarding diffusion measurements due to its robustness and reliability. 
It is therefore appropriate to investigate how the new simulation package performs 
simulating this sequence.
3.4.3.1 Self-Consistency
In an initial set of calculations the sequence was simulated with a fixed t\ =  50 fis 
and nine different values for r2 in the range from 80 to 400 fis. The 90° pulses had 
a duration of tp =  10 fis and Din =  2.5 x 10- 5cm2/s. As before Ti and T2 are set to 
infinity. Fig. 3.8(a) shows the time evolution of the y magnetisation after the third 
90° pulse. The data shown were calculated with r2 =  150 jis. Four echoes can be 
identified within the depicted time range. Repeating the calculation with the same 
parameters but now with the transverse magnetisation set to zero before the third 
90° pulse is applied has the effect that only one echo is preserved as seen in fig. 3.8(b). 
Since only magnetisation stored along the z-axis in the previous evolution period 
can contribute to the formation of an echo, this echo can be identified, following 
Hahn [69], as the stimulated echo. The echo maximum occurs at a time t\ after the 
third pulse of the sequence. If the longitudinal magnetisation is set to zero instead, 
three echoes can be observed at the times r2 — ri, t 2 and r2 +  n  after the last 90° 
pulse and the stimulated echo has disappeared. These echoes arise therefore solely 
from the transverse magnetisation present after the second 90° pulse.
On the basis of the random walk model of diffusion proposed by Carr and Purcell 
[34] and assuming ideal pulses Woessner [158] calculated the diffusion attenuation 
factors for the four echoes occurring after a general three pulse sequence. A good test 
for the simulator would be to see if the diffusion decay of all four echo types follow the 
respective attenuation factor derived by Woessner. The diffusion attenuation factors
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Figure 3.8: (a) My(t) after the third 90° pulse, (b) as (a) but with Mx = My = 0 
before the third pulse and (c) with Mz = 0 before the third pulse.
and the times of the expected echo maxima after the third pulse of the sequence 
are listed in table 3.2. The nat. log. of the echo maxima were plotted against the 
time factors (table 3.2) and fitted with a linear regression algorithm. The resulting 
diffusion coefficients are listed in table 3.2. The results are in good agreement with
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Table 3.2: The echo maximum positions and corresponding attenuation factors for 
all four echoes created by the standard stimulated echo sequence. The third column 
contains the corresponding diffusion coefficients obtained from the simulation data
as described in the text.
maximum
position
attenuation factor diffusion coefficient 
K / s  ]
n exp ( - 7 2G2Dt? [r2 + fn ]) 2.57X10" 5
T2 - T 1 exp { - \ f ( ? D [ T l  +  (r2 -  n )3]) 2.44xl0-5
t 2 exp ( - § 72G2Di-|) 2.52 xlO" 5
t 2 +  t 1 e x p t - f T ^ D f a  +  Ti]3) 2.55xl0" 5
the value for Din. In each case the correlation factor was very high and the error in 
the diffusion coefficient is of the order of 3% or less.
Other simulations have been performed with t 2 fixed and different values of t\. 
The diffusion coefficients obtained are in similarly good agreement with their cor­
responding value for D{n. This suggests that the new F o u r ie r  simulator does not 
overestimate the effect of diffusion in strong field gradients.
It should be noted that the possibility of setting either longitudinal or transverse 
magnetisation to zero before a pulse field is applied, as demonstrated in fig. 3 .8 , can 
prove very useful in determining the different magnetisation pathways contributing 
to an echo.
3.4.3.2 Comparison w ith the S p in  simulator II
Again, F o u r ie r  results are compared with S p in  results. Both simulators have been 
used to simulate the original stimulated echo sequence [69].
The sequence parameters used in both programs were: the pulse duration tp = 
10 fis and B\ =  0.587 mT for all pulses, r2 =  400 //s, Din =  2.5 x 10-5  cm2/s and T\ =  
T2 & oo. T\ was varied from 30 - 150 fis. In fig. 3.9 the normalised stimulated echo 
maxima are plotted against t\ for the two calculations. The maxima are normalised 
with respect to the maximum of the stimulated echo calculated with n  =  30 /is for
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each data set separately. The diffusion coefficients obtained from the stimulated
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F igu re  3.9: The normalised stimulated echo maxima plotted against t\ calculated1 
with the Spin (O) and the F o u r ie r  (□) simulator. The solid lines represent data fits 
obtained from a linear regression analysis of In (amplitude) vs. t\  (r2 +  f n )  plots.
echo decay are 2.61 ±  0.04 x 10-5  cm2/s for the S p in  and 2.51 ±  0.01 x 10-5  cm2/s  for 
the F o u r ie r  data. The result of the F o u r ie r  simulator is in excellent agreement 
with Din. The S p in  result overestimates D slightly, but is still in good agreement 
with Dinj since the error is still less than 5%.
3.4.3.3 Phase cycling
In sec. 3.4.3.1 was pointed out how magnetisation pathways can be determined using 
the simulator option to switch off either xy  or z magnetisation before a pulse. In this 
section the possibility to work out phase cycles is demonstrated in order to preserve 
a desired echo and to eliminate undesired secondary echoes. The stimulated echo 
sequence is chosen as a simple example.
Fig. 3.10 shows the traces of Mx(t) (dashed line) and My(t) (solid line) for the evo­
lution period after the third 90° pulse for four phase combinations. These combina­
tions arise from permutating the phases of the last two pulses of the 90x — 90x — 90* 
sequence with their inverse phase. The parameters used to calculate the traces are
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the same as for fig. 3.8. The resulting changes in the echo phases according to the
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Figure 3.10: Mx(t) (dashed line) and My(t) (solid line) after the last 90° pulse of the 
stimulated echo sequence with the phase permutations (a) x,x,x, (b) x,-x,x, (c) x,-x,x
and (d) x,-x,-x.
pulse phase combination are clearly visible for all four echoes. The very rapidly de­
caying feature at the beginning of each trace is an FID following a 90° pulse. In 
relation to experiment My and Mx correspond to the real and imaginary parts of 
the measured transverse magnetisation.
To obtain the desired echo the magnetisation traces have to be added or subtracted
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in a certain order. This corresponds to the setting of the receiver phase in experiment. 
The full phase cycle (pulse and receiver) aiming to preserve solely the stimulated 
echo is listed in table 3.3. The receiver phases are noted as for adding and as 
for subtracting the acquired magnetisation. The result of applying the phase cycle
Table 3.3: The complete phase cycle for the stimulated echo sequence designed to
preserve solely the stimulated echo.
1. 90° pulse 2. 90° pulse 3. 90° pulse receiver
+x +x +x +
+x Tx -X -
+x -X +x -
+x -X -X +
is shown in fig. 3.11. All echoes other than the stimulated have disappeared.
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Figure 3.11: Mx(t) (dashed line) and My(t) (solid line) after the third 90° pulse for 
the stimulated echo sequence after applying the phase cycle listed in table 3.3.
This was just a simple demonstration of how the Fourier simulator can be applied 
to develop phase cycles. To be most effective for this purpose, it has to be noted, 
that the pulse delays should not be chosen too long in order to keep all echoes
92 CHAPTER 3. SIMULATING PULSE SEQUENCES
created close together. This provides a better overview and reduces the computing 
time.
3.4.4 Conclusions
The new simulation package F o u r ie r  has been tested and compared with estab­
lished simulation programs. The results obtained were generally seen to be in good 
agreement with input parameters. Discrepancies between result and input values of 
D were observed in the simulation of the CPMG sequence in the presence of a strong, 
time-independent field gradient. Reports in the literature support the observed devi­
ations resulting from the standard diffusion analysis under the given circumstances. 
In the limit of ideal pulses (G = 0 during a pulse period) the standard analysis 
procedure yields results which are again in good agreement with Din. It was demon­
strated how the F o u r ie r  simulator can be used to follow specific magnetisation 
pathways and to develop phase cycles. Although experimental validation has still to 
follow, the gathered evidence suggests that the F o u r ie r  program provides an ex­
cellent tool to develop pulse sequences for stray field applications with the emphasis 
on stray field diffusometry.
Chapter 4
Stray field  diffusom etry - W ays to  
diffusion weighted imaging
4.1 Introduction
The concept of using constant magnetic field gradients for measuring diffusion 
coefficients is not new. Already in 1950 Hahn explored the use of sequences with 
two and three pulses for diffusion measurements [69]. The magnetic field gradient 
was a natural consequence of the magnet quality available at that time and was as­
sumed to be constant over the size of the sample. To calculate the echo attenuation 
coefficients of the CPMG sequence, the field gradient was assumed time-independent 
throughout the experiment [34,113]. Until Stejskal and Tanner proposed the use of 
time-dependent field gradients in the form of gradient pulses in 1965 [143] con­
stant gradients were commonly used in diffusion experiments. Since then pulsed 
field gradient (PFG) techniques have proven to be powerful and versatile tools in 
NMR diffusometry. In 1991, shortly after Samoilenko et al. proposed the use of the 
strong and steady field gradient found in the fringe field of high field superconduc­
tive magnets for imaging solids [138], Kimmich and co-workers [94] explored the use 
of these strong and time independent fringe field gradients to measure very small 
diffusion coefficients. Systems with centre-of-mass diffusion coefficients of the or­
der of 10-10 -  10-11 cm7s, such as polymer melts, are barely accessible with PFG
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methods. In recent years several research groups have taken up this approach, ex­
ploiting the strength and the stability of the gradient. In one case, so far, it led to 
the construction of a purpose-built gradient magnet (anti-Helmholtz arrangement) 
with ultra-high gradients (up to 180 T/m) [35]. The appropriate gradient strength 
and radio-frequency can be chosen by adjustment of the sample position.
The main advantages of the stray field or high field gradient approach over PFG 
techniques can be summarised as follows
1. The strength (typically «60  T/m) and stability of the stray field gradient 
allow the measurement of increasingly smaller diffusion coefficients down to 
the order of 10-12 cm2/s) [36].
2. The high gradient strength is also favourable for the study of diffusion of 
nuclei other than hydrogen (e.g. 2D, 6Li, 7Li, 11B, 13C, 23Na, 31P) because it 
compensates for the low values of the magnetogyric ratio 7  of these nuclei 
[43,84,135].
3. The static nature of the gradient improves the accuracy in experiments pre­
viously affected by the switching of gradients. Systems in this category that 
have been studied include membranes (lipid layers) [44,86] and ionic liquids 
and electrolytes [43,84].
4. The large external gradient improves diffusion experiments in heterogeneous 
materials such as colloidal suspensions, high molecular weight polymer melts, 
porous materials and biological systems. The relative contributions of back­
ground gradients that may be present are reduced. There is also enhanced sen­
sitivity to smaller length scales in terms of anomalous and restricted diffusion 
in these materials [3,43,53,55,63,96,165].
The objective of the work described in this chapter is not to follow the trend to 
measure smaller and smaller self-diffusion coefficients, but to develop stray field 
diffusometry techniques and to explore the feasibility of obtaining spatially resolved 
diffusion information. An overview of standard stray field diffusion sequences is
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given, followed by a proposal for a novel one-shot diffusion sequence. Then three 
different strategies for using this sequence in diffusion weighted stray field imaging 
are discussed. The discussion of some sequences is complemented with simulation 
results obtained with the F o u r ie r  simulator introduced in sec. 3.3.
4.2 Standard pulse sequences for stray field dif­
fusometry
In PFG techniques the influence of relaxation processes can be overcome by keeping 
all delay times constant and varying the gradient strength to encode the echo decay 
as a function of diffusion only. This is not possible in the stray field. Here, it is only 
possible to vary the pulse timing to encode the echo decay, which is then a function 
of both, relaxation and diffusion.
Two basic pulse sequences which can be used for diffusion measurements in the 
presence of time-independent gradients have already been discussed in detail in sec­
tion 1.6.2, namely the spin echo and stimulated echo sequence. Here the discussion 
is limited to sequences specifically proposed for application in the stray field envi­
ronment which are aimed to overcome the influence of relaxation.
4.2.1 A m odified stim ulated echo sequence
4.2.1.1 A T2-independent diffusion analysis
A modified stimulated echo (mSTE) sequence was proposed by Kimmich and Fischer 
in 1994 [93]. The modification, compared to the conventional use of Hahn’s original 
sequence, consists in the fact that the direct echo at time r\ after the second 90° 
pulse is acquired, as well as the stimulated echo as shown in fig. 4.1
The echo attenuation factors for the direct (Ed) and stimulated echo (E s) are 
given by
2  3  2 7 i  27*1
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90x 90, 90,
Figure 4.1: The modified stimulated echo sequence.
and
Es =  exp - 7 2G 2D t (  I T2 +  “ T-!
271
T2
2ti +  r2 (4.2)
3 '7  , Ti
where 7 , G and D have their usual meaning and the times T\ and r2 are as defined 
in fig. 4.1. Dividing the stimulated by the direct echo attenuation factors a ratio is 
obtained which can be written as
,. Esratio = —— oc exp E d y - ^ ( ? D r t T 2 -  - fJ-l
T2 (4.3)
It can be seen from eq.(4.3)that the attenuation factor of the ratio is independent 
of the relaxation time T2 and the relaxation time Ti contributes only a constant 
term if r2 is kept constant in the course of the experiment.
It should be noted that according to Kimmich [92] the choice of the pulse phase 
is arbitrary. Hence, a similar diffusion analysis can be performed with the original 
STE sequence when the direct echo after the second 90° pulse is acquired as well as 
the stimulated echo. In later sections it will be referred to mSTEx for the Hahn’s 
original STE sequence [69] plus direct echo and to mSTEy for the quadrature phase 
variant, shown in fig. 4.1, as proposed by Kimmich and Fischer [93].
4.2.1.2 Simulating the mSTE sequence
The simulation results presented here have just the purpose of illustrating the 
diffusion analysis derived by Kimmich and Fischer [93] and the extended phase 
cycle including the direct echo.
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In fig. 4.2(a) are plotted the normalised echo maxima for direct (O) and stimulated 
(□) echoes obtained from Fourier simulations using the following parameters: pulse 
duration tp =  10 fis and B\ =  0.581 mT for 90° pulses; r2 =  400 /xs; Din =  2.5 x 
10-5  cm2/s and Ti =  T2 =  oo. Calculations were performed for six different ti-values: 
30, 50, 70, 90, 110 and 150 fis. The echo maxima are normalised with respect to 
the direct echo maximum calculated with t\  =  30 fis. The natural logarithms of the
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(a) Normalised mSTE echo maxima. (b) mSTE ratio analysis.
Figure 4.2: (a) The normalised direct (O) and stimulated (□) echo maxima plotted 
against t \ .  The echo amplitudes are normalised with respect to the first direct echo,
(b) Plot of \n(stimulated—over—direct echo ratio) versus r f. The solid line represents
a linear regression fit to the data.
stimulated-over-direct echo ratios are plotted against r \  in fig. 4.2(b). The solid line 
represents a linear regression fit to the data. The diffusion coefficient obtained from 
the data fit is 2.51 ±  0.01 x 10-5  cm2/s which is in excellent agreement with P ,n.
As before for the STE sequence, the permutation of the original pulse phases with 
their inverse phase leads to four different phase combinations for the two 90° pulses. 
The traces of Mx(t) (solid line) and My(t) for the evolution periods after the second 
and third 90° pulse are shown in fig. 4.3 for all four phase combinations. The traces 
were calculated using the pulse separation times t\ =  50 fis and t 2 =  150 fis. The 
other parameters were as above. Each graph contains the evolution period during 
which the direct echo is formed after the second 90° pulse ( leH hand side) and
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Figure 4.3: Mx(t) (solid line) and My(t) (dashed line) after the second and third 
90° pulse of the mSTE sequence with the phase permutations (a) x,y,y, (b) x,-y,y, (c) 
x,-y,y and (d) x,-y,-y. Each graph shows the direct echo on the left hand side and the 
stimulated echo and secondary echoes as discussed in sec. 3.4.3 on the right hand side.
the evolution period during which the stimulated echo and further secondary echoes 
occur on the right hand side. The phase cycle designed to preserve the direct and 
stimulated echo is similar to the one obtained for the STE sequence, but with an 
additional receiver phase shift after the second 90° pulse. The complete phase cycle 
is listed in table 4.1, as before the receiver phase is denoted as for adding and 
for subtracting the respective magnetisation traces. The resulting traces of the
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Table 4.1: The complete phase cycle for both, the standard and quadrature variants of 
the modified stimulated echo sequence designed to preserve the direct and stimulated
echo.
1. 90° pulse 2. 90° pulse receiver 
direct echo
3. 90° pulse receiver 
stim. echo
+x -t-x/y + + x /y +
+x -fx/y + - x /y -
+x -x /y + + x /y -
+x -x /y + - x /y +
magnetisation after phase cycling is shown in fig. 4.4.
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Figure 4.4: Mx(t) (solid line) and My(t) (dashed line) after the second and third 90° 
pulse of the mSTE sequence after applying the phase cycle listed in table 4.1.
4.2.2 Other constant relaxation tim e techniques
4.2.2.1 A five-pulse stimulated echo sequence
The five pulse stimulated echo sequence, shown in fig. 4.5, was proposed by Kimmich 
and Fischer in 1994 [93]. To make the signal attenuation independent of relaxation 
the time intervals T\ and 7*2 are kept constant during the experiment. The signal
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decay due to diffusion is mapped by varying the position of the 180° pulse between 
the first two 90° pulses and after the third 90° pulse, thereby varying S.
18090x 180;
TT
Figure 4.5: The five pulse stimulated echo sequence.
The echo intensity is proportional to the following attenuation factor [92]
E  oc exp - i 7 2G2£»(n 3 -  3<5r2 +  352(ti +  r2) +  3<53) -  ^  ^ (4.4)
In practise the delay time T\ in this sequence is somewhat longer than in the mSTE 
sequence. Hence, a slight disadvantage arises due to a reduced signal intensity if the 
five-pulse sequence is applied to systems with short transverse relaxation times.
4.2.2.2 A five-pulse mixed echo sequence
In 1994 Demco et al proposed a number of constant relaxation pulse sequences for 
the measurement of diffusion in the stray field [43]. One of them, a five-pulse mixed 
echo sequence, shown in fig. 4.6, will be discussed here in more detail. The mixed 
echo sequence had been developed to improve the sensitivity of the experiment by 
acquiring a spin and stimulated echo at the same time.
The echo intensity of the mixed echo is given by
E{ru r2, r 3) =  y exp ( “ f r
(  2(t2 +  T Z f \  
e x p   ----  ) D s s eT\
x exp 2(t2 +  r3)' D s e (4.5)
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Figure 4.6: The five pulse mixed echo sequence, 
where the diffusion-encoding attenuation factors are
D S s e  =  exp ( - 2 7 2G 2D t 1 
for the stimulated echo and
n +  t 2 +  r3i)
Dse =  exp - 2 7  2G2D
+  To3 +  To3
+  Ti2(t2 + r3) +  Ti (t2 +  r | )
(4.6)
(4.7)
for the spin echo [43]. In the particular case of choosing r2 =  73 =  r , r  <C T\ and 
r  <C T^jTi the mixed echo amplitude can be approximated by
\  ( —  2t i
-^(r i) ~  ■ "7T exP ( m
(  4t \  (  4reXp( _ _ j + e x p / _ _
x exp ^ 7 2G2r>r3^  . (4.8)
A constant-relaxation method for measuring D can be implemented by taking the 
product of two separate mixed echo intensities, recorded with different T\ and r[ 
values, such that T\ +  r[ =  C is a constant. The signal amplitude, S, of a pair of 
mixed echoes can be derived from eq. 4.8 as [43]
S(C ,r1) =  jE(n )x£? f t )  
El ( - 2 C
=  T e x p h r exp
4t  \  ( 4  r
5 \ ) +exph r V (4.9)
x exp ( - ^ 7 2G2D (r13 +  r f ) )  .
The performance of this sequence suffers as well, when T2 relaxation is faster than 
Ti relaxation. However, due to the coincidence of spin and stimulated echo the signal 
intensity is generally higher than in sequences focusing on either of them.
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4.2.2.3 A five-pulse double stimulated echo sequence
A furtWconstant-relaxation-time diffusion sequence was proposed by Wu in 1995 
[160]. The double stimulated echo (D-STE) sequence, shown in fig. 4.7, consists 
of five 90° pulses which create two stimulated echoes at the times |rn  — t l2| and 
|tli +  t -12 | after the fifth pulse.
90x 90x 90x 90x 90x
Figure 4.7: Pulse sequence for the D-STE experiment.
By keeping the sum of the longitudinal (r2 =  r21 +  r22) and of the transverse 
(ti =  Tn +  ri2) evolution times constant throughout the experiment, the effect of 
relaxation is held constant as well. The signal decay can be mapped by varying either 
(721/ 7*22) or (tu / tu). The author showed that the sequence works most effectively 
under the conditions: Tn <C r i2 and rn  and r i2 are constant during the experiment. 
In this case, the intensities for both echoes can be approximated by [160]
Ei , 2  ~  exp •7 2G*D (4.10)
The fact that both echoes decay in a similar manner can be exploited for enhancing 
the sensitivity of the experiment by adding the two echo amplitudes.
One drawback of this sequence is that the five 90° pulses create numerous sec­
ondary echoes, which requires extensive phase-cycling to filter out the desired echoes 
without perturbation.
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4.3 M ultiple pulse sequences
All sequences mentioned so far in the context of S t r a f i  diffusometry are cumber­
some in the way that the experiments have to be repeated several times with varied 
time parameters in order to obtain a single diffusion coefficient. For imaging pur­
poses this would have the implication that the whole set of measurements has to be 
repeated again for a number of slices to obtain a diffusion profile. Consequently, this 
would lead to a very prolonged total experimental time. In order to reduce the total 
time of the experiment, a sequence is needed which allows to collect all necessary 
diffusion information in one experiment.
Multiple pulse and echo sequences may therefore be convenient tools to shorten 
the experimental time if the diffusion information can be deduced from the signal 
decay of subsequent echoes. As ideal candidates for this purpose would come to mind 
the CPMG (fig. 1.6) and the multiple quadrature echo (QE) sequence (fig. 1d£), since 
they are both already implemented in the standard S t r a f i  imaging routine (sec. 
1.5.3).
Simulation results presented earlier (sec. 3.4.2) indicated, however, that the stan­
dard diffusion analysis tends to overestimate the effect of diffusion. Therefore, the 
CPMG and QE sequence are going to be discussed here in more detail with regard 
to their application for diffusion measurement in a stray field environment.
4.3.1 M easuring diffusion with the CPM G sequence
The use of the CPMG sequence, 90a; — r  — (180y — r  — echo — r)n, for measuring 
self-diffusion coefficients goes almost back to its proposal by Carr and Purcell in 
1954 [34]. Originally designed to reduce the effect of magnet inhomogeneity and 
of diffusion on relaxation time measurements, the authors realised its potential for 
measuring self-diffusion coefficients. As derived earlier, the echo amplitude of the 
nth echo is given by
E(2nr) =  E0exp -  y T 2^ 2^ 3^  , (4.11)
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where r  is the pulse separation time.
That the analysis of the echo decay is not that straightforward when the CPMG 
pulse sequence is applied in the presence of a strong magnetic field gradient was first 
suggested by Goelman and Prammer in 1995 [62]. These authors investigated the 
applicability of CPMG sequences for relaxation analysis in NMR oil-well logging 
applications. Even though they were operating at much lower field and gradient 
strengths (B0 ~ 2 0 0  G and G ~  25 G/cm), similarities to the stray field case arise 
from the fact that the excitation width of the applied R f pulses is much smaller than 
the size of the sample. This causes the breakdown of the “ideal pulse” assumption, 
since only the magnetisation of a very small part of the sample experiences the full 
rotation about 90° of 180°. As a consequence of this pulse imperfection they found 
that a CPMG pulse train applied in an inhomogeneous field creates not only di­
rect echoes, pure spin echoes originating from the transverse magnetisation created 
initially at the beginning of the sequence, but also indirect echoes. These echoes 
originate from magnetisation pathways which have crossed the longitudinal axis at 
some point during the sequence similar to a stimulated echo and have therefore 
mixed contributions of Ti and T2 relaxation. Furthermore, different pathways have 
different diffusion weightings. Generally, pathways where the magnetisation stayed 
along the z-axis are more attenuated by diffusion than pathways where the magneti­
sation stayed solely in the xy-plane. This may be demonstrated on the example of 
the second echo to which contribute only two different pathways, one direct and one 
indirect. Neglecting relaxation, the echo attenuation for the direct pathway can be 
obtained from eq. (4.11) and is given by e x p ( - |7 2G2D r3). The attenuation factor 
for the indirect echo, which is in fact a stimulated echo, can be derived from eq. (4.2) 
by substituting 7i with r  and r2 with 2r  and yields exp(—§7 2G2D r3). The contri­
bution of indirect echoes to the total echo intensity increases with increasing echo 
number. As a consequence, the total echo attenuation is a sum over all attenuation 
factors from pathways contributing to the echo weighted by the fraction of mag­
netisation which followed a specific path. If not taken into account, as in eq. (4.11), 
the additional attenuation from the indirect pathways leads to the observation of an
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apparently faster diffusion.
In applications where a large number of 180° pulses are applied, a large number 
of magnetisation pathways are created and the calculations necessary can become 
very extensive. Hence, it is suggested that it may be possible to introduce an ad­
ditional factor, kcpMG (to t>e determined empirically), in eq. (4.11) to account for 
the enhanced effect of diffusion in the stray field environment. Eq. (4.11) may be 
rewritten as
E(t) = E0 exp ( - 1  -  *2£™ 7 *G2f lr3i )  , (4.12)
where t = 2nr  and kcpMG is the factor to be found. When the pulse bandwidth is 
much less than the sample bandwidth kcpMG 7^  1 is expected, but in cases where 
the “ideal pulse” assumption is valid, that means when the pulse bandwidth is 
larger than the sample bandwidth, kcpMG =  1 and the conventional equation (4.11) 
applies, as demonstrated in sec. 3.4.2. A similar approach has been made by Lane 
and McDonald [102,103] for the QE sequence which is discussed in the next section.
Since diffusion attenuation is generally more effective along pathways leading to 
indirect echoes and the conventional analysis tends to overestimate the true diffusion 
coefficient, kcpMG is expected to be greater than 1.
4.3.2 D iffusion and the quadrature echo sequence
The remarks made in the previous section on the CPMG sequence apply even more 
strongly to the QE sequence, 90x — r  — (90y — r  — echo — r)n. Due to the 
composition of the QE sequence, the fraction of magnetisation following indirect 
pathways increases much faster than in the CPMG sequence. This manifests itself 
already in the second echo (n =  2) which consists of a direct and an indirect 
(stimulated) echo appearing at the same time. The relative contributions to the total 
echo amplitude are approximately one-third direct echo and two-thirds stimulated 
echo.
In terms of suitability for Strafi diffusion measurements, the QE sequence offers 
no improvement with respect to the CPMG sequence. The QE sequence may, how­
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ever, be preferred in Strafi applications, since the Rf power applied stays constant 
throughout the experiment. This has the advantage that subsequent pulses excite 
the same bandwidth as the initial 90° pulse whereas the pulse amplitude has to be 
doubled to achieve the same for a 180° pulse in the CPMG sequence. This may cause 
problems in cases where the power capacity of the R f amplifier is limited, especially 
when short pulse durations are required.
The diffusion coefficients resulting from a conventional data analysis overesti­
mate the true values even more. It should be noted, that even if the l'ideal pulse” 
assumption is valid, it may not be strictly correct to analyse QE data with eq. 
(4.11). However, following Lane and McDonald [102,103], it is suggested to sub­
stitute the factor kcpMG in eq- (4-12) with an analogous factor kQE such that the 
conditions kQE 7^  kcpMG and kQE > kcpMG > 1 apply. The authors applied 
the QE sequence in a Strafi imaging study of solvent ingress into a polymer ma­
trix (PMMA) and acquired spatially resolved diffusion profiles of the solvent self­
diffusion coefficient. In calibration measurements on a bulk water sample they found 
the empirical factor kQE to be 1.65 (in the original ref. [102], k =  =  0.55),
using D = 2.3 x 10_5cm2/s as reference value for the self-diffusion coefficient of 
water at 21° C.
An initial attempt will be made to obtain values for kcpMG and kQE empirically 
from the diffusion decay of CPMG and multiple QE echo trains, calculated with the 
Fourier simulator, in the next section.
4.3.3 Simulating the CPM G and multiple QE sequence
On the basis of the previous discussion about the suitability of the CPMG and QE 
sequence for diffusion measurements in the Strafi environment an attempt is made 
to find the empirical factors for both sequences with which a good estimate of the 
actual diffusion coefficient can be obtained.
The parameters of the simulations are similar for both sequences apart from a 
change in B\ to obtain 180° pulses in the CPMG sequence. The parameters for the
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calculations presented here are tp =  10 fis for all pulses, B \Q =  0.587 mT, £ j 80 =  
1.174 mT, initial pulse delay r  =50 [is and 90 fis (centre-to-centre), T\ =  T2 «  oo 
and Din = 1.0 x 10" 4 cm2/s, 2.5 x 10-5cm2/s and 5.0 x 10- 6cm2/s and G =50 T/m. 
In simulations with the shorter r-value, 18 echoes were recorded, and with the 
longer, 14 echoes. To obtain D via eq. (4.11) the natural logarithms of the echo 
maxima were plotted against time t =  2nr  allowing the use of a linear regression 
fitting routine. As seen in fig. 3.3, the first two echoes of CPMG sequence and 
the first three echoes of the QE sequence show a pronounced change in their echo 
amplitudes before a “steady state” is reached with the subsequent echo amplitudes 
approximately constant for D =  0. To circumvent potential inaccuracies due to the 
amplitude modulation the first two echoes were omitted in the CPMG analysis and 
the first three echoes in the QE analysis.
The results for the CPMG calculations are listed in table 4.2 and for the QE 
calculations in table 4.3. The last column in both tables contains the ratio of Dout 
over Din where Dout stands for the “measured” D value obtained with the standard 
analysis using eq. (4.11). These ratios should be similar for a specific sequence and 
provide a common factor, which can be associated with either kcpMG or &Q# as 
defined in eq. (4.12).
Table 4.2: Results of calculations simulating the CPMG sequence with different r
and D values. Details see text.
r  H Din K A  ] Dout [cm2A ] DoutDin
50 1.0 x 10~4 1.19 ±  0.02 x 10~4 1.19
50 2.5 x 10“ 5 3.07 ±0.01 x 10“ 5 1.23
90 2.5 x 10“ 5 2.95 ±  0.02 x 10“ 5 1.18
90 5.0 x 10" 6 6.21 ±  0.03 x 10" 6 1.24
The Dout values of the CPMG simulations are still relatively close to the actual 
input value. The deviation from Din lies in the range of 20 - 25%. The scatter in 
the ratios is smaller than expected which is encouraging in the search for a common 
correction factor. The arithmetic mean of the ratios is 1.21 ±  0.03. Using this value
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Table 4.3: Results of calculations simulating the QE sequence with different r  and
D values. Details see text.
T M Din [cm2A ] Dout [cm7 “ ] D0utDin
50 1.0 x 1 0 "4 1.82 ± 0.02 x 10~4 1.82
50 2.5 x 10- 5 4.72 ±  0.02 x 10“ 6 1.89
90 2.5 x 10“ 5 4.49 ±  0.01 x 10- 5 1.8
90 5.0 x 10~6 9.44 ±  0.06 x 10" 6 1.89
as kcpMG in eq. (4.12) reproduces the Din value with an error of less than 5%.
In the QE case the deviations from Din are slightly larger. Even though it was 
expected that the analysis would lead to higher Dout values than in the CPMG 
analysis, the obtained values are almost twice the input values. The trend within 
the calculated ratios of the diffusion coefficients is quite similar to the one in the 
CPMG case, meaning the ratios are relatively close together. Here, the arithmetic 
mean was determined as 1.85 ±  0.04. The performance and accuracy of using this 
value as factor k Q E  in eq. (4.12) for the QE data is similar to the one for CPMG 
data. The value of k , Q E  acquired from the simulation results is somewhat larger than 
the value of 1.65 found experimentally by Lane and McDonald [102,103].
These preliminary results are very encouraging and the narrow band in which the 
obtained ratios have fallen suggests that the presented values are not very far off 
the real ones. However, before drawing a final conclusion more simulations have 
to be performed to explore a larger range of D values and delay times r  and to 
obtain a greater statistical significance for the correction factors found here. Further 
investigations should also study the gradient strength dependence of these correction 
factors.
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4.4 A new approach to  measuring self-diffusion  
in the stray field.
It has been demonstrated in the previous section that conventional diffusion analysis 
procedures for multiple pulse sequences not necessarily apply if these sequences are 
used in a stray field environment. It is therefore the aim to develop a new multiple 
pulse sequence which allows the accurate measurement of diffusion coefficients in the 
stray field in a single experiment. The sequence proposed in this section is based on 
a D ante pulse train for spin excitation. After establishing the basic properties of a 
Dante pulse train, the new sequence is discussed in more detail with the emphasis 
on the diffusion analysis. The properties of the new sequence are illustrated on 
simulation results using the Fourier simulator.
4 .4 .1  W h a t  is  t h e  D a n t e  s e q u e n c e ?
The D ante sequence was first introduced by Morris and Freeman in 1978 [117] 
as a line-narrowing technique for high-resolution NMR spectroscopy to improve the 
selectivity of R f excitation in the frequency domain. The Dante sequence consists 
of a train of n equally spaced short a-pulses, where a  is a small flip angle. The 
separation between the a-pulses is denoted as r  and the duration of an a-pulse as 
tp (with tp <  t) . To obtain a simplistic picture of the frequency spectrum of a 
Dante excitation, the train of short a-pulses can be approximated by an infinite 
series of ^-functions separated by a time (tp +  r) multiplied by a rectangular window 
function of width n(tp +  r) resulting in a finite series of n ^-functions, as shown 
on the left side in fig. 4.8. The Fourier transforms of the first two functions are 
well-known, an infinite series of (^-functions with a separation of l / ( tp +  r) and a 
sine function of width l/n ( tp +  r) between the zero-crossings. A convolution of these 
response functions in the frequency domain is equivalent to multiplication in the 
time domain. The result is a series of sine functions with the same spacings and 
widths as the single response functions [117], as shown on the right side of fig. 4.8. 
The finite width of the a-pulses restricts the bandwidth of this comb pattern. The
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Figure 4.8: Fourier relationships for a infinite pulse train and a single pulse to 
illustrate the frequency response of a D a n te  pulse train with a finite number of
pulses.
total width of this comb of excitation bands is of the order of l / t p [31], shown in 
fig. 4.9. The envelope of the single-pulse excitation causes an amplitude modulation 
in the frequency spectrum of the D a n te  sequence.
In high resolution spectroscopy one is mainly concerned with the centre band at 
zero frequency and not so much with the actual excitation sidebands. In the context 
of imaging these sidebands become more interesting. If there is a field gradient 
applied during the D ante excitation, then the different excitation bands correspond 
directly to different excited slices in the samples and the frequency separation A /  
relates directly to a spatial separation A x  between the slices.
The D a n t e  sequence proved to be very useful in visualising translational motion 
[118], flow [128,150] and convection patterns [154]. In these applications a grid of 
saturated magnetisation is generated across the sample. The grid density depends
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F igu re 4.9: Effect of the finite pulse width of D ante  pulses on the frequency response
of a finite D ante  pulse train.
on the duration of the pulse intervals in the D a n t e  sequence. After this preparation 
the “tagged” area is then imaged. The presaturated grid appears as dark lines in 
the image. Translational motion or flow within the image plane causes a distortion 
of the original grid pattern. The degree of distortion can be related to either the 
kind of motion or flow direction and velocity.
In the search for faster imaging methods for medical applications two groups 
independently developed imaging sequences based on D a n t e  excitations. In 1993 
Lowe and Wysong proposed the D a n t e  Ultrafast Imaging Sequence (D u f is ) [106] 
and Hennig and Hodapp introduced the B u r s t  imaging technique [76] where the 
D a n t e  excitation is described by a “burst” of short, low flip angle R f  pulses. In both 
cases echoes are created by a refocusing 180° pulse. More recently, these sequences 
have been used to measure diffusion [45] and to obtain two-dimensional diffusion 
maps [155], e.g. of rat brains, applying a pixel-by-pixel time domain analysis similar
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to the one discussed later in section 4.5.3.
4.4.2 D a s h  - A novel one-shot stray field diffusion sequence
Having in mind the possible application to diffusion weighted imaging, the new se­
quence should be designed in such a way that all information necessary to obtain 
a diffusion coefficient is collected in one experiment. This requirement makes it 
inevitably a multiple pulse and echo sequence. It is, however, desired to avoid com­
plications in the analysis as encountered with the CPMG and multiple QE sequence. 
The fact that in the stray field a combination of any two R f pulses of any flip angle 
result in an echo comes here to help.
The new sequence which complies to the above specifications is shown in fig. 4.10. 
The sequence proposed here consists of a train of low flip angle pulses (Dante 
excitation) with a pulse separation r\ followed by two 90° pulses separated by a 
time 72. The time delay between the last a-pulse and the first 90° is To. A train 
of echoes is observed after each of the two 90° pulses with the first echo maximum 
of each echo train at a time To after the respective 90° pulse. The first echo train
►
t
n a x - pulses 90 y n direct echoes 90 n stimulated echoes
Figure 4.10: The D ash pulse sequence for one-shot stray field diffusion experiments.
can be associated with a train of direct (spin) echoes. The j th direct echo arises 
from the pulse combination ain_J+1  ^ — 90y where j  is the echo number and n the 
total number of a-pulses applied. Similarly, the second echo train can be associated 
with a train of indirect (stimulated) echoes where the j th stimulated echo is created 
from the pulse combination a in-J+1  ^ -  90y — 90y. Since each echo is attenuated
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differently by diffusion, each of the two echo trains contains enough information 
to obtain a diffusion coefficient, which makes the new sequences virtually a one- 
shot diffusion sequence. A preliminary version of this new one-shot pulse sequence 
designed for stray field diffusion measurements was proposed by Bohris et. al in 
1997 [17]. The current version of this sequence, called D ash, as depicted in fig. 
4 .10, allows for a more general labelling and use of the pulse delay times than 
its predecessor. The sequence name Dash is an acronym composed of “D A nte 
excited Spin and Stimulated echo Hybrid”, which refers to the circumstance that 
the D ash sequence is an adaptation of the mSTE sequence [93] and D ante [117] 
type sequences.
Analogous to the mSTE sequence the attenuation factor for each individual direct 
and stimulated echo can be written in a similar manner as in eqs. 4.1 or 4.2, respec­
tively. Accounting for the new time parameters the relationships for the j th direct 
and stimulated echo read 
2EDj = exp
and 
ESj =  exp
- - 7  G D ( tq +  ( j  — 1)ti)*
2 (t0 +  ( j  -  1 )ti)  2 (t0 +  ( j  -  1 )7*1)
Ti
(4.13)
- 7 2G2D (t0 +  ( j  -  l ) r i )2 7^*2 +  (^7*0 +  ( j  -  1)7*1)^
2 (t0 +  (,j  -  1 )7*1) _  2 (7*0 +  { j  -  1)t~i) +  7*2 
T2 Ti
The stimulated-over-direct echo ratio for the j - th echo pair is given by
72
(4.14)
, .  ESjratiOj =  — — a  exp
E Dj
- 1 2G2Dr(j T2 -
with Tij = r 0 + ( j  -  1)7*1 (4.15)
where the delay times 7*0, 7*1 and 7*2 are as defined in fig. 4.10. In later sections the 
time parameters r\j and 7*i(j) mean the same thing. The version with parenthesis 
is employed when a discrete value for j  is used, e.g. 7*i(i0) for j  =  10. By plotting 
In (ratiOj) versus r 2jT2, the diffusion coefficient can be easily obtained from the 
gradient of the graph.
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To test the performance of the D a sh  sequence as a function of several basic 
experimental parameters like pulse flip angle a , D and mis-setting of the 90° pulse, 
the sequence has been simulated using the F o u r ie r  package. Results for the most 
important parameters are presented in the following section.
4.4.3 Simulating the D a s h  sequence
In this section are presented the results of initial performance tests obtained from 
D a sh  simulations. The studies were aimed to establish a working phase cycle, verify 
the diffusion analysis introduced in the previous section and test its sensitivity for 
different pulse settings, before applying the sequence in experiment.
4.4.3.1 The Dash echoes and phase cycle
Fig. 4.11 shows the Mx(t) (solid line) and My(t) magnetisation (dashed line) of a 
direct (a) and stimulated echo train (b) as a typical result of a Dash simulation 
in the time domain using the Fourier package. The simulation parameters for the 
depicted (ax)n — 90y — 90y sequence were tp =  3 /xs for all pulses, r0 =  T\ =  20 /is, 
r2 =700 /zs, D =  0, Ti =  T2 «  oo, B f0 =1.957 mT and a  =  3° resulting in 
a field strength =  0.065 mT. The Dante pulse train consisted of 10 opulses. 
Both echo trains start with a very fast decaying FID in the ^-magnetisation. The 
echoes appearing in the x  magnetisation trace of fig. 4.11(a) are secondary echoes 
originating from a x—ax pair echoes refocused again by the first 90° pulse. The direct 
echoes originating from ax — 90y pulse pairs can be seen in the My trace (dashed 
line). The stimulated echoes created by the pulse combination ax -  90y -  90y can be 
seen in the My trace (dashed line) of fig 4.11(b). The last stimulated echo coincides 
with the start of the train of refocused direct echoes at times r2 — T\j. In the x- 
component (solid line) stimulated echoes emerge originating from ax — ax — 90y 
combinations at times t < 200 /zs and refocused ax — ax echoes at times t > 200 fis.
All secondary echoes can be eliminated through phase cycling the two 90° pulses in 
a similar manner as the last two 90° pulses in the mSTEy sequence, as discussed in
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(b) Mx (solid line) and My magnetisation 
(dashed line) of a stimulated echo train.
Figure 4.11: A direct (a) and a stimulated (b) echo train as typical results of a 
DASH sequence simulation using the FOURIER package. The time “zero” is in both 
cases directly after the respective 90° pulse.
sec. 4.2 .1 .2 . Applying the phase cycle listed in table 4.1 results in the magnetisation 
traces shown in fig. 4.12 for both echo trains. All undesired secondary echoes seen in
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Figure 4.12: The My component of the direct (dotted line) and stimulated echo train 
(dashed line) shown in fig. 4.11 after phase cycling. All features previously seen in the 
Mx traces, indicated by solid lines for both echo trains, have cancelled to zero.
fig. 4.11 have disappeared. The Mx traces are also shown in fig. 4.12, but Mx(t) is
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in both cases very close to zero at all times and can therefore be neglected in future 
considerations.
All results reported in the following sections are obtained from phase cycled data.
4.4.3.2 E ffects of Dante pulse flip  angles
To investigate the effect of different o-pulse flip angles on the performance of the 
sequence, a series of calculations has been performed where the D ante pulse flip 
angle was varied from 3° to 9° whilst leaving the other parameters constant. The 
parameters for this set of calculations are: tp = 3  fis for all pulses, r0 =  T\ =  
20 fis, T2 =700 [is, Din =  Do =  0, Ti =  T2  ~  00 and B f0 =1.957 mT. The 
Bi field strengths for a 3°, 4.5°, 6° and 9° Dante pulse are 0.065 mT, 0.098 mT, 
0.13 mT and 0.196 mT, respectively. 10 Dante pulses were applied. The results of 
these simulations are shown in fig. 4.13. In fig. 4.13(a) the direct echo maxima for 
the a-pulse flip angles 3° (O), 4.5° (□), 6° (O) and 9° (A) are plotted. The strong 
increase in echo amplitude with increasing echo number for the two largest flip 
angles suggests that the transfer of magnetisation from the z-axis into the xy-plane 
is not linear. The transfer rate is larger at the beginning of the D ante sequence. 
As the flip angle decreases the portions of magnetisation transferred by each pulse 
become more equal in size. A similar conclusion can be drawn from the results for the 
stimulated echoes shown in fig 4.13(b). The latter echoes behave in the same manner 
as their corresponding direct echoes in (a). The echo amplitudes for the smaller flip 
angles of 3° and 4.5° stay almost constant as might be expected since no relaxation 
is applied. No explanation has been found yet for why the initial stimulated echo 
amplitudes for a  =  9° and 6° are so much higher than one would expect. As a 
consequence the ratios of stimulated-over-direct echo maxima for large flip angles 
are not constant as expected when no relaxation mechanism is active as shown in 
fig. 4.13(c). The ratio values seem to collapse to an a-independent value at higher 
echo numbers. This cr-dependent modulation of the ratios might cause problems in 
determining D when too large a value is chosen for the Dante flip angle.
To test this assumption the calculations described above were repeated with simi-
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Figure 4.13: The dependence of direct (a) and stimulated echo maxima (b) and ratios
(c) on the Dante pulse flip angle a. The echo trains were calculated with a-values
of 3° (O), 4.5° (□), 6° (O) and 9° (A).
lar sequence parameters, but with non-zero diffusion coefficients. Figure 4.14 shows 
the results of simulations using a A n =  A  =  2.5 x 10-5 cm2/s for values of a = 3°
(O) and 9° (A). 7*2 is reduced to 400 jus. Due to the high diffusion coefficient the 
latter echoes of both direct (fig. 4.14(a)) and stimulated echo train (fig. 4.14(b)) are 
strongly attenuated for both cases of flip angles. The amplitudes of the early stimu­
lated echoes in the case of a = 9° are following the pattern seen in fig. 4.13(b). This 
leads to a similar behaviour of the echo ratios shown in fig. 4.14(c), but due to the fast 
diffusion the ratio values collapse very soon to values which are almost independent 
of a. Plotting In (ratio) against as shown in fig. 4.15(a), D can be obtained from 
a linear regression fit using eq. (4.15). The results are A ° =  2.51 ±0.01 x 10-5 cm2/s 
for a = 3° and A °  =  2.60 ±  0.04 x 10-5 cm2/s for a  =  9°. Omitting the first two
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Figure 4.14: The dependence of direct (a) and stimulated echo maxima (b) and 
ratios (c) on the Dante pulse flip angle a under the influence of diffusion. The echo 
trains were calculated with Din = 2.5 x 10-5cm2/s and a = 3° (O) and 9° (A).
ratios from the analysis to reduce the effect of the amplitude modulation results in 
a reduced value for Dgo of 2.55 ±  0.03 x 10-5  cm2/s. D$o is in very good agreement 
with Din. The higher flip angle leads to a slightly overestimated value for D which 
is still in good agreement with Din. The results can be improved when data points 
showing an amplitude modulation are omitted from the analysis.
Figure 4.16 shows the results of simulations using ,Din =  D ^=  1.0 x 10-6  cm2/s for 
values of a — 3° (O) and 9° (A). r2 is 700 fis as in the initial D = 0 calculations. 
Comparing these results with the D = 0 data (fig. 4.13) the echo maxima of both 
direct (fig. 4.16(a)) and stimulated echo trains (fig. 4.16(b)) behave very similarly 
to those in fig. 4.13, apart from the reduction in amplitude due to diffusion. The
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Figure 4.15: Plots of \n(ratio) against for data calculated with D ante flip angles 
a = 3° (O) and 9° (A) under the influence of two different diffusion rates, (a) 
D\ = 2.5 x 10-5cm2/s and (b) D3 = 1.0 x 10-6cm2/s. The solid and dashed lines 
represent the linear regression fits to the respective data set.
effect of diffusion is most visible in the later stimulated echoes originating from 9° 
D a n t e  pulses. The echo maxima ratios in fig. 4.16(c) show a much greater flip 
angle dependence than the ratios in fig. 4.14(c) calculated with a 25 times larger 
diffusion coefficient. The coefficients obtained from linear regression fits to these 
data, shown in fig. 4.15(b), are D30 =  1.09 ±  0.02 x 10-6cm2/s for a  =  3° and 
D90 =  1.11 ±0.02 x 10-6  cm2/s for a  =  9°, but using only the last three data points. 
Both values are still seen to be in good agreement with D3.
4.4.3.3 Effects of 90° pulse settings
It has been shown in the last section that using too large a Dante pulse flip angle 
can have a negative effect on the outcome of a diffusion experiment. In this section 
the influence of mis-setting the 90° pulses is investigated.
Assuming that under experimental conditions the error in calibrating the effective 
90° pulse is not greater than 10%, this study examines flip angles in the range of 80° 
to 100°. The parameters used to calculate the sequences are the following: tp =  3 /as
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Figure 4.16: The dependence of direct (a) and stimulated echo maxima (b) and 
ratios (c) on the Dante pulse flip angle a under the influence of diffusion. The echo 
trains were calculated with Din =  1.0 x 10-6cm2/s and a = 3° (O) and 9° (A).
for all pulses, a = 3° with =  0.065 mT, t0 =  T\ =  20 [is, T2 =  700 fis, D =  0 
and Ti =  T2 «  oo. The B\ field strengths for a 80°, 85°, 90°, 95° and 100° pulse 
are 1.74, 1.849, 1.957, 2.066 and 2.175 mT, respectively. The resulting echo maxima 
and ratios are shown in fig. 4.17. The only apparent difference between the traces 
is the change in echo amplitudes which are increasing with the flip angle of the 
refocusing pulses. No amplitude modulation is observed. The fact that all other 
traces of direct (fig. 4.17a) and stimulated echo amplitudes (fig. 4.17b) are parallel 
to the respective 90° trace (O) suggests that the attenuation due to diffusion is not 
affected by a mis-set 90° pulse, at least within the range of flip angles studied here. 
This is consequently true for the ratio traces (fig. 4.17c) as well.
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Figure 4.17: The direct (a) and stimulated echo maxima (b) and ratios (c) obtained 
from Dash sequence simulations using 80° (O), 85° (□), 90° (O), 95° (A) and 100°
(<d) pulses as refocusing pulses.
4.4.3.4 Discussion
It has been shown, at least in simulation, that the D ash sequence provides an 
excellent means to measure bulk self-diffusion coefficients in a stray field environ­
ment. This is on condition that an appropriate Dante pulse flip angle is chosen, as 
demonstrated in sec. 4.4.3.2 . On the other hand there is evidence that the results are 
largely insensitive to mis-settings of the two refocusing 90° pulses, at least within 
10%.
The right choice of the Dante pulse flip angle a  appears to be crucial for ac­
curacy and duration of the experiment. Following Lowe and co-workers [106,166] 
the total flip angle olt of the Dante train (cut =  na, where n is the number of
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D ante pulses) should not exceed 90° for a single phase Dante train otherwise the 
resulting echo trains will be distorted due to the “overnutated” magnetisation. The 
calculations presented in fig. 4.13 are well within this limit, but still show distorted 
or amplitude modulated echo trains for certain values of a even though ax < 90° 
holds. This is probably due to the fact that too large values for a  violate the small 
angle approximation [117] which allows the application of the linear response theory 
to approximate the behaviour of, in general, non-linear spin systems. As a conse­
quence, portions of magnetisation, transferred into the zy-plane, are not equal for 
every a-pulse applied, which leads to amplitude modulations in the echo trains. 
Doran and Decorps suggested an even more rigorous restriction on the total flip 
angle ax  in order to perform accurate diffusion measurements with the B urst se­
quence [45]. They showed that, to avoid large deviations from the proper diffusion 
decay of the echoes, ax  must not be larger than 30° which leads to the condition 
ax  < 30°. In summary, if a  is chosen too large, the resulting amplitude modulation 
or distortion will produce inaccurate or wrong results, if a is chosen smaller than 
necessary, the loss of signal intensity requires a longer measurement time to recover 
from the reduction of the signal-to-noise ratio.
Simulations suggest that the “30°-rule” might be slightly too strict and that a 
values up to 4.5° are acceptable as long as ax is less than 90°. For the following 
studies of the FT analysis procedures, however, it was chosen to comply with the 
“30°-rule”. In this light all following simulation results have been calculated using 
a nominal Dante pulse flip angle a  of 3° when a pulse train with n — 10 a-pulses 
is applied.
4.5 S trateg ies for obtain ing spatia lly  resolved  dif­
fusion  d ata  w ith  Dash
The three diffusion mapping strategies under investigation here can be categorised 
into multi- and single-slice techniques. All three are based on the same pulse se­
quence, D ash, but employ different ways of analysing the data. Either of the two
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single-slice analysis procedures may be applied in conjunction with the multi-slice 
protocol. However, initially the basic version of the multi-slice technique is studied 
which involves the usual time domain diffusion analysis for each slice.
4.5.1 M ulti-slice imaging, tim e domain analysis
To obtain a multi-slice diffusion weighted imaging routine the D ash pulse sequence 
was implemented within a standard stray field imaging protocol. This protocol syn­
chronises the pulse sequence with the stepper motor which moves the sample through 
the resonance plane. For each slice a direct and a stimulated echo train is recorded 
and the intensity ratios determined. A diffusion coefficient is obtained using eq. 
(4.15) for each slice [17,18].
The maximum achievable resolution is determined by either the minimum step 
size of the stepper motor or by the minimum slice width. In most cases the latter is 
the more relevant factor. According to eq. (1.61) the nominal width of the excited 
slice is inversely proportional to the pulse duration £p, which means the longer the 
R f pulse the thinner the excited slice. The maximum pulse duration depends on the 
maximum possible delay time t\  between the D a n te  pulses which again depends 
on the system studied.
To put some numbers on these general considerations, let}s assume the following 
experimental background. The Dash sequence is applied with an excitation con­
sisting of 10 a-pulses. The time parameters of the sequence are chosen such that 
r0 =  ri, hence, the separation between the first a-pulse and the first 90° pulse 
is Ti(io) =  IOti, and r2 = 2ti(io). j  =  10, because the 10th echo originates from 
the first o;-pulse. It is further assumed that the maximum possible pulse duration is 
t™ax =  | t i ,  this is to avoid an overlap of echoes and keep them well separated within 
the echo train. The gradient strength is G = 58T/m and the diffusion coefficient 
is assumed to be 2.0 x 10-5 cm2/s. Since the stimulated echoes are more attenuated 
than the direct echoes, the last (10th) stimulated echo has therefore the largest at­
tenuation factor which is taken to be In the case that T2 «  T\ «  00, one obtains
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using eq. (4.14) that T\ is «  40 fis. Consequently, t™ax is of the order 10 fis. Since, 
the nominal slice and excitation width in S tr a f i  is given by (eq. (1.61)) [8]
A r  s t  RAF i  =  (4 -16)jGtp
the resulting slice width, and, hence, the best achievable resolution is about 35 fim. If 
it is assumed that T2 T\ =  oo and 2t^210)' =  0.5, but keeping the total attenuation 
factor constant, t\  develops to be «  36 fis resulting in a t™ax of 9 fis and an optimum 
resolution of «  39 /im. Repeating the above calculations for a thousand times slower 
diffusion coefficient (D =  2.0 x 10-8  cm2/s), one obtains T\ =  400 /xs, =  100 fis and 
Ars t r a f i  =  3.5 fim for T2 «  T\ «  oo and T\ — 360 fis, tp = 90 fis and A rs t r a f i  = 
3.9 /im for T2 <C T\ «  oo.
For practical applications one should consider the following points:
(i) A reduction in the excitation width is directly connected with a loss in signal 
intensity due to a reduced effective sample volume which can lead to severely 
lengthened acquisition times.
(ii) Depending on the available hardware, long small flip angle pulses may be 
difficult to accomplish, because of their very low pulse amplitude.
(iii) It is difficult to make a general prediction of the best achievable resolution 
when two time parameters, like here T\ and r2, are involved.
(iv) The choice of r2 is very much dependent on the system under investigation and 
the desired diffusion contrast. A lengthened evolution time r2 may result in a 
decrease in T\ and therefore achievable resolution if a certain S/N ratio in the 
later stimulated echoes has to be preserved.
4.5.2 Single-slice imaging I: FT echo train analysis
As already discussed in section 4.4.2, the initial train of a-pulses in the Dash se­
quence features a D ante type excitation. Hence, a comb-like pattern of excitation 
bands is expected in the frequency domain with a band separation of r f 1. In a
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stray field environment these excitation bands can be directly associated with thin 
sub-slices within the excited sample slice with a width oc t~l .
4.5.2.1 T he 5-pulse approxim ation
In the limit of short pulses and small flip angles, the so-called 5-pulse approx­
im ation (5pa), the magnetisation created by each small a-pulse may be treated 
independently. As shown in fig. 4.18, the first a-pulse creates magnetisation in the 
ochj' plane uniformly across the sample. This magnetisation is refocused at time Ti(n) 
after each of the two 90° pulses. However, in the interval leading up to the second 
a-pulse the initial magnetisation dephases. The second o-pulse creates further mag­
netisation, again uniformly across the sample, which is in phase with the existing 
magnetisation where the accumulated phase is an even integer multiple of it and 
out of phase where the accumulated phase is an odd integer multiple of 7r. This ad­
ditional component refocuses at time 7i(n_i) after each of the two 90° pulses. After 
another interval further magnetisation is created by a third a-pulse, which is refo­
cused at time r!(n_2) after each of the two 90° pulses. Again the already exisiting 
magnetisation is either in or out of phase with the new component which enhances 
the emerging pattern in the spatial distribution of the magnetisation. The spatial 
pattern of enhancement and cancellation of the individual magnetisation compo­
nents creates the sub-slices within the slice excited due to a given pulse duration. 
In this way, each echo contains information from each sub-slice.
4.5.2 .2  T he diffusion analysis
The D ante excitation pattern is mirrored in the echo trains obtained after both 
the first 90° pulse (direct echoes) and the second (stimulated echoes). The Fourier 
transform of each echo train (ET) provides a cross-sectional image of the excited 
sub-slices after some period of evolution. A comparison of the two profiles provides 
information about spatially changing properties of the sample with a spatial resolu-
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Figure 4.18: The effect of small flip angle pulses applied in the presence of a static 
field gradient in the limit of the 6-pulse approximation. Description see text.
tion given by
Stet
2ir 
j Gt i ' (4.17)
The echo intensities in the time domain consist of the contributions from the 
individual sub-slices. Eqs. (4.13) and (4.14) for the j th echo intensity can therefore 
be rewritten as
E D j  =  ' Y h M 'oexP - = 7 2G2.D*7f, -
2 T y  2ry
T* (4.18)
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and
ESj =  5 3  Mo exP - 7 2G2DkT> ( r2 +  2nj
2 r-ij 2rij + r 2 (4.19)
3 /  T2fc T f
where Mg, At, T* and T* are respectively the equilibrium magnetisation, the 
diffusion coefficient, Ti and T2 relaxation times of the kth sub-slice. The summation 
is over all sub-slices created. The parameter Ty is, as defined earlier in eq. (4.15), 
given by
T l j =  To +  (j — 1)t\. (4.20)
The Ti s are the pulse separation times as defines! in fig. 4.10.
In the frequency domain the total signal attenuation in a particular sub-slice can 
now be obtained from a summation over the individual echo attenuation factors with 
the index j .  The total slice intensity of the kth sub-slice for the direct and stimulated 
echo trains can be written as follows
2tij 2t ijNechoesE kD = M k 5 3  exp
3=1
- ; ' f G 2DkT?i Tk
Eg = Mq
N  echoes
53 exp
3- 1
- 7 2G2Dkrh ( t2 +  "'lj2 T i j  \  2 r y  2 7 y  +  T 2X*
(4.21)
(4.22)
where Nechoes is the number of echoes acquired which should coincide with the 
number of applied a-pulses. At first sight these two equations look similar to eqs. 
(4.18) and (4.19). They are, however, very different. The summation in eqs. (4.18) 
and (4.19) is over all excited sub-slices, indexed &, whereas the summation in eqs. 
(4.21) and (4.22) is over the number of echoes acquired, indexed j.
As before in the analysis of the time domain echo data (section 4.4.2), the ratios 
of stimulated over direct echo data are calculated, but this time in the frequency 
domain. The ratio of the kth band maxima of the stimulated F t spectrum (SFT) 
over the maxima of the corresponding band in the direct F t spectrum (DFT) is 
proportional to the ratio of the total attenuation factors of the stimulated and direct 
echo train
bandmaxlFT
bandmax®FT
oc E§
EhD
(4.23)
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The summations in eqs. (4.21) and (4.22) make it difficult to apply standard
E^data fitting procedures in order to determine D. Therefore, the ratio the so- 
called #pa-ratio, is calculated for a given set of experimental time parameters 7* with 
an initial guess value for D. The experimental value for D is found by iteratively 
approximating the experimentally obtained ratio with the calculated £pa-ratio by 
varying the input value for D. The experimental D is found when the difference 
between both ratios at a minimum. Best results are achieved when both relaxation 
times are known, e.g. obtained from independent measurements. However, if Ti and 
T2 are unknown, D may still be determined approximately by either neglecting the 
relaxation terms or substituting reasonable guess values in eqs. (4.21) and (4.22). 
This may be justified by the fact that although the T2 relaxation terms do not 
cancel out as in the time domain analysis, their contribution to the signal decay 
is similar for direct and stimulated echo data. Hence, it is expected that the effect 
of relaxation on the band maxima ratios is not completely cancelled, but strongly 
reduced.
To get an estimate of the best achievable resolution with this technique one may 
reflect on the following considerations:
(i) A general prediction for the resolution is again difficult to make, since two 
time parameters are involved and determine the diffusion contrast.
(ii) The choice for Ti and t 2 is limited by the fact that it is essential that all echoes 
are recorded in order to obtain the “true” diffusion contrast in the experimental 
ratios. If echoes are hidden beneath the noise level of the experiment (mainly 
valid for the stimulated echoes) the echo train analysis may result in severely 
underestimated D  values.
(iii) The maximum St e t  is achieved for the largest possible value for t \ .  Applying 
the assumptions made in sec. 4.5.1, The maximum values of t\  are estimated 
to 40 fis (with T2 «  Ti «  oo) and 36 fis (with T2 <C T\ «  oo) for D  =  
2.0 x 10“ 5 cm2/s  and 400 fis and 360 fis under the same conditions for D =  2.0 x 
10—8 cm2/s. Using eq. (4.17), is about 10 — 11 jam for D — 2.0 x 10-5  cm2/s
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and about 1 fim for D =  2.0 x 10 8 cm2/s.
(iv) Since the resolution is virtually independent of the pulse duration tp, it is 
advised to choose tp as short as possible to enlarge the excited sample volume 
for an improved S/N ratio. Furthermore, the signal increases with the number 
of sub-sliced. Hence, for a given excitation width the S/N ratio improves with 
longer pulse separations T \.  It is not found very often in NMR that the S/N 
ratio increases with increasing resolution.
4.5.2.3 Applying the FT echo train analysis to simulated data
In this section the previously outlined procedure of the FT echo train diffusion 
analysis is performed on simulated data to study the feasibility of this approach.
Simulations were performed with varied values of cn-pulse gaps ti, evolution periods 
r2 and diffusion coefficients D. For the results presented in this section the input 
parameters were tq =  T\ =  20 fis, r2 =  700 fis, G = 50 T/m and T\ =  T2 «  oo. The 
pulse duration was tp =  3 fis for all pulses and a  =  3° was chosen for D a n t e  pulses. 
A train of 10 D a n t e  pulses was applied.
The following figures show the stages of data processing, starting with a set of 
echo trains as the initial time domain data calculated with a diffusion coefficient 
Din = Di = 1.0 x 10-6  cm2/s as shown in fig. 4.19(a). The corresponding frequency 
spectra after Fourier transformation are shown in fig. 4.19(b). The width of the 
profiles is inversely proportional to the FWHM of an echo and the peak separation 
is as expected r f 1 =  50 kHz which corresponds to a spatial separation of «  23.5 fim 
between the peaks at the given gradient strength (50 T/m «  2.1 kHz//im).
Following the description in sec. 4.5.2.2, the ratios of the band maxima of the SFT 
spectra over the band maxima of the DFT spectra have to be calculated. These ratios 
are plotted against their spectral positions in fig. 4.20 for four simulations each with 
a different value for Dzn. The alternative abscissa at the top of the graph denotes 
the corresponding spatial positions. The diffusion coefficients are D0 = 0 (A), 
Di =  1.0xlO” 6 cm2/s (O), D2 =  D 2{z) = (5.5xlO -6  <V/s-+*x 1.7578xlO "8
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(a) D ash time domain data. (b) Corresponding Fourier spectra.
Figure 4.19: (a) A direct (solid line) and stimulated (dashed line) echo train, pa­
rameters as specified in the text, and (b) the corresponding Fourier transforms of the 
echo trains, DFT (solid line) and SFT (dashed line).
(□) and £>3 =  D 3(z ) =  (2.05 x 10" 5 °n 2/s  + * x  7.6172 x 10" 8 cm2/s/im) (O). Negative 
z correspond to negative frequencies, hence, D2 and Ds are both increasing linearly 
from left to right.
The band maxima ratios in fig. 4.20 display a somewhat unexpected behaviour. At 
least for the two data sets calculated with a constant An, one would have expected 
the ratios to be constant. Otherwise, the applicates of eq. (4.23) would yield a 
non-constant diffusion coefficient for different sub-slices in contradiction with the 
input value. Instead of being constant the ratios show some kind of “modulation” 
which is symmetric about the resonance position (zero frequency). The distortion 
of this symmetry in the traces for D2 (□) and A  (O) exemplifies their spatial 
dependency, here a linear function of z. The visUsfetrend in both traces that the 
ratios are generally higher on the left than on the right hand side of the spectrum 
agrees well with the fact that A n increases from left to right. It should therefore be 
possible to analyse the ratios with respect to D if the modulation can be disposed 
of.
The origin of the modulation is still uncertain. It might be suspected that the
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Figure 4.20: Ratios of stimulated over direct band maxima for the data sets calcu­
lated with Do (A), Di (O), D2 (d) and H3 (O). The ratios are plotted against both, 
their spectral and corresponding spatial position.
modulation is due to off-resonance effects which are symmetric about the resonance 
position. Alternatively, it may be suggested that, differences in the echo shapes of 
direct and stimulated echoes in the time domain lead to differences in the corre­
sponding frequency distribution in the frequency domain. Since the overall envelope 
of an echo train Fourier spectrum is determined by the spectrum shape for a single 
echo, a difference in the echo shapes of a direct and stimulated echo will result in 
a different envelope function for the direct and stimulated echo train FT spectrum. 
The occurring modulation in-the bandmaxima ratios may therefore be due to the 
fact the DFT and the SFT spectra have slightly different envelopes.
As a straightforward way to eliminate the spatial modulation, at least for simulated 
data, it is suggested to divide each set of ratios by the corresponding D =  0 ratios 
(here the Do data set) using them as a reference set. The results of this procedure 
are shown in fig. 4.21 for Di (O), D 2  (□) and D% (O). These “demodulated” ratios
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have been used to determine the corresponding diffusion coefficients, D°ut, using eq.
(4.23). D i^  was found when the difference between the “experimentally” obtained 
ratio and the calculated one is at a minimum. The resulting values for D°ut are listed 
in table 4.4 with their respective spectral position. The corresponding input values
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Figure 4.21: Ratios of the D\ (O), jD2 (□) and D% (O) data sets (fig. 4.20) de­
modulated with the Do data set. The corresponding diffusion coefficients D°ut were 
obtained iteratively from eq. (4.23) and are listed in table 4.4. The Jpa-ratios were 
calculated with the appropriate input values D f1, also listed in table 4.4, using the 
same equation. The deZfapa-ratios are represented by (x )’s for Hi, (*)’s for D<i and
(+)’s for D3 data.
for D, Dln, are listed in table 4.4 as well. These input values have been used to 
calculate the theoretical dpa-ratios for the respective positions, which are depicted 
in fig. 4.21 together with the corresponding simulation results. The dpa-ratios are 
indicated as (x )’s for D™, (*)’s for D™ and (-f-)’s for D™. In each case the results 
are seen to be in a very good agreement with the actual input values. The deviations 
are generally less than 5%. Larger deviations («  10%) between Din and Dout are 
observed in the H3 data set at both ends of the frequency range. It should, however,
4.5. STRATEGIES FOR DIFFUSION IMAGING 133
Table 4.4: Results of the FT echo train analysis on simulated data and their re­
spective spectral position in comparison with their corresponding input values for the 
simulation. All values for D  are given in [cm2/s], the pre-factors are listed above the
respective column.
Frequency
[kHz]
D in
xlO -6
D out
xlO” 6
D ,f  
xlO” 6
D out
xlO -6
D f  
xlO" 6
jjout
xlO -6
-250 1.0 0.980 3.407 3.433 1.143 0.994
-200 1.0 1.000 3.827 3.755 1.325 1.137
-150 1.0 0.995 4.245 4.144 1.506 1.321
-100 1.0 1.004 4.663 4.612 1.687 1.551
-50 1.0 1.003 5.082 5.062 1.869 1.794
0 1.0 1.012 5.5 5.562 2.050 2.108
50 1.0 1.003 5.918 5.977 2.231 2.302
100 1.0 1.004 6.337 6.443 2.413 2.561
150 1.0 0.995 6.755 6.868 2.594 2.804
200 1.0 1.000 7.173 7.423 2.775 3.129
250 1.0 0.981 7.593 8.161 2.957 3.325
be noted that the solution of the Torrey-Bloch equation, on which the simulator is 
based, assumes an isotropic D. Hence, the simulator results for a spatially dependent 
D may therefore be regarded as a first order approximation. To take a D(z) properly 
in to account a new solution for eq. (3.5) has to be found. However, if the separation 
between sub-slices is large compared with the average particle displacement, D  may 
be regarded as pseudo-constant at a respective band position and possible effects 
of a ^-dependent D  are reduced. For a D  value of 2.05 x 10-5 cm2/s the average 
displacement, (y /(r2)), is «  1.7 fim which is small compared with «  23.5 fim for 
the band separation. Some averaging within each sub-slice will nevertheless occur.
If the actual value of D  is unknown as is the case in most experiments eq. (4.23) 
has to be used in an iterative way.
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4.5.3 Single slice imaging II: FT single echo analysis
An alternative method to analyse the two echo trains is to Fourier transform each 
echo of both trains individually. The Fourier spectrum of each echo provides a profile 
of the full excited sample slice after some period of evolution. Each frequency com­
ponent in the spectra corresponds to a sub-slice within this slice. Performing a time 
domain analysis of the obtained spectra provides the information about spatially 
changing properties of the sample. The spatial resolution is similar to that of the 
previous method, since the smallest frequency to be resolved in a spectrum is the 
inverse of the total time period used for the Fourier transform, here T \ .
4.5.3.1 The diffusion analysis
The intensity of the kth slice or rather frequency component of the j th direct and 
stimulated echo can be written as
DEj = Mq exp - ^ Gi DkT* - 2r\j 2tii j
2?
(4.24)
S E kj =  Mq exp - 7 2G2DkTu ( t2 + ^ 2 r-1.7
T$
%Tij +72 
T k (4.25)
As before, the ratios of stimulated over direct echo data are calculated, but now 
we have got for each point in the frequency domain the time domain information as 
well. The ratio of the kth frequency component of the j th echo pair can be written 
in a manner similar to eq. (4.15) as follows
.. * SEiratioJ =  ——A3 DE^
= exp -7 2G2JDfcr12,r2 - j[2
Tl .
(4.26)
Performing the usual time domain analysis, using eq. (4.26), a diffusion coefficient 
can be obtained for all k pixels of the Ft profile. This pixel-to-pixel analysis em­
ploying either eq. (4.24) or (4.25) has been further explored in parallel work using 
B urst imaging technology by Wheeler-Kingshott [155].
4.5. STRATEGIES FOR DIFFUSION IMAGING 135
4.5.3.2 Applying the FT single echo analysis to simulated data
Here, the alternative procedure is followed through to analyse D a sh  data with 
respect to spatially resolved diffusion information. The same calculated data sets as 
in sec. 4.5.2.3 are used.
In order to obtain the single echo FT’s, every echo train consisting of n echoes has 
to be split in n sections each section contains one echo with the echo maxima in the 
centre. The width of the time window covered by each section is usually chosen to be 
7*1. Once separated, the apparent spectral resolution for each echo can be increased 
by adding extra time points with zero amplitude, so-called “zero-filling” .
Figure 4.22 shows the Fourier profiles of (a) the first and (b) the last direct (O) and 
stimulated (□) echoes taken from the two echo trains shown in fig. 4.19(a). The size 
of the time window was doubled for each echo giving a spectral resolution of 25 kHz. 
From the different envelope functions for the direct and stimulated echo profile it
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Figure 4.22: The Fourier spectra of (a) the first and (b) the last direct (O) and 
stimulated (□) echoes taken from the echo trains calculated with D{n = D\ as shown
in fig. 4.19(a).
can be expected that here, as well, the ratios are going to be spatially modulated
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possibly due to off-resonance effects and an increased diffusion broadening in the 
stimulated echo profiles. The ratios for all ten echo pairs are shown in fig. 4.23. 
The individual graphs are ordered in time from left to right and top to bottom. 
As expected, each curve of ratios is modulated, but unlike the echo train analysis
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Figure 4.23: The stimulated-over-direct echo FT ratios for D ash  data calculated 
with D\ = 1.0 x 10-6cm2/s. The time order of the individual graphs is indicated by 
the lettering starting at the top left corner.
there is no need to demodulate the data since the rate of decrease of the ratio value 
should be the same for each frequency component in the case of a constant diffusion 
coefficient. This is demonstrated in fig. 4.24, where \n(ratio) is plotted against 
for five different spectral frequencies. All curves run approximately parallel to each 
other indicating a similar diffusion decay. The spatial modulation manifests itself 
in changing the offset of the ratio values for different frequencies. The solid lines in 
fig. 4.24 represent linear regression fits for each frequency component. The average 
diffusion coefficient obtained from these fits is Dav =  1.09 ±0.03 x 10-6  cm2/s, which 
is seen to be in good agreement with the input value of 1.0 x 10-6  cm2/s and the result
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Figure 4.24: Plots of In (ratio) vs rfj for five different spectral frequency components
200 kHz (O), 100 kHz (□), 0 kHz (O), -50 kHz (A) and -150 kHz (<]). The solid lines 
indicate the respective linear regression fits.
of the time domain analysis in sec. 4.4.3.2.
The results of the FT single echo analysis obtained from the Di, D2 and J93 data 
are summarised in fig. 4.25. Here, the diffusion coefficients obtained are plotted 
against their respective spectral and corresponding spatial (alternative abscissa) 
position. The results of the data analysis procedure outlined above are indicated by 
(O)’s for Di, (Oj’s for D2 and (O) ’s for D3. The corresponding input values for the 
respective simulation are indicated as (x )’s for D \, (*)’s for D2 and (+ )’s for Z)3. 
In general, all results are in excellent agreement with the D values used as input 
parameters for the calculations.
From fig. 4.25 the usable width of the spectrum can be taken to be between 400 
and 500 kHz which corresponds to an effective slice thickness of 190 to 240 /im in 
a gradient of 50 T/ m .  To give a more precise estimate of an effective slice thickness 
requires a higher spectral resolution. However, the range of Ar obtained here lies 
directly in the middle of the predictions made by either eq. (4.16) used in a S t r a f i  
environment, see [8], or eq. (1.55) used in general MRI context, see e.g. [92]. The 
slice thicknesses obtained from these two equations for a 3 /is  pulse are A r s t r a f i  ~  
135 /im in the S t r a f i  case and Atm ri ~310 /im in the standard MRI case.
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Figure 4.25: Plots of D vs spectral position obtained from the single echo FT 
diffusion analysis of the D\ (O), £)2 (□) and D3 (O) simulation data. The symbols 
(x), (*) and (+) indicate the actual input values for each simulation, respectively.
4.6 Conclusions
Several pulse sequences, proposed for measuring diffusion in the stray field, have 
been discussed regarding their suitability for diffusion weighted stray field imaging. 
All of the sequences, discussed in sec. 4.2, allow for accurate measurements of the self­
diffusion coefficient, especially since for each technique the measured relative echo 
decays are independent of T2 relaxation. However, the fact that in each case several 
measurements are needed to map the diffusion decay makes thewunfavourable for 
imaging experiments due to the large number of measurements required and hence 
a severely lengthened acquis ition time. Pulse sequences which allow to map the 
diffusion decay in one measurement would be preferable.
Initially, the use of multiple pulse and echo sequences like the CPMG and multiple 
QE sequence seemed the ideal solution to the problem. The echo trains are acquired 
with both sequences in one experiment and allow a diffusion analysis, although the 
effect of relaxation has to be taken into account as well. Additionally, both sequences 
are already implemented in standard S t r a f i protocols. However, it has been found
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that the standard analysis (eq. (4.11) of the echo data, acquired in the stray field 
environment, results in a systematically overestimated value for D. The systematic 
deviations from the true diffusion coefficient were found to be of the order of 20% 
for the CPMG and up to 80% for the QE sequence. Therefore, it has been suggested 
that it may be possible to add an additional factor to eq. (4.11) to account for this 
behaviour. From simulations with the F o u r ie r  package the factor, introduced as 
kcPMG and kQE, was evaluated to be kcpMG =  1-21 ±  0.03 for the CPMG and 
kqE =  1.85 ±  0.04 for the QE sequence. Substituting these factors into eq. (4.12) 
reproduces the true value of D in a margin of approximately 5%. The values for 
kcpMG and kQE are, however, subject to experimental confirmation.
A new single-shot pulse sequence for measuring diffusion in the stray field, D a s h , 
has been proposed to overcome the uncertainties in the CPMG and QE data anal­
ysis. The new sequence is based on a D a n t e  type excitation and the subsequent 
acquisition of a train of direct echoes following a 90° pulse and a train of stimulated 
echoes following a second 90° pulse. The data analysis is conducted in similar man­
ner as the mSTE analysis by calculating the ratios of stimulated-over-direct echo 
maxima which eliminates the effect of transverse relaxation. Simulations showed 
that accurate values for D are obtained if the D a n t e  flip angle, a  is small such 
that the total flip angle ar = na  <C 90°. For a train of 10 D a n t e  pulses a  should 
be between 3 and 4.5°. It should, however, be noted that due to the small pulse flip 
angles more averaging is required to make up for the loss in signal. Hence, no real 
time advantage to conventional techniques is achieved.
In conjunction with the new pulse sequence, three different strategies have been 
proposed to spatially map diffusion in the stray field, of which one is a multi-slice 
approach whereas the other two are single-slice techniques.
For the multi-slice technique the D a sh  sequence is incorporaterfinto a standard 
S t r a f i  protocol which coordinates the application of the pulse sequence with the 
sample movement. A diffusion profile is obtained by acquiring the D a sh  echo trains 
for a series of slices and performing the time domain analysis for each slice separately. 
The resolution achieved depends, as in similar S t r a f i  protocols, on the used pulse
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duration which determines the excited slice width. Hence, a resolution similar to 
conventional Strafi will be achieved.
In the first single-slice technique proposed, both, the direct and the stimulated, 
echo trains are Fourier transformed. Their FT spectra mirror the comb-like excita­
tion pattern induced by the Dante excitation. Each frequency band in the spectra 
represents a sub-slice in the excited sample volume and should therefore mirror their 
physical properties with respect to NMR parameters. For each frequency band the 
ratio of the bandmaxima in the stimulated FT spectra over the bandmaxima in 
the direct FT spectra is calculated. Simulations showed that these ratios exhibit a 
modulation which is symmetric to the resonance position for a constant value of D. 
The modulation can be disposed of by dividing the “raw” ratios with a reference set 
of ratios which are not influenced by diffusion or relaxation. From these ratios the 
diffusion coefficients are obtained by a fitting procedure outlined in sec. 4.5.2.2. The 
resolution depends directly on the separation t\  between the Dante pulses which is 
limited by the fact that in both echo trains all n echoes should be acquired. However, 
with this technique a diffusion profile over the length of the excited sample volume 
can be achieved with a resolution length scale much smaller then the overall slice 
width.
For the second single-slice technique, all echoes of both echo trains acquired 
with the Dash sequence are Fourier transformed individually. Then the ratios of 
stimulated-over-direct-echo-FT spectra are calculated. A ratio spectrum is obtained 
for each direct-stimulated echo pair, hence, the information of the time domain 
behaviour is still available. For each individual frequency component in the ratio 
spectra the normal time domain analysis can be performed yielding a diffusion 
coefficient for each spectral component which can be related to a position along the 
gradient axis. Since the spectral resolution is determined by the width of the time 
window over which an echo is acquired which is here Ti, the achievable resolution 
is basically similar to the one of the echo train technique. However, the resolution 
may be improved artificially by “zero”-filling.
Since, the resolution of both single-slice imaging techniques is independent of the
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pulse duration, it is advised to apply pulses as short as possible to maximise the 
excited sample volume and, hence, the S/N ratio.
CHAPTER 4. STR A Y FIELD DIFFUSOMETRY
Chapter 5
Experim ental stray field  
diffusom etry
After investigating the behaviour of Strafi diffusion pulse sequences in simulations 
and developing data analysis procedures to extract diffusion weighted profiles, this 
chapter aims to study the implementation and performance of the newly developed 
techniques in practice.
5.1 Introduction
All experiments reported here, were performed on the Surrey Strafi system de­
scribed in sec. 2.2 using the standard Strafi imaging set-up. At the resonance po­
sition used in the experiments the magnetic field strength is B0 =5.5 T (z^ 0 (XH) «  
235 MHz) and the gradient strength G =58 T/m («2.5 kHz//xm).
The gradient strength was confirmed in experiments measuring the self-diffusion 
coefficient of liquids with well-known self-diffusion coefficients at different temper­
atures. The substances used here are glycerol, hexadecane and water. The measure­
ments were performed using either the STE or mSTE sequence with appropri­
ately chosen pulse timings. As an example the raw data of a mSTE experiment on 
water at 20° C are shown in fig. 5.1(a). The data were acquired with the following
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parameters: 90° pulse duration tp — 5 \is; Tu =30 to 130 jis in 5 fj,s increments (11 
values) T2 i — A — Tu with A =  400 fis (separation between the 1st and 3rd 90° 
pulse); number of averages acquired was 64 and the recycle time was 5 s. A plot
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(a) mSTE raw data of a water experiment. (b) Plot of \n(echo ratio) vs. rf^i.
Figure 5.1: (a) The raw echo data of an mSTE experiment on a water sample. Each 
echo pair represents a separate measurement, (b) Plot of In (echo ratio) vs. tJ^*. The 
solid line represents the result of a linear regression fit.
of \n(stimulated-over-direct echo ratio) versus r j r 2i is displayed in fig. 5.1(b). The 
solid line represents the result of a linear regression fit which yielded a diffusion 
coefficient of 2.17 =L 0.02 x 10- 5 cm2/s.
Table 5.1 shows the results of the measurements at a controlled temperature and 
corresponding literature values for comparison. In most cases the experimental re­
sults are averaged over a number of repeat experiments. Within the experimental 
error the results are generally seen to be in good agreement with the values found in 
literature, although the self-diffusion coefficient obtained for hexadecane is some­
what higher than expected.
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Table 5.1: Literature and measured self-diffusion coefficients for glycerol, hexadecane 
______________ and water at different temperatures._______________
sample Temp. [°C] Dm K A  ] Dmeas [cm / s ]
glycerol 20 1.37 x 1(T8 [148] 1.63 ±0.21 x 10~8
21 1.35 x 1(T8 [78] -
1.8 x 1CT8 [54] -
25 1.73 x 10" 8 [78] 1.93 ±  0.02 x 10“ 8
30 3.6 x lO" 8 [54] 2.8 ± 0.01 x 10~8
31 3.23 x 10" 8 [78] -
hexadecane 20 - 5.62 ±  0.47 x 10" 6
25 3.78 x 10" 6 [47] -
water 15 1.78 x 10“ 5 [116] -
20 - 2.13 ±0.13 x 10-5
25 2.3 x 10" 5 [98,116] -
5.2 The CPM G and QE sequence
The experiments described in this section were aimed at finding values for the factors 
kcPMG and kQE introduced in sec. 4.3 and to compare the experimental results 
with the ones derived from simulated data (sec. 4.3.3). The “true” self-diffusion 
coefficient with regard to the ambient conditions was obtained from a set of five 
measurements using the mSTEx and mSTEy sequence.
5.2.1 Sample and experim ental parameters
Experiments were performed on a bulk sample of distilled water in order to min­
imise relaxation effects due to impurities. The sample was placed inside a variable
*
temperature (VT) probe and T  was set to 20° db 1° C. The sample was allowed to 
equilibrate to the set temperature.
All pulses applied had a duration of tp =  10 fis. The pulse amplitude was doubled
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to achieve 180° pulses in the CPMG experiment. For both sequences 12 measure­
ments were performed each with a different value for the pulse gap r  in the range 
from 30 to 90 //s. In all measurements 64 echoes were recorded and 512 averages 
acquired with a recycle time of 5 s.
5.2.2 Results and discussion
The average diffusion coefficient obtained from the reference measurements is 2.03± 
0.13 x 10“ 5 cm2/s. This value was used as the “true” diffusion coefficient, DtrUe> in 
order to derive values for kcpMG and Isqe.
The results of the CPMG and QE experiments on water are listed in table 5.2. 
The table includes the diffusion coefficients calculated from the standard analysis 
using eq. (4.11) for each individual measurement and the corresponding k-value 
with regard to Dtrue evaluated from eq. (4.12). Relaxation has been neglected in the 
analysis.
The values of D in table 5.2 clearly demonstrate that the standard diffusion anal­
ysis overestimates the effect of diffusion in a stray field environment. This is mainly 
due to the fact that the conventional equation was derived assuming the application 
of ideal pulses in the absence of a strong gradient field and diffusion. Hence, eq. 
(1.83) may be regarded as not valid to analyse stray field diffusion experiments.
The average value obtained for kcpMG is in good agreement with the value yielded 
from simulations in sec. 4.3.3. The value for kQE, however, differs considerably from 
the theoretical result on one hand and from the value of 1.65 determined experi­
mentally by Lane [103] on the other hand. It lies more or less directly between those 
values. An explanation for this is currently not at hand.
The results show an obvious trend of a decreasing k value with an increasing pulse 
gap r. The functional dependency is however not clearly established. One may try 
to analyse the individual data sets using the following equation:
(5.1)
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Table 5.2: Diffusion coefficients obtained for water from CPMG and QE experi­
ments using the standard analysis (eq. (4.11)). k values derived from eq. (4.12) by 
substituting D with Dtrue• The last row of the table contains the ensemble averages.
CPMG sequence QE sequence
T D k>CPMG D kQE
M [xlO-5  cm2/s] [xlO-5  cm2/s]
30 2.60 1.28 3.89 1.92
35 2.53 1.25 3.72 1.83
40 2.48 1.23 3.61 1.78
45 2.45 1.21 3.55 1.75
50 2.43 1.20 3.51 1.73
55 2.41 1.19 3.47 1.71
60 2.40 1.19 3.45 1.70
65 2.39 1.18 3.44 1.69
70 2.38 1.17 3.41 1.68
75 2.37 1.17 3.40 1.67
80 2.36 1.16 3.39 1.67
90 2.34 1.15 3.29 1.62
mean 2.43 ±  0.07 1.20 ±0.04 3.51 ±0.16 1.73 ±0.08
where is the effective relaxation time of the echo train and the other parameters 
have their usual meaning. Plotting the effective relaxation rate against r 2 yields a 
straight line where the gradient depends solely on D or k in this case. The k values 
derived form this analysis are kcpMG =  1-14 and kQE =  1.61. Both values are 
much lower than the values representing the respective ensemble average. It is not 
established yet which analysis is more appropriate. One point counting against the 
analysis with eq. (5.1) may be the fact that the resulting values for T2 are much 
shorter than expected for distilled water. The values obtained here are T,2c,pMG =  
43 ms and T®E — 20 ms.
The results presented here can only be regarded as preliminary results. It is clear
148 CHAPTER 5. EXPERIMENTAL STR A Y FIELD DIFFUSOMETRY
that the attempt to obtain a more definite answer will involve a range of different 
samples covering a wide range of D values and also an increased range of r  values. 
Furthermore, the influence of pulse mis-settings on the experimental outcome should 
be investigated. A dependency of k from the applied pulse flip angle has been ob­
served in simulations. Until further investigations are made, the use of the k values 
given as the ensemble average should provide the possibility to measure D with an 
accuracy of approximately 10%.
5.3 T he D ash sequence
After establishing that under ideal conditions, as found in simulations, the Dash 
sequence provides reliable results for D  using eq. (4.15) to analyse the data, the 
procedure has to be tested in experiment. For this purpose measurements have been 
performed on glycerol and water as standard liquids.
5.3.1 Sample and experim ental parameters
The respective sample tube filled with either glycerol or water was placed in the 
Strafi resonance position within the VT probe. The temperature was set to be 
20° ±  1° C for all experiments. For each sample a set of measurements was carried 
out with varied values for t\  and 72. The parameter 7o was set to be \ t \  in all 
experiments.
On the water sample, measurements were performed with five different values of 
T\ (16, 18, 20, 22 and 24 //s) and three different values for T2 (300, 400 and 500 /is). 
The number of a-pulses applied was 10 with a  set to «  4.5°. The pulse duration 
was tp =  5 fis for all pulses. In each measurement 512 averages were acquired.
On the glycerol sample, data were recorded for three different values of ti (60, 
80 and 100 /is) and three different values for r2 (5, 10 and 20 ms). The number of 
cr-pulses applied was 16 with a  «  4.5° and tp as above. In each measurement 1024 
averages were acquired.
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The data were analysed using a Spinsight macro written by the author to find 
the echo maxima and calculate the stimulated-over-direct echo ratios. The regression 
analysis of the time-ratio data was performed with the package Xmgr (version 4.10).
5.3.2 Results
In fig. 5.2 are shown experimental echo profiles of (a) a water measurement and 
(b) a glycerol measurement as typical examples for the time domain data acquired 
in a Dash experiment. The pulse gaps used to acquire the depicted echo profiles
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Figure 5.2: The experimental direct and stimulated echo trains obtained from (a) 
water and (b) glycerol. Parameters as described in text.
were t\  =  20 (is and r2 =  400 (is for the water measurement and t\  =  80 (is and 
7*2 =  5 ms for the glycerol measurement. The corresponding plots of the echo maxima 
ratios against are shown fig. 5.3. The solid line in each subfigure represents 
the regression fit to the respective data set. The self-diffusion coefficients derived 
from the two presented data sets are D  =  2.13 ±  0.10 x 10-5cm2/s for water and 
D =  1 .58±0 .05  x 10-8 cm2/s for glycerol. The ensemble average for all measurements 
is in case of water D  =  2.18 ±  0.15 x 10-5cm2/s and in case of glycerol D =  
1.57 ±  0.10 x 10-8cm2/s. The individual results as well as the ensemble averages are
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Figure 5.3: Plot of \n(stimulated-over-direct echo ratio) against rfj for (a) water and
(b) glycerol. The solid lines represent linear regression fits to the data.
seen to be in good agreement with literature values for the two liquids and reference 
measurements performed under similar conditions. There was no apparent trend 
within the ensembles hinting towards a possible dependency of D from the time 
parameters 7i and 72.
5.3.3 Discussion
The results presented here suggest that the D ash sequence is an accurate and reli­
able tool to measure bulk self-diffusion coefficients in the presence of a strong, time 
independent gradient as found in the stray field environment. This is also supported 
by a number of simulation results as reported in sec. 4.4.3.
In comparison with conventional stray field diffusion sequences D ash has the ad­
vantage of acquiring all the data required in one experiment. The low S/N ratio, 
however, makes it necessary to accumulate more averages and a gain in total exper­
imental time is hardly achieved. Taking the water experiment as an example, here, 
the total acquisition time was about 43 min with the recycle time set to 5 s and 
the S/N ratio for the first stimulated echo was 51. This compares with the mSTE
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experiment shown in fig. 5.1 where the total duration of the experiment was about 
58 min and the achieved S/N ratio about 240. Comparing the number of usable data 
points (echoes) of the two experiments the acquisition time of the mSTE measure­
ment becomes slightly shorter than the duration of the Dash experiment. There 
may be, however, room for improvement for the Dash performance by using better 
optimised parameters.
The Dante pulse flip angles used in the experiments do not comply strictly with 
the restriction on the total flip angle cxt proposed by Doran and Decorps [45], the 
“30°-rule”. They agree, however, with simulation results which suggest that values 
for a  up to 4.5° are still acceptable as long ctT < 90°. As in the imaging simulations, 
it was chosen to conform with the rule in the single-slice imaging experiments.
5.4 Im aging w ith  D ash
5.4.1 M ulti-slice imaging
As already mentioned in sec. 4.5.1, a simple way to achieve a diffusion weighted 
imaging protocol is to implement D ash in a standard Strafi imaging routine which 
synchronises pulse sequence and stepper motor movement.
5.4.1.1 Sample and experimental parameters
To demonstrate/test the practicality of this approach measurements were made 
using a phantom which consisted of two small glass vials filled with water and 
hexadecane. The two vials were placed one above the other in an 8 mm (o.d.) glass 
tube with a separation between the liquids of about 1.2 mm. The temperature was 
20° ±  1° C.
The main parameters used for the pulse sequence were the following: the pulse 
duration was tp =  5 /xs for all pulses corresponding to an excited slice width 
A r s t r a f i  ~70 W  the pulse amplitude for the a-pulses was a factor 20 smaller
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than for a 90° pulse resulting in a nominal flip angle a =  4.5°; pulse separations 
were To =  10 /zs, T\ =  20 fj,s and r2 =  400 //s; the number of a-pulses applied was 
12; the slice separation was 0.3 mm and the number of slices acquired was 21. The 
standard time domain analysis using eq. (4.15) was applied to extract D for each 
slice.
5.4.1.2 R esults
Fig. 5.4(a) shows a spatial density map obtained from the intensities of the first 
direct echo across the vial interface region. The spatial distribution of self-diffusion 
coefficients is seen in fig. 5.4(b). The mean values of the self-diffusion coefficients
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Figure 5.4: (a) Spin density map of the sample interface region of the hexadecane- 
water phantom over a sample region of 6 mm. (b) Spatial distribution of the self­
diffusion coefficients in the same region. The gap arises from the glass of the vial
walls.
measured in the experiment are for hexadecane D =  6.2 ±  0.7 x 10~6 cm2/s and for 
water 2.3 ±0.2 x 10-5cm2/s. These values are in good agreement with reference mea­
surements using the mSTE sequence and agree reasonably well with the diffusion 
coefficients listed in table 5.1. The total imaging time was 18 hours, acquiring 1024
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averages and using a Ti recycle time of 3 s. It should be noted that no slice inter­
leaving was applied.
5.4.1.3 Discussion
The results presented here demonstrate that the Dash multi-slice imaging proto­
col works and that diffusion coefficients can be obtained in a reliable way. It was 
not the intention (of the author) to push the technique to its limits of resolution. 
With respect to the sample phantom used in the experiment and the applied time 
parameters these limits would have been reached very soon.
The results are thought to be more accurate than similar results would have been 
if acquired with either CPMG or QE sequence, considering the uncertainty in the 
correction factor for the diffusion analysis (sec. 5.2.2), even though no direct com­
parison has been performed. However, the small flip angles of the Dante excitation 
pulses go with a severely reduced signal-to-noise (S/N) ratio which requires more 
signal averaging and lengthens the experimental time considerably. The application 
of slice interleaving could, however, shorten the total acquisition time dramatically. 
Nevertheless, to obtain a rough estimate of the spatial dependency of D  over this 
large scale the application of either CPMG or QE sequence might prove to be more 
time efficient than the D ash sequence with a comparable resolution due to the 
much higher S/N ratio obtainable with the CPMG and QE sequence.
However, the D ash multi-slice protocol may be the more preferable technique of 
choice when either of the two single-slice analysis procedures can be applied to the 
individual slices acquired in order to obtain a high-resolution diffusion profile over 
a larger sample volume.
5.4.2 FT echo train imaging
In this section the application of the FT echo train analysis to experimental data 
is discussed. In the first part a comparison is made between a bulk and a thin film
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sample, where the thickness of the thin film is less than the width of the excited 
slice. In the second part an application to thin interface regions is presented.
5.4.2.1 Introduction
Before embarking on the discussion of the actual imaging experiments, some in­
troductory remarks on data analysis, D0 standard and sample relaxation times are 
necessary.
Data analysis
The acquired data sets were processed using an Idl routine (the Idl program code 
is found in Appendix B) which reads in the data (Spinsight format), performs the 
Fast Fourier Transform of the separated echo trains, extracts the band maxima and 
calculates the band maxima ratios. To reduce digitisation errors in the FT spectra 
the size of the individual echo train data sets were increased using “zero-filling” 
to an integer multiple (2,3,4,...) of the original size. The experimental ratios were 
demodulated with an appropriate D0 standard (see next paragraph). To obtain the 
corresponding diffusion coefficients the final demodulated ratios are then fitted 
by matching the experimental ratios with theoretical ratios calculated on a Xmaple 
(version 5.0) worksheet where the experimental time parameters are substituted into 
the eqs. (4.21 -  4.23), which are based on the 5-pulse approximation (sec. 4.5.2.1). A 
result for D  is achieved when the calculated ratio (5pa-ratio) agreed best with the 
experimental value.
The D 0 standard
In order to obtain a D =  0 (D0) reference to demodulate the experimental band 
maxima ratios (see sec. 4.5.2.3) a non-diffusing phantom had to be found. A red 
rubber bung was chosen as the reference sample because of its relatively high NMR 
signal and a negligible (zero) diffusion coefficient. The rubber time domain data were 
acquired using the same acquisition parameters as applied in the original diffusion 
experiments. For a given set of experimental parameters the theoretical <5pa-ratio 
was calculated using eqs. (4.21 -  4.23) with D — 0 and the independently measured 
relaxation times T\ and T2 (see table 5.3) as further input parameters. The 5pa-
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ratios were used to correct the experimental rubber ratios for relaxation effects by 
dividing the experimental ratios by the appropriate Jpa-ratio.
Ti and  T 2 m easurem ents
Since the analysis procedure requires a reasonably good estimate for the T\ and T2 
relaxation times of the respective sample, see sec. 4.5.2.2, the relevant relaxation 
measurements had to be performed in the homogeneous centre field of a supercon 
magnet. For the substances used here (rubber, glycerol and poly-butadiene (pbd)) 
the relaxation times were measured on a Jeol GSX 270 spectrometer with a *H 
centre field frequency of 270 MHz to be as close as possible to the resonance fre­
quency in the Strafi experiments. For the Ti measurements an inversion recovery 
sequence with delay times from 50 ms to 5 s and for the T2 measurements the CPMG 
sequence was used with r  values of 0.5 ms for rubber and 4 ms for glycerol and pbd. 
Measurements were conducted at different temperatures, 15°, 20° and 25° C. The 
results are listed in table 5.3. The error is estimated to be less than 10%.
Table 5.3: T\ and T2 relaxation times for rubber, glycerol and pbd as measured on 
a Jeo l GSX 270 spectrometer at different temperatures.
Sample
15° C
Temperature 
20° C 25° C
Rubber bung Ti [ms] 429.5 423.2 -
n [ms] 0.69 (83%) 0.66 (84%) 0.73 (80%)
n [ms] 6.25 (17%) 8.02 (16%) 11.5 (20%)
PBD n [ms] 392.6 459.0 407.6
t 2 [ms] 16.2 19.9 23.1
Glycerol T\ [ms] 317.5 273.3 -
t 2 [ms] 40.2 26.1 34.9
The imaging experiments were performed at ambient temperature which is esti­
mated to be «17° C at the sample position inside the magnet. Hence, the Ti and 
T2 values acquired at 15° C were used in the data analysis.
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5.4.2.2 T hin  film  vs bulk  m easurem ent
The performance on a thin film sample is seen as an important test for the tech­
nique. This is, because the sample size approaches the excitation bandwidth of the 
pulses which may result in severe edge effects. Secondly, a future application of this 
technique may well be to measure diffusion coefficients across thin films, e.g. paints.
A thin film of glycerol was prepared between two glass cover slips (« 4  mm x 
5 mm). The sample was placed on top of a glass rod and moved through the resonance 
position. The effective film thickness is estimated to be «  70 -  80 fim from the 
FWHM of the spin density profile shown in fig. 5.5. No special sample alignment 
was carried out. The profile was acquired with a standard Strafi imaging protocol 
using a nominal excitation width and slice separation of 20 pm. The vertical, solid 
line in fig. 5.5 indicates the “on resonance” or “0 frequency” position used in the 
following diffusion imaging experiment. For the bulk measurement a 6 mm (o.d.)
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Figure 5.5: Spin density profile of a thin film of glycerol. The vertical, solid line 
indicates the “on resonance” position for the diffusion imaging experiment.
glass tube was filled with glycerol.
The main acquisition parameters for the Dash sequence used in the thin film, the 
bulk and rubber measurement were tp =2.8 ps for all pulses, a = 3°, r0 =  T\ =  
80 ps and r2 = 2  ms. The number of a-pulses was 10. The number of averages
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acquired was 40000 in the thin film, 8000 in the bulk and 4000 in the rubber exper­
iment.
In fig. 5.6 are shown the FT spectra of the direct (solid line) and stimulated 
(dashed line) echo trains acquired from the film of glycerol (a) and a bulk sample of 
glycerol (b). The frequency separation between the spectral bands is d- =12.5 kHz 
corresponding to a spatial separation of 5 jim between the sub-slices. A reduced
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(a) FT spectra of a glycerol film.
Frequency [kHz]
(b) FT spectra of bulk glycerol.
Figure 5.6: (a) The direct (solid line) and stimulated (dashed line) FT spectra of the 
thin film glycerol sample seen in fig. 5.5. (b) The direct (solid line) and stimulated 
(dashed line) FT spectra of a bulk glycerol sample acquired with the same parameters.
sample size is clearly visible in fig. 5.6(a). The off-centre position of the sample 
is also reproduced. The centres of mass of both film spectra are slightly shifted to 
negative frequencies which corresponds to an “on resonance” position above the film 
centre.
The data processing steps described in sec. 4.5.2.3 (fig. 4.20 and 4.21) are shown 
in fig. 5.7 for both glycerol samples. In both subfigures the band maxima ratios 
of the glycerol sample (O), the ratios of the rubber phantom (□), used as D =  0 
reference, and the demodulated ratios (glycerol/rubber) (O) are plotted against the
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spatial position of the respective frequency band. The band maxima ratios of the
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Figure 5.7: The ratios of the band maxima from fig. 5.6 (O), a measured reference 
set (□) and the demodulated ratios (O) plotted as a result for the thin film (a) and 
for the bulk glycerol (b) experiment. The solid lines represent the mean values of the
ratios within a chosen range.
rubber sample have been corrected for 7\ and T2 relaxation as discussed earlier. The 
horizontal, solid line in both graphs in fig. 5.7 represent the arithmetic mean of the 
ratios within the depicted spatial regions defined by the length of the lines. In the 
case of a bulk sample the size of the region provides an estimate of the maximum 
effective slice width A re//. Here, the value is found to be about 180 jim («450 kHz) 
for a pulse duration of 2.8 fis. In the case of the thin film sample the size of the 
region is about 75 /xm («182.5 kHz) which is in excellent agreement with the film 
thickness estimated earlier from fig. 5.5.
The mean values of the ratios are used to calculate the diffusion coefficient using 
eq. (4.23). The values obtained are D =  3.7±1.0x 10-8 cm2/s for the glycerol film and 
D =  4.5 ±0.8 x 10-8 cm2/s for the bulk sample. From the analysis of the time domain 
echo data the following coefficients are obtained: D =  9.99 ±  0.57 x 10-8 cm2/s for
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the glycerol film and D =  9.76 ± 0 .1 8  x 10-8cm2/s for bulk glycerol. The high values 
of D may be explained by water contamination of the glycerol. More disconcerting 
is the large discrepancy between the values obtained from the time domain analysis 
and the FT echo train analysis.
The F o u r i e r  simulator was used to calculate a direct and stimulatedecho train 
using the same pulse timings and flip angles as in the two glycerol experiments. 
The results are shown in fig. 5.8 in a similar manner as in fig. 5.7. Comparing
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(a) Simulated ratio analysis for the glycerol (b) Simulated ratio analysis for bulk glyc-
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Figure 5.8: The ratios of the band maxima from fig. 5.6 (O), a simulated reference 
set (□) and the demodulated ratios (A) plotted as a result for the thin film (a) and 
for the bulk glycerol (b) experiment. The solid lines represent the mean values of the
ratios within a chosen range.
the two reference sets in fig. 5.7 and 5.8 one can see that even though the rubber 
ratios are corrected for T\ and T2  relaxation the simulated ratio values are higher 
which leads to reduced values in the demodulated data and therefore to higher 
diffusion coefficients. The coefficients evaluated from the new mean ratio values 
are D = 7.3 ±  1.7 x 10_8cm2/s for the glycerol film and D =  9.3 ±  1.4 x 10-8cm2/s 
for bulk glycerol. The D values have increased dramatically. Whereas now the bulk
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value is in reasonable agreement with the time domain value, the thin film result is 
still somewhat lower than expected.
5.4.2.3 Interfaces
To test the sensitivity of this analysis to a change of D within the excited slice 
a bilayer sample was prepared. This consisted of two layers of filter paper, one 
soaked in polybutadiene (pbd) (mol. weigth «  5 kDaltons) and the other one soaked 
in glycerol, separated by a thin layer of silicate glass to prevent mixing of the two 
layers. The filter paper with pbd was placed on top of a plane glass rod and on top of 
this a drop of a solution of tetraethyl orthosilicate in ethanol. With the evaporation 
of the solvent a thin layer of silicate glass was formed on top of which was placed 
the filter paper containing glycerol. The total thickness is estimated to be about 
800 fim.
Fig. 5.9 shows a spin density profile of the sample acquired with a standard S tr a f i  
imaging protocol using a nominal slice width and separation of 20 jim. The pulse 
separation r  in the QE sequence was chosen to be 400 (is. Hence, the profile is 
diffusion weighted. The sample positioning was optimised so as to minimise the 
effective width of the bottom edge of the sample. Fig. 5.9 represents the best align­
ment achieved. The intensity gradient across the pbd section of the sample may be 
explained by incomplete saturation and swelling of the filter paper. The layer of the 
silicate glass is too thin to produce a visible effect on the experiment. The position 
for the diffusion imaging experiment was chosen to be in the central region between 
the two filter papers as indicated in fig. 5.9 (vertical, solid line).
The main acquisition parameters for the Dash sequence used in the bilayer and 
corresponding rubber measurement were tp =2.8 fis for all pulses, a  =  3°, r0 =  
T\ =  100 fis and r2 =  2 ms. 10 a-pulses were applied. 24000 averages were acquired 
in the thin bilayer and 4000 averages in the rubber experiment. Additionally, a 
D — 0 reference data set was calculated with the F o u rier  simulator.
The final diffusion weighted profiles of the interface region are shown in fig. 5.10. 
The band maxima ratios demodulated with the rubber data are displayed as O’s
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Figure 5.9: Spin density profile of a bilayer sample. The vertical, solid line indicates 
the “on resonance” position for the diffusion imaging experiment. The vertical, dashed 
lines indicate the effective slice width of the experiment as determined from fig. 5.7.
and the ratios demodulated with the simulated data are displayed as A’s. The
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Figure 5.10: The demodulated ratios plotted against spectral position. O’s indicate 
the ratios demodulated with rubber data and A’s the ratios demodulated with sim­
ulated data. The solid lines symbolise regions where the ratios are considered to be 
constant and depict the mean value within this region.
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spatial distance between the sub-slices is 4 //m, equivalent to a band separation 
of X  = io  kHz. The horizontal, solid lines suggest regions where the value of the 
ratio is considered to be coustant represent the arithmetic mean within this region. 
Prom these mean values D  is calculated to be 2.6±1.6 x 10-9 cm2/s in the pbd section 
(Azpbd =  40 (im) and 6.0 ±  1.2 x 10-8 cm2/s in the glycerol section (Azgiy =  52 //m) of 
the rubber-demodulated profile. The D values evaluated from the data demodulated 
with the simulated data are 1.4 ±0.3 x 10“7cm2/s within the glycerol region (Azgiy = 
40 /xm) and 1.5 ±  0.2 x 10-8cm2/s within the pbd region (Azpbd =  52 /xm). A double 
exponential fit to the time domain stimulated echo data yields D\ =  4.0 x 10-7 cm2/s 
as the fast diffusing component associated with glycerol and D2 =  4.4 x 10-9 cm2/s 
as the slow diffusing component associated with pbd. The centre of mass diffusion 
coefficient of pbd is estimated to be «  5.5 x 10-12 cm2/s at 20° C [37,126]. Due to 
the short time range of the experiment only faster segment motions are detected.
5.4.2.4 Discussion
It has been demonstrated that the echo train analysis procedure, proposed in the 
previous chapter, yields diffusion weighted profiles with a very high spatial resolu­
tion. The results, however, indicate that the choice of an experimental D0 standard 
has to be made more carefully. The fact that the diffusion coefficients obtained are 
much smaller than the ones obtained from the time domain analysis suggests that 
the assumption that the effect of diffusion in the rubber phantom is negligible on 
the time scale of the experiments may not be correct. It is possible that segment 
motions in the rubber molecule chains cause a quasi-diffusion decay. A similar effect 
is observed for pbd which has a centre-of-mass diffusion coefficient of the order of 
10—12 cm2/s which is invisible on the time scale of the experiment.
The use of calculated D0 profiles to demodulate the experimental data yields, 
however, a reasonable agreement between spatial and time domain results. For future 
applications and users this has the consequence that either a more suitable reference 
material has to be found, which has probably to be a solid in order to satisfy the 
condition D =  0 (at least on the time scale of the experiment), or the Fourier
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simulator has to be readily available and for each set of r<’s a D0 standard has to 
be calculated. For routine measurements using a fixed set of parameters it might 
be beneficial to prepare graphs of the 6pa-ratio as a function of D. The ratios 
are calculated using eqns (4.21 -  4.23). Two possible examples are shown in fig. 
5.11. The displayed curves have been calculated using the 7* values of the glycerol 
experiments (solid line) and of the bilayer experiment (dashed line). Relaxation 
times have been neglected in the calculation of these curves. Demodulated ratios
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Figure 5.11: Jpa-ratios as a function of D, calculated with t \  = 80 / j s  (solid line) and 
100 fis (dashed line). Other parameters as used in the glycerol and bilayer experiment,
respectively.
obtained from experiments using these parameters can now be directly converted 
into diffusion coefficients.
All diffusion coefficients reported in this section have been calculated accounting 
for the respective Ti and T2 relaxation times (table 5.3). There is, however, evidence 
that the analysis is not very sensitive to relaxation effects. This means that change 
in D is less than experimental uncertainty in D when relaxation is omitted from the 
analysis. For the systems studied and time parameters used so far, the change has 
been of the order 2% or less compared with an approximate average of 20% for the 
experimental error.
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The choice of experimental parameters has to be made very carefully, especially 
with respect to the time parameters r* and the number of D a n te  pulses applied. It 
is not clearly understood, yet, how results are affected when the number of echoes 
recorded is not equal for the direct and stimulated echo train. This occurs when the 
Ti s are chosen in such a way that the diffusion attenuation of the stimulated echoes 
is so large that the later echoes cannot be recovered from the noise. In an experiment 
on a bulk sample of water the time parameters To =  T\ — 20 /is and t 2 =  300 /is 
were used and ten a-pulses were applied. A complete direct echo train of ten echoes 
was recorded, but only six stimulated echoes, the others disappeared in the noise 
level. The ET analysis yielded a diffusion coefficient D =  1.3 dt 0.2 x 10_5cm2/s 
whereas D = 2.1 ±  0.1 x 10_5cm2/s was obtained from the time domain analysis. 
The suspicion is that the smaller value of D obtained by the ET analysis is due 
to the incomplete number of stimulated echoes. This effect is also thought to be 
responsible for the reduced D value attained for the thin film of glycerol. In this 
experiment the later stimulated echoes had a poor S/N ratio. The gathered evidence 
suggests that the time domain parameters have to be chosen in such a way that 
for n D a n te  pulses applied n direct and n stimulated echoes are recorded with a 
sufficiently large S/N ratio.
The example of the water experiment also demonstrates the upper limit for diffu­
sion coefficients to which this technique may be applied. A a-pulse separation of 
20 /is results in a sub-slice separation of about 20 /im. This comes close to the 
regime where standard Strafi profiling sequences are more efficient. To increase 
T\ at this diffusion rate leads to a reduced number of echoes acquired which reduces 
the quality of the FT spectra and consequently the ratio profiles even more. Systems 
with diffusion rates similar to water may not be appropriate candidates for future 
applications.
5.4.3 FT single echo imaging
In this section is discussed the application of the alternative analysis procedure 
for obtaining diffusion profiles from experimental data acquired with the Dash
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sequence. The basic steps have been already outlined in sec. 4.5.3 and demonstrated 
on simulated data in sec. 4.5.3.2. The results presented here are obtained from the 
same experimental data sets described in the previous section.
D ata  analysis The I d l  code used for the single echo analysis can be found in the 
appendix. The program reads the acquired data, splits both echo trains into indi­
vidual echoes, performs an FFT of each echo and calculates the ratios of stimulated 
over direct FT spectra. Furthermore, the ratios are fitted to eq. (4.26) using a stan­
dard I d l  fitting routine (based on the Levenberg-Marquardt algorithm). The initial 
size of the time window for each echo is T\ with the echo maximum approximately in 
the centre. Before Fourier transforming the individual echoes the number of points 
per echo are doubled with “zero-filling” to increase the spectral resolution.
5.4.3.1 T hin  film  vs bulk m easurem ent
In fig. 5.12(a) are depicted the ten direct (solid line) and stimulated (dashed line) 
Fourier spectra obtained from the bulk glycerol measurement, experimental param­
eters as described in 5.4.2.2. The echo profiles are ordered in time from left to right 
and top to bottom in correspondence with the time order of the respective echoes 
in the time domain. Fig. 5.12(b) shows the corresponding ratio profiles.
As a final result of the analysis diffusion profiles are obtained which are displayed 
in fig. 5.13 for (a) the thin film and (b) the bulk sample of glycerol. In the thin 
film analysis the first six ratio profiles were used to calculate D and the first eight 
profiles in the bulk glycerol analysis. The vertical, solid lines in both subfigures 
indicate either the film thickness (a) or the effective slice width (b) as evaluated 
from the echo train (ET) analysis. The spatial separation between individual points 
is «2.5 /tm corresponding to a frequency separation of ^  =  6.25 kHz. Within the 
limits indicated by solid lines, in fig. 5.13(a), the mean value of the self-diffusion 
coefficient is D = 1.3 ±  0.2 x 10-7cm2/s which is somewhat higher than the values 
obtained from the ET and time domain analysis. Compared to fig. 5.8(a) the film 
thickness appears here to be defined less clearly. From fig. 5.13(a) the estimated 
thickness could be between 55 fim (z =  —45 to 10 /mi) and 100 fjtm (z = —55
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(a) Direct and stimulated echo profiles for bulk glycerol.
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(b) Ratio profiles for bulk glycerol.
Figure 5.12: Direct (solid line) and stimulated (dashed line) echo (a) and ratio (b) 
profiles obtained from the bulk glycerol experiment. The time order of the individual 
graphs is indicated by the lettering starting at the top left corner of both figures.
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(a) The glycerol film diffusion profile. (b) The bulk glycerol diffusion profile.
Figure 5.13: The final diffusion profiles of (a) a thin film of glycerol and (b) a bulk 
sample of glycerol. The vertical, solid lines mark (a) the film thickness and (b) the 
effective slice width as estimated from fig. 5.8. The vertical, dashed lines indicate 
alternatives arising from the SE analysis.
to 45 /im. The new limits are indicated by vertical, dashed lines. The mean values 
of D for these two extremes are 1.2 ±  0.1 x 10_7cm2/s and 1.3 ±  0.2 x 10~7cm2/s, 
respectively.
In the case of the bulk measurement (fig. 5.13(b), the effective slice width appears 
here to be slightly reduced compared with the result of the ET analysis. Azef f  
is here «  165 firn. (z = —82.5 to 82.5 /im, indicated by vertical, dashed lines), 
instead of 180 /im obtained earlier. The average value of D within the new limits is 
1.1 ±  0.1 x 10-7cm2/s which is in reasonable agreement with the bulk glycerol values 
obtained by the ET and time domain analysis.
5.4.3.2 Interfaces
The ratio profiles obtained from the ten direct and stimulated echo profile pairs 
of the bilayer experiment are shown in fig. 5.14. As in fig. 5.12 the profiles are 
ordered regarding their respective echo time from left to right and top to bottom. 
Following the time course of the displayed profiles it can be easily seen that at
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Figure 5.14: The ratio profiles obtained from the bilayer experiment. The time order 
of the individual graphs is indicated by the lettering starting at the top left corner.
positive frequencies a reduction in the ratio values due to diffusion is more prominent 
than at negative frequencies. However, after the 4th profile the ratios hardly change 
on both sides. Therefore, only the first four profiles have been used to calculate the 
diffusion coefficients.
The diffusion profile finally obtained across the interface region of the bilayer 
sample is shown in fig. 5.15. The spatial separation from point to point is 2 /mi 
(ti =100 //s). The vertical, solid lines indicate the pbd- and glycerol-region as 
found in the echo train analysis using the calculated D0 standard (fig. 5.10).
The size and position of the glycerol region (dotted lines) in fig. 5.15 is in relatively 
good agreement with the corresponding section found in the echo train profile (fig. 
5.10). AZgiyC is with 40 /mi only slightly larger than the 32 fim found previously. 
The average value of D in this region is 2.4 ±  0.15 x 10-7  cm2/s which lies between 
the ET value and the time domain value.
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Figure 5.15: The diffusion profile across the interface region of the bilayer sam­
ple. The vertical, solid lines mark the limits of the two regions defined in fig. 5.10.
The vertical, dashed and dotted lines mark alternatives for pbd or glycerol regions,
respectively.
On the pbd side of the profile it is more difficult to define a region of “constant Dn 
and the decision is not as unambiguous as in the ET analysis or in the case of glycerol. 
One could either argue for one large region of size Azpm =  66 /im, indicated in fig. 
5.15 with a dashed line, and D — 5.2 ±  2.1 x 10-8 cm2/s or for two separated smaller 
regions, indicated by the solid lines. Their sizes are AZpbd =  30 /im  for the left hand 
region and A Zpbd =  18 /im for the right hand region. The mean diffusion coefficients 
are Di = 3.2 ±  1.1 x 10_8cm2/s and D 2  =  7.6 ±  0.4 x 10-8cm2/s, respectively. In 
both cases the values of D obtained are larger than the ones resulting from the ET 
and time domain analysis. A single pbd region is more plausible considering the 
general sample structure and is supported by the echo train result. Two sections, 
however, could be explained by some heterogeneity within the top layers of the filter- 
paper or some residual solvent concentration in the upper pbd layers. This argument 
may be supported by the spin density profile of the bilayer sample shown in fig. 5.9, 
which shows a steady increase of signal intensity on the pbd side towards the sample 
bottom. The right hand pbd region in fig. 5.15 with the larger diffusion coefficient 
coincides with the position of the profile shoulder in fig. 5.10 just to the left of the
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“on resonance” position.
The total effective slice width is seen to be Aze/ f  =156 /mi and is within the 
experimental error in good agreement with the estimated slice width determined by 
the SE analysis of the bulk glycerol experiment.
5.4.3.3 Discussion
It has been demonstrated that the single echo analysis yields spatially resolved 
diffusion profiles with a very high spatial resolution. Due to the effect of zero filling, 
which in this case doubles the acquisition time per echo, the resolution is a factor 
of 2 improved compared with the ET analysis. Without zero filling the resolution is 
similar. It is, however, well known that unlimited zero filling does not improve the 
resolution infinitely.
The single echo analysis shows some advantages over the echo train analysis. First 
of all the analysis is independent of a Do standard. This saves either the extra exper­
imental time used on the phantom or the necessity to have an adequate simulation 
program. The correct setting of the experimental time parameters is not as crucial 
as for the ET analysis, since the number of echoes used in the SE analysis can be 
varied easily. This means that echoes with a very poor S/N ratio can be removed 
from the analysis which is not possible in the echo train case. The time domain-like 
fitting procedure might result in a slightly improved accuracy in the determination 
of D , but this may depend a lot on the function and fitting algorithm used.
On the other hand the treatment of individual echo periods makes the data han­
dling somewhat more complex than for the ET analysis.
Part III
Applications of broad line N M R  
techniques to porous building
materials
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Chapter 6
A broad line N M R  and M RI study  
of water and water transport in 
Portland cem ent pastes
In this part of the thesis are discussed applications of broad line NMR and MRI 
techniques to study the properties of water and water transport in porous
building materials. The emphasis is put on cementitious materials and cement pastes 
in particular.
The results of two supplementary studies on related materials, building sandstones 
and fibrous cement roofing tiles, are presented in published form in Appendix C and 
D.
6.1 Introduction
The merits of NMR methods to study hydration processes of cement and cement 
components have been known for a long time [101,114]. An even more powerful 
tool emerged with the introduction of magnetic resonance imaging (MRI) [104,108]. 
This technique not only allows the investigation of the spatial distribution of water 
but is also very sensitive to the dynamics of water in porous media in general. The
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earliest report of the use of MRI in the context of cementitious materials is by 
Gummerson et al [67]. Other examples include, with the emphasis on cementitious 
systems, work by Fordham et al [56], Papavassiliou et al [125] and Kaufmann et 
al [91]. To date, however, a severely limiting factor has been that resonance line 
widths are very broad. Consequently, only the most mobile water in the largest 
capillaries, cracks and voids has been observed. The broad NMR line widths can 
be attributed to a number of causes, among which are diffusive broadening due to 
self-diffusion in the large magnetic field gradients caused by inhomogeneity of the 
magnetic susceptibility across pore surfaces and around paramagnetic impurities, 
and fast exchange with strongly relaxing surface sites. In addition much of the 
water is chemically combined into the cement matrix and therefore subject to strong 
dipolar broadening. Only more recently have broad line imaging techniques (see sec. 
1.5) been employed [10,13,16,21,122,131-133].
The development of the “fast-exchange” model of relaxation by Halperin et al. 
[46,72] made it possible to relate bulk relaxation data to structural properties of 
porous materials and to infer pore size distributions of these systems. This technique, 
known as NMR relaxometry, is now widely used in the analysis of pore structures. 
Examples of applications to cementitious systems include work by Bhattacharja et 
al [12], Halperin et al [73], Laganas et al [100] and Gran and Hansen [66]. In 
ref. [73] the authors show that the initial XH spin-spin relaxation time (T2) of water 
in a 0.43 water to cement (w/c) ratio cement paste varies according to changes in 
the evaporable water content during the process of curing, indicating that the rapid 
exchange model of relaxation can be applied to determine the pore surface area to 
volume ratio. Distributed exponential fitting of decay curves yields the pore size 
distribution, which is shown to be strongly bimodal. Later cryoporometry experi­
ments by the same group [81] revealed a small additional volume of larger capillary 
pores. In arriving at these pore sizes no account was taken of the surface roughness, 
an issue considered at some length by Papavassiliou et al [124] in the context of 
spin-lattice (Ti) relaxation.
In the following sections are presented results of a T2 relaxation and broad line
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MRI study of the hydration and curing of cement pastes and of subsequent water 
transport in cured material. Water to cement (w/c) ratios in the range of 0.26 to 0.6 
have been studied, although only results for w/c ratios 0.3 and 0.5 are presented here. 
Samples have been cured in open, sealed or underwater environments. The objective 
is to correlate the bulk relaxation analysis of samples sealed during cure, which are 
assumed to be spatially uniform, with the structure of the paste based on traditional 
understanding [41,119,142]. Quantitative broad line imaging is then used to observe 
deviations from this model in the case of samples cured open or underwater where 
spatial heterogeneity is expected. After cure, samples have been exposed to further 
water, without being dried prior to exposure, in order to investigate the water uptake 
properties of the cured material.
6.1.1 Cement chem istry
Dry Portland cement powder [41,119,142] is composed of various calcium silicates 
(C3S, C2S) and aluminates (C3A, C4AF) with small additional fractions of gypsum 
(calcium sulphate, CS) and has a relative density of 3.1. When it is mixed with 
water to form cement paste, it immediately starts to hydrate. Calcium silicate hy­
drate (CSH) and calcium alumino sulphate hydrate (CASH) form on the surfaces 
of the grains and crystals of calcium hydroxide (Ca(OH)2) precipitate out from the 
saturated solution. With time a layered network of CSH, known as the gel, is formed.
Cements differ, but as a rule of thumb, Portland cement requires 40% of water 
to fully hydrate. Of this, 25% is required for chemical reactions and is therefore 
non-evaporable. Bound to the hydration products this fraction of water takes up 
less volume than before. The reduction in volume in the bound state is equivalent 
to 25% of its original volume. The other 15%, known as gel water, is absorbed onto 
the internal surfaces of the gel and is only evaporable under extreme conditions. The 
shrinkage of the gel and excess water added to achieve suitable workability create 
voids, known as capillaries which, dependent on conditions, may or may not form 
a connected network in the hardened cement paste. Excess water not required for 
hydration occupies these and further capillaries, while if there is insufficient water,
176 CHAPTER 6. AN  NMR AND MRI STUDY OF CEMENT PASTES
unreacted cement and capillary voids remain. Capillary water is readily evaporable 
from a connected pore network. Fig. 6.1 illustrates these general considerations for 
the w/c ratios 0.3 and 0.5 which straddle the critical 40%. The above arguments 
assume that the sample is sealed. If it is left open during the cure some drying will 
occur. Alternatively, if the cement is cured under water then capillary voids may fill 
with water.
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Figure 6.1: The calculated percentile volumes of different components in fully hy­
drated Portland cement pastes prepared with w/c ratios of 0.5 (left) and 0.3 (right). 
The combined water has undergone 25% shrinkage; its original percentile volume is 
shown in brackets (after Refs. [41,119]).
6.1.2 Sample preparation
Cement pastes were produced with w/c ratios (by weight) of 0.6, 0.5, 0.42, 0.35, 0.3 
and 0.26. A small fraction (< 2% by weight of the cement fraction) of a commercial 
super-plasticiser (Cormix SP5) was added to low w/c ratio mixes to improve the 
workability. The cement used for all mixes was Ordinary Portland Cement (type 
I) classified as Cement Manufacturers Federation (CMF) standard grade. Distilled
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water was used in all mixes. The cement powder and water were mixed in a blender 
in several stages to ensure that no residual clumps of cement powder were left in 
the paste. After mixing a vibration table was used to remove incorporated air.
For the bulk relaxation study the pastes were poured into 10 mm (o.d.) NMR 
tubes to a depth of «  20 mm. To reduce the remaining air space inside the tubes 
a solid glass rod was inserted until it almost touched the cement surface. Each 
specimen was sealed with fast curing epoxy resin at the mouth of the tube. The 
experiments commenced as soon as the resin was strong enough to support the glass 
rod (typically one hour after mixing the cement paste).
For the imaging study the cement pastes were poured into small glass bottles with 
a cross section of «20  mm. The bottles were filled up approximately two-thirds 
(20 to 25 mm). The further sample treatment was according to the assigned curing 
condition.
• open: bottle left open, top surface exposed to laboratory environment («  
50 ±  5% RH and 20°± 2° C
• sealed: bottle closed and sealed
• underw ater: bottle, residual volume filled with water, then closed
All specimens were cured at ambient temperature («20° C). Schematic diagrams 
of three specimens prepared under the different curing conditions are shown in fig. 
* 2.
Cement samples used in the water uptake study were removed from the glass 
bottles after either 28 or 96 days of cure. The specimens were removed by cutting 
off the bottle bottom using a diamond saw. The sides of each cement plug were 
wrapped in a Teflon tape (PTFE tape) to avoid water ingress and evaporation from 
the sides. Without further drying the plugs were placed on top of a saturated sponge 
immersed in a water bath.
The sample weights were monitored throughout the course of each study.
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open sealed underwater
Figure 6 .2 : Schematic diagrams of (a) open, (b) sealed and (c) underwater cured
cement paste samples.
6.2 R elaxation  analysis o f  curing
6.2.1 Experim ental parameters
The bulk spin-spin (T2) relaxation measurements were carried out on a commercial 
benchtop magnetic resonance analyser (MARAN) manufactured by R e s o n a n c e  
I n s t r u m e n t s .  The magnetic field strength of the system is B0 = 0.5 T corre­
sponding to a resonance frequency of 20 MHz. The temperature in the probe of 
the spectrometer was set to 20° db 1° C. For each sample an FID and several CPMG 
multiple echo trains with different pulse gaps r  were acquired. For each CPMG data 
set 128 echoes were recorded. The CPMG data presented here was acquired using 
t  =  1 0 0  /xs to minimise the effect of water diffusion in the susceptibility gradients 
within the samples.
6.2.2 R esults and discussion
Fig. 6.4 shows the development over 28 days of the multi component T2-relaxation 
profile of cement paste samples prepared with w/c ratios 0.5 (a) and 0.3 (b). The 
results shown for each w/c ratio are the average of three samples. In every case
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an attempt was made to fit both two- and three-component exponentials to the 
data. While distributed exponentials more accurately reflect distributed pore sizes, 
previous experience [73,81] has generally led to strongly bi- and trimodal T2 distri­
butions depending on whether chemically combined water is included. These can be
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Figure 6.4: The three-component T2 analysis of sealed cement pastes prepared with 
0.5 (a) and 0.3 (b) w/c ratios. The traces, from the top, are for 1 and 4 h and 1, 8 
and 28 days. The amplitudes of the peaks represent the amplitudes of the different 
T2 components. The widths, fixed at ±  7.5% of T2, are typical of distributions found
over three repeat samples.
reasonably approximated by simple two- or three-component fits so as to fulfill the 
primary objective of identifying the chemically combined, gel and capillary water. 
In support of this, a high degree of reproducibility was noted between samples and 
between different fitting algorithms.
For samples with both 0.3 and 0.5 w/c ratios, the presence of about one-third 
of the proton signal in a short T2 component of 20 fis after just 1 h is evidence 
that a substantial degree of hydration takes place during the early stages of cure. 
At this time, the remaining water is predominantly in a single, longer component 
characteristic of mobile water. In the case of the 0.5 w/c ratio samples, there is
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a clear evolution over the subsequent time course toward three components with 
T2 values of approximately 10, 65 and 350 /xs in the amplitude ratios 0.5:0.3:0.2, 
respectively. Based on the foregoing discussion, the short component is associated 
with chemically combined water, the middle component with gel water and the 
long component with capillary water. These components are expected to be in the 
amplitude ratio 31:18.5:10.5 (fig. 6.1) or equivalently 0.52:0.31:0.17, in excellent 
agreement with experiment. In the case of the 0.3 w/c ratio samples, the importance 
of the capillary water is somewhat different. After about a day of curing, separate 
chemically combined, gel and capillary water signals can be discerned with intensity 
ratios of 0.5:0.25:0.25, respectively. However, as curing proceeds beyond this, the 
fraction of capillary water is much reduced, and the combined to gel water ratio 
tends to about 2 :1, in broad agreement with theory. The capillary water signal is 
not, however, zero after 28 days as might be expected, suggesting that the cure of 
these samples remains incomplete.
According to the fast-exchange model of relaxation [46,72] the observed relaxation 
time, T26s, is given by
to-volume ratio of a specific pore geometry.
The gel pores are formed between layers of CSH and are generally assumed to 
be saturated with water. Assuming that the surface areas, As, of two neighboring 
CSH sheets make up most of the total pore surface (S  «  2 As ) and that that 
the pore volume may be given as V  = As d where d is the sheet separation, the 
surface-to-volume ratio can be approximated as S /V  «  2/d. Making the further 
assumption that (T2) _1 <C (T2)-1, the contribution of the bulk relaxation to the 
observed relaxation can be neglected. On this basis the observed relaxation time, 
T2o6s, is expected to be given by
T f s T$ T | V (6 .1)
where T2 is the relaxation time of bulk water, T2S is the relaxation time of surface 
adsorbed water, A is the thickness of a water layer (3 A), and S /V  is the surface-
T f s dT£
1 2A  rs-/ ___r (6.2)
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If is equated with the relaxation time of the chemically combined water, taken 
as 10 (is, and T26s is taken as 65 //s, then d is 39 A, in good agreement with earlier 
NMR relaxometry work [73,81] and accepted non-NMR values [41,119,142].
It is more difficult to evaluate the capillary pore size, since there is less certainty 
that the capillary pores are completely filled. For a partially filled pore with a 
spherical geometry and surface wetting the surface-to-volume ratio is given by
S  1
v
(6.3)
where r  is the pore radius and h is the thickness of the water layer. Based on the 
volume distribution for hydrated 0.5 w/c cement pastes shown in fig. 6.1 it may be 
assumed that the capillary pores are approximately two-thirds full. Assuming for 
simplicity a spherical pore geometry, h evaluates to approximately 0.3r. In this case 
eq. (6 .1)can be approximated by
T f"  =  rT{  (0.3 — 0.32 +  |0.33) ^
Using the values of 10 (is for T2S and 350 (is for T26s, the average pore radius evaluates 
to 480 A, somewhat larger than earlier NMR results but still significantly smaller 
than accepted values obtained by other methods, e.g. mercury intrusion porosime- 
try (MIP). The discrepancy may be caused by the water aggregating in the void 
interstices or by self-diffusion in susceptibility gradients, which even at r  =  100 (is 
in the CPMG experiment may cause significant signal attenuation. Alternatively, 
the discrepancy may be due to a failure to account for the pore-surface roughness.
6.3 Gradient echo imaging of curing
6.3.1 Experim ental parameters
The gradient echo imaging was conducted at 30 MHz (B0 =  0.7 T), using both the 
standard method and a steady state variant [111] (see sec. 1.5.1) with an echo time 
(gradient period) of 216 (is and a gradient strength of 30 G/cm. The steady state
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technique was used on high w/c ratio (e.g. 0.5) samples, because it provides a better 
image quality than the standard sequence. However, due to its better S/N ratio the 
standard gradient echo sequence was applied to low w/c ratio (e.g. 0.3) samples to 
compensate for the strongly reduced water signal in these systems.
The cement profiles were normalised using a rubber phantom which was imaged 
before and after recording a set of cement profiles. On the assumption that the 
phantom stays physically unchanged during the time course of study, the cement 
profiles can be corrected for long-term signal variations not related to changes in 
the water distribution.
6 .3 .2  R e s u lt s  a n d  d is c u s s io n
The profiles in fig. 6.5 are of 0.5 w/c ratio cured under sealed conditions in which 
the curing is expected to be spatially uniform. The echo time of 216 /is used to 
record the profiles is more than twice the T2 of the gel water and about half that 
of capillary water. Consequently, the profile intensities, which have been normalised
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Figure 6.5: The time evolution of the capillary water profile in a 0.5 w/c ratio cement 
paste during sealed curing. The profiles, from the top, are recorded after 6 and 12 h
and 1, 3, 7, 14 and 28 days.
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to a standard sample so as to reflect volume fraction of water, primarily reflect 
the capillary water in the samples. A gradual and approximately spatially uniform 
decrease in the volume of mobile water is observed throughout the time course of 
the experiment, broadly consistent with expectations. There is a reduction in signal 
intensity at the base of the sample (right side), particularly in the early stages, 
which is attributed to sedimentation. A complementary volume of bleed water is 
seen at the top (left), caught in the neck of the sample pot, which is horizontal 
for the duration of the imaging experiment. The final volume of capillary water is 
somewhat greater than that predicted by the foregoing discussion and at between 
15-20% is suggestive of the capillary voids also being saturated. This observation is 
further discussed below.
The traces in fig. 6 .6 (a) compare the profile recorded after 28 days from the 
sealed sample with those recorded from similar 0.5 w/c ratio samples cure open and 
underwater. The open cured sample shows much less water overall and generally
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(a) 28-day profiles of 0.5 w/c ratio sam­
ples cured under different conditions.
(b) 28-day profiles of 0.3 w/c ratio sam­
ples cured under different conditions.
Figure 6 .6 : The 28-day capillary water profiles of the 0.5 (a) and 0.3 (b) w/c ratio 
cement pastes cured under sealed conditions (s) compared to those cured open (o) 
and underwater (uw). The open/water saturated tops are to the left.
decreases toward the exposed surface (left side), consistent with drying of the sample 
throughout the cure period. It is reasonable to expect that a 0.5 w/c ratio mix results
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in a cement paste with an open pore structure [41,119,142] and, in the underwater 
cured sample, that the void volume should therefore be filled. Consequently, the 
substantial similarity in measured water content between the samples cured sealed 
and underwater is at first surprising. While it is conceivable that negative pore 
pressure or a closed pore structure have resulted in this similarity, it is thought 
to be more likely that the bleed water in the sealed sample has acted as a water 
reservoir of additional water and filled the pores in the later stages of cure. The 
profile intensities of about 17% water volume are consistent with this hypothesis, 
corresponding well to the calculated total capillary volume (fig. 6.1). This argument 
implies that there is a small w/c ratio gradient across the sealed sample, caused by 
sedimentation (see above).
The traces in fig. 6 .6 (b) show similar 28-day profiles recorded from samples made 
with a 0.3 w/c ratio mix. The overall level of capillary water is very much reduced, 
again consistent with the relaxation analysis. As with the 0.5 w/c ratio sample, 
concentration gradient is observed in the open cured sample. Unlike the 0.5 w/c 
ratio samples, however, more water is now observed with underwater curing than 
with sealed curing, although the difference is considerably less than that required 
to fill the total void volume. Therefore, a closed pore structure is inferred. This 
result is confirmed by the uptake experiments reported in the following section. The 
reason for the relative lack of water just below the underwater cured sample surface 
is unknown.
6.4 Gradient echo imaging of water uptake
6.4.1 Experim ental parameters
The standard method for gradient echo imaging was applied in all measurements in 
this study. Similar parameters and procedures apply as described for the “curing” 
study (sec. 6.3.1).
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6.4.2 R esults and discussion
The results of water uptake experiments into 96-day-old sealed (a), underwater (b) 
and open (c) cured 0.5 w/c ratio samples are shown in fig. 6.7. In every case, the 
original base of the sample (right side) was in contact with a wet sponge. The 
samples cured under sealed and underwater conditions are once again remarkably 
similar. There is, however, a decrease in the initial water level compared to the 28- 
day profiles. This is mainly attributed to a partial drying of the cement, aggravated 
by diamond saw cutting of the glass, on removal from the casting pots. Similar de­
creases were noted in other 28-day samples similarly removed from their pots. More 
interesting is the fact that, rather than the total water increasing when the cement 
is placed in contact with the saturated sponge, an overall drying of the sample is 
observed, with the upper surface showing less water after 24 h than at the start of 
the experiment. A dynamic equilibrium is reached in which the water profile reflects 
the balance between evaporation at the top and uptake from the sponge at the base. 
The fact that this balance is achieved so readily suggest that the pore structure is 
both open and well connected. Gravitational effects are considered to be negligible 
in these samples. In the case of the open cured sample, a more surprising result is 
seen. The water first diffuses into the dry sample with a sharp front. A concen­
tration gradient inverse to that which might be expected rapidly develops, so that 
the top shows a greater mobile water content. This inverse gradient then recedes 
over a period of a few days, and a more normal profile is observed. This behaviour 
is qualitatively explained as follows. During cure, the sample rapidly sets, forming 
an embryonic pore structure characteristic of a 0.5 w/c ratio paste. However, the 
sample slowly dries and becomes water deficient, so that cure is substantially incom­
plete, particularly near the upper surface. This results in a relatively large, unfilled 
capillary pore volume and explains the low initial water profile. When water is later 
added, it rapidly fills the voids, giving rise to the inverse concentration gradient. 
Over the subsequent days, the additional water hydrates the uncured cement, and 
the capillary pore volume is reduced. Hence, the water profile diminishes. Unlike 
the other two samples, the final profile, which reflects a dynamic equilibrium, does
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Figure 6.7: Capillary water uptake profiles into 96-day-old 0.5 w/c ratio samples. 
The basal source of water (wet sponge, removed for imaging) is to the right, and the 
top of each sample is left open, (a) shows profiles of a sealed cured sample recorded 
after 0 (dotted line), 1 (dashed line) and 7 (solid line) days of exposure to water, (b) 
shows profiles of an underwater cured sample after 0 (dotted line), 1 (dashed line) and 
7 (solid line) days of exposure to water, (c) shows profiles of an open cured sample 
after Q (dotted line), 1 (dashed line) and 6 (dash-dotted line) h and 7 days (solid line) 
of exposure to water. In each case, the last trace represents a dynamic equilibrium.
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not show a constant water-concentration gradient. This implies that there is a pore 
volume/connectivity/size distribution gradient across the sample consistent with an 
inhomogeneous cure.
Profiles of water uptake into 96-day-old sealed (a), underwater (b) and open (c) 
cured 0.3 w/c ratio samples are shown in fig. 6 .8 . The experimental procedures 
were as for the 0.5 w/c ratio samples. The sealed (fig. 6 .8 (a)) and underwater (fig. 
6 .8 (b)) cured, 0.3 w/c ratio samples show no uptake of water over a period of 14 
days. This may be attributed to the fact that at low w/c ratios the pore structure is 
largely closed. There is, however, water ingress observed into the open cured sample. 
The water progresses approximately halfway into the sample after about six hours of 
exposure. Thereafter, no further ingress is observed and the amount of water, visible 
to NMR, decreases with time to the level seen in the 14-days-profile (solid line in 
fig. 6 .8 (c)). The monitored sample weight (data not shown), however, continues 
to increase slightly over this period. This suggests, that the hydration process is 
resumed in the region penetrated by water, so that the amount of capillary water, 
visible to NMR, is reduced by this process while the amount of gel water, invisible 
to the experiment, and the total water content increase.
6.5 Self-diffusion in cement pastes
In an initial attempt to apply stray field diffusometry techniques for studying ce­
mentitious materials the self-diffusion of water in saturated cement paste was inves­
tigated.
6.5.1 Sample preparation and experim ental parameters
A cement mix with a w/c ratio of 0.5 was prepared and poured into a mould con­
taining chambers for several specimens. The cement paste cured for 28 days under 
sealed conditions. The samples, removed from the mould are «  20 mm long and 
8 mm in diameter. Subsequently, the samples were immersed in water and left in 
the water bath for several weeks to allow for saturation.
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Figure 6 .8 : Capillary water uptake profiles into 96-day-old 0.3 w/c ratio samples. 
The basal source of water (wet sponge, removed for imaging) is to the right, and the 
top of each sample is left open, (a) shows profiles of a sealed cured sample recorded 
after 0 (dotted line), 1 (dashed line) and 14 (solid line) days of exposure to water, (b) 
shows profiles of an underwater cured sample after 0 (dotted line), 1 (dashed line) and 
14 (solid line) days of exposure to water, (c) shows profiles of an open cured sample 
after 0 (dotted line), 1 (dashed line) and 6 (dash-dotted line) h and 14 days (solid line) 
of exposure to water. In each case, the last trace represents a dynamic equilibrium.
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The mSTEy sequence was used in the experiment with the following parameters: 
the pulse duration tp was 3 fis for all pulses, t\ was incremented from 20 to 110 fis 
in 5 (is steps (19 values), t<i was varied such that the total diffusion time A =  T\ +72 
stayed constant for a set of measurements. Experiments for different values of A were 
performed, here data acquired with A =  2.5 and 5 ms is presented. The number of 
averages acquired was 1024 for the shorter and 2048 for the longer diffusion delay 
time.
6.5.2 Results and discussion
As the result of this experiment, the stimulated-over-direct echo ratios are plotted
against T\ in fig. 6.9 for three different values of A, 2.5 (□) and 5.0 ms (O). The
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Figure 6.9: Plots of echo ratios vs. ti for three different A values, 2.5 (□) and 5.0 ms
(O).
ratios are evidently not decreasing with increasing n ,  but stay nearly constant. The 
ratio analysis is here more complicated than for bulk diffusion, because the individ­
ual direct and stimulated echo decays show at least two exponential components. 
Although, in this case the T2 contributions do not cancel out, it is thought, how­
ever, that their effect is strongly reduced and may therefore be neglected for the
1 | 1 | 1 | 1 | 1 | r
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moment. Hence, the constant ratios lead to the conclusion that the diffusion attenu­
ation is similar for both, direct and stimulated echoes. This is only true for restricted 
diffusion in the long time limit when the average displacement in the unresricted 
case is much larger than the dimension of the restriction and the echo decay becomes 
independent of D (see sec. 1.6.4). Using the one-dimensional version of eq. (1.63) 
the average displacement, y/(r2), evaluates for A =  2.5 ms and D « 2 . 0 x l 0 -5  cm2/s 
to approximately 3 fj,m which is almost two orders of magnitude larger than the 
average pore size estimated for the capillary pores in sec. 6 .2 .2 . Hence, the long time 
limit is considered to be valid for the stimulated echo data. For the shortest T\ delay 
of 20 fj,s the average displacements evaluates to approximately 0.3 fim which is still 
larger than the pore size derived earlier. Hence, restricted diffusion affects the direct 
echo decay, as well.
The conclusion inferred from the observation of constant echo ratios is that the 
attenuation of both direct and indirect echoes is affected by restricted diffusion of 
water molecules in the pore structure of the cement paste. In order to be effective 
the average pore dimensions have to be smaller than average displacement for a 
molecule on the shortest time scale of the experiment in the unrestricted case. Hence, 
the average pore radius has to be smaller than 0.3 fim which agrees well with the 
average pore radii derived in sec. 6 .2 .2 .
Chapter 7
D eterm ination of the hydraulic 
diffusivity in cem ent pastes — A  
comparison between experim ent 
and m odel
7.1 Introduction
The aim of this chapter is to investigate the uptake of water into predried OPC 
cement paste samples prepared with different w/c ratios and cured under different 
conditions. An attempt will be made to describe the water transport properties of the 
specimens in terms of the water concentration-dependent hydraulic diffusivity and 
the sorptivity. Furthermore, the results will be compared with two water transport 
models published recently. The first model under investigation was proposed by Xi 
et al. in 1994 [161,162] (XBJ model). Their model was developed particularly for 
cementitious materials and is based on the moisture capacity of the material and 
the concept of humidity diffusion rather than water diffusion. The second model 
was developed originally by Hughes et al. [79] in the context of water diffusion in 
zeolite 4A  powder beds in 1995, but was also applied successfully to model water
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diffusion at low saturation levels into sandstone by McDonald et al. in 1996 [112] 
(ZEO model).
7.2 Sample preparation and experim ental set-up
7.2.1 Sample preparation
Cement pastes were produced with w/c ratios of 0.5 and 0.3 as described in sec. 6*1.2. 
A small amount (1% of the cement fraction) of super-plasticiser was added to the 
0.3 w/c ratio mix. The fresh pastes were poured into pieces of pvc pipe («  21 mm in 
diameter (i.d.) and 30 cm long) sealed at one end with a rubber bung and N esco™  
film. After the pipe pieces had been filled up their open ends were sealed in a similar 
manner. The sealed conduits were stored either horizontally or vertically so as to 
allow a different setting of the pastes. The specimens of both w/c ratios, to be cured 
open, were left in the conduit for two days to allow the pastes to set and harden. 
After two days the rods were cut into pieces, about 3 cm long, using a diamond saw 
and the pvc pipe was removed. The samples were stored under ambient laboratory 
conditions (T «  20° dr 2° C and R H  «  50 ±  5%). The sealed cured pastes were cut 
and removed from the conduit mould after 36 days of cure.
The nomenclature of the specimens used here encodes information about w/c ratio, 
curing condition and storage condition. As examples for specimen names mentioned 
later may be taken 05-V-O and 03-H-S. The names are decoded in table 7.1. All
Table 7.1; Nomenclature of sample names
05-V-O 05 =  0.5 w/c ratio
V =  stored vertically
O =  open cured
03-H-S 03 =  0.3 w/c ratio
H =  stored horizontally
S =  sealed cured
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sample names found later in the chapter are encoded in a similar fashion using the 
letters introduced in table 7.1.
The samples, sealed and open cured, were then left to dry in a vacuum oven at a 
temperature of «  40° C and a pressure of « 1  mbar. The samples were dried until 
their weight stayed approximately constant.
Before the experiments, each specimen was coated with a quick setting epoxy resin 
at the sides to prevent water ingress from the side. Only the top and bottom face of 
each sample was left uncovered. A plastic lid was mounted on one of the surfaces. 
The plastic lid served as local water reservoir. It was connected with the main water 
supply outside the magnet via a Teflon tube (« 3  mm o.d.). A second Teflon pipe 
went from the lid to outside the magnet to allow air to escape as water flowed in 
through the other tube. A schematic diagram of the experimental set-up is shown 
in fig. 7.1.
External
water supply (burette) Magnet
Air vent
RF coil & gradients
a
Tap'
Teflon tubes
Plastic lid Sample
Glass tube
Figure 7.1: A schematic diagram of the set-up for the water uptake experiments.
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7.2.2 Experim ental parameters
The profiles were acquired at 30 MHz (Bo = 0.7 T, using the Sprite sequence [4] 
(see sec. 1.5.2). The maximum gradient strength was 30 G/cm. The gradient was 
ramped in 128 steps with a step duration of 2 ms. The Rf pulse applied at each 
step had a duration of tp = 1  //s. A data point was acquired after a delay of 50 fis. 
320 averages were recorded with a recycle time of 0.5 s, adding up to total acquisition 
time of four minutes per profile.
A rubber phantom was imaged before each experiment. The rubber profiles are 
used as a normalisation standard to correct for systematic variations in signal inten­
sity. A dry profile was acquired for each sample before the water supply was opened. 
In the later analysis the dry profile is subtracted from the profiles which show wa­
ter ingress in order to correct for signal contributions from the sealing materials 
(e.g. epoxy resin and plastic lid) and residual water within the sample. The samples 
stayed in the magnet unmoved throughout the duration of an experiment. Subse­
quent profiles were acquired automatically in predefined time intervals of either five, 
ten or fifteen minutes.
7.2.3 Calibration of the water signal
The SPRITE sequence is a T\ weighted imaging technique and therefore very sensi­
tive to changes in the T\ relaxation time of the sample [4]. Since it is hot unreasonable 
to presume that the 7\ of cement paste changes significantly with water content, the 
signal intensity has to be mapped as a function of water content in order to allow a 
calibration of the data measured in the uptake experiments.
Two samples, one of each w/c ratio, were immersed in a water bath for 24 hours 
to fully saturate. After acquiring an image at full saturation further profiles were 
recorded at different stages of drying. The samples were dried in a vacuum oven 
( « 1  mbar) at a temperature of «40° C. The sample weights were monitored at 
all times. Before each measurement the samples were wrapped in PTFE tape to 
prevent further water evaporation and left to spatially equilibrate. The profiles were
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acquired using the same imaging parameters as in the water uptake measurements 
(see previous section). The dry state was reached after a total drying time of eight 
days. The total water loss was 36.2% for the 0.5 w/c and 24.8% for the 0.3 w/c ratio 
sample by volume which is in very good agreement with a maximum evaporable wa­
ter content of 36.5% and 25.5% for 0.5 and 0.3 cement pastes, respectively, according 
to fig. 6.1. The “dry” profile was subtracted form the other profiles of the same sam­
ple. To obtain a calibration on pixel-by-pixel basis the average signal intensity per 
pixel has to be determined. This is achieved by dividing the total sample intensity 
by the total number of pixels within a region of interest defined by the sample size. 
The total intensity is obtain from an integration over the region of interest for the 
respective sample. In fig. 7.2 the mean pixel intensities are plotted against water 
content (in % volume fraction) for the 0.5 (O) and 0.3 (□) w/c specimen. The best 
fit to the combined data set was obtained with a second order polynomial (solid
60000
40000
c
100 20 30 40
water content [% vol. frac.]
Figure 7.2: Plot of water content vs mean pixel intensity for a 0.5 (O) and 0.3 (□) 
w/c sample. The solid line represents a least square fit of the combined data to a
second order polynomial.
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line). The resulting calibration equations are given by
7(C) =  21.7831C2 +  736.513C -  239.512 (7.1)
C(I) = -16.9056 +  J (16.9056)2 -  (7 .2 )
where I  denotes the measured signal intensity and C the water content (in % volume 
fraction). Eq. (7.1) is the fitting equation for the data in fig. 7.2 and eq. (7.2) the 
inverse function to convert intensity to water content. The error is estimated to be 
less than 10%.
The fact that the relationship between water content and signal intensity is not
linear, as might be expected, suggests that the signal yield changes with water
content due to a change primarily in Ti. It is, however, very surprising that both 
samples show a similar relationship between pixel intensity and water content and lie 
basically on the same line although the pore structure is expected to be very different 
for the two w/c ratios. This reflects the very short delay time between excitation 
pulse and data acquisition of 50 /is. On this short time scale the difference in the 
pore size distribution has practically no effect, since the diffusing water molecules 
have insufficient time to “explore” their confining pore environment and “relax” at 
contact with pore surfaces.
7.3 Experimental results
In fig. 7.3 are displayed four sets of profiles representative of different types of 0.5 
w/c ratio specimens prepared for this study. The traces depicted in fig. 7.3(a) are 
acquired from an open cured, horizontally stored sample (05-H-O), the traces in fig. 
7.3(b) are from a sealed cured, horizontally stored sample (05-H-S). Profiles obtained 
from vertically stored samples are shown in fig. 7.3(c) for an open cured specimen 
(05-V-O) and in fig. 7.3(d) for a sealed cured specimen (05-V-S). In each case the 
thick dotted trace represents the NMR intensity profile of the dry sample acquired 
before the exposure to water. The humps on the left hand side are from the plastic lid
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which is connected to the external water reservoir. The water, therefore, penetrates 
the sample from the left. For each sample the progression of the water front with 
time is illustrated by a set of profiles recorded subsequently (dashed traces, from left 
to right). The thick, solid line in each graph depicts the respective sample at the end 
of the experiment. All traces shown here are raw data, but corrected for intensity 
variations of the rubber standard. For the data analysis described in the following 
sections the dry profile (thick, dotted line) provides the experimental baseline and 
is subtracted from the other profiles of the respective sample.
In the case of the sample 05-H-O (fig. 7.3(a)), the first of the water uptake profiles 
was acquired about 13 min after the external water supply was opened. The time 
intervals between subsequent profiles are the sum of the delay time from the end 
of one measurement to the start of the next and the total acquisition time for 
one measurement of about four minutes. Here, the subsequent profiles show the 
advancing water front in time intervals of nine minutes. After approximately two 
hours the water went more than halfway through the sample. The final distribution 
of water after approximately 15 hrs is displayed by the thick, solid line in fig. 7.3(a). 
The water went completely through the sample. Intermediate profiles, not shown 
here, indicate that the base of the front reached the other side of the specimen after 
approximately seven hours.
For the similarly stored, but sealed cured sample 05-H-S, shown in fig. 7.3(b), the 
first of the water ingress profiles was acquired 21 min after exposure to water. The 
subsequent traces were recorded in 16 min intervals. After 3.5 hrs the water front 
is about halfway through the sample. After further 4 hrs the front progressed only
2 - 3  mm along the sample axis, shown by the thick, solid line. This indicates that 
the water uptake is severely hampered, which is somewhat unexpected for a 0.5 w/c 
ratio cement paste. Similar observations have been made on other specimens (0.3 
w/c ratio) and have been reported elsewhere [74]. It is thought that “dust” particles 
carried along with the ingressing water cause the blocking of pore throats. This, 
initially, slows down the progression of the water front and eventually stops any 
further ingress of water when the pores are blocked completely. The total duration
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Figure 7.3: Water uptake profiles acquired from 0.5 w/c ratio samples. The samples 
were cured under open (a & c) and sealed (b & d) conditions and stored either hori­
zontally (a & b) or vertically (c & d). The thick, dotted line represents in each case the 
dry sample. The dashed traces show the progressing waterfront (from left to right) at 
different times, starting from the left, acquired 13 (a & c), 21 (b) and 18 min (d) after 
the external water supply was opened. The subsequent traces were acquired in time 
increments of 9 (a &; c), 16 (b) and 14 min (d). The final profile of each experiment 
is represented by the thick, solid line. The profiles were recorded 14.9 (a), 7.2 (b), 5.3 
(c) and 37.9 hrs (d) after the start of the respective experiment.
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of this experiment is, however, not long enough to draw any definitive conclusions.
In fig. 7.3(c) are shown profiles acquired from the sample 05-V-O. The first uptake 
profile (left-most, dashed line) was recorded 13 min after opening the tap of the 
water supply. Subsequently, profiles were acquired in 9 min time intervals. After 
approximately two hours the water went about halfway through the sample. The 
final profile (thick, solid line) was acquired 5.3 hrs after the start of the experiment. 
The elevated signal level may be due to a small amount of water outside the sample, 
leaked through the tapes holding the lid on the sample.
The first trace showing water ingressing (left dashed line) into 05-V-S in fig. 7.3(d) 
was recorded 18 minutes after the initial exposure to water. The subsequent profiles 
were acquired in time intervals of 14 minutes. In little less than three hours the 
water went again halfway through the sample. The water distribution at the end of 
the experiment, after 38 hours, represented by the thick, solid line, indicates that 
the base of the water front just reached the opposite side of the sample.
In fig. 7.4 are displayed four sets of profiles representative for different types of 0.3 
w/c ratio specimens prepared for this study. The different line types have here the 
the same meaning as for the 0.5 w/c ratio samples. The traces depicted in fig. 7.4(a) 
are acquired from an open cured, horizontally stored sample (03-H-O), the traces 
in fig. 7.4(b) are from a sealed cured, horizontally stored sample (03-H-S). Profiles 
obtained from vertically stored samples of the same w/c ratio are shown in fig. 7.4(c) 
for an open cured specimen (03-V-O) and in fig. 7.4(d) for a sealed cured specimen 
(03-V-S). The graphs shown in fig. 7.4 appear to be in contradiction with the results 
presented in the previous chapter (sec. 6.4.2) where no significant water uptake into 
0.3 w/c ratio samples was reported. In contrast to the previous study, the samples 
used here were dried before exposure to water. In 0.3 w/c pastes all evaporable water 
is thought to be gel water (see fig. 6.1). Hence, the “forced” removal of most of the 
gel water is very likely to have caused damage the gel pore structure. This has as 
consequence that the formerly closed pore structure encountered in non-predried 
samples is now opened up most likely through the occurrence of microcracks in the 
gel structure. As a result the predried samples are readily penetrated by water.
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Figure 7.4: Water uptake profiles acquired from 0.3 w/c ratio samples. The sam­
ples were cured under open (a &; c) and sealed (b & d) conditions and stored either 
horizontally (a & b) or vertically (c & d). The thick, dotted line represents in each 
case the dry sample. The dashed traces show the progressing waterfront (from left 
to right) at different times, starting from the left, acquired 18 (a Sz c), 13 (b), and 
12 min (d) after the external water supply was opened. The subsequent traces were 
acquired in time increments of 14 (a & c), 9 (b) and 19 min (d). The final profile of 
each experiment is represented by the thick, solid line. The profiles were recorded 16.9 
(a), 21.9 (b), 26.5 (c) and 9.8 hrs (d) after the start of the respective experiment. For 
the explanation of the dot-dashed lines in (b & d) see text.
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For the sample 03-H-O, shown in fig. 7.4(a), the first uptake profile was acquired 
18 min after the initial exposure to water. Subsequently, profiles were recorded in 
14 min intervals. After little longer than 2.5 hrs the water has not penetrated more 
than one-third of the sample. At the end of the experiment after almost 17 hrs 
(thick, solid line) the water front progressed only about 2 mm further along the 
sample axis. The reason for the loss in signal indicated by this trace is not known. 
This sample shows a similar behaviour as 05-H-S. Since here, the total experimental 
time is much longer, the almost static behaviour of the water front in later profiles 
is much more evident.
In the case of the sample 03-H-S, shown in fig. 7.4(b), the first trace (left dashed 
line) showing water ingress was recorded 13 minutes after the initial exposure. The 
subsequent profiles show the advancing water front in 9 min time intervals. After 
about two hours (right dashed line) the front progressed little more than one-third 
into the sample. Within 4.5 hours (thick, dot-dashed line) the water penetrated 
approximately two-thirds of the sample. Approximately 17 hrs later (thick, solid 
line) the water front has still not reached the opposite end of the sample. A dramatic 
change in the uptake behaviour must have occured. Again, the reason for the reduced 
intensity of this trace is unknown.
In fig. 7.4(c) are shown the profiles of sample 03-V-O. The first water uptake 
profile (left dashed line) was acquired 18 minutes after the initial exposure to water. 
Subsequently, profiles were recorded in 14 minutes time intervals. After about 2.5 hrs 
(right dashed line) the water has progressed approximately one-third into the sample. 
After 26.5 hours the water front is slightly more than halfway through the sample, 
indicated by the thick, solid line. Profiles acquired at intermediate times suggest 
that the ingress of water has come to a stand still. No significant progress was noted 
over a time period of several hours. As for the samples 05-H-S and 03-H-0 this 
behaviour may be due to the blockage of pore throats by an accumulation of “dust” 
particles carried along with the water. Pore blockage may be more effective in 0.3 
w/c ratio cement pastes since they are usually associated with a more closed pore 
structure than 0.5 w/c ratio pastes.
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The experimental history of sample 03-V-S is somewhat different from the others. 
The thick, dotted line in fig. 7.4(d) represents as usual the dry sample before expo­
sure to water. The experiment continued normally, but was interrupted shortly after 
the start due to an apparent leak in the connection between sample and lid. After 
repair the sample was placed in the magnet again without allowing it to dry out 
again. The thick, dot-dashed line shows the water distribution within the sample 
at this stage before restarting the experiment. The dashed lines represent the water 
uptake profiles of the continued experiment. The first (left-most) dashed traces was 
recorded 12 min after re-exposure to water. The subsequent profiles were acquired 
in 19 min time intervals. In approximately 3.5 hrs the water front moves through 
about one-third of the total sample length. The increased signal at the opposite 
sample end may be due to extra water, the origin of which cannot be explained. It 
has to be noted, even though it is not obvious from fig. 7.4(d), that the intensity 
of the extra water peak is highest for the first dashed trace and decreases in the 
subsequent profiles to the lower level indicated by the solid line. This profile was 
acquired 9.8 hrs after the restart of the experiment.
The profiles shown in fig. 7.5 are the results of a repeat experiment performed 
on a different 0.3 w/c ratio sample (03-H-S-#2), which had been sealed cured and 
horizontally stored as 03-H-S. In fact, both samples were from the same batch. For 
sample 03-H-S-#2 (fig. 7.5) the first water uptake profile was recorded 29 min after 
the initial exposure to water. Subsequently, profiles were acquired in 24 min time 
intervals. In 6.5 hrs the water front passed through approximately two-thirds of 
the sample. At the end of the experiment, 13.5 hrs after the start, the water had 
penetrated the sample completely, as indicated by the thick, solid line in fig. 7.5.
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Figure 7.5: Water uptake profiles acquired from a second sealed cured and horizon­
tally stored, 0.3 w/c ratio sample (03-H-S-#2). The thick, dotted line represents the 
dry sample. The dashed traces show the progressing waterfront (from left to right) 
at different times. The first (left-most) uptake profile was acquired 29 min after the 
tap of the external water supply was opened. The subsequent traces were acquired in 
time increments of 24 min. The final profile of the experiment is represented by the 
thick, solid line and was recorded 13.5 hrs after the start.
7.4 Analysis
7.4.1 The hydraulic diffusivity and sorptivity
It is well established that water transport in cementitious and other porous building 
materials can be described as an effective Fickian diffusion process [33,71,112]. 
The concentration dependent effective diffusion coefficient or rather, hydraulic 
diffusivity can be expressed, in terms of the unsaturated flow theory, as 
cWD(C) = K(C)
d C ’
(7.3)
where C stands for the water concentration, K  is the hydraulic conductivity and ^  
is the capillary potential (or suction) [71].
Assuming Fickian behaviour of the diffusion process, the differential equation for 
a concentration dependent diffusion coefficient is given by [40]
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where x and t are position and time variables, respectively. A feature of generalised 
Fickian diffusion is that the water front should advance as t i .  Applying the Boltz­
mann transform, 77 = x /2 rf, the individual water fronts C(x,t), as obtained from 
the NMR profiles, should collapse to a single master curve C(rj). The boundary 
and initial conditions met in the experiments can be described by the theoretical 
conditions for a semi-infinite medium as long the front position x  is much less than 
the sample length I. The boundary and initial conditions for the semi-infinite case 
are given by (in terms of x and t left hand side, in terms of 77 right hand side)
C =  Cs, x  =  0, t > 0 or C = Cs, 77 =  0 (7.5)
C = C0, x > 0 , t =  0 or C =  Co, 77 =  0 0 . (7.6)
Here, Cs denotes the constant starting concentration corresponding to the “infinite” 
water supply and Co the initial, basal concentration within the sample. Only if the 
conditions found in the experiment can be expressed in terms of 77 alone, and x and 
t are not involved separately, the Boltzmann transformation can be used and eq. 
(7.4) can be rewritten as [40]
n dC d f ^ , ^ d C \  , N
=  <7-7)
to calculate the hydraulic diffusivity from the profile data. Reworking eq. (7.7) yields
dr]
7/^0 JULs x
'Co
The sorptivity S' is a material property which characterizes the tendency of a
D(C) = - 2  f C T]{C’)dC'
J C n
(7.8)
c
porous material to absorb and transmit water [71]. S is defined as [70,71]
r C i
S = 2 r](C)dC, (7.9)
J  C o
where Co and C\ are the initial and final water concentrations (expressed in water 
content per unit volume of dry sample) in the same sample. The sorptivity can 
therefore be determined directly from the integral of the C(rj) master curve. Since 
the sorptivity is a function of both initial and final water content, it is measured on a 
material in a defined state of dryness by absorption from a free water reservoir [71]. 
The samples used in this study were dried to constant weight as described in sec. 
7.2.1. The initial water content Co is therefore seen to be close or equal to zero.
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7.4.2 R esults of the analysis
To establish if the acquired profiles show a Fickian behaviour the mean front po­
sitions were determined and plotted versus the square root of time. The position 
of half-maximum intensity was taken as mean position of the water front. In fig. 
7.6 are shown the plots for all samples discussed in sec. 7.3. The physical limits of 
each sample are given by the front position “0” for the side exposed to water and a 
broken line (e.g. dotted, dashed) for the opposite side. For details see the caption of 
fig. 7.6.
The water transport in sample 05-H-O (fig. 7.6(a), O) appears to be exceptionally 
fast compared to the uptake behaviour of other 0.5 w/c ratio samples. The sample 
exhibits, however, after some kind of induction period, a well defined behaviour. 
The initial induction period where the front progresses faster than may be due 
to microcracks at the sample surface. The strongly reduced progression of the water 
front in sample 05-H-S is much more evident in fig. 7.6(b) (O) than in fig. 7.3(b). 
The curve shows a much smaller gradient than the comparable traces of 05-V-S 
(A) and 05-V-O (□). In general, the 0.5 w/c ratio specimens show no particular 
correlation between uptake characteristic and curing and/or storage condition.
This appears to be different for the 0.3 w/c ratio specimens (figs. 7.6(c) and 
7.6(d)). The two samples which were sealed cured and stored horizontally show a very 
similar uptake behaviour during the first four hours of the experiment. Both show 
an almost perfect Fickian behaviour of the progressing water front. Then differences 
emerge and the front progression slows down dramatically and almost appears to 
stall for sample 03-H-S (O) whereas the ingress slows down only slightly for 03-H-S- 
#2  (v) before it reaches the other end of the sample. For the vertically stored, sealed 
cured sample 03-V-S (A) the front progresses slower from the start, but converges 
towards the 03-H-S trace. In the cases of the two open cured samples 03-V-O (□) 
and 03-H-O (O), the ingress virtually stops at about one-third of the respective 
sample. Both samples exhibit a ti-like uptake behaviour in the early stages of the 
experiment.
The data, shown in fig. 7.6, were fitted, within the regimes where the front pro-
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Figure 7.6: (a) The mean water front positions of samples 05-H-O (O) and 05-V-O 
(□) plotted against t z . The physical limits of both samples are indicated as horizontal 
lines, dotted for 05-H-O and dashed for 05-V-O. (b) The mean water front positions 
of samples 05-H-S (O) and 05-V-S (A) plotted against 12. The physical limits of both 
samples are indicated as horizontal lines, dot-dashed for 05-H-S and 2-dot-dashed 
for 05-V-S. (c) The mean water front positions of samples 03-H-O (O) and 03-V-O 
(□) plotted against t *. The physical limits of both samples are indicated as horizontal 
lines, dotted for 03-H-O and dashed for 03-V-O. (d) The mean water front positions of 
samples 03-H-S (O), 03-V-S (A) and 03-H-S-#2 (v) plotted against D. The physical 
limits the samples are indicated as horizontal lines, dot-dashed for 03-H-S, 2-dot- 
dashed for 03-V-S and 3-dot-dashed for 03-H-S-#2. The solid lines represent for every 
sample the fit to eq. (7.10). The fit parameters are listed in table 7.2.
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gression appeared to follow a Fickian behaviour, to
x(t) = Xq +  X\ x yjt — t0, (7-10)
where x(t) is the front position at time t, x0 the effective starting position of Fickian 
uptake with respect to the actual sample boundary, x\ is the rate of ingress in 
[mm/rnin1/2] and to is the effective start time of the Fickian ingress with respect to the 
actual start of the experiment. The xo and to values are used as position and time 
baseline for the Boltzmann transformation of the respective data set. The resulting 
fit parameters for all samples are listed in table 7.2. The errors are estimated to be 
of the order of about 10%. The solid lines in fig. 7.6 are plots of eq. (7.10) using
Table 7.2: Fit parameters of eq. (7.10) to front position vs time plots.
sample #0 [mm] Xi [rom/min1/2] t0 [min]
05-H-O 12.1 1.34 19.4
05-V-O 9.7 0.68 30.7
05-H-S 12.7 0.60 36.8
05-V-S 2.6 1.44 16.3
03-H-O 3.9 0.56 31.9
03-V-O 2.5 0.78 16.7
03-H-S 1.1 1.15 -6.8
03-V-S 1.6 0.92 -32.0
03-H-S-#2 5.3 0.93 16.1
the respective set of parameters from table 7.2. The time ranges of the plots are 
somewhat larger than the periods used to fit the data. This is to give a better 
indication for the validity range of the obtained fitting results.
The progress rates xi obtained from the data fits confirm that there appears to be 
no obvious correlation between uptake behaviour and sample history for the 0.5 w/c 
ratio samples. The high ingress rate for 05-V-S as compared to 05-H-S or 05-V-O 
may be explained by the fact that only the early time points of the data set were 
used in the fitting procedure as seen in fig. 7.6(b). The X\ values for 05-V-O and
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05-H-S are of the same order as the values for the open cured 0.3 w/c ratio samples, 
which is somewhat unexpected, since one would have certainly presumed to find a 
distinct difference between the two different w/c ratios if not for the various curing 
conditions. In this respect, the trend observed among the 0.3 w/c ratio samples 
towards a distinction between open and sealed cured samples comes closer to the 
expected behaviour, although it is difficult to place it in the overall picture.
The time offset to is generally of the order of one to two imaging cycles which 
appears to be a reasonable length of time to build up a continuous penetration over 
the whole diameter of the sample. The “large” negative value for sample 03-V-S 
reflects the interrupted uptake of water for that particular experiment.
For the following determination of D(C) was chosen a subset of six samples, 05-H- 
0 , 05-V-S, 05-V-O, 03-V-O, 03-H-S and 03-H-S-#2. The choice is mainly influenced 
by the quality of the raw data sets, which in some cases could not be processed 
adequately to obtain a master curve.
Before performing the Boltzmann transform the dry profile was subtracted from 
the other profiles of each sample and the NMR signal intensities were converted 
into water concentration given in volume fraction of water per unit volume of dry 
sample using eq. (7.2). The calibration is based on the assumption that virtually all 
evaporable water has been removed from the samples during the preceding drying 
process. The raw master curves yielded by the Boltzmann transformation are shown 
in fig. 7.7(a) to (d) and 7.8(a) and (b). The shape of the experimental master 
curves is well resembled by an arbitrary analytic function formed by combining a 
Fermi-Dirac type and Gaussian type function given by
C =  ------, Q° N-------- b a3 exp(—a4772) +  a5 (7.11)
exp ( ^ )  + 1
where the a* represent the fit parameters. The resulting best line fits to the data 
are represented by solid lines in figs. 7.7 and 7.8 for the respective data set. In 
cases where the data did not cover the full range of rj, the master curve had to be 
extrapolated over the range 0 < rj < 0.2 ^ / s 1/2. The extrapolations are displayed 
as dashed lines. Although the “dry” profile has been subtracted from the images a
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Figure 7.7: The raw master curves C(r}) for the samples 05-H-O (a), 05-V-S (b), 03- 
V-O (c), and 03-H-S (d). The solid lines represent in each case the best fit to eq. (7.11) 
and dashed lines the extrapolation over the full range of rj (0 < rj < 0.2 mm/s1^ ).
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Figure 7.8: (a) The raw master curve C(rj) for the sample 05-V-O. The solid line 
represents the fit to eq. (7.11). (b) G(rj) for the sample 03-H-S-#2. The curve was 
only fitted in the range indicated by the solid line which represents the best fit to 
the data. The dashed line represents the extrapolation over the full range of 77 (0 < 
rj < 0.2 mm/si/2). The reduced data set was used, because otherwise no reasonable
representation could be found.
non-zero offset is observed in all master curves. This may be due to the mobilisation 
of residual water in the dry sample. The mobilisation causes an increase in 7\ and 
T2 when additional water is added and therefore leads to an increased signal level. 
The offset is used here to determine the initial water concentration Co in eqs. (7.8) 
and (7.9) and is in no case greater than 0.015 volume fraction. The values of the 
initial and final water content, Co and Ci, are listed in table 7.3 together with the 
theoretical maximum content of evaporable water taken form fig. 6.1. The final 
water content, Ci, is taken as the crossing point with the ordinate in each graph of 
fig. 7.7 and 7.8. The values obtained are generally seen to be in good agreement with 
the theoretical values of the maximum content of evaporable water. This indicates, 
that during the drying process all capillary as well as most of the gel water have been 
removed. Only for the sample 03-V-O is the deviation from the assumed maximum 
larger than 10% relative to the expected value. This may suggest, that the porosity 
of cement pastes with a low w/c ratio increases when the specimens are cured open.
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The evaporating water and the increasing fraction of unhydrated cement particles 
create larger pore space. That apparently this does not occur in open cured, 0.5 w/c 
ratio pastes may be due to the fact that there is enough excess water in the mix to 
ensure a complete or almost complete hydration of the cement particles even when 
the total water content is reduced by evaporation. This may turn capillary pores 
filled with water under sealed conditions into capillary voids, but does not increase 
the actual pore space available.
The analytical representations of the experimentally obtained master curves C(rj) 
were used to numerically calculate the inverse function 77(C) and yield D(C) using 
eq. (7.8). The resulting concentration dependent hydraulic diffusivities are displayed 
in fig. 7.9(a) for the three 0.5 w/c ratio samples and in fig. 7.9(b) for the three 0.3 
w/c ratio samples.
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03-V-O
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■2
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.-4Q 10'
-510'
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(a) D(Cys for the 0.5 w/c ratio samples. (b) -D((7)’s for the 0.3 w/c ratio samples.
Figure 7.9: (a) The D(C) curves for the 0.5 w/c samples 05-H-O (solid line), 05-V-O 
(dotted lined) and 05-V-S (dashed line), (b) The D{C) curves for the 0.3 w/c samples
03-V-O (solid line), 03-H-S (dashed line) and 03-H-S-#2 (dotted line).
The D(C) curves obtained show some surprising features. First of all, the obtained 
diffusivity values are relatively high (> 10“5 cm2/s). In most cases they exceed the 
self-diffusion coefficient of bulk water which suggests that capillary suction and/or
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vapour transport are the driving mechanism of water transport. The sealed cured 
samples exhibit generally higher diffusivity values than the open cured specimens of 
the same w/c ratio, although there is a considerable variability between like samples 
as seen on the example of 03-H-S and 03-H-S-#2. The dissimilar appearances of 
the D(C) curves, despite a similar progression of the water front may be due to 
the quality of the 03-H-S-#2 data as seen in fig. 7.8(b). The effect of an enhanced 
diffusivity may be explained with a reduced capillary potential in the open cured 
samples, since drying and interrupted hydration may lead to a coarser pore structure 
than in sealed cured samples. However, the traces of samples 05-H-O and 05-V-O give 
an additional indication of how much transport properties can vary between samples 
cured under similar conditions but stored differently. It cannot be traced back from 
which part of the vertically stored mould 05-V-O originated. The position within 
the rod could have provided information about how much sedimentation could have 
influenced the pore structure.
Another surprising feature is the increasing diffusivity towards very low concentra­
tion levels followed by a very steep drop off at the end. It is possible that the drop off 
is an artefact from the numerical data processing. The elevated diffusivity, however, 
is thought to be of physical relevance and may be attributed to vapour diffusion 
as main transport mechanism at low water concentrations. It remains, nevertheless, 
unclear why this phenomenon is more pronounced in the 0.3 w/c samples than in 
the 0.5 w/c specimens.
The sorptivities measured for the four different samples are listed in table 7.3 to­
gether with the respective initial and final water contents, Co and C\. The sorptivity 
values measured for the 0.5 w/c samples are somewhat larger than the ones reported 
by Bohris et al.. [19] for cement paste samples of the same w/c ratio. The values 
from ref. [19] were obtained for a smaller concentration range. To the knowledge of 
the author only values for concretes and mortars have been published to date (e.g. 
ref. [71]), but not for cement pastes. The sorptivities listed in table 7.3 are of similar 
order of magnitude as the values for mortars given in ref. [71].
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Table 7.3: Sorptivity, initial and final water content and the dry density of investi- 
_______________________ gated cement paste samples________________________
sample Co
[vol. frac.]
C l
[vol. frac.]
q Theory
[vol. frac.]
S
[cm/8i/2]
P
[s/cm3]
05-H-O 0.014 0.359 0.365 6.17 x 10-3 1.451
05-V-O 0.012 0.347 0.365 3.32 x 10-3 1.448
05-V-S 0.007 0.357 0.365 6.13 x 10-3 1.454
03-V-O 0.000 0.296 0.255 3.29 x 10"3 1.849
03-H-S 0.004 0.273 0.255 4.11 x 10-3 1.836
03-H-S-#2 0.000 0.262 0.255 3.16 x 10"3 1.846
7.5 M odelling D(C) in OPC pastes
7.5.1 Testing the XBJ model of moisture diffusion in ce- 
m entitious materials
7.5.1.1 The XBJ model
The model proposed by Xi et al. [161,162] is based on two separate parameters, the 
moisture capacity and the humidity diffusivity. The authors build the model from 
two alternative pairs of differential equations which are written either in terms of 
water or humidity flux. The first pair describes the moisture flux and balance of 
mass in terms of water content
j  = —DWVCW (7-12)
dCw d(C\Ye Cwn) . .=   V ^  w n ) =  _ V i =  V(TWVCW) (7.13)
whereas the second pair of equations describes the same parameters in terms of the 
relative humidity within pores
j  = - D h VC h 
dCw dCwdCn  ^ ^  ^  ^
~ E r  =  d c ^ ^ r  =  =  v ^ * v c *)-
(7.14)
(7.15)
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Ch represents the pore relative humidity, Cw is the total water content (per unit 
volume of material), Cwe is the evaporable water content, Cwn is the non-evaporable, 
or chemically combined, water content and t is time. Dw stands for the moisture 
diffusivity and Du  represents the humidity diffusivity. The moisture capacity is 
defined as dCw/9Ch which represents the derivative of the equilibrium adsorption 
isotherm. The semiempirical prediction formula for the adsorption isotherm of neat 
Portland cement pastes given in ref. [161] is based on the isotherm model developed 
by Brunauer et al [23] (BSB model) in 1969. The formula is given by
^  ) « ; , ]  ( 7 ' 1 6 )
where Ch =  p/ps and represents the relative humidity with p being the partial 
vapour pressure and ps the saturation pressure. Vm, the monolayer capacity, and k 
are constant with Ch , but depend on w/c ratio, cement type, age and temperature. 
The parameter C is a function of the absolute temperature, T, only and may be 
approximated at intermediate temperatures by
C =  exp . (7.17)
Co is determined by the authors to be 855 K. Cw is here the quantity of vapour 
adsorbed at pressure p in grams of water per gram of cement paste. The three pa­
rameters Vm, k and C can be derived from empirical equations [161] for a specific set 
of sample parameters (w/c, type, age and temperature). The moisture capacity can 
therefore be calculated from eq. (7.16) for a sample with a known set of parameters.
The humidity diffusivity, DH, is seen as the effective combination of three different 
diffusion mechanisms, molecular (ordinary) diffusion, Knudsen diffusion and surface 
diffusion [162]. Schematic diagrams of the different transport mechanisms are shown 
in fig. 7.10. Ordinary diffusion (fig. 7.10(a)) in this context is the process of vapour 
diffusion. The mean free path of the water molecules («800 A at 25° C [162]) is 
smaller than the dimensions of the confining pores, so that the molecules travel freely 
through the pore space before colliding with either another molecule or a pore wall. 
Hence, this transport mechanism is most effective in macropores (>500 A). The
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(a) Ordinary molecular diffusion
(b) Knudsen diffusion
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Figure 7.10: The three main mechanisms of water transport in cement pastes
considered by the XBJ model.
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effectiveness of this process is limited by a high tortuosity of the pore structure, 
a strong surface attraction at low humidity, reduced pore dimensions relative to 
mean free path at higher water concentrations and the small fraction of pore space
diffusion is thought to be the dominant transport mechanism. Knudsen diffusion 
(fig. 7.10(b)) occurs when the pore dimensions are smaller than the actual mean 
free path of the molecules. In this case the progress of the diffusing particles is 
mainly by collisions with the pore wall and the low probability for a particle to hit 
the pore exit. The resistivity to diffusion increases with decreasing pore size. Surface 
diffusion (fig. 7.10(c)) relates to water molecules bound by the surface attraction. 
The transport involves a thermally activated process with jumps between adsorption 
sites, but the thermal activation is not large enough to overcome the surface potential 
and to allow the particle to escape. The importance of this mechanism depends on 
the available surface area and the fraction of adsorbed water relative to the total 
water content. Therefore, this process plays only a role at low humidities when 
most of the water is adsorbed water. The authors make the assumption that at 
low humidity the behaviours of the three mechanisms offset each other such that 
the effective diffusivity becomes constant. At high humidity the diffusion resistivity 
lessens due to the occurrence of capillary condensation. The general trend of the 
effective humidity diffusivity can be described by the following empirical formula
The coefficients a# , f a  and 7# depend on the w/c ratio of a specific sample and need 
to be calibrated from test data. The authors derive the following w/c-dependencies 
for the three coefficients from drying measurements [162]:
occupied by macropores in cement pastes. Mesopores (25 to 500 A) and micropores 
(< 25 A)comprise the largest fraction of available pore space. In these pores Knudsen
for Dh [162]
D h  =  olr +  f a  1 — 2 10 (7.18)
(7.19)
W  /WA 2f a  = -14.4 +  5 0 .4 - -4 1 .8  ( - )
C A C /
w / w \ 2
7H = 31.3 — 136— h 162 ( —) c \ c /
(7.20)
(7.21)
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Although ref. [162] is vague, the units of aH and j3H are considered to be in [cm2/day]. 
It is not clear whether the calibration experiments were performed on cement paste 
or concrete samples.
7.5.1.2 The XBJ model applied to the water uptake data
Since the D(C) curves presented in sec 7.4.2 are a function of the water content 
Cw and represent the moisture diffusivity Dw the data has to be converted into 
humidity diffusivity Dh (Ch) as a function of the relative pore humidity Ch • The 
functionality of Ch (Cw ) can be found by inversion of the adsorption isotherm. The 
relationship between Dw and Dh can be derived from the two flux equations (7.12) 
and (7.14) and is given by
Dh = Dw (7.22)
OUh
Before the adsorption isotherm can be calculated using eq. (7.16) the parameters 
Vm, k and C need to be determined. Empirical equations for these parameters are 
given in ref. [161] as a function of age, w/c, cement type and temperature. The 
average age of the samples in this study was 36 days, taken as the time from mixing 
to storage in the vacuum oven for drying. The type of cement used was Ordinary 
Portland or type I (ASTM) cement [119]. The average temperature during the curing 
period was «  20° C or 293 K. Pastes were prepared with w/c ratios of 0.5 and 0.3. 
The resulting parameters are listed in table 7.4 and the predicted isotherms for the 
two w/c ratios are displayed in fig. 7.11.
Table 7.4: BSB parameters calculated for the w/c ratios used in this study.
w/c Vrr,v m k C
0.5 0.059985 0.76956 18.496
0.3 0.054963 0.66718 18.496
The converted diffusivities for the three 0.5 w/c samples as a function of the 
relative humidity Ch are shown in fig. 7.12a. Additionally shown in fig. 7.12 is a
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Figure 7.11: Adsorption isotherms for 0.5 (solid line) and 0.3 (dashed line) w/c ratio 
cement pastes, calculated using eq. (7.16) and the parameters listed in table 7.4.
Dh curve predicted from the XBJ model for a 0.5 w/c ratio sample (dotted line). 
The coefficients calculated using eqs. (7.19) to (7.21) are olh =  0.04 cm2/day or 
4.63 x 10' 7 cm2/s, Ph =0.35 cm2/day or 4.05 x 10"6 ™2/s and 7 H = 3.8. The XBJ 
model is not able to predict a Dh  curve for a 0.3 w/c ratio sample, because for a w/c 
of 0.3 Ph becomes negative. This reveals a severe limitation of the model and/or the 
calibration procedure, because, according to eq. (7.20), Ph is only positive over a 
very narrow range of w/c ratios which is 0.46 < w/c < 0.74. It can be seen that the 
XBJ curve severely underestimates the diffusivities measured in the water uptake 
experiments. The fact that no experimental DH curve extends to Ch = 1 may be 
due to the errors accompanying the signal calibration and determination of the dry 
sample density. The maximum values obtained are seen to be very close to saturation. 
The experimental diffusivities show after the transformation a pronounced increase 
in the diffusivity towards low humidity levels. This feature is clearly in contradiction 
with the XBJ model. The differences between the model and experiment are more 
visible when the model curves are optimised to the diffusivity regime found in the 
experiments. The model curves displayed in fig. 7.13(a) and (b) are optimised such 
that an  represents the lowest diffusivity and Ph the maximum at full saturation
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Figure 7.12: The Dh {Ch ) curves for the samples 05-H-O (solid line), 05-V-O (dashed ; 
line) and 05-V-S (dotted line). The Dh curve predicted by the XBJ model for a 0.5 
w/c ratio sample is presented as a thick, dot-dashed line.
of the respective experimental data set. The results for different values of 7 h are 
shown to demonstrate its effect on the steepness of the curves. In neither case do the 
model curves resemble the features of the experimental data which show an increased 
diffusivity at low humidity, a minimum at intermediate humidity levels (30 -  40%), 
then an increase towards higher humidity and a very steep rise at almost saturation 
level. Incrementing 7 h in the model cannot match the steepness adequately and 
only extends the humidity range where Dh is predicted to be constant which clearly 
does not conform with experimental observations.
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Figure 7.13: (a) The experimental Dh curve of the 0.5 w/c sample 05-V-S (solid 
line) and optimised, theoretical curves obtained from the XBJ model using an  =
1.2 x 10-5  cm2/s and (3h = 0.01 cm2/s and 7# = 10 (dotted line), 20 (dashed line) and 
30 (dot-dashed line), (b) The experimental Dh curve of the 0.3 w/c sample 03-H- 
S (solid line) and optimised, theoretical curves obtained from the XBJ model using 
a n  = 6.0 x 10~6 cm2/s and (3h = 0.01 cm2/s and 7h  = 1 0  (dotted line), 20 (dashed
line) and 30 (dot-dashed line).
7.5.2 Testing the ZEO model
7.5.2.1 The ZEO model
The model developed by Hughes et al [79] is based on the assumption that water 
transport in porous media occurs by vapour and liquid phase diffusion with a con­
tinual exchange between the two phases. This leads to the following two coupled 
partial differential diffusion equations:
dCv
dt
dCh
dt
d_
dx
d_
dx
DvdCv
D,
dx
dCi
dx
_ <95 
dt
d s  
+  m
(7.23)
(7.24)
where t and x  have their usual meaning, Cv and C) are the water concentrations in the 
vapour and liquid phase, respectively and dS/dt  is the rate of transfer of molecules
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from the vapour to the liquid. Adding the two equations leads to a formula for 
combined vapour and liquid transport. Noting that Q  is generally much larger than 
CVi so that the temporal derivative of Cv may be neglected, the combined equation 
may be written as [79]
with dCv/dCi being the derivative of the inverted adsorption isotherm. In the case 
of zeolite 4A  the inverted adsorption isotherm can be approximated by
where k is a constant, k = DvC^/DiCf. The constants CJJ and Cf can be derived
respective diffusion data. This approach was used in the study of water diffusion 
into sandstone below the vapour percolation threshold by McDonald et al. [112].
7.5.2.2 The ZEO model applied to the water uptake data
In the first attempt to apply the ZEO model to the experimental data presented in 
sec. 7.4.2 it is assumed that eq. (7.27) is valid. Without knowledge of Cj and Cz° 
one may write eq. (7.28) in a more intuitive version given by
The model curves are optimised to the experimental data in such a manner that 
Dq represents the minimum of the D(C) curve and D\ leads approximately to the 
maximum diffusivity at saturation. The experimental D(C) curves of the samples 05- 
V-S and 03H-S are shown in fig. 7.14(a) and (b), respectively. For each experimental
dCi d r dCi]
Arr. ef f  ’dt dx e^  dx
(7.25)
where
(7.26)
(7.27)
which leads to an effective diffusion coefficient Def f  of the form
(7.28)
either from the adsorption isotherm as in the case of the zeolites or by fitting to the
(7.29)
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curve a set of model curves were calculated demonstrating the effect of variations in 
the model parameters Di and C°. The parameters used to calculate the theoretical 
curves seen in fig. 7.14(a) and (b) are listed in table 7.5.
Table 7.5: Model parameters used to calculate the theoretical curves seen in fig.
7.14(a) and (b) using eq. (7.29).
sample line style D0 [cm2/s ] Di [cm2/s ] C°
05-V-S dotted 5.3 x 10~5 3.0 x 10" 13 0.015
dashed 5.3 x 10~5 3.0 x 10~ 13 0.014
long dashed 5.3 x 1(T5 3.0 x 10" 13 0.016
dot-dashed 5.3 x 10~5 1.5 x 10- 12 0.016
03-H-S dotted 3.0 x 10~5 1.1 x 10" 11 0.013
dashed 3.0 x 10- 5 5.0 x 10“ u  0.014
long dashed 3.0 x 10~6 2.0 x 1 0 -12 0.012
dot-dashed 3.0 x 10" 5 2.0 x 10~14 0.010
It is clearly visible that the model curves do not reproduce the experimental data in 
a satisfactory way. According to the model the diffusivity remains almost constant 
up to a filling factor of approximately 50% which is clearly not the case for the 
experimental D(C). The D(C) at high water content increases more rapidly than a 
simple exponential as featured in the ZEO model. As for the physical meaning of the 
parameters, comparing eqs. (7.29) and (7.28) one obtains the following correlations: 
D0 =  A j A  — k = DvC„/DiCi and C° =  C8. The values used for C° are 
in similar regime as the values for <7° given in the refs. [79,112] for zeolites and 
sandstones. Here, the liquid diffusion Di is faster than self-diffusion of bulk water at 
20° G. Assuming a vapour diffusion coefficient of Dv = 0 .1 cm2/s [112] the constant 
can be calculated to 2.4 x 10-18 and 4.3 x 10-17 using D\ =  3.0 x 10~13 cm2/s 
(05-V-S) and Di =  1.1 x 10-llcm2/s (03-H-S), respectively. These vapour volume 
pre-factors are more than five orders of magnitude smaller than the values found in 
the zeolite and sandstone work. It is therefore questionable whether the obtained 
parameters have any physical relevance.
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Figure 7.14: (a) The experimental D(C) curve of the 0.5 w/c sample 05-V-S and 
theoretical curves obtained from the ZEO model using eq. (7.29). The model curves 
demonstrate the effect of changes in the parameters D\ and C°. (b) The experimental 
D(C) curve of the 0.3 w/c sample 03-H-S and theoretical curves obtained from the 
ZEO model. The model curves have been optimised to approximate the minimum 
and maximum diffusivity of the experimental curve. The model parameters used to 
calculate the curves in (a) and (b) are listed in table 7.5.
The second attempt to apply the ZEO model to obtain a theoretical D(C) is 
based on the assumption that the prediction formula for the adsorption isotherms 
of cement pastes (eq. (7.16)) from the XBJ model is more accurate than the simple 
exponential relationship assumed in eq. (7.27). In the case that eq. (7.26) is valid, the 
shape of Deff(Ci) is determined by the shape of the partial differential 8Cv/dCi and 
Di and Dv are a constant offset and scaling factor, respectively. The appropriate 
differentials of the adsorption isotherms for 0.5 and 0.3 w/c ratio cement pastes, 
displayed in fig. 7.11, are shown in fig. 7.15. It has to be noted that the original 
unit of the water content ([g/g]) has been converted into [volume fraction] using 
the average density of dry 0.5 and 0.3 w/c ratio specimens, 1.45 and 1.84 s/cm3, 
respectively. Furthermore, note Ch =  Cv and Cw =  Cf. From the shapes of the 
curves obtained in fig. 7.15 it is evident that neither bears a resemblance to the 
shapes of the experimental D(C) curves nor would allow a change in the diffusivity
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Figure 7.15: The differentials dCv/dCi calculated from the isotherms shown in fig. 
7.11 for the w/c ratios 0.5 and 0.3. Note, that the original water content is converted
into volume fraction.
over two or three orders of magnitude. Hence, even the more general formulation of 
the ZEO model does not describe the experimental data.
7.6 Discussion
The water transport characteristics of the experimental data presented in this chap­
ter vary largely over the range of specimen types included in this study. Not only 
w/c ratio and curing condition have to be distinguished, but also sedimentation de­
pending on the sample storage appears to influence the transport properties. The 
variations in the uptake behaviour are, however, not restricted to differences between 
samples with similar history of preparation. The behaviour changes even within a 
sample as indicated in fig. 7.6 which may be evidence that the pore structure is not 
homogeneous throughout the samples. On the other hand the water transport may 
be impeded by “dust” particles, carried with the water, blocking pore throats. In 
any case deviations from a pure Fickian behaviour are observed and the water front 
progresses slower than t%. Deviations from the t i  law behaviour have been reported
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by Kaufmann and Studer [91] and Krus et al. [97,157] for concretes. In cases where 
the front progresses faster than 12 it is almost certain that “micro”-cracks within 
the sample reduce the flow resistivity imposed by the small sizes of the gel pores.
The danger of micro-cracks ocurring during drying is quite significant as soon as 
the evaporable gel water is removed. In fact, they are thought to be responsible for 
water penetrating dried 0.3 w/c cement samples as compared to non-predried sam­
ples which take hardly any water up at all. To avoid this problem an attempt was 
made to dry specimens through MeOH exchange which preserves the gel structure 
better. For reasons not yet identified, the data obtained is poor. However, differences 
between air dried and MeOH exchange dried cement paste samples have been ob­
served in a S t r a f i  study, not presented here. The preliminary results are published 
in ref. [20].
For samples which showed an approximate Fickian behaviour the hydraulic diffu­
sivity was calculated. The D(C) curves obtained show some common characteristics 
which are:
• Elevated values of diffusivity at low water content. This effect is more pro­
nounced in the 0.3 w/c ratio samples.
• A minimum between 10 and 20% of maximum concentration.
• A very steep increase of diffusivity values close to the saturation level.
• The minimum diffusivity is generally in the order of the self-diffusion coeffi­
cient of bulk water.
The values of the hydraulic diffusivity are generally larger than the bulk self­
diffusion coefficient of water, which suggests that capillary action is the driving 
force of water transport. The measured diffusivity for sealed cured specimens is 
generally higher than for open cured specimens with the same w/c ratio. This may 
be due to a coarser pore structure in open cured samples which reduces the capillary 
potential and therefore the driving force.
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Neither model described in this chapter can reproduce the experimental data in a 
satisfactory way. As for the Xi-Bazant-Jennings (XBJ) model, the transformation of 
the independent variable water content to relative pore humidity emphasises features 
such as increased diffusivity at low humidities, minimum at intermediate humidities 
and a very steep rise in diffusivity towards saturation. The semiempirical formula 
for the diffusivity (eq. (7.18)) cannot follow those basic features. The concept of 
humidity diffusion is not capable of taking capillary flow into account which may 
be the main mechanism of water transport in humidity ranges where the diffusivity 
exceeds the self-diffusion coefficient of bulk water.
Another point of criticism is that the authors do not make it clear enough whether 
their calibration measurements were performed on cement paste or concrete samples 
which would affect the applicability of the model to the experimental data presented 
here. Furthermore, the calibration is limited to a narrow range of w/c ratios. The 
functional dependencies derived for the coefficients of the humidity diffusivity con­
strain the validity of the model to w/c values between 0.46 and 0.74, because outside 
this range the coefficient (3h becomes negative which has no physical relevance.
The XBJ model may well describe the water loss behaviour of drying concrete or 
cement paste samples, but is not suitable to model water uptake.
As already pointed out in the previous section both approaches taken to reproduce 
the experimental data with the ZEO model failed. This may, firstly, be explained 
by the fact that in the systems to which the model was applied successfully there 
were always paths open for vapour transport, e.g. interstitial voids between zeolite 
crystals or open pore throats in sandstones below the percolation threshold. This 
is not the case within the cements where connections between neighbor gel pores 
are most certainly blocked for vapour transport with condensed water. Secondly, 
although the ZEO model combines water and vapour transport, it does not include 
the effect of capillarity.
Looking at the structure of the effective diffusivity developed in the model, simi­
larities in the functional dependency of D on the water content with the XBJ model 
can be identified. The diffusivity in both models consists basically of two terms, one
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is constant and the other contains an exponential dependency on either Ci or Ch • 
Hence, the curves of both models have a similar shape which does not resemble the 
shape of the curves obtained experimentally.
Very recently two further models appeared in the literature which may be suitable 
to describe the observed water transport behaviours. The first model, developed 
by Kiinzel et al. [99,157], is designed to simulate heat and moisture transport in 
cementitious building materials. According to the authors, the model accounts for 
capillary transport. The second model, proposed by Xu et al. [163,164], is based on 
the simulation of multiscale networks and is designed to model transport properties 
in porous materials in general. Both models should be tested for applicability to the 
data presented here.
It is difficult to assess the reproducibility of the data presented here, because it 
is hard to say where the limits are for natural variability among similar samples. 
This may be demonstrated in the case of samples 03-H-S and 03-H-S-#2. Both 
samples have the same w/c ratio, a similar curing history and should therefore show 
a similar water transport behaviour. Initially, the water front progresses in a similar 
manner in both samples (see fig. 7.6(d)) as expected. The master curves for these 
two samples (figs. 7.4(b) and 7.5), determined from data of this early period, are, 
however, significantly different and result in two quite different D(C) curves (fig. 
7.9(b)). Is this now natural variabilty or has the experiment failed due to the lack 
of reproducibility? To answer this, more experiments are necessary.
On the other hand, it may be argued that the choice of sample used for assess­
ing the reproducibility was not a very wise in retrospect, since it has been almost 
established in earlier discussions that 0.3 w/c ratio samples are very likely to be 
subjected to micro-cracking during the drying process. The apparent randomness 
of where and how many cracks occur adds another dimension of uncertainty to the 
discussion in the previous paragraph. Even if the preceeding comparison may not 
be valid the conclusion stays the same, the need for a few more experiments. It is 
the opinion of the author that the repeat experiments should be conducted on a 
set of two or three sealed cured and vertically stored 0.5 w/c ratio samples for the
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following reasons:
1. The higher w/c ratio reduces the likeliness of micro-cracks to occur.
2. To cure the samples in a sealed mould reduces the influence of environmental 
conditions, e.g. relative humidity, drying effects, which could affect the process 
of curing.
3. A vertically sample storage may result in sedimentation at the sample bottom, 
but it is most likely to ensure the radial homogeneity of the specimen. This is 
not given for a horizontal storage, unless the sample is rotated regularly.
Under these conditions it should be possible to resolve the question of experimental 
reproducibility.
Chapter 8
Conclusions
Work in two different areas in the field of broad line MRI has been presented here. 
The work includes new developments in stray field diffusometry and the study of 
water and water transport in Ordinary Portland cement pastes with conventional 
broad line imaging techniques.
8.1 Stray field diffusom etry
A Fourier method for solving the Torrey-Bloch equations has been presented. On the 
basis of this new algorithm, the F o u r ie r  simulator has been developed with the aim 
to simulate the effects of pulse sequences in the presence of a strong magnetic field 
gradient and diffusion. The validity of the method has been demonstrated. The 
simulator has contributed to the development and improvement of the following 
stray field diffusion techniques:
1. A modification in the diffusion analysis of CPMG and QE data has been 
suggested. The modification is based on the introduction of an additional 
constant empirical factor, kcpMG ov Uqe, to the standard formula to account 
for the effect of pulse imperfections in the stray field. The values suggested 
for these factors have been derived from simulation and experimental results 
to be kcpMG — 1-20 i  0.04 and kQp =  1.73 i  0.08.
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2. A novel one-shot pulse sequence, D ash, has been proposed for measuring 
diffusion in the stray field. In the data analysis the effect of T2 relaxtion is 
eliminated by calculating the ratios of stimulated-over-direct echo maxima, 
since the corresponding terms in the direct and stimulated echo decay cancel 
out. The ratios are largely insensitive to imperfections in the envelope of the 
echo decays observed experimentally. Simulations indicate, that the sequence 
performs optimal under the conditions that cxt 90° and a  < 4.5°.
3. In conjunction with the new Dash pulse sequence three different strategies, 
one multi-slice and two alternate single-slice techniques, have been proposed to 
obtain spatially resolved diffusion information. The data analysis procedures 
for the three approaches have been demonstrated on simulated and exper­
imental data. The capability of the two single-slice techniques to achieve a 
very high spatial resolution in the order of a few micrometers in slow diffusing 
systems has been demonstrated experimentally. Either of the two single-slice 
analysis techniques may be combined with multi-slice protocol to obtain high 
resolution diffusion profiles over a larger sample region.
Applications envisaged include testing the homogeneity and efficacy of protective 
coating materials applied to porous surfaces such as siloxane applied to high-grade 
cements. Further examples are the study of thin films and coatings. In this respect 
the new techniques may complement ongoing studies investigating the drying of 
emulsions and paints and the film formation in these systems.
In order to take full advantage of the high spatial resolution inherent to these 
techniques, special attention must be paid to improving and optimising the existing 
methods of sample alignment.
8.2 Cement studies
It has been shown that the amplitudes of a simple three component T2 analysis 
of cement pastes correlate well with the expected fractional volumes of chemically
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combined, gel and capillary water. It has further been shown that gradient echo 
and SPRITE imaging are sufficiently quantitative to provide a reliable, spatially 
resolved measure of capillary water in cement pastes. The effects of curing regimes 
which result in non-uniform curing and the effects of further exposure to water 
have been studied. Differences in the water uptake behaviour have been observed 
between specimens dried and non-dried prior to the exposure to water. The hydraulic 
diffusivity, D(C ), and sorptivity have been determined for pre-dried cement paste 
samples. Attempts were made to model the experimental D(C) curves with two 
recently published water transport models. Neither of the two models fitted the 
experimental data.
Future work needs to address the question of reproducibility and natural variabil­
ity between similar specimens. However, the measured D(C) curves show despite 
variations common features which are significant and cannot be described by ei­
ther of the two models applied. Hence, the presented results give enough evidence 
that more adequate transport models have to be developed to describe the ob­
served concentration-dependencies of the diffusivity. Future models should include 
combined water and vapour transport, which may play an essential part at low con­
centration levels, and capillarity, which is thought to be the key mechanism at high 
concentration levels.
The effectiveness of hydrophobic treatment applied to porous building materials 
is an important issue in the building industry. Several studies showed that broad 
line MRI may develop to a key tool to assess the quality of treatment with respect 
to homogeneity and efficacy [13,77]. Here, the new developments in stray field 
NMR presented in this thesis may prove to be a valuable tool for mapping the 
distribution of the applied treatment, the state of cure and the effectiveness against 
water penetration with a high spatial resolution.
CHAPTER 8. CONCLUSIONS
A ppendix A  
The Tau-PULSE program code
! This module conta ins input data and d ec la ra tio n s
MODULE newglob 
IMPLICIT NONE 
SAVE
i---------------------------------------------- Constants
) :: cossinbO  
: cosalpha, sinalpha  
: MxJL, My_l, Mz_l 
: Mx_rot, My_rot, Mz_rot 
: Mx_2, My_2, Mz_2
fcop , in x , in y , inz  
xcop, ycop, zcop 
x co t , y co t , z c o t , fc o t  
x c o t t ,  y c o t t ,  z c o tt
REAL(KIND=8), ALLOCATABLE, DIMENSION( : ,
REAL(KIND=8), ALLOCATABLE,DIMENSION(: )
REAL(KIND=8), ALLOCATABLE, DIMENSION(: )
REAL(KIND=8), ALLOCATABLE, DIMENSION(:)
REAL(KIND=8), ALLOCATABLE, DIMENSION(:)
REAL(KIND=8), ALLOCATABLE,DIMENSION( : ,
REAL(KIND=8), ALLOCATABLE,DIMENSION( : ,
REAL(KIND=8), ALLOCATABLE,DIMENSION( : ,
REAL(KIND=8), ALLOCATABLE,DIMENSION(:,
REAL(KIND=8) :: p i = 3 . 141592654d0
REAL(KIND=8) :: z_sca le  = 1.0d6, t_ sca le  = 1.0d6, D_scale = 1.0d4
REAL(KIND=8) :: e l l ,  gyro, th e ta , alpha, r e le r r ,  t_max, z_max
REAL(KIND=8) : : g_tau, d_tau, tau , e l l_ in i ,  delt_z
REAL(KIND=8) :: z i ,  Mx, My, Mz, x_mag, y_mag, z_mag
REAL(KIND=8) :: T_l, T_2, tau_90, B_90, d e lt_ t , t_ s ta r t
REAL(KIND=8) :: phcosxy, phcosz, phsinxy, p h sin z, tim e, te
INTEGER :: i ,  j ,  n , n_max, n_maxold, phase, zmax, z in t
INTEGER :: n_per_micron=256, arrmax=65536, n_echo, t i n t ,  pulse_or_none
CHARACTER(LEN=20) :: f_ c o e ffs in , f_ c o e ffso u t, z_magpul, zmagecho
CHARACTER(LEN=20) :: tmagout, fcosou t
END MODULE newglob
i — I — i — r — i — 1 — r — (— i — t — i — i — i — i — i — i — i — i — i — i — i — i — i — i — i — i — i — i — i — i
— I — I — I — I — I — I — I — I — I — I — I — I — I — I — I — i — i — i — I — I — I — I — I — I — I — I — f — I — I — I — I — I — I — I — I — ! — I — I
 The fo llo w in g  Subroutines contain  th e num erical in teg ra tio n  algorithm s ----
 usin g  the extended tra p ezo id a l or rather extended Simpson ru le  from ----
 "Numerical Recipes in  FORTRAN" by WH P ress , SA Teukolsky, ----
 WT V e tter lin g  and BP Flannery, 2nd E d., Cambridge Univ. P ress , 1992 ----
SUBROUTINE qsim pson(func, low er,upper, r e s u lt )
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IMPLICIT NONE
REAL(KIND=8),EXTERNAL :: func 
REAL(KIND=8) :: low er, upper, r e s u lt ,  z 
REAL(KIND=8) :: o ld r e s , o ld r e s t ,  r e s u lt2 , EPS = l .d -1 2  
INTEGER :: kmax=18, kmin=l, k
o ld res = - l .d 3 0  
o ld r est = - l .d 3 0
DO k = kmin, kmax
CALL tr a p e zex t(fu n c , low er, upper, r e s u lt2 , k)
r e s u lt  = (4 .d 0 * resu lt2  -  o ld r e s t ) /3 .d 0  
IF (d a b s(re su lt-o ld re s) < EPS*dabs(oldres)) RETURN 
old res = r e s u lt  
o ld r est  = r e su lt2
END DO
END SUBROUTINE qsimpson
i—!—!—i_i—i—i—!— i—!_!_!_!_!_j
SUBROUTINE tr a p e zex t(fu n c , low er, upper, r e s u l t ,m)
IMPLICIT NONE
REAL(KIND=8), EXTERNAL :: func 
REAL(KIND=8) :: low er, upper, r e s u lt  
REAL(KIND=8) :: d e l ,  sum, tnm, z 
INTEGER :: k, i t ,  m
IF (m == 1) THEN
r e s u lt  = 0 .5d0*(upper-low er)*(func(low er)+func(upper)) 
ELSE
i t  = 2**(m-2) 
tnm = i t
d e l = (upper-lower)/tnm  
z = lower + 0 .5 * d e l  
sum = O.dO 
DO k = 1, i t
sum = sum + fu n c(z)  
z = z + d el 
END DO
r e s u lt  = 0 .5 d 0 * (resu lt + (upper -  lower)*sum/tnm)
END IF 
RETURN
END SUBROUTINE trap ezext
! —! —!_! — i —! —! —! — i — i — i — i — i — i_i — i —
M M A 
MM MM A A 
M M M M A A 
M M M A AAA A 
M M M A A
I I I  N N 
I NN N 
I N N N 
I N N N 
I I I  N NN
PROGRAM main_prog ! ***** C0MBJ3EQ.F90 ***** 
USE combglob
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IMPLICIT NONE
REAL(KIND=8) .EXTERNAL :: rot_Mx_ev, rot_Mx_od, rot_My_ev, rot_My_od
REAL(KIND=8) .EXTERNAL :: rot_Mz_ev, rot_Mz_od
REAL(KIND=8) .EXTERNAL :: fn_Mx_ev, fn_Mx_od, fn_My_ev, fn_My_od
REAL(KIND=8),EXTERNAL :: fn_Mz_ev, fn_Mz_od
REAL(KIND=8) :: sum_xMx, sum_yMy, sum_zMz, s in u s , cosinus  
REAL(KIND=8) :: term l, term2, term3, exp ol, expo2, expo3 
INTEGER :: k
OPEN(unit=ll, file= " tau _p u lse .in p u t" )
CALL read_values 
CALL a llo c a t io n
0PEN(unit=12, f i l e =  f_ c o e ffs in )
CALL read_f_coeffs
!----  C all Subroutines to  c a lc u la te  arrays
CALL calc_alphas 
CALL calcjnag
0PEN(UNIT=13, FILE= T R IM (fcosout)//" . out")
0PEN(UNIT=14, FILE= TRIM (zjnagpul)//"z.out")
!----  s e le c t  p u lse  phase 3:= +x; 2:= -x ; 1:= +y; 0:= -y
!----  to  c a lc u la te  fo u r ier  c o e f f ic ie n t s  a fte r  the f i r s t  r o ta tio n
!----  when the p u lse  i s  sw itched on
IF (pulse_or_none = = 1 )  THEN 
DO k = -arrmax, arrmax, 1 
Mx_rot(k) = Mx_l(k)
My_rot(k) = My_l(k)
Mz_rot(k) = Mz_l(k)
END DO 
ELSE
IF ((phase > 3 )  .OR. (phase < 0 )) THEN 
PRINT * , "There i s  a wrong p u lse  phase sp e c if ie d  in  combnew. in p u t!!"
STOP
ELSE
SELECT CASE (phase)
CASE (2:3)
DO k = -arrmax, arrmax, 1
Mx_rot (k) = (phcosxy*cosalpha(k) *Mx_l (k)+phsinxy*s inalpha (k) *Mz_l (k) ) 
My_rot(k) = phcosxy*My_l (k)
Mz_rot(k) = (phsinz*sinalpha(k)*M x_l(k)+phcosz*cosalpha(k)*M z_l(k)) 
END DO 
CASE (0:1)
DO k = -arrmax, arrmax,1 
Mx_rot(k) = phcosxy*Mx_l (k)
My_rot (k) = (phcosxy*cosalpha(k) *My_l (k)+phsinxy*sinalpha(k) *Mz_l (k) ) 
Mz_rot (k) = (phsinz*sinalpha(k) *My_l (k)+phcosz*cosalpha(k) *Mz_l (k) ) 
END DO
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END SELECT 
END IF 
END IF
!----  C alcu late Fourier c o e f f ic ie n t s
DO n=0,n_max,l
CALL qsimpson(rot_Mx_ev, - e l l , e l l , fcop (n , 1))
CALL qsimpson (rot_Mx_od, - e l l , e l l , fcop (n , 2) )
CALL qs impson (ro t Jfy_ev, - e l l , e l l , f  cop (n , 3) )
CALL qsimpson (rot_My_od, - e l l , e l l , fcop (n , 4) )
CALL qsimpson (ro t Jlz_ev, - e l l , e l l , f  cop (n , 5) )
CALL qsimpson (ro t _Mz_od, - e l l , e l l , f  cop (n , 6) )
END DO
fc o p (0 ,l )  = f c o p ( 0 ,l ) /2 .d 0
fc o p (0 ,3 ) = fc o p (0 ,3 ) /2 .d 0
fc o p (0 ,5 ) = fc o p (0 ,5 ) /2 .d 0
!-  The c o e f f ic ie n t s  are d iv ided  by 2 to  get the bn and cn e tc  used in  th e theory  
DO n=0,njnax,l
fc o p (n ,l)  = f c o p ( n , l ) /2 .d 0  ! Mx even
fco p (n ,2 ) = -  fc o p (n ,2 ) /2 .d 0  ! Mx odd
fco p (n ,3 ) = fc o p (n ,3 ) /2 .d 0  ! My even
fco p (n ,4 ) = fc o p (n ,4 ) /2 .d 0  ! My odd
END DO
!----  i f  no p u lse  i s  ap p lied  th e m agnetization  a t the echo tim e ’t e ’ i s  ca lcu la ted
!----  a fte r  th a t th e tim e ev o lu tio n  i s  ca lcu la ted
IF (pulse_or_none == 1)THEN
OPEN(UNIT = 15, FILE=TRIM(zmagecho)//"ez. out")
CALL calc_B0_pul(te)
term3 = -  (I.d0/3.d0)*d_tau*(gyro)**2.d0*g_tau**2.d0*te**3.d0
DO n = 0 , n_max, 1
term l = d_tau*gyro*g_tau*te**2.dO*REAL(n,8)*pi/ell 
term2 = -  d_tau*(REA L(n,8)*pi/ell)**2.dO *te  
expol = dexp(term l + term2 + term3) 
expo2 = dexp(-term l + term2 + term3) 
expo3 = dexp(term2)
x co p (n ,l)  = fc o p (n ,l)* e x p o l  
xcop (n ,2) = fco p (n ,l)* ex p o 2  
xcop(n ,3) = fco p (n ,2 )* ex p o l 
xcop(n ,4) = fcop(n ,2)*expo2  
y co p (n ,l)  = fco p (n ,3 )* ex p o l 
ycop(n ,2) = fcop(n ,3)*exp o2  
ycop (n ,3) = fco p (n ,4 )* ex p o l 
ycop (n ,4) = fcop(n ,4)*expo2  
z c o p (n ,l)  = fcop(n ,5)*expo3  
zcop (n ,2 ) = fcop(n ,6)*expo3  
END DO
CALL calc.M x2(te,T_2)
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CALL calc_My2(te,T_2) 
CALL calc_M z2(te,T_l)
DO z in t  = -zmax, zmax, 1 
z i  = R E A L (zint,8)*delt.z  
k = n in t (zi*z_scale*n_per _micron)
w r ite (1 5 , ’ (4 e l6 .6 )  *) (z i* z .sc a le )  ,Mx_2(k) ,My_2(k) ,Mz_2(k) 
END DO
CL0SE(15)
0PEN(UNIT = 16, FILE=TRIM(tmagout) / / " t . ou t")
!----  c a lc u la te  th e tim e ev o lu tio n  of the m agnetisation  i f  no p u lse  i s  performed
DO t i n t  = n in t ( t _ s t a r t ) , n in t( t jn a x ) , n in t(d e lt_ t)  
tim e = R E A L (tint,8)/1 .0d7
term3 = -  (I.d0/3.d0)*d_tau*(gyro)**2.d0*g_tau**2.d0*tim e**3.d0  
DO n = 0 , n_max, 1
term l = d_tau*gyro*g_tau*time**2.dO*REAL(n,8)*pi/ell 
term2 = -  d_tau*(REAL(n,8)*pi/ell)**2.dO *tim e 
expol = dexp(term l + term2 + term3) 
expo2 = dexp(-term l + term2 + term3) 
expo3 = dexp(term2)
x c o t t ( n , l )  = fc o p (n ,l)* e x p o l  
x c o t t(n ,2 )  = fco p (n ,l)* ex p o 2  
x c o tt(n ,3 )  = fco p (n ,2 )* ex p o l 
x c o tt(n ,4 )  = fcop(n ,2)*expo2  
y c o t t ( n , l )  = fco p (n ,3 )* ex p o l 
y c o tt(n ,2 )  = fcop(n ,3)*expo2  
y c o t t(n ,3 )  = fcop (n ,4 )*exp o l 
y c o t t(n ,4 )  = fcop(n ,4)*expo2  
z c o t t ( n , l )  = fcop(n ,5)*expo3  
z c o tt (n ,2 )  = fcop(n ,6)*expo3  
END DO
CALL Mx_time(time,T_2)
CALL My_time(time,T_2)
CALL Mz_time(time,T_l)
WRITE(16, ’ (4 e l6 .8 )  ’ ) (tim e*t_scale) ,x_mag,y_mag,z_mag 
END DO
END IF ! end of if -b lo c k  fo r  performing no p u lse  
CALL calc_B0_pul(tau)
term3 = -  (I.d0/3.d0)*d_tau*(gyro)**2.d0*g_tau**2.d0*tau**3.d0
DO n = 0 , n_max, 1
terml = d_tau*gyro*g_tau*tau**2.dO*REAL(n,8)*pi/ell 
term2 = -  d_tau*(REAL(n,8)*pi/ell)**2.dO *tau  
expol = dexp(term l + term2 + term3) 
expo2 = dexp(-term l + term2 + term3) 
expo3 = dexp(term2)
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x co p (n ,l)  = fc o p (n ,l)* e x p o l  
xcop(n ,2) = fco p (n ,l)* ex p o 2  
xcop(n ,3) = fco p (n ,2 )* ex p o l 
xcop(n ,4) = fcop(n ,2)*exp o2  
y co p (n ,l)  = fco p (n ,3 )* ex p o l 
ycop(n ,2) = fcop(n ,3)*expo2  
ycop(n ,3) = fco p (n ,4 )* ex p o l 
ycop(n ,4) = fcop(n ,4)*expo2  
z c o p (n ,l)  = fcop(n ,5)*expo3  
zcop(n ,2) = fcop(n ,6)*expo3  
END DO
CALL calc_Mx2(tau,T_2)
CALL calc_My2(tau,T_2)
CALL calc_Mz2(tau,TJL)
DO k = -arrmax, arrmax
IF (pulse_or_none == 1) THEN 
Mx_l (k) = Mx_2(k)
My_l (k) = My_2(k)
Mz_l(k) = Mz_2(k)
ELSE
SELECT CASE (phase)
CASE (3)
Mx_l(k) = Mx_2(k) * cosalpha(k) + Mz_2(k) * sinalpha(k)
My_l(k) = My_2(k)
Mz_l(k) = -  Mx_2(k) * s inalpha (k) + Mz_2(k) * cosalpha(k)
CASE (2)
Mx_l(k) = Mx_2(k) * cosalpha(k) - Mz_2(k) * sinalpha(k)
My_l(k) = My_2(k)
Mz_l(k) = Mx_2(k) * sinalp h a(k) + Mz_2(k) * cosalpha(k)
CASE (1)
Mx_l(k) = Mx_2(k)
My-l(k) = My_2(k) * cosalpha(k) + Mz_2(k) * sinalpha(k)
Mz_l(k) = -  My_2(k) * sinalpha(k) + Mz_2(k) * cosalpha(k)
CASE (0)
Mx_l(k) = Mx_2(k)
My_l(k) = My_2(k) * cosalpha(k) - MzJ2(k) * sinalpha(k)
Mz_l(k) = My_2(k) * sinalp h a(k) + Mz_2(k) * cosalpha(k)
END SELECT
END IF 
END DO
!----  c a lc u la te  the new Fourier c o e f f ic ie n t s  at th e end of the ev o lu tio n  period
!----  or a f te r  th e r o ta tio n  back to  the i n i t i a l  re feren ce frame
DO n=0,n_max,l
CALL qsimpson (Mx_ev, - e l l , e l l , f  cot (n , 1) )
CALL qsimpson (Mx_od, - e l l , e l l , f  cot (n , 2) )
CALL q s im p so n (M y _ e v ,-e ll ,e ll ,fc o t(n ,3 ))
CALL qsimpson(My_od, - e l l , e l l , fc o t  (n ,4) )
CALL qsimpson(Mz_ev, - e l l , e l l , fc o t  (n , 5) )
CALL qsimpson(Mz_od, - e l l , e l l , f  cot (n , 6) )
END DO
f c o t ( 0 , l )  = f c o t ( 0 , l ) /2 .d 0
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f c o t (0 ,3 ) = f c o t (0 ,3 ) /2 .d 0  
f c o t (0 ,5 )  = f c o t (0 ,5 ) /2 .d 0
!----  The c o e f f ic ie n t s  are d iv ided  by 2 to  g et th e bn and cn e tc  from th e theory
DO n=0,n_max,l
f c o t ( n , l )  = f c o t ( n , l ) /2 .d 0  ! Mx even 
f c o t (n ,2 )  = -  f c o t (n ,2 ) /2 .d 0  ! Mx odd 
fc o t (n ,3 )  = fc o t (n ,3 ) /2 .d 0  ! My even 
f c o t ( n ,4) = fc o t (n ,4 ) /2 .d 0  ! My odd 
END DO
DO z in t  = -zmax, zmax
z i  = REAL(zint,8)*delt_z 
k = n in t (zi*z_scale*n_per m icron)
sum_xMx = O.dO 
sum_yMy = O.dO 
sum_zMz = O.dO
DO n=0,n_max,l
sinu s = d sin (R E A L (n ,8 )*p i*zi/e ll)  
cosinus = dcos(R E A L (n ,8)*p i*zi/e ll)
sum_xMx = sum_xMx -  2 .d 0 * fc o t(n ,2 )* s in u s  + 2 .d 0 * fc o t(n ,l)* c o s in u s  
sum_yMy = sum_yMy + 2 .d 0 * fc o t(n ,4 )* s in u s  + 2 .d 0 * fco t(n ,3 )* co sin u s  
sum_zMz = sum_zMz + f  cot (n, 6)* sinu s + f  cot (n ,5 )* co sin u s  
END DO
w r ite (14, ’ (7 e l6 .6 )  O (z i*z_sca le) ,Mx_l(k) , sum_xMx, My_l(k) ,sum_yMy, &
& Mz_l (k) , sum-zMz 
END DO
CLOSE(14)
DO n = 0 , n_max, 1
WRITE(13, 3 (6 e l6 .8 )  ’) f c o t (n ,  1) , f c o t (n ,2 )  , f  co t(n ,3 ) , f  co t(n ,4 )  , f  c o t(n ,5 )  , f  co t(n ,6 )  
END DO
CL0SE(13)
CALL d ea llo ca tio n
END PROGRAM main_prog
!—i—i _i —i —! _! —i —i—i—i— i 
i _i —i—i—! _i _i —i—i—i—i—i—i —I—I—I— i
SUBROUTINE read_values 
USE newglob 
IMPLICIT NONE
READ(ll,*)gyro 
READ(ll,*)pulse_or_none 
READ(1 1 ,* )phase 
READ(1 1 ,* )phcosxy 
READ(1 1 ,* )phsinxy  
READ(1 1 ,* )phcosz 
READ(ll,*)phsinz
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READ( 1 * )t_ sta r t
READ( 1 *) tjnax
READ( 1 *)d elt_ t
READ( 1 *)zjnax
READ( 1 *)delt_z
READ( 1 *)njnax
READ( 1 *) njnaxold
READ( 1 * )e ll_ in i
READ( 1 * ) e l l
READ( 1 *)g_tau
READ( 1 *)T_1
READ( 1 *)TJ2
READ( 1 *)d_tau
READ( 1 *)tau
READ( 1 *)tauJ90
READ( 1 * )te
READ( 1 * )f_ co eff s in
READ( 1 *)fco so u t
READ( 1 *)zjnagpul
READC 1 *)zmagecho
READ( 1 *)tmagout
t_ sta r t = t_start*10  
tjnax = t_max*10 
d elt_ t = delt_t*10  
z_max = z_max/z_scale 
delt_z = d e lt_ z /z_ sca le  
e l l_ in i  = e l l_ in i/z _ s c a le  
e l l  = e l l /z _ s c a le  
d_tau = d_tau/D_scale 
T_1 = T _ l/t .s c a le  
T_2 = T_2/t .s c a le  
tau  = ta u /t  .s c a le  
tau_90 = tau_90/t_scale  
te  = te /t_ s c a le  
zmax = n in t (zjnax/delt_z)
IF (pulse_or_none == 1)THEN
B_90 = O.OdO 
ELSE
B.90 = p i/2 .d 0 /gyro /tau _90  
END IF
CLOSE (11)
END SUBROUTINE read.values
— ! —! — i — i — j —!_t — i —
SUBROUTINE r e a d J .c o e f fs  
USE newglob 
IMPLICIT NONE 
INTEGER :: m
DO m=0, njnaxold, 1
READ(12, ’ (6 e l6 .8 )  O inxG n,!) ,inx(m ,2) ,in y (m ,l) ,iny(m ,2) ,in z (m ,l)  ,in z(m ,2) 
END DO
CLOSE (12)
END SUBROUTINE read_f_coeffs
i—i—I—i—i—i— !
SUBROUTINE calcjnag  
USE newglob 
IMPLICIT NONE
REAL(KIND=8) :: z in , x_sum, y_sum, z_sum, s in u s , cosinus 
INTEGER :: m, k
DO k = -arrmax, arrmax, 1
z in  = (r e a l(k ,8 )/r e a l(n _ p e r jn ic r o n ,8 ))/1 .0 d 6
x_sum = O.dO 
y_sum = O.dO 
z_sum = O.dO
DO m = 0 , njnaxold, 1
sinu s = dsin(R E A L (m ,8)*pi*zin /ell_in i) 
cosinus = dcos(R E A L (m ,8)*pi*zin/ellJ.ni)
x_sum = x_sum + 2 .d 0* in x(m ,l)*cosin u s -  2 .d0*inx(m ,2)*sinus
y.sum = y_sum + 2 .d 0* in y(m ,l)*cosin u s + 2 .d0*iny(m ,2)*sinus
z_sum = z_sum + in z (m ,l)* co sin u s  + in z(m ,2)*sin us  
END DO
Mx_l(k) = x_sum
My_l(k) = y.sum
Mz_l(k) = z.sum
END DO
END SUBROUTINE calcjnag
SUBROUTINE calc_Mx2(t ,t2 )
USE newglob 
IMPLICIT NONE
REAL(KIND=8) :: z in , mx_suml, mx_sum2, mx_sum3, mx_sum4, mag_xl, mag_x2 
REAL(KIND=8) :: mx_sum5, mx_sum6, mx_sum7, mx_sum8, mag_x, s in u s , cosin us  
REAL(KIND=8), INTENT(IN) :: t ,  t2  
INTEGER :: m, k
DO k = -arrmax, arrmax, 1
z in  = (r e a l(k ,8 )/r ea l(n _ p e r jn icro n ,8 ))/z_ sca le
mx.suml = O.dO 
mx_sum2 = O.dO 
mx_sum3 = O.dO 
mx_sum4 = O.dO 
mx_sum5 = O.dO 
mx_sum6 = O.dO 
mx_sum7 = O.dO 
mx_sum8 = O.dO
DO m = 0 , njnax, 1
sin u s = dsin(R EA L (m ,8)*pi*zin/ell)
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cosinus = dcos(RE A L (m ,8)*pi*zin/ell) 
mx_suml = mx_suml -  (xcop(m,3) + xcop(m ,4))*sinus
mx_sum2 = mx_sum2 + (xcop(m,3) -  xcop(m ,4))*cosinus
mx_sum3 = mx_sum3 + (xcop(m ,l) + xcop(m ,2))*cosinus
mx_sum4 = mx_sum4 + (xcop(m ,l) -  xcop(m ,2))*sinus
mx_sum5 = mx_sum5 -  (ycop(m ,l) -  ycop(m ,2))*sinus
mx_sum6 = mx_sum6 + (ycop(m ,l) + ycop(m ,2))*cosinus
mx_sum7 = mx_sum7 + (ycop(m,3) -  ycop(m,4 ) )* cosinus
mx_sum8 = mx_sum8 + (ycop(m,3) + ycop(m ,4))*sinus
END DO
mag_xl = cossinbO (k, l)*(mx_suml + mx_sum3 + mx_sum5 + mx_sum7) 
mag_x2 = cossinb0(k,2)*(mx_sum2 + mx_sum4 + mx_sum6 + mx_sum8) 
mag_x = mag_xl + mag_x2
Mx_2(k) = (mag_x) * dexp(- t / t 2 )
END DO
END SUBROUTINE calc_Mx2
! _ ! _ ! _ ! _ ! _ ! _ ! _ ! _ ! _ i _ ! _ i
SUBROUTINE calc_My2(t ,t2 )
USE newglob 
IMPLICIT NONE
REAL(KIND=8) :: z in , my_suml, my_sum2, my_sum3, my_sum4, mag_yl, mag_y2 
REAL(KIND=8) :: my_sum5, my_sum6, my_sum7, my_sum8, mag_y, s in u s , cosinus  
REAL(KIND=8), INTENT(IN) :: t ,  t2  
INTEGER :: m, k
DO k = -arrmax, arrmax, 1
z in  = (r ea l(k ,8 )/r ea l(n .p er_ m icro n ,8 ))/1 .0 d 6
my_suml = O.dO
my_sum2 = O.dO
my_sum3 = O.dO
my_sum4 = O.dO
my_sum5 = O.dO
my_sum6 = O.dO
my_sum7 = O.dO
my_sum8 = O.dO
DO m = 0, n_max, 1
sinu s = dsin(R E A L (m ,8)*pi*zin /ell)
cosinus = dcos(RE A L (m ,8)*pi*zin/ell)
my_suml = my_suml + (xcop(m,3) -  xcop(m ,4))*cosinus
my_sum2 = my_sum2 - (xcop(m,3) + xcop(m ,4))*sinus
my_sum3 = my_sum3 + (xcop(m ,l) -  xcop(m ,2))*sinus
my_sum4 = my_sum4 + (xcop(m ,l) + xcop(m ,2))*cosinus
my_sum5 = my_sum5 + (ycop(m ,l) + ycop(m ,2))*cosinus
my_sum6 = my_sum6 - (ycop(m ,l) -  ycop(m ,2))*sinus
my_sum7 = my_sum7 + (ycop(m,3) + ycop(m ,4))*sinus
my_sum8 +00to1eii (ycop(m,3) -  ycop(m ,4))*cosinus
END DO
mag_yl = cossinbO(k,l)*(my_suml + my_sum3 + my_sum5 + my_sum7)
mag_y2 = cossinb0(k,2)*(my.sum2 + my_sum4 + my_sum6 + my_sum8)
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mag_y = mag_yl -  mag_y2
My_2(k) = (mag_y) * dexp(- t / t 2 )
END DO
END SUBROUTINE calc_My2
— —! — j —! — ! — ! — ! — ! — ! — ! — ! — ! —!
SUBROUTINE calc.M z2(t , t l )
USE newglob 
IMPLICIT NONE
REAL(KIND=8) :: z in , mz_suml 
REAL(KIND=8), INTENT(IN) :: t , t l  
INTEGER :: m, k
DO k = -arrmax, arrmax, 1
z in  = (rea l(k ,8 )/r ea l(n .p er_ m icro n ,8 ))/1 .0 d 6
mz_suml = O.dO 
DO m = 0 , n_max, 1
mz_suml=mz_suml+zcop (m, 2) *dsin  (REAL (m, 8) * p i* z in /e l l )  +zcop (m, 1) &
& *dcos(R EA L(m ,8)*pi*zin/ell)
END DO
Mz_2(k) = mz_suml * dexp(- t / t l )
END DO
END SUBROUTINE calc_Mz2
i —i —! —! —! —! —! —i —! — ! _ i —i
SUBROUTINE M x.tim e(t, t2 )
USE newglob 
IMPLICIT NONE
REAL(KIND=8) , DIMENSION(0:n_max,4) :: sum, in teg
REAL(KIND=8), DIMENSION(0 :n_max,2) :: i n t i ,  in t2 , in t3 , in t4
REAL(KIND=8) , DIMENSION (0:n_max) :: f_arg
REAL(KIND=8) :: xsum, grad
REAL(KIND=8), INTENT(IN) :: t ,  t2
INTEGER :: m
DO m = 0, n_max,l
f_arg(m) = REAL(m,8)*pi/ell 
END DO
grad = gyro*g_tau*t 
xsum = O.dO
DO m = 0 , njnax, 1
sum(m,l) = -  (xcott(m ,3) + x co tt(m ,4 )) -  (y c o tt(m ,l)  -  y co tt(m ,2 ))
sum(m,2) = + (x c o tt(m ,l)  + x co tt(m ,2 )) + (ycott(m ,3) -  y co tt(m ,4 ))
sum(m,3) = + (xcott(m ,3) -  x co tt(m ,4 )) + (y c o tt(m ,l)  + y co tt(m ,2 ))
sum(m,4) = + (x c o tt(m ,l)  -  x co tt(m ,2 )) + (ycott(m ,3) + y co tt(m ,4 ))
in t l (m ,l)  = (dsin(f_arg(m )*zjnax)*dsin(grad*z_m ax)-dsin(-f.Jarg(m)*zjiiax) & 
& *dsin(-grad*z_m ax))/grad
in t i(m ,2) = f_arg(m)*(dcos(fjarg(m)*z_max)*dcos(grad*zjmax) &
& -dcos(-f^arg(m )*zjncLx)*dcos(-grad*zjnax))/grad**2  
in teg (m ,l)  = ( in t l (m ,l )  + in t l ( m ,2 ) ) / ( l  -  f_arg(m)**2/grad**2)
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in t2 (m ,l)  = (d co s(f _arg(m)*z_max)*dsin(grad*zjmax)-dcos(-:f-arg(m)*zjmax) Sc 
Sc *dsin (-grad*zjnax))/grad
int2(m ,2) = f_arg(m)*(dsin(f-arg(m)*z_max)*dcos(grad*zjnax) Sc 
Sc -dsin(-f_arg(m ) *z_max) *dcos (-grad*z_max) ) /grad**2  
in teg(m ,2) = ( in t2 (m ,l)  -  in t 2 (m ,2 ) ) / ( l  -  f_arg(m)**2/grad**2)
in t3 (m ,l)  = (dcos(f_arg(m)*zjmax)*dcos(grad*z-max)-dcos(-f_arg(m)*z-max) &
Sc *dcos(-grad*z_m ax))/grad
int3(m ,2) = f_arg(m )*(dsin(f_arg(m )*z_m ax)*dsin(grad*zjnax)- Sc 
Sc dsin(-f_arg(m ) *zjnax) *dsin(-grad*z_max) ) /grad**2 
in teg(m ,3) = ( - in t3 (m ,l)  -  in t 3 (m ,2 ) ) / ( l  -  f_arg(m)**2/grad**2)
in t4 (m ,l)  = (d s in ( fJarg(m)*zjnax)*dcos(grad*zjnax)-dsin(-:f_arg(m)*z_max) Sc 
Sc *dcos(-grad*zjnax))/grad
int4(m ,2) = f_arg(m )*(dcos(f jarg(m)*z_max)*dsin(grad*zjnax)- Sc 
Sc dcos (-f_arg(m) *z_max) *dsin(-grad*zjnax) ) /grad**2 
in teg(m ,4) = ( - in t4 (m ,l)  + in t 4 (m ,2 ) ) / ( l  -  f_arg(m)**2/grad**2)
xsum = xsum + sum (m ,l)*integ(m ,l)+sum (m ,2)*integ(m ,2)+sum (m ,3)*integ(m ,3) & 
Sc +sum(m ,4)*integ(m,4)
END DO
xjnag = xsum * dexp(- t / t 2 )
END SUBROUTINE Mx_time
SUBROUTINE M y_tim e(t,t2)
USE newglob 
IMPLICIT NONE
REAL(KIND=8) , DIMENSION(0:n_max,4) :: sum, in teg
REAL(KIND=8), DIMENSION (Ornjnax, 2) :: i n t i ,  in t2 , in t3 , in t4
REAL(KIND=8), DIMENSION(0:njnax) :: f_arg
REAL(KIND=8) :: ysum, grad
REAL(KIND=8), INTENT(IN) :: t ,  t2
INTEGER :: m
DO m= 0 , n_max, 1
f_arg(m) = REAL(m ,8)*pi/ell 
END DO
grad = gyro*g_tau*t 
ysum = O.dO
DO m = 0 , n_max, 1
sum(m,l) = + (xco tt(m ,3 ) -  x co tt(m ,4 )) + (y c o tt(m ,l)  + y co tt(m ,2 ))
sum(m,2) = + (x c o tt(m ,l)  -  x co tt(m ,2 )) + (ycott(m ,3) + y co tt(m ,4 ))
sum(m,3) = -  (x co tt(m ,3 ) + x co tt(m ,4 )) -  (y c o tt(m ,l)  -  y co tt(m ,2 ))
sum(m,4) = + (x c o tt(m ,l)  + x co tt(m ,2 )) + (ycott(m ,3) -  y co tt(m ,4 ))
in t l (m ,l)  = (dcos(f_arg(m )*zjnax)*dsin(grad*zjnax)-dcos(-f_arg(m )*zjnax) Sc 
Sc *dsin(-grad*z_m ax))/grad
in t i(m ,2) = f_arg(m)*(dsin(fjarg(m)*z_max)*dcos(grad*zjnax) Sc 
Sc -dsin(-f^arg(m ) *z_max) *dcos (-grad*z_max) ) /grad**2 
in te g (m ,l)  = ( in t l (m ,l )  -  in t i (m ,2 ) ) / ( I  -  f_arg(m)**2/grad**2)
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in t2 (m ,l)  = (dsin(f_arg(m )*zjnax)*dsin(grad*z-m ax)-dsin(-f.Jarg(m)*z_max) &
& *dsin(-grad*z_m ax))/grad
in t2(m ,2) = f_arg(m )*(dcos(f jarg(m)*zjnax)*dcos(grad*zjnax) &
& -dcos (-f_arg(m) *z_max) *dcos (-grad*zjnax) ) /grad**2 
in teg(m ,2) = ( in t2 (m ,l)  + in t 2 (m ,2 ) ) / ( l  -  f  _arg(m)**2/grad**2)
in t3 (m ,l)  = (d s in ( f  _arg(m)*z_max)*dcos(grad*z_max)-dsin(-f ^ argCnO+zjnax) &
& *dcos(-grad*z_m ax))/grad
int3(m ,2) = f_arg(m)*(dcos(fjarg(m)*z_max)*dsin(grad*z_max) &
& -dcos (-f^arg(m) *z_max) *dsin  (-grad*z_max) ) / grad**2 
in teg(m ,3) = ( - in t3 (m ,l)  + in t 3 (m ,2 ) ) / ( l  -  f_arg(m)**2/grad**2)
in t4 (m ,l)  = (dcos(f-arg(m)*z_max)*dcos(grad*z-max)-dcos(-f_arg(m)*z-max) &
& *dcos(-grad*z_m ax))/grad
in t4(m ,2) = f_arg(m)*(dsin(fjarg(m)*z_max)*dsin(grad*zjnax) &
& - d s in ( - f  ^ arg(m)*z_max)*dsin(-grad*zjnax))/grad**2 
in teg(m ,4) = ( - in t4 (m ,l)  -  in t 4 (m ,2 ) ) / ( l  -  f_arg(m)**2/grad**2)
ysum = ysum + integ(m ,l)*sum (m ,l)+integ(m ,2)*sum (m ,2)-integ(m ,3)*sum (m ,3) & 
& -integ(m ,4)*sum (m ,4)
END DO
y_mag = ysum * dexp(- t / t 2 )
END SUBROUTINE My .tim e
l _ l _ {— ;_f_i  — i — i — i — i —! —! — t — i — i —; —; — i — i —;— — j — t — t
SUBROUTINE M z_tim e(t,tl)
USE newglob 
IMPLICIT NONE 
REAL(KIND=8) :: mz_suml 
REAL(KIND=8), INTENT(IN) :: t ,  t l  
INTEGER :: m
mz.suml = O.OdO
DO m = 1, njnax, 1
mz_suml = m z_sum l+(zcott(m ,l)*2.0d0*dsin(REAL(m ,8)*pi*zjnax/ell) &
& *ell/(R E A L (m ,8)*pi))
END DO
z_mag = (mz_suml + 2 .0 d -4 * z c o t t (0 ,l ) )  * dexp(- t / t l )
END SUBROUTINE Mz.time
i — i — ! — i — ! _ i — i — i — i — i _ ! — i — ! — ! _ ! _ i —
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REAL(KIND=8) FUNCTION Mx_ev(zin)
USE newglob 
IMPLICIT NONE 
REAL(KIND=8) :: z in  
INTEGER :: k
k = nint(zin * n_per_micron*zjscale)
Mx_ev = (l.dO/ell)*Mx_l(k)*dcos(REAL(n,8)*pi*zin/ell)
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END FUNCTION Mx_ev
!_! — i — — ! — ! — i —! — ! — ! — ! — ! — ! — j —! —!
REAL(KIND=8) FUNCTION Mx_od(zin)
USE newglob 
IMPLICIT NONE 
REAL(KIND=8) :: z in  
INTEGER :: k
k = n in t(z in  * n_per_micron*z_scale)
Mx_od = (1 .dO /ell)*M x_l(k)*dsin(R E A L (n,8)*p i*zin /ell)
END FUNCTION Mx.od
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REAL(KIND=8) FUNCTION My_ev(zin)
USE newglob 
IMPLICIT NONE 
REAL(KIND=8) :: z in  
INTEGER :: k
k = n in t(z in  * n_per_micron*z_scale)
My_ev = (1 .dO /ell)*M y_l(k)*cos(R E A L (n ,8)*p i*zin /ell)
END FUNCTION My_ev
i—i—i—i—i—i—!_i—i—i—i—i—!—i—!—i—!_!_i—
REAL(KIND=8) FUNCTION My_od(zin)
USE newglob 
IMPLICIT NONE 
REAL(KIND=8) :: z in  
INTEGER :: k
k = n in t(z in  * n_per_micron*z_scale)
My_od = (1 .dO /ell)*M y_l(k )*sin (R E A L (n ,8)*pi*zin /ell)
END FUNCTION My_od
! —! — j —! — i — i —! — i — i —! — i —
REAL(KIND=8) FUNCTION Mz_ev(zin)
USE newglob 
IMPLICIT NONE 
REAL(KIND=8) :: z in  
INTEGER :: k
k = n in t(z in  * n_per_micron*z_scale)
Mz_ev = (1 .dO /ell)*M z_l(k)*dcos(R E A L (n ,8)*p i*zin /ell)
END FUNCTION Mz_ev
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REAL(KIND=8) FUNCTION Mz_od(zin)
USE newglob 
IMPLICIT NONE 
REAL(KIND=8) :: z in  
INTEGER :: k
k = nint(zin * n_per_micron*z_scale)
Mz_od = (l.dO/ell)*Mz_l(k)*dsin(REAL(n,8)*pi*zin/ell)
END FUNCTION Mz_od
!_!—!—!—!—!—i—i—i—i—!—!—!—!—!—!—!
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REAL(KIND=8) FUNCTION rot_Mx_ev(zin)
USE newglob 
IMPLICIT NONE 
REAL(KIND=8) :: z in  
INTEGER :: k
k = n in t(z in  * n_perjnicron*z_scale)
rot_Mx_ev = (l.dO /ell)*M xjrot(k )*d cos(R E A L (n ,8)*p i*zin /e ll)
END FUNCTION rot_Mx_ev
i — i — i — i — !
REAL(KIND=8) FUNCTION rot_Mx_od(zin)
USE newglob 
IMPLICIT NONE 
REAL(KIND=8) :: z in  
INTEGER :: k
k = n in t(z in  * n_per_inicron*z_scale)
rot_Mx_od = (l.dO /ell)*M x_rot(k )*dsin(R E A L (n ,8)*p i*zin /ell) 
END FUNCTION rot_Mx_od
l _ l  — j  — — i —!_!_! — i — i — i — i — i —! — » — i —! — i — i —! — i
REAL(KIND=8) FUNCTION rot_My_ev(zin)
USE newglob 
IMPLICIT NONE 
REAL(KIND=8) :: z in  
INTEGER :: k
k = n in t(z in  * n_per_micron*z_scale)
rot_My_ev = (l.dO /ell)*M y_rot(k )*cos(R E A L (n ,8)*p i*zin /e ll) 
END FUNCTION rot_My_ev
!—i—!_i—i—!_i—i_!_i— !—!—i—!—i—!—!—!
REAL(KIND=8) FUNCTION rot_My_od(zin)
USE newglob 
IMPLICIT NONE 
REAL(KIND=8) :: z in  
INTEGER :: k
k = n in t(z in  * n_per_micron*z_scale)
rot_My_od = (l.d O /ell)*M y.ro t(k )*sin (R E A L (n ,8 )*p i*z in /e ll)  
END FUNCTION rot_My_od
i — — * — ! — i —1_ ! _ — ! — ! — I — ! — ! — ! — ! — !
REAL(KIND=8) FUNCTION rot_Mz_ev(zin)
USE newglob 
IMPLICIT NONE 
REAL(KIND=8) :: z in  
INTEGER :: k
k = nint(zin * n_per_micron*z_scale)
rot_Mz_ev = (1 .dO/ell)*Mz_rot (k)*dcos(REAL(n,8)*pi*zin/ell)
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END FUNCTION rot_Mz_ev
!_i—i— !
REAL(KIND=8) FUNCTION rot_Mz_od(zin)
USE newglob 
IMPLICIT NONE 
REAL(KIND=8) :: z in  
INTEGER :: k
k = n in t(z in  * n_per_micron*z_scale)
rot_Mz_od = (1 . d O /e ll)  *Mz_rot (k )*dsin(R E A L (n ,8)*p i*zin /ell) 
END FUNCTION rot_Mz_od
—! — i — i — i —! —! —! — i — i — j 
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SUBROUTINE calc_alphas 
USE newglob 
IMPLICIT NONE 
REAL(KIND=8) :: z z ,a l  
INTEGER :: k
DO k = -arrmax, arrmax, 1
zz = (r e a l (k, 8) / r e a l  (n_per .micron, 8) ) /z_ sc a le
IF(B_90 == O.OdO) THEN 
a l = O.OdO 
ELSE
IF(g_tau == O.OdO) THEN 
a l = p i/2 .d 0  
ELSE
IF (dabs (zz) . g t . 1. Od-5/z j3cale)THEN 
a l  = datan(B_90/(g_tau*zz))
IF (zz < O.dO) a l  = a l  + p i 
ELSE
a l = p i/2 .d 0  
END IF 
END IF 
END IF
cosalpha(k) = d co s(a l)  
sinalp h a(k) = d s in (a l)
END DO
END SUBROUTINE calc_alphas
! — i —! — ! — ! — i — i — — j — j — ! — ! — ! — ! — ! — ! — ! —!_!_!_!_!
SUBROUTINE calc_BO_pul(t_pul)
USE newglob 
IMPLICIT NONE 
REAL(KIND=8) :: zz,bO 
REAL(KIND=8), INTENT(IN) :: t_pul 
INTEGER :: k
DO k = -arrmax, arrmax, 1
zz = (r e a l (k, 8 ) /r e a l  (n4>er .micron, 8) ) /z j s c a le
IF (B_90 == O.OdO) THEN 
bO = g_tau*zz 
ELSE
bO = dsqrt (B_90**2 + (g_tau*zz)**2)
END IF
cossin b O (k ,l) = dcos (gyro*bO*t_pul) 
co ssin b 0 (k ,2 ) = dsin(gyro*bO*t_pul)
END DO
END SUBROUTINE calc_BO_pul
— i _ i  — ! — i — i — j — j — ! — ! — ! — ! — ! — ! — ! — ! — ! — ! — ! 
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SUBROUTINE a llo c a t io n  
USE newglob 
IMPLICIT NONE
ALLOCATE (cossinbO (-arrm ax:arrmax,2 ))
ALLOCATE (cosalpha(-arrm ax:arrmax), sinalpha(-arrm ax:arrm ax)) 
ALLOCATE (Mx_l (-arrmax: arrmax) ,My_l (-arrmax: arrmax) )
ALLOCATE (Mz_l (-arrmax: arrmax) ,Mx_rot (-arrmax: arrmax))
ALLOCATE (My_rot (-arrmax: arrmax) , Mz_rot (-arrmax: arrmax) )
ALLOCATE (Mx_2 ( -arrmax: arrmax) )
ALLOCATE (My_2 (-arrm ax: arrmax) ,Mz_2 (-arrmax: arrmax) )
ALLOCATE (inx(0:n_m axold,2) , iny (0 :n jn axo ld ,2 ), inz(0:n_m axold,2)) 
ALLOCATE (f  cop(0:n_max,6) , f  cot(0:n_m ax,6))
ALLOCATE (xcop(0: n_max,4 ) , ycop(0: n_max,4) , zcop(0 :n_max, 2) ) 
ALLOCATE (xcot (0 :n_max,4 ) , ycot (0 :n_max,4) , zco t (0 :n_max, 2) ) 
ALLOCATE (x co tt (0:n_max,4) , y co tt  (0:njnax,4) , z c o tt  (0:n_max,2))
END SUBROUTINE a llo c a t io n
i—i —! _ i—i—i— !—!—i —i—!—!—!—!—!—! 
SUBROUTINE d e a llo ca tio n  
USE newglob 
IMPLICIT NONE
DEALLOCATE (cossinbO)
DEALLOCATE (cosalpha, sinalpha)
DEALLOCATE (Mx_l, My_l, Mz_l)
DEALLOCATE (Mx_rot, My_rot, Mz_rot)
DEALLOCATE (Mx_2, My_2, Mz_2)
DEALLOCATE (fcop , fc o t)
DEALLOCATE (in x , in y , inz)
DEALLOCATE (xcop, ycop, zcop)
DEALLOCATE (x co t, y co t , zco t)
DEALLOCATE (x c o tt , y c o t t ,  z c o tt)
END SUBROUTINE d ea llo ca tio n
i—i—i—i —i —i —i—i—i—i—i—i—i —i—i—i—i—i —i —i —i—i—i—i
APPENDIX A. THE TAU-PULSE PROGRAM CODE
A ppendix B 
The I d l  analysis software
This s e c tio n  con ta in s th e Idl program codes used fo r  the echo tr a in  and s in g le  echo 
FT a n a ly s is  d escribed  in  s e c s .  5 .4 .2  and 5 .4 .3 .
The programs appear in  the fo llo w in g  order:
ALEXDANTE.PRO — reads in  the SPINSIGHT data
EVALPROF.PRO — performs the s in g le  echo a n a ly s is
EVALTRAIN.PRO — performs the echo tr a in  a n a ly s is
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