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ABSTRACT 
A notion of structure at infinity for linear discrete time periodic system is 
proposed and investigated. In particular, two equivalent characterizations of such 
notion are given: a geometric one and an algebraic one. The first is based on an 
extension to the periodic case of the controlled invariant subspace algorithm, and the 
second is based on a newly developed periodic version of the structure algorithm. An 
application to a model matching problem is described. 
INTRODUCTION 
The notion of structure at infinity of a linear dynamical system-which 
essentially contains the information on the zeros at infinity and their multi- 
plicity-has been thoroughly investigated in recent years [4,15,20], and 
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extensions to the nonlinear framework have been proposed by various authors 
(see [6,13,14,17,18]). In the linear case, two different equivalent approaches 
to this concept are provided, respectively, by the Controlled Invariant 
Subspace Algorithm of the geometric theory [21] and, from an algebraic point 
of view, by the Structure Algorithm, originally developed by Silverman 
[ 19,201. No generalization to the case of linear time varying systems has, until 
now, been proposed. 
In this paper we introduce a notion of structure at infinity for a special 
class of linear time varying systems, namely that of discrete time periodic 
systems. Systems of this kind are useful in modeling several processes as well 
as in designing controller for other classes of systems, and their study has 
received increasing attention in recent years (see [l-3,7-9,12,16] and the 
references therein). 
We begin by extending to the class of discrete time periodic systems the 
first of the two approaches mentioned above. A periodic controlled invariant 
subspace algorithm is available within the geometric theory for discrete time 
periodic systems recently developed by Grasselli and Longhi in [9], and it can 
be used in order to define an r-tuple of integer valued periodic functions 
(p,(k),..*, p,(k)). The pi(k)‘s become constant in the time invariant case, 
and then the r-tuple of integers so obtained coincides with the classical 
structure at infinity. This fact provides a first motivation to call the r-tuple 
(p,(k),..., p,(k)) the structure at infinity in the discrete time periodic case. 
After introducing such a definition, we show that the solvability condition of 
the Model Matching Problem in this context is equivalent to the equality of 
the structures at infinity of the systems involved. This result, in addition to 
giving for the first time a necessary and sufficient condition for solving such 
control problems in the periodic case, is important in assessing the intrinsic 
relevance of the structural information contained in ( pi(k), . . . , p,(k)) and, on 
the other hand, its affinity with that encompassed by the structure at infinity 
of linear time invariant systems. In fact, the same result relating the solvabil- 
ity of the Model Matching Problem and the equality of structures is known to 
hold in that case. 
In the second part of the paper, we undertake to extend the approach 
based on the Structure Algorithm. The first step in doing this is to define a 
new Periodic Structure Algorithm, which generalizes the classical one. We 
discuss its features briefly, and we use it to construct a further r-tuple of 
integer valued periodic functions, denoted by (ql(k), . . . , q,(k)). In the time 
invariant case the qi(k)‘s become a set of constant indices which are known 
to contain exactly the same information as the structure at infinity. Here we 
are in a similar situation. In fact, we can prove that the pi( k)‘s and the 
qi(k)‘s are related by a simple formula, so that, in other words, the two 
different approaches mentioned at the beginning, when extended to the 
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periodic case, give rise essentially to the same notion. The analogy so 
established between the periodic case and the time invariant one encourages 
us to think that the notion we have introduced is a sound extension of that of 
structure at infinity. At the end of this part, a comparison with the situation 
encountered in extending the same two approaches to the case of affine 
nonlinear systems is briefly discussed. 
Finally, the time varying aspect of the notion of zero at infinity that one 
could straightforwardly derive from that of structure is discussed in connec- 
tion with the notions of finite zero described in [2, IO] and in [ll] respectively 
for periodic and for more general time varying systems. 
An example of computation of the periodic structure at infinity is 
provided at the end of the paper. 
Further applications of the notion of periodic structure at infinity and of 
the Structure Algorithm to control problems such as decoupling and inversion 
deserve to be investigated. Some results in this direction will be the object of 
a forthcoming note. 
1. STRUCTURE AT INFINITY-GEOMETRIC APPROACH 
Let Z be a linear discrete time periodic system described by 
(1.1) 
x(k+l)=A(k)x(k)+B(k)u(k), 
y(k) = C(I+(k)> kEZ, 
where x(..)~x=(W”, u(-)EU=IW’“, r~(.)~Y=08~, and A(.), B(e), and 
C( .) are periodic matrices of suitable dimensions, with period w and real 
coefficients. 
Following the approach described in [21], a geometric theory for periodic 
systems of the form (1.1) has recently been developed by GrasseIli and 
Longhi in [9]. In that framework the basic notion of periodic (A, B)-invariant 
or controlled invariant subspace is defined as follows: 
DEFINITION 1.2 [9, Definition 3.11. Given the pair of w-periodic matrices 
(A(k), B(k)), an (A(k), B( k))-invariant subspace is an o-periodic subspace 
V(k) of X such that A(k)V(k) c V(k + l)+Im B(k) for any k E 72. 
The algebra of the o-periodic subspaces of X is a straightforward 
extension of the usual subspace algebra. 
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We recall from [9] that (A(k),.(B(k))- invariance implies, for a subspace 
V(k), the existence of a periodic matrix F(k), of suitable dimensions, such 
that [A(k)+ B(k)F(k)]V(k) c V(k + 1). In the following, (A(k), B(k))- 
invariant subspaces will be sometimes referred to as controlled invariant 
subspaces of 2. The family of controlled invariant subspaces of 2 contained 
in Ker C(k) has a maximum element, denoted by V*(k). Such a subspace 
coincides with the limit of the following algorithm: 
Algorithm 1.3 (Controlled Invariant Subspace Algorithm [9, Algorithm 
3.13). 
P(k) = x 
Vi+‘(k)=KerC(k)nA-‘(k)[V’(k+l)+ImB(k)], kEZ. 
It can easily be shown that, for all i, V’+‘(k) c V’(k). Since X is finite 
dimensional, this assures that Algorithm 1.3 converges in a finite number of 
steps, say r, which is lesser than or equal to nw + 1. Therefore we get from 
Algorithm 1.3 a nonincreasing sequence of o-periodic subspaces of X: 
This allows us to define, for any i > 0, an integer valued function pi+,(k) 
given by 
04 pi+,(k) = dim 
ImB(k-l)nV’(k) 
ImB(k-l)nV*(k) ’ 
Since the elements of the sequence {V’(k)} are invariant under state 
feedback, so are the p,(k)‘s. Clearly, p,.+ j(k) = 0 for j > 1 and all k, so only 
p,(k),..., p,(k) are significant, once r is known. Due to their construction 
the pi(k)‘s contain a structural information on Z which is analogous to that 
contained, in the time invariant linear case, in the structure at infinity, that 
is, the set of the zeros at infinity together with their multiplicities (compare 
with [4,15]). This provides a first motivation to interpret (pl( k), . . . , p,(k)) as 
a generalization of the notion of structure at infinity. Since our next results 
will confirm this interpretation, we state now the following 
DEFINITION 1.5. The r-tuple of integer valued w-periodic functions 
(pXk),...> p,(k)) defined by (1.4) is called the structure at infinity of the 
periodic system 2. 
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In control theory, the major utility of the structural invariants such as the 
one we have introduced is in pointing out the obstructions to solving design 
problems. In order to show an application of this kind, which will give a 
better insight into the structure at infinity defined in Definition 1.5, we 
consider the Model Matching Problem described below. 
PROBLEM 1.6 (Model Matching Problem, MMP). Given a system Z of 
the form (1.1) and a periodic model Z, described by 
Z M: 
having the same period o as 8, the Model Matching Problem for Z and Z, 
consists in finding, if possible, an w-periodic dynamic compensator of the 
form 
XD(k +1) = B,@+,(k) 
and an o-periodic feedback law of the form 
(1.7) 
such that the extended system 
y(k) = (C(k) 0) 
compensated by (1.7) has the same inputoutput behavior as the model Z,. 
The requirement that the model and the system have the same period is not 
restrictive, since both can be assumed to be o-periodic, w being the least 
common multiple of their periods. 
250 
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Denoting by Z, the systems described by 
[;!;A?)) =(*l:) A~;&--;;)) 
y(k) = (C(k) 
we can now state the following result: 
THEOREM 1.8. The Model Matching Problem is solvable for Z and Z, .._ 
iff Z: and C, have the same structure at infinity. 
REMARK 1.9. In expressing the solvability condition for the MMP in 
terms of periodic structure at infinity, we state the utility of that notion as a 
tool in dealing with a specific control problem. In addition, since Theorem 
1.8 holds in the same formulation in the time invariant linear case, we show 
the analogy between the information contained in (pi(k), . . . , p,(k)) and that 
contained in the set of zeros at infinity with their multiplicities. This provides 
a further motivation to interpret (PI(k), . . . , p,(k)) as a correct generalization 
of the structure at infinity of the time invariant case. It is interesting to 
remark that the geometric approach we employed to define the pi( k)‘s, when 
applied to the case of nonlinear affine systems, as in [18], gives rise to a 
notion of structure at infinity for which the analog of Theorem 1.8, unless 
some technical assumptions are made, does not hold (see [S]). This shows that 
Theorem 1.8 is not a tautological outcome of the approach followed, but, on 
the contrary, it can be viewed as a key result in understanding the content of 
(p,(k)>. . . > n.(k)). 
In order to prove Theorem 1.8 we need first to define a Disturbance 
Decoupling Problem (DDP) associated with the given MMP (compare with 
[13,15]). To this aim, let us consider again the periodic system Z, described 
above where, now, the input uM is viewed as a measurable disturbance. The 
DDP associated with the MMP we are considering consists in finding a 
periodic feedback law of the form 
(1.10) + du,( k) 
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such that the output of the system Z, compensated by (1.10) does not 
depend on uM. The DDP in the periodic framework has been studied using 
geometric methods in [9], where the following condition for the existence of a 
solution is found. 
PROPOSITION 1.11 [9, Theorem 4.11. The Disturbance Decoupling Prob- 
lem described above is solvable- that is, there exists a feedback law with 
the desired properties - if and only if 
where v*( k ) is the maximum 
space contained in Ker(C(k) - C,(k)). 
-invariant sub 
PROPOSITION 1.12. The MMP is solvable if and only if the associated 
DDP is solvable. 
Proof. Let 
+ du,( k) 
be a solution of the DDP, so that the output of 
y(k) = (C(k) -C,(k)) :‘;;, i I M 
does not depend on uMM. This is equivalent to saying that, denoting by xD a 
vector of the same dimension as xM, the dynamic compensator 
xD( k + 1) = uo( k) 
252 
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are a solution of the MMP. Conversely, let r&k + 1) = B,(k)u,(k), and 
be a solution of the MMP. The same feedback law is clearly a solution of the 
DDP concerning the system 
x(k) 
x,(k) 
x&4 
y’(k) = (C(k) 0 
where Us is a measurable disturbance. The existence of a solution to this 
problem implies that 
b&-l)/ \o .o 
where V*(k) is the maximum 
i 
B(k-1) 0 
0 B,(k - 1) 
0 0 
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-invariant subspace contained in Ker( C( k) 0 - C,(k)). Taking the quotient 
by 
we get 
““jBM(kO-1)) jR(k;l)/> C V*( k)/X, + Im 
and this, since V*(k)/X, is 
i( 
-invariant, implies 
the condition of Proposition 1.11. n 
Using the above results, we can now prove 1.8 as follows. 
Proof of Theorem 1.8. Let us state precisely some notation. By V*(k) 
and by {V’(k)} we denote respectively the maximum (A(k), B( k))-invariant 
subspace contained in Ker C(k) and the sequence of subspaces generated by 
Algorithm 1.3 that converges to V*(k). By V*(k) and by {V”(k)} we denote 
respectively the maximum 
(i 
A(k) 0 
H 
B(k) 0 
AM(k) ’ 0 &f(k) 11 
-invariant 
0 
subspace contained in Ker( C( k) - C,(k)) and the sequence of subspaces 
generated by Algorithm 1.3 that converges to V*(k). In particular, the 
structure at infinity of Z and that of 2, are described respectively by the 
sets of functions 
i 
p,+,(k) =dim 
ImB(k-l)nV’(k) 
ImB(k-l)nV*(k) i 
and 
I 
Im B(k-1) 
i 
0 
0 
Bidk - 1) 
W’(k) 
p,+i(k) = dim 
Im B(k-1) 
i 
0 
0 B,(k - 1) nV*(k) 
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Necessity: We divide this part of the proof into three steps. 
Step 1. By Proposition 1.11 we have that the MMP is solvable if 
hn( B,(;_l)) cF(k)+Im( y-1) j. 
Since V*( k ) is also 
A(k) 0 B(k) 0 
0 
ii A,(k) ’ 0 B,(k) 
-invariant, it is 
contained in V*(k). Hence, the condition of Proposition 1.11 implies 
Step 2. Denoting by X, X,, and X@X, respectively the state spaces of 
Z, Z,, and Z,, we have, with a slight abuse of notation, 
and we can prove, by induction, that V’(k) =V’(k)n X for all i, k. In fact, 
this is true for i = 0 and all k, and if, for a given j, Vi(k) = Vj(k)n X for all 
k, then we have 
Vj+r(k)=KerC(k)nA-‘(k)[Vi(k+l)+ImB(k)] 
=XnKer[C(k) -C,(k)] 
nA-*(k)[Vj(k+l)nX+ImB(k)] 
=XnKer[C(k) -C,(k)] 
n 
A(k) 
0 
Vj(k+l)+Im 
= X nKer[ C(k) -C,(k)] 
A(k) 0 -i 
n 
0 A,(k) j [ 
=Vj+l(k)nX for all k. 
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Step 3. Using the results of steps 1 and 2, we have, for any i, k, 
ImB(k-l)nV”(k) 
pi+l(k)=dim ImB(k_l)nV*(k) 
=dim[ImB(k-l)nV’(k)] -dim[ImB(k-l)nV*(k)] 
=dim[ImB(k-l)nV’(k)nX] -dim[ImB(k-l)nV*(k)nX] 
=dim[Im/B(k~l))nVi(k)] -dim[Im( ‘(‘i’))nV*(k)] 
= dim Vi( k ) - dim Im [ ( B(kO- ‘)) +v’(k)] 
- dimV*(k)+dim Im [ [“(k; “i +V’(k)] 
0 
B&k - 1) 1 1 +Vi( k) 
- dimV*(k)+dim 
B(k-1) 0 
0 &4(k - 1) 
B(k-1) 0 
0 B,(k - 1) 1 1 nV”(k) 
B(k-1) 0 
0 %(k - 1) 1 1 nV*(k) 
Im 
= dim i 
W-1) 0 
0 B,dk - 1) 
nVi(k) 
0 i =~i+l(k), 
4Ak - 1) 
nV*( k) 
as claimed. 
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Sufficiency: Let the structure at infinity of Z and of 2, be equal. 
Then, for all i, k, we have 
B(k-1) 0 
0 &(k - 1) 
= dim Im 
I i 
B(k-1) 0 
o 
%(k - 1) 
-dim[ImB(k-l)nV*(k)] 
= dim Im 
B(k-1) 0 
0 &(k - 1) i 
- dimIm B( k - 1). 
As a consequence, 
B,(l_ 1)) +V’(k)] - dim[Im[R(ki ‘)) +v’(k)] 
= &mIm B’ki ‘) 
i 
0 
h.,(k - 1) 
B(k-1) 0 
0 %(k - 1) 
Let us denote the above difference by d,(k). Since d,(k) = 0 for all k and 
V’(k) = X nV"( k), we can assume as inductive hypothesis that d,(k) = 0 
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and V1( k) = X nV'( k) for i < j and for all k. In particular, this implies 
BM(i_ I> 1 +Vj(k)] = dim[Im( Bcki “1 +Vj(k)]. 
This allows us to obtain, as in the first part of this proof, that Vi”(k) = 
X n Vj’ r(k). Then, using the fact that Im B(k-1) 
i 1 0 
is contained in X, we 
get 
This proves inductively that d,(k) = 0 for all i, k. So, in particular 
dim Im 
[ i 
B(k - 1) 
0 
B,cz_ lj) +V*(k)] = dim[Im[ B(kL ‘) 1 +V*(k)] 
and therefore 
By this last relation we have that V*(k) is also 
i i) 
ii 
A(k) 0 o 
I 44(k) ’ 
B(k) 
0 
-invariant and hence, since V*(k) c Ker[C(k) - C,(k)], the con- 
dition of Proposition 1.11 holds. n 
2. STRUCTURE AT INFINITY-ALGEBRAIC APPROACH 
The previous definition of structure at infinity for periodic systems was 
obtained by extending the classical geometric approach. In the linear time 
invariant case another way of introducing the concept of structure at infinity 
-or, if one prefers, a different characterization of the same-is provided by 
the Structure Algorithm, introduced by Silverman in [19] and subsequently 
developed in [20]. Our aim in this section is to extend this approach to the 
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periodic case we are dealing with and to compare a possible alternative 
definition of structure at infinity so obtained with that of Definition 1.5. To 
begin with, we introduce a Periodic Structure Algorithm, which generalizes 
that of [ 191 and which, applied to a system Z: of the form (l.l), produces a 
sequence of integer valued o-periodic functions qi(k). 
ALGORITHM 2.1 (Periodic Structure Algorithm). Given a system Z of the 
form (l.l), set, preliminarily YO( k) = Y(k), C,(k) = C(k), 9o(k) = 0, and 
d,(k) = p ( = dimY) for all k. 
Step 1. Write M,(k) = (0 Idock+ 1j), and compute 
MO(k) 
Y,(k) 
i 1 Y”(k + 1) 
=YO(k+l)=CO(k+l)x(k+l) 
=C,(k+l)A(k)x(k)+C,(k+l)B(k)u(k). 
Define 
q,(k)=rankCO(k+l)B(k). 
If S r( k) denotes a’ nonsingular matrix such that 
D,(k)=S,(k)C(k+l)B(k)=j 
Di( k ) \ } 9i( k ) independent rows 
\ o I}d,(k+1)+9,(k)-91(k)’ 
set 
Y,(k) = S,(k)‘&(k) 
Y,-,(k) = 
and set 
Yom 
dk + 1) 
Ci-,(k) 
c-,(k) 
i 
C,(k) 
= cl(k) 1 x(k) + 
x(k) + Di-I(k) 
0 I u(k) 
i 
zq,_p4 0 0 0 
M,-,(k)= o 
0 0 cl_,(k +1> 
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where dim,(k) = d;_,(k +l)+ qi_z(k) - qi_i(k). Then compute 
i 
c*- dk) = 
G_,(k + l)A(k) i 
x(k) 
i 
Di-i(k) 
+ c_,(k+l)B(k) 
u(k)> 
and define 
qi( k) = rank 
i 
Di-l(k) 
c-i(k+l)B(k) 
If S,(k) denotes a nonsingular matrix such that 
Di(k) = S,(k) 
i 
D,-,(k) } q,(k) independent rows 
C,-i(k+l)B(k) 
define 
(Remark that dim yi( k) is not constant but, like the dimensions of M, _ i(k), 
depends on k.) 
REMARK 2.2. We point out that Algorithm 2.1 is essentially different 
from the time varying version of the Structure Algorithm discussed in [19, 
§VI]. In fact, no assumption of regularity in the sense of [19]-that is, 
constant rank for the matrices Di(k) and C,(k)B(k)-is made on 2, as this 
would clearly make no sense in our context. 
The above algorithm applied to a time invariant system Z behaves as the 
classical Structure Algorithm, and in this case the functions qj( k) becomes a 
set of constant indices that are known to contain all the information about 
the structure at infinity of C (see 1201). On this basis, from an abstract point 
of view, the qi( k)‘s could serve to define a notion of periodic structure at 
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infinity alternative to that of Definition 1.5. The basic result of this section is, 
however, that the p,(k)‘s and the qi(k)‘s define essentially the same struc- 
tural invariants. More precisely, under the assumption that the columns of 
the input matrix B(k) in Definition 1.1 are independent for all k, we have 
the following 
PROPOSITION 2.3. The following relation holds for i = 1,. . . , T, and all k: 
q,(k) = p,(k + 1) - Pi+ l(k + 1). 
Remark, in particular, that for i = r the above relation becomes 
dk) = p,(k +l). 
REMARK 2.4. To clarify the significance of Proposition 2.3, it is interest- 
ing to make a comparison with the situation concerning nonlinear systems. As 
we mentioned in Remark 1.9, the geometric approach to the notion of 
structure at infinity has been extended to affine nonlinear systems in [18]. In 
[17], a different approach based on an extension of the structure algorithm, 
the so-called Singh algorithm, has been followed. Although both are interest- 
ing in connection with specific control problems, the two approaches give 
rise to essentially different structural invariants for nonlinear systems. There- 
fore Proposition 2.3 shows an inobvious, strict analogy between the discrete 
time periodic case and the linear time invariant one. Such an analogy 
provides one more reason to interpret (p,(k), . . . , p,(k)) as a generalization of 
the structure at infinity to the periodic case. 
To prove Proposition 2.3 we introduce a sequence of periodic matrices, 
associated with the system Z, defined recursively as follows: 
T,(k) = empty matrix (for consistency in formulas), 
i 
C(k +l)B(k) I 0 
-_---------_-____-_-_-_-_-_-_ I_________ 
I 
Ti( k) = 
C(k+2)A(k+l)B(k) I 
/ T,_,(k+l) 
C(k+i)A(k+i-;).*.A(k+l)B(k) i 
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for i=l,... . The T,(k)‘s can be viewed as a generalization of the Toeplitz 
matrices associated to a stationary linear system considered, in particular, in 
WI. 
The pi( k)‘s, the qi( k)‘s, and the Ti( k)‘s are related to each other as 
described in the following propositions. 
PROPOSITION 2.5. The following relation holds for all i = 1,. . . , r, and 
all k: 
qi(k)=rankq(k)-rankT,_,(k+l). 
Proof. Let Si(k), C,(k), cj(k), and Di(k), i = 1,. . . , r, denote the matri- 
ces considered in Algorithm 2.1. Given Ti( k), we have 
diag{S,(k),..., S,(k+i-l)}T,(k)=T,‘(k) 
i D,(k) I 1 o I 0 
0 I 0 1 0 _-_----_-_----_-_-_~_____-+----------_----_-_-_--_ 
C,(k + I)R(k) ; Dl(k+l) ; 0 
= C:,(k+l)R(k) 0 
___1______1______~~_-_-_--_-_-!--_ 
1 I 
-------_-----------~------f--_-__-_-_-_-__-_-__~___ 
C,(k+i-l)A(k+i-Z)...B(k), ... , C,(k+i-l)B(k+i-2) D,(k+i-I) 
\C~,(k+i-l)A(k+i-2)~.~B(k) 1 ... i c,(k+i-l)B(k+i-2) 0 
Multiplying by a suitable permutation matrix P,(k), we get 
P,(kP’il.‘(k) 
D,(k) I 0 I 1 I 0 
(:,(k + I)B(k) I 0 1 I I 0 
C,(k + l)B(k) 
I----- I 
I D,(k+l) , 0 
~:,(k+2)/I(k+l)R(k) 1 d,(k+2)B(k+l); 0 
---------------_-_-T--_-_-_-__~_-____----------------- 
I I _________~_________+-----~----~-------_-_-_-__-_-_~___ 
C,(k + i ~ l)A(k + i - 2). ‘. B(k) I 
I 
) C,(k+i-l)B(k+i-2) D,(k+i-1) 
0 1 0 I 0 0 
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and then 
diag{S,(k),...,S,(k+i+2),I}P,(k)Z’,’(k)=Ti2(k) 
= 
/ Q(k) I I n i 0 
0 I 0 ’ 
C2(k + l)R(k) 
-_-+-_-_-+_-_------------------ 
I Wk+l) , 0 
&(k +l)R(k) 
I 
I 0 I 
. 0 
7------7-------------------r-_- 
I I 
---------~-_-_-----~------+--------_-_-_--_-_-_~__- 
C,(k+i- l)A(k+i-2)...B(k) I ..’ 
0 
I 
; C,(k+i-l)B(k+i-2) D,(k+i-1) 
, I 0 / rl 0 
The procedure of multiplying by a suitable permutation matrix and a block 
diagonal one of the form described can be repeated until we get 
&(k)T’(k) 
I D,(k) I 0 I I I 1 0 
C:, ~,(k+l)B(k) 
~~~~_~_~~~~~~_~_~_~~~ 
I o,-l(k+l) , 
---_-_----~-_-_(~_-_ 
___________-_------~_-_-_-_-_---+-_-_-__-_-_-_-~-------- 
C, ,(k+Z)A(k+l)B(k) 
= _______-_-_-_-_---- ~_~~_________L_____~_~-_-_-_-L--11--- 
(k+2)B(k+l) 1 D._ (k+2) 
I I I 
_-_;------------~------ : I 
C,(k+i-l)A(k+i&2)...B(k) I I C,( k + i - 1)Bo; ,!?)I -Df (k+i--lT 
\ 0 
I 0 I 0 I I I I 0 
Clearly rank Y;(k) = rank Pi(k)Ti’(k) = 9,(k + 1 - 1) + 92( k + i - 2) 
+ . . . + qi( k) and therefore, recursively, si( k) = rank T(k) - ql( k + i - 1) 
- . . . -9i_I(k+1)=rank~i(k)-rankTi_l(k+1). n 
PROPOSITION 2.6. Let the V’( k)‘s be the spaces constructed by the 
invariant subspace Algorithm 2.1, and let the W”(k) be defined as 
Wi( k) = 
/ 
C(k) 
I 
I 0 ’ 
____________________----_~----_-- 
1 
(In 0 ... 0)Ker 
C(k + l)A(k) I 
I 
I T,-,(k) ’ 
,C(k+i-l)A(k+i-2) . ..A(k) j 1 
DISCRETE TIME LINEAR PERIODIC SYSTEMS 263 
Then, fori=l,..., we have V’(k) = W’(k) for any k E Z. 
Proof. By definition V’(k) = W’(k) for all k. Assume that Vj( k) = 
Wj(k) for all k, and compute V j”(k) = KerC(k)n A-‘(k)[Vj(k +l)+ 
ImB(k)]. By C(k)Vj+‘(k)=O and A(k)Vjt’(k)cVj(k+l)+ImB(k)= 
Wj(k +l)+ImB(k), we get 
I C(k) 
\ 
C(k+l)A(k) 
vj+i( k) 
,C(k+j)A(k+‘j-l)...A(k), 
i 
0 
C(k+l) 
C 
,C(k+ j)A(k+ j’-l)..-A(k+l) 
c 
[Im B(k) + Wi( k + l)] 
C( k +i)B(k) 
C(k+ j)A(k+ j-;)...A(k+l)B(k) 
\ 
u+ Tj_,(k +1)U-“, 
/ 
where the last inclusion is due to the definition of Wj(k + 1). This is 
sufficient to show that 
vj+l( k) c 
/ C(k) ’ 0’ ____________________-_-~-_-_- 
I 
(Zn 0 ... 0)Ker 
C(k + l)A(k) I 
j Tj(k) 
=wj+‘(k) 
\C(k+ j)A(k+‘j-l)...A(k) j 
Conversely, by definition, W j”‘(k) is contained in Ker C(k) for all k, and it 
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verifies the relation 
/ 
C(k+l) \ 
C(k+2)A(k+l) 
A(k)Wj+‘(k) 
\C(k+j)A(k+j’-l)...A(k+l), 
i 
C(k+l) 
C 
C(k+2)A(k+l) 
ImW+ ( Tj_,pk +l)iLT”-l). 
\C(k+j)A(k+j-l)...A(k+l)I 
This implies that A( k)Wj+‘(k) is contained in Wj( k + 1) + Im B(k) = 
Vk(k+l)+ImB(k),andthereforeWj+‘(k)cVjt’(k). n 
Using the characterizations of the qi(k)‘s and the V”(k)‘s in terms of the 
matrices Ti( k) provided by the above propositions, we can now prove 
Proposition 2.3. 
Proof of Proposition 2.3. Let us recall that 
ImB(k-1) 
pl(k)=dim ImB(k-l)nV*(k) 
=dim(ImB(k-l))-dim(ImB(k-l)nV*(k)) 
by definition. Using the hypothesis that B(k) is fuU column rank for ail k, we 
can therefore set dim[Im B( k - 1) n V*(k)] = dim U - pi(k) = m - pl( k). So 
we get 
ImB(k - 1)n V’(k) 
pi+l(k)=dim ImB(k_l)nV*(k) 
=dim[ImB(k-l)nV’(k)-dim(ImB(k-l)nV*(k)] 
=dim[ImB(k-l)nV’(k)] -m+p,(k). 
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By Proposition 2.6, 
dim[ImB(k - 1)n V’(k)] 
= dim[Im B(k - 1)] n 
(I,, 0 ... O)Ker 
=dim(B(k-1) 0 
= dim[Ker Ti( k - l)] 
C(k) 
C(k + l)A(k) 
C(k+i-l)A(k+i-2) 
.. O)Ker[T,(k - 1)] 
-dim[KerT,(k-l)nKer(B(k-1) 0 ..a 
=dim[Kerrl;(k-I)] -dim[KerT,_,(k)], 
-- 
. 
I 
I 
------- 
I 
I 
I 
I 
I 
.A(k) j 
0>1 
0 
--_--- 
T,-,(k) 
using again the hypothesis that B(k) is full column rank for all k. There 
fore, p,+,(k) = dim[Ker Ti(k - l)] - dim[Ker ?‘_,(k)] - m + p,(k) = m x i 
- rankT,(k - 1) - m X (i - 1) + rank?_,(k) - m + pi(k) = - qi(k - 1) 
+p,(k)orq,(k)=p,(k+l)-pi+,(k+1)foraUkandi=l,...,asclaimed. 
REMARK 2.7. From the notion of periodic structure at infinity we have 
introduced, one could possibly be interested in deriving that of zero at 
infinity for discrete time periodic systems. To investigate the features of such 
concept is beyond the scope of this paper. We would like however to point 
out some remarks on its time varying character, in connection with other 
notions of zeros which apply to our case. A general definition of finite zeros 
for time varying linear systems has been investigated in [II]. According to 
the definition given in that paper, any single zero is described by a function 
of time. More specifically, finite zeros for discrete time periodic systems have 
been considered in [3] (only for single input, sin.gle output systems) and in 
[lo]. For our present concerns, the definitions proposed in those papers differ 
in that, according to the first one, a periodic system has a constant number of 
finite zeros, while, according to the second one, only the zeros not located at 
0 are constant and the number of those located at 0 varies periodically with 
time. The fact that the zeros at infinity defined by means of Definition 1.5 
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are time varying quantities agrees therefore with what was proposed both in 
[ 1 l] and (remarking that one should expect a symmetry between the behavior 
at infinity and that at 0) in [lo]. 
EXAMPLE 2.8. Let us consider the discrete time e-periodic system Z 
defined by 
r(k +l) = A(k)x(k)+ B(k)u(k), 
Y(k) = C(kb(k), kEZ, 
where 
Applying Algorithm 1.3, we have 
V’(k) = X; 
V’(O)=span{(O 0 l)T}, Vl(l)=span{(O 1 O)T}; 
V2(0) = (0)) V’(l)=span{(O 1 O)T}; 
W(O) =V3(1) =V*(k) = (0). 
So T = 3 and, computing the p,(k)‘s, we get 
p,(k) = 2; 
P,(O) = 0, P,(l) = 1; 
P3(0) = 0, P,(l) = 1. 
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Applying Algorithm 2.1 we obtain at the first step 
267 
49 = 1, 410) = 2 
For the second step, we compute, by d,(k) = d,(k + 1) + qO( k) - q,(k), 
d,(O) = 2 - 1= 1, d,( 1) = 2 - 2 = 0, 
and therefore we have 
M,(O)=(l 0 0 o), M,(l)= ig % ; kj, 
M,(O) 
Y,(O) 
i 1 y(1) =(l 0 0)@)+(1 0>40)=Y,&0~ 1 
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and then 
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0 1 0 
= i 2 -2 0 
0 -1 0 
As a result, in particular, 
I x(l)+ 
i 
0 2 0 1 
I 41) = Y,(l). 
92(o) = 1, 92(l) = 2. 
For the third step, we start with 
d,(0)=0+1-l=O, d,(1)=1+2-2=1; 
M,(O) = (; ; 8 y 1 > M,(l) ( 1 0 0 = 0 10 0 1 ; 
zz 
(0 (o ‘1 ‘@B(O) 
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Therefore, 
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and one can easily verify that the relations q(k) = pi( k + 1) - pi+ r( k -I- 1) 
hold, in this case, for i = 1,2,3 and any k. 
Computing the matrices q(k) for i = 1,2,3, we obtain the following: 
0 0 0’ 0 1 0 0 
0 0 0 
T,(O) 
2 0 0 0 
= 10 1’ 
/ 
10 10’ 
-2 2 0, 1 0 0 0 i 
i 0 1 0 0 0 0 0 ‘i 
W) 1 ; 1 0 1 0 0 = 
-2 2 0 0 0’ 
I 1 -1 0 10  0 0 10 0 i 
i 2 0 0 1 0 0 0 0 
1 
T,(l) ; ; :, 0 0 0 = 
0 0 0’ 
i 0 1 -4 2 0 2 -2 1 0 2 0 1
I 
Hence rank T,(O) = 1, rank T,(l) = 2, rank T,(O) = 3, rank T,(l) = 3, rank TJO) 
= 5, rank T3( 1) = 5, and one can easily verify that, in this case, the relation 
q,(k) = rank 2;(k) - rank T,_ l(k + 1) holds for i = 1,2,3 and any k. 
3. CONCLUSION 
Two different approaches to the notion of structure at infinity, originally 
developed for linear time invariant systems, have been extended to the case 
of discrete time periodic systems. Both approaches have been proved to 
determine essentially the same structural invariant, which is represented by a 
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sequence (Pi(k),..., p,(k)) of integer valued periodic functions. By construc- 
tion and in connection with a specific control problem, namely the model 
matching problem, such a sequence appears to be a proper generalization of 
structure at infinity, and it has therefore been called the periodic structure at 
infinity. 
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