The self-organizing map (SOM) and neural gas (NG) and generalizations thereof such as the generative topographic map constitute popular algorithms to represent data by means of prototypes arranged on a (hopefully) topology representing map. However, most standard methods rely on the Euclidean metric, hence the resulting clusters are isotropic and they cannot account for local distorsions or correlations of data. In this contribution, we extend prototype-based clustering algorithms such as NG and SOM towards a more general metric which is given by a full adaptive matrix such that ellipsoidal clusters are accounted for. Thereby, the approach relies on a natural extension of the standard cost functions of NG and SOM (in the form of Heskes) and is conceptually intuitive. We derive batch optimization learning rules for prototype and matrix adaptation based on these generalized cost functions and we show convergence of the algorithm. Thereby, it can be seen that matrix learning implicitly performs local principal component analysis (PCA) and the local eigenvectors correspond to the main axes of the ellipsoidal clusters. Thus, the proposal also provides a cost function associated to alternative proposals in the literature which combine SOM or NG with local PCA models. We demonstrate the behavior of the proposed model in several benchmark examples and in an application to image compression.
Introduction
Introduction of SOM towards a data optimum neighborhood structure such that a representation by prototypes and topographic mapping of data can be achieved without any constraints on the topology given by a prior lattice structure [19] . Both methods have in common that they extract typical prototypes from the data which are arranged according to the local data characteristics. Thereby, neighborhood integration accounts for a very robust behavior of the models. A variety of alternative prototype based clustering methods have been proposed including standard vector quantization e.g. by means of the popular k-means algorithm, probabilistic extensions such as mixture of Gaussians, or fuzzy variants of prototype-based clustering [3, 10, 28] .
Standard NG and SOM are based on the Euclidean metric. Correspondingly, the found clusters are isotropic with spherical class boundaries. Several methods extend SOM and NG towards more general distance measures, such as median or relational clustering which allows to process general dissimilarity data given by pairwise distances only [6, 9] . These methods, however, use a fixed priorly chosen metric. For the Euclidean setting, a number of approaches which adapt the distance calculation to the data at hand have been proposed such that more general cluster shapes can be accounted for.
The methods [23, 24] extend the setting towards a semi-supervised scenario and they adapt the metric such that the aspects which are relevant for the supervised labeling of data are emphasized in the visualization. Being semi-supervised, these settings require additional knowledge for the adaptation of the metric parameters.
Methods which are solely based on the unsupervised training data for the neural map include the popular adaptive subspace SOM which extracts invariant features in terms of invariant local subspaces attached to the prototypes [15] . A similar idea is proposed in the approaches [17, 21, 26, 1, 13] where prototypes are enriched by vectors corresponding to the local main principal directions of the data. These methods combine principal component analysis (PCA) techniques such as Oja's rule and extensions thereof with a vector quantization scheme such as SOM, possibly using an enriched metric. Thereby, the approaches rely on heuristics, or the learning rules are derived separately for clustering and PCA, respectively. Partially, the methods also formally establish stability of parts of the learning rules such as [21] . Up to our knowledge, however, none of these approaches derives the learning rules of vector quantization and determination of the principal directions from a uniform cost function. One exception is the approach presented in [27] which derives learning rules of class centers and principle directions from a uniform statistical approach which models PCA by means of a latent space model. Learning rules can be derived by means of the EM algorithmhowever, the simplicity of most other models is not preserved and the method is sensitive to initialization of the parameters. We will argue in this approach that local PCA learning and vector quantization can be derived from a cost function which constitutes a simple extension of the standard cost function of NG towards an adaptive metric. As a side effect, convergence of a robust batch optimization scheme can be easily shown.
There exist several approaches in the literature which enrich the metric used for vector quantization towards a general adaptive form. One very elegant possibility represents the metric by a full matrix which can take an adaptive weighting of the dimensions as well as correlations of dimensions into account. This scheme has been integrated into standard k-means algorithm and fuzzy extensions thereof as well as supervised prototype-based learning schemes such as learning vector quantization [22, 12, 25] . Interestingly, for k-means and fuzzy-k-means, matrix adaptation corresponds to an estimation of the local Mahalanobis distance of data. Hence the local principal directions are implicitly determined in these approaches and clusters are given by ellipsoids aligned along the local principal directions of data. Up to our knowledge, no such extensions of neural vector quantization schemes such as NG and SOM towards a general matrix exist.
In this approach, we extend NG and SOM towards a general adaptive matrix which characterizes the metric. We derive update rules of the parameters based on a uniform underlying cost function of NG and SOM in the variant as proposed by Heskes [11] , relying on batch optimization schemes. The resulting update rules for the matrix correspond to a generalized Mahalanobis distance, hence the method can be linked to local PCA methods. We show convergence of the update rules, and we demonstrate the behavior in a variety of benchmark examples and an application to image compression. It can be seen that a very robust method results which is very insensitive to initialization of the parameters.
Topographic neural maps
Assume data points x ∈ R m are distributed according to a probability distribution P . The goal of prototype based clustering is to represent data by means of prototype vectors w i ∈ R m , i = 1, . . . , n, such that they represent the distribution as accurately as possible. Thereby, a data point x ∈ R m is represented by the winning prototype w I( x) which is the prototype located closest to the data point, i.e.
measured according to the squared Euclidean distance
The mathematical objective of vector quantization is to minimize the quantization error
where δ i,j denotes the Kronecker delta symbol. Given a finite set of training examples x 1 , . . . , x p , the popular k-means algorithm optimizes the corresponding discrete cost function 1/2 · n i=1 p j=1 δ i,I( x j ) ·d( x j , w i ) by means of an EM scheme, subsequently optimizing data assignments and prototype locations by means of the updates
Since the cost function (3) is usually highly multimodal, k-means clustering gets easily stuck in local optima and multiple restarts are necessary to achieve a good solution. NG and SOM offer alternatives which integrate neighborhood cooperation of the prototypes and, this way, achieve robustness of the results with respect to prototype initialization. In addition, neighborhood cooperation accounts for a topological arrangement of prototypes such that browsing and, in the case of SOM with low-dimensional lattice structure, direct visualization of data become possible. The cost function of NG is given by
where k i ( x) ∈ {0, . . . , n − 1} constitutes a permutation of prototypes arranged according to the distance for every x. If the distances are mutually disjoint, it is given by
If distances coincide, ties are broken arbitrarily. h σ (t) = exp(−t/σ) is a Gaussian shaped curve with neighborhood range σ > 0. Obviously, for vanishing neighborhood σ → 0, the quantization error (3) is recovered. NG is usually optimized by means of a stochastic gradient descent method. Alternatively, for a given finite data set as above, the corresponding discrete cost function
can be optimized in a batch scheme in analogy to k-means (4) using the update rules
as pointed out in the approach [6] . During training, the neighborhood range σ is annealed to 0 such that the quantization error is recovered in final steps. In intermediate steps, a neighborhood structure of the prototypes is determined by the ranks according to the given training data. This choice, on the one hand, accounts for a high robustness of the algorithm with respect to local minima of the quantization error, on the other hand, NG can be extended to extract an optimum topological structure from the data by means of Hebbian updates [20] . Due to its simple adaptation rule, the independence of a prior lattice, and the independence of initialization because of the integrated neighborhood cooperation, NG offers a simple and highly effective algorithm for data clustering. SOM uses the adaptation strength h σ (nd (I(
, where nd is a priorly chosen, often two-dimensional neighborhood structure of the neurons. A low-dimensional lattice offers the possibility to visualize data easily. However, if the primary goal is clustering, a fixed topology puts restrictions on the map and topology preservation can be violated. The original SOM does not possess a cost function in the continuous case and its mathematical investigation is difficult [4] . A slight change of the winner notation can be associated to a cost function as pointed out by Heskes [11] .
We substitute the winner by
i.e. the prototype which is closest to x averaged over the local neighborhood of the prototype. This way, SOM optimizes the cost
as pointed out by Heskes [11] . Like NG, SOM is usually optimized by means of a stochastic gradient descent. For a given finite set of training data as beforehand, alternative batch optimization is possible characterized by the iterative updates
of assignments and prototype vectors. The neighborhood strength is thereby annealed σ → 0 (or a small nonvanishing value, respectively, depending on the application area) during training. This yields to a very fast adaptation towards a topology preserving map (for nonvanishing σ) such that browsing and, in the case of a low dimensional lattice, data visualization become possible. Topological mismatches can occur due to two reasons, a mismatch of data and lattice topology or a too fast adaptation, as discussed e.g. in [8] .
It has been proved in [6] that batch SOM and batch NG converge to a local optimum of the corresponding cost functions in a finite number of steps. Both methods offer clustering schemes which require only a few parameters: the number of clusters and the number of training epochs, such that robust methods are obtained which do not need a time consuming optimization of additional meta-parameters such as the learning rate.
Matrix learning
Classical NG and SOM rely on the Euclidean metric which induces isotropic cluster shapes. Thus they cannot account for a different scaling or correlation of the data dimensions. General ellipsoidal shapes can be achieved by the generalized metric form
instead of the squared Euclidean metric (2) where Λ i ∈ R m×m is a symmetric positive definite matrix with det Λ i = 1. These constraints are necessary to guarantee that the resulting formula defines a metric which does not degenerate to a trivial form (Λ i = 0 constituting an obvious trivial optimum of the cost functions). A general matrix can account for correlations and appropriate nonuniform scaling of the data dimensions. Obviously, an optimum matrix Λ i is not known before training. Therefore we optimize the parameter Λ i according to the given training data. The following cost functions result:
for matrix NG and
for matrix SOM, whereby the assignments k i ( x) and I * ( x), respectively, are computed based on d Λi , and Λ i is restricted to symmetric positive definite forms with det Λ i = 1.
Matrix NG
We derive batch optimization schemes for matrix NG and matrix SOM based on these cost functions. First, we consider matrix NG. We assume that a finite number of training data x 1 , . . . , x p are given and we consider the associated discrete cost function of NG. As for batch NG, we introduce hidden variables k ij for i = 1, . . . , n, j = 1, . . . , p which constitute a permutation of {0, . . . , n − 1} for every fixed j, and we extend the cost function to
where the hidden variables k ij take the place of the original values k i ( x j ), the latter depending on w and Λ. Obviously, optimum assignments k ij fulfill the equality
for optimum choices of the hidden variables k ij . Batch optimization, in turn, optimizes the hidden variables k ij for fixed Λ and w, and it determines optimum parameters Λ and w given fixed assignments k ij . Because the cost function E NG ( w, Λ, k ij ) has a much simpler form w.r.t. w and Λ than the original one, optima can be determined analytically.
The learning algorithm is obtained by computing the optima of the function E NG ( w, Λ, k ij ) for fixed k ij and, in turn, for fixed w i and Λ i , respectively.
• Optimization w.r.t k ij : As already stated, optimum assignments obviously fulfill the equation
given the constraints on k ij and fixed w and Λ.
• Optimization w.r.t. w i : Given fixed k ij , the directional derivative of E NG with respect to w i into direction ξ ∈ R m has the form
For a potential local optimum, this must be 0 for all directions ξ. Therefore, we find j h σ (k ij )( w i − x j ) = 0 for all i and, hence
Note that the function E NG constitutes a quadratic form with respect to w i with diagonal Hessian matrix with entries j h σ (k ij )Λ i , which is positive definite since the matrices Λ i are. Thus, the function must have a local minimum which is also the global minimum. Thus, the above value constitutes a global optimum for w i given fixed k ij and matrices Λ i .
• Optimization w.r.t. Λ i : We ignore the constraint of symmetry and positive definiteness of Λ i for the moment. Taking into account the constraint det Λ i = 1, we arrive at the Lagrange function
with Lagrange parameters λ i ∈ R. Taking the derivative w.r.t
This must be 0 for local optima within the feasable range of the parameters, hence
because det Λ i = 1. We set
Using this definition, we have S i Λ i = λ i I, I being the identity, and, hence,
This is well defined if S i is invertible, which is the case if there exist at least n linearly independent vectors x j − w i in the data set. Otherwise, the pseudoinverse should be used. Note that Λ i is symmetric because S i is symmetric, and Λ i is positive definite if S i is positive definite, which is also guaranteed if there exist n linearly independent vectors x j − w i . Thus the resulting matrix fulfills the conditions of a metric.
We want to investigate whether this choice of the matrices gives a global optimum of the cost function for fixed assignments k ij , or whether this choise only gives a local optimum or a saddle point. We assume that S i is invertible. We make the even stronger assumption that the variance of the data does not vanish in any dimension. Note that we can represent every symmetric matrix Λ i with determinant 1 uniquely in the form Λ i = U t i D i U i where U i is contained in the orthogonal group O(n) and D i is a diagonal matrix with determinant 1. Hence, alternatively to Lagrange optimization, a direct optimization with respect to matrices of this form could be done and it would lead to at most the same possible local optimum. Note that matrix multiplication is continuous, as is the cost function E NG with respect to the matrices Λ i . O(n) is a compact Lie group. Hence we arrive at the borders of the feasable range of Λ i by letting a diagonal element d ij of D i tend to infitity: i.e. at the borders,
describes the coefficient l of the projection of vector x to the orthonormal system given by U i . Note that, since we assume nonvanishing variance of the data in every direction, the inequality |proj
Hence, the cost function increases beyond limits for the borders of the feasable range of the matrices. Therefore, every optimum of the cost function with respect to λ i for fixed prototypes and assignments must be a local optimum, and at least one such optimum exists. Since there is only one potential candidate for this position, we have found a global optimum of the cost function given fixed prototypes and assignments.
• Assume matrices Λ i and prototypes w i are varied at the same time. Also in this case, a global optimum is found, given fixed assignments k ij as can be seen as follows: We reach the borders of the feasable range if either a prototype component w i reaches ±∞ or a matrix element reaches d ij → ∞. As before, the cost function
Since the variance is nonvanishing in every direction, there exists for every position w i of the space and every orthogonal projection a data point j such that |proj i l ( x j − w i )| > for some > 0. Hence, if some component d il goes to infinity, the cost function increases beyond bounds. If a prototype component tends to infinity, either the term |proj
il also tends to infinity for at least one l, since the projection is orthogonal, or the term d il vanishes. In the latter case, because of det Λ i = 1, another component d il tends to infinity, thus, in both cases, the cost function increases beyond bounds. Thus, also if prototypes and matrices are optimized at the same time, one global optimum must exist, which is given by the above formulas.
While we do not need the proof that the respective values constitute global optima for the derivation of the algorithm itself, we will use this fact when addessing convergence of the algorithm. Using these equations, batch optimization for matrix NG is given by the following procedure: init w i (e.g. using random data points) init Λ i as identity I repeat until convergence determine k ij using (14) determine w i using (15) determine Λ i using (17) The matrix S i corresponds to the correlation of the data centered at prototype w i and weighted according to its distance from the prototype. For vanishing neighborhood σ → 0, the standard correlation matrix of the receptive field is obtained and the distance corresponds to the Mahalanobis distance in the receptive field of the prototype. The Mahalanobis distance corresponds to a scaling of the principal axes of the data space by the inverse eigenvalues in the eigendirections. Thus, ellipsoidal cluster shapes arise which main directions are centered along the local principal directions of the data, and the scaling is elongated along the main principal components -in these directions, the eigenvalues are large, i.e. its inverse is small; therefore, deviations along these main directions are better tolerated by the induced metric than deviations along the minor components. We conclude that matrix learning performs implicit local PCA and the main local principal components at w i can be discovered by looking at the minor principal components of Λ i . Unlike standard PCA, neighborhood cooperation is applied to both, prototype adaptation and matrix learning during batch training, such that a regularization of matrix learning is given due to the neighborhood which is beneficial e.g. for small clusters.
We would like to point out that it is easily possible to use only one global matrix Λ instead of local matrices Λ i attached to the prototypes, as proposed in [22] . The resulting formula for Λ is easily obtained from the ones given above by means of the sum of the local matrices S i . This way, the number of parameters is reduced and a global Mahalanobis distance which is derived from the data centered around their respective class prototypes is obtained.
Matrix SOM
Matrix learning for SOM can be derived in a similar way: We introduce hidden variables k ij for i = 1, . . . , n, j = 1, . . . , p which are contained in {0, 1} such that i k ij = 1 for all x j . The cost function of SOM for a given discrete data set is substituted by
where the hidden variables k ij substitute the term δ i,I * ( x j ) which depends on w and Λ. For optimum assignments k ij , the two values are obviously identical. As before, iterative optimization of E SOM ( w, Λ, k ij ) w.r.t. w, Λ and k ij is done, using the following identities:
• Optimization w.r.t. k ij : Optimum values are
• Optimization w.r.t. w i : Given fixed k ij , the directional derivative w.r.t. w i into direction ξ vanishes for all directions, hence
• Optimization w.r.t Λ i : Given fixed k ij and ignoring for the moment symmetry and positive definiteness of Λ i , we can consider the Lagrange function
with Lagrange parameters λ i ∈ R. Setting the derivative w.r.t Λ i to 0 we obtain
We set
and obtain
as before, whereby, now, the correlation matrix S i is measured taking the lattice structure of SOM into account. As before, Λ i is symmetric because S i is symmetric, and Λ i is positive definite if S i is positive definite, which is guaranteed if there exist n linearly independent vectors x j − w i . Note that vanishing neighborhood σ → 0 yields the standard correlation, i.e. ellipsoidal clusters aligned along the local principal components as for matrix NG. As before, one can see that these potential local optima constitute global optima of the cost function given fixed assignments.
Convergence
Obviously, matrix adaptation can be performed for simple k-means as well yielding the standard local Mahalanobis distance. Matrix k-means is recovered for vanishing neighborhood σ → 0 for both, matrix NG and matrix SOM. Here we exemplarily show convergence of matrix learning for NG, the argumentation for SOM and k-means being similar. We assume that the variance of the data does not vanish in any direction. Note that the cost function of NG can be written as
where
. Batch optimization substitutes the dependent values k ij ( w, Λ) by new hidden parameters which are optimized under the constraint that k ij constitute a permutation of {0, . . . , n − 1} for every fixed i. For optimum values k ij given fixed w, Λ, the equality k ij = k ij ( w, Λ) holds. Batch clustering in turn finds optimum values w and, afterwards, Λ, given fixed assignments k ij and it determines optimum assignments k ij given fixed parameters w and Λ, as we have already shown. We can assume that the respective optima are unique, which is obvious from the formulas for w and Λ, and which can be achieved for k ij by breaking ties deterministically.
Consider the function
where k ij ( w, Λ) denotes the unique optimum assignment of k ij given fixed w and Λ of the cost function. It holds E( w, Λ) = Q( w, Λ, w, Λ). Denote by w(t) and Λ(t) the values derived in batch clustering in epoch t. Then we find E( w(t + 1), Λ(t + 1)) = Q( w(t + 1), Λ(t + 1), w(t + 1), Λ(t + 1)) ≤ Q( w(t), Λ(t), w(t + 1), Λ(t + 1)) because k ij ( w(t+1), Λ(t+1)) are optimum assignments for given w(t+1) and Λ(t+1). Further, we find
because w(t + 1) is chosen as optimum value for the assignments k ij ( w(t), Λ(t)) and fixed Λ(t), and Λ(t + 1) is chosen optimum for the assignments. k ij ( w(t), Λ(t)) and fixed w(t + 1) Hence
Thus, the cost function (23) is decreased in consecutive steps. Since the assignments k ij stem from a finite set and the respective optimum values are unique, the algorithm converges in a finite number of steps towards a fixed point w * , Λ * of the algorithm. Assume that, for this fixed point, no data points x j lie at the borders of receptive fields (the latter being a set of measure 0 since optimization takes place for a finite set). Then, the underlying cost function (22) is continuous at w * , Λ * , and, since the assignments k ij are discrete, the function k ij ( w, Λ) is constant in a vicinity of w * , Λ * . Hence E(·) and Q( w * , Λ * , ·) are identical in a neighborhood of w * , Λ * , i.e. local optima of Q correspond to local optima of E. As shown beforehand, we arrive at a local optimum of this function for fixed assignments k ij simultaneously for the matrices and prototypes. Hence, we arrive at a local optimum of E itself, if no data points lie at borders of receptive fields for the final solution and the variance of the data is nonvanishing in every direction.
Complexity
We derived batch formulas for a full matrix adaptation of SOM and NG. Unlike previous work on matrix adaptation or related local PCA methods such as [17, 21, 26, 22 ] the algorithm has been derived from a single cost function which directly extends the standard cost function of NG and SOM and convergence of the algorithm can be guaranteed. Note that, unlike the approaches [17, 21, 26] neighborhood cooperation is included into the matrix update or the corresponding PCA, respectively, to make sure that a global cost function is optimized by the methods. Once the connection of matrix learning and PCA is established by means of this general derivation, heuristics which obtain an optimum matrix by means of alternative PCA schemes such as variations of the Oja rule (e.g. [21] ) are justified since they arrive at the same result for Λ as the above method. Note that, to guarantee convergence of the algorithm, it is sufficient to guarantee improvement of the cost function in every step, but a global optimum of the considered parameter need not necessarily be found. Thus convergence of alternative optimization schemes including online schemes such as gradient methods directly follows.
Batch clustering usually converges after only a very small number of epochs since the update rules can be interpreted as (fast) Newton method [3, 6] . The main complexity of matrix learning is due to the update of the matrix Λ which requires matrix inversion and a normalization by means of the determinant, i.e. steps with complexity O(m 3 ), m being the data dimensionality. While this can easily be done for low dimensional data sets, it becomes infeasible for high dimensionality. In addition, numerical instabilities can occur for higher dimensionalities and full matrix adaptation, since the variance can become very small in the minor principal components of the data. For this reason, it is advisable to use the pseudoinverse or even regularizations instead of exact matrix inversion.
The approach [21] proposes an intuitive alternative regularization scheme to reduce numerical instabilities and to obtain a lower complexity: it computes only k m major principal components and it scales all remaining dimensions uniformly. Note that the weighting should not be set to 0 to guarantee the metric property and locality of clusters, i.e. eigenvalues of matrices Λ i exactly 0 should be avoided. In the approach [21] the following metric is suggested (up to normalization which is achieved in [21] by substracting the logarithm of the determinant of the matrix):
where Λ = ΩDΩ t is the singular value decomposition of the rank k matrix Λ given by the k major principal components of the correlation matrix Ω and the inverse of the corresponding eigenvalues D, and λ * is an estimation of the variance in the remaining m − k directions. Note that this metric corresponds to the choice
where Ω ⊥ denotes an orthogonal projection to the space dual to Ω, and M λ refers to the diagonal matrix with elements (1/λ * ) 1/(m−k) . This way, only k principal components need to be computed explicitely.
We provide a theoretical justification for this procedure under the assumption that the average λ * is small in comparison to the explicit eigenvalues in Λ in the appendix.
Experiments
We test the algorithm for several illustrative two dimensional examples and benchmarks from the UCI repository [2] as well as an application for image compression. For all experiments, initial neighborhood ranges between n/2 (for NG) and n/12 (for SOM) are used and the neighborhood is multiplicatively annealed to 0 during training. Training takes place for 100 epochs. The average results over 10 repetitions are reported. We train standard k-means, neural gas, and SOM with two-dimensional rectangular neighborhood structure with and without full matrix adaptation.
Gaussian clusters
The first dataset consists of 4 two-dimensional ellipsoidal clusters as shown in Fig. 1 . We train NG, SOM, and k-means with full matrix adaptation and four prototypes. The final results are the same for all methods: after about 30 epochs, convergence can be observed and the found clusters well resemble the data clusters. For every step, we depict the major principal component of the data correlation matrix of the receptive field and the minor principal component of the matrix assigned to the prototypes. As already mentioned, these directions should become identical during training and, thus, implicit local PCA is performed by matrix NG. One can observe that the directions deviate at the beginning of training due to the influence of the neighborhood which causes an averaging of matrices. At the end, perfect agreement can be observed.
Spirals
The spirals data set is depicted in Fig. 2 . It is trained using 25 prototypes. As before, convergence can be observed after few steps. The prototypes are located on the surface and the cluster shapes are adapted to the spiral, showing elongated ellipses at the outer regions and almost circular behavior in the middle. For SOM, the same behavior can be observed, whereas k-means suffers from local optima. Fig. 3 displays the superior result obtained by neighborhood integration for SOM and NG.
Checkerboard
In the checkerboard data set, data are arranged according to a checkerboard structure with almost circular and elongated clusters, respectively, as depicted in Fig. 4 (top and bottom, respectively). 25 prototypes are adapted using matrix NG, SOM, and k-means. Obviously, NG and SOM yield perfect and robust results, whereas k-means suffers from local optima.
UCI classification data
We consider three benchmark datasets from the UCI repository of machine learning [2] :
• Iris: The popular iris data set consists of 150 data points assigned to 3 classes. Data are numerical with 4 dimensions.
• The Wisconsin diagnostic breast cancer data set contains 569 data of 2 classes represented by 32 dimensional vectors.
• The ionosphere data contains 351 examples in 2 classes, data are given as 34 dimensional vectors.
Class labels are available for the data sets, i.e. we can assign a label c i to every data point x i in the data. We evaluate the methods by the ability to group the data into the priorly given classes. For this purpose, we consider two different evaluation measures:
• Cluster coherence: Denote by c( x i ) the cluster given by a learned clustering, i.e. the number of the winning prototype. Then, we use the evaluation measure
where δ is the indicator function δ(0) = 1 and δ(t) = 0 for t = 0, and the terms c i = c j and I( x i ) = I( x j ) refer to the question whether the labels c i and c j or the winner prototypes of x i and x j , respectively, are identical. Obviously, C 1 measures the homogenity of clusters with respect to the given classification. This measure is particularly suited if we use the same number of clusters as given classes.
• Classification accuracy: Given prototypes, we assign a label C( w j ) to every prototype w j which is given by the majority of the labels of data points in the receptive field of w j . For a data point x i , the label of the winner is C( w
where I( x i ) denotes the index of the winner, as before. The classification accuracy of this function is given by
This measure can be used for any number of prototypes and classes.
For comparison, we consider the clustering which is obtained from the class-wise Mahalanobis distance; this means, the same number of clusters as given classes is considered, its prototypes are set to the centres of the classes, and the matrix is set to the standard Mahalanobis distance of the respective class, i.e. the inverse correlation matrix of the respective class. Note that the class labels have to be known for this procedure. The model corresponds to a Gaussian mixture model with unimodal classes for known class centers and correlation matrices. We refer to the result by direct Mahalanobis. Note that neither NG nor SOM has been designed for classification purposes, such that the results can only serve as an indicator of the capacity of matrix-enhanced learning. However, most evaluation measures which are based on unsupervised information only (such as e.g. quantization error, trustworthiness, . . . ) depend on the metric of data points, thus a fair comparison of euclidean and non-euclidean clustering using these alternatives is not possible.
The results (error measure C 1 and C 2 and the standard deviation) of standard NG, SOM, and k-means and NG, SOM, and k-means with matrix learning are given in Tab. 1, whereby we use the same number of cluster centres as given classes. Standard clustering yields isotropic clusters whereas matrix learning adapts ellipsoidal shapes according to the data. Obviously, neighborhood integration improves the robustness and classification ability of the method. Further, matrix adaptation accounts for an improvement of 1-9% depending on the data set due to the larger flexibility of the metric. Interestingly, the result of a direct Mahalanobis distance is worse compared to matrix clustering in breast cancer and ionosphere data sets, although the method uses the given class information and the same number of prototypes as for matrix clustering is available. This can be assigned to the fact that noise in the data set disrupts the relevant information. Unlike the direct Mahalanobis method, matrix clustering uses only those data for matrix computation which lies in the receptive field of the prototype, i.e. the geometric form is taken into account instead of the prior labeling, thus, better robustness with respect to outliers is obtained.
Naturally, the direct Mahalanobis method cannot be used in the case of unknown prior labeling or in the case of multimodal classes which should be represented by more than one prototype. Matrix clustering can directly be used in these settings.
Image compression
Vector quantization on the one hand and principal component analysis on the other hand constitute standard methods for lossy image compression [16, 5] Table 1 : Classification results of the clustering methods with and without matrix adaptation for various data sets from UCI. The mean heterogeneity of clusters measured by C and the standard deviation are reported.
quantization using p prototypes in R m is applied to this data. Afterwards, every block of the image is substituted by the coordinates of the winning prototype, i.e. every block can be encoded using only log 2 (p) bits as a reference to the corresponding prototype. Since the space to represent the prototype vectors is constant and independent of the size of the image, an average of log 2 (p)/m bits per pixel (bpp) are needed for this compression scheme.
Principal component techniques constitute transformation coding techniques of images, since they represent pixels by means of a parameterized function. Again, images are decomposed into blocks of size m = m 1 × m 1 and a standard PCA is applied to these m-dimensional data vectors. The main k principal components represent the transformation. Every block is then represented by k coefficients (these numbers are stored using T bits, in our case T = 8). The image is reconstructed by taking the sum of the k principal component directions weighted by these coefficients instead of the full information. Since the principal components can be stored independently of the image size, this compression method leads to k · T /m bbp.
Naturally, a global principal component can be substituted by local PCA techniques which arise from combined vector quantization and PCA techniques. This way, every block is represented by k PCA coefficients and a reference to the winning prototype.
Reconstruction takes place as the weighted sum of the main principle components attached to the prototype translated by the class center. This way, (k · T + log 2 (p))/m bpp are needed for the compression scheme.
We evaluate matrix clustering for image compression in comparison to a simple PCA scheme with only one set of principle components (referred to as PCA), a standard vector quantization scheme, in this case NG without matrix adaptation (referred to as NG), and to alternative transform coding schemes proposed in [27] and [13] . The method proposed in [13] (referrred to as VQPCA) directly combines vector quantization and PCA in a heuristic way. [27] proposes a probabilistic background for an interleaved PCA and vector quantization by means of a mixture of Gaussians (referred to as MoPPCA). We use a direct Matlab implementation of VQPCA, and we use the code provided in [18] for MoPPCA.
Evaluation of all compression schemes is done by the peak signal-to-noise ratio (PSNR) which is defined as follows: Assume x i is the value of the original image at a certain position and x i the reconstructed value. Assume the image consists of N pixels. The mean squared error (MSE) is defined as i x i − x i 2 /N . The PSNR consists of the scaled MSE PSNR = 10 · log 10 MAX 2 MSE where MAX denotes the maximum possible pixel value of the image (e.g. it is 255 for images represented by 8 bits per pixel.) Obviously, the higher the PSNR, the better. We evaluate the PSNR of the left half of the image which is used for training, and, in addition, we report the PSNR of the right half of the image which is solely used for testing to judge the generalization ability of the models. Both values are reported together with the standard deviation.
The results for three different images (Lena, House, and Church) and different bpp rates can be found in Tab. 2. We choose parameters of the algorithms such that the bpp rate becomes comparable (4.25, 2.25, and 1.25 bpp, respectively). The parameters are:
• vector quantization based compression using simple neural gas: number of prototypes n = 19, block size m = 1 (for 4.2479 ≈ 4.25 bpp), n = 512, m = 4 (for 2.25 bpp), and n = 32, m = 4 (for 1.25 bpp)
• Obviously, transformation encoding by local PCA methods is always superior compared to global PCA. When using the same bpp rate, simple VQ encoding yields in some cases a better PSNR than local PCA methods, which is mostly due to the fact that local PCA methods require a comparably high number of bits for the representation of the PCA coefficient (8 bits each). This could certainly be reduced. Interestingly, however, the PSNR rate for transormation encoding using local PCA methods is in many cases competitive to VQ based encoding or even superior, although the latter uses smaller window sizes and more prototypes for representation. Interestingly, the three methods considered for compression by means of local PCA seem largely comparable. Thereby, the probabilistic model based on mixtures of Gaussians gives slightly worse PSNR, which might be attributed to the different (probabilistic) cost function instead of (some form of) the standard quantization error. We show the results of the different image compression methods in Figs. 5, 6, 7. While this low bpp rate does not give satisfactory image reconstruction, as expected, the principled characteristics of the compression methods becomes obvious at this extreme setting: vector quantization based image compression leads to 'pixelized' representations, whereas compression based on global PCA yields a blurred impression. Local PCA averages between these two extremes. This seems particularly appropriate for regular textures such as the brick wall or roof of the House image. It seems less appropriate for the representation of parts of the images which are very detailled and which show a large variance such as Lena's face. Here, a compression based on small windows as taken for standard vector quantization gives a better reconstruction.
The three local PCA methods are very similar with respect to the global impression, however, when looking at image details, a few characteristic differences can be observed. In Figs. 8, 9 , a detail of the Lena image and House image, respectively, is shown for a 1.25 bpp compression. Again, one can clearly observe the pixelized compression of standard vector quantization and the blurring of global PCA. Compared to MoPPCA and VQPCA, compression by local PCA using matrix NG seems particularly suited to preserve edges in the images, as one can see from Lena's hat and the door of the house, respectively. Overall, compression by matrix NG seems particularly suited for images which display pronounced textures and edges.
Conclusions
We presented an extension of neural based clustering such as NG and SOM towards a full matrix. This way, the metric can take scaling and correlations of dimensions into account. Based on batch optimization, an adaptation scheme for matrix learning has been proposed and convergence of the method has been proved. As demonstrated in experiments, matrix NG can improve the clustering performance compared to versions which rely on isotropic cluster shapes. The method has been demonstrated on several benchmark examples.
The found results support work to derive local PCA methods in previous approaches such as [21] . Unlike these previous methods, the presented approach relies on a single cost function and convergence is guaranteed. As demonstrated in the experiments, the convergence behavior of the method is very good in practical applications. Note that, Table 2 : Results of image compression using different compression methods and parameters (as reported in the text) for three different images. The mean PSNR and its standard deviation are depicted.
once the connection of local PCA methods to matrix learning is formally established, the use of heuristics for the optimization steps in batch learning is justified, as long as they improve the respective cost terms. One possibility are online optimization methods which directly optimize the global cost function e.g. by means of a stochastic gradient descent. Alternatively, heuristics such as iterative PCA methods as presented in [21] can be included. These methods seem particularly important if the adaptation of full rank matrices is infeasible due to the data dimensionality. In this case, a restriction to a low rank adaptive approximation can be used. This can be formally justified by means of the same cost function as matrix NG if the eigenvalues in the remaining directions are small.
Appendix
We consider the alternative metric
where Λ = ΩDΩ t is the singular value decomposition of the rank k matrix Λ given by the k major principal components of the correlation matrix Ω and the inverse of the corresponding eigenvalues D, and λ * is an estimation of the variance in the remaining m − k directions. In the approach [21] , this metric has been integrated into an interleaved PCA and NG scheme to obtain very promising results. We provide a theoretical justification for this procedure under the assumption that the average λ * is small in comparison to the explicit eigenvalues in Λ.
Assume, as before, the cost function (12)
where d Λi ( x, w i ) is determined by a low rank matrix with rank k, i.e. we reduce the degrees of freedom of Λ i to symmetric positive definite matrices with determinant 1 which can be decomposed into k orthonormal directions with arbitrary scaling and m − k directions with uniform scaling. In formulas, this means that the equation
holds with α i j , (α * ) i > 0 and orthonormal vectors y j i . As before, we can investigate optimum parameters of the cost function for a batch optimization scheme, i.e. optimum assignments given fixed prototypes and matrix parameters, and, in turn, optimum prototypes w i , and optimum matrices Λ i characterized by orthonormal directions y j i and scaling terms α i j and (α * ) i , given fixed assignments. If the respective parameters are set to the optimum values (or set in such a way that the cost function is decreased in every step), convergence is guaranteed which can be seen in the same way as before. Obviously, optimum rank assignments are given by the same formula as for standard matrix NGt', the same holds for optimum prototypes. Thus, it remains to compute optimum matrices under the constraints posed on Λ i . This can be computed independently for every matrix Λ i , thus we omit the index i for simplicity. Further, for simplicity, we set
t as the generalized Mahalanobis distance which includes neighborhood cooperation. We assume that the eigenvalues of C are pairwise different (which is fulfilled almost surely). Then, the potential for matrix Λ = Λ i has the form
which has to be minimized for orthonormal y l , and α l , α
with Lagrange parameter λ l enforcing the normality of the vectors yields 2α l C t y l + 2λ l y l ! = 0 for l ≤ k and 2α
Step 2: Assume the eigenvalue for eigenvector y l is λ y l . We consider the derivative of E(Λ)+λ· l ≤k α l ·(α * ) m−k with Lagrange parameter λ enforcing determinant one with respect to α l and α * . The derivative with respect to α l for l ≤ k yields (
Similarly, the derivative with respect to α * yields l >k (
up to normalization, the coefficient α l is given by the inverse eigenvalue of y l for l ≤ k, and α * is given by the inverse of the average eigenvalues of y l for l > k.
Step 3: We want to show that the optima of E(Λ) are obtained if y l for l ≤ k refers to the k eigenvectors with largest eigenvalues of C under the assumption that the eigenvalues y l are small for l > k. We will derive an explicit bound on the eigenvalues which guarantees this fact. Assume two eigenvectors y p and y q are chosen with λ y p > λ y q . We want to show that E(Λ) is smaller if p ≤ k and q > k in comparison to the value E(Λ) which is obtained for p > k and q ≤ k under assumptions on the size of the eigenvalues. By repetition, we can then conclude that the indices l ≤ k refer to the k largest eigenvalues of C. If we choose y l as eigenvectors of C and α l , α * corresponding to the eigenvalues, E(Λ) is proportional to the normalization constant K:
This value is smaller if p ≤ k and q > k than for the case p > k and q ≤ k if and only if
This is equivalent to the inequality
where we exclude p and q in the sum on the left hand side. The bound on the right side of (26) becomes large for λ y p λ y q . Hence indices of the dominant eigenvectors are contained in the set l ≤ k for optimum solutions if the variance in the remaining directions is small enough. For intermediate eigenvectors, the optimum is not clear and depends on the situation at hand -however, it can be expected that the exact order of the intermediate eigenvectors has only a minor effect on the value of the cost function E(Λ). In the particularly relevant case that k is chosen as the intrinsic dimensionality of the data cluster, the inequality (26) is usually fulfilled for all indices p ≤ k and q > k if and only if the indices l ≤ k correspond to the k major eigendirections, since a huge gap is present between the value λ y k and λ y k+1 , the latter resulting only from noise.
Thus, if the inequality (26) holds for the chosen eigenvalue directions, convergence of the method is guaranteed. In this case, matrix learning can be accelerated: instead of a full matrix inversion, the major k eigenvectors and eigenvalues of the generalized correlation matrix are determined, leading to a low rank matrix Λ = Ω·D·Ω t . The variation in the remaining directions is given by the term j ( z j ( z
where z j = h σ (k ij ) · ( w i − x j ) as before. After normalization such that the determinant is 1, distances can be directly computed. 
