























































ウェア）が提案され，現在では Joulin et al.（２０１６）の fastText２）が多方面で
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Abstract
In recent years, AI has gained social attention as there are reports of
leap in image recognition contest ILSVRC, the appearance of AlphaGo, and
applied cases in various industrial fields. Words related to AI such as
machine learning and deep learning has become widely recognized. As an
application possibility to management research and management practice,
it can be said that it is becoming a sufficiently usable technology due to
improvement of natural language processing technology in recent years,
especially improvement of distributed representation technology.
In this research, we propose a method to analyze and visualize the
characteristics of goods and services with text mining which using machine
learning technology included in AI technologies, especially the method on
discovery and verification of hypotheses. The text mining method proposed
in this research is not based on current weighing text analysis which
aggregate values of words, but based on distributed representation of
words calculated by machine learning. By using this method, it is possible
to analyze based on the consumer’s experience and meaning made up of
the consuming process. The method proposed by this paper is also useful
for business researchers, but even for practitioners, when planning and
model change of new products or services, comparison with other
company’s product services becomes easier than ever, more detailed
analysis It is thought that it is beneficial because it can be considered to be
able to proceed with practical work based on it. Text mining based on
distributed representation is still an incomplete technology, not a fixed
method, but it is an area where further development is expected in the
future.
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