Thispaper describes a merhod for localizing the members of a mobile mbor team, using only the mbors themelves as landmarks. That is, we describe a method whereby each mbor can determine rhe relative range, bearing and orienration of every other robor in the ream, without the use of GPS, external landmarks, or insrrumentarion of the environment. Our merhod assumes t h r each mbor is able ro measure rhe relative pose of nearby robots, rogether wirh changes in irs own pose: using a combination of maximum likelihood estimrion ( M U ) and numerical optimization, we can subsequenrly infer rhe relative pose of every robot in the team. This paper describes the basic formalism, ifs pracrical implemenrarion, and presents experimenral results obrained using a team of four mobile robots.
Introduction
This paper describes a method for localizing the members of a mobile robot team, using only the robots themselves as landmarks. That is, we describe a method whereby each robot can determine the relative range, bearing and orientation of every other robot in the team, without the use of GPS, external landmarks, or instrumentation of the environment. Our approach is motivated by the need to localize robots in hostile and sometimes dynamic environments. Consider, for example, a search-and-rescue scenario in which a team of robots must deploy into a damaged structure, search for survivors, and guide rescuers to those survivors. In such environments, localization information cannot be obtained using GPS or landmark-based techniques: GPS is generally unavailable or unreliable due to signal obstructions or multi-path effects, while landmark-based techniques require prior models of the environment that are either unavailable, incomplete or inaccurate. In contrast, by using the robot themselves as landmarks, the method described in this paper can generate good localization information in almost any environment, including those that are undergoing dynamic structural changes. Our only requirement is that the robots are able to maintain at least intermittent line-of-sight contact with one-another.
We make three basic assumptions. First, we assume that each robot is equipped with a proprioceptive motion sensor such that it can measure changes in its own pose. Suitable motion sensors can be constructed using either odomehy or inertial measurement units. Second, we assume that each robot is equipped with a mbor sensor such that it can measure the relative pose and identity of nearby robots. Suitable sensors can be constructed using either vision (in combination with color-coded markers) or scanning laser range-finders ( i o combination with retroreflective tags). We further assume that the identity of robots is always determined correctly, which eliminates what would otherwise be a combinatorial labeling problem. Finally, we assume that each robot is equipped with some form of transceiver that can be used to broadcast information back to a central location, where the localization is performed. Standard 802.11b wireless network adapters can be used for this purpose. We note in passing that while the implementation descrikd in this paper is entirely eenmlized, distributed implementations are also possible; see [8] . Given these assumptions, the team localization problem can be solved using a combination of maximum likelihood estimation and numerical optimization. The basic method is as follows. First, we construct a set of estimates H = {h} in which each element h represents a pose estimate for a particular robot at a particular time.
These pose estimates are defined with respect to some arbitrary global coordinate system. Second, we construct a set of observations 0 = (0) in which each element o represents an observation made by either a motion sensor (in which case o is the measured change in pose of a single robot) or a robot sensor (in which case o is the measured pose of one robot, relative to another). Finally, we use numerical optimization to determine the set of estimates H that is most likely to give rise to the set of observations 0. Note that, in general, we do not expect robots to use the set of pose estimates H directly; these estimates are defined with respect to an arbitrary coordinate system whose relationship with the external world is undefined. Instead, each robot uses these estimates to compute the relative pose of the other robots, and uses this ego-centric viewpoint to coordinate activity In the remainder of this paper, we describe the basic formalism, its practical implementation, and present results from a controlled experiment conducted with a team of four mobile robots.
Related Work
Localization is an extremely well studied area in mobile robotics. The vast majority of this research has concentrated on two problems: localizing a single robot using These authors describe a method for constructing globally consistent maps by enforcing painvise geometric relationships between individual range scans; relationships are derived either from odometry, or from the comparison of range scan pairs. MLE is used to determine the set of pose estimates that best accounts this set of relationships. Our mathematical formalism is very similar to that described by these authors, even thought it is directed towards a somewhat different objective, i.e., the localization of mobile robot teams, rather than the construction of globally consistent maps. Among those who have considered the speci6c problem of team localization are [13] and [31. Roumeliotis and Bekey present an approach to multi-robot localization in which sensor data from a heterogeneous collection of robots are combined through a single Kalman filter to estimate the pose of each robot in the team. It should be noted, however, that this method still relies entirely on external landmarks; no attempt is made to sense other robots or to use this information to constrain the pose estimates. In contrast, Fox et al. describe an approach to multi-robot localization in which each robot maintains a probability distribution describing its own pose (based on odomehy and environment sensing), but is able to refine this distribution through the observation of other robots. This approach extends earlier work on singlerobot probabilistic localization techniques [4] . The authors avoid the curse of dimensionality (for N robots, one must maintain a 3N dimensional distribution) by factoring the disnibution into N separate components (one for each robot). While this step makes the algorithm tractable, it also results in some loss of expressiveness. Finally, a number of authors [9, 12, 61 have considered the problem of team localization h m a somewhat different perspective. These authors describe cooperative approaches to localization, in which team members actively coordinate their activities in order to reduce cumulative odometric errors. While our approach does not require sucb explicit cooperation on the part of robots, the accuracy of localization can certainly be improved by the adoption of sucb strategies; we will retum to this topic briefly in the final sections ofme paper.
Formalism
We formulate the team localization problem as follows.
Let h denote the pose estimate for a particular robot at a particular time, and let H = {h} be the set of all such estimates. Similarly, let o denote an observation made by some sensor, and let 0 = {o} be the set of all such observations. Our aim is to determine the set of estimates H that maximizes the probability of obtaining the set of observations 0; i.e., we seek to maximize the conditional probability P ( 0 I H). If we assume that observations are statistically independent, we can write this probability as: where P(o I H) is the probability of obtaining the individual measurement 0, @veri the estimates H. Taking the log of both sides, we can rewrite this equation as: 
where Q . and a b describe the absolute pose estimates for robot T* at time t., and robot r b at time t b , respectively.
The specific form of r depends on the dimensionality of the localization problem (e.g., 2D versus 3D) and on the particular representation chosen for both absolute and relative poses (e.g., Cartesian versus polar coordinates, or cylindrical versus spherical coordinates). Given Equations 2 and 3, together with an appropriate definition for r, one can determine the set of poses Q that minimizes U(0 I H) using standard numerical optimization techniques. The selection of an appropriate algorithm is driven largely by the form of r, which is generally non-linear but differentiable. This rules out fast linear techniques, but does permit gradient-based techniques such as steepest descent or conjugate gradient algorithms. In practice, we have found both these algorithms to be highly effective, with the conjugate gradient algorithm having the advantage of being significantly faster (alkit at the expense of greater complexity). The formalism described above is quite general, and can be applied to localization problems in two, three, or more dimensions. The specific problem of localization in a plane (in which robots have two degrees of translational freedom and one of rotation) can he solved using a snaight-forward application of this general formalism; see 17) for details.
Practical Implementation
Since the dimensionality of optimization problem that must be solved scales linearly with the size of H, and the computational cost of each step in this optimization process scales linearly with the size of 0, it is necessary, in practice, to bound both the number of estimates in H and the number of observations in 0. We use three basic methods for constraining the size of these sets: we remove any estimates or observations that have exceeded a certain age, we discard similar observations, and we limit the rate at which pose estimates are generated. The first two methods are both simple and well-defined; information that is very old or highly repetitive c m often be discarded with minimal impact on localization accuracy. The third of these methods, however, is somewhat more complicated, and involves some extensions to the formalism described in the previous section. Rather than attempting to estimate the pose of each robot at every point in time, we instead estimate the pose of each robot at only a few discrete points in time, and use information from the motion senson to 'fill the gaps' between these estimates. In effect, we assume that the motion sensors produce relatively good pose estimates that only require occasional corrections.
Let p be the interpolatedpose estimate for robot T at time t; this estimate is given by:
where Q is the most recent absolute pose estimate for robot T in H, and m is the measured change in pose that has occurred since that estimate was generated; r-' is a coordinate transformation that maps from relative to absolute coordinates. This definition is illustrated in Figure  2 . With this extension, most of the observations made by the robots will not occur at the times represented by the pose estimates in H. We must therefore extend our observation model by modifying definition of fi given in This extended formalism has the amactive feature of allowing us approximate the information provided by the motion sensors to an arbitrary degree of fidelity (rather than simply discarding the information). Tbns we are free to trade-off dimensionality (and hence optimization speed) against localization accuracy.
Validation Experiment
We have conducted a controlled experiment aimed at determining the accuracy of the team localization algorithm described in this paper. The experiment was conducted using a team of four Pioneer 2DX mobile robots equipped with SICK LMS200 scanning laser range-finders. Each robot was also equipped with a pair of retro-reflective 'totem-poles' as shown in Figure 3(a) . These totem-poles can be detected from a wide range of angles using the SICK lasers (which can be programmed to return intensity information in addition to range measurements). This arrangement allows eacb robot to detect the presence of other robots and to determine both their range (to within a few centimeters) and bearing (to within a few degrees). Orientation can also be determined to within a few degrees, but is subject to a 180' ambiguity. This arrangement does not allow individual robots to be identified. Given the ambiguity in both orientation and identity, it was necessary to manually label the data for this experiment. The team was placed into the environment shown in Figure 3@) and each robot executed a simple wall following algorithm. Two robots followed the inner wall, and two followed the outer wall. The robots were arranged such that at no time were the two robots on outer wall able to directly sense each other. The structure of the environment was modified a number of times during the course of the experiment. At time t = 265 sec, for example, the inner wall was modified to form two separate 'islands', with one robot circumnavigating each. The original smchue was later restored, then broken, then restored again. The accuracy of the algorithm was determined by comparing the robot's relative pose estimates with their corresponding true values (as determined by an external ground-mth system). Tbns, we define the average range error E? to be:
where fir is the estimated range of robot rb relative to robot r. at time t, and p p is the me range of robot T b relative to robot r, at the same time. The summation is over all pairs of robots and the result is normalized by the number of robots N to generate an average result. One can define similar measures for the bearing error E* and orientation error E+. Collectively, these error terms measure the average accuracy with which robots are able to determine eacb other's relative pose. Note that we make no attempt to compare the absolute pose estimates {h} against some 'me' value; these estimates are defined with respect to an arbitrary coordinate system which renders sncb comparison meaningless. The qualitative results for this experiment are summarized in Figure 4 , which contains a series of 'snap-shots' of the experiment. Each snap-shot shows the estimated pose of the robots at a particular point in time, overlaid with the corresponding laser scan data. Note that these are snapshots of live data, not cumulative maps of stored data, At time t = 0, the relative pose of the robots is completely unknown, the snap-shot at this time is therefore incoherent; the pose of the robots is largely random, and the laser scans are completely mis-aligned. In the interval 0 < t < 12 sec, the robots commence wall following. The robots Fly and Comet follow the outer wall, while Bee and Bug follow the inner wall. By time t = 12 sec, both of the robots following the outer wall have observered both of the robots following the inner wall. As the snapshot from this time indicates, there is now sufficient information to fully constrain the relative poses of the robots, and to correctly align the laser scan data. It should be noted that the two robots on the outer wall can correctly determine each other's pose, even though they have never seen each other. At time t = 265 sec, the environment is modified, with the inner wall being re-structured to form two separate islands. The two robots following the inner wall now follow different paths, but the localization is unaffected, as shown in the ne key factors. First, there is some uncertainty in the relative pose measurements made by the laser-range-finderlrenoreflector combination. These uncertainties are difficult to characterize precisely, but are of the order of f2.5 cm. Second, and more significantly, there are uncertainties associated with the temporal synchronization of the laser and odometric measurements. Our low-level implementation is such that the time at which events occur can only be measured to the nearest 0.1 s; in this time, the robot may travel 2 cm and/or rotate through 3". which will significantly affect the results.
We ascribe the variation seen in the error plots to two merent factors. First, we expect that the error will rise during those periods in which the robots cannot see each other and localization is reliant on odometry alone. The odometric accuracy of the robots used in this experiment varies from quite good to quite poor: drift rates for orientation vary from 2.5°/revolution on Fly to 30°/revolution on Bug. Second. we expect that errors will fall during those periods when robots are ohserving one another. This fall, however, may be proceeded by a 'spike' in the error term; this spike is an artifact produced by the optimization algorithm, which may take several cycles (each cycle is 0.1 s) to incoporate the new data and generate self-cousistent results.
Finally, we note that there is a major spike in the plot at around t = 300 sec. This spike corresponds to a collision that occurred between robots Bee and Bug following the 6rst structural change in the environment. As a result of this collision, the robots had to be manually repositioned, leading to gross errors in both robot's odometry. Nevertheless, as the plot indicates, the system was able to quickly recover.
of these errors can be atnibuted to 
Conclusion
The experiment described in the previous section validates several key capabilities of the team localization method described in this paper. The method does not require external landmarks, it does not require any of the robots to remain stationary. it is robust to changes in the environment, and robots can use transitive relationships to infer the pose of robots they have never seen. In addition, the accuracy of the localization -while not outstanding -is certainly good enough to facilitate many forms of coorperative behavior. Several aspects of both the general method require further experimental analysis. For example, we have not yet analyzed the impact of local minima (which necessarily plague any non-trivial numerical optimization problem) and we have not fully characterized the scaling properties of the algorithm (although we have previously demonstrated this algorithm working in simulation with up to 20 robots 171).
In closing, we note that the mathematical formalism presented in this paper can be extended in a number of interesting directions. We can, for example, define a covariance mauix that measures the relative uncertainty in the pose estimates between pairs of robots. This matrix can then be used as a signal to actively control the behavior of robots. Thus, for example, if two robots need to cooperate, but their relative pose is not well known, they can undertake actions (such seeking out other robots) that will reduce this uncertainty.
