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ABSTRACT
Current microwave precipitation retrieval algorithms utilize the instanta-
neous brightness temperature (TB) to estimate precipitation rate. This study
presents a new idea that can be used to improve existing algorithms: using TB
temporal variation (∆T B) from the microwave radiometer constellation. As a
proof-of-concept, microwave observations from eight polar-orbiting satellites
are utilized to derive ∆T B. Results show that ∆T B correlates more strongly
with precipitation rate than the instantaneous TB. Particularly, the correla-
tion with precipitation rate improved to -0.6 by using ∆T B over the Rocky
Mountains and north of 45◦N, while the correlation is only -0.1 by using TB.
The underlying reason is that ∆T B largely eliminates the negative influence
from snow-covered land, which frequently is misidentified as precipitation.
Another reason is that ∆T B is less affected by environmental variation (e.g.,
temperature, water vapor). Further analysis shows that the magnitude of the
correlation between ∆T B and precipitation rate is dependent on the satellite
revisit frequency. Finally, we show that the retrieval results from ∆T B are
superior to that from TB, with the largest improvement in winter. Addition-
ally, the retrieved precipitation rate over snow-covered regions by only using
∆T B at 89 GHz agrees well with the ground radar observations, which opens
new opportunities to retrieve precipitation in high latitudes for sensors with
the highest frequency at ∼89 GHz. This study implies that a geostationary
microwave radiometer can significantly improve precipitation retrieval per-
formance. It also highlights the importance of maintaining the current passive
microwave satellite constellation.
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1. Introduction41
Many precipitation retrieval algorithms have been successfully developed for several passive42
microwave sensors, including Special Sensor Microwave/Imager (SSM/I) and Special Sensor Mi-43
crowave Imager/Sounder (SSMIS) (Spencer et al. 1989; Liu and Curry 1992; Petty 1994; Fer-44
raro and Marks 1995; McCollum and Ferraro 2003; Sano et al. 2013; You et al. 2015), Tropical45
Rainfall Measuring Mission (TRMM) Microwave Imager (TMI) (Kummerow et al. 2001; Viltard46
et al. 2006; Wang et al. 2009; Aonashi et al. 2009; Gopalan et al. 2010; Petty and Li 2013; Islam47
et al. 2015; Ebtehaj et al. 2015), Advanced Microwave Sounding Unit (AMSU) and Microwave48
Humidity Sounder (MHS) (Staelin and Chen 2000; Grody et al. 2001; Chen and Staelin 2003;49
Weng et al. 2003; Ferraro et al. 2005; Noh et al. 2006; Surussavadee and Staelin 2008; Laviola50
and Levizzani 2011; Surussavadee and Staelin 2010; Sano` et al. 2015), Advanced Technology51
Microwave Sounder (ATMS) (Surussavadee and Staelin 2010; Boukabara et al. 2013; You et al.52
2016a), and Advanced Microwave Scanning Radiometer 2 (AMSR-2) (Meyers and Ferraro 2016).53
In addition to algorithms developed specifically for a certain sensor, there are several more generic54
algorithms, which are applicable to multiple sensors (Chen and Staelin 2003; Shige et al. 2009;55
Boukabara et al. 2011; Kummerow et al. 2015; Kidd et al. 2016).56
These algorithms differ in the following three aspects: First, a variety of statistical approaches57
link the TB with the precipitation rate, including regression (Ferraro and Marks 1995; Wang et al.58
2009; McCollum and Ferraro 2003), Bayes’ theorem (Kummerow et al. 2001; Sano et al. 2013;59
You et al. 2015), neural network (Sano` et al. 2015; Islam et al. 2015), and shrunken locally linear60
embedding method (Ebtehaj et al. 2015). Second, the historical precipitation datasets required are61
derived from several sources, including spaceborne radar (TRMM precipitation radar, Global Pre-62
cipitation Measurement (GPM) dual frequency precipitation radar, and CloudSat profiling radar)63
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(Wang et al. 2009; Kummerow et al. 2015; Surussavadee and Staelin 2010), ground radar networks64
(You et al. 2015), or cloud resolving model output (Kidd et al. 2016). Similarly, the required pre-65
cipitation profile information can be derived either from cloud resolving model simulation (Bouk-66
abara et al. 2011; Kidd et al. 2016) or from precipitation radar observation (Kummerow et al.67
2011). Third, radiative transfer simulations are often indispensable for the more generic algo-68
rithms since they need to derive the relationships between TB and precipitation rate for multiple69
sensors, which often have different channels (Shige et al. 2009; Boukabara et al. 2011; Kummerow70
et al. 2015). In contrast, radiative transfer models are not necessarily needed when the retrieval71
algorithm is only for one specific sensor.72
These precipitation retrieval algorithms over land seemingly are very different. However, they73
all share one common feature: using the instantaneous TB in the retrieval process. The primary74
signature is the TB depression at high frequency channels (e.g., 85, 166 GHz) due to ice scattering.75
To augment existing retrieval algorithms, this study proposes to use TB temporal variation,76
which is derived from eight polar-orbiting satellites (more details in data section). It is agreed77
that the primary precipitation signal over land is the TB depression at high frequency channels78
caused by the ice scattering. The first motivation of using TB temporal variation is to account79
for differences in TB starting values that lead to differences in the TB depression by season. For80
example, corresponding to the same surface rain rate (e.g., 1 mm/hr), the TB at 89 GHz can81
decrease 10 K from 300 K to 290 K in the summer season, while it also can decrease 10 K from82
280 K to 270 K in the winter season. When TB is directly used in the retrieval process for these83
two situations, it will result in a large retrieval error unless ancillary temperature information84
is incorporated in the retrieval process. We will demonstrate that using TB temporal variation,85
instead of the instantaneous TB, can largely mitigate this issue. Physically, under moderate to86
heavy precipitation, the high frequency channels (≥ 85 GHz) are surface blind. That is, surface87
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temperature and emissivity variation are of less importance under heavy precipitation scenarios88
(Ferraro and Marks 1995; You et al. 2011; You and Liu 2012; You et al. 2014). However, the89
majority of precipitation is light precipitation. This is especially true for the precipitation intensity90
in the winter season. The background noise can greatly contaminate the rather weak ice scattering91
signal in winter, which will inevitably result in poor precipitation retrieval performance.92
To account for environmental temperature variation, several algorithms incorporate temperature93
information from re-analysis datasets in the retrieval process (Sano et al. 2013; You et al. 2015;94
Kummerow et al. 2015). It is shown that incorporating temperature information improves the pre-95
cipitation retrieval performance. We will demonstrate that TB temporal variation automatically96
accounts for the environmental temperature variation, without using the ancillary temperature in-97
formation.98
Another common and serious issue in the precipitation retrieval algorithm development is the99
cold land surface contamination (e.g., snow-covered land), which is particularly problematic for100
rainfall/snowfall retrieval in winter because the cold land surface naturally possesses a signal sim-101
ilar to the precipitation signal (You et al. 2015; Chen et al. 2016). For example, snow-covered102
land pixels are frequently misidentified as precipitating pixels, and therefore resulting in a large103
falsely retrieved precipitation rate. It is possible to screen out these snow-covered land pixels us-104
ing daily snow-cover maps (Helfrich et al. 2007). However, we show later that there still exist105
some obvious snow-covered pixels even after screening based on daily snow-cover maps. More106
importantly, in the winter season, snow accumulation on the ground is prevalent. Screening out107
these pixels will also discard precipitating pixels, leading to many missing precipitating pixels.108
We will demonstrate that even if the snow-covered pixel is misidentified as a precipitating pixel,109
the retrieved precipitation rate by TB temporal variation is close to 0 because that TB temporal110
variation is close to 0.111
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The objective of this study is to present a new idea for enhancing precipitation retrievals by112
using TB temporal variation. We will explain where, when and why TB temporal variation over-113
comes some of the limitations of the instantaneous TB for precipitation retrievals. This study is114
organized as follows. Section 2 describes the passive microwave observations from eight polar-115
orbiting satellites and the precipitation rate from the ground radar observations. Section 3 shows116
how to convert TBs from other sensors to Global Precipitation Measurement (GPM) Microwave117
Imager (GMI) frequencies by using several statistical methods, including the Simultaneous Con-118
ical Overpass (SCO) technique and Principal Component Analysis (PCA). Section 4 presents the119
major results from this study. Conclusions and future work are discussed in Section 5.120
2. Data121
This study uses the microwave radiometer observations from eight polar-orbiting satellites, in-122
cluding GMI onboard the GPM core observatory satellite, SSMIS onboard Defense Meteorolog-123
ical Satellite Program (DMSP) F17 and F18 satellites, ATMS onboard Suomi National Polar-124
orbiting Partnership satellite, MHS onboard NOAA-18, NOAA-19, Metop-A and Metop-B satel-125
lites. We used all high frequency channels (≥ 85 GHz) from each sensor. They are 89.0 (V/H),126
166.0 (V/H), 183.3±2 (V), and 183.3±7 (V) from GMI, 91.7 (V/H), 150 (H), 183.3±1 (H),127
183.3±3 (H) and 183.3±6.6 (H) from SSMIS, 88.2 (V), 165.5 (H), 183.3±1 (H), 183.3±1.8128
(H), 183.3±3 (H), 183.3±4.5 (H), 183.3±7 (H) from ATMS, 89.0 (V), 157.0 (V), 183.3±1 (H),129
183.3±3 (H), and 191.3 (V) from MHS. V and H stands for the vertical and horizontal polariza-130
tion, respectively. For the cross-track scanning radiometers (ATMS and MHS), the polarization131
(V/H) is valid only at nadir. This information is summarized in Table 1. Low frequency channels132
(e.g., 19 and 37 GHz) from GMI, ATMS and SSMIS are not considered in this study because they133
are not available from MHS.134
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Table 1 also shows the ascending equatorial crossing time (ECT) as of December 2016 for the135
sun-synchronous orbit satellites. The descending ECT is 12-hr earlier than its ascending counter-136
part. The GPM satellite has a precessing orbit, which means that it overpasses a certain location137
at varying times throughout the day. Approximately, there is at least one observation in about138
3-hr for a certain location from these eight satellites observations. That is, the daily re-visit fre-139
quency is at least eight times for a certain location over the equatorial region. We show later that140
over the targeted region, the daily re-visit frequency varies from 10 to 16 times, because of the141
increasingoverlap in adjacent swathsas the satellite flies poleward.142
All these channels have different footprint resolutions (Draper et al. 2015). The slightly different143
frequencies among them (e.g., 89.0 GHz from GMI vs. 91.7 GHz from SSMIS) also result in144
different TBs for the same observations (Yang et al. 2014). In section 3, we demonstrate a method145
to bring all these frequencies to a similar resolution. We also convert the TBs from SSMIS, ATMS,146
and MHS to GMI frequencies, by the SCO technique (Yang et al. 2011) and PCA method (details147
in section 3).148
The reference precipitation rate data is from Multi-Radar/Multi-Sensor System (MRMS), which149
is at 1-km and 2-minute spatial and temporal resolution (Zhang et al. 2016). Collocation between150
the MRMS precipitation rate and TB is discussed in section 3. Previous work demonstrated that151
the MRMS precipitation rate is less accurate in the mountainous regions due to terrain blockage152
and in the cold season due to shallow cloud systems (Chen et al. 2013; Tang et al. 2014). A153
Radar Quality Index (RQI) is developed to represent the MRMS precipitation data quality (Zhang154
et al. 2011). This study only uses the precipitation data with RQI greater than 0.5. This threshold155
value (0.5) is chosen by considering the trade-off between the sample size and the quality of radar156
precipitation estimates.157
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The National Ice Center’s Interactive Multisensor Snow and Ice Mapping System (IMS) daily158
snowcover map at 24 km resolution (Helfrich et al. 2007) is used to determine whether a pixel is159
associated with snow cover on the ground. This study does not distinguish ”snow-covered land”160
from ”ice-covered land”. We use ”snow-covered land” purely for convenience, which includes161
both ”snow-covered land” and ”ice-covered land”. It is also worth mentioning that the ”frost”162
phenomenon may contribute to false precipitation detection from satellite observations. However,163
the temporal resolution from these eight satellites (Table 1) is about 3-hr. Considering the shorter164
”frost” life cycle, these satellite observations probably cannot account for the ”frost” effect.165
Data used in this study are all from March 2014 to December 2016 over the land portion of166
(130◦W∼60◦W, 25◦N∼50◦N). We choose this period of time since observations from all afore-167
mentioned eight satellites are available.168
3. Methodology169
This section first describes a method to bring all channels from all sensors to a nominal resolu-170
tion. Then we discuss how to use the SCO technique (Yang et al. 2011) to obtain the pair pixels171
between GMI and other seven sensors, where the GMI is taken as the reference. Based on the172
SCO pairs, we show how to use the PCA approach to convert TBs from other seven sensors to173
GMI channels. Further, we define TB temporal variation. The linear discriminant analysis (LDA)174
approach for precipitation screening is discussed. Finally, we show how to define the ”same loca-175
tion” observations from these eight polar-orbiting satellites.176
a. Aggregate the higher resolution TB datasets177
The mean footprint resolution of GMI, SSMIS, ATMS, and MHS for the frequencies used in this178
study is listed in Table 1 (Draper et al. 2015). The GMI has the highest foot print resolution with 7179
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km at 89.0 GHz and 6 km for higher frequencies (166 and 183.3 GHz). The SSMIS mean footprint180
resolution is 14 km. The footprint resolution from ATMS and MHS varied from 14 to 45 km from181
nadir to edge, and 17 to 45 km from nadir to edge, respectively. This study took the SSMIS mean182
footprint resolution (14 km) as the nominal resolution. The higher footprint resolution from GMI183
is aggregated to match this resolution, by simply averaging the closest 4 GMI pixels at 89.0 GHz184
(14×14/7/7=4), and 6 GMI pixels at 166 and 183.3 GHz (14×14/6/6≈6). For ATMS and MHS,185
we keep their original footprint size. The footprint size of ATMS and MHS at nadir is similar to the186
nominal resolution. However, the footprint size over the edge is significantly larger. We consider187
the varying footprint size from the center scan lines and the edge scan lines when converting the188
TBs to GMI channels in the next section.189
For the precipitation rate, we simply average the closest 196 (14×14=196) 1-km MRMS precip-190
itation rate pixels for each TB observation at the closest time.191
Better collocation schemes (e.g., weighted average and Backus-Gilbert method) may further192
improve the result presented in this study. However, these schemes are much more time consuming193
than the simple average currently employed in this study. Considering the amount of data from194
eight satellites, we choose to utilize the simplest scheme as a proof-of-concept.195
b. Convert TBs from other sensors to TBs at GMI frequencies196
After the footprint sizes of these eight sensors are brought to a similar resolution, we convert197
TBs from the other seven sensors to TBs at GMI channels. The GMI channels are taken as the198
reference channel because SSMIS, ATMS and MHS are calibrated against GMI (Berg et al. 2016).199
From Table 1, it is clear that all other sensors have similar frequencies with those at GMI. The200
channel similarity between GMI and the other seven sensors enables us to convert TBs from other201
sensors to TBs at GMI frequencies.202
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It is worth mentioning that the 150 GHz channel of SSMIS (F18) has stopped functioning since203
February, 2012. Therefore, for SSMIS (F18), the 150 GHz channel is not used in the TB con-204
version process. Considering the high correlation between 150 GHz channel and 91.7 GHz, and205
between 150 GHz channel and 183.3 GHz channels, the absence of the 150 GHz channel likely206
does not significantly affect the estimated TBs at GMI frequencies.207
In the following discussion, we take the GMI and SSMIS (F17) as an example to discuss the208
conversion process. SSMIS (F17) frequencies are 91.7 (V/H), 150 (H), 183.3±1 (H), 183.3±3209
(H),183.3±6.6 (H). This study estimates TBs at 89.0 (V/H), 166 (V/H), 183.3±3 (V), and210
183.3±7, which are the high frequency channels from GMI, from the aforementioned TBs from211
six channels of SSMIS (F17). To this end, we first utilize the simultaneous conical overpass (SCO)212
technique (Yang et al. 2011) to find the SCO pairs between GMI and SSMIS (F17). Second, we213
decompose the GMI TBs from these SCO pairs into Principal Components (PCs). Third, the SS-214
MIS (F17) TBs in these SCO pairs are used to estimate the necessary PCs by a linear regression215
model. In this study, we select the first five PCs, which accounts for about 99.6% of total variance.216
The coefficients derived from the SCO pairs are then applied to the whole SSMIS (F17) data. By217
doing so, we obtained the estimated PCs from SSMIS (F17). These PCs are converted back to218
TBs at GMI frequencies.219
For the sounders (ATMS and HMS), previous work showed that the TBs from edge and center220
scan lines differ (Weng et al. 2003; Yang et al. 2013; You et al. 2016a). To consider the scanning221
position effect, for ATMS we group the SCO pairs based on the scan line position into three222
categories. Specifically, we group the SCO pairs between GMI and ATMS into left-edge SCO223
pairs (scan position from 1 to 32), center SCO pairs (scan position from 33 to 64), and right-224
edge SCO pairs (scan position from 65 to 96). Similarly, the SCO pairs between GMI and MHS225
are grouped into left-edge (1-30), center (31-60), and right-edge (61-90) SCO pairs. Ideally, one226
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would group the SCO pairs to 96 and 90 categories for ATMS and MHS, which fully considered227
the scanning position effect. However, due to the limited sample size for each scan position, we228
only group them into three categories. After separating the center and edge SOC pairs, similar229
procedures between GMI and SSMIS are applied. That is, for each SCO pair (left-edge, center230
and right-edge), we derive different regression coefficients to converts the TBs into TBs at GMI231
channels.232
1) SIMULTANEOUS CONICAL OVERPASS (SCO) TECHNIQUE233
The basic assumption of the SCO technique is that simultaneous measurements at a location234
from two different sensors at a similar frequency should be highly correlated. This study takes the235
GMI observations as the reference. Two satellite measurements, one from GMI and the other one236
from any of other seven sensors, are called a SCO pair, if the overpass location is less than one km237
and the overpass time is less than five minutes. These threshold values (one km and five minutes)238
are chosen by considering the trade-off between the sample size and the SCO pair accuracy.239
Over the targeted region from March 2014 to December 2016, there are 39529 SCO pairs be-240
tween GMI and SSMIS (F17), 37285 SCO pairs between GMI and SSMIS (F18), 16401 SCO pairs241
between GMI and ATMS, 12773 SCO pairs between GMI and MHS (NOAA-18), 12979 SCO242
pairs between GMI and MHS (NOAA-19), 14011 SCO pairs between GMI and MHS (Metop-A),243
and 11576 SCO pairs between GMI and MHS (Metop-B). As discussed in the previous section,244
the SCO pairs between GMI and each MHS, and between GMI and ATMS are equally split into245
three categories based on scan positions.246
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2) PRINCIPAL COMPONENT ANALYSIS (PCA)247
In this section, we use SCO pairs between GMI and SSMIS (F17) as an example to explain the248
TB conversion process. The same procedure is applied to SSMIS (F18). For ATMS and each249
MHS, this procedure is applied to the three sub-categories based on the scan positions.250
Each of the 39529 SCO pairs between GMI and SSMIS (F17) is associated with six GMI TBs251
(89.0 (V/H), 166 (V/H), 183.3±3 (V), and 183.3±7 (V)) and six SSMIS TBs (91.7 (V/H), 150252
(H), 183.3±1 (H), 183.3±3 (H),183.3±6.6 (H)). One possible way to estimate the TBs at GMI253
frequencies is to treat the GMI frequencies as independent variables. For each GMI channel, we254
can fit a regression curve with the SSMIS TBs. For example, to estimate the GMI TB at 89.0 GHz255
(V), we can train a regression curve between GMI TB at 89.0 (V) and SSMIS TB at 91.7 (V).256
However, we decide not to do so, because the TBs from 89 to 183.3 GHz are highly correlated.257
Therefore, the following approach is selected:258
For SCO pairs between GMI and SSMIS (F17), we first decomposed the GMI TBs (6 channels)259
into six PCs (denoted by ui, i=1,6). It is noted that the first five PCs accounts for about 99.6% of260
total variation. In the following calculation, we only use the first five PCs (i.e., u1 to u5).261
The first five PCs are estimated by the TBs from SSMIS (F17) at 91.7, 150.0, 183.3±1,183.3±3262
and 183.3±6.6 GHz. For example, for u1,263
u1 = a0 +
6
∑
j=1
a j×T B j (1)264
Where j is from 1 to 6 for SSMIS, represented the SSMIS channels from 91.7 to 183.3 GHz265
(see Table 1). The least square method is used to determine the coefficients a0 to a6. Similar266
procedures are used to estimate u2 to u5.267
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The coefficients a0 to a6, derived from the SCO pairs, are then applied to all the SSMIS (F17)268
observations. By doing so, we convert the TBs from SSMIS into PCs (u1 to u5). Then TBs at GMI269
frequencies are re-constructed from the five PCs estimated from SSMIS TBs.270
A similar procedure is applied to the other six sensors. By doing so, it is as if that we have eight271
sensors measuring TBs at GMI frequencies, which are 89.0 (V/H) 166.0 (V/H), 183.3±3 (V), and272
183.3±3 (V). For convenience, these frequencies are referred to as V89, H89, V166, H166, V186273
and V190 from now on.274
c. Definition of TB temporal variation275
The TB temporal variation (∆T B) is defined as:276
∆T B = T Bt0 −T Bt−1 (2)277
∆t = t0− t−1 (3)278
Where T Bt0 is the current TB associated with precipitation, and T Bt−1 is the immediately pre-279
ceding TB at the same location without precipitation. A pixel is judged as a precipitating or280
non-precipitating pixel by the LDA approach (Turk et al. 2014; You et al. 2015) (see the following281
section for more details). ∆t is the time difference between these two observations. From now on,282
the ∆T B at V89, H89, ..., V190 will be referred to as ∆V 89, ∆H89, ..., ∆V 190 for convenience.283
We would like to emphasize that ∆T B is not the difference between two temporally consecutive284
TB observations. Instead, it is the TB difference between the current TB associated with precipi-285
tation and the immediately preceding TB at the same location without precipitation. The physical286
meaning of this definition is that: the immediately preceding TB at the same location without pre-287
cipitation is taken as the background. By calculating TB temporal variation in this way, we are288
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attempting to extract the current precipitation signal by eliminating the background information.289
The idea of looking for the previous non-precipitating scene was also used by Turk et al. (2016)290
to obtain the emissivities under precipitating scenarios. It is shown that emissivities from 10 to291
89 GHz under the precipitating scenarios possibly are obtained by looking backward in time for292
the most recent TB observations under non-precipitating conditions at the same location, by using293
GMI observations.294
Clearly, in this definition, we did not consider the environmental variation (e.g., the temperature295
and water vapor) from t−1 to t0. The change in environmental conditions from t−1 to t0 can be296
rather substantial for convection systems, fast moving fronts and over the cold/warm air bound-297
aries. To consider this information, we need accurate land surface emissivity estimation at 89, 166298
and 183.3 GHz. However, the accurate estimation of the emissivity at these frequencies is proven299
to be very challenging, especially over snow covered regions (Tian et al. 2015). Therefore, this300
topic is left for future investigation.301
d. Linear discriminant analysis (LDA)302
To determine the precipitation status of each pixel, we used the LDA approach. The six TBs are303
combined into a single discriminant index (DI) for precipitation detection. To put it into perspec-304
tive, suppose there exist two training databases (i.e., precipitating vs. non-precipitating databases305
in this study), which contain multi-variables x (i.e., V89, H89, ..., V190) in each database. Ac-306
cording to Wilks (2011) the linear discriminant function to distinguish these two groups is:307
δ1 = aT ×x (4)
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Where T stands for the transpose. a is the discriminant vector, calculated in the following way:308
a = S−1pool(x¯1− x¯2)
S pool =
n1−1
n1 +n2−2
S1 +
n2−1
n1 +n2−2
S2 (5)
Bold symbols represent vectors. x¯i and Si (i = 1,2) represents the mean vector and covariance309
of each group, respectively. S pool is the weighted average of the two sample covariance matrices310
from these two datasets. n1 and n2 are the samples size in these two groups, respectively.311
We choose the DI threshold value for precipitating or non-precipitating situations, correspond-312
ing to the false alarm rate (FAR) at 0.10. Choosing other DI threshold values, corresponding to313
different FAR values (e.g., 0.05 or 0.15) will only change numerical values in this study. However,314
the conclusions hold. Previous work showed that including large-scale environmental parameters315
(e.g., vertical velocity and relative humidity) can improve the precipitation detection performance316
(You et al. 2015; Behrangi et al. 2015). As a proof-of-concept work, we do not include these317
parameters in the current study.318
e. Definition of the ”same location”319
The objective of this study is to demonstrate ∆T B correlates more strongly with precipitation rate320
and therefore results in improved precipitation retrievals. To this end, we exploited the microwave321
observations from eight polar-orbiting satellites. To derive TB temporal variation, it is necessary322
to determine when the observations from different satellites are considered as observations for the323
same location. This study defines any observation in the same 0.25◦ latitude-longitude grid box324
as observations with the same spatial location. We choose the 0.25◦ grid box because the level-3325
merged satellite precipitation products often use this resolution. Choosing a different grid size326
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(e.g., 0.1◦ or 0.5◦) does not affect the major conclusions of this work (e.g., ∆T B correlates more327
strongly with precipitation rate than the instantaneous TB ).328
4. Results329
a. Two cases of TB time series330
This section shows TB time series over two locations. In each case, we first show time series for331
H89, which is the most sensitive channel to the surface characteristics among the channels used in332
this study. As a comparison, time series for V190 are also shown, which is less sensitive to surface333
features and more sensitive to hydrometeors in the air.334
Fig. 1a shows the time series of H89 from March 2014 to December 2016 over the grid box at335
(74◦W, 43.5◦N) in New York. From Fig. 1b to Fig. 1h, TB at H89 is estimated from ATMS, MHS336
(NOAA-18), MHS (NOAA-19), MHS (Metop-A), MHS (Metop-B), SSMIS (F17) and SSMIS337
(F18), respectively. The sample number from each sensor at this location is also shown in Fig. 1338
(e.g., N=1097 from GMI in Fig. 1a).339
First, it is clear that H89 from these eight sensors have similar seasonal variation. The dynamical340
range also is similar. The cold TBs in the winter season of 2015 and 2016 (January, February and341
December) are obvious from each sensor. The daily snow-cover map shows that the majority of342
these pixels are associated with snow-covered land. These pixels are frequently misidentified as343
precipitation pixels, which leads to large false precipitation estimation. We show later that using344
TB temporal variation can largely mitigate the snow-covered land contamination. The time series345
from each sensor are not identical because each sensor overpasses this location at different times.346
Second, using all these observations from eight sensors significantly increases the revisit fre-347
quency for this location, which is essential to calculate TB temporal variation. We demonstrate348
16
later that the shorter the revisit time, the better the correlation between TB temporal variation and349
precipitation intensity is, which is especially the case over the rapidly changing land surfaces (e.g.,350
snow-covered land).351
The time series of V190 in the same period of time at the same location is also analyzed. As352
expected, V190 has a much smaller seasonal variation (figure not shown due to space limitations),353
compared with that at H89 (Fig. 1a), because it is less affected by the surface characteristics than354
H89. On the other hand, similar to the H89, V190 from different sensors behaves very similarly.355
Figs. 2a and 2b show the combined time series of H89 and V190 at this location, respectively.356
There are no obvious outliers observed when pooling data from all eight sensors together. It357
indicates that our method can effectively convert TBs from other sensors to GMI channels. Similar358
characteristics are noticed from other channels (V89, V166, H166, V186).359
Another case over the grid box at (86◦W, 30.5◦N) in Florida also is demonstrated in Figs. 2c360
and d. At this location, the seasonal variation is much less pronounced for both H89 and V190.361
In particular, V190 has no noticeable seasonal variation (Fig. 2d). Again, there are no obvious362
outliers observed in Figs. 2c and 2d, indicating that our method effectively converted TBs from363
other sensors to GMI channels. In next several sections, we show that TB temporal variation in this364
location can significantly alleviate environmental variations, and therefore lead to a better correla-365
tion between precipitation intensity and TB temporal variation, compared with the instantaneous366
TB.367
It is worth mentioning that long spikes (i.e., cold TBs) in Fig. 2 generally correspond the pre-368
cipitation occurrence. However, the snow-covered land also can lead to cold TBs (e.g., the spikes369
in January and February over the grid box at (74◦W, 43.5◦N) in New York in Fig. 2a). These370
pixels often are falsely identified as precipitation pixels. We show later that TB temporal variation371
is almost insensitive to the contamination from these snow-covered pixels.372
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To summarize, this section demonstrates that the SCO and PCA approaches can effectively373
convert TBs from other sensors to GMI channels.374
b. Correlation between TB temporal variation and precipitation intensity375
Fig. 3 shows the correlation coefficients of precipitation intensity with the instantaneous TB376
(V89, H89, ..., V190) and ∆T B at the corresponding channel (∆V89, ∆H89, ..., ∆V190). It is377
immediately clear that using ∆T B improve the correlation with the precipitation intensity for all378
channels, which is particularly evident over regions with cold surfaces (e.g., Rocky mountains379
and north of 45◦N). For example, the correlation between V89 and precipitation rate (Fig. 3a)380
over the Rocky mountains and northeast of the targeted region is about 0.1. This positive correla-381
tion is a false signal, which does not mean V89 increases due to precipitation effect. Instead, we382
demonstrate below that this positive correlation is caused by misidentified snow-covered pixels. In383
contrast, ∆V89 dramatically improve the correlation with the precipitation rate. Specifically, the384
correlation over the aforementioned two regions improved to about -0.6. The negative correlation385
basically means that the precipitation results in a TB depression at V89 due to the ice scatter-386
ing effect, which has been realized from the very beginning of passive microwave observations387
over land (Spencer et al. 1989). We demonstrate below that the better correlation from ∆V 89 is388
because ∆V89 almost eliminates the cold surface contamination, which is often misidentified as389
precipitation signal.390
The superiority of the ∆T B is further demonstrated by the scatter plot in Fig. 4, which shows391
the correlation coefficients from the instantaneous TB and the corresponding ∆T B. For example,392
the x-axis in Fig. 4a represents the correlation between ∆V 89 and precipitation rate, and the y-393
axis represents the correlation between V89 itself and precipitation rate. For all six channels, the394
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magnitude of the correlation coefficient from ∆T B is larger than that from TB over about 92.0%395
of grid boxes for all channels.396
For the rest grid boxes (about 8.0%), ∆T B has a slightly lower correlation to MRMS precipitation397
rate than the instantaneous TB. Further analysis shows that these grid boxes are all located in398
coastal regions. Coastal pixels cause problems for ∆T B computations that are not reflected in the399
instantaneous TB. For example, pixel A from GMI in a coastal grid box is judged as a raining400
pixel. To compute the ∆H89 for this pixel, the immediately preceding TB at this 0.25◦ grid box is401
from SSMIS (F17) (referred to as pixel B). Although pixel B is in the same grid box as pixel A,402
pixel B is contaminated by the ocean surface, therefore H89 is much lower due to the low ocean403
surface emissivity. Using pixel B’s information, the ∆H89 is indirectly contaminated by the ocean404
surface. On the other hand, the ocean surface contamination from pixel B has no influence at all405
on pixel A when directly using TB. This problem can be rectified using high-resolution land-water406
masks, and this work is left as a future refinement to the proof-of-concept demonstrated here.407
1) SNOW-COVERED LAND EFFECT408
This section uses the data from the previously mentioned grid box at (74◦W, 43.5◦N) in New409
York to explain why ∆T B correlates much more strongly with precipitation rate than TB.410
As shown previously, this location frequently experiences snow accumulation over the ground411
in the winter season. The correlation between ∆H89 and precipitation rate is -0.66 (Fig. 5a). On412
the other hand, H89 correlates with precipitation rate very poorly with a correlation coefficient at413
-0.27 (Fig. 5b).414
Observations can be further divided into non-snow-covered data and snow-covered data. For the415
non-snow-covered data, the correlation between ∆H89 and precipitation rate is improved slightly416
from -0.66 to -0.71 (Fig. 5c). However, the correlation between H89 and precipitation rate is417
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dramatically improved from -0.27 to -0.57 (Fig. 5d). The much-improved correlation from H89418
itself by using the non-snow-covered data is clearly due to screening out the snow-covered pixels.419
In fact, this issue is well known, and precipitation retrieval algorithms often include snow-cover420
screening steps (Ferraro et al. 1998; Kummerow et al. 2001; You et al. 2016b). However, it is noted421
that even after using the daily snow-cover map to screen out the possible snow-covered pixels,422
there still exist some pixels with snow-cover contamination (Fig. 5d, pixels with no precipitation423
and H89 about 250 K). In contrast, the snow-covered contamination is largely eliminated when424
using ∆H89 (Fig. 5c). This result further demonstrates the added value of ∆T B relative to the425
instantaneous TB.426
For pixels over snow-covered land, the correlation between ∆H89 and precipitation is -0.34 (Fig.427
5e), while there is weak positive correlation at 0.08 between H89 and precipitation rate (Fig. 5f).428
The positive correlation is caused by the falsely identified precipitation pixels over snow-covered429
land with very cold TBs. It is worth mentioning that one cannot simply discard the pixels over430
the snow-covered land. By doing so, pixels over snow-covered land with precipitation also are431
discarded and will lead to missing precipitation pixels.432
The red, green and magenta curves from Fig. 5a to Fig. 5f are regression lines derived from433
the least-squares approach. Fig. 5g shows that the regression curves from the entire dataset (red434
line), non-snow-covered subset (green line) and snow-covered subset (magenta line) are almost435
identical, which essentially means that the relationship between ∆H89 and precipitation rate is436
largely independent of the snow-cover accumulation on the ground. In contrast, the snow-covered437
pixels can alter the relation between H89 and precipitation rate, as indicated by three very different438
regression curves in Fig. 5h.439
The relative independence of ∆H89 to the snow-covered contamination implies that the sensors440
with the highest available frequency at ∼89 GHz (e.g., Advanced Microwave Sounding Unit-A441
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[AMSU-A] and AMSR-2) can be used to retrieve precipitation over cold surfaces. This is in442
contrast to the generally accepted practice that these sensors have poor capability for precipitation443
retrieval in the winter season due to the cold surface contamination (Fig. 5f). Our analysis shows444
that using ∆T B at ∼ 89 GHz to retrieve precipitation over cold land surfaces in the winter season445
overcomes these limitations from the satellite constellation perspective.446
We further analyzed the snow-covered land contamination at V190 (Fig. 6). Similarly, ∆V190447
outperforms V190, as indicated by the larger correlation coefficient. As expected, V190 is less448
affected by the surface characteristics. However, there still exist noticeable difference among449
these three regression curves from all data, non-snow-covered data, and snow-covered data (Fig.450
6h), while regression curves are almost identical based on ∆V190 (Fig. 6g).451
2) ENVIRONMENTAL VARIATION EFFECT452
This section focuses on data from the grid box at (86◦W, 30.5◦N) in Florida to explain why even453
in a rarely snow-covered region, ∆T B still adds information relative to the instantaneous TB.454
To demonstrate the effects of environmental (e.g., temperature, humidity) variation, we analyze455
the relationships between precipitation rate and ∆T B, and between precipitation rate and TB, in456
winter and summer. The correlation between ∆H89 and precipitation rate (Fig. 7a) is -0.74, which457
is only slightly larger than that between H89 and precipitation rate at -0.69 (Fig. 7b). It is noted458
that data in both winter and summer are used in these two figures (Fig. 7a and Fig. 7b). When the459
data are divided into summer and winter subsets, similar correlations with precipitation rate based460
on either H89 or ∆H89 are found (cf. Fig. 7c and Fig. 7d, cf. Fig. 7e and Fig. 7f).461
As stated in the introduction, the problem is that the starting values from which H89 decrease462
are different in summer and winter. In the summer season, H89 decreased from about 282 K463
(green curve in Fig. 7d), as opposed to 268 K in winter (magenta curve in Fig. 7f). However, the464
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∆H89 is almost un-affected by environmental variation from summer to winter. The ∆H89 in both465
season decreases from about -2 K. Fig. 7g shows that these three curves based on both winter and466
summer data, or based on summer or winter only data, are almost identical by using ∆H89. On467
the contrary, the relations between H89 and precipitation rate using data in winter and summer are468
quite different (Fig. 7f). For V190, environmental variation has much less influence, compared469
with H89 (not shown due to space limitations). However, it is found that ∆V190 is less affected by470
the seasonal environmental variation, compared with V190.471
In summary, this section shows that ∆T B correlates more strongly with precipitation rate than472
the instantaneous TB. This, combined with the analysis in the previous section, shows that ∆T B is473
much less affected by snow-covered land contamination, and also less sensitive to environmental474
variation. These two factors account for the ∆T B’s superior performance.475
c. Correlation seasonal variation476
This section analyzes the seasonal variation of the correlation between TBs themselves and pre-477
cipitation rate, and between ∆T B at the corresponding channel and the precipitation rate. Figures478
are not shown not shown due to space limitations.479
In spring, the largest correlation improvement is observed over Rocky mountain regions and the480
areas north of 45◦N. This improvement is more obvious for V89 and H89. Similar features are481
observed in fall. In summer, the correlation improves very little by using ∆T B. As mentioned pre-482
viously, the primary reason why ∆T B improves the correlation is because of the mitigation of land483
surface contamination. In summer, there is almost no snow accumulation in the targeted region.484
Therefore, we did not observe much improvement. However, the snow-covered land contamina-485
tion remains an issue in the higher latitude region even in summer (e.g., Alaska). Therefore, the486
∆T B is expected to perform better in the higher latitude regions even in the summer season.487
22
The largest improvement is observed in the winter season , when the snow accumulation on488
the ground is prevalent. In this situation, ∆T B can significantly alleviate surface contamination,489
and therefore result in a much stronger correlation with the precipitation rate. Obviously, there490
still exist false positive correlations in Montana, Wyoming, North Dakota and South Dakota, even491
using ∆T B. The misidentified snow-covered pixels cause this problem. To illustrate this point, we492
choose the grid box at (114◦W, 47◦N) at Missoula, Montana, where one of the Next-Generation493
Radars operates.494
Fig. 8a shows that the correlation between H89 and precipitation rate is 0.15. It is worth men-495
tioning that almost all the pixels in this location in winter are associated with snow accumulation496
on the ground, as determined by the IMS daily snow-cover map. The positive correlation is clearly497
caused by the misidentified snow-covered pixels, which are associated with no precipitation. Us-498
ing ∆H89 can mitigate the snow-covered pixels’ influence to some extent, as indicated by the499
smaller positive correlation at 0.04 (Fig. 8b). By only using the pixels with the time difference500
less than 24-hr (∆t < 24), the correlation between ∆H89 and precipitation rate is improved to -0.19501
(Fig. 8c). It is further improved to -0.34 when only using data with the time difference less than502
6-hr (∆t < 6) (Fig. 8d). This phenomenon indicates that ∆H89 is less affected by snow-cover503
contamination with a shorter time difference between the current precipitating pixels and the im-504
mediately preceding non-precipitating pixels at the same location. In other words, the shorter the505
time difference, ∆H89 contains more signal from the current precipitation, not the contamination506
signal (e.g., the surface emissivity variation due to snowpack melt and refreezing, or new snow507
accumulation on the ground). Another possible reason is that with a shorter time difference, the508
environmental parameters (e.g., temperature profiles) between t0 and t−1 are more similar. This509
case study demonstrates that even the ∆T B is strongly affected by snow-covered pixels when pre-510
cipitation intensity is light (less than 3 mm/hr in this case).511
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d. Time difference influence512
The objective of this study is to show ∆T B is better correlated with the precipitation rate than the513
instantaneous TB. Observations from a potential geostationary microwave radiometer (Lambrigt-514
sen et al. 2006; Gaier et al. 2016) would be ideally suited for this approach due to the much higher515
temporal resolution and fixed time interval between two observations. However, a spaceborne516
geostationary microwave radiometer is currently not available. Therefore, we must exploit obser-517
vations from eight polar-orbiting satellites. By doing this, the ∆t defined in Eq. 3 is highly variable.518
We have already demonstrated in the previous section (Fig. 8) that the correlation between ∆H89519
and precipitation rate is dependent on the ∆t variation. This section further demonstrates the effect520
of variable ∆t on the correlation between ∆T B and precipitation rate.521
Table 2 shows the observation number from each sensor from March 2014 to December 2016522
in the targeted region. GMI has the smallest sample size with 19.01 million observations, due523
to the relatively narrow swath coverage. For the other seven sensors, each has about 30 million524
observations. On average, the revisit frequency for any sensor is less than two times daily. By525
combining observations from all eight sensors, the revisit frequency is greatly improved. The re-526
visit frequency is improved to 10∼16 times daily, depending on the latitude (Fig. 9). A much more527
frequent revisit for a certain location leads to a much shorter ∆t, which is critical for correlation528
between ∆T B and precipitation rate.529
Fig. 10 shows the histogram of the time difference (i.e., ∆t) from eight sensors and from GMI530
only. Again, we emphasize that ∆t is not the time difference between two consecutive observa-531
tions. It is the time difference between the current precipitating pixel and the immediately preced-532
ing non-precipitating pixel at the same location. With the observations from eight sensors (Fig.533
10a), the vast majority of ∆ts (91.10%) are less than 24-hr. It basically means that for 91.10% of534
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precipitating pixels, it is possible to find the immediately preceding non-precipitating observation535
within a 24-hr window. In contrast, when only using the GMI observations, only 37.26 % of ∆ts536
are less than 24-hr. The surface characteristics are much more likely to vary due to the larger537
∆t. Therefore, ∆T B more likely includes other information (e.g., new snow accumulation on the538
ground, snowpack melt and refreezing) in addition to the current precipitation signal.539
To show the variable ∆t effect, the observations are divided into different categories based on ∆t.540
Fig. 11a shows that ∆T B from V89, V166 and V190 more weakly correlates with the precipitation541
rate as ∆t increases. ∆T B for other channels behaves similarly. As mentioned previously, ∆T B is542
more likely to contain other signals besides the current precipitation signal with larger ∆t. Similar543
analysis is performed over the Northeast region (65◦W∼80◦W, 37◦N∼47◦N) and Southeast region544
(80◦W∼90◦W, 30◦N∼35◦N). Fig. 11b shows that the correlation between precipitation rate and545
∆T B remains relatively unchanged with ∆t less than 24-hr. It is worth mentioning that by using546
eight sensors, the vast majority of ∆t is less than 24-hr (Fig. 10a). The magnitude of the correlation547
sharply decreases to 0 with ∆t varying from 24-hr (1-day) to 72-hr (3-day). This implies that to548
effectively use the ∆T B signal, eight sensors are necessary over this region.549
Over the Southeast region, the correlation is almost independent from the ∆t variation. This550
feature implies that over this region observations from one satellite are sufficient to derive the551
∆T B. The physical reason is because the surface background is relative homogeneous and less552
variable, compared with that over the Northeast region.553
In a post-processing mode, it is possible to find the closest non-precipitating scene by checking554
the succeeding observations. By doing so, it can further shorten ∆t, thereby obtaining a more555
accurate ∆T B. It is found that by choosing the non-precipitating pixels with shorter time either556
from the preceding observations or from succeeding observations, the correlation between ∆T B557
and precipitation rate can be further improved. Specifically, about 80.35% (91.33%) of grid boxes558
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have a stronger negative correlation when considering both preceding and succeeding observations559
for ∆T B computation, compared with only considering preceding (succeeding) observations.560
To summarize, this section demonstrates that observations from these eight satellites signifi-561
cantly increase the revisit frequency, which is crucial for effectively exploiting the signature of562
∆T B, especially over frequently snow-covered regions.563
e. One sensor vs. eight sensors564
It is found in the previous section that ∆t is much larger when only GMI observations are used.565
The much larger ∆t can negatively affect the correlation between precipitation rate and ∆T B. This566
brings the question as to whether one should use ∆T B when a precipitation algorithm is developed567
for a single sensor. This section demonstrates the correlation between precipitation rate and TBs at568
each GMI channel, between precipitation rate and ∆T B of GMI based only on GMI observations,569
and between precipitation rate and ∆T B of GMI based on observations from eight sensors. We570
choose GMI since it has the least observations (Table 2).571
The first column of Fig. 12 shows the correlation between precipitation rate and GMI TB for its572
six channels. In the second column, we show the correlation between precipitation rate and ∆T B573
at the corresponding channel. ∆T B here is computed using GMI only observations. It is noted that574
even using GMI observations only, ∆T B significantly improves the correlation with precipitation575
rate, which is particularly evident in regions with cold surfaces (e.g., Rocky mountains and north576
of 45◦N) at 89 GHz (cf. Fig. 12a and Fig. 12b). Based on this result, it is recommended that ∆T B577
is preferred when retrieval algorithm is developed for a single sensor.578
Next, we compute the correlation between precipitation rate and ∆T B, which is based on eight579
sensor observations. By using observations from these eight sensors, ∆T B performance is fur-580
ther improved. For example, the correlation between precipitation rate and ∆V89 based on eight581
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sensors is about -0.6 over most of the Rocky Mountain region and Northeast region (Fig. 12c).582
In contrast, the much smaller correlation at about -0.1 widely exists over the aforementioned two583
regions from ∆V89 based on GMI only (Fig. 12b). A similar phenomenon is observed at other584
frequencies.585
In summary, it is demonstrated that ∆T B based only on one sensor is more highly correlated with586
precipitation rate than the instantaneous TB, especially over regions where snow accumulation587
is frequent in the winter season. In addition, we show that the correlation between ∆T B and588
precipitation rate is further improved when observations from eight sensors are utilized.589
f. Retrieval performance590
Previous sections have demonstrated that precipitation rate is more highly correlated with ∆T B591
than the instantaneous TB. In this section, we utilize a simple linear regression retrieval as a proof-592
of-concept to demonstrate the potential of ∆T B in a retrieval algorithm. Specifically, in each 0.25◦593
grid box, a linear regression model is established, either between precipitation rate and TB, or594
between precipitation rate and ∆T B. Data in 2014 and 2015 are used as the training dataset,595
and data in 2016 are taken as the validation. We would like to emphasize that more advanced596
statistical techniques (e.g., neural networks and Bayes’ theorem) may further improve the retrieval597
performance. As a proof-of-concept, here we use the simple linear regression approach.598
As mentioned previously, there are several sensors with the highest possible frequency at ∼89599
GHz (e.g., AMSU-A and AMSR-2). Therefore, we first apply this simple linear regression algo-600
rithm to V89 only, and then TBs at all frequencies are used to retrieve the precipitation rate.601
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1) RETRIEVAL RESULTS FROM V89 ONLY602
Fig. 13 shows the simple single-channel retrieval performance over the entire region, Northeast603
(65◦W∼80◦W, 37◦N∼47◦N) and Southeast (80◦W∼90◦W, 30◦N∼35◦N) regions. The retrieval604
over the entire region based on ∆V89 (Fig. 13b) clearly outperforms that from V89 itself (Fig.605
13a). Specifically, the correlation, root-mean-square error (RMSE) and bias for the 2016 validation606
period from ∆V 89 are 0.64, 1.63 mm/hr and -7.20%. In contrast, they are 0.51, 1.83 and -38.92%607
from V89 itself. The largest improvement is for the relative light precipitation with intensity less608
than 4 mm/hr. It is pointed out earlier that the surface affects TB at 89 GHz to a larger extent under609
a light precipitation scenario.610
Using V89 itself, the simple regression retrieval performance is very poor over the Northeast611
region with the correlation of 0.33, RMSE of 1.45 m/hr and bias of -59.41% (Fig. 13c). However,612
these statistics are significantly improved from ∆V89 (Fig. 13d). The correlation increases from613
0.33 to 0.63, RMSE decreases from 1.45 m/hr to 1.18 mm/hr, and the bias reduces from -59.41%614
to -13.98%.615
In the Southeast region, the improvement is not as large as that over the Northeast region (cf.616
Fig. 13e and Fig. 13f). However, we indeed notice that there are large improvements in the lower617
end of the precipitation intensity distribution from 0.2 to 2 m/hr. In this range, the ∆V 89 clearly618
has smaller over-estimation, which contributes to the smaller bias at -0.83% by ∆T B.619
In summary, this section shows that the simple single-channel regression retrieval results from620
∆V 89 is much better than that from V89 itself. More importantly, over frequently snow-covered621
land regions, ∆V 89 performs very well. This opens new opportunities to use sensors with the622
highest possible frequency at ∼89 GHz to retrieve precipitation at high latitudes (e.g., north of623
45◦N) in the winter season.624
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2) RETRIEVAL RESULTS FROM ALL CHANNELS625
This section builds on the previous section and applies a multi-channel regression retrieval to626
demonstrate the value of ∆T B. We first show a blizzard case over the Mid-Atlantic and Northeast627
United States on January 23 2016. All eight sensors observed this event at different overpass times.628
Fig. 14 and Fig. 15 show the geospatial distribution of the retrieved precipitation rate from each629
of the eight sensors. Each row of Fig. 14 and Fig. 15 shows the MRMS observed precipitation,630
the retrieved precipitation from all TBs (V89, H89, ..., V190) for each sensor, and the retrieved631
precipitation from all ∆T Bs (∆V 89, ∆H89, ..., ∆V 190) for each sensor. The overpass time for each632
sensor is shown in the title of each figure.633
For GMI, it is noted that the retrieval results from ∆T B (Fig. 14c) are able to better capture634
the heaviest precipitation center located around the boundary among West Virginia, Maryland635
and Pennsylvania. More importantly, the over-estimation based on TB (Fig. 14b) is obvious from636
northern Pennsylvania to New York . This over-estimation is primarily caused by cold land surface637
contamination, which is largely alleviated by ∆T B.638
For ATMS (second row of Fig. 14), retrieval results from both TB (Fig. 14e) and ∆T B (Fig. 14f)639
captures the heavy snowfall center. However, the over-estimation around the heavy snowfall center640
based on TB is evident (cf. Fig. 14d and Fig. 14e). This over-estimation is largely eliminated641
from the ∆T B result. Similar features are observed for MHS (NOAA-18) (third row of Fig. 14),642
MHS (NOAA-19) (fourth row of Fig. 14), SSMIS (F17) (third row of Fig. 15), and SSMIS (F18)643
(fourth row of Fig. 15). For MHS (Metop-A) (first row of Fig. 15) and MHS (Metop-B) (second644
row of Fig. 15), both TB and ∆T B severely underestimated the precipitation rate (e.g., cf. Fig. 15a645
and Fig. 15b).646
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The value of ∆T B-based retrieval is further demonstrated through the scatter plots in Fig. 16.647
The most striking feature in the scatter plots is that the over-estimation with reference MRMS648
precipitation rates less than 2 mm/hr is greatly alleviated for all sensors (e.g., cf. Fig. 16a and Fig.649
16b). Improvement for heavier precipitation rates (>2 mm/hr) is also clearly noticeable for GMI650
(cf. Fig. 16a and Fig. 16b), MHS (NOAA-18) (cf. Fig. 16e and Fig. 16f ), SSMIS (F17) (cf. Fig.651
16m and Fig. 16n), and SSMIS (F18) (cf. Fig. 16o and Fig. 16p).652
The correlation, RMSE and bias for each sensor from this event are listed in Table 3. Better653
statistics from ∆T B are observed for all sensors with bias for MHS (Metop-A) as an exception,654
which is explained below. Specifically, for GMI, the correlation increases from 0.27 based on TB655
to 0.76 based on ∆T B, RMSE reduces from 1.34 mm/hr to 0.72 mm/hr, and the bias reduces from656
40.04% to 8.03%. Similar degrees of improvements are obtained from SSMIS (F17) and SSMIS657
(F18). For ATMS, the bias is greatly improved from 30.36% based on TB to -4.36% based on658
∆T B.659
Marked improvement also has been found for multi-channel regression retrieval performance660
based on ∆T B from MHS (NOAA-18), MHS (NOAA-19) and MHS (Metop-B). As mentioned661
previously, the magnitude of the bias based on ∆T B from MHS (Metop-A) is larger than that662
based on TB, although the correlation and RMSE is improved by ∆T B. The reason is that the663
over-estimation for precipitation rates less than 2 is mitigated (cf. Fig. 16i and Fig. 16j). However,664
the under-estimation with precipitation rates larger than 2 mm/hr is not improved. Therefore, it665
ends up with a larger negative bias (-40.09%).666
Next, the retrieval performance is assessed over the whole region, Northeast and Southeast re-667
gions. Fig. 17a and Fig. 17b show the overall retrieval results from TBs and ∆T Bs in the targeted668
region. It is clear that the performance from ∆T Bs is superior, as indicated by better statistics.669
Specifically, the correlation, RMSE and bias based on the the instantaneous TB (Fig. 17a) are670
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0.58, 1.75 mm/hr and -13.50%, respectively. Using ∆T B, these statistics are improved to 0.65,671
1.64 mm/hr and -3.86% (Fig. 17b). Similar to the V89 only retrieval result over the Northeast672
region, much larger improvement has been noticed (cf. Fig. 17c and Fig. 17d). In this region, by673
using ∆T B the correlation improved from 0.44 to 0.61, RMSE reduced from 1.35 mm/hr to 1.22674
mm/hr, and the bias decreased from -14.18% to -8.38%. While in Southeast US, improvement is675
more noticeable for precipitation intensities less than 2 mm/hr (cf. Fig. 17e and Fig. 17f).676
Seasonal retrieval performance is also evaluated. Figures are not shown due to space limitations.677
Retrieval results from ∆T Bs are better over all the regions in all four seasons, as indicated by the678
better statistics. The improvement for the intensity from 0 to 2 mm/hr over the Southeast region679
is especially obvious in the winter season, because the precipitation signal is weaker in winter680
(compared with that in summer), and any contamination due to the environmental variation will681
negatively impact the results to a larger degree.682
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5. Conclusions and Discussions683
This study proposes a new approach to improve precipitation rate retrievals over land: using684
TB temporal variation (∆T B). We test this idea by using observations from eight sensors onboard685
polar-orbiting satellites in the current GPM microwave radiometer constellation, including GMI,686
SSMIS (F17), SSMIS (F18), ATMS, MHS (NOAA-18), MHS (NOAA-19), MHS (Metop-A), and687
MHS (Metop-B). MRMS precipitation rate over the land portion of (130◦W∼60◦W, 25◦N∼50◦N)688
from March 2014 to December 2016 is the reference data for this study. In this study, only the689
high frequency channels from 89 GHz to 183.3 GHz are used since they are commonly available690
in all aforementioned eight sensors.691
We first developed a method to convert TBs from other sensors to GMI channels. Time series692
analysis shows no obvious bias from this conversion. By doing so, the observation frequency693
is significantly increased. Specifically, the revisit frequency for any single senor in the targeted694
region is less than two times daily. By combining all the observations from these eight sensors,695
the revisit frequency is increased to 10∼16 times daily, depending on the latitude. Further anal-696
ysis shows that the much more frequent revisit for a certain location is crucial to obtain stronger697
correlation between ∆T B and precipitation rate.698
We demonstrate that ∆T B correlates more strongly with precipitation rate than the instantaneous699
TB for all channels. The largest improvement in correlation is in the winter season. The primary700
reason is that misidentified pixels with snow accumulation on the ground have much less influence701
on ∆T B, while these pixels can significantly alter the relation between the instantaneous TB and702
precipitation rate. ∆T B also is relatively insensitive to the environmental variation (e.g., temper-703
ature and humidity variations from summer to winter), while TBs (especially TB at 89 GHz) are704
32
affected by environmental variation. This is the reason why even in the Southeast United States,705
∆T B outperforms the instantaneous TB.706
Further analysis shows that the correlation between ∆T B and precipitation rate is highly de-707
pendent on the time difference (∆t). ∆T B correlated more strongly with precipitation rate as ∆t708
decreases. The longer the ∆t, the more likely ∆T Bs include other information (e.g., new snow709
accumulation on the ground, snow melt and refreezing, etc.) besides the current precipitation710
signature.711
A simple single-channel regression precipitation retrieval proof-of-concept shows that by only712
using ∆V89 the retrieved precipitation results agree very well with the reference MRMS precipita-713
tion rate. On the other hand, V89 itself performs much worse. This result opens new opportunity714
for the sensors with the highest frequency at∼89 to retrieve precipitation in snow-covered regions,715
which is currently avoided in practice by algorithms that use the instantaneous TB.716
Analysis from a 2016 blizzard case over the United Sates demonstrates that the major limitation717
of using TB directly is the over-estimation at the low intensity end of the precipitation rate distri-718
bution, where surface contamination plays a larger role. Finally, it is shown that a multi-channel719
regression retrieval based on all ∆T Bs (∆V 89, ∆H89, ...,. ∆V190) is superior to that based on all720
TBs (V89, H89, ..., V190), as indicated by better statistics against the MRMS reference data. The721
improvement is particularly evident over frequently snow-covered regions.722
One key step of this study is to identify the precipitation status for each observation, which723
directly affects the ∆T B computation. This study only uses the TBs for precipitation screening.724
Previous work (You et al. 2015) showed that detection performance can be further improved by725
including ancillary information, e.g., land surface classification, lower tropospheric relative hu-726
midity and vertical velocity from reanalysis data, which is left for future work.727
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Not only does this study highlight the importance of maintaining the current microwave con-728
stellation, it also implies that a geostationary microwave radiometer can significantly improve the729
precipitation retrieval over frequently snow-covered regions, by capitalizing on the surface and730
atmosphere ”background” information contained in TB temporal variation.731
Future work seeks to (1) extend this work to the GPM covered land regions (65◦S∼65◦N),732
through incorporation of ∆T B in the Goddard profiling algorithm (GPROF), where the GPM dual733
frequency precipitation radar observations can be taken as the reference; (2) extend this work to734
the ocean surface. Over the ocean surface, it is planned to compute TB temporal variation for both735
the high frequency and low frequency channels.736
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TABLE 1. Characteristics of each sensor used in this study. The sensors employed the cross-track scanning
scheme is indicated by the superscript ”*”. For the cross-track scanning sensors, the polarization (V/H) is valid
only at nadir. The ascending equatorial crossing time (ECT) is as of December 2016 for the sun-synchronous
orbit satellites. The GPM satellite has a precessing orbit, which means that it overpasses a certain location at
varying times throughout the day.
900
901
902
903
904
Satellite name Radiometer name Frequency Frequency Frequency Resolution ECT
GPM GMI 89.0 (V/H) 166.0 (V/H) 183.3±3, ±7 (V) 6 or 7 km ***
F17 SSMIS 91.7 (V/H) 150.0 (H) 183.3±1, ±3, ±6.6 (H) 14 km 18:26
F18 SSMIS 91.7 (V/H) 150.0 (H)a 183.3±1, ±3, ±6.6 (H) 14 km 18:45
NPP ATMS∗ 88.2 (V) 165.5 (H) 183.3±1, ±1.8, ±3, ±4.5, ±7 (H) 14∼45 km 13:31
NOAA-18 MHS∗ 89.0 (V) 157.0 (V) 183.3±1, ±3 (H); 191.3 (V) 17∼40 km 18:33
NOAA-19 MHS∗ 89.0 (V) 157.0 (V) 183.3±1, ±3 (H); 191.3 (V) 17∼40 km 15:59
Metop-A MHS∗ 89.0 (V) 157.0 (V) 183.3±1, ±3 (H); 191.3 (V) 17∼40 km 21:29
Metop-B MHS∗ 89.0 (V) 157.0 (V) 183.3±1, ±3 (H); 191.3 (V) 17∼40 km 21:32
aThe 150 GHz channel on F18 has stopped functioning since February, 2012, which is not used in this study.
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TABLE 2. Sample size of each sensor from March 2014 to December 2016 at 0.25◦ resolution in the targeted
region (130◦W∼60◦W, 25◦N∼50◦N).
905
906
Satellite name Radiometer name Obs. # (Million) Percentage (%)
GPM GMI 19.01 8.25
F17 SSMIS 32.76 14.21
F18 SSMIS 30.22 13.11
NPP ATMS 30.27 13.13
NOAA-18 MHS 28.95 12.56
NOAA-19 MHS 29.72 12.89
Metop-A MHS 29.76 12.91
Metop-B MHS 29.83 12.94
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TABLE 3. Correlation, root-mean-square error (RMSE) and bias based on TB and ∆T B from each of the eight
sensors, for the blizzard case over the Mid-Atlantic and Northeast United States on January 23 2016.
907
908
Correlation Correlation RMSE (mm/hr) RMSE (mm/hr) Bias (%) Bias (%)
TB ∆TB TB ∆TB TB ∆TB
GMI (GPM) 0.27 0.76 1.34 0.72 40.03 8.03
ATMS (NPP) 0.72 0.76 0.83 0.69 30.36 -4.36
MHS (NOAA-18) 0.50 0.69 0.99 0.75 39.98 14.36
MHS (NOAA-19) 0.59 0.68 0.89 0.79 12.48 -9.90
MHS (Metop-A) 0.25 0.51 0.94 0.83 11.00 -40.09
MHS (Metop-B) 0.12 0.48 1.06 0.82 24.21 -18.04
SSMIS (F17) 0.39 0.75 1.11 0.61 49.72 16.40
SSMIS (F18) 0.20 0.73 0.94 0.57 38.79 0.85
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Fig. 17. Precipitation retrieval performance in 2016 by using all TBs (V89, ..., V190) and all ∆T Bs979
(∆V89, ..., ∆V190). (a) Density scatter plot between MRMS (reference) and retrieved pre-980
cipitation rate from all TBs over the whole area. (b) Scatter plot between MRMS (reference)981
and retrieved precipitation rate from ∆TBs over the whole area. (c) Same as (a), except982
over over the Northeast region (65◦W∼80◦W, 37◦N∼47◦N). (d) Same as (b), except over983
the Northeast region (65◦W∼80◦W, 37◦N∼47◦N). (e) Same as (a), except over the South-984
east region (80◦W∼90◦W, 30◦N∼35◦N). (f) Same as (b), except over the Southeast region985
(80◦W∼90◦W, 30◦N∼35◦N). . . . . . . . . . . . . . . . . . . 65986
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FIG. 1. Time series of H89 from March 2014 to December 2016 over the grid box at (74◦W, 43.5◦N) in New
York, (a) observed from GMI; (b) estimated from ATMS; (c) estimated from MHS (NOAA-18); (d) estimated
from MHS (NOAA-19); (e) estimated from MHS (Metop-A); (f) estimated from MHS (Metop-B); (g) estimated
from SSMIS (F17); (h) estimated from SSMIS (F18).
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FIG. 2. (a) Time series of H89 from March 2014 to December 2016 over the grid box at (74◦W, 43.5◦N) in
New York, from all sensors. (b) Same as (a) except for V190. (c) Same as (a) except over the grid box at (86◦W,
30.5◦N) in Florida. (d) Same as (b) except over the grid box at (86◦W, 30.5◦N) in Florida.
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FIG. 3. Left column: correlation between the instantaneous TB and precipitation rate. Right column: Corre-
lation between precipitation rate and ∆T B at the corresponding channel.
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FIG. 4. (a) Scatter plot based on correlation between ∆V89 and precipitation rate (x-axis), and correlation
between V89 and precipitation rate (y-axis). (b) Same as (a) except for H89. (c) Same as (a) except for V166.
(d) Same as (a) except for H166. (e) Same as (a) except for V186. (f) Same as (a) except for V190.
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FIG. 5. Case study over the grid box at (74◦W, 43.5◦N) in New York. (a) Scatter plot between precipitation
rate and ∆H89. (b) Scatter plot between precipitation rate and H89. (c) Same as (a), except that only the non-
snow-covered data are used. (d) Same as (b), except that only the non-snow-covered data are used. (e) Same as
(a), except that only the snow-covered data are used. (f) Same as (b), except that only the snow-covered data are
used. (g) The regression curves from (a), (c) and (e). (f) The regression curves from (b), (d) and (f).
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FIG. 6. Same as Fig. 5, except for V190.
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FIG. 7. Case study over the grid box at (86◦W, 30.5◦N) in Florida. (a) Scatter plot between precipitation rate
and ∆H89. (b) Scatter plot between precipitation rate and H89. (c) Same as (a), except that only the data in
summer are used. (d) Same as (b), except that only the data in summer are used. (e) Same as (a), except that
only the data in winter are used. (f) Same as (b), except that only the data in winter are used. (g) The regression
curves from (a), (c) and (e). (f) The regression curves from (b), (d) and (f).
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FIG. 8. Case study over the grid box at (114◦W, 47◦N) at Missoula, Montana. (a) Scatter plot between
precipitation rate and H89. (b) Scatter plot between precipitation rate and ∆H89. (c) Same as (b), except that
only the data with ∆t < 24-hr is used. (d) Same as (b), except that only the data with ∆t < 6-hr is used.
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FIG. 9. Daily revisit frequency from eight sensors for each 0.25◦ grid box based on observations from March
2014 to December 2016.
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FIG. 10. (a) Histogram of the time difference (∆t in Eq. 3) when using eight sensors, including GMI, ATMS,
SSMIS (F17), SSMIS (F18), MHS (NOAA-18), MHS (NOAA-19), MHS(Metop-A), and MHS (Metop-B). (b)
Histogram of the time difference (∆t in Eq. 3) when using GMI only.
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FIG. 11. (a) Correlation between ∆V89 and precipitation rate, between ∆V166 and precipitation rate, and be-
tween ∆V190 and precipitation rate, under different ∆t conditions over the whole targeted region (130◦W∼60◦W,
25◦N∼50◦N). (b) Same as (a) except over the Northeast region (65◦W∼80◦W, 37◦N∼47◦N). Same as (a) except
over the Southeast region (80◦W∼90◦W, 30◦N∼35◦N).
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FIG. 12. Left column: correlation between the instantaneous TB and precipitation rate, using GMI observation
only. Center column: Correlation between precipitation rate and ∆T B at the corresponding channel, where the
∆T B is derived from GMI observations only. Right column: Correlation between precipitation rate and ∆T B at
the corresponding channel, where the ∆T B is derived from all eight sensor observations.
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FIG. 13. Precipitation retrieval performance in 2016 by using V89 and ∆V89. (a) Density scatter plot be-
tween MRMS (reference) and retrieved precipitation rate from V89 over the whole area. (b) Scatter plot be-
tween MRMS (reference) and retrieved precipitation rate from ∆V89 over the whole area. (c) Same as (a),
except over the Northeast region (65◦W∼80◦W, 37◦N∼47◦N). (d) Same as (b), except over the Northeast region
(65◦W∼80◦W, 37◦N∼47◦N). (e) Same as (a), except over the Southeast region (80◦W∼90◦W, 30◦N∼35◦N).
(f) Same as (b), except over the Southeast region (80◦W∼90◦W, 30◦N∼35◦N).
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(a) MRMS observed precip. at 12:35 (b) GMI retrieved precip. by TB at 12:35 (c) GMI retrieved precip. by ∆TB at 12:35
(d) MRMS observed precip. at 7:09 (e) ATMS retrieved precip. by TB at 7:09 (f) ATMS retrieved precip. by ∆TB at 7:09
(g) MRMS observed precip. at 11:58 (h) MHS (NOAA-18) retrieved precip. by TB at 11:58 (i) MHS (NOAA-18) retrieved precip. by ∆TB at 11:58
(j) MRMS observed precip. at 18:22 (k) MHS (NOAA-19) retrieved precip. by TB at 18:22 (l) MHS (NOAA-19) retrieved precip. by ∆TB at 18:22
FIG. 14. Case stuy of the blizzard case over the Mid-Atlantic and Northeast United States on January 23
2016. Each row shows the MRMS observed precipitation, the retrieved precipitation from TBs themselves for
each sensor, and the retrieved precipitation from ∆T Bs for each sensor. The overpass time for each sensor is
shown in the title of each figure. First row: GMI; Second row: ATMS; Third row: MHS (NOAA-18); Fouth
row: MHS (NOAA-19).
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(a) MRMS observed precip. at 15:20 (b) MHS (Metop-A) retrieved precip. by TB at 15:20 (c) MHS (Metop-A) retrieved precip. by ∆TB at 15:20
(d) MRMS observed precip. at 14:34 (e) MHS (Metop-A) retrieved precip. by TB at 14:34 (f) MHS (Metop-A) retrieved precip. by ∆TB at 14:34
(g) MRMS observed precip. at 12:04 (h) SSMIS (F17) retrieved precip. by TB at 12:04 (i) SSMIS (F17) retrieved precip. by ∆TB at 12:04
(j) MRMS observed precip. at 12:42 (k) SSMIS(F18) retrieved precip. by TB at 12:42 (l) SSMIS (F18) retrieved precip. by ∆TB at 12:42
FIG. 15. Same as Fig. 14, execept for sensors of MHS (Metop-A), MHS (Metop-B), SSMIS (F17), and
SSMIS (F18), respecitively.
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FIG. 16. Scatter plots between MRMS precipitation rate and retrieved precipitation rate from all eight sensors
based on all TBs, and between MRMS precipitation rate and retrieved precipitation rate from all eight sensors
based on all ∆T Bs (∆V89, ..., ∆V190), for the blizzard event over the Mid-Atlantic and Northeast United States
on January 23 2016. Only the correlation coefficient is labeled in the figure due to space limitations. Root-mean-
square error (RMSE) and bias are listed in Table 3.
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FIG. 17. Precipitation retrieval performance in 2016 by using all TBs (V89, ..., V190) and all ∆TBs (∆V 89,
..., ∆V 190). (a) Density scatter plot between MRMS (reference) and retrieved precipitation rate from all TBs
over the whole area. (b) Scatter plot between MRMS (reference) and retrieved precipitation rate from ∆T Bs
over the whole area. (c) Same as (a), except over over the Northeast region (65◦W∼80◦W, 37◦N∼47◦N). (d)
Same as (b), except over the Northeast region (65◦W∼80◦W, 37◦N∼47◦N). (e) Same as (a), except over the
Southeast region (80◦W∼90◦W, 30◦N∼35◦N). (f) Same as (b), except over the Southeast region (80◦W∼90◦W,
30◦N∼35◦N).
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