Abstract. In this note, we prove local-in-time well-posedness for a fully dispersive Boussinesq system arising in the context of free surface water waves in two and three spatial dimensions. Those systems can be seen as a weak nonlocal dispersive perturbation of the shallow-water system. Our method of proof relies on energy estimates and a compactness argument. However, due to the lack of symmetry of the nonlinear part, those traditional methods have to be supplemented with the use of a modified energy in order to close the a priori estimates.
Introduction
Consideration is given to the one-dimensional fully dispersive Boussinesq system
where x ∈ R, t ∈ R, η(x, t) ∈ R and u(x, t) ∈ R, and its two-dimensional counterpart ∂ t η + K(D)∇ · u + ∇ · (ηu) = 0 , ∂ t u + ∇η + 1 2 ∇|u| 2 = 0 , (1.2) ffor x ∈ R 2 , t ∈ R, η(x, t) ∈ R and u(x, t) ∈ R 2 , where K(D) is a nonlocal operator related to the dispersion of the linearized water-wave system in finite depth. Namely, K(D) is defined as a Fourier multiplier associated with the symbol
where β is a nonnegative dimensionless number related to the surface tension (see [27] ).
Those systems were proposed in [22, 1, 25, 20] as approximate models for the study of surface water waves, and provide a two-directional alternative to the well known Whitham equation. We also refer to [15, 9, 8, 7] for other versions of fulldispersion Boussinesq type systems. The unknowns η and u in (1.1) represent respectively the deflection of the free surface from its equilibrium position and the velocity at the free surface.
The one-dimensional Whitham equation where x ∈ R, t ∈ R, u = u(x, t) ∈ R and W(D) is the Fourier multiplier associated with the symbol W (ξ) := K(ξ), was introduced by Whitham in [32] as an alternative to the Korteweg-de Vries (KdV) equation by keeping the exact dispersion of the linearized water waves system in finite depth. This equation has drawn quite a bit of attention lately. In particular, it displays, in the case of pure gravity waves (β = 0), several interesting phenomena already predicted by Whitham: a solitary wave regime close to KdV [10] , the existence of a wave of greatest height (Stokes wave) [12] , the existence of shocks [14] , and modulational instability of steady periodic waves [16, 28] . Note that when surface tension is taken into account (β > 0), the dynamics of (1.4) appears to be completely different (see [20] and the references therein). Moreover, it was proved to be a relevant water wave model in the long wave regime on the same time scale as the KdV equation [22, 20] . 1 The Whitham equation has also been tested directly against both numerical approximations of the full Euler system [25] and experimental data [4, 31] . We also refer to [20] for other interesting numerical simulations.
Returning to the full-dispersion systems (1.1) and (1.2), it has been shown in [11] that (1.1) is locally well-posed in the case of pure gravity waves (β = 0) if one makes the assumption that the initial elevation η is bounded by below by a positive constant. No results seem to be known when surface tension is taken into account, i.e. in the case β > 0.
Our main result in this note is a proof of well posedness for systems (1.1) and (1.2) in the case of β > 0 and with a smallness assumption on the initial surface elevation η(·, 0). 
) and a unique solution (η, u) to (1.1) satisfying
In addition, the flow function mapping initial data to solutions is continuous.
(ii) Let s > 7 2 . Then, there exists δ 0 > 0 such that the following holds true. For all
) and a unique solution (η, u) to (1.2) satisfying
Remark 1.1. The same results also hold in the periodic case. The proof is similar up to small changes in the commutator estimates (see for example [18] ).
Remark 1.2. The time of existence T in Theorem 1.1 with respect to the parameter β satisfies T (β) β. In particular T (β) → 0, when β → 0. Note that in the case of pure gravity waves (β = 0), system (1.1) is probably ill-posed 2 unless one makes the nonphysical assumption that η ≥ c 0 > 0 as in [11] . One interesting observation is that the present situation appears to be similar to the case of the nonlinear KevinHelmholtz problem for two-fluid interfaces, where the criterion established in [23] explains why capillarity is necessary for the well-posedness of the system, but does not affect the long-time dynamics.
For the sake of simplicity, we will renormalize the system and assume that β = 1 in the following. Remark 1.3. We do not consider here the system in the long-wave regime as it was done in [20] , since our method of proof does not seem to provide, at least directly, good lower bounds for the existence time with respect to the small parameter ǫ measuring the size of the dispersive and nonlinear effects, which are of the same order in this regime. Note however that the smallness condition in Theorem 1.1 would translate in this context into η H 1 1/ √ ǫ which seems physically reasonable. It remains nevertheless an interesting issue to the prove that systems (1.1) and (1.2) are locally well posed over large time as it was done for some of the (a, b, c, d)-Boussinesq systems [29, 3, 30] .
The proof of Theorem 1.1 is based on energy estimates and a standard compactness argument. The main difficulty lies in the lack of symmetry of the nonlinearity in (1.1). Indeed, a direct energy estimate at the
where J s x denotes the Bessel potential of order −s. Note that the last term on the right-hand side of (1.7) cannot be handled directly by integration by parts or commutator estimates.
In the absence of dispersion, it is well-known that one can symmetrize the system by using hyperbolic symmetrizers. We refer for example to [22] for the shallow water system. This technique can be adapted in a nontrivial way when one adds a local dispersive perturbation to the system [29, 30] . However, it is not clear wether it still applies for the systems (1.1) and (1.2) 4 . Here, we follow a different path and use instead a modified-energy method. The idea is to add the lower-order cubic term η(J s x u) 2 to the energy. The linear contribution of the derivative of this term will cancel out the last term on the right-hand side of (1.7), while the contribution coming from the nonlinear terms can easily be controlled. This approach enables us to close the energy estimate. A similar argument can be used to derive an energy estimate for the difference of two solutions. Once these estimates are established, the proof proceeds using bootstrapping and classical compactness arguments.
The proof in the 2 dimensional case is very similar. This time the energy needs to be modified by the term η|J s x u| 2 . Moreover, we also need to assume a curl-free condition on the initial velocity u 0 . Note that this condition is preserved by the flow of (1.2). When u is curl-free, the term 1 2 ∇|u| 2 can be written as two transport
2 is needed to cancel out the linear terms 4 Note that the technique may work for some other systems with a nonlocal dispersion. We refer for example to [33] for a nonlocal dispersive system in the context of internal wave.
terms, namely (u·∇u 1 , u·∇u 2 )
T , where u = (u 1 , u 2 ) T . This fact enables us to close the energy estimates for this term by using the Kato-Ponce commutator estimates (see for example Lemma 4.2. in [24] ). Note that our proof would also work, without the curl-free assumption on u, when considering a nonlinearity of the form u · ∇u instead of ∇|u| 2 in the second line of (1.2). For the sake of simplicity, we will focus below on the proof in the one-dimensional case and will indicate in the last section what are the main changes in the two-dimensional case.
The use of a modifed energy is well-known to be a powerful tool in the study of nonlinear partial differential equations. We refer among others to [21, 18] (wellposedness results for higher-order KdV type equations), [13] (long time existence results for small initial data for the Burgers-Hilbert equation) and [26] (growth of Sobolev norm for NLS) for some applications of the modified energy methods in related contexts. The method of proof introduced here seems to be quite general and we hope that it will have further applications to other weakly dispersive and nonlocal perturbations of nonlinear hyperbolic systems.
The paper is organized as follows: in Section 2, we give the notations and recall some commutator estimates. Section 3 and 4 are devoted to the proof of the energy estimates respectively for a solution and for the difference of two solutions. Finally, we give the proof of Theorem 1.1 (i) in Section 5 and explain the main changes for the two-dimensional case in Section 6.
Notations and preliminary estimates
2.1. Notations.
• Throughout the text, c will denote a positive constant which may change from line to line. Also, for any positive numbers a and b, the notation a b means that a ≤ cb.
• The operator F denotes the Fourier transform. We often write F(f )(ξ) = f (ξ). • In one dimension, H will denote the Hilbert transform, i.e Hf
• For any α ∈ R, J α x will denote the Bessel potential of order −α, defined via Fourier transform by
• If A and B are two operators, then [A, B]denotes the commutator between A and B, i.e. [A, B]f = ABf − BAf .
Fourier multiplier.
We reformulate system (1.1) as
where H is the Hilbert transform and M(D) is the Fourier multiplier associated to the symbol
2) By recalling the pointwise estimate (see for example [15] )
it follows easily from Plancherel identity that
Note that the implicit constant in the former inequality depends of course of s if s > 0. Moreover, we also have from Young's theorem on convolution
Finally, we will also need an estimate comparing the Bessel and Riesz potentials. We claim that (
(2.5) Indeed, it follows from Plancherel's identity that
which implies (2.5), since the function : ξ → |ξ| 4 1 + 6) for any f, g defined on R.
We also state the fractional Leibniz rule proved in the appendix of [19] .
Lemma 2.2. Let σ = σ 1 + σ 2 ∈ (0, 1) with σ i ∈ (0, γ) and p, p 1 , p 2 ∈ (1, ∞) satisfy
Moreover, the case σ 2 = 0, p 2 = ∞ is also allowed.
The following commutator estimate was derived in Proposition 3.2 of [6] .
Lemma 2.3. Let α ∈ [0, 1), β ∈ (0, 1) with α + β ∈ [0, 1]. Then, for any p, q ∈ (1, ∞) and for any δ > 1/q, there exists c = c(α; β; p; q; δ) > 0 such that 
Energy estimates
The main goal of this section is to prove the following energy estimate for the solutions of (1.1). 
(1) Coercivity. There exists α 0 > 0 such that
(2) Energy estimate.
3)
Proof. Estimate (3.2) follows directly from Hölder's inequality, the definition of E(η, u) in (3.1) and the Sobolev embedding
To prove estimate (3.3), we will work on the reformulated version (2.1) of (1.1). We compute the time derivative of each term on the left-hand side of (3.3) separately.
First, we get by using the Cauchy-Schwarz inequality, (2.3) and the identity D
Moreover, it follws after integration by parts that
Hence, we deduce gathering those identity and using (2.5) that 1 2
Now, we deal with the nonlinear terms appearing on the right-hand side of (3.4). First, we observe that
On the one hand, we get by using the commutator estimate (2.6)
On the other hand, integration by parts and Hölder's inequality yield
Then, we deduce gathering the above estimates that
To deal with the second one, we get integrating by parts that
Then, it follows from the commutator estimate (2.6) and Hölder's inequality that
Therefore, we conclude gathering (3.4), (3.5) and (3.6) and using the Sobolev embedding that 1 2
Finally, we derive the cubic contribution of the energy with respect to time. By using (2.1), we get 1 2
where
after integrating by parts, and
We have by using Hölder's inequality, (2.4) and the Sobolev embedding that
where we used the restriction s +
Moreover, we observe that I 2 will cancel out with the first term on the right-hand side of (3.7). This is why we modify the energy by the cubic term
2 . We rewrite III by using the commutator notation and integration by parts as
Then, it follows from the Kato-Ponce commutator estimate (2.6) and the Sobolev embedding that
There, we conclude the proof of estimate (3.3) combining (3.7) and (3.11) with (3.2).
Finally, we also derive a rough estimate for η in H 1 (R) which will be useful to obtain the coercivity of the modified energy.
Proof. By using the first equation in (2.1), Hölder's inequality and integration by parts, we get that
Similarly, we get that
Moreover, we get after integrating by parts and using the Sobolev embedding
Therefore, we conclude the proof of (3.12) gathering those estimates.
Estimates for the differences of two solutions
In this subsection, we derive energy estimates for the difference of two solutions (η 1 , u 1 ) and (η 2 , u 2 ) of (2.1) in Let ( η, u) = (η 1 − η 2 , u 1 − u 2 ) denote the difference between the two solutions. We define the modified energy E( η, v) by
for all t ∈ (0, T ) .
Proof. Estimate (4.3) follows directly from Hölder's inequality. To prove (4.4), we compute separately the time derivative of each term on the right-hand side of (4.2). First, it follows directly by using (4.1) and integrating by parts that 1 2
(4.5)
By using (2.3), integration by parts and Hölder's inequality, we get that
Now, we turn to the higher-order part of the H 1 × H 3 2 norm of ( η, u). On the one hand, we have that 1 2
To deal with the nonlinear term, we integrate by parts and use Hölder's inequality. It follows that
On the other hand, we compute
By using the identity D 1 x = H∂ x and integration by parts, we have
so that this term will cancel out with the second one on the right-hand side of (4.7). Now, we deal with the nonlinear term. It follows by using the standard Leibniz rule that
We deduce from the fractional Leibniz rule (2.7) that
Moreover, by using ∂ x = −HD 1 x , the commutator notation and integration by parts, we get
Hence, the commutator estimate (2.8) and the Sobolev embedding yield
Therefore, we deduce gathering those estimates that
Finally, to deal with the third term on the right-hand side of (4.8), we need to use the cubic part in the modified energy. Observe by using (2.1) and (4.1) that
where we used the restriction s > 5 2 . Moreover, we observe that the first term on the right-hand side of J 2 will cancel out with the third term on the right-hand side of (4.7). To handle J 3 , we use the standard Leibniz rule and integration by parts to get
It follows from Hölder and Sobolev inequalities that Therefore, we conclude the proof of (4.4) gathering (4.5)-(4.9). where R j denote the Riesz transform and M(D) is the Fourier multiplier associated to the symbol M (ξ) = tanh |ξ| − 1, ξ = (ξ 1 , ξ 2 ) and |ξ| = ξ 2 1 + ξ 2 2 . Note that the pointwise estimate tanh |ξ| − 1 ≤ e −|ξ| , ∀ ξ ∈ R 2 , holds true. We derive an energy estimate (analogous to Proposition 3.1) at the level (η, u 1 , u 2 ) ∈ H s (R 2 ) × H
