Abstract. The purpose of the paper is to present some convergence properties of the iterative aggregation-disaggregation method for computing a stationary probability distribution vector of a column stochastic matrix. A sufficient condition for the local convergence property and the corresponding rate of convergence are established. Some global convergence considerations are presented. Several illustrative examples are included.
Introduction
The iterative aggregation-disaggregation (IAD) method presented in this paper belongs to a class of multilevel methods for solving linear systems [2, 11, 12] . We use this approach to find the stationary probability distribution vector of a stochastic matrix, i.e. the aim is to find a vectorx such that Bx =x, where B is a column stochastic matrix andx is appropriately normalized. The typical characteristic within the class mentioned is that the corresponding basic iteration matrix is a polynomial in B. This property allows to analyze this type of IAD methods in more detail. In particular, we show that we are able to control the number of relaxations on the fine level (Theorem 1).
We present some results on convergence analysis of IAD method. After introducing notations, in the second part, we present sufficient conditions for local convergence for one of the simplest form of the IAD method and we derive the asymptotic rate of convergence for this case. We show that when B contains at least one strictly positive row then there exists a neighborhood ofx such that for every initial approximation in it, the IAD method yields a sequence which converges tox. The result is compared with an iterative IAD method which uses partitioning into two groups and thus it can be analysed deeper [5] . Two examples show that the divergence of the IAD method might be explained in some cases similar to the two groups case. Our analysis shows that the iteration process investigated in [4] can be treated as a particular case of the scheme shown in [8, 9] . This explains appearance of some of its additional properties if the special method compared with the more general IAD methods. On the other hand, some of the tools applied in [4] can be utilized to analyzing more general situations as we show on two examples demonstrating possible divergence of a class of IAD methods with the power method with B as the basic iteration. The second result concerns the global convergence. In section 4, a sufficient condition for the global convergence property of IAD method is shown. In the end of the paper, the relation to previous results and to some other IAD methods are discussed.
Definitions and basic relations
Let B be an N × N column stochastic matrix, irreducible and not cyclic (for definitions see e.g. [1, 12] ). Then according to [1, 12, 14] , matrix B possesses a simple eigenvalue 1 and the other eigenvalues are smaller than 1 in the modulus. The eigenvectorx corresponding to the eigenvalue 1 is strictly positive and it is called the stationary probability distribution vector of matrix B.
Let Q and Z denote the spectral decomposition of B, fulfilling B = Q+Z, Q 2 = Q, QZ = ZQ = 0 and lim k→∞ Z k = 0. Matrix Q is the projection matrix corresponding to the eigenvalue 1. Note that Bx =x = Qx.
In this paper, ||.|| denotes the 1-norm, ||M|| = max j=1,...,N N i=1 |M ij |, r(M) denotes the spectral radius of a matrix M ( [4] ) and e is the vector of ones, e = (1, . . . , 1)
T , the size of the vector can change according to the context. Now we introduce the IAD method. Let G 1 , . . . , G n , n ≤ N, be the aggregation groups of events numbered with 1, 2, . . . , N. The sets G i , i = 1, . . . , n, are considered to be disjoint and ∪
Let us define the restriction (aggregation) n × N matrix R, R ij = 1 if j ∈ G i and R ij = 0 otherwise. For any positive x the prolongation (disaggregation) N × n matrix S(x) is defined by S(x) ij = x i k∈G j x k if i ∈ G j and S(x) ij = 0 otherwise. Let P (x) be the projection matrix given by P (x) = S(x)R. Note that RS(x) = I, I is the identity matrix. Finally let T = M −1 W be a matrix arising from some splitting of I − B which is of weak nonegative type, i.e.
We will use the following relations. When z is a positive n × 1 vector, ||z|| = 1, then S(x)z is a positive N ×1 vector satisfying ||S(x)z|| = 1. Multiplying any nonnegative vector x, ||x|| = 1, by matrix Q, we obtainx, which is equal to any column of Q. Then also QS(x)z =x and QP (x) = Q. On the other hand, P (x)Q = Q in general, but P (x)Q = Q.
The IAD method consists of several repeating steps. A description of the IAD algorithm considered in this paper follows. Here, the upper vector index denotes an order of the vector in a sequence, while the upper matrix index is an exponent.
Step 1. An elementwise positive initial approximation x 0 , ||x 0 || = 1, is selected. The value of k is set to 0.
Step 2. A positive integer s is chosen and the n × n aggregated matrix
is constructed. The associated problem is solved, i.e. the vector z is found, which fulfilles
This step can be called solution on the coarse level .
Step 3. The prolonged vector x k+1,1 of the original size N is computed by
Step 4. The next approximation x k+1 is computed by x k+1 = T t x k+1,1 for the appropriate positive integer t. This step can be called the smoothing step or the correction on the fine level.
Step 5. The test for convergence is evaluated and then the algorithm finishes with the approximate solution x k+1 or continues with Step 2 and with k increased by 1.
Note that the all computed vectors x k are positive. For any positive x, the aggregated matrix RB s S(x) is stochastic, irreducible and it is not cyclic. The latter property is a consequence of the acyclicity of B [9, 10] . Computing z in Step 2 is assumed to be carried out exactly. In place of the iteration matrix T one can choose any nonnegative matrix with the properties Tx =x and I − T = M(I − B) with some invertible M. Of course, the more sophisticated correction (Step 4 ) requires more time, but also achieves faster convergence. For example, M can equal to I, M can be the block diagonal part of I − B or M can equal to the sum of the lower block triangle and the block diagonal of I − B, etc. Then Step 4 with one of the three mentioned above smoothing methods is referred as power method, block Jacobi method and block Gauss-Seidel method respectively. Using the notation from [10] , Algorithm 1 can be identified as SPV(B; I, B; P (x); s, T ; x 0 ; ǫ).
We now derive an operator which controls the convergence of Algorithm 1 .
Lemma 1.
The approximations x k given by Algorithm 1 , k = 0, 1, 2, . . ., follow the formula
where
Proof. The proof can be found in [9, 10] but for the completeness, we present it here. Note that I − RZ s S(x k ) is invertible due to the absence of 1 in the spectrum of Z s and thus in the spectrum of RZ s S(x k ). More precisely, if it was
for some x > 0 and nonzero u, then for v = S(x)u, we have v = 0 and
Having QP (x) = Q and multiplying this equation by Q from the left, we see that Qv = 0. Then we have
which means that v is an eigenvector of the irreducible stochastic matrix P (x)B s corresponding to its eigenvalue 1, thus v > 0. But v > 0 contradicts Qv = 0. Then RZ s S(x)u = u cannot be the case for any nonzero u. Continuing with the derivation of x k+1 , we can write
We have
The approximation error vector of x k+1 satisfies
Reminding that T tx =x, Zx = 0 and
The proof is complete.
Lemma 2. If T = B and t ≥ s then
or equivalently
where K(x) can be expressed recurently
Proof. We have
The both equivalencies in the proposition follow immediately from B k = Q+Z k for any positive integer k. This completes the proof.
Local convergence condition
In this section we consider the IAD method with its simplest basic iteration matrix. We consider T = B and s = t = 1 in Algorithm 1, up to some cases, where T , s and t will be assign explicitly. We show a sufficient condition for the local convergence, i.e. we find out under what circumstances there exists a neighborhood ofx that for every x 0 in it, the Algorithm 1 results in a sequence of vectors convergent tox. In [12] , it is shown that the exact solution x is the fixed point of the IAD method. But the exact convergence conditions has not yet been established. There are more results available for the case of partitioning into just two groups [5, 6, 7] . Unfortunatelly they mostly cannot be used for the n groups case. Proposition 1. Let B contain at least one positive row, B ≥ be T , b ≥ 0, ||b|| = δ and δ ∈ (0, 1). Then for T = B and s = t = 1, matrix J(x) can be expressed in the form
Proof. The proof is similar to the proofs of Lemma 1 and Lemma 3 then we can proceed faster. We have
which finishes the proof.
Let us stress, that if B is elementwise positive and B ≥ δQ, then
This is a straightforward consequence of Proposition 1, when considering be Now we prove the local convergence of the IAD method both for B positive or for B containing at least one positive row. The proof of the following proposition is based on some ideas presented in [8] .
Proposition 2. Let T = B and s = t = 1 in Algorithm 1. a) When B ≥ δQ for some δ ∈ (0, 1), then the spectral radius of J(x) is less than or equal to 1 − δ.
, then the spectral radius of J(x) is less than or equal to
Proof. The beginning of the proof does not differ for the assumptions a) or b) respectively. We can denote A = B − δQ or A = B − be T . Note that A ≥ 0 and ||A|| = 1 − δ in both cases. For such A's and for any positive vector x we have from Proposition 1
In this proof, the index s will not denote an element of a vector, but a matrix or a vector obtained after the introduced transformation.
We now show that P s (x) is symmetric. Supposing (P s (x)) ij = 0, we have (P (x)) ij = 0. From the notations in section 2, it follows that i-th and j-th events belong to the same aggregation group, say G k . Then (P (x)) ij = x i l∈G k x l and thus
We see that P s (x) is symmetric, thus it is an orthogonal projection [13] .
For a proper x we estimate an upper bound for ||A s (x)|| 2 2 , where ||.|| 2 is the spectral norm,
T for the assumptions a) or b), respectively. Since
it holds for the assumptions a) and b)
Now we consider the assumptions of a) and b) separately. Under the assumption a) it holds Ax = (1 − δ)x while under the assumption b) we have only Ax ≤x. For x =x
The last expression is equal to (1 − δ)x s in the case a) and it is less or equal tox s in the case b). Thus ||A s (x) T ||x s = 1 − δ for a) and ||A s (x) T ||x s ≤ 1 for b). Then
This means that ||A s (x)|| In the rest of the proof, we estimate the norm of J s (x). From
Since P s (x) is an orthogonal projection, for any u [13]
Using ||A s (x)|| 2 ≤ ω, ω = 1 − δ for the case a) and ω = √ 1 − δ in the case b),
which yields
Let λ be any eigenvalue of J s (x) and v be the corresponding eigenvector. Then (I − P s (x))v is either zero or some eigenvector of (I −P s (x))J s (x) corresponding to eigenvalue λ. Thus |λ| ≤ ω.
, the spectra of the matrices J s (x) and J(x) do not differ. Thus r(J(x)) ≤ ω, which finishes the proof.
Because the spectral radius of a matrix is a continuous function of its elements, there exists a neighborhood of the exact solutionx such, that for any x in it, the spectral radius of J(x) is less then one. Then for any ǫ > 0 there exists a neighborhood ofx and a matrix norm ||.|| * consistent to some vector norm, such that ||J(x)|| * ≤ ω + ǫ for any x in the neighborhood ofx. The value ω is less then 1 according to the assumptions of Proposition 2. This results in and let the aggregation groups be {1} and {2, 3}. Then the stationary probability vector iŝ x = ( , 0}. We consider T = B and s = t = 1 in Algorithm 1, then the spectrum of J(x) is σ(J(x)) = {−1, 0, 0}. Thus the local convergence of IAD Algorithm 1 for t = s = 1 and T = B is not ensured for this matrix, because of r(J(x)) = 1. Indeed, if we choose x 0 = ( ) T . But we can also take any vectorx 0 =x + α(x 0 −x), for arbitrarily small positive α, i.e.x 0 arbitrarilly close tox, as a starting vector and obtain again the oscillating sequence of approximations. Let us stress that the assumption of Theorem 1 (the positivity of at least one row of B) is not fulfilled and the local convergence condition doesn't match in this example.
The behavior of IAD method in Example 1 can be also analyzed using a method described in [5] , Algorithm 3. These two algorithms work identically in the case of Example 1. Let us briefly introduce the Algorithm 3 here. The set of events is partitioned into two groups and, accordingly, matrix B is (permuted and) partitioned, so that
The starting vector x 0 is choosen and a sequence of the approximations is generated by the formula
where I − S is the stochastic complement of I − B 11 in I − B, S = B 22 + B 21 (I − B 11 ) −1 B 12 andρ is a normalizing factor choosen such that ||x k+1 || = 1. One can verify that in Example 1
None of the convergence conditions presented in [5] , page 10, primitivity of S or positivity of at least one diagonal element of S, doesn't match in this example. Note that Algorithm 1 converges locally for T = B 2 and r(J(x)) = 1 2
for this case.
The Algorithm 3 of [5] can be also viewed as a particular case of the IAD algorithm presented in this paper, where we consider n − 1 one-element aggregation groups and one aggregation group containing the rest of events (N − n + 1) and where we take a one-step block Jacobi iteration for smoothing in Step 4.
A similarity of the Algorithm 3 of [5] and the IAD method presented in this paper for T = B and s = t = 1 can be elucidated from the following lemma.
Lemma 3. The approximations obtained by the IAD algorithm, Algorithm 1, fulfill
Proof. Recalling the Algorithm 1 for T = B and s = t = 1, we see that
Multiplying by BS(x k ) from left, we have
, we obtain validity of the required proposition.
Lemma 3 says that in fact, the IAD method solves the equation BP (x k )x k+1 = x k+1 in each step. We can partition matrix BP (x k ) in accordance with partitioning Algorithm 3 of [5] and get the stochastic complement formulation. Let us suppose two aggregation groups and the corresponding partition of the matrix P (x k ),
Then we denoteB
If we take any nonnegative column vector of size equal to size of B 22 and multiply it byB IAD (x k ), then we obtain the solution of BP (x k )x = x, i.e. approximation x k+1 up to a multiplicative constant. Note that while in Algorithm 3 one iteration withB yields the next approximation (up to a multiplicative constant) of the exact solution of Bx = x, one iteration withB IAD (x k ) gives the exact solution of BP (x k )x = x (up to a multiplicative constant), and thus the next approximation of Algorithm 1. So that, Algorithm 3 of [5] and Algorithm 1 for T = B and s = t = 1 are identical ifB IAD (x k ) doesn't depend on k andB =B IAD (x k ). When S IAD (x) doesn't depend on x and is cyclic, then the IAD method may not converge for some initial approximation. Another case of absence of convergence is presented in the following example. As shown in [10] there is a lot of free parameters in the IAD algorithm. A crucial role in the convergence issues is played by an interplay between the combinatorial properties of the original stochastic matrix and the basic iteration matrix projected by the complementary aggregation projection. For classical basic iteration schemes it is nicely shown in [3] . From this view point it seems interesting that the schemes with aggregating {1} and {2, 3} in Example 1 and {1, 2}, {3, 4} in Example 2 offer divergent processes with B as basic iteration matrix while IAD processes with the same aggregation but different basic iteration matrix may converge rapidly. This is the case when one chooses the block diagonal Jacobi iteration process as the basic. Then the exact solution is returned after at most two iteration sweeps. The rapid convergence is caused by suitable choice of aggregation and the fact that the off-diagonal blocks are special rank-one matrices (see [10] ).
Global convergence of IAD method
We start with an example. Then the spectral radius of J(x) for given x is about 0.0732. But when the first two components of vector x are switched, i.e. we consider vector y = ( ) T , then the spectral radius of J(y) increases to the value about 2.1429. Thus we can conclude, that in the proof of the global convergence for the case of s = t = 1 and T = B in Algorithm 1, rather than the estimate of the spectrum of J(.) an another technique should be adopted. Another possibility is to consider the Algorithm 1 with more general T and with larger t and s. The sufficient global convergence condition is derived. When t and s are sufficiently large, we obtain the global convergence of the IAD method. These derivations give rise to quite pessimistic estimates. Some very promossing results are obtained for classes of stochastic matrices possessing special structure [10] . For problems with such matrices exact solutions are returned by the IAD algorithms including Alhorithm 1 after at most two IAD iteration sweeps. The research in this area will be the subject of future work.
