Abstract-Breast X-ray CT imaging is being considered in screening as an extension to mammography. As a large fraction of the population will be exposed to radiation, low·dose imaging is 
the population will be exposed to radiation, low·dose imaging is essential. Iterative image reconstruction based on solving an op timization problem, such as Total-Variation minimization, shows potential for reconstruction from sparse-view data. For iterative methods it is important to ensure convergence to an accurate solution, since important diagnostic image features, such as presence of microcalcifications indicating breast cancer, may not be visible in a non-converged reconstruction, and this can have clinical significance. To prevent excessively long computational times, which is a practical concern for the large image arrays in CT, it is desirable to keep the number of iterations low, while still ensuring a sufficiently accurate reconstruction for the specific imaging task. This motivates the study of accurate convergence criteria for iterative image reconstruction. In simulation studies with a realistic breast phantom with microcalcifications we investigate the issue of ensuring sufficiently converged solution for reliable reconstruction. Our results show that it can be challenging to ensure a sufficiently accurate microcalcification reconstruction, when using standard convergence criteria. In particular, the gray level of the small microcalcifications may not have converged long after the background tissue is reconstructed uniformly. We propose the use of the individual objective function gradient components to better monitor possible regions of non converged variables. For microcalcifications we find empirically a large correlation between nonzero gradient components and non converged variables, which occur precisely within the microcal cifications. This supports our claim that gradient components can be used to ensure convergence to a sufficiently accurate reconstruction.
Index Terms-X-ray CT, breast CT, algorithm convergence, total variation, compressed sensing I. INTRODUCTION D OSE reduction has gained considerable interest in diag nostic computed tomography (CT) in recent years [1] .
The potential to employ CT for screening, where a large population fraction will be exposed to radiation dose and the majority of subjects will be asymptomatic, also motivates 
II. IMAGE RECONSTRUCTION BY CONSTRAINED

TV-MINIMIZATION
We consider TV-regularized image reconstruction in order to exploit gradient sparsity to compensate for the few-view projection data. The present study works with the discrete-to discrete imaging model, Au = b , see [ 5 ] . For reconstruction we consider the minimization problem where and
and Dj is a forward difference approximation to the image gradient at pixel j. Instead of the more commonly used £ 2 norm for measuring data fidelity we use the £1 norm. TV-regularized £ 2 norm minimization is known to be contrast-reducing, in particular for objects of small scale [6] , such as microcalcifications.
£1 minimization does not remove this problem, but tends to reduce it [7] . Both terms in (2) are non-differentiable, and in order to apply standard gradient-based optimization algorithms we apply the standard smoothing trick of the replacements:
IIAu -bill. (5)
In our simulations we use to = 10-4 , which we found sufficiently small to prevent any change in visual appearance of the reconstructed image compared to using to = O.
An important question is how well a TV reconstrution is capable of reproducing the salient image features, such as microcalcifications in the present case. Numerous studies demonstrate that of TV-reconstruction can produce clinically useful reconstructions, see e.g. [2] , [3] .
Our main question of interest in the present work arises when using an iterative algorithm to solve the TV mini mization problem: When can we reliably stop iterating and accept the computed solution as a good approximation of the true minimizer to (2)? We consider here the cos 0: optimality condition [3] , which says that at the minimizer we have cos 0: = -1, where 0: is the angle between the gradients of each of the two terms in (2).
For solving (1) we use a convergent, gradient-based opti mization algorithm, which is optimal in a certain sense, see [8] . The algorithm was developed for minimization of the TV regularized £ 2 data fidelity, but is applicable to any smooth objective function, and we have found that it works well for solving (the smoothed version of) the problem in (1).
III. BREAST CT MODEL
Breast CT imaging is being considered as a potential addition to mammography in screening for early-stage diag nosing of breast cancer. One particular indicator of breast cancer is formation of microcalcifications-very small, highly attenuating calcium deposits. For screening, low-dose imag ing is pertinent to minimize accumulated X-ray dose, while accurate and reliable microcalcification shape and attenuation reconstruction is crucial for precise diagnosing.
In the present work we use the breast phantom from [9] 
IV. NUMERICAL SIMULATION
We wish to demonstrate that the TV-reconstruction is sub ject to non-uniform convergence; more specifically that the pixel values in the microcalcifications converge much more slowly than the background pixel values.
Our concern about non-uniform convergence arises from two facts: First, detecting non-uniform convergence can be very challenging as we will demonstrate. Second, if we are not aware of non-uniform convergence, we risk accepting a solution which is not yet converged everywhere. Such a reconstruction has much lower contrast than the true TV solution, which will make it difficult to spot the microcalcifi cations. This can lead us to the, incorrect, conclusion that the TV-solution is not capable of reproducing microcalcifications faithfully, but in fact the lack of contrast in the reconstruction was a result of accepting a too early iterate returned by the iterative solver and not because of the TV-minimization problem itself.
We generate noise-free 54-view, 1024-detector-bin fan-beam data by forward projection (using a line intersection-based ray-driven projector) of the original discrete 2048 2 pixelized phantom with microcalcifications. In Fig. 2 we show four profiles through a microcalcification from reconstructions at cos 0: = -0.872123, -0.998579, -0.999982, and -0.999998, i.e., increasingly close to satisfying the optimality condition cos 0: = -1. We also show a region of interest around the final reconstruction, demonstrating that the microcalcifications can be reconstructed by TV-reconstruction. From previous investigations, although without objects of similarly small scale, we have the experience that a cos a of -0.8 or even -0.5 is sufficient [3] for achieving useful reconstructions from real scanner data.
For the present microcalcification simulation we observe a non-uniform convergence across the image, in the sense that while no change in the background is seen after cos a = -0.872123, it takes until at least cos a = -0.999982 be fore the microcalcification-pixels reach convergence. We con clude that if we simply use our empirical target value of cos a = -0.8 we will fail in reconstructing microcalcifications sufficiently well. Furthermore, it is likely that a sufficient value of cos a be dependent on the size and contrast of the microcalcifications as well as other parameters such as the the discretization and A, which makes it difficult to decide an appropriate target value.
V. GRADIENT COMPONENTS
As a first step towards a more reliable convergence criterion we wish to point out a connection that can possibly exploited.
The considered cos a convergence criteria involves the gra dient of the objective function f, and so do other standard optimality conditions [10] . However, as we saw, it is not clear how close to -1 we must cos a to be, for ensuring that all pixel values have reached convergence. We conclude that the cos a-criterion is not sensitive enough to detect the few pixel values that have still not settled. We believe this is due to computing a single number (cos a) from the full gradient for comparing with the optimal value of -1, thereby "averaging out" the differences between the individual components of the gradient. Many small gradient components will tend to hide the presence of a few larger ones.
We propose instead to replace the use of a single number convergence criterion such as the cos a by monitoring the objective function gradient displayed as an image: For the jth pixel of the image x and the objective function to be minimized f( u ) we refer to (\If( u )) j as the jth gradient component. A necessary condition, and part of the KKT optimality conditions [10] , is that all gradient components are zero. We emphasize that it is perfectly possible for a gradient component to be zero even though the corresponding variable We find that the gradient components on the the microcal cifications in Fig. 3 bottom are sufficiently small that we are confident that the image has converged, opposed to basing the convergence on a cos a of -0.999982, which we have no straightforward method for judging whether is "close enough"
to -1.
VI. DISCUSSION
We are investigating strategies other than visual inspection of the gradient components for a quantitative convergence criterion. For instance by forcing maxj 1(\7 f ( u )) j I below an appropriately chosen threshold 10, all gradient components will be smaller than 10, thereby ensuring global convergence. When applying a single number based convergence criterion such the cos a-criterion, the fact that the majority of the variables are at optimum can conceal by averaging out the contributions from the few variables that are not. The rationale in forcing all gradient components below 10 is that small areas of non convergent varibles will prevent termination of the algorithm.
A different approach would be to exploit the spatial structure in the nonzero gradient components, e.g. by not terminating iterations until no spatial correlation is present.
The use of the objective gradient in a convergence criterion is well-known, at least the use of the norm of the gradient. Ex plicit use of the individual gradient components for monitoring local convergence for small objects such as microcalcifications has-to the best of our knowledge-not been studied before.
VII. CONCLUSION AND FUTURE WORK
We have conducted a preliminary investigation of non uniform convergence for reconstruction of microcalcifications in breast CT. We saw that it is potentially difficult to ensure a sufficiently converged solution simply by use of a convergence criterion such as the cos a-criterion, due to non-uniform con vergence caused by the small size of the microcalcifications. 
