Wind energy is considered one of the renewable energy sources that minimize the cost of electricity production. This article proposes a hybrid approach based on particle swarm optimization (PSO) and twin support vector regression (TSVR) for forecasting wind speed (PSO-TSVR). To enhance the forecasting accuracy, TSVR was utilized to forecast the wind speed, and the optimal settings of TSVR parameters were optimized by PSO carefully. Moreover, to estimate the performance of the suggested approach, three wind speed benchmark data of OpenEI were used as a case study. The experimental results revealed that the optimized PSO-TSVR approach is able to forecast wind speed with an accuracy of 98.9%. Further, the PSO-TSVR approach has been compared with two well-known algorithms such as genetic algorithm with TSVR and the native TSVR using radial basis kernel function. The computational results proved that the proposed approach achieved better forecasting accuracy and outperformed the comparison algorithms.
Introduction
Due to growth and sustainable development in the worldwide economy, the demand for energy has been increasing. Almost 80% of the world energy is provided by fossil fuels [3] . Regarding the rapid growth of the world population and manufacturing, the reserved fossil fuel is being consumed quickly [2] . Wind speed has acquired a significant focus around the world as an energy resource. In general, wind speed is considered one of the very essential sources of renewable, infinite, and clean energy. It can compete with multi-megawatt wind turbines and the traditional fossil fuel power plants [13] . Many wind power systems focus on precise types of problems and use the artificial neural network approach and support vector machine (SVM) for regression (SVMr) as the most applicable methods. Moreover, support vector regression (SVR) for wind speed forecasting and other variables in the atmosphere have been used with optimistic results [12, 24] . SVR depends on the principle of reducing structural error to accomplish a strong noise performance and non-linear regression. SVR is a technique that specifies correctly choosing the kernel function and its parameters, stability, and accuracy based on a number of issues such as (i) parameter tuning and (ii) feature selection [18] .
Various studies based on SVR have developed methods that are utilized for wind speed forecasting, such as the wind speed forecasting approach based on SVR proposed in Ref. [19] . Santamaría-Bonfil et al. [19] utilized the autoregressive model, selecting features using the phase reconstruction procedure. Moreover, the SVR model was trained by using univariate wind speed time series. SVR parameters were tuned by a genetic algorithm (GA). Also, Wang et al. [25] proposed a forecasting approach based on SVR and recurrence plot (RP). The SVR model was used to predict wind speed, for which input variables were chosen by RP. Then, SVR parameters were optimized by three optimization algorithms such as GA, cuckoo optimization algorithm (COA), and particle swarm optimization (PSO) algorithm. Moreover, the improved models, including COA-SVR, PSO-SVR, and G-SVR, were evaluated.
Generally, meta-heuristic algorithms are utilized to obtain SVMr hyper-parameters such as evolutionary computation using many approaches, such as GA, evolutionary algorithms, differential evolution, and swarm optimization algorithms, etc., which are implemented to perform a powerful research on the hyperparameter search space. In Ref. [17] , the PSO and evolutionary programming algorithms were proposed to challenge the hyper-parameter approximation problem in SVMr of a Spanish wind farm. In addition, in Ref. [27] , the Gaussian loss function technique was combined with an SVM to form g-SVM, which was introduced to obtain the best unknown parameters of g-SVM, besides suggesting a chaotic PSO. Also, a hybrid predicting model based on g-SVM and embedded PSO based on chaotic search was presented. The outcomes indicated that the hybrid model was reliable and efficient.
According to the above-mentioned discussion, this article aims to develop a hybrid forecasting approach based on the PSO with the twin SVR (TSVR), termed PSO-TSVR, to estimate wind speed. The effective approach developed here uses PSO to tune the TSVR parameters. Furthermore, the performance accuracy of the proposed approach is compared versus that of GA and the native TSVR.
The remainder of this article is organized as follows: Section 2 describes the main characteristics of preliminaries used in this article. Section 3 states the basic forecasting approach where the proposed evolutionary PSO-TSVR approach will be integrated. Section 4 is devoted to the experimental results and shows the discussion on simulation results. Finally, Section 5 concludes the article with some crucial considerations and observations.
Preliminaries
This section introduces the fundamentals of TSVR, GA, and PSO.
TSVR
Vapnik [23] introduced SVM, which is based on the statistical learning technique. In order to get efficient generalized performance, SVM is used to reduce the upper limit of generalization error. Generally, SVM uses non-linear mapping to convert the input data into a feature with higher dimensional space. This feature is used to get and solve a linear regression problem [28] . Additionally, in Refs. [6, 20] , it was observed that SVM is a dominant model in pattern classification and regression.
Some new extensions of SVM, such as twin SVM (TWSVM) [11] , TSVR [15] , and twin SVMr (TSVMr) [11] , have been proposed. Also, in Ref. [22] , the reduced TSVR model was explored based on the rectangular kernel in order to reduce the time-based complication in the TSVR model. Recently, Parastalooi et al. [14] presented the modified TVSR (MTSVR) model. MTSVR contains two stages: clustering and learning. In the case of using the kernel trick, the MTSVR model can develop into the non-linear model; more details can be found elsewhere [14] .
In this article, TSVR is acquired by solving the following pair of quadratic programming problems [15] : 
where C 1 , C 2  0, ε 1 , ε 2 ≥ 0 are parameters, and ξ, η are slack vectors.
There are more parameters in TSVR. In this article, we set C 1 = C 2 , briefly called C, and ε 1 = ε 2 , briefly called ε. After determining the parameters, the tuning sets reverted to the sample set to identify the final classifiers. In addition, TSVR is extended to deal with the non-linear function alternative to the linear function, where kernel-generated function is considered [15] :
Thus, if the linear kernel is utilized, both linear functions are the special issues of Eq. (3). Also, a pair of optimization problems is constructed. In this article, TSVR is implemented to predict the wind speed parameters. More details of TSVR can be found elsewhere [15] .
PSO
Kennedy [10] proposed PSO as a meta-heuristic optimization algorithm. PSO is regarded as the most famous algorithm from the category of swarm intelligence and mimics animal social behaviors such as schooling of fish, flocking of birds, etc. According to the nature of the evolutionary algorithms, PSO is developed through consecutive iterations for the population of potential solutions. The most significant advantages of the PSO, compared to other optimization techniques, are that PSO is easy to implement and there are limited parameters to adjust. Each potential solution to an optimization problem is considered as a particle in PSO. The set of particles is entered into the multi-dimensional search space of the problem. Each particle changes its position based on the expertise of the particle itself and its neighbors. The ith particle's position is illustrated as follows: 1 2 ( , , , ),
where l d and u d refer to the lower and upper bounds and
Furthermore, the velocity of each particle is determined with a vector similar to the position. For each particle i, the velocity is calculated as v i = (v i1 , v i2 , …, v iD ). Also, at each time step, the velocity and position of the particles are updated as in Eqs. (5) and (6), respectively, as follows:
where R 1ij and R 2ij are two different arbitrary values in the range [0, 1]; the acceleration constants are referred to as c 1 and c 2 ; and P g and p i indicate the best previous place of all particles of the swarm and the superior previous place of the particle itself, respectively. For the success of an optimization algorithm, the symmetry between global and local search throughout the run is critical. To accomplish a balance among the exploration and exploitation of PSO, the speed of each particle is calculated as follows:
GA
A global optimization method that mimics the biological evolution methodology called GA was proposed by Holland [9] . GA was inspired by the natural evolution procedure. In order to search for the optimal solution, crossover rate, selection of population size, and mutation rate, particularly GA has successfully achieved better results in complex optimization and diverse forecasting problems. More details about GA can be found in a large number of studies [9] . In general, the optimization procedure is demonstrated as follows: (i) Initialize a set of agents randomly and number of iteration n.
(ii) Evaluate the fitness of the nominee agents.
(iii) Establish a new generation according to the symmetry.
(iv) Accomplish a substitution operation to generate new nominee agents.
(v) The optimal solution is obtained.
(vi) Else, go to step 2.
(vii) Until n has been reached.
Proposed PSO-TSVR Approach
The framework of the hybrid forecasting approach is explored in Figure 1 . The aim of this hybrid forecasting approach is to estimate the best kernel parameter values and optimize the parameters of TSVR. In order to accomplish this, the approach is inspired from PSO as an optimization framework with TSVR. PSO is a population-based search technique as well as an evolutionary computation method focusing on the basic of social information sharing. To model this social behavior, in the search process, the particles return to the last successful areas in the search space stochastically. The radial basis (RBF) kernel function is applied for the suggested approach (PSO-TSVR), as it is able to analyze higher-dimensional data and achieve good performance. As a result, the parameters C and ε for TSVR are optimized. The basic procedure of the PSO-TSVR approach is shown in Algorithm 1.
Parameter Optimization
Besides the scaling of wind speed data, which is achieved in process 1, the parameter setting and kernel function of TSVR have important influences on its forecasting accuracy. Inappropriate parameter settings lead to poor forecasting results. The optimal forecasting accuracy of TSVR is obtained by searching the optimal parameter setting using PSO. Then, the parameters that should be optimized include the kernel function parameters, such as the ε parameter for the Gaussian kernel function and the penalty parameter C optimized by PSO.
There are many kernel functions applied in previous research efforts, such as the polynomial, linear, RBF, and Gaussian functions. The kernel function behavior depends on a set of kernel parameters, which, besides TSVR parameters, affect the final result. Parameters C and ε are the best-known effective ones and must be chosen carefully. C performs the cost of the penalty. C is proportional to classification accuracy rate, as when C is a large number, the accuracy rate of the classification is very high in the training stage, and the opposite is true. Parameter ε affects the classification results more than C, as its value affects the segmentation results in the feature space. A large value for parameter ε results in over-fitting, and under-fitting in the case of small values [7] .
Fitness Function
An optimization algorithm generally depends on its fitness function to guide it to the best solution. The fitness function supports the algorithm with a value that quantify the fitness of every solution found in search space. The coefficients of determination R 2 were selected as the solution accuracy through search process. R 2 is calculated using Eq. (11) . The result lies in the range [0, 1], with each particle reflecting a number of accuracies depending on the cross-validation strategy.
Statistical Results and Discussion

Dataset Description
The wind speed data utilized in this article are complete and daily weather data for the seventh Unified Field Study, the experiment for which was initiated on June 17, 2015 [4] . In order to achieve better accuracy, three diverse datasets from different sites are utilized. Further, the Arizona State University (ASU) dataset in the period from June 17 to July 28, 2015, comprise 1968 wind samples; the Cal Poly San Luis (CP) dataset in the period from June 18 to July 29, 2015, includes 984 wind samples; and the Georgia Tech (GT) dataset in the period from June 19 to July 27, 2015, includes 1821 wind samples after the down-sampling process. A random sample from the data set with 20 wind data was prepared, as shown in Table 1 . 1: Input: Training sets (folds) (T 1 , T 2 , …, T n ) and validation sets (folds) (V 1 , V 2 , …, V n ). 2: Output: Forecasting results. 3: Initialization: The swarm X i , position of particles, population position, TSVR parameters, and kernel parameters. 4: Calculate parameter fitness (g), using Eq. (11). 5: Calculate the performance of each particle, using X i (t). 6: The performance of each individual is compared against its best performance so far: 7: If F(X i (t))g < F(P ibest ) then 8: F(X i (t)) = F(P ibset ) 9: P ibset = F(X i (t)) 10: end if 11: If F(X i (t))g < F(P gbest ) then 12: F(X i (t)) = F(P gbest ) 13: P gbest = F(X i (t)) 14: end if 15: Calculate the velocity. 16 : Go to step 6, and iterate until convergence. 17: Sort all the particles based on their fitness.
Performance Criteria
Six performance principles have been issued to explore the performance of the suggested algorithm, as follows: (i) mean absolute error (MAE); (ii) mean absolute percentage error (MAPE); (iii) root mean square error (RMSE); (iv) coefficient of determination (R 2 ); (v) index of agreement (IA), to compute the predicting accuracy; and (vi) accuracy (Acc), to test the performance evaluation. Also, RMSE and MAE are utilized to scale the predicted data and the absolute error of the actual data. Furthermore, MAPE is also used to evaluate the relative error. In order to scale the overall correspondence between the predicted P t and the actual A t wind speed, R 2 and IA are used, and hence both have been ranged from 0 to 1. A ̅ and P ̅ refer to the mean of the actual and the predicting values, correspondingly. Mathematically, the performance criteria are formed as follows: (i) MAE:
(ii) RMSE:
(iii) MAPE:
(iv) R 2 : (v) IA:
Statistical Results
The performance of the proposed PSO-TSVR approach has been investigated and compared with the GA-TSVR and TSVR techniques. PSO and GA parameters are set as follows: the maximum number of generation is 500, the number of search agents is 20, and we set the crossover probability in GA to be equal 0.7. The optimal fitness and convergent speed are tending toward stability with the increase of iteration number. The forecasting results for PSO-TSVR, GA-TSVR, and TSVR are illustrated in Table 2 and Figure 2 .
As shown from Table 2 and Figure 2 , PSO-TSVR based on the RBF kernel has achieved 99.7%, 0.002, and 0.14 for total accuracy, MAPE, and R 2 , respectively. The obtained results are better than those achieved by TSVR and GA-TSVR. Also, the experiment revealed the superiority of PSO-TSVR based on the RBF kernel compared to TSVR and GA-TSVR. The proposed PSO-TSVR approach shows that the wind speed prediction can be improved by setting proper values for all kernel parameters in the TSVR model. 
Discussion
To analyze the effectiveness of the compared approaches, the input wind seed data are split into training and test sets; hence, subsequently, k-fold cross-validation (leave one out) is applied [26] . In this article, the value of k is set to 3; hence, wind speed dataset is split into three distinct parts. Two parts are utilized to train the classifier, while the third part is utilized to analyze classification. Furthermore, in order to investigate the capability of the suggested PSO-TSVR approach, the k-fold method of data stratification is implemented for more improvement in the accuracy of the TSVR to adjust its parameter. The proposed approach implemented the one-against-all multi-class TSVR system to fine-tune the TSVR parameters, and kernel parameters are determined. In this article, RBF is utilized and the σ parameter varied between 1 and 100, and is calculated by the following equation:
As a summary, the non-linear TSVR based on the RBF kernel is applied. The parameter C searching range of TSVR is between 0.01 and 10,000, while the parameter ε searching range of TSVR is between 0.0001 and 1. The developed PSO-TSVR approach generated the best C and ε values, yielding a higher forecasting accuracy rate. The proposed approach aims to obtain the empirical tuning of the value of TSVR parameters to their automatic optimization. Also, PSO-TSVR forecasting has been applied using the training set, and then the PSO-TSVR approach accuracy was evaluated on the test set at the convergence of the optimization process. The obtained accuracy for PSO-TSVR was 99.8% corresponding to accuracies of 96.7% and 92.8% gained by GA-TSVR and TSVR, respectively. The results proved that PSO-TSVR has the ability to reduce the error rates in validation, and thus is able to find solutions that reduce the error rates. Hence, PSO-TSVR was able to find solutions that reduce error rates. GA-TSVR resulted in a good forecasting performance for wind speed; however, PSO-TSVR produced superior results in both parameter optimization values of the TSVR and performance accuracy.
Comparison with Existing Studies
Many other methods are also proposed for wind speed forecasting by different researchers. Table 3 presents the comparison of the results between the proposed algorithm and other algorithms. The proposed forecasting approach in this article produced better results than similar studies reported in the literature. As can be observed from Table 3 , the proposed PSO-TSVR forecasting approach has produced better overall results. By comparing the proposed approach with other studies that adopted a similar approach, the PSO-TSVR approach can be concluded to have achieved better overall results. For instance, in terms of MAPE, PSO-TSVR reported 10%, while Refs. [5, 8, 16] reported 43%, 21.6%, and 21.02%, respectively. In terms of R 2 and MAPE, PSO-TSVR produced better results than those in similar studies reported in the literature [5, 25] . 
Study
Year Classifier Performance [19] 2016 Phase space reconstruction and SVR MAE: 13.8% [25] 2015 SVR, GA-SVR, and PSO-SVR R 2 : 0.2%, 0.24%, 0.30% [8] 2015 Artificial bee colony MAPE: 21.61% [5] 2015 PSO-SVR MAPE: 43% [1] 2014 Fuzzy rough regression (FRR) RMSE: 0.0449 [16] 2014 PSO-backpropagation MAPE: 21.02% [21] 2013 Neural network-RBF RMSE: 0.18 [13] 2011 ANFIS MAPE: 3% [17] 2011 PSO-SVMr MAPE: 1.792-1.782
Conclusion
Numerous wind speed prediction approaches have been introduced to perfect forecasting accuracy. This article has proposed a hybrid forecasting approach depending on PSO and TSVR, called PSO-TSVR. Specifically, PSO was applied and the tuning parameter problem of TSVR performance was analyzed. Furthermore, three OpenEI wind speed datasets as real-world cases were used to evaluate the forecast performance of the TSVR, GA-TSVR, and PSO-TSVR approaches. The practical results revealed that the proposed approach achieved better performance in the wind speed forecast and outperformed the TSVR model and GA-TSVR. In future work, the proposed approach can be applied to a wider range of pattern recognition in renewable energy, such as solar energy. Also, hybridization of recent machine learning with meta-heuristic algorithms is a line of research under investigation and a worthwhile research topic.
Bibliography
