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Abstract
One of the long standing problems in accretion disk theory is that concerning black holes
that accrete at a rate much lower than the Eddington rate. The plasma that constitutes the
disk is in a regime where the Coulomb mean free path is much larger than the disk, and the
collision time scales are larger than the inflow time. Thus, the plasma is collisionless and
is subject to a wide range of kinetic phenomena that are absent from current general rela-
tivistic ideal magnetohydrodynamic models. We exploit the gyro ordering of a collisionless
magnetized plasma, and use Israel-Stewart formalism to derive a theory, called Extended
General Relativistic Magnetohydrodynamics (EMHD), that accounts for upto second order
anisotropic dissipative effects. Using detailed linear analysis, we show that the model is
conditionally hyperbolic, causal and stable, and does not suffer from pathologies inherent in
first order dissipative theories in general relativity. The dissipation in this theory is driven by
spatio-temporal gradients of thermodynamic variables. This cannot be handled by current
numerical schemes, which have been designed for ideal fluids. To address this, we formulate
an algorithm to handle arbitrary hyperbolic theories, and implement this into a new com-
puter code. The code grim will allow for an exploration of the solution space of a broad
range of relativistic fluid theories that incorporate sophisticated microphysics. It is designed
to run on various computer architectures, and to achieve a significant fraction of machine
peak. It exhibits near perfect scaling upto 4096 CPU cores, and 256 GPUs. We use it to
integrate the EMHD theory in a Kerr space-time of a supermassive black hole, and show
that kinetic effects have an O(1) effect on the structure of an accretion disk. These effects
may have observational consequences for Sgr A*, the supermassive black hole at the center
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of the Milky Way, whose horizon scale dynamics will be imaged by the upcoming Event
Horizon Telescope.
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Chapter 1
Introduction
What are a minimal set of governing equations that can model the plasma in accretion disks
around black holes, and explain the observed luminosities, and spectra? The approach used
in all current models, is to solve for the global system scale dynamics using a hydrodynamic
prescription for the plasma. Hydrodynamics is a framework to describe the dynamics of a
macroscopic collection of particles, using conservation laws for mass, momentum, and energy.
It involves free parameters in the form of transport coefficients, such as viscosity (bulk, and
shear), and thermal conductivity. These are in turn provided by kinetic theory. However,
the molecular shear viscosity (Spitzer, 1962) is much lesser than what is needed to explain
the observed accretion rates. Instead, what was used was an effective viscosity, whose origin
was unknown (Shakura & Sunyaev, 1973; Narayan & Yi, 1994).
A breakthrough was made by recognizing the crucial role of magnetic fields, when coupled
to the fluid(Balbus & Hawley, 1998). The presence of a weak magnetic field in a shearing
flow, such as in an accretion disk, leads to the Magneto-Rotational Instability (MRI). This
has been shown to produce the required transport of angular momentum outwards, lead-
ing to matter falling inwards. The effective viscosity of the earlier hydrodynamic models
could then be understood as the turbulence viscosity generated by the MRI. The equations
governing the coupled dynamics of a fluid, along with the magnetic field are known as Mag-
netohydrodynamics (MHD). The most sophisticated approaches to model accretion disks
involve solving the time-dependent equations of MHD, in curved space-times of general rel-
ativity. This model is known as General Relativistic Magnetohydrodynamics (GRMHD).
While the early hydrodynamic models included an adhoc viscosity, the current MHD models
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have no dissipation.
Inherent in both the hydrodynamic, and the MHD equations is the fluid approximation.
The models require that the time scale of two-body Couloumb interactions between particles
τcollisions be the smallest time scale in the system τcollisions  GM/c3, and the mean free path
between the interactions lmfp be the smallest length scale in the system lmfp  GM/c2. When
the Knudsen number Kn = lmfp/lsystem → 0, the system is collisional, and in the opposite
limit Kn 1, it is collisionless. A fluid description of the plasma requires Kn 1, which is
when collisions act to maintain a local thermodynamic equilibrium (LTE). This is not true
of many observed black hole accretion systems (Ho, 2009), which are in a state where the
mean free paths are much larger than GM/c2 (Mahadevan & Quataert, 1997). One of the
most prominent example is Sgr A*, the supermassive blackhole at the center of our galaxy.
For Sgr A*, with the typical proton temperatures T ∼ 1011−12 K, and number densities
n ∼ 107 cm−3, one has lmfp ' 104(T 2/n) cm ∼ 107 − 109 GM/c2 =⇒ Kn  1. Thus, the
fluid approach as it stands is inapplicable.
However, there do exist small parameters in the system. Black hole accretion systems
typically have magnetic fields of strengths such that the gyration time scale of the charged
species tgyro  GM/c3, and the gyro-radius lgryo  GM/c2. For Sgr A*, with magnetic
field strengths ∼ 100 gauss, the proton gyration time scale is tgyro ' 10−4B−1 s ∼ 10−6
s. The characteristic time scale tsystem ∼ GM/c3 ≈ 20 s, and so tgyro/tsystem ∼ 10−8. The
proton gyroradius lgyro ' 102 T 1/2B−1 cm ∼ 106 cm, and the characteristic system scale
lsystem ∼ GM/c2 ∼ 1011 cm, and so lgryo/lsystem ∼ 10−5.
My collaborators and I exploit the above ordering to derive a set of fluid-like equations
to solve for the global dynamics of collisionless systems in curved space-times. The theory
consists of relativistic fluid equations, augmented by the presence of anisotropic thermal
conduction, and viscosity, along the direction of the magnetic field. We call this theory,
Extended General Relativistic Magnetohydrodynamics (EMHD). It includes the dynamics
of magnetic fields, as well as (anisotropic) dissipation present due to kinetic physics. While
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motivated by application to black hole accretion systems, the derivation of the theory does
not use any specific features of this system, other than the presence of strong magnetization,
and may have has broad applicability to other magnetized relativistic systems where the
fluid approximation breaks down.
The introduction of this thesis is structured as follows: I first outline the governing
equations of a plasma, and then briefly describe the approximations that go into arriving at
a set of fluid equations. These then form the base of accretion disk theory that I describe
next. I then review the current most sophisticated approach in modeling disk physics, which
is General Relativistic Magnetohydrodynamics (GRMHD). Next, I describe the problems of
incorporating dissipative effects into relativistic fluids. Finally, I end with an overview of
the intended application, Sgr A*, the supermassive black hole at the center of the milky way
galaxy, whose horizon scale dynamics will be imaged in 2017 (Doeleman et al., 2009).
1.1 Theoretical framework
Before embarking on a theory, we ask what questions should the theory be able to answer?
To begin with, the theory should be able to predict, and explain the luminosities of black
hole accretion systems, as well as various other observational properties such as spectra, vari-
ability, and polarization. Further, we would like to know what the various thermodynamical
properties of the black hole accretion system are, such as the spatio-temporal profiles of
densities, temperatures, and bulk velocities of the various species in the plasma surrounding
the black hole. How do the properties of the black hole, such as its mass, and its spin affect
the structure of the accretion disk? More generally, how does a plasma flow in strongly
curved space-times, and how sensitive the system is to various initial conditions?
The overview of this section is as follows, first, I describe the background space-time
solution which we work in. Then, I outline the governing equations of a plasma, interacting
with radiation, in this space-time. These equations, as they stand, are computationally
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intractable. In the next section, I invoke an observational data point, the luminosity L
of the black hole accretion system, and make appropriate simplifications to the governing
equations for systems where the luminosity L  Ledd, where Ledd is the characteristic
luminosity of the system (known as Eddington luminosity), set entirely by the black hole
mass M . The resulting set of equations, in the non-relativistic limit, form the basis of many
classical models, of which I outline the most prominent, the Advection Dominated Accretion
Flow (ADAF).
1.1.1 Black Hole Metric
Black hole accretion involves strong-field gravity described by a metric gµν , and the dynam-
ics of matter in this metric. The dynamics of the metric are governed by Einstein’s field
equations
Gµν =
8piG
c4
Tµν (1.1)
where Gµν is the rank-two symmetric Einstein tensor, and Tµν is the stress-energy tensor.
We restrict ourselves to supermassive black hole accretion where the mass of the disk is many
orders of magnitude smaller than that of the black hole. Then to a good approximation,
we simply have Gµν ≈ 0, and we look for vacuum solutions of the Einstein’s equations.
For rotating black holes, which are what are expected astrophysically, the space-time gµν is
described by the Kerr metric. Written down in Boyer-Lindquist coordinates in dimensionless
units GM = c = 1, this is
ds2 = −
(
1− 2r
∆
)
dt2 +
Σ
∆
dr2 + Σdθ2 +
A sin2 θ
Σ
dφ2 − 4ar sin
2 θ
Σ
dφdt (1.2)
where Σ = r2 + a2 cos2 θ, ∆ = r2 − 2r + a2, and A = (r2 + a2)2 − a2∆ sin2 θ. The met-
ric is characterized by two parameters, the mass M , and dimensionless spin a ∈ [0, 1).
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These are either determined independently from observations, or are free parameters in the
observational prediction from the theory, which can be iterated over to find the best fits.
The Kerr metric has spin-dependent inner most stable orbits that leads to differences in
the observed spectra. It also has an ergosphere, which tied to a magnetic field, has been
hypothesized to power jets (Blandford & Znajek, 1977).
1.1.2 Accretion Disk Dynamics
The study of black hole accretion physics requires one to solve for the nonlinearly coupled
dynamics of charged particles, and their interactions with electromagnetic fields across a
range of wavelengths in strongly curved space-times. The plasma can be described using
the machinery of statistical mechanics, in terms of one-particle distribution functions of
the constituent species, here electrons fe(x,p, t), and ions fi(x,p, t), where x, and p are the
spatial, and momentum phase space coordinates. These are coupled to a photon distribution
fphotons ≡ Iν/ν3, where Iν is the specific intensity, and ν is the frequency. The dynamics
are governed by the Boltzmann equation for the plasma, and the radiation (known as the
Radiation Transfer Equation (RTE)), given by
D
Dτ
fe(x,p, t) ≡ p.∂fe
∂x
+
dp
dτ
.
∂fe
∂p
= C(fe, fi, fphotons) (1.3)
D
Dτ
fi(x,p, t) ≡ p.∂fi
∂x
+
dp
dτ
.
∂fi
∂p
= C(fe, fi, fphotons) (1.4)
D
Dλ
(
Iν
ν3
)
=
jν
ν2
− (ναν)
(
Iν
ν3
)
(1.5)
where D(.)/Dτ are proper time derivatives, jν ≡ jν(fe, fi), and αν ≡ αν(fe, fi) are the
emissivities, and the absorptivities which depend on the species distribution functions, and
dp/dτ = (±e/me,i)p · F are the electromagnetic Lorentz forces, and F is the second rank
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Faraday tensor, which obeys Maxwell’s equations,
∇µF µν = Jµ =
∫
(fi − fe)pµ d
3p√−gpt (1.6)
∇µ
(
µναβFαβ
)
= 0 (1.7)
The interaction with the space-time (which we ignore) occurs through the stress tensor,
which for the full system in terms of its constituents are
T µνphotons =
∫
fphotonsp
µpν
d3p√−gpt (1.8)
T µνe =
∫
fep
µpν
d3p√−gpt (1.9)
T µνi =
∫
fip
µpν
d3p√−gpt (1.10)
T µνEM = F
µαF να −
1
4
gµνFαβF
αβ (1.11)
T µν = T µνphotons + T
µν
e + T
µν
i + T
µν
EM (1.12)
The dynamics of this system is a computationally hard problem to solve. To begin with, the
description of the system is in 6 + 1 dimensions (three spatial x, three momentum p, and
time t). Further, solutions to the above set of equations can span many orders of magnitude
in spatio-temporal scales from the outer scale ∼ GM/c2, to the dissipation scale, due to the
presence of various instabilities that render the system turbulent. For collisionless plasmas
Kn  1, this is typically the skin depth di ' 5 × 105 n−1/2 cm ∼ 10−10 GM/c2 (Kunz et
al., 2014). For collisional plasmas Kn  1, it is the mean free path lmfp ∼ Kn × GM/c2.
Thus, we have to make several approximations in order to proceed.
Order parameter L/Ledd
We can make progress by invoking a piece of observational data, the observed luminosity L
of the black hole accretion system. The disk structure is set by the influence of the radiation
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sector, which can be characterized by a single dimensionless parameter L/Ledd, the ratio of
the observed luminosity L, to its Eddington luminosity Ledd. The Eddington luminosity is
that luminosity at which outward force due to radiation pressure is equal to the gravity of
the black hole. Equating the two gives,
Ledd =
4piGMmpc
σT
= 1.3× 1038 M
M
ergs/s (1.13)
where M is the mass of the black hole, mp is the proton mass, and σT is the Thompson
scattering cross-section. It only depends on only the black hole mass Ledd ≡ Ledd(M).
There are three different class of disks that form, depending on whether (1) L  Ledd,
(2) L ∼ Ledd, and (3) L  Ledd. When L & Ledd, the radiation plays a significant role
in the disk dynamics, and must be solved for coupled to the dynamical equations of the
plasma. Doing so is challenging because the radiation field can span a huge range of optical
depths, and is in general 6 + 1 dimensional. However, in a range L ∼ Ledd, the radiation is
thermal, which makes it possible to derive an analytic model of the disk structure. This is
the famous Shakura-Sunyaev model (Shakura & Sunyaev, 1973) which describes an optically
thick, geometrically thin disk.
Away from this simple case, a number of efforts are currently underway (Ryan et al.,
2015; Jiang et al., 2012; Sa¸dowski et al., 2013; McKinney et al., 2014) to directly address the
full solution space of the coupled radiation-matter equations. The radiation transfer solution
is most difficult in optically thin and marginally optically thick limits, since the diffusion
approximation is invalid there. In this thesis, I focus exclusively on the L Ledd case.
1.2 L/Ledd  1 : Radiatively Inefficient Accretion
In the regime where the accretion systems have an observed luminosity much smaller than
the Eddington luminosity, L  Ledd, we make the following assumption: that the effect of
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radiation on the disk dynamics is negligible (L = 0). We then ignore the evolution of radia-
tion during the calculation of the disk structure. This simplifies the calculation considerably
since we no longer have to simultaneously deal with the computationally intensive radiative
transfer equation, and the equations governing the matter sector. This is because the radia-
tive four-force ∇µT µνphotons is small compared to all other terms in ∇µT µνe+i+EM. The radiation
field can then be solved for separately using the background disk solution to compute all
observational quantities of interest. In particular, the consistency of the approximation of
decoupling the radiation from the disk dynamics can be checked by comparing the radia-
tive cooling time τcool (synchrotron, Compton, and bremmstrahlung) to the dynamical time
τD, which for L  Ledd is τD  τcool, indicating the negligable effect of radiation on the
dynamics of the disk structure.
1.2.1 Fluid Dynamics
Even after radiation is ignored, solving the governing equations for the distribution functions
for the electrons fe(x,p, t) (1.3), and ions fi(x,p, t) (1.4) is a formidable task because of the
six dimensional phase space needed.
Further simplifications can be made by choosing to discard information in a systematic
way. Often, the quantities of most interest are the thermodynamical properties of the system
such as density ρ, and pressure P . These are moments of the distribution functions fe,i, with
ρe,i =
∫
fe,id
3p, and Pe,i =
∫
fe,ip
2d3p. Evolution equations for these moments can be derived
by multiplying the kinetic equations (1.3, 1.4) by the required momentum space coordinate
(pµ, pµpν etc), and integrating over the momentum space. These give rise to the a set of fluid
equations which govern the dynamics of the thermodynamical quantities of each species, and
are in fact conservation laws for mass, momentum, and energy. The equations are such that
the dynamics of a lower moment (say the density ρe,i), are governed by gradients of a higher
moment (the bulk velocity ρe,iu
µ
e,i ∼
∫
fe,ip
µd3p). This leads to an infinite hierarchy of
equations. On finite truncation, one has what is known as the closure problem. Typically,
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the hierarchy is truncated at the first moment, leading to governing equations for the bulk
velocity, but leaving the pressure (second moment) unknown. This is then set assuming that
the distributions functions are thermal, leading to a closed set of equations. This truncated
set of equations is well-representative of the physical system as long as there are sufficient
collisions (Kn 1) to thermalize the distribution locally.
A further simplification is made by summing over the equations governing the fluid
variables of each individual species, to obtain a single-fluid model. This final set of simplified
equations constitute the base of accretion theory for L Ledd systems.
1.2.2 Analytical models
Analytic models of the disk structure when L  Ledd have been constructed by solving
single-fluid time-independent height-integrated axisymmetric mass, momentum, and energy
conservation equations for the plasma in the accretion disk. The equations governing the
classic non-relativistic models are, (Yuan & Narayan, 2014)
d
dR
(ρRHv) = 0 (1.14)
v
dv
dR
− Ω2R = −Ω2K −
1
ρ
d
dR
(ρc2s) (1.15)
v
d(ΩR2)
dR
=
1
ρRH
d
dR
(
νρR3H
dΩ
dR
)
(1.16)
ρv
(
de
dR
− p
ρ2
dρ
dR
)
= ρνR2
(
dΩ
dR
)2
(1.17)
where ρ is the mid-plane density, R is the radius from the black hole, H is the vertical scale
height, v is the radial velocity, Ω is the angular velocity, ΩK =
√
GM/R3 is the Keplerian
angular velocity, cs ≡
√
P/ρ is the sound speed, p is the pressure, e is the specific internal
energy. The transport coefficient ν is the kinematic viscosity.
Crucially, the above equations do not include the dynamics of magnetic fields. These are
needed to excite the magnetorotational instability which leads to angular momentum trans-
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port, that then results in accretion. This is a necessary ingredient since molecular viscosity
is too small for matter in an accretion disk to lose angular momentum, and fall inwards at
observed rates. Instead, ν is an effective viscosity due to magnetohydrodynamic (MHD) tur-
bulence that is caused due to the magnetorotational instability (MRI), and is parametrized
as ν = αcsH, where α is a dimensionless parameter. Local shearing box calculations of the
MHD equations have shown that parametrizing MHD turbulence generated by the MRI as
a viscosity ν, with α ∼ 0.02 is reasonable because the correlation length of the turbulence
l . H, where H is the midplane height of the disk (Hawley et al., 2011).
The main features of the solutions of (1.14-1.17) are virially hot flows due to the absence
of radiative cooling in (1.17). Therefore, all heat is advected, and hence the solutions are
known as Advection Dominated Accretion Flows (ADAF), or Radiatively Inefficient Accre-
tion Flows (RIAF), to emphasize that other processes such as convection, and outflows,
alongside advection can also be present. The disk structure is a geometrically thick, op-
tically thin flow. Spectra computed using these solutions are able to fit the hard X-ray
data of low luminosity AGNs (Yuan & Narayan, 2014). However, since the solutions are
time-independent, they give no information about variability of the flow.
Because the equations are of a single-fluid model, they involve a single temperature
T = Te+Tp, and hence give no information about the electrons, which are the main source of
emissions. Here Te is the electron temperature, and Tp is the proton temperature. Assuming
that the electrons are described by a thermal distribution, the main uncertainity for making
observational predictions is then the electron temperature Te (the density ne = ni is set
by charge neutrality). There are various processes that determine the ratio Tp/Te, such
as Couloumb collisions between electrons and ions, and radiative cooling of the electrons.
Because only electrons are affected by radiative cooling, and because Coulomb collisions are
negligable for L  Ledd one expects Te . Tp. However, a crucial, and uncertain piece of
physics determining the two temperatures is the nature of dissipation, whether the energy
cascade from large scales to small scales goes into heating electrons, or ions (Howes, 2010;
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Quataert & Gruzinov, 1999; Sironi, 2015).
1.2.3 Numerical Models
The most sophisticated models for L Ledd currently are time-dependent global numerical
solutions of the relativistic conservation equations,
∇µNµ = 0 (1.18)
∇µT µν = 0 (1.19)
where Nµ is the number current of a single species in the plasma, and T µν is the total
(electrons, ions, and electromagnetic) stress-tensor. The form of T µν is made explicit by
assuming that (1) the plasma is a perfect fluid, and its distribution function is thermal,
(2) the plasma is well-magnetized, and the electric field is zero in the fluid frame, because
of infinite conductivity. These assumptions lead to the following form of the stress-tensor
T µν = T µνfluid + T
µν
EM,
T µνfluid = (ρ+ u+ P )u
µuν + Pgµν (1.20)
T µνEM = b
2uµuν +
b2
2
gµν − bµbν (1.21)
where ρ is the rest mass energy density, u is the internal energy, P is the pressure, and uµ is
the fluid four-velocity. The stress-tensor for the fluid T µνfluid is a sum over the stress-tensors
of the electrons and ions, T µνfluid = T
µν
e + T
µν
i , resulting in a single-fluid model. The magnetic
field four-vector bµ is constructed using
bµ =
1
2
µνκλuνFλκ (1.22)
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and µνκλ is the completely antisymmetric tensor, and Fλκ is the Faraday tensor. The
magnetic field is evolved with the induction equation
∇νF ∗µν = ∇ν(bµuν − bνuµ) = 0 (1.23)
in a manner that preserves the zero monopole constraint. Since it is assumed that the plasma
is described by a perfect fluid, the closure P = (γ−1)u is adopted, where γ is a temperature
dependent adiabatic index.
Considerable insights into disk dynamics have been obtained thanks to numerical algo-
rithms that have allowed for (1.18, 1.19, 1.23) to be integrated on a computer. A generic
outcome of simulations is that the MRI is indeed successful in transporting angular momen-
tum. The structure of the solution in steady state can be roughly divided into three parts
(1) the disk which consists of the bulk of the matter, (2) a hot dilute corona, and (3) an
evacuated region near the pole with ordered magnetic fields (McKinney & Gammie 2004,
and references within Yuan & Narayan 2014). In addition, the Blandford-Znajeck mecha-
nism by which magnetic fields can extract the rotational energy of the black hole has been
validated by these ab inito simulations (Tchekhovskoy et al., 2011).
Like the analytic models, the current numerical models do not give information about the
electron temperature Te. This problem is now being directly addressed by Ressler et al. 2015,
who have derived an evolution equation for the electron temperature, that is solved alongside
the equations governing the dynamics of the disk. The electron temperature equation takes
as input, the viscous heating in numerical models, and uses a subgrid prescription of plasma
turbulence to apportion the heating to electrons. This should enable quantitative predictions
of observables from the numerical models.
There are however, several unresolved problems regarding numerical models. A primary
concern is that current numerical schemes have severe difficulties in handling regions with
low density, and high magnetization. Another, is the lack of sufficient resolution needed for
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convergence of physical quantities of interest, such as the magnetic field correlation length
(Shiokawa et al., 2012). In this thesis, we deal with a third issue, systematic errors in the
physical model being solved for. I describe this in detail in the next section. All the above
need to be overcome in order to make reliable predictions of electromagnetic signatures of
black hole accretion systems.
1.3 Validity of Fluid Closure in RIAFs
Because cooling is inefficient in RIAFs, a blob of plasma falling deeper into the gravitational
potential of the black hole heats up as T ∼ R−1, where R is the radial distance from the
black hole. The mean free path of Coulomb two-body collisions (electron-electron, electron-
ion, and ion-ion) scale as T 2/n, and as shown earlier, this leads to a Knudsen number
Kn = lmfp/lsystem ∼ 107−9. Therefore, it is expected that the system is collisionless, and is
not in equilibrium. The distribution functions of each species in the plasma have deviations
from thermality. This in-principle requires one to solve the full Vlasov system of equations
((1.3,1.4) without the collision terms Ce,i). However, because of the six dimensional phase
space needed to represent the distributions of electrons fe(x,p, t), and ions fi(x,p, t), as well
as the huge span of length scales that need to be resolved, from the global scale to the local
kinetic dissipation scale (∼ 10 orders of magnitude between outer scale and skin depth), this
approach is prohibitive. Instead, a common technique is to solve a set of fluid-like moment
equations that include kinetic effects in the form of heat fluxes, and viscosities.
Deviations from a thermal distribution manifest as dissipation in form of heat conduction,
shear, and bulk viscosities. This can be seen from the kinetic theory definition of the stress-
tensor
T µν =
∫
pµpνf
d3p√−gp0 (1.24)
13
The components qi ≡ T i0 are the heat fluxes, P i ≡ T ii are the pressures in the i = 1, 2, 3
directions, and Πij ≡ T ij, for i 6= j are components of the shear stress. For a thermal
plasma with a distribution f0 the heat fluxes T
i0 =
∫
pif0d
3p ≡ 0, and the shear stresses
T ij =
∫
pipjf0d
3p/p0 ≡ 0, and the pressures T 11 = T 22 = T 33 ≡ ∫ (p1)2f0d3p/p0 are the
same in all directions. The system is isotropic, and in thermal equilibrium. However, when
the distribution is not thermal, there are in general finite heat fluxes qi 6= 0, shear stresses
Πij 6= 0, and anisotropic pressures P 1 6= P 2 6= P 3.
In the presence of a strong enough magnetic field (such that tgyro/tsystem  1, lgyro/lsystem 
1), the distribution function becomes gyrotropic to leading order in O(1/e), f(x,p, t) →
f(x, p‖, p⊥), where p‖, and p⊥ are momentum coordinates parallel, and perpendicular to the
magnetic field. This then leads to anisotropic dissipation, in the form of heat that flows
along field lines, and a difference in pressures parallel, and perpendicular to the field lines.
1.3.1 Kinetic Effects in Collisionless Shearing Flows
Substantial progress has been made in understanding the effects of kinetic plasma physics
using local shearing box calculations (Kunz et al., 2014; Riquelme et al., 2015). The es-
sential question is the following: in the absence of two-body interactions, what relaxation
mechanisms, if any, exist for a collisionless plasma?
There do in fact exist relaxation mechanisms in a collisionless plasma. A generic feature
in collisionless plasmas is the existence of a large number of kinetic instabilities that feed
off the free energy available as one deviates from local thermodynamic equilibrium. Too far
from equilibrium, and instabilities get excited that pin the plasma at the level of marginal
stability. Examples are the whistler instability that limits the heat flux from getting too
large, the ion-cyclotron, mirror and firehose instabilities that prevent large excursions of the
components of the pressure tensor from isotropy. For example in the case of firehose, the
pressure anisotropy ∆P is limited to ∆P ≤ −2P/β, and for mirror, ∆P & P/β, where β
is the ratio of fluid pressure to magnetic pressure. These constraints have been observed to
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be well-satisfied in the solar wind (Hellinger et al., 2006; Bale et al., 2009), which is a good
example of a astrophysical collisionless plasma.
The kinetic effects were studied in detail by Sharma et al. 2006, 2007 using a set of
fluid-like equations, but with a kinetic prescription for the dissipative terms, known as
gyro-Landau closure. They solved the model in a local shearing box geometry driven by a
continuous shear, and found that the pressure anisotropy driven by the shear contributes
significantly to angular momentum transport, over and above the Reynolds and Maxwell’s
stress that are accounted for in ideal MHD equations. To be able to evaluate the observa-
tional consequences of these kinetic effects, we need to incorporate them in a global model. In
order to do so requires an understanding on the behavior of dissipation in general relativity.
1.4 Dissipation in General Relativity
In non-relativistic fluids, the classic Fourier law q ∝ ∇T governs the flow of heat, and shows
that heat flux is driven by spatial gradients of the temperature. What then is the relativistic
analog?
Early attempts were made by Eckart (1940), and Landau & Lifshitz (1987) who derived
theories using a variational principle combined with the second of thermodynamics. Both the
theories are related by a frame transformation. Eckart (1940) worked in a frame in which the
number current vector has only a time-like components uµ ∝ Nµ, whereas Landau & Lifshitz
(1987) worked in a frame which is a time-like eigenvector of the stress-tensor uµ ∝ T µνuν .
The outcome of the theories was that the heat flux is driven by spatio-temporal gradients
of a red-shifted temperature. The heat flux is a space-like four-vector qµ, is sourced by
qµ ∝ ∇µT + Taµ, where aµ = uν∇νuµ is the four-acceleration. A more sophisticated theory
for unmagnetized fluids was formulated by Israel & Stewart (1979) who showed that the
heat flux should relax to the value predicted by earlier theories over a finite time scale τ ,
which is a free parameter in the theory and is set by kinetic physics. Indeed, it was found
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later by Hiscock & Lindblom 1985 that both the Eckart, and Landau theories suffer from
unphysical instabilities, whereas the Israel-Stewart theory is well-posed.
Thus, the framework by Israel-Stewart, which was derived for fluids, allows us to con-
struct a theory of dissipation for magnetized plasmas, which we do in chapter I.
1.5 Sgr A*
Our main intended target is Sgr A*, the supermassive black hole at the center of the Milky
Way galaxy. Its close proximity (∼ 8 kpc) is unique among supermassive black holes, and
allows for a thorough investigation. It is extremely underluminous for a black hole its size,
with L ∼ 10−9Ledd and is well within the applicability of our EMHD theory. The size of the
expected horizon of Sgr A* on the sky is ∼ 20 µas. This is within the resolving range of the
Event Horizon Telescope (Doeleman et al., 2009), a synthetic telescope constructed using
Very Long Baseline Interferometry (VLBI) between several radio telescopes spread across
the planet, giving an effective resolution of 15 µas at 345 GHz. The data from EHT will
strongly constrain accretion disk theory, including observables that will be predicted using
the EMHD theory.
Sgr A* was first identified as a compact radio source by Balick & Brown 1974 using
radio interferometry. Its further identification as a black hole was confirmed using resolved
stellar dynamical observations made possible by advances in adaptive optics (Ghez et al.,
2008; Gillessen et al., 2009a,b). Sgr A* has been observed for decades in a broad range of
frequencies, from radio to X-ray, and its spectra and variability is well-constrained. This
makes it an ideal laboratory to test accretion disk theories, as well as to observe the effects
of general relativity in a strong-field regime. Below I list various inferred properties of this
source.
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Mass
High-resolution infrared observations of stellar orbits over a period of ∼ 10 years have con-
firmed the existence of a compact object in the galactic center with a mass ∼ 4.3× 106M
confined within a radius of ∼ 45 AU (Ghez et al., 2008; Gillessen et al., 2009a,b).
Luminosity
Sgr A* is an ultra low-luminosity AGN. Its measured bolometric luminosity is only ∼ 1035
ergs/sec, as opposed to a typical value of 1044 ergs/sec for this class (mass ∼ 106M) of
black holes.
Spectra
There is spectral information about Sgr A* ranging from radio to X-ray, shown in Figure
(1.1), superimposed with a previous generation ideal GRMHD model calculation (Mos´cibrodzka
et al., 2009). The luminosity is dominated by synchrotron emission with a peak at ∼ 7×1011
GHz. Some of the photons produced by the synchrotron mechanism interact with energetic
electrons, and undergo an inverse Compton scattering to higher energies, producing X-ray
emission. The position of the Compton bump relative to the synchrotron bump indicates
temperature, because the amplification factor ∼ Θ2e, where Θe = kT/mec2. With the ob-
served spectra, this gives Θe ∼ 35.
Polarization
Marrone et al. 2007 used the SMA polarimeter, and detected rotation measures (∝ ∫ nBdl)
of ∼ −6× 105 in the inner regions of Sgr A*. Using a model for the accretion flow, this was
then used to constrain the accretion rates M˙ to between 2× 10−9 − 2× 10−7M.
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Figure 1.1: Observational data points plotted over synthetic spectra generated from a
GRMHD calculation. Taken from Mos´cibrodzka et al. 2009
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Variability
Sgr A* displays significant flaring (factor of a few) over a quiescent state (Dolence, 2011;
Dodds-Eden, K, 2010). Most significant are flares that erupt in near-infrared (NIR), and in
X-ray. The time scales of the flares are ∼ 1 hour, and are ∼ 30 times the quiescent NIR flux
(Dodds-Eden et al., 2011), and ∼ 160 times the quiescent X-ray flux (Porquet et al., 2003).
Not all flares appear in both the IR, and X-ray. The origin of these flares is a subject of
current research, and thus far there is no single leading model.
Magnetic Fields
Recently, EHT detected a resolved magnetic field structure near the horizon of Sgr A*
(Johnson et al., 2015). They find evidence of a large scale magnetic field with field strengths
of tens of gauss. This is consistent with typical predictions from leading numerical models
of MRI-driven turbulent accretion.
1.6 Summary
This thesis is divided into three parts:
• Part I : An Extended Magnetohydrodynamics Model for Relativistic Weakly Collisional
Plasmas, Chandra, M., Gammie, C. F., Foucart, F., & Quataert, E. 2015, ApJ, 810,
162
We derive a relativistic theory of dissipation for a magnetized plasma, which we call
Extended Magnetohydrodynamics (EMHD), and analyse its hyperbolicity, causality,
and stability. The model has free parameters in the form of transport coefficients,
which we provide taking into account the effects of kinetic plasma instabilities.
• Part II : grim : A Flexible Conservative Numerical Scheme for Relativistic Fluid The-
ories, Chandra, M., Foucart, F., Gammie, C. F. (under review in ApJ)
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We describe a numerical scheme, and a code grim that implements this scheme, that
is able to solve the EMHD theory, as well as possible future extensions. This was nec-
essary because we found that current schemes could not handle relativistic dissipative
theories, because of the presence of spatio-temporal source terms.
• Part III: Evolution of accretion discs around a kerr black hole using extended mag-
netohydrodynamics, Foucart, F., Chandra, M., Gammie, C. F., & Quataert, E. 2016,
MNRAS, 456, 1332
We apply the code described in part II to a supermassive accreting black hole, and
study the effect of kinetic physics on the accretion disk structure.
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Chapter 2
Extended General Relativistic
Magnetohydrodynamics
Black holes that accrete far below the Eddington limit are believed to accrete through
a geometrically thick, optically thin, rotationally supported plasma that we will refer to
as a radiatively inefficient accretion flow (RIAF). RIAFs are typically collisionless in the
sense that the Coulomb mean free path is large compared to GM/c2, and relativistically
hot near the event horizon. In this paper we develop a phenomenological model for the
plasma in RIAFs, motivated by the application to sources such as Sgr A* and M87. The
model is derived using Israel-Stewart theory, which considers deviations up to second order
from thermal equilibrium, but modified for a magnetized plasma. This leads to thermal
conduction along magnetic field lines and a difference in pressure, parallel and perpendicular
to the field lines (which is equivalent to anisotrotropic viscosity). In the non-relativistic limit,
our model reduces to the widely used Braginskii theory of magnetized, weakly collisional
plasmas. We compare our model to the existing literature on dissipative relativistic fluids,
describe the linear theory of the plasma, and elucidate the physical meaning of the free
parameters in the model. We also describe limits of the model when the conduction is
saturated and when the viscosity implies a large pressure anisotropy. In future work, the
formalism developed in this paper will be used in numerical models of RIAFs to assess
the importance of non-ideal processes for the dynamics and radiative properties of slowly
accreting black holes.
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2.1 Introduction and Astrophysical Context
Most massive galaxies have black holes at their centers, and most of these black holes are
accreting far below the Eddington rate M˙Edd (Ho 2009). Low luminosity black holes are
believed to accrete through a geometrically thick, optically thin disk. Phenomenological
(radiatively inefficient accretion flows or RIAFs, see Yuan & Narayan 2014) and numeri-
cal (general relativistic magnetohydrodynamics, or GRMHD, see e.g. Koide et al. 1999; De
Villiers et al. 2003; McKinney & Gammie 2004) models suggest that the density and tempera-
ture of the accreting plasma are such that the collisional (Coulomb) mean free paths (ion-ion,
ion-electron, and electron-electron) are many orders of magnitude larger than GM/c2 when
M˙  M˙Edd (Mahadevan & Quataert, 1997). The accreting plasma is thus collisionless.
In the nearby universe, the roster of low luminosity black holes includes M87 (accreting
4-5 orders of magnitude below M˙Edd), and Sgr A* (accreting about 8 orders of magnitude
below M˙Edd). These two sources are the largest known black holes in terms of angular
size on the sky. As a result, they are the two main targets for high resolution imaging
experiments, including Gravity on the VLT (Eisenhauer et al., 2008) and the Event Horizon
Telescope (EHT; Doeleman et al. 2009); the latter will use submillimeter very long baseline
interferometry (VLBI) to resolve the accretion flow and jet on angular scales comparable to
the event horizon. The EHT data may be used to test General Relativity by measuring the
angular size of the photon orbit, if astrophysical uncertainties can be controlled (Psaltis et
al., 2014).
The fact that the collisional mean free path is much larger than GM/c2 in RIAFs implies
that non-ideal processes such as conduction and viscosity are likely to be important. Fur-
thermore, the mean free path is also much larger than the Larmor radii of all the species in
the plasma and the gyration time scale is much shorter than the dynamical time scale. This
leads to the above dissipative processes being anisotropic with respect to the local magnetic
field. Heat flows only along the field lines and an anisotropic viscosity is generated by a
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shear flow projected along the field lines.
Consider conduction, using non-relativistic estimates: the volume heating rate is du/dt =
−∇ · q, where q is the conductive heat flux. The timescale for changing the internal energy
is τcond = u/(du/dt). Estimate ∇ ·q ∼ q/r, assume the heat flux is approximately saturated
(given the large mean free paths) so that q ∼ uv, where u is the internal energy density
and v is rms particle speed. Then τcond ∼ r/c for electrons (electrons are relativistic close
to the horizon, so v ∼ c) and τcond ∼ r/cs for protons, which in a near-virial RIAF is the
dynamical time. Conduction can thus potentially play an important role in controlling the
thermal state of the accreting plasma (e.g., Johnson & Quataert 2007).
What about viscosity or equivalently (as we show below) a difference in pressures along
and perpendicular to the local magnetic field? Pressure anisotropy can be generated in a
number of ways, for example, by anisotropic compression or expansion of the plasma, through
a linear shear, etc. If the magnetic field strength varies, adiabatic invariance of the magnetic
moment associated with the orbit of charged particles about a magnetic field with strength B
implies that T⊥/B is invariant for a plasma with kT . mc2 (T⊥ ≡ temperature perpendicular
to the local magnetic field). Here, the temperature T and the mass m corresponds to
a specific species. Thus, if the plasma is compressed in the plane perpendicular to the
mean field so that the density increases by a factor R, the perpendicular temperature also
increases by a factor R, generating a significant pressure anisotropy, i.e., viscosity. Order
unity fluctuations in density and magnetic field strength are common in numerical models
of accretion flows, so order unity pressure anisotropy is expected in the absence of collective
effects. This implies that viscous stresses may be dynamically important and contribute
significantly to angular momentum transport and plasma heating (Sharma et al. 2006, 2007).
Despite their potential importance, conduction and viscosity are, however, absent from
all global relativistic numerical models of RIAFs to date. This is one of the significant
systematic uncertainties in developing models for the emission from systems such as Sgr A*
and M87.
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In this paper, we develop a formalism for modeling relativistic anisotropic conduction
and viscosity, motivated by the application to RIAFs. Although the plasmas of interest are
macroscopically collisionless, we focus in this paper on the more modest task of developing a
theory for collisional magnetized plasmas in which the mean free path is large compared to
the Larmor radius of particles, but small compared to the system size. The former hierarchy
implies that heat and momentum transport are predominantly along the local magnetic field
direction, while the latter constraint implies that one can derive the relevant equations using
an expansion about thermal equilibrium. Our assumed hierarchy of length-scales is similar
to that used in Braginskii 1965’s theory of non-relativistic magnetized plasmas, which has
been widely applied to understand the physics of dilute astrophysical plasmas (see Kulsrud
2005). We will refer to our formalism as an extended MHD (EMHD) model.
Although the applications that motivate this work are to collisionless systems, we focus
on the collisional regime for the following reasons: (1) the theory of dissipative relativistic
fluids is quite subtle (e.g. Andersson & Comer 2007), so it seems prudent to not jump directly
to the yet more challenging long mean free path regime; (2) wave-particle interactions and
velocity space instabilities limit the mean free path of charged particles to be much less
than the collisional mean free path under the conditions of interest (Sharma et al. 2006;
Kunz et al. 2014; Riquelme et al. 2015) implying that the ‘collisional’ theory may be more
appropriate than one might have first anticipated. The formalism we develop allows the
viscosity and conductivity to depend arbitrarily on local plasma conditions so that these
wave-particle limits on the mean free path can be incorporated as sub-grid models.
Throughout the paper we formulate the equations in terms of a single fluid model. In
reality, the low-collisionality plasmas of interest are believed to develop a two-temperature
structure because the timescale for Coulomb collisions to equilibrate the electron and proton
temperatures is long compared to the dynamical time in the accreting plasma. A formulation
for dealing with electron dynamics and its numerical implementation has been recently
introduced by Ressler et al. (2015), where a reduced form of our conduction model has been
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used and appropriately modified for electrons.
The remainder of this paper is organized as follows. In §2 we write down basic equations
and describe the equivalence of viscosity and anisotropic pressure. In §3 we describe the
desired asymptotic behavior of any extended MHD closure model. In §4 we derive the
evolution equations for the heat flux and pressure anisotropy. §5 describes the connection
between our model and non-relativistic dissipative theory. §6 motivates a scheme for fixing
the model parameters (the transport coefficients : viscosity and conductivity) in terms of a
relaxation time. §7 gives the linear theory and the stability thresholds of our model, and §8
a brief discussion of nonlinear (shock) solutions. Finally in §9 we offer a guide to the model,
a summary of the formalism, and the relationship to earlier works. In the Appendix we
show how the characteristic pressure anisotropy derived on thermodynamic grounds using
the Israel-Stewart theory can also be interpreted as arising from conservation of relativistic
adiabatic invariants in a magnetized plasma.
2.2 Physical Context
We begin by defining notation and frames.
We work in a spacetime described by the metric gµν , whose determinant we denote with
g. Consider a plasma consisting of particles with distribution function fs ≡ dN/d3xd3p, and
rest mass ms, where d
3p = dp1dp2dp3, pi are the spatial covariant components of the particle
four-momentum pµ and s indicates the species of the particles (electrons, ions, etc.). The
distribution function is invariant. Each species has a number current
Nµs ≡
∫
d3p√−gpt p
µfs. (2.1)
We assume that the plasma consists of electrons and ions, and is quasi-neutral everywhere.
Thus both these species have the same approximate number current Nµ ≡ Nµi ≈ Nµe .
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We define the rest frame as that in which the number current has no spatial components.
Therefore we have,
uµ ≡ N
µ
n
. (2.2)
where n is the number density of ions, and is equal to the number density of electrons. This
definition of uµ implies that we are using the so-called Eckart frame, in which mass diffusion
is absent. An alternative, the Landau frame, assumes that energy diffusion is absent. The
total rest mass density ρ, often denoted as ρ0 in the relativity literature is ρ = −ΣsmsNµs uµ =
−(miNµi uµ+meNµe uµ). Since Nµi ≈ Nµe ≡ Nµ, we have ρ = −(mi+me)Nµuµ = (mi+me)n.
The matter stress-energy tensor is
T µνmatter ≡
∑
s
∫
d3p√−gpt p
µpνfs. (2.3)
Each of these definitions is invariant because d3p/(
√−gpt) is invariant.
On taking moments of the Boltzmann equation, one can show that the quantities Nµ
and T µνmatter satisfy
∇µNµ = ∇µ(nuµ) = 0 (2.4)
and
∇µT µνmatter = F µνJµ (2.5)
where ∇µ is the covariant derivative, F µν is the electromagnetic field tensor and Jµ is the
four-current. The divergence of the electromagnetic stress tensor is
∇µT µνEM = −F µνJµ (2.6)
On adding (2.5) and (2.6), we get that the divergence of the total stress tensor T µν is zero,
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as required by the Bianchi identities
∇µ (T µνmatter + T µνEM) = ∇µT µν = 0 (2.7)
For a perfect unmagnetized fluid the stress-energy tensor is
T µνmatter = (ρ+ u)u
µuν + Phµν , (2.8)
where
hµν ≡ gµν + uµuν (2.9)
is the projection tensor (projects into the space normal to the fluid four-velocity), gµν is the
metric, u the internal energy per unit proper volume, and P the gas pressure.
We define the fluid frame as an orthonormal tetrad with time component eµ(t) = u
µ, and
three additional spacelike basis vectors eµ(x), e
µ
(y), and e
µ
(z). In the fluid frame the stress-energy
tensor is
T
(a)(b)
matter =

ρ+ u 0 0 0
0 P 0 0
0 0 P 0
0 0 0 P

, (2.10)
which, with (2.3), provides a kinetic theory definition for the pressure and internal energy.
The space-space part of the stress-energy tensor is the pressure, or stress, tensor
P µν ≡ hµαhνβTαβ. (2.11)
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In the fluid frame, the spatial components of the ideal fluid pressure tensor are
P ij =

P 0 0
0 P 0
0 0 P
 . (2.12)
In what follows we are interested in modeling a magnetized plasma that departs from ide-
ality in that it has a conductive heat flux and a viscous stress. The total stress tensor
T µν with the fluid assumed perfect and the electromagnetic terms included under the ideal
magnetohydrodynamics (MHD) approximation (conductivity σ =∞) is
T µν = (ρ+ u+
1
2
b2)uµuν + (P +
b2
2
)hµν − bµbν . (2.13)
where b2 = bµbµ and
bµ =
1
2
µνκλuνFλκ (2.14)
where  ≡ Levi-Civita tensor, which is antisymmetric on all pairs of indices. Evidently
bµuµ = 0, and b
µ reduces to the magnetic field in the fluid frame (with a factor of
√
4pi
absorbed into the definition). The magnetic field evolution is given by
∇µ (uµbν − bµuν) = 0 (2.15)
which combines the induction equation (three space components) with the no-monopoles
condition (time component).
When including non-ideal effects in the stress-energy tensor, the heat flux qµ in the
system is
qµ ≡ −hµαuβTαβ. (2.16)
Combined with (2.3), this provides a kinetic theory definition for the heat flux. Evidently
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uµqµ = 0, so in the fluid frame, q
(t) = 0. From (2.16) one can show that the heat flux makes
a contribution to the stress tensor of the form
T µνcond = u
µqν + uνqµ, (2.17)
which in the fluid frame has the form
T
(a)(b)
cond =

0 qx qy qz
qx 0 0 0
qy 0 0 0
qz 0 0 0

. (2.18)
The viscous stress tensor Πµν models momentum fluxes set up by departures from equi-
librium due to a shear flow. It is given by
Πµν + Phµν ≡ hµαhνβTαβ, (2.19)
It is perhaps not as widely appreciated as it should be, that the viscous stress can be
recast as a pressure anisotropy. In the fluid frame the viscous stress tensor τ ij is a symmetric
matrix, so there is always a basis (obtained by rotation) where it can be written in diagonal
form:
P ij =

Px 0 0
0 Py 0
0 0 Pz
 , (2.20)
where there is a separate pressure for each direction. Below we consider a magnetized plasma
where the stress tensor is symmetric under rotations around the magnetic field. If the field
is in the z direction, this implies Px = Py.
With conduction and viscosity of the plasma included, the total stress-energy tensor is
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now
T µνmatter+EM = T
µν = (ρ+ u+
1
2
b2)uµuν + (P +
1
2
b2)hµν − bµbν + qµuν + qνuµ + Πµν . (2.21)
This stress-energy tensor is quite general, but one needs an appropriate model for u, P ,
qµ, and τµν . Note that the electromagnetic terms are still written down in the infinite
conductivity limit.
2.3 Model Desiderata
What are the desirable properties of a closure model for the heat flux qµ and the viscous
stress Πµν?
(1) The model should be causal. For non-relativistic shear viscosity and thermal conduc-
tion, the energy and momentum fluxes are proportional to gradients of the temperature and
velocity, and so respond instantaneously to changes in the fluid. Classical, non-relativistic
models are parabolic and have characteristics that propagate at infinite speed. The classical
theories can be made causal in a model pioneered by Maxwell and Cattaneo (1948) in which
the energy and momentum fluxes relax to their classical values on a characteristic timescale
τ .
(2) The model should be stable. The relativistic thermal conduction model of Eckart
(1940) (see also MTW) sets
qµ = −ρχhµν (∂νΘ + Θaν) (2.22)
where χ is the thermal diffusivity, Θ = kT/mc2 is the normalized temperature and aν is
the four-acceleration. The term proportional to the four-acceleration drives the temperature
toward a constant redshifted temperature rather than a constant local temperature - a
desirable effect - but it makes the theory unstable (Garcia-Perciante et al. 2009; Lopez-
Monsalvo & Andersson 2011). Long wavelength modes (k → 0) are unstable with growth
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rate
ω =
(ρc2 + u+ P )c2
χP
(2.23)
Notice that as χ → 0, ω → ∞. If this theory were correct, the water in our bodies would
spontaneously explode in 10−34 sec (Hiscock & Lindblom 1985). Evidently the stability
of relativistic conduction theories is nontrivial. A relativistic extension of the Maxwell-
Cattaneo procedure not only makes the theory hyperbolic but also conditionally eliminates
the Eckart instability.
(3) Entropy should increase, i.e. the model should obey the second law of thermodynam-
ics. The entropy constraint is expressed by defining an entropy four-current sµ and requiring
that sµ;µ ≥ 0. This constraint was used to derive the Eckart model wherein the entropy cur-
rent is expanded around equilibrium to first order in the heat flux. The first order model
suffers from the instability described above. Expanding up to second order, as done by Israel
& Stewart (1979) leads to conditionally hyperbolic, stable and causal equations. We will use
this in the next section to derive evolution equations for our model of anisotropic thermal
conduction and viscosity.
(4) We are interested in plasmas with ion and electron Larmor radii tiny compared to the
characteristic scale GM/c2, and ion and electron gyroperiod tiny compared to the dynamical
timescale. Therefore, we shall assume that the distribution functions of both the ions and
electrons are independent of the gyrophase, i.e. fs ≡ fs(p‖, p⊥), where s indicates the species.
Now in a tetrad frame with eµ(t) = u
µ and eµ(z) ≡ eµ‖ = bˆµ, we evaluate (2.3) to find only the
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following non-zero components
T
(µ)(ν)
matter =

T (0)(0) 0 0 T 0‖
0 T⊥⊥ 0 0
0 0 T⊥⊥ 0
T 0‖ 0 0 T ‖‖

. (2.24)
The terms which are zero are identically so, because they appear as
∫ 2pi
0
sin(θ)dθ or
∫ 2pi
0
cos(θ)dθ,
where θ is the gyrophase. We see that there is a heat flux T 0‖ ≡ q only along the magnetic
field line. Therefore our model for the heat flux can be written as
qµ = q bˆµ (2.25)
where bˆµ = bµ/
√
bµbµ. q will be the fundamental variable describing the heat flux.
1
We now write down the pressure tensor with T⊥⊥ ≡ P⊥ and T‖‖ ≡ P‖
P (i)(j) =

P⊥ 0 0
0 P⊥ 0
0 0 P‖
 =

P + ∆P⊥ 0 0
0 P + ∆P⊥ 0
0 0 P + ∆P‖
 . (2.26)
where P is the ideal fluid pressure and ∆P⊥ and ∆P‖ are deviations from it in the ⊥ and
‖ directions respectively. The variables ∆P⊥ and ∆P‖ can in principle vary independently
and give rise to both a bulk viscosity (trace) and a shear viscosity (trace-free part). We
simplify the model further by assuming that bulk viscosity is zero and thus imposing that the
deviation of the pressure tensor from ideality be trace-free. Doing so gives ∆P‖ = −2∆P⊥.
1 A more accurate description of a collisionless plasma requires us to differentiate between a heat flow due
to parallel temperatures gradients qµ‖ and a heat flow due to perpendicular temperatures gradients q
µ
⊥, both of
which flow along the field lines qµ‖ ≡ q‖ bˆµ and qµ⊥ ≡ q⊥ bˆµ. The net heat flow is then qµ = q bˆµ ≡ (q⊥+q‖) bˆµ.
However, even in this case, the heat flux appears in the stress tensor only as the sum q ≡ q⊥ + q‖.
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Now redefining ∆P⊥ ≡ ∆P/3, we have for the pressure tensor
P (i)(j) =

P + 1
3
∆P 0 0
0 P + 1
3
∆P 0
0 0 P − 2
3
∆P
 . (2.27)
We see that P⊥ = P + ∆P/3 and P‖ = P − 2∆P/3. Therefore ∆P = P⊥ − P‖, which is the
usual definition of pressure anisotropy. The shear stress in an arbitrary frame is then
Πµν = −∆P
(
bˆµbˆν − 1
3
hµν
)
. (2.28)
∆P is the fundamental variable describing the viscous stress. The above expression satisfies
Πµµ = 0 and is thus trace-free.
(5) If possible, the model should asymptote to a rigorous model in the collisional limit.
The relation to earlier theories will be discussed in detail later, but in brief our model is
equivalent to Israel & Stewart (1979) theory projected along the magnetic field lines. Israel-
Stewart theory has 9 fields that describe nonideal effects: 5 for the shear viscosity, 1 for bulk
viscosity, and 3 for the conductivity. Projecting along the magnetic field lines reduces the
viscous shear stress degrees of freedom from 5 to 1, and the heat flux degrees of freedom
from 3 to 1, while we ignore bulk viscosity.
2.4 Evolution of q and ∆P
Following Israel and Stewart, it is possible to derive evolution equations for q and ∆P from
the second law of thermodynamics, expressed here by the requirement that the entropy
current sµ have positive divergence: ∇µsµ ≥ 0.
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First, what is the entropy current? In ideal hydrodynamics
sµ = sρuµ (2.29)
where the entropy per baryon s depends on the equation of state P = P (ρ, u). Here we
assume
P = (γ − 1)u (2.30)
and
P = ρΘ. (2.31)
The first law then implies ds = (du/u− γdρ/ρ)/(γ − 1). One can show that, if τ ≡ proper
time,
0 = uν∇µT µνideal = −P
ds
dτ
(2.32)
where T µνideal is the ideal gas stress-energy tensor. Combining this result with the continuity
equation gives
∇µsµ = 0. (2.33)
In nonideal hydrodynamics one thinks of qµ and Πµν as small corrections to the ideal
model. Expanding to second order in these small corrections, the most general possible
entropy current subject to the constraints qµu
µ = 0, Πµνu
ν = 0 and Πµµ = 0 is:
sµ = sρuµ +
a1
Θ
qµ − b1
2Θ
qαqαu
µ − b2
2Θ
ΠαβΠαβu
µ − c1
2Θ
qαΠµα. (2.34)
This is precisely what is done in Israel-Stewart theory, except that our bulk viscosity is
0 (and working in the Eckart frame eliminates another term related to mass diffusion).
The factors of 1/Θ are chosen for convenience. The ordering in the above expansion is
|qµ| ∼ |Πµν | ∼   1. The first term sρuµ is the leading order term O(0) and is present
even in the ideal case. The term ∝ qµ is first order in a dissipative field O(), i.e. here the
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heat flux qµ. The terms ∝ qαqα, ΠαβΠαβ and qαΠµα are second order O(2). Note that there
is no viscosity contribution at first order in the above expansion, as is explained in section
(2.5.2).
We now set c1 = 0 to simplify the model further. The neglected term couples q and ∆P .
The value of c1 cannot be determined at this thermodynamic level and one has to resort to
kinetic theory (see section C in Bouras et al. 2010). However, its choice does not affect the
amount of entropy production. We remark further on the effect of c1 6= 0 at the end of the
derivation. Thus we have
sµ = sρuµ +
a1
Θ
q bˆµ − b1
2Θ
q2uµ − b2
3Θ
∆P 2uµ. (2.35)
where we have used ΠµνΠµν =
2
3
∆P 2. Now evaluate ∇µsµ. First,
∇µ(sρuµ) = 1
Θ
uν∇µT µνC+V (2.36)
where TC+V is the sum of the conduction and viscosity terms in the stress-energy tensor.
Then the conduction terms give
uν∇µ(uµqν + qµuν) = −qµaµ −∇µqµ. (2.37)
where aµ ≡ uα∇αuµ is the four-acceleration, and we have used the constraint uµqµ = 0.
The viscosity terms give
uµ∇ν(−∆P (bˆµbˆν − 1
3
hµν)) = ∆P
(
bˆµbˆν∇µuν − 1
3
∇µuµ
)
. (2.38)
In deriving the above, we have used the constraint uµbˆ
µ = 0 ⇒ uµbˆν∇ν bˆµ = −bˆµbˆν∇νuµ.
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Next, the first order term in q is
∇µ
(a1
Θ
qµ
)
=
a1
Θ
∇µqµ + qµ∇µ
(a1
Θ
)
(2.39)
the second order term in q is
−∇µ
(
b1
2Θ
q2uµ
)
= −b1q
Θ
dq
dτ
− q
2
2
∇µ
(
b1u
µ
Θ
)
(2.40)
where dq/dτ = uµ∇µq, and the second order term in ∆P is
−∇µ
(
b2
3Θ
∆P 2uµ
)
= −2b2∆P
3Θ
d∆P
dτ
− ∆P
2
3
∇µ
(
b2u
µ
Θ
)
(2.41)
Assembling all the first-order terms in q from ∇µsµ,
a1 − 1
Θ
∇µqµ − qµaµ + qµ∇µ
(a1
Θ
)
. (2.42)
The term proportional to ∇µqµ has indeterminate sign, so we choose a1 = 1. Gathering all
the terms (first order + second order) in q (and writing down only the q terms of ∇µ (sρuµ)),
we find
∇µ
(
sρuµ +
q
Θ
bˆµ − b1
2Θ
q2uµ
)
= qµ
[
−∇µΘ
Θ2
− aµ
Θ
− qµ
2
∇α
(
b1u
α
Θ
)
− b1bˆµ
Θ
dq
dτ
]
. (2.43)
Evidently this can be positive definite if the quantity in square brackets = β1qµ and β1 > 0.
Remarkably, by applying this condition we find an evolution equation for q:
dq
dτ
= −Θ
b1
(
β1q +
bˆµ(∇µΘ + Θaµ)
Θ2
+ q∇α
(
b1u
α
2Θ
))
(2.44)
All that remains is to fix the constants b1 and β1. For β1, we require that q asymptote to its
non-relativistic value, −ρχ∇Θ, where χ is the conductive diffusivity and has dimensions of
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a length times a velocity. Then β1 = (ρχΘ
2)−1. For b1, we require that it be proportional to
a relaxation timescale τR. Then b1 = τR/(ρχΘ). Gathering all together, our final evolution
equation for the heat flux is
dq
dτ
= −q − q0
τR
− q
2
d
dτ
log
(
τR
χP 2
)
(2.45)
where
q0 ≡ −ρχbˆµ(∇µΘ + Θaµ) (2.46)
is the classical Eckart heat flux projected onto the magnetic field. The heat flux q relaxes
to the first order (Eckart) heat flux q0 over a timescale τR. The additional term on the right
is a second order correction and is formally necessary to ensure the positivity of entropy pro-
duction. The importance of this term in a full calculation can only be gauged by performing
a calculation with and without this term. Notice that equation (2.45) can be rewritten in
the remarkably simple, scaled form
dQ
dτ
= −Q−Q0
τR
, (2.47)
with Q ≡ q(τR/(χP 2))1/2.
Next, assemble all terms in ∇µsµ depending on ∆P (and writing down only the ∆P
terms of ∇µ (sρuµ)) to find
∇µ
(
sρuµ − b2
3Θ
∆P 2uµ
)
= ∆P
[
1
Θ
(
bˆµbˆν∇µuν − 1
3
∇µuµ
)
− ∆P
3
∇µ
(
b2u
µ
Θ
)
− 2b2
3Θ
d∆P
dτ
]
.
(2.48)
Evidently this will be positive definite if the quantity in square brackets = β2∆P and β2 > 0.
This provides an evolution equation for ∆P :
d∆P
dτ
=
3Θ
2b2
(
−β2∆P + 1
Θ
(bˆµbˆν∇µuν − 1
3
∇µuµ)
)
− Θ∆P
2b2
∇µ
(
b2u
µ
Θ
)
. (2.49)
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Again set the coefficients by requiring that b2 be proportional to a relaxation time τR and
that ∆P asymptote to its classical non-relativistic limit = 3ρν(bˆbˆ : ∇v − 1
3
∇ · v) (see
the Appendix), with ν ≡ kinematic viscosity, to find b2 = τR/(2ρν) and β2 = (3ρνΘ)−1.
Gathering all together, the final evolution equation for ∆P is
d∆P
dτ
= −∆P −∆P0
τR
− ∆P
2
d
dτ
log
(
τR
ρνP
)
, (2.50)
where
∆P0 ≡ 3ρν(bˆµbˆν∇µuµ − 1
3
∇µuµ) (2.51)
is a covariant generalization of the Braginskii (1965) model, in which collisions balance the
forcing of anisotropy by the velocity field (see appendix A). As we already saw in (2.45)
where the heat flux relaxes to Eckart theory over a timescale τR, the pressure anisotropy
∆P also, relaxes to its first order value ∆P0, with the second term on the right hand side
of (2.50) being a higher order correction required for positivity of the entropy production.
Notice that equation (2.50) can also be written in simplified, scaled form:
dD
dτ
= −D −D0
τR
(2.52)
where D ≡ ∆P (τR/(ρνP ))1/2.
It is also useful to gather the full, relativistic dissipation function:
∇µsµ= ∇µ
(
ρsuµ +
q
Θ
bˆµ − τR
2ρχΘ2
q2uµ − τR
6ρνΘ
∆P 2uµ
)
=
q2
χρΘ2
+
1
3
∆P 2
νρΘ
(2.53)
which is positive definite, has the correct units, and reduces to the correct dissipation function
in the non-relativistic limit as we shall show in the next section. Note that the right hand
side of (2.53) is a function of the full heat flux q and the pressure anisotropy ∆P , that
are solved for using (2.45) and (2.50) respectively, and not the relaxed forms q0 and ∆P0.
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The above value of entropy production is invariant under the choice of the cross coupling
coefficient c1 in (2.35). However, had we not set c1 = 0, the evolution equations for q (2.45)
and ∆P (2.50) would both have additional terms which couple q and ∆P to each other. 2
The model given by equations (2.45) and (2.50) is derived using precisely the same
procedure as the Israel-Stewart model, but the complexity is greatly reduced because –
thanks to the magnetic field – there are only two nonideal degrees of freedom. We will also
see below that the model is not subject to the linear instabilities of the isotropic first order
theory (where b1 = b2 = 0) discovered by Hiscock & Lindblom (1985), provided the damping
timescale τR is chosen appropriately, as found by Hiscock & Lindblom (1983) and as we shall
see in Sec. 2.7.
2.5 Connection to Non-Relativistic Dissipative
Theory
In this section we compare the equations governing the entropy scalar s and the entropy
current sµ (2.53) to their non-relativistic counterparts. It is important to stress that the
entropy scalar s and the entropy current sµ are distinct quantities which obey separate evo-
lution equations. Both of these have an analog in non-relativistic dissipative hydrodynamics.
In equilibrium, the two quantities are related by s = −sµuµ/ρ, but this is not true in general.
This can be seen explicitly in (2.35) where there are second order differences (∼ q2,∆P 2)
2 The additional terms when the cross coupling coefficient c1 6= 0 are of the form dqdτ = ...+(...)bˆµ∇µ∆P +
(...)∆P∇µbˆµ and d∆Pdτ = ...+ (...)bˆµ∇µq+ (...)q∇µbˆµ. Therefore, q and ∆P are driven not only by gradients
of the background thermodynamic quantities bˆµ∇µΘ and bˆµbˆν∇µuν , but by gradients of each other. Such
terms become important in the collisionless limit. The cross coupling coefficients could potentially be used
to derive a more accurate model where the dissipative fields are q‖, q⊥, ∆P‖ and ∆P⊥, with the correct
coupling between the fields. We leave this to future work.
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between s and −sµuµ/ρ.
2.5.1 Entropy scalar s
In non-relativistic dissipative hydrodynamics, the evolution equation for the entropy
scalar s (Landau & Lifshitz 1987) is
ρΘ
Ds
Dt
= −∇ · q−Π :∇u (2.54)
where D/Dt is the convective derivative ∂/∂t + u ·∇. We now derive the corresponding
equation in relativistic dissipative hydrodynamics starting from (2.32), which itself has been
derived from the first law of thermodynamics. Proceeding to do so
ρΘ
ds
dτ
= −uν∇µT µνideal = uν∇µT µνC+V (2.55)
= uν∇µ (qµuν + qνuµ + Πµν) (2.56)
= −∇µqµ − qµaµ − Πµν∇µuν (2.57)
where we have used (2.37) and the constraint Πµνuν = 0 ⇒ uν∇µΠµν = −Πµν∇µuν . The
above equation is independent of the model for qµ and Πµν , and only uses the form of the
dissipative component T µνC+V of the stress-tensor. Thus, the equation is valid for both the
first order Eckart theory as well as the second order Israel-Stewart theory. The difference
between the non-relativistic equation (2.54) and the relativistic equation (2.57), apart from
the 3-derivatives transforming into covariant derivatives, is the presence of the qµaµ term,
which has no equivalent in the non-relativistic case.
2.5.2 Entropy Current sµ
The equation for the divergence of the entropy current (2.53) has been derived using
a second order ansatz for the entropy current (2.35). However, the value of the entropy
production is the same as in first order theories, two of which are the relativistic theory
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by Eckart, and the classical non-relativistic theory of dissipation. Below we show, starting
from the evolution equation for the entropy scalar s from the previous subsection, that the
entropy production in (2.53) is true for both the relativistic and non-relativistic first order
theories.
• For the relativistic first order Eckart theory, we start with (2.57) and use the first order
isotropic heat flux qµ = qµ0 = −ρχhµν (∇µΘ + Θaµ), the first order shear tensor Πµν =
Π0µν = −2ρν〈∇µuν〉 = −ρνhαµhβν (∇αuβ +∇βuα − (2/3)hαβhκη∇κuη) (Andersson &
Comer 2007), along with the relativistic continuity equation (2.4) to get
∇µ
(
ρsuµ +
qµ0
Θ
)
=
qµ0 q0µ
ρχΘ2
+
Πµν0 Π0µν
2ρνΘ
(2.58)
In the anisotropic case, we again start with (2.57), but now use the heat flux qµ = q0 bˆ
µ
and the shear stress Πµν = −∆P0
(
bˆµbˆν − 1
3
hµν
)
, where q0 and ∆P0 are given by (2.46)
and (2.51) respectively, along with (2.4) to get
∇µ
(
ρsuµ +
q0
Θ
bˆµ
)
=
q20
ρχΘ2
+
∆P 20
3ρνΘ
(2.59)
We see that the first order Eckart theory satisfies (2.53) with sµ = ρsuµ + qµ0 /Θ, and
has the same amount of entropy production as the second order Israel-Stewart theory.
However, in this case the entropy current is sourced by q0 (2.46) and ∆P0 (2.51) which
are directly related to gradients of thermodynamic quantities, as opposed to q and
∆P on the right hand side of (2.53), which are solved for using (2.45) and (2.50)
respectively. It can also be seen from the above why the viscous stress Πµν does not
contribute at first order in the entropy expansion, since Πµν = Π0µν = −2ρν〈∇µuν〉
produces the right amount of dissipation Π0µνΠ
µν
0 /(2ρνΘ) on the right hand side,
without any corresponding term in the entropy current on the left hand side of (2.58).
• In the non-relativistic case, we start from (2.54) and use the classical heat flux q =
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−ρχ∇Θ, the shear stress Π = −2ρν〈∇u〉, which in component form is explicitly
Πik = −ρν (∂vi/∂xk + ∂vk/∂xi − (2/3)δik∂vl/∂xl) (Landau & Lifshitz 1987), and the
non-relativistic continuity equation to get
∂(ρs)
∂t
+∇ ·
(
ρsu +
q
Θ
)
=
q · q
ρχΘ2
+
Π : Π
2ρνΘ
(2.60)
The above is true for the anisotropic case as well, where we have the heat flux q =
−ρχbˆbˆ·∇Θ, the shear stress Π = −∆P0
[
bˆbˆ− I/3
]
, and ∆P0 = 3ρν
[
bˆbˆ :∇v −∇ · v/3
]
(Braginskii 1965). Clearly, (2.60) is the non-relativistic limit of (2.58), where s0 → ρs
when v/c 1, since in this limit, u0 → 1 and q0 → 0.
Thus, the value of entropy production (right hand side of (2.53)), which is second order in
qµ and Πµν , is the same for the entropy current expanded to first order (relativistic and
non-relativistic), as well as to second order. However, expanding the entropy current to
third order leads to additional higher order terms on the right hand side of (2.53) (El et al.
2010).
2.6 Model Parameters: Viscosity, Conductivity, and
Relaxation Time
The parameters of our theory are τR, ν, and χ. The entropy production (2.53) can be
interpreted in two ways, depending on whether the plasma is collisional/weakly collisional
or collisionless. If the plasma is collisional/weakly collisional, it is the microscopic entropy
production due to Coulomb scatterings and τR is the Coulomb scattering time scale, i.e.,
the mean free time between particle-particle collisions. The transport coefficients ν, and χ
are set by this time scale τR. In particular, both ν and χ are of order c
2
sτR in relativistic
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collisional kinetic theory:
χ = φc2sτR and ν = ψc
2
shτR (2.61)
where φ and ψ are constant dimensionless parameters and h ≡ 1+γu/(ρc2) is the relativistic
enthalpy.
For a monoatomic ideal gas in the Chapman-Enskog theory φ = (15/4)ψ. In the non-
relativistic Braginskii theory, where Coulomb interactions dominate, φ ' 4.1ψ (see Kulsrud,
2005). For a relativistic hard sphere gas (see the clear discussion of Cercignani & Kremer,
2001) ν ∝ T for Θ ≡ kT/(mc2) 1 (m ≡ molecular weight).
In a collisionless plasma, because of the absence of Coulomb scatterings, the scattering
time scale diverges τR → ∞ and the entropy does not increase. In this case, (2.53) is the
increase in a coarse grained entropy and τR is the mean free time between wave-particle
scatterings. This is because coarse graining the Vlasov equation leads to a Fokker-Planck
equation with an effective collision operator, as is done in quasi-linear theory. Therefore,
we still use the closures (2.61) but with a different interpretation of τR compared to the
collisional case. Wave-particle scattering is determined primarily by fluctuations in the elec-
tromagnetic field that have frequencies of order the cyclotron frequency of the particles of
interest (ions, electrons) (Kulsrud, 2005). Such fluctuations can either be produced by a cas-
cade from larger scales or by velocity space instabilities that directly excite high frequency
fluctuations. Unfortunately, the efficiency of wave-particle scattering by these processes is
not fully understood. Moreover, the high frequency turbulent fluctuations that dominate
scattering cannot be resolved in fluid (GRMHD) simulations, so subgrid models of the scat-
tering rate are necessary. The formalism developed in the previous sections is sufficiently
general that as the theoretical understanding of wave particle scattering develops, increas-
ingly sophisticated models of τR can be implemented in our model. In particular, we stress
that the relaxation time, viscosity, and conductivity in our model can be functions of the
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local plasma conditions (including, e.g., the local plasma β, the amplitude of the turbulent
fluctuations, etc.). Here we provide a rough guide to some of the key physics that motivates
particular choices for τR, ν, and χ.
It is unclear to what extent magnetized turbulence in accretion disks (driven by the
magnetorotational instability) produces significant wave-particle scattering. The energeti-
cally dominant component of the turbulence (associated with the slow and Alfve´n modes)
does not produce efficient scattering because it does not cascade to high frequencies (Gol-
dreich & Sridhar, 1995; Quataert, 1998). The fast mode component can in principle cascade
to high frequencies (Yan & Lazarian, 2004), but is very strongly damped in low-collisionality
plasmas, which likely limits its importance. Absent significant scattering by the high fre-
quency tail of a turbulent cascade, the most important source of scattering is due to velocity
space instabilities. These are instabilities in which temperature variations in different direc-
tions or local streaming velocities relative to the magnetic field frame provide a source of
free energy to drive instabilities (e.g., Stix 1992). Key examples include the firehose, mirror,
and ion cyclotron instabilities for the ions and the electron firehose and whistler instabilities
for the electrons (we show in §2.7 that the firehose instability is captured by the fluid model
developed in this paper; this is not true for resonant instabilities such as the ion cyclotron
and whistler instabilities). The saturation of these instabilities is an active area of research
with implications for galaxy cluster plasmas and the solar wind, as well as accretion disks
(e.g., Kunz et al. 2014; Riquelme et al. 2015; Sironi & Narayan 2015; Hellinger et al. 2015).
Note that for the ions in RIAFs, a non-relativistic theory (θi ≡ kTi/(mic2) . 1) is sufficient,
since θi ∼ (H/r)2(GM/(rc2))1/2, and r > H ≡ scale height. However, for the electrons a rel-
ativistic theory is required since in the RIAF model θe & 1 and indeed relativistic electrons
are observed close to Sgr A* (Doeleman et al., 2008).
Velocity space instabilities in low collisionality plasmas such as RIAFs are believed to
arise because shearing, heating, expansion, or compression drives the plasma towards an
unstable configuration, initiating the instability. The scattering rate produced once the
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velocity space instabilities saturate is of the order of the timescale on which the instabilities
are driven (see Kunz et al. 2014; Riquelme et al. 2015). This balance between driving and
scattering timescales maintains the plasma near the marginal state for the instability. These
considerations provide good motivation for one specific choice of the relaxation time in low-
collisionalty plasmas: τR of the order of the dynamical time τd, because the latter sets the
characteristic timescale for heating, expansion, etc. For black hole accretion problems, this
suggests τR ∼ τd ' (GM/r3)−1/2.
More specifically, however, velocity space instabilities will only set in if the free energy
driving the instability is sufficiently large. For example, the heat flux due to conduction
cannot exceed the saturated value of q ' Φρc3s, where Φ is a dimensionless constant of order
unity, but the electron whistler instability implies an even more stringent limit on the heat
flux for high β plasmas (Pistinner & Eichler, 1998). As a second example, a non-relativistic
plasma is firehose (mirror) unstable if ∆P/P ≤ −2/β (∆P/P & 1/β). Observations of the
solar wind show that the plasma pressure anisotropy obeys these constraints to reasonable
accuracy (e.g., Hellinger et al. 2006; Bale et al. 2009). Thus a physical model of accretion
disk viscosity should ensure that |∆P | does not exceed these bounds. Since, both viscosity
and thermal conductivity are related to the relaxation time scale τR in (2.61), this implies a
modification of the thermal conductivity as well, when τR is decreased.
One strategy for reducing τR in the presence of a small scale instability is to set
τR = τdf
(
x
xcrit
)
(2.62)
where x is some parameter (e.g. ∆P ) that has a critical value xcrit for instability. The
function f is arbitrary but should have (1) f(0) = 1; (2) f ′(0) = 0; (3) f(1)  1. One
function with the desired properties for f is the Fermi-Dirac distribution:
f(y) =
1
e(y−1)/λ + 1
(2.63)
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for y > 0, and f(y) = 1 for y < 0. λ is an adjustable parameter that determines the width
of the transition to small τR. As an example, saturated conduction can be implemented by
sending τR → τdf(q/qcrit), where qcrit = Φρc3s is the maximum heat flux (and we have as-
sumed a characteristic, unsaturated, relaxation time of τd)
3. To consider several instabilities
with instability threshold ratios y1, y2, y3..., one can set τR = τdf(y1)f(y2)f(y3)...
To understand the effect of (2.62) and the associated reduction in the relaxation time near
an instability threshold, consider an instability with threshold pressure anisotropy ∆Pcrit.
As ∆P → ∆Pcrit, the relaxation time is reduced. Because ∆P0 ∝ ν ∝ τR, this reduces
both ∆P0 and the time required for ∆P to relax to ∆P0. Thus the plasma quickly falls
below the instability threshold. Once below the threshold, τR becomes τd again, and ∆P
relaxes to the large ∆P0 over a dynamical time scale. When the threshold is crossed again,
(2.62) takes effect and the cycle restarts. The net effect of this cycle is to set up a feedback
loop that results in q and ∆P being pinned to their values at an instability threshold, in a
statistical sense. At every instant, the process generates entropy according to (2.53), which
only involves q and ∆P and not q0 and ∆P0.
2.7 Linear Theory
Here we address the following questions: (1) what are the characteristic speeds in our ex-
tended MHD model? These are needed to determine the Courant condition in explicit
numerical evolution; (2) which choices of model parameters τR, χ, ν yield a stable model
when the initial state is an equilibrium? (3) under what conditions does one recover the
firehose instability of an initially anisotropic state? (4) how large a heat flux can the model
admit before it loses its stability and hyperbolicity? (5) what is the stability of the model
in a frame not comoving with the fluid? and finally (6) under what conditions is the model
3Saturated conduction is technically a collisionless effect and in this limit, the anisotropic pressure depends
not only on the shear projected onto the field lines, but also on the gradients of the heat flux which we have
ignored. See also footnote 2.
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causal?
Consider an initially homogeneous magnetized fluid in Minkowski space. The initial
state in the fluid frame has uµ = {1, 0, 0, 0}, ρ = ρ0, u = u0, bµ = (0, b sin θ, 0, b cos θ), and
q = ∆P = 0. The initial temperature is is T0 = P0/ρ0 = (γ − 1)u0/ρ0. We perturb around
this initial state, e.g. q → 0 + δq with δq ∝ exp(ikx− iωt), linearize, and find the dispersion
relation D(ω, k) = 0.
It is worth first revisiting the linear theory for relativistic ideal MHD. As usual, the
Alfve´n waves factor and the Alfve´n velocity is
v2A =
b2
ρ0h0 + b2
. (2.64)
The slow and fast modes combine in a complicated, fourth-order dispersion relation. The
special cases parallel and perpendicular to the field give the sound speed
c2s =
γP0
ρ0h0
(2.65)
and the fast magnetosonic speed
v2M =
b2 + γP0
ρ0h0 + b2
(2.66)
respectively.
A rigorous stability analysis would require a study of the general, ninth-order dispersion
relation. Instead we consider the special cases of propagation parallel and perpendicular to
the magnetic field lines for conduction only and for viscosity only, and analyze the resulting
dispersion relations.
ν = 0, k ‖ B. The four Alfve´n modes are unaffected, as one might expect because they
do not perturb the temperature. The remaining four modes arise from the entropy mode
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and the sound waves coupled to evolution of δq. The dispersion relation is:
(ω2−c2sk2)ω(ωτR+i)−
χc2s
γc4
(
(ω2 − (γ − 1)c2k2)2 + c2k2(ω2 − c2sk2)
γ(γ − 1)c2
c2s
)
= 0. (2.67)
Evidently, the sound waves emerge in the ideal limit.
ν = 0, k ⊥ B. We recover five zero frequency modes, two magnetosonic modes, and one
new mode:
ω = −i
(
τR − χc
2
s
γc4
)−1
. (2.68)
χ = 0, k ‖ B. We recover four Alfve´nic modes (propagating in each direction with two
polarizations), a zero frequency mode that asymptotes to the entropy mode, and modes that
couple sound waves and ∆P :
ω3 + iω2
1
τR
− ω
(
4νk2
3τR(1 + γu0/ρ0c2)
+ c2sk
2
)
− ic
2
sk
2
τR
= 0. (2.69)
χ = 0, k ⊥ B. We recover a damped viscous mode coupled to the two magnetosonic
modes:
ω3 + iω2
1
τR
− ω
(
νk2ρ0c
2
3τR(b2 + ρ0c2 + γu0)
+ k2v2M
)
− ik
2v2M
τR
= 0. (2.70)
2.7.1 Characteristic Speeds
The introduction of evolution equations for q and ∆P makes the equations hyperbolic and
therefore also introduces new characteristic speeds. On dimensional grounds we expect
a characteristic speed associated with conduction v2q ∝ χ/τR and a characteristic speed
associated with viscosity v2∆P ∝ ν/τR. What are the constants of proportionality?
First consider the pure viscosity case in the limit k →∞. For parallel propagation
ω2 = k2
(
c2s +
4
3
ν
h0τR
)
(2.71)
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and for perpendicular propagation
ω2 = k2
(
v2M +
1
3
ν
τR(1 + γu0/ρ0 + b2/ρ0)
)
. (2.72)
This motivates the definition
v2∆P ≡
4
3
ν
h0τR
(2.73)
as a characteristic viscous speed. In our closure model v∆P = cs
√
4ψ/3, and in a numerical
implementation the Courant condition needs to be adjusted accordingly.
Next consider the pure conduction case in the limit k →∞. For parallel propagation the
general solution for ω2 for the coupled entropy-conduction-sound wave is complicated and
not much simpler than the dispersion relation itself, but the expression
ω2 =
1
2
k2
(
c2s + v
2
q ± (c4s + v4q )1/2
)
(2.74)
provides a reasonable first approximation (although it does not reveal that ω2 ∝ 1/(γ(γ −
1)c4 − c2sv2q ), which leads to slightly higher signal speeds when cs, vq ∼ c). Here
v2q ≡ (γ − 1)
χ
τR
(2.75)
is a characteristic conduction speed. For perpendicular propagation, the excitation of q is
damped and nonpropagating. In our closure model vq = cs
√
φ(γ − 1) and so in a numerical
implementation of the model the Courant condition must be adjusted accordingly.
2.7.2 Stability
It is well known that the Eckart first order conduction model (see Misner et al., 1973, p. 567)
is subject to a dramatic instability with growth rate ∝ 1/χ (Hiscock & Lindblom, 1985).
The Eckart theory is recovered in the limit τR → 0 in our model, so we expect that it will
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be unstable if we set τR too small.
To make this idea more precise, consider the k → 0 limit of (2.67). We find
ω = −i
(
τR − χc
2
s
γc4
)−1
(2.76)
where we have temporarily restored factors of c and c2s = γP0/(ρ0 + γu0/c
2). Evidently the
model is unstable if
τR < χc
2
s/(γc
4) (2.77)
which is the same instability condition found by Hiscock & Lindblom (1985) for an isotropic
viscosity. For propagation perpendicular to the field, (2.68), we recover the same stability
condition. Setting χ = φc2sτR, instability requires φ > γc
4/c4s for parallel or perpendicular
propagation.
In the comoving frame, the viscous modes are stable if ∆P = 0 in the initial conditions.
All parallel and perpendicular modes are either neutral or damped. The stability for viscous
modes in a non-comoving frame will be discussed in 2.7.5.
2.7.3 Firehose Instability
In non-relativistic Braginskii theory, the inclusion of anisotropic conduction and viscosity
opens up avenues for qualitatively new types of linear instabilities. For example, in the
presence of anisotropic conduction, there are buoyancy instabilities driven by temperature
gradients rather than entropy gradients (Balbus 2000; Quataert 2008). In the presence
of anisotropic viscosity, the character of the magnetorotational instability can change, with
viscous transport of angular momentum driving an instability even when magnetic tension is
negligible (Quataert et al. 2002; Balbus 2004). And, finally, a background pressure anisotropy
can itself be subject to a host of instabilities, at least one of which (the firehose instability)
is well captured by the EMHD-type models described here (e.g., Schekochihin et al. 2009).
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We expect that much of this rich physics will carry over to the relativistic theory described
in this paper since it reduces to Braginskii theory in the non-relativistic limit. As a simple
concrete example of this, we derive here the relativistic instability criterion for the firehose
instability.
Pressure anisotropy modifies the propagation speed of Alfve´n waves and, if ∆P is large
enough, transforms them into unstable, non-propagating modes. Firehose instability has not
appeared until now because our equilibrium has ∆P = 0. But we can recover the firehose
instability by setting ∆P 6= 0 in the background state and taking τR → ∞ so that the
pressure anisotropy cannot decay and the initial state is an equilibrium.
The resulting dispersion relation for parallel propagation is:
ω2 = k2
b2 + ∆P
b2 + ρ0 + γu0 +
1
3
∆P
. (2.78)
For ∆P = 0 we recover the Alfve´n waves. For ∆P > 0 the propagation speed increases
and becomes superluminal if ∆P > 3
2
(ρ0 + γu0). However, this would require ∆P/P >
3γ/(2(γ − 1)). For ∆P < 0 we recover the relativistic firehose instability criterion:
b2 + ∆P < 0 ⇒ INSTABILITY. (2.79)
This criterion is consistent with the relativistic kinetic criterion of Lerche (1966).
2.7.4 Instability for Large q/u
Hiscock & Lindblom (1988) (hereafter HL88) have shown that the Israel-Stewart theory loses
stability and hyperbolicity above a critical value of q/u ' 0.08898 in the ultrarelativistic
(u ρ) limit. What does this imply for the EMHD model?
Consider an initial state with a background heat flux q = q0. We will perturb around
this state to test stability. But to do this, we are obliged to take the limit τR →∞ so that
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the initial state with q = q0 becomes an equilibrium. It matters how this limit is taken: if
we assume χ ∝ τR, terms proportional to both τR and χ must be retained. Linearization
around this equilibrium for modes with k ‖ B yields a fourth-order dispersion relation for
the coupled sound/entropy/conduction excitations.
The stability of the q = q0 equilibrium depends on γ, φ, q, ρ, and u in a complicated way.
To compare with HL88 we consider the ultrarelativistic limit with γ = 4/3 and u ρ; HL88
also make a choice for the coefficient b1 that is equivalent to setting φ = 12/5. This simplifies
the analysis, and one can show that the discriminant of the dispersion relation (which in
this limit has real coefficients) changes sign at q0/u = 0.08898, as in HL88. Indeed, one can
show that HL88’s λ = 1 Israel-Stewart model is identical to ours if we restrict attention to
motion along the field.
We can generalize HL88’s analysis by allowing φ to be different from 12/5. The critical
q0/u = 2
1/2/3 as φ → 0. Between φ = 0 and φ = 3 the critical q0/u is slightly above
q0/u = (3− φ)/10, still in the ultrarelativistic limit.
Is the instability a consequence of the second-order terms in the evolution equation for
q? The higher order terms enter the linear theory only when q0 6= 0, so they have played no
role until now. Turning these terms off and repeating the stability analysis, one finds the
discriminant of the dispersion relation is positive definite. The instability is therefore seated
in the second order terms. This is relevant for numerical implementations of the EMHD
model, since it suggests that manipulating the higher order terms may improve stability,
albeit at the cost of violating the second law.
2.7.5 Stability in a Non-Comoving Frame
It is an interesting feature of the Israel-Stewart theory that in some cases perturbations
comoving with the fluid appear stable, but even a small relative velocity between the frame
in which the perturbation is defined and the fluid, makes the perturbation unstable (Hiscock
& Lindblom 1985). Consider a background velocity uµ = (Γ, ux, 0, 0), with Γ =
√
1 + u2x
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the Lorentz factor, a background magnetic field bµ = (−bxux/Γ, bx, 0, 0), and perturbations
(δρ, δux, δ∆P ) of the density, longitudinal velocity and pressure anisotropy. From the linearly
perturbed equations of mass conservation, evolution of the pressure anisotropy, and∇µδT µx =
0, we get (in the absence of heat conduction)
Γ∂t(δρ) = ρ0ux∂t(δux), (2.80)
3ρ0h0(1 + 2u
2
x)∂t(δux) = 2uxΓ
2∂t(δ∆P )− 3uxΓ2∂t(δρ), (2.81)
2ρ0νb2Γ
2∂t(δ∆P ) = −Γδ∆P + 2ρ0νux∂tδux. (2.82)
Substituting for ∂tδux and ∂tδρ, we get the evolution equation for δ∆P ,
∂t(δ∆P ) = − 3(2ρ0(h0 − 1)u
2
x + ρ0h0)
3b2(ρ0h0Γ2 + ρ0(h0 − 1)u2x)− 2u2x
δ∆P
2ρ0νΓ
. (2.83)
In this case, the stability condition is
b2 >
2u2x
3(ρ0h0Γ2 + ρ0(h0 − 1)u2x)
. (2.84)
Note that b2 is the coefficient of the second order contribution to the entropy current
(2.35) due to shear stress and is equal to τR/(2ρ0ν).
2.7.6 Causality
For small τR, i.e., for small b1 and b2, the model is no longer causal. To demonstrate this, we
consider the principal part of the evolution equations at a point at which uµ = (−1, 0, 0, 0),
and bµ = (0, bx, 0, 0), and compute the characteristic speeds of the system in the tetrad frame
and along the direction −→e (x). Writing the linearized system of equations as
At∂t(δU) + A
i∂i(δU) +BδU (2.85)
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for perturbations δU , with matrices Aµ, B depending on the unperturbed variables U0, then
the characteristic speeds v along direction i are solutions of the equation
det(v ∗ At − Ai) = 0. (2.86)
In the absence of heat conduction, the relevant parts of the equations for (ρ, u, ux,∆P ) are
then
∂tρ = −ρ∂xux + ... (2.87)
∂tu = −(u+ P )∂xux + ... (2.88)
ρh∂tux = −∂xP + 2
3
∂x∆P + ... (2.89)
∂t∆P =
1
b2
∂xux + ... (2.90)
(the transverse components of the magnetic field and velocity still follow the standard dis-
persion relation for Alfven waves). The characteristic speeds of the system then depend on
the equation of state P (ρ, u). For a simple gamma-law fluid, P = (γ − 1)u, we find the
speeds (0, 0,±√(2ρν + 3(γ − 1)γub2)/(3ρhb2)). For small values of b2, two of the speeds are
thus greater than c = 1. To avoid superluminal speeds, we need
b2 >
2
3(ρ+ γu(2− γ)) . (2.91)
Rewriting in terms of the relaxation time scale τR, the condition for causality is
τR >
4ρν
3(ρ+ γu(2− γ)) . (2.92)
This is identical to what we would have inferred from equation (2.71) by imposing ω/k < c.
Regardless of our choice of frame, the theory is thus problematic for small b2, i.e. small
τR or large ν/τR. These results are once more reminiscent of what Hiscock & Lindblom
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(1983) found for an isotropic viscosity. In that case, they derived the stability condition
b2 > 2/(3ρh). Hiscock & Lindblom (1983, 1988b) also demonstrated that the stability of the
theory implied that the system of evolution equations was hyperbolic and causal, and that
if the system of equations was either not causal or not hyperbolic, it was unstable.
2.8 Nonlinear Theory
In this section we give a brief but incomplete description of the behavior of the model in
shocks.
Ideal hydrodynamics allows shocks and contact (entropy) discontinuities. The boundary
conditions at the discontinuity are determined by continuity conditions on the fluxes of mass,
momenta, and energy.
Once viscosity is included in a non-relativistic fluid model the discontinuity is replaced
by a sharp but continuous transition of width ∆x such that the diffusion timescale ∆x2/ν
is comparable to the transit time through the shock ∆x/v, so ∆x ∼ ν/v. If ν ∼ λmfpcs
and v ∼ cs then ∆x ∼ λmfp. Put differently, viscosity can propagate information upstream
at characteristic speed ∼ ν/∆x, which is supersonic if the structure is narrow enough.
Conduction produces an upstream precursor but does not remove the discontinuity (Mihalas
& Weibel Mihalas, 1984).
In Maxwell-Cattaneo type theories there is a new characteristic speed, ∝ (ν/τR)1/2; if
ν ∼ c2sτR then this speed is comparable to cs. If the upstream velocity exceeds this, the shock
is still discontinuous. In Israel-Stewart theory, this was studied by Olson & Hiscock (1990).
See Bouras et al. (2010) for a numerical study of shocks in this theory and a comparison to
shock solutions obtained using kinetic theory.
Linear analysis showed (§2.7) that our EMHD model contains a speed ∼ (χ/τR)1/2 ∼
φ1/2cs associated with thermal conduction and another speed ∼ ψ1/2cs associated with vis-
cosity. One would then expect the model to have a discontinuity over a sufficiently strong
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shock. How, then, do ∆P and q change across the discontinuity?
The variation of ∆P and q depend on the shock substructure, essentially because there
are no continuity conditions, such as those present in ideal MHD, that can be used to navigate
across the shock. To clarify this point, consider the conduction model governed by equation
(2.47) in the frame of a strong (so that v upstream is greater than vq) steady shock at x = 0,
with ux > 0. The dominant terms near the shock are
ux∂xQ =
1
τR
(
τR
ρχP
)1/2 (
−ρχbˆx(∂xΘ + Θux∂xux)
)
(2.93)
because both ∂xT and ∂xux are large inside the shock. This equation has the form
∂xQ = F (ρ,Θ, u
x)δ(x) (2.94)
where δ arises from ∂x acting on the discontinuities. If F were continuous through the shock
we could integrate this equation across the jump and find a definite solution for Q at x > 0.
But F is changing discontinuously through the shock and hence the postshock Q depends
on the substructure of the shock.
EMHD shocks contain substructure on three scales.
(1) On small scales the width of the shock is set by bulk viscosity.
Because bulk viscosity is not included in the model, this smallest scale is unresolved
and the evolution of q and ∆P across the shock is undetermined (but the change in, e.g.,
Q across the shock ≡ ∆Q is limited, since if F in equation (2.94) is monotonic then ∆Q
must lie between F in the downstream state and F in the upstream state). In a numerical
evolution it will be set by the numerical closure.
(2) On intermediate scales the pressure anisotropy and heat flux relaxation produce a
tail of width ∼ uxτR.
The separation of scales (1) and (2) is an artifact of the model since if τR is small inside
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the shock, (1) and (2) can be comparable.
(3) Far from the shock ∆P and q → 0 and the shock obeys the ideal MHD jump
conditions.
The latter point implies that unless one is interested in shock substructure (and it would
seem that EMHD is not the ideal model for collisionless shocks), the EMHD model may
provide an adequate description of flow more than a few mean free paths from the shock.
2.9 Discussion and Conclusion
In this paper, we have derived an extended MHD model for a relativistic weakly collisional
plasma incorporating the effects of anisotropic conduction and viscosity. We are motivated
by applications to low accretion rate black holes, but the model can also be applied in other
contexts such as neutron star magnetospheres. This is the first in a series of publications.
While this paper deals with the derivation, linear theory and stability analysis of our model,
a later publication will discuss a flexible new code which we have written to solve this model
numerically, as well as possible future extensions of this model. As tests for the code, and to
get insights into the model, we derive various analytic/semi-analytic solutions to this model.
The code, as well as the various tests will be described in Chandra et al. (2015). Finally,
we shall apply this model and the code to study the dynamics and structure of an accretion
disk around a slowly accreting Kerr black hole.
2.9.1 Summary of the Governing Equations
The complete model is given by the usual continuity equation (2.4), energy-momentum
equations (2.7) and induction equation (2.15), supplemented by a heat conduction model
(2.25) and shear viscosity model (2.28), together with evolution equations for the magnitude
of the heat flux q (2.45) and the pressure anisotropy ∆P (2.50).
57
2.9.2 Summary of the Formalism
We deduced the form of the heat flux (2.25) and the viscous stress (2.28) by examining
the symmetries of the system in the presence of a magnetic field and by appealing to the
small values of the gyroradius and the gyroperiod in astrophysical plasmas. The evolution
equations (2.45) and (2.50) are then derived using the Israel-Stewart theory of dissipative
hydrodynamics. We have expanded the entropy current up to second order in deviations
from equilibrium and then enforced its divergence to be positive. From this simple principle,
we get equations for the heat flux and the pressure anisotropy in a magnetized plasma. The
derivation naturally shows that, as in non-relativistic plasmas, 1) the heat flux is driven by
temperature gradients projected along the field lines and that 2) the pressure anisotropy is
driven by a background shear projected along the field lines. Since our model is based on the
Israel-Stewart theory, it conditionally satisfies all the requirements of dissipative theories in
general relativity: hyperbolicity, causality and stability. For example, in the ultrarelativistic
limit (u ρ), the model is hyperbolic as long as q/u < 0.089.
In the limit where the relaxation time scale τR → 0, our model reduces to that of
Braginskii (1965). The hyperbolic equations for parallel heat flux and pressure anisotropy
relax to forms (2.46) and (2.51) respectively, which are covariant generalizations of the
Braginskii closure. The pressure anisotropy in Braginskii theory arises due to a balance
between the conservation of adiabatic invariants and pitch-angle scattering. In the appendix,
we show using relativistic kinetic theory that this is true of our model as well. In the
non-relativistic limit, the inclusion of anisotropic conduction leads to many new types of
instabilities, such as the magnetothermal instability (Balbus 2000) and the heat flux driven
buoyancy instability (Quataert 2008), both of which are also modified by the inclusion
of anisotropic viscosity (Kunz 2011). Our relativistic model should also display all the
instabilities that arise due to inclusion of anisotropic dissipative effects. As an example, we
showed that our model reproduces the correct threshold for the firehose instability.
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We relate the transport coefficients in our model (χ, ν) to the effective scattering time
scale τR. A collisionless plasma is subject to a number of kinetic instabilities (mirror, firehose,
ion cyclotron, electron whistler) that effectively regulate the pressure anisotropy and the
heat flux. Our closure prescription incorporates the isotropizing effects of these instabilities
through the modification of τR, thus providing a convenient way to incorporate the various
kinetic effects. The exact way in which τR should be modified will ultimately be answered
by first principle particle-in-cell calculations, which are well under way (Kunz et al. 2014;
Riquelme et al. 2015).
2.9.3 Two-Fluid Effects and Observational Signatures
The model is a one-fluid model of a plasma consisting of multiple species, here electrons
and ions. The one-fluid matter stress tensor T µνmatter in (2.21) has been obtained by summing
up stress tensors of each individual species in (2.3). Therefore, the rest mass density ρ,
the internal energy u, the pressure P , the heat flux qµ and the shear stress Πµν in (2.21)
are all a sum of the respective quantities of both electrons and ions (using uµe ≈ uµi ≡ uµ),
i.e. ρ = ρe + ρi, u = ue + ui, P = Pe + Pi, q
µ = qµe + q
µ
i and Π
µν = Πµνe + Π
µν
i . The
temperature Θ in the model is a combination of both electron Θe and ion temperatures Θi,
i.e., Θ = (miΘi +meΘe)/(mi +me) (since P = Pe + Pi), where me and mi are the electron
and ion masses, Θe ≡ kTe/(mec2), and Θi ≡ kTi/(mic2). Introduction of a single heat flux
qµ and a single shear stress Πµν for a system with multiple species is inconsistent, unless we
make further approximations.
The ratio of the relaxed electron to ion heat flux is qe0/qi0 ∼ (Pe/Pi)2(τe/τi)(mi/me)(Li/Le),
where Le and Li are the characteristic scales for the variation of the electron and ion temper-
atures and τe and τi are the electron and ion relaxation time scales respectively. Assuming
Le ∼ Li and τe ∼ τi, our one-fluid model is a reasonable description of the overall dynamics
when Pe/Pi 
√
me/mi. In this limit, the contribution to the total heat flux is dominated
by the ion heat flux qµ ≈ qµi , and the single temperature Θ in our one-fluid model is the ion
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temperature Θ ≈ Θi. Similarly, the ratio of the relaxed electron to ion pressure anisotropy
is ∆Pe0/∆Pi0 ∼ (Pe/Pi)(τe/τi)  1, when Pe/Pi  1 (again assuming τe ∼ τi). In this
limit, the total pressure anisotropy is dominated by the ions and thus we have for the to-
tal shear stress Πµν ≈ Πµνi . Note that in the collisional (Braginskii) regime, Pe ' Pi, and
τe/τi ∼
√
me/mi, where τe and τi are the Coulomb scattering time scales for electrons and
ions. The dominant heat flux is now due to electrons qe0/qi0 ∼
√
mi/me  1, while the
dominant pressure anisotropy is still due to ions ∆Pe0/∆Pi0 ∼
√
me/mi  1. Since in this
collisional limit, Te ' Ti, evolving a single temperature Θ ≈ 2Θi, as we do in this paper is
appropriate.
Generalizing this one-fluid model to a two-fluid model that accounts for both electron and
ion dissipation can be done in a number of ways. One approach is to use separate conservation
equations for both the electrons and ions, into which our model can be incorporated in a
straightforward manner. This however includes kinetic length scales in the system, which
cannot be resolved in a global accretion disk simulation. Another approach is to work within
the MHD ordering, which only requires one additional variable, the electron temperature.
Ressler et al. (2015) have developed such a model by using a separate electron entropy
equation into which they incorporate electron conduction using a reduced version of the
anisotropic conduction equation that we have derived here. The emission from the plasma is
dominated by the electrons and hence the electron thermodynamical quantities are crucial
to predict observables such as spectra, images and light curves.
The non-ideal effects modeled here may have a number of implications for the dynamics
and observational properties of slowly accreting black holes: 1) conduction can redistribute
energy spatially, changing where the emission comes from and potentially changing the
dynamics by increasing the pressure at large latitude/radii and 2) viscosity can provide
an additional source of transport and heating (over and above the Maxwell and Reynolds
stress), potentially modifying M˙ and the thermodynamics of the plasma – the latter being
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relevant for the emission.
2.9.4 Connection to Other Models
The model we have presented is the simplest in a hierarchy of possible models incorporating
non-ideal effects in magnetized plasmas. In particular, it only includes a single parallel heat
flux qµ = q bˆµ and the parallel and perpendicular pressures are controlled by a single variable,
the pressure anisotropy ∆P . The derivation was based on thermodynamic principles. On
the other hand, models of collisionless plasmas are usually derived by taking velocity space
moments of the Vlasov equation. Early examples of relativistic models derived in this way
are by Gedalin (1991), Tsikarishvili et al. (1992) and Tsikarishvili et al. (1994). They have
independent variables for the parallel (P‖) and perpendicular (P⊥) pressures. However, their
stress tensors lack a heat flux and their models reduce in the non-relativistic limit to the
well-known CGL closure (Chew et al. 1956). A more recent model by TenBarge et al. (2008)
has evolution equations for P‖ and P⊥ and these couple individually to separate heat fluxes
q‖ ∼ bˆµ∇µP‖ and q⊥ ∼ bˆµ∇µP⊥. In the non-relativistic regime, when the mean free path is
small compared to the system size, such a model recovers the Braginskii limit (Snyder et al.
1997). Thus, we expect our model to be formally applicable only in this regime. Also, since
we have not derived our model using kinetic theory, we do not expect that it will reproduce
all of the kinetic linear modes; for example, our model lacks the mirror instability. However,
a nice feature of our model is that it includes collisions whereas the previous relativistic
models for collisionless plasmas do not. To include collisions in the moment formalism that
the previous models used, one has to include a collision operator in the Vlasov equation and
take its moments. Our model naturally includes collisions because it is an expansion up to
second order around thermal equilibrium. The relaxation time scale τR can be interpreted
as the relaxation time scale in the BGK collision operator. Its presence is convenient since it
makes it easy to incorporate subgrid models of the saturation of kinetic plasma instabilities
as an effective collisionality.
61
Our model captures the leading order effects of heat transport and pressure anisotropy
while still being relatively simple. More sophisticated models have been derived from Israel-
Stewart theory in the presence of a magnetic field (Huang et al. 2010), albeit in a different
context, for use in strange quark stars with strong magnetic fields. The Israel-Stewart theory
itself is a specific instance of a class of theories derived from Extended Thermodynamics,
which are based on an entropy principle, such as the one we have used in this paper. See
Jou et al. (1988) for a review. While this formalism gives us the evolution equations for
the dissipative fluxes, one needs to eventually resort to kinetic theory in order to compute
the transport coefficients. To perform this computation, Israel & Stewart (1979) have used
an approach similar to that of Grad (1949). They expand the distribution function in
momentum space polynomials around an equilibrium, i.e., f = f0(1 + aµp
µ + bµνp
µpν),
where f0 is the equilibrium distribution function. This ansatz for the distribution function is
then used along with the second moment of Boltzmann equation to compute the transport
coefficients, which come out in terms of moments of f0. Note that the second moment of
the Boltzmann equation is one moment higher than the divergence of the stress-tensor and,
it is at this level of the moment hierarchy where the collision operator makes a non-zero
contribution.
2.10 Adiabatic Invariants and Pressure Anisotropy
Equation 2.51 in the main text for ∆P0 is the natural general relativistic generalization of
the well-known Braginskii (1965) relation between pressure anisotropy, viscosity, and shear
stress in a non-relativistic plasma. In the non-relativistic limit, this relationship also has a
simple interpretation in terms of a balance between (1) the rate of generation of pressure
anisotropy by adiabatic invariance of the magnetic moment in a slowly varying magnetic
field and (2) the isotropization in velocity space by pitch-angle angle scattering at a rate νs.
We briefly review this non-relativistic result and then discuss its generalization to relativistic
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kinetic theory of a magnetized plasma. This provides a useful physical interpretation of the
thermodynamic derivation of the equilibrium pressure anisotropy (eq. 2.51) in the main
text. We take k = m = c = 1 throughout this Appendix.
2.10.1 Non-relativistic Kinetic Theory
The viscous stress tensor in a magnetized non-relativistic collisional plasma in which the
cyclotron frequency is much larger than the collision frequency is given by (Braginskii, 1965)
Π = −3ρν
[
bˆbˆ :∇v − ∇ · v
3
] [
bˆbˆ− I
3
]
, (2.95)
Equation 2.95 can also be written as
Π = −∆P
[
bˆbˆ− I
3
]
, (2.96)
where the pressure anisotropy in the non-relativistic limit is given by
∆P = 3ρν
[
bˆbˆ :∇v − ∇ · v
3
]
. (2.97)
∆P in equations 2.96 and 2.97 is defined as ∆P = P⊥ − P‖, with directions defined by the
local magnetic field in the plasma. Note that since ν ∼ c2s/ω where ω is the pitch angle
scattering rate and cs is the sound speed, equation 2.97 is equivalent to
ω
∆T
T
∼ d
dt
ln
[
B3
ρ2
]
(2.98)
where we have used the induction equation and mass conservation to rewrite the right-hand-
side of equation 2.98. The left hand side of equation 2.98 is the rate at which scattering
at rate ω decreases the pressure anisotropy. The right hand side of equation 2.98 is the
rate at which adiabatic invariance of T⊥/B (magnetic moment) and T‖B2/ρ2 (the ‘bounce’
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invariant) change the pressure anisotropy. The assumption of collisional theory is that these
two effects approximately balance each other.
2.10.2 Relativistic Kinetic Theory
The thermodynamic derivation in §2.4 (in particular eq. 2.51) shows that results very similar
to equations 2.97 and 2.98 relate pressure anisotropy and viscosity in GR. To understand
the microscopic origin of these results, it is instructive to consider the relativistically correct
first and second adiabatic invariants for an individual particle (Sturrock, 1994):
p2⊥
b
= constant
p‖b
ρ
= constant (2.99)
where p⊥ and p‖ are the particle momenta (not pressure!) along and perpendicular to the
magnetic field direction defined in the fluid frame. What does this imply for the relation
between ∆P and the variation of b and ρ?
Start by changing momentum space coordinates to the adiabatic invariants
j⊥ ≡ p
2
⊥
m
j‖ ≡ p‖
(m
r
)
(2.100)
where r ≡ ρ/ρ0 and m ≡ b/b0. The initial (r = m = 1) Maxwellian distribution function is
dn
dj⊥dj‖
=
n
4ΘK2(1/Θ)
e−Γ/Θ (2.101)
where
Γ = (1 + j⊥ + j‖2)1/2 (2.102)
and K2 is the modified Bessel function of the second kind. This distribution is invariant
under slow (adiabatic) changes in b and ρ.
Next, directly evaluate components of the pressure tensor using the kinetic theory defi-
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nition (2.11) in the limit that r and m are close to 1:
∆P = P⊥ − P‖ =
∫
dj⊥dj‖
dn
dj⊥dj‖
(
1
2
p2⊥
pt
− p
2
‖
pt
)
, (2.103)
where the factor of 1
2
arises because p2⊥ = p
2
x + p
2
y if b is aligned with z; here p
t = Γ in the
fluid frame. Notice that p⊥ and p‖ depend on r and m but the distribution function does
not. Then (
d∆P
dτ
)
ad
=
d∆P
dm
dm
dτ
+
d∆P
dr
dr
dτ
(2.104)
is the change in ∆P due to adiabatic deformation of the distribution function. If the
anisotropy is small the derivative can be evaluated at b = m = 1.
The integrals needed for d∆P/dm and d∆P/dr can be evaluated analytically in the
relativistic and non-relativistic limits.
In the non-relativistic limit Γ → 1 + 1
2
j⊥ + 12j‖
2 and dn/dj⊥dj‖ ∝ Θ−3/2 exp(−(j⊥ +
j‖2))/(2Θ). A few strengthening integrals later, one finds
1
P
(
d∆P
dτ
)
ad
= 3
dm
dτ
− 2dr
dτ
(2.105)
where P = nΘ. Since the derivatives are evaluated at m = r = 1, dm/dτ = d lnm/dτ , etc.,
and using the definition of m, r, find
1
P
(
d∆P
dτ
)
ad
=
d
dτ
ln
(
b3
ρ2
)
(2.106)
as expected from the discussion in the preceding subsection.
In the ultrarelativistic limit Γ → (p2⊥ + p2‖)1/2 = (j⊥ + j‖2)1/2 at b = m = 1, and
dn/dj⊥dj‖ ∝ Θ−3 exp(−Γ/Θ). The integrals give
1
P
(
d∆P
dτ
)
ad
=
12
5
dm
dτ
− 8
5
dr
dτ
, (2.107)
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or
1
P
(
d∆P
dτ
)
ad
=
4
5
d
dτ
ln
(
b3
ρ2
)
. (2.108)
which differs by a factor of 4/5 from the non-relativistic limit.
The rate of decay of the pressure anisotropy due to scattering is
1
P
(
d∆P
dτ
)
scat
= −ω∆P
P
, (2.109)
which defines the scattering rate ω, so the total change
1
P
(
d∆P
dτ
)
=
1
P
(
d∆P
dτ
)
ad
+
1
P
(
d∆P
dτ
)
scat
. (2.110)
In equilibrium scattering balances adiabatic forcing and, for the ultrarelativistic limit, the
result is
ω
∆P
P
=
4
5
d
dτ
ln
(
b3
ρ2
)
. (2.111)
We can do just a little bit more by evaluating the right hand side using the induction equation
and the continuity equation, together with bµu
µ = 0. Along the way,
1
2
d
dτ
ln b2 = −∇µuµ + bˆµbˆν∇µuν (2.112)
and
d
dτ
ln ρ = −∇µuµ, (2.113)
so that
d
dτ
ln
(
b3
ρ2
)
= 3
(
bˆµbˆν∇µuν − 1
3
∇µuµ
)
. (2.114)
Then in equilibrium
∆P = 3ρ [
4
5
Θ
ω
]
(
bˆµbˆν∇µuν − 1
3
∇µuµ
)
. (2.115)
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This is consistent with the non-relativistic derivation in equation 2.97, and, if we set
ν =
4
5
Θ
ω
∝ τc2s (2.116)
with the relativistic thermodynamic derivation in §2.4 of the main text (in particular,
equation 2.51 and surrounding results).
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Chapter 3
grim: A Flexible Conservative
Numerical Scheme for Relativistic
Fluid Theories
Hot, diffuse, relativistic plasmas such as sub-Eddington black hole accretion flows are ex-
pected to be collisionless, yet are commonly modeled as a fluid using ideal general relativistic
magnetohydrodynamics (GRMHD). Dissipative effects such as heat conduction and viscosity
can be important in a collisionless plasma and will potentially alter the dynamics and radia-
tive properties of the flow from that in ideal fluid models; we refer to models that include
these processes as Extended GRMHD. Here we describe a new conservative code, grim1,
that enables all the above and additional physics to be efficiently incorporated. grim com-
bines time evolution and primitive variable inversion needed for conservative schemes into a
single step using an algorithm that only requires the residuals of the governing equations as
inputs. This algorithm enables the code to be physics agnostic as well as flexibility regarding
time-stepping schemes. grim runs on CPUs, as well as on GPUs, using the same code. We
formulate a performance model, and use it to show that our implementation runs optimally
on both architectures. grim correctly captures classical GRMHD test problems as well as
a new suite of linear and nonlinear test problems with anisotropic conduction and viscosity
in special and general relativity. As tests and example applications, we resolve the shock
substructure due to the presence of dissipation, and report on relativistic versions of the
magneto-thermal instability and heat flux driven buoyancy instability, which arise due to
anisotropic heat conduction, and of the firehose instability, which occurs due to anisotropic
pressure (i.e. viscosity). Finally, we show an example integration of an accretion flow around
a Kerr black hole, using Extended GRMHD.
1General Relativistic Implicit Magnetohydrodynamics: http://github.com/afd-illinois/grim
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3.1 Introduction
The fluid description of a plasma using the ideal general relativistic magnetohydrodynamic
(GRMHD) equations is a workhorse in theoretical high energy astrophysics. The codes
that solve these equations have been successfully applied in studies of various processes of
interest such as jet formation and accretion onto compact objects. Many important results
have emerged from numerical solutions of the ideal GRMHD equations. A few examples are
the validation that the Blandford & Znajek 1977 mechanism occurs naturally in a global
MHD model (McKinney & Gammie, 2004), the discovery of magnetically chocked accretion
flows (McKinney et al., 2012; Tchekhovskoy et al., 2011), and simulated observations of Sgr
A* (Mos´cibrodzka et al., 2009).
However, the ideal GRMHD model is readily justified only when the Knudsen number
Kn = lmfp/lsystem  1, where lmfp is the mean free path, and lsystem is the characteristic
length scale of the system, and when the ratio of the time scales τC/τD  1, where τC
is the two-body Coulomb scattering time scale, and τD is the dynamical time scale in the
system. In other words, the ideal GRMHD model assumes that the plasma is locally in
equilibrium. This leads to a simple set of conservation laws for mass and momentum and all
that is required to complete the system is a prescription for the pressure, which is usually
approximated by a Gamma-law equation of state. While this simplicity is appealing, systems
such as low luminosity black holes which accrete through a radiatively inefficient accretion
flow (RIAF) are in the Kn 1 regime.
In a RIAF, the synchrotron cooling time scales are much longer than the dynamical time
scale. This leads to the accreting plasma becoming virially hot as the gravitational potential
energy is stored as internal energy, with T ∼ R−1, where T is the temperature of the plasma,
and R is the radius from the black hole. The disk is then geometrically thick, and optically
thin (Yuan & Narayan (2014)) and the Coulomb mean free paths between all the constituent
particles (ion-ion, ion-electron, electron-electron) (all of which scale as ∼ T 2) are much larger
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than the typical system scale GM/c2 (Mahadevan & Quataert, 1997). Thus, it is not evident
that ideal GRMHD is applicable.
Despite the divergence of the Knudsen number, and the collisional time scale, there
are indeed small parameters that can be exploited to recover an effective hydrodynamic
description. In the presence of a sufficiently strong magnetic field, the following conditions
can apply: lgyro/lsystem  1, and tgyro/tsystem  1, where lgyro is the gyroradius and tgyro
is the gyroperiod. These apply in most astrophysical systems. For example, in Sgr A*,
Faraday rotation measurements and observed synchrotron radiation indicate a magnetic
field strength ∼ 100 Gauss and number density ∼ 107 cm−3. implying lgyro/lsystem ∼ 10−5
and tgyro/tsystem ∼ 10−8. Thus, particles are constrained to move along field lines. In the
presence of weak collisionality, perhaps provided by wave-particle scattering, this leads to
set of fluid-like equations with anisotropic transport along the magnetic field lines.
Dissipative relativistic fluid theories should be hyperbolic, causal, and stable. Early the-
ories by Eckart 1940 and Landau-Lifshitz do not satisfy these requirements whereas these
are conditionally satisfied by the Israel & Stewart 1979 theory of dissipative hydrodynamics
(Hiscock & Lindblom, 1983, 1985, 1988,b). Chandra et al. 2015 adapted the Israel & Stewart
1979 theory for isotropic conduction and viscosity, taking into account the symmetries im-
posed on the distribution function of a plasma in the presence of a magnetic field to derive a
one-fluid model of a plasma that incorporates anisotropic thermal conduction and viscosity.
The conduction is driven by temperature gradients along field lines and the viscosity due
to a shear flow projected onto the field lines. The model, referred to as extended magne-
tohydrodynamics (EMHD), is valid up to second order deviations from equilibrium and is
applicable to weakly collisional flows. We review the equations of the model in section (§3.4)
and encourage the interested reader to look at Chandra et al. 2015 for the derivation and
the limits of the model within which it satisfies the above mentioned constraints. In this
paper, we derive a variety of analytic and semi-analytic solutions, described in (§3.8), to
develop intuition about the EMHD model, and to serve in a test suite for the numerical
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implementation of EMHD and similar models.
The methods used to integrate the equations of relativistic MHD are similar to those
used in non-relativistic MHD, namely, shock capturing conservative schemes using the finite
volume method. In particular, the approximate Riemann solvers used to compute the nu-
merical fluxes at cell interfaces, and the various methods available to evolve the magnetic
field under the constraint ∇ · B = 0 are similar for relativistic and non-relativistic MHD.
One of the main complication in relativistic MHD is the mathematical relation between the
evolved variables and physical variables. Consider special-relativistic ideal hydrodynamics,
where the physical variables to be solved for, referred to as primitive variables, are the rest
mass energy density ρ, the internal energy u and the spatial components of the four-velocity
ui. The variables are evolved using the continuity equation ∂µ(ρu
µ) = 0, and the energy and
momentum conservation equations given by ∂µT
µν = 0, where T µν = (ρ+u+P )uµuν +Pηµν
is the perfect fluid stress tensor, m is the particle mass, ηµν = diag(−1, 1, 1, 1) is the flat
space metric, and P is the pressure, approximated here by a gamma-law equation of state,
Pg = (γ−1)u. Conservative schemes time-step the conserved variables, U = (ρu0, T 0ν), from
Un to Un+1, where the superscripts n, n+ 1 indicate the discretized time levels. To recover
the primitive variables nn+1, un+1 and (ui)n+1 at the new time step from Un+1 requires the
solution to a set of nonlinear equations and is a multivariate nonlinear root finding problem
(although for hydrodynamics it can be reduced to a univariate nonlinear problem). This is
unlike non-relativistic fluid dynamics, where this recovery step is algebraic.
Many schemes have been proposed for the recovery of primitive variables from conserved
variables in relativistic hydrodynamics (Noble et al., 2006). However, the introduction of
new physics, as in the EMHD model, voids the earlier algorithms, which are specialized
to ideal MHD . The model has equations governing the dissipative quantities q, the heat
flux along the magnetic field lines, and ∆P , the pressure anisotropy, which are of the form
∂tq ∼ bˆµ∂µT + bˆµuν∂νuµ and ∂t∆P ∼ bˆµbˆν∂µuν , where T is the temperature and bˆµ is the
unit vector along the direction of the magnetic field. The difficulty is that the equations for
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q and ∆P are sourced by spatio-temporal derivatives and not just spatial derivatives. The
values of qn+1 and ∆P n+1 depend on the values of T n+1 and un+1ν , but these in turn need
to be recovered from the conserved quantities Un+1. Now, the stress-tensor has dissipative
contributions of the form T µν ∼ q(bˆµuν + bˆνuµ) + ∆P bˆµbˆν and so Un+1 itself depends on
qn+1 and ∆P n+1. Thus, the time evolution of all thermodynamic quantities are nonlinearly
intertwined with primitive variable recovery.
grim recasts the entire time stepping procedure as a coupled multivariate nonlinear root
finding problem. Consider as a simple example the following system of 1D wave-equations:
∂tu1 + c∂xu1 = 0 (3.1)
∂tu2 + c∂xu2 = 0 (3.2)
for the variables u1(x, t) and u2(x, t). Now, performing an explicit first order spatio-temporal
discretization, we have (ui,n+11,2 − ui,n1,2)/∆t+ c(ui+1,n1,2 − ui,n1,2)/∆x = 0 (assuming c > 0), where
the index i denotes a grid zone and the index n denotes a time level. Here, both ui,n+11 and
ui,n+12 can be solved for algebraically, u
i,n+1
1,2 = u
i,n
1,2− c∆t/∆x(ui+1,n1,2 − ui,n1,2). In grim, we find
instead the values of ui,n+11 and u
i,n+1
2 that satisfy
f(ui,n+11 , u
i,n+1
2 ) ≡

(ui,n+11 − ui,n1 )/∆t+ c(ui+1,n1 − ui,n1 )/∆x
(ui,n+12 − ui,n2 )/∆t+ c(ui+1,n2 − ui,n2 )/∆x
 = 0, (3.3)
where f(ui,n+11 , u
i,n+1
2 ) are the residuals, and represent the governing equations in their dis-
cretized form. This system of equations (which in general are nonlinearly coupled) is now
solved using an iterative algorithm until |f(ui,n+11 , ui,n+12 )| < , where |.| is a suitable norm
and  is a chosen tolerance. The algorithm requires as sole input the residuals f(...), which
are the discretized form of the governing equations. The algorithm is independent of the
physics that constitutes the discretized equations f(...) and is therefore independent of the
underlying physical model. It works with ideal MHD, EMHD, and possible extensions of
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the EMHD model. Thus, the abstraction of numerical solution to a set of PDEs as a non-
linear root finding problem allows for flexibility regarding the governing equations, as well
as time-stepping schemes as we shall show in later sections.
We begin in §3.2 by describing the numerical discretization of a set of hyperbolic PDEs
to O(∆x2,∆t2) using the finite volume method combined with a semi-implicit time stepping
scheme. We then proceed in §3.3 to recast the time stepping of the discrete system as a
non-linear multivariate root finding problem and describe how the roots are obtained using
a residual-based algorithm. We then apply this technique to the EMHD model in §3.4, along
with a review of the governing equations. We detail the implementation of all the above in
§3.5, and describe the techniques, and libraries we use that enable us to use either CPUs, or
GPUs. We then report various performance and scaling data in §3.6. In order to understand
the performance numbers, we formulate a performance model in §3.7, and use it to show that
our implementation is optimal on both CPUs, and GPUs. We have developed an extensive
test suite for the EMHD model which we present in §3.8, and validate grim using this test
suite, thus demonstrating its utility in exploring the solution space of this model. In §3.9, we
show example applications of grim; buoyancy instabilities that occur in weakly collisional
plasmas, and accretion onto supermassive black holes. Finally, in §§3.10, we conclude.
3.2 Finite Volume Method
grim uses the finite volume method to solve hyperbolic partial differential equations in their
conservative form
∂tU + ∂jF
j = S (3.4)
where U is the vector of conserved quantities, F j are fluxes, and S are sources. We break
down the full scheme into (§3.2.1) domain discretization, (§3.2.2) integral form of the differ-
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ential equations, (§3.2.3) time stepping scheme, and (§3.2.4) spatial discretization.
3.2.1 Grid Generation
We are primarily interested in solving (3.4) in simple rectangular and spherical geometries.
To discretize these domains, we work in coordinates where the boundaries of the domains
are aligned with the coordinate axes. For example, Cartesian coordinates xi = {x, y, z} for
rectangular domains, and spherical polar coordinates xi = {r, θ, φ} for spherical geometries.
Then, given the extent of the domain in these coordinates [xistart, x
i
end], a grid with N1 ×
N2 ×N3 zones is generated by decomposing the spatial domain into zones with dimensions
dx1 × dx2 × dx3, where dxi = (xiend − xistart)/N i, for i = 1, 2, 3. This results in a uniform
mesh in each coordinate.
If a physical problem requires concentration of grid zones in a specific region, we construct
a smooth curvilinear non-uniform grid using a coordinate transformation, as is done in the
harm code (Gammie et al., 2003). First, a uniform grid is generated in a different set of
coordinates X i, and then transformed to the xi coordinates using xi ≡ xi(Xj). The grid
zones in X i all have equal dimensions dX1×dX2×dX3, where dX i = (X iend−X istart)/N i, and
[X istart, X
i
end] is the extent of the domain in the new coordinates. This corresponds to a grid
spacing dxi = LijdX
j in xi, where Lij ≡ ∂xi/∂Xj is the transformation matrix. Depending
on the form of xi(Xj), a non-uniform grid is generated in the xi coordinates.
Below, we illustrate the grid generation for a domain enclosed by two spherical shells.
We concentrate the grid zones near the inner radius rin using a log(r) grid, and near the
midplane θ = pi/2, with an adjustable parameter h = (0, 1]. As h → 0, there is greater
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concentration of the zones near the midplane.
x1 ≡ r = exp(X1) (3.5)
x2 ≡ θ = piX2 +
(
1− h
2
)
sin(2piX2) (3.6)
x3 ≡ φ = X3 (3.7)
Lij =

exp(X1) 0 0
0 pi(1 + (1− h) cos(2piX2)) 0
0 0 1
 (3.8)
The boundaries of the domain in xi = {r, θ, φ} are [rin, rout]×[0, pi]×[0, 2pi], which correspond
to [log(rin), log(rout)]× [0, 1]× [0, 1] in X i = {X1, X2, X3} coordinates.
Figure 3.1: Generation of a spherical grid with mid-plane grid refinement, with the re-
finement parameter h = 0.3 in (3.6). The left side shows the grid in the computational
coordinates (X1, X2) that grim works in, and the right side shows the grid in Cartesian
coordinates.
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3.2.2 Integral Form of the Differential Equations
We now setup the finite volume formulation in the (X1, X2, X3) coordinate system. Multi-
plying (3.4) by the area of the control volume (see fig) ∆v = dX1dX2dX3, we get
∂t
∫
U∆v +
∫
dX1∂1
(∫
F 1dX2dX3
)
+
∫
dX2∂2
(∫
F 2dX1dX3
)
+ ... =
∫
S∆v (3.9)
Rewriting the above in terms of cell-averages U¯ ≡ ∫ U∆v/ ∫ ∆v, S¯ ≡ ∫ S∆v/ ∫ ∆v and
the face-averages F¯ 1 ≡ ∫ F 1dX2dX3/ ∫ dX2dX3, F¯ 2 ≡ ∫ F 2dX1dX3/ ∫ dX1dX3, and F¯ 3 ≡∫
F 3dX1dX2/
∫
dX1dX2
∂tU¯ +
F¯ 1right − F¯ 1left
∆X1
+
F¯ 2top − F¯ 2bottom
∆X2
+
F¯ 3front − F¯ 3back
∆X3
= S¯ (3.10)
where we have replaced
∫
dX1∂1() in (3.9) by the surface integral of F
1 on the right and
left surfaces of the control volume (see fig. 3.2.4), and
∫
dX2∂2(),
∫
dX3∂3() have been
replaced by surface integrals of F 2 on the top and bottom surfaces, and similarly for F 3 on
the front and back surfaces respectively. The above equations (3.10) are an exact integral
reformulation of the differential equations (3.4) over the control volume. Multiplying (3.10)
by
∫
dt and performing the integration over a discrete time interval ∆t,
U¯n+1 − U¯n +
∫
dtF¯ 1right −
∫
dtF¯ 1left
∆X1
+
∫
dtF¯ 2top −
∫
dtF¯ 2bottom
∆X2
+ ... =
∫
dtS¯ (3.11)
where the index n indicates the discrete time level. Equations (3.11) are evolution equations
for the zone-averaged conserved variables U¯n+1, which are in turn (non-linear) functions of
the zone-averaged primitive variables P¯n+1, i.e., U¯n+1 ≡ U(P¯n+1).
To proceed, we need to evaluate the spatial integrals
∫
dv and the temporal integrals∫
dt in (3.11) using a numerical quadrature to a desired order. We opt for a truncation
error of O(∆t2,∆X2i ). The required accuracy can be achieved by evaluating the spatial
integrals as
∫
dX1(.)→ ∆X1(.)i,
∫
dX2(.)→ ∆X2(.)j, and
∫
dX3(.)→ ∆X3(.)k where the
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spatial integer indices i, j, and k indicate the zone centers in the X1, X2 and X3 directions
respectively. The outcome of this quadrature procedure is that the cell-averaged conserved
variables U¯ , and the cell-averaged source terms S¯ can be replaced by point values Ui,j,k and
Si,j,k at the center of a grid zone and the face-averaged fluxes F¯
1 in the X1 direction can
be replaced by point values at the centers of the right and left faces, F¯ 1right ≈ F 1i+1/2,j,k and
F¯ 1left ≈ F 1i−1/2,j,k respectively. The substitution for the face-averaged fluxes F¯ 2 in the X2
direction, and F¯ 3 in the X3 direction, by point values follows on similar lines.
3.2.3 Time Stepping Scheme
The temporal integral
∫
dt(.) for the various terms in (3.11) is approximated to O(∆t2)
using a two-stage semi-implicit scheme designed to deal with stiff source terms. Depending
on the theory being solved for, the source terms can have spatio-temporal derivatives S ≡
S(P, ∂tP, ∂iP )
2. We separate these as S = SI(P ) + SE(P ) + At(P )∂tP + A
i(P )∂iP , where
SI,E(P ) denote source terms to be treated implicitly (I) or explicitly (E), and At(P ), Ai(P )
are the coefficients of the temporal ∂tP and spatial derivative terms ∂iP respectively. The
spatial derivative terms, when present in the sources, are evaluated using slope limited
derivatives on a symmetric stencil (currently the generalized minmod slope using a 3 points
stencil, although higher-order schemes inspired by the WENO5 (Liu et al., 1994; Jiang &
Shu, 1996) and PPM (Colella & Woodward, 1984) methods are also implemented). The
scheme proceeds in two stages:
• First, we take a half step to go from Pn → Pn+1/2, where the index n + 1/2 indicates
the half time step. The temporal integrals for the fluxes ∂iF
i, for the explicit sources
SE, and for the spatial derivative terms in the sources are evaluated explicitly using∫
dt(.) → (∆t/2)(.)n, whereas the sources SI are treated implicitly using
∫
dt(.) →
2This is an unconventional definition of source terms, but it allows us to use a notation that is as closely
analogous to non-relativistic fluids as possible.
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(∆t/2)
(
(.)n+1/2 + (.)n
)
. This leads to the following discrete form
U(Pn+1/2)− U(Pn)
∆t/2
+
F 1right(Pn)− F 1left(Pn)
∆X1
+ ... =
1
2
(
SI(Pn+1/2) + S
I(Pn)
)
(3.12)
+SE(Pn) + A
t(Pn)
Pn+1/2 − Pn
∆t/2
+ Ai(Pn)∂iPn
• Next, we take a full step from Pn → Pn+1. The temporal integrals for ∂iF i, SE, and
Ai(P )∂iP are evaluated using
∫
dt(.)→ ∆t(.)n+1/2 +O(∆t2). This is performed using
Pn+1/2 obtained from the half step. The source terms S
I are treated implicitly using∫
dt(.)→ ∆t ((.)n+1 + (.)n) +O(∆t2)
U(Pn+1)− U(Pn)
∆t
+
F 1right(Pn+1/2)− F 1left(Pn+1/2)
∆X1
+ ... =
1
2
(
SI(Pn+1) + S
I(Pn)
)
(3.13)
+SE(Pn+1/2) + A
t(Pn+1/2)
Pn+1 − Pn
∆t
+Ai(Pn+1/2)∂iPn+1/2
where (...) denote flux discretizations in X2, and X3, which we have not written for brevity.
The separation between explicit and implicit sources SI,E is problem-dependent. Stiff
source terms are treated implicitly, while computationally expensive source terms can be
treated explicitly if desired. For additional flexibility, nonlinear source terms can also use
a mixed implicit-explicit approach. For example, the extended MHD algorithm has source
terms of the form
S(P ) =
P − P0(∂iP )
τR[P ]
(3.14)
where τR is a potentially small damping timescale. In this case, it is advantageous to treat
P/τR[P ] implicitly and P0 explicitly. But it is also preferable to use a consistent damping
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timescale τR[P ] for all terms. Accordingly, for the half time step we use
∫
dtS(P ) =
∆t
2
(
Pn+1/2 + Pn
2τR[Pn]
− P0(∂iPn)
τR[Pn]
)
, (3.15)
and for the full time step,
∫
dtS(P ) = ∆t
(
Pn+1 + Pn
2τR[Pn+1/2]
− P0(∂iPn+1/2)
τR[Pn+1/2]
)
. (3.16)
This is easily implemented as long as the implicit source terms SI have access to Pn during
the half step and Pn+1/2 during the full step. In practice, for any system of equations, the
user is responsible for providing functions SI(P, PE), SE(PE),..., with PE = Pn for the half-
step and PE = Pn+1/2 for the full step. The code then assembles the evolution equations
from the discretization described in this section.
Evidently, the above system of equations obtained using a semi-implicit temporal dis-
cretization requires us to solve a set of non-linearly coupled equations for Pn+1/2 and Pn+1
in the half step (3.12), and the full step (3.13) respectively. Further, the presence of time
derivatives At(P )∂tP in the source terms implies that we cannot separately time step the
conserved variables Un → Un+1 ≡ U(Pn+1), and invert them later to obtain Pn+1, as is
usually the case. The time stepping and the inversion must be done simultaneously. We de-
scribe the algorithm to do this in (§3.3). However, we note that equations without implicitly
coupled source terms are treated explicitly, and do not require the nonlinear solver.
3.2.4 Flux Computation
The computation of the face-centered fluxes F 1i−1/2 ≡ F 1i (P−i−1/2, P+i−1/2), and F 1i+1/2 ≡
F 1i+1/2(P
−
i+1/2, P
+
i+1/2) requires two stages: (1) reconstruction of the primitive variables from
the cell centers P...,i−1,i,i+1,... to the left P−i−1/2,i+1/2, and right P
+
i−1/2,i+1/2 side of the face
centers at i−1/2, i+ 1/2, and (2) a Riemann solver to evaluates the fluxes F 1i−1/2,i+1/2 given
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the left P−i−1/2,i+1/2 and the right states P
+
i−1/2,i+1/2.
Reconstruction
The face-centered primitive variables are obtained using a reconstruction operator R. The
operator takes as input the values of adjacent zone-centered primitive variables to construct
a polynomial interpolant to a desired order inside the zone, which is then evaluated at the
face-centers. We now describe the reconstruction procedure in one dimension, along X1. For
brevity, we suppress the X2 and X3 zone indices. Multi-dimensional reconstruction proceeds
by performing the one-dimensional reconstruction separately in each direction.
For a zone with center i, the reconstruction operator R is used in two ways depending on
the input order. In the case of a 3-point reconstruction stencil, we use R+i = R(Pi−1, Pi, Pi+1)
to give P−i+1/2, the primitives variables on the left side of the right face of the zone and
R−i = R(Pi+1, Pi, Pi−1) to give P
+
i−1/2, the primitive variables at the right side of the left
face of the zone. This procedure is repeated for the zone with center i−1 with R+i−1 to obtain
P−i−1/2, and for the zone with center i+1 with R
−
i+1 to obtain P
+
i+1/2. We now have the states
P−,+i−1/2 needed by the Riemann solver to compute the fluxes Fi−1/2 ≡ Fi−1/2(P−i−1/2, P+i−1/2),
and P±i+1/2 needed to compute Fi+1/2 ≡ Fi+1/2(P−i+1/2, P+i+1/2).
Riemann Solver
For generic systems of equations, we have to rely on relatively simple Riemann solvers – at
least if we want to avoid numerical computation of the characteristic speeds and eigenvectors
of the evolution system. Here, we rely on either the Local Lax Friedrich (LLF) flux, or the
HLLE flux Harten et al. (1983). The LLF and HLLE solvers rely on the knowledge of
the fluxes F±i and the conservative variables U
±
i on the right/left side of face i. Both are
computed directly from the reconstructed primitive variables P±i . For the LLF flux, we also
use an estimate of the maximum characteristic speed on face i, cmax,i ≥ max (|c±j,i|), where
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cj,i is the j
th speed on face i. The LLF flux is then
F LLFi =
F+i + F
−
i
2
− cmax,i
2
(U+i − U−i ). (3.17)
Similarly, the HLLE flux relies on estimates of the maximum left-going and right-going
characteristic speeds on face i, cRmax,i ≥ max (c±j,i, 0) and cLmax,i ≥ max (−c±j,i, 0). The HLLE
flux is then
FHLLEi =
cRmax,iF
−
i + c
L
max,iF
+
i − cRmax,icLmax,i(U+i − U−i )
cLmax,i + c
R
max,i
. (3.18)
The HLLE flux is generally less dissipative than the LLF flux in regimes where vi & cmax.
The two are identical when the maximum left-going and right-going speeds are equal, but
the HLLE flux smoothly switches to upwind reconstruction when all characteristic speeds
have the same sign (e.g., for ideal hydrodynamics, when the speed of the flow across face i is
supersonic). In practice, as the computation of the characteristic speeds for the ideal MHD
and EMHD systems can be costly, we replace cRmax and c
L
max with simpler analytic upper
bounds appropriate for the evolved system of equations.
3.3 General Root Finder
The spatio-temporal discretization of (3.4) leads to nonlinear equations (3.12) for Pn+1/2
and (3.13) for Pn+1. We solve these using an iterative Newton algorithm with a numerical
Jacobian assembly, and a backtracking linesearch. The only input to the root finder is a
residual function. Thus, we begin by recasting the equations to be solved for, as residuals
R(P ), where R is the vector of equations, and P are the unknown primitive variables. For
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Figure 3.2: Schematic of a grid zone in 2D. In 3D, there are two additional faces along X3,
which we denote by front and back.
example, the residuals for the half step evolution (3.12) are
R(Pn+1/2) =
U(Pn+1/2)− U(Pn)
∆t/2
+
F 1right(Pn)− F 1left(Pn)
∆X1
+ ... (3.19)
− SE(Pn)− 1
2
(
SI(Pn+1/2) + S
I(Pn)
)− At(Pn)Pn+1/2 − Pn
∆t/2
− Ai(Pn)∂iPn
Given the residuals as a function of the unknowns R ≡ R(P ), the algorithm proceeds by
starting with a guess for the unknowns Pn+1/2 and iterating using
P k+1 = P k + λkδP k (3.20)
for k = 0, 1, ..., kmax till ||R(P )|| < tol, where ||.|| is a suitable norm, tol is a desired
tolerance, δP k is a linear correction which we describe in (§3.3.1), and λk ∈ (0, 1] is a
linesearch parameter, which is determined by a quadratic backtracking linesearch strategy
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that we describe in (§3.3.2). In writing the above, we have suppressed the half step index
n+ 1/2.
3.3.1 Residual-based Jacobian Computation
The correction δP k at each nonlinear iteration k is obtained by solving the following linear
system of equations
J(P k)δP k = −R(P k) (3.21)
where the matrix J(P k) is the Nvar×Nvar Jacobian of the system evaluated at P k, and Nvar
is the number of primitive variables being solved for. The Jacobian itself is assembled nu-
merically from the residual function R(P ) to O(), where  is a small differencing parameter.
Column i, and row j of the numerical Jacobian are computed using
Ji,j(P
k) ≈ Ri(P
k
 )−Ri(P k)
P kj, − P kj
, (3.22)
and the perturbed unknowns P k are given by
P k = (1 + )P
k(1− small(P k)) +  ∗ small(P k) (3.23)
where
small(P k) =

1, |P k| < 5
0, otherwise
The use of the function small(P k) in P k prevents a division by zero in (3.21). In the absence
of small(P k), this occurs when any component of P k = 0, leading to P k = 0.
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3.3.2 Line Search
The traditional Newton algorithm is given by (3.20), with λk = 1. This is however not
robust, and can diverge from the solution. When that happens we backtrack by choosing
λ ∈ (0, 1] according to the following strategy:
• Initialize λk = 1.
• If ||R(P k + λkδP k)|| < ||R(Pk)||(1 − BTλk), accept the new guess P k+1 = P k +
λkδP k for the primitive variables and exit the linesearch. Otherwise, continue to the
computation of a new λk. In grim, we set the small parameter BT = 10
−4. If this
condition is satisfied, we know that the current guess P k + λkδP k provides at least
some improvement over the previous guess P k.
• Find the new linesearch parameter λnew by minimizing the function
f(λk) = ||R(P k + λkδP k)||2, (3.24)
modeling f as a quadratic function of λ and using the fact that df/dλ[λ = 0] = −2f(0)
(as δP k is the solution of the linear problem at P k). We then have
λknew =
f(0)
f(λkold) + (2λ
k
old − 1)f(0)
λ2old. (3.25)
We then set λk = λknew, and go back to the previous step.
We note that this procedure is performed separately at each point.
3.4 Extended GRMHD
The EMHD model (Chandra et al., 2015) is a one-fluid model of a plasma consisting of
electrons and ions. It considers the following number current vector Nµ for the ions (set to
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be the same for electrons) and total (electrons+ions) stress-tensor T µν
Nµ = nuµ (3.26)
T µν = (ρ+ u+
1
2
b2)uµuν + (Pg +
1
2
b2)hµν − bµbν + qµuν + qνuµ + Πµν (3.27)
where n is the number density of ions, which is equal to the number density of electrons, ρ =
(mi+me)n ≈ min is the total rest mass energy density, me andmi are the electron and proton
rest masses, u is the total internal energy, P is the total pressure approximated by a Gamma-
law equation of state Pg = (γ − 1)u, uµ is a four-velocity whose choice here corresponds to
an observer comoving with the number current, also known as the Eckart frame, and bµ is a
magnetic field four-vector whose components are given by bt = Biuµgiµ, b
i = (Bi + btui)/ut,
where the magnetic field 3-vector Bi = F ∗it, and F ∗ is the dual of the electromagnetic field
tensor. The tensor hµν is the projection operator onto the spatial slice orthogonal to uµ,
hµν = gµν + uµuν . The four-vector qµ is a heat flux and the tensor Πµν models viscous
transport of momentum. The model ignores bulk viscosity and resistivity. The equations
governing ρ, u, and uµ are given by the usual conservation equations,
∇µNµ = 0 (3.28)
∇µT µν = 0 (3.29)
Expanding the covariant derivative ∇µ in a coordinate basis,
∂t
(√−gρut)+ ∂i (√−gρui) = 0 (3.30)
∂t
(√−gT tν)+ ∂i (√−gT iν) = √−gT κλΓλνκ (3.31)
where (3.30) has been obtained from (3.28) by scaling with mi. The equations governing
the components of the magnetic field 3-vector Bi are given by the induction equation in the
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ideal MHD limit
∂t
(√−gBi)+ ∂j (√−g (bjui − biuj)) = 0. (3.32)
The heat flux qµ and the shear stress Πµν that appear in the total stress tensor (3.27) are
qµ = q bˆµ (3.33)
Πµν = −∆P
(
bˆµbˆν − 1
3
hµν
)
. (3.34)
where the scalar q is the magnitude of the heat flux that flows parallel to the magnetic field
lines and the scalar ∆P = P⊥−P‖ is the pressure anisotropy i.e., the difference in pressures
perpendicular P⊥ and parallel P‖ to the magnetic field. The above forms of the heat flux
qµ and the shear stress Πµν have been derived by assuming that the distribution functions
of all species are gyrotropic, which is accurate in the limit that the Larmor radii are much
smaller than the system scale. The evolution of q and ∆P are given by
dq
dτ
= −q − q0
τR
− q
2
d
dτ
log
(
τR
χP 2
)
(3.35)
d∆P
dτ
= −∆P −∆P0
τR
− ∆P
2
d
dτ
log
(
τR
ρνP
)
, (3.36)
where d/dτ = uµ∇µ and
q0 ≡ −ρχbˆµ(∇µΘ + Θaµ) (3.37)
∆P0 ≡ 3ρν(bˆµbˆν∇µuµ − 1
3
.∇µuµ) (3.38)
Here, Θ = P/ρ ≡ kT/mic2 is the ion temperature, aµ ≡ uν∇νuµ = uν∂νuµ + Γµνκuνuκ is the
four-acceleration and χ, ν are the ion thermal and viscous diffusion coefficients respectively.
The equations for the heat flux q and the pressure anisotropy ∆P are obtained by enforcing
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the second law of thermodynamics. The result then is that q and ∆P relax to q0 and ∆P0
over the time scale τR, with the additional term in (3.35) and (3.36) being of a higher order
(if q ∼  1, then, qd(log (τR/(χP 2)))/dτ ∼ 2 and similarly for ∆P ). The above equations
(3.35) and (3.36) can be rescaled and written
∇µ(q˜uµ) = − q˜ − q˜0
τR
+
q˜
2
∇µuµ, (3.39)
∇µ(∆P˜ uµ) = −∆P˜ −∆P˜0
τR
+
∆P˜
2
∇µuµ, (3.40)
with
q˜ = q
(
τR
χρΘ2
)1/2
(3.41)
∆P˜ = ∆P
(
τR
νρΘ
)1/2
. (3.42)
These rescaled equations are crucial to our numerical implementation. Equations (3.35)
and (3.36) have higher order terms q/2 d(log(τR/(χP
2)))/dτ and ∆P/2 d(log(τR/(ρνP )))/dτ
which we find are numerically difficult to handle in low density regions. If these terms are
ignored, the positivity of entropy production is no longer guaranteed. However, the rescaled
equations (3.39), and (3.40) do include these terms, and using these equations guarantees
adherence to the second law of thermodynamics (up to truncation error in the numerical
solution), as well as leads to well behaved numerical solutions.
To conclude, the model evolves, (1) the ion rest mass density ρ, (2) the total internal
energy density u, (3) the spatial components ui of the four-velocity uµ, (4) the components
of the magnetic field three-vector Bi, (5) the ion heat flux along magnetic field lines q and
(6) the ion pressure anisotropy ∆P , for a total of ten variables. The governing equations
are the continuity equation (3.30) for ρ, the energy and momentum conservation equations
(3.31) for u and ui respectively, the induction equation (3.32) for Bi, and the relaxation
equations (3.39), and (3.40) for q and ∆P respectively. The inputs to the model are the
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transport coefficients χ, the thermal diffusivity, and ν, the kinematic viscosity. A closure
scheme for χ and ν as a function of the relaxation time scale τR is described in Chandra
et al. 2015. The scheme accounts for the presence of kinetic plasma instabilities at subgrid
scales, which are prevalent in weakly collisional/collisionless plasmas. In that closure, we
set χ = φc2sτR and ν = ψc
2
sτR, where φ, and ψ are non-dimensional numbers ∼ 1, cs is the
sound speed, and the damping timescale τR models the effective collision timescale for ions
due to kinetic plasma instabilities.
3.4.1 Wave Speeds
The approximate Riemann solvers allowing us to capture shocks in grim require at least
an upper bound on the characteristic speeds (See §3.2.4). The speeds control the amount
of numerical dissipation introduced in the evolution. To minimize numerical dissipation,
the speed estimates should be as close as possible to the true characteristic speeds, but for
stability the estimates should be an upper bound on the true speeds. In ideal hydrodynamics,
the characteristic speeds of the system are known analytically, but this is no longer the case
for even ideal MHD. The characteristic speeds of our EMHD model can be found numerically,
but this requires finding the largest and smallest zeroes of a 10th degree polynomial on both
sides of every cell face. To avoid this expensive operation, we instead follow the methods
often implemented in the ideal MHD simulations which use the HLLE or LLF Riemann
solvers, and consider an upper bound on the maximum wave speed in the fluid frame, vmax.
We can then obtain upper bounds on the maximum right-going and left-going wave speeds
by computing the grid-frame velocity of waves propagating at ±vmax in the rest frame of the
fluid, in the direction along which the flux is being computed. A more detailed discussion of
the wave speeds of the EMHD model is provided in Chandra et al. 2015. Here we will only
note that we use the practical upper bound
v2max = c˜
2
s + v
2
A − c˜2sv2A (3.43)
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where vA is the usual Alfven speed and c˜s is a correction to the sound speed including the
effects of heat conduction and viscosity:
v2A =
b2
ρ+ γu+ b2
(3.44)
c2s =
γ(γ − 1)u
ρ+ γu
(3.45)
c˜2s =
1
2
(
c2s + v
2
q +
√
c4s + v
4
q
)
+ v2∆P . (3.46)
The corrections vq and v∆P to the sound speed cs are
v2q = (γ − 1)
χ
τR
, (3.47)
v2∆P =
4ν
3τR
. (3.48)
With the closure scheme in (Chandra et al., 2015), the speed c˜s simplifies to
c˜2s =
c2s
2
(
1 + (γ − 1)φ+
√
(1 + (γ − 1)2φ2 + 8ψ
3
)
. (3.49)
From this equation and the inequality c2s ≤ (γ−1), we can also derive conditions on ψ and φ
which guarantee v2max < 1. This is a sufficient, but not necessary, condition for the system to
be causal and hyperbolic. For ψ = φ and the standard choice of γ = 4/3 (resp. 5/3), we find
ψmax ≈ 1.3 (resp. ψmax ≈ 0.29). As, at the level of the Riemann solver, we do not assume a
specific closure scheme in grim, we implement Eq. 3.46 for c˜s, and not the simplified version.
3.4.2 Constrained Transport
A crucial ingredient for the evolution of the induction equation (3.32) is the preservation of
the zero monopole constraint ∇ · B = 0. Naive evolution leads to uncontrolled growth of
the constraint, resulting in numerical instabilities. Constrained transport schemes (Evans
& Hawley, 1988) exactly preserve a specific numerical representation of the constraint, i.e.,
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the violations are at machine tolerance.
We use a version of constrained transport by To´th 2000, the flux-CT scheme, where
the magnetic fields are co-located with the fluid variables, at the cell-centers3. They then
are evolved by the same routines in a finite volume sense, with the “fluxes” being the
electric fields (up to a sign), which for the EMHD model (just as in ideal MHD) are F j =
√−g (bjui − biuj). At the end of the update the face centered fluxes F jface (i.e. the electric
fields) obtained from the Riemann solver are averaged to the edges to get the edge centered
fluxes F jedge. The edge centered fluxes are then averaged to get new face centered fluxes
F¯ jface, which are then used to evolve the volume averaged magnetic fields
∫
Bi∆v. The
simple averaging procedure we use F iface → F iedge is the original To´th 2000 formulation,
which is also being used in the harm code, and lacks upwinding information (see Gardiner
& Stone 2005 for a discussion on the limitations of this approach).
3.5 Implementation Details
We now discuss the implementation of the algorithms described in the previous sections.
grim is written in C++, with a modular library architecture. Different components such
as spatial reconstruction, the Riemann solver, boundary conditions, and evaluation of the
metric and related quantities are are all separate libraries. Each library has automated unit
tests to ensure robustness against inadvertent programmer errors 4.
grim is designed to run on existing, as well as upcoming architectures. It has been tested
and benchmarked on CPUs as well as on Nvidia and AMD GPUs. In (§3.7), we formulate a
performance model, and describe the specifications of a machine that grim is most sensitive
to. Guided by the model, we have optimized grim to achieve a significant fraction of machine
peak on both CPU and GPU systems.
3We are currently testing a version that uses face centered formulation.
4At present, 75 units tests.
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3.5.1 Dependencies
grim is built on top of the PETSc (Balay et al., 2016) library to handle distributed memory
parallelism, and the ArrayFire (Yalamanchili et al., 2015) library for shared memory paral-
lelism within a node. The C++ vector abstractions from ArrayFire allow grim to run on a
variety of computer architectures (CPUs and GPUs) using the same code. We discuss this
in detail in (§3.5.2) and then describe how we integrate PETSc and ArrayFire to achieve
architecture agnostic distributed memory parallelism in (§3.5.3).
3.5.2 Architecture Agnostic Code
There are now several supercomputers 5 that, in addition to CPUs, have accelerators such
as GPUs. The programming models for these two architectures are different. We are able to
write a single code that runs on both architectures by performing operations within a node
using the array data structure from the ArrayFire library. Operations to be performed
on an array are written down in a vector notation. For example, to add array A, array
B, and write to array C, each of which hold multidimensional data, we write C = A + B to
perform the operation over the entire domain. At runtime, ArrayFire detects the available
compute architectures on the node, and fires kernels customized to that architecture, using
either an OpenCL, CUDA, or CPU backend.
The use of vector notation also significantly simplifies the code. The entirety of our
implementation of the nonlinear solver §3.3, including the Jacobian assembly §3.3.1, the
linear inversion (3.21), and the quadratic backtracking linesearch §3.3.2 is 250 lines (including
comments).
All the mathematical operations that need to be performed in grim can be divided
into two categories, local operations that operate point-wise, and non-local operations that
require data from adjacent grid zones, such as reconstruction. We describe how both of these
5www.top500.org
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are implemented using the vector notation.
Local Operations
A majority of calculations in grim such as computing the conserved variables U(P ), the
fluxes F 1,2,3(P ), and the various source terms SI,E(P ), S(∂tP ) involve point-wise operations.
These are easily implemented in vector notation, with certain caveats. As will be described
in (§3.7), the speed of vector-vector operations is set completely by the available memory
bandwidth of the system, and therefore it is crucial to maximize the effective bandwidth.
We illustrate what effective bandwidth means with the following computation: we have a
contravariant four-vector uµ, that we want to transform to a covariant four-vector uµ, using
uµ = gµνu
ν , where gµν is the metric. Converting to computer code in vector notation, we
have
for (int mu=0; mu < 4; mu++)
{
uCov[mu] = 0;
for (int nu=0; nu < 4; nu++)
{
uCov[mu] += gCov[mu][nu]*uCon[nu];
}
}
Each of uCov[mu], uCov[mu], gCov[mu][nu], uCon[nu] is an array of size N1×N2×N3,
where N1, N2, and N3 are the number of grid zones in the X
1, X2, and X3 directions
respectively, on each node. The operation uCov[mu] += gCov[mu][nu]*uCon[nu], occurs
over all N1 ×N2 ×N3 grid zones.
Notice that uCon[nu], nu = 0, 1, 2, 3, is being read for the computation for each
of uCov[mu], mu = 0, 1, 2, 3. For grid sizes that exceed the cache, as is the case with
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production science runs, this involves reads from slow global memory and is therefore a per-
formance bottleneck. In this case, the computation of uCov[mu] involves 32 global reads (16
for gCov[mu][nu], and 4×4=16 for uCon[nu]). An optimal implementation would involve 20
global reads, with only 4 reads for uCon[nu]. Therefore, the effective bandwidth achieved is
only 20/32 ≈ 0.62 of the ideal value. Thus, while the abstraction of mathematical operations
using vector notation allows for computation to be performed on a wide variety of computer
architectures, further innovation is required to ensure optimality of the computation.
The feature that enables near-optimal performance of point-wise vector computations
is ArrayFire’s lazy evaluation using its Just-In-Time (JIT) compiler. To avoid multiple
reads of the memory, the operations that need to be performed on the arrays uCov[mu] are
queued, instead of being immediately executed (known as eager evaluation, as is usually
the case). Execution occurs using eval(uCov[0], uCov[1], uCov[2], uCov[3]). The
JIT analyses the common dependencies between all four arrays, and fires a single kernel
without any redundant reads and writes. In the above example, this leads to a single read
for uCon[mu] instead of four separate reads. Our measurements indicate that this leads to
architecture independent optimal effective bandwidth, which is crucial to the performance
of our nonlinear solver. We discuss this further in (§3.7).
Non-local Operations
Operations such as reconstruction and interpolation can be thought of as non-local oper-
ations because they operate on stencils of non-zero width, as opposed to point-wise local
operations that operate on stencils of zero width. Non-local operations are performed using
discrete convolutions. The abstraction of finite differences as discrete convolutions has two
advantages: (1) it allows for architecture agnostic code since all we require is an optimized
convolution routine for CPUs and GPUs, and (2) there are indeed optimized convolution
routines for both these architectures because convolutions are crucial to image processing.
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A discrete convolution of input data g, with a filter f , at a point n ∈ [0, N) is defined as
(f ∗ g)[n] ≡
M∑
m=−M
f [m]g[n−m] (3.50)
where g is an array of size N , and the filter f has a stencil width 2M + 1 with extent
{−M,−M+1, ..., 0, ...,M−1,M}. Forward differences dg+[n] ≡ g[n+1]−g[n] are computed
using f = {1,−1, 0}, while backward differences dg−[n] ≡ g[n]−g[n−1] are computed using
f = {0, 1,−1}. Central differences dg ≡ g[n+ 1]− g[n− 1] are simply dg = dg+ + dg−.
We use the optimized convolve() function provided by ArrayFire that takes in an
input array g of size N , and a set of P filters f1, f2, ..fP, and simultaneously operates all
filters over the input data to return an array h with dimensions N × P . The array h
then contains the forward dg+, and backward differences dg− along a specified direction,
over the entire domain. The combination of these two with vectorized conditional operators
such as c = min(a, b) allows us to implement the slope limiters that are required for the
reconstruction operation.
3.5.3 Parallelization Infrastructure
One of the many mundane tasks involved in writing a finite volume code is the allocation
of memory and initialization of several N1 ×N2 ×N3 ×Nvar arrays, where N1, N2, and N3
are the number of grid zones along X1, X2 and X3 directions respectively, and Nvar is the
number of variables at each grid zone.
In addition to the memory allocation, there are several other functions the code needs
for (1) partitioning the data across several nodes in a distributed memory cluster, (2) com-
munication of ghost zones between nodes that share the same boundary, and (3) parallel file
input and output that works with data spread over several nodes. To do all of the above,
we created the grid class which forms the backbone of grim.
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Parallelization
An instance of the grid class is created using grid prim(N1, N2, N3, Ng, dim, Nvar)
6, where N1, N2, and N3 are the number of grid zones along X1, X2 and X3 directions re-
spectively, Ng is the number of ghost zones required, dim is the dimension, and Nvar is the
number of variables at each zone. This builds a structured grid, performs domain decompo-
sition using PETSc over a chosen number of distributed nodes, and creates prim.vars[0],
prim.vars[1], ..., prim.vars[Nvar-1], each of which is an array from the ArrayFire
library which lives on either CPUs, or GPUs, depending on the node architecture.
Each array is a contiguous block of memory of size (N1Local + Ng) × (N2Local +
Ng) × (N3Local + Ng), where N1Local, N2Local and N3Local are the local sizes of the
domain on each node. This arrangement of variables in memory is known as Struct of Arrays
(SoA), leading to vectorized pointwise operations, and contiguous memory accesses. This
results in optimal memory bandwidth usage, which as we discuss in §3.7 determines grim’s
performance.
Communication of ghost zones is performed by simply calling prim.communicate(),
which will exchange ghost zone data of all Nvar variables in prim using MPI. The communicate
function works independent of where the data lies, whether on the host CPU or attached
GPU(s). If the data is on GPUs, it is transferred to the host, the ghost zone data is ex-
changed, and transferred back to the GPUs.
3.6 Performance and Scaling
We have benchmarked grim on clusters with varied architectures. On the Stampede su-
percomputer, using NVIDIA K20 GPUs, grim evolves 138, 000 grid zones/sec/GPU, with
64× 64× 64 zones per GPU. On the CPU nodes which have a 16 core (2 sockets x 8 cores
each) Intel Xeon E5-2680 CPU, and the same resolution per node, the performance is 48, 000
6For the exact form of the definitions, please refer to the source code
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zones/sec/node. grim scales well on both CPU and GPU machines. Fig. 3.3 shows ∼ 93%
weak scaling up to 4096 CPU cores on Stampede, and 256 GPUs on Bluewaters.
The primary difference in speed when using grim on GPUs, as compared to CPUs is
due to the higher memory bandwidth available on GPUs. The typical accessible bandwidths
on GPUs are ∼ 140 GB/s, while on CPUs it is ∼ 50 GB/s (using all cores on all sockets).
Based on this, we expect a single GPU to be ∼ 2− 3 times faster than a multicore CPU for
our implementation.
Figure 3.3: Weak scaling on 256 CPU nodes (4096 cores) of Stampede, compared to 256
GPU nodes of Bluewaters. The performance has been normalized to the value of that on a
single Bluewaters node. The scaling on both machines is ∼ 93%.
3.7 Performance Model
The performance numbers quoted in §3.6 are experimental results. They do not give infor-
mation regarding the efficiency of our implementation of the algorithms described in (§3.2
and §3.3). In order to do so, we require a performance model to benchmark against.
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Performance of a code on a given machine is broadly set by two factors, the algorithm,
and the implementation. Our root finder (§3.3) while allowing for the exploration of a broad
range of fluid-like theories is much slower (factor of ∼ 50 slower per CPU core) than the
schemes (Noble et al., 2006) used for primitive variable inversion in ideal relativistic fluids.
As a result, the dominant cost in grim (∼ 90%) is the nonlinear solver, with the sum of the
reconstruction procedure, and the Riemann solver taking only ∼ 5% of the time. Therefore,
we focus our efforts on understanding the costs involved in the nonlinear solver.
The nonlinear solver involves the following three steps (1) Jacobian assembly, (2) solution
of a block diagonal linear system, and (3) linesearch. For the linear solver, we use vendor
provided LAPACK routines, which we assume are already optimized. Therefore, we only
consider the Jacobian assembly and the linesearch, both of which are performed by repeated
calls to the residual function R(P ). Given a guess for the Nvar primitive variables P , the
Nvar × Nvar Jacobian J(P ) (eq. 3.21) is assembled using Nvar calls to the residual function
R(P ) (eq. 3.19) that returns a vector of size Nvar. Similarly, the linesearch algorithm only
depends on the residual function, through it norm f(λ) = ||R(P +λδP )||2 (eq. 3.24). Thus,
it is sufficient to analyze the operations involved in the residual function.
3.7.1 Residual Assembly
Consider assembly of the residual R(Pn+1/2). It is assembled with calls to functions that com-
pute the conserved variables U(P ) and the source terms SI(P ), S(∂tP ) ≡ At(Pn)(Pn+1/2 −
Pn)/(0.5∆t), each of which return a vector of size Nvar. The other terms in the residual,
U(Pn), F
1,2,3(Pn), S
I(Pn), and A
i(Pn)∂iPn, only involve Pn, the primitive variables at the
previous time step, and are precomputed outside the residual assembly. Therefore, the per-
formance of the residual computation, and hence the Jacobian assembly, and the linesearch
are set by the performance of the functions to compute U(P ), SI(P ), and S(∂tP ). We
now discuss the main factor that determines the runtime of these functions, the memory
bandwidth of the system.
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Primary Architectural Bottleneck
Consider the computation of the fluid conserved variables U(P ) ≡ T 0ν , with an ideal MHD
stress tensor, for brevity. The computation requires the density ρ ≡ rho, internal energy
u ≡ u, pressure P ≡ P, the four-velocities uµ ≡ uCon, uµ ≡ uCov, the magnetic field
four-vectors bµ ≡ bCon, bµ ≡ bCov, and the magnetic pressure b2 ≡ bSqr,
for (int nu=0; nu < 4; nu++)
{
T[0][nu] = (rho + u + P + bSqr)*uCon [0]* uCov[nu]
+ (P + bSqr /2)*delta(0, nu)
- bCon [0]* bCov[nu];
}
where delta(0, nu) ≡ δ0ν is the Kronecker delta.
The above code has a total of 11 floating point operations, 14 reads rho, u, P, bSqr,
uCon[0], uCov[nu], bCon[0], bCov[nu], and four writes T[0][nu]. The total time taken
to execute the above code is the time taken to load the data, perform the floating point
operations, and finally write the data. Therefore, the total time taken is
ttotal = (Nreadstread +Nflopstflops +Nwritestwrite)N (3.51)
where Nreads, Nwrites, and Nflops are the total number of reads, writes, and flops performed
per grid zone, N is the total number of grid zones, and tread, twrite, and tflops is the time
taken by the machine to perform a single read, write, and a floating point operation respec-
tively. The parameters tread, twrite, and tflops are architecture and machine specific. The
specifications are usually given in terms of floating point operations per second flops, and
memory bandwidth Bytes/sec. Typical peak numbers for a current CPU are 500 Gflops,
and 100 GB/sec. For N ∼ 109 (and hence ignoring latency effects), these correspond to
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Ntflops ∼ 0.02 seconds, Ntread ∼ 1.12 seconds, and Ntwrite ∼ .32 seconds. Evidently, the ra-
tio (treads+twrites)/tflops  1. Therefore, the runtime of the above code is almost completely
set by how fast the data can be transferred between the memory system and the compute
units. The actual computation time is negligible, as long as Nflops/(Nreads + Nwrites) ∼ 1,
which is indeed the case for all functions involved in the Jacobian assembly and the line-
search.
Effective Bandwidth Usage
Since the performance is set by the speed of memory access, we can calculate the time it
should take to compute the functions U(P ), SI(P ), and S(∂tP ) by simply examining the
inputs Nreads, and the outputs Nwrites to each function. The calculation is independent of
the exact operations P → {U(P ), SI(P ), S(∂tP )}, and is given by
t (secs) =
(Nreads +Nwrites)× 8
109
× 1
Bandwidth (GB/sec)
(3.52)
where Nreads, and Nwrites are the number of reads, and writes of double precision variables,
each of which are 8 bytes. By measuring the runtime t of each function, the effective
bandwidth being used is calculated using (3.52).
The measured bandwidth used in each function is now normalized with that obtained
from the STREAM benchmark, given by the operation c = a + b, where a, b, and c are arrays
of sizes equal to the local grid sizes after domain decomposition. The STREAM benchmark
has Nreads = 2 (a, b), Nwrites = 1 (c), and is a metric of the sustained bandwidth that can
be obtained on a given machine. The typical value of this benchmark on GPUs is ∼ 140
GB/sec, whereas on CPUs it is ∼ 50 GB/sec for array sizes that exceed the cache, and when
using all cores on all sockets 7. These numbers inform us about the potential speedup of
7Comparing a single CPU core to an entire GPU is not representative of how CPUs are used in production
runs. Using a single core of a CPU leads to bandwidths that are much lower than the peak. In order to
saturate the bandwidth, it is necessary to use & 50% of all available cores.
99
bandwidth limited operations on GPUs, compared to CPUs.
By comparing the measured bandwidth of each function to the bandwidth obtained from
the STREAM benchmark, we get the efficiency of our implementation, which we find is ∼
70−80% on both GPUs and CPUs. A significantly lower (. 20%) value indicates that there
are either superfluous memory accesses that are not accounted for, or non-contiguous memory
accesses that are not vectorized. Both of these reduce the effective memory bandwidth. The
high bandwidth obtained by our implementation indicates that we have accounted for leading
order performance bottlenecks in the residual evaluation, leading to a near-optimal Jacobian
assembly and linesearch.
3.8 Test Suite
grim has been tested extensively in the linear, nonlinear, special and general relativistic
regimes. The tests below are grouped according to the physical model being solved, with
subsections describing individual tests.
3.8.1 Extended MHD
Linear Modes
An important check of any numerical implementation of the EMHD model is whether it can
reproduce the corresponding linear theory with an error that falls off at the expected order
of spatio-temporal discretization. In order to perform this test, one needs the linear theory
of the EMHD model.
The governing equations of EMHD are considerably more complicated than the govern-
ing equations of ideal MHD. In particular the inclusion of both anisotropic pressure and
conduction, which are sourced by spatio-temporal derivatives projected along the magnetic
field lines, make it challenging to derive the linear theory; the derivation is prone to errors
100
Variable (P ) Background State (P0) Perturbed Value (δP )
ρ 1. −0.518522524082246− 0.1792647678001878i
u 2. 0.5516170736393813
u1 0. 0.008463122479547856 + 0.011862022608466367i
u2 0. −0.16175466371870734− 0.034828080823603294i
u3 0. 0.
B1 0.1 −0.05973794979640743− 0.03351707506150924i
B2 0.3 0.02986897489820372 + 0.016758537530754618i
B3 0. 0.
q 0. 0.5233486841539436 + 0.04767672501939603i
∆P 0. 0.2909106062057657 + 0.02159452055336572i
Table 3.1: Eigenvector with eigenvalue for EMHD linear modes test.
if done manually. To address this issue, we have written a general linear analysis package 8
built on top of the sagemath 2016 computer algebra system, which takes as input the gov-
erning equations of any model, and generates the characteristic matrix of the corresponding
linear theory. The eigenvectors of this matrix are then used as initial conditions in grim,
and their numerical evolutions checked against the corresponding analytic solutions.
Our linear test uses a propagating mode with wave vector k1 = 2pi, k2 = 4pi misaligned
with the background magnetic field B0 = (0.1, 0.3, 0). Both k and B are misaligned with
the numerical grid. We use the eigenvector tabulated in table (3.8.1). Each of the variables
are initialized as P = P0 + AδP exp(i(k1x
1 + k2x
2)), where P is the variable, P0 is the
background state, δP is the perturbed values, and A is the amplitude of the perturbation,
which we set to 10−8. The exact solution is given by P = P0 +AδP exp(i(k1x1 + k2x2) +ωt),
where ω = −0.5533585207638141 − 3.6262571286888425i. The mode is both propagating
and decaying, indicating the presence of dissipation.
The mode is evolved in a box with dimensions [0, 1]×[0, 1], periodic boundary conditions,
and resolutions (N1, N2) = (32, 32), (64, 64), ..., (512, 512). The diffusion coefficients are χ =
8balbusaur: http://bit.ly/2bEGW4l
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c2sτR, and ν = c
2
sτR, with τR = 1, c
2
s = γP/(ρ + γu), Pg = (γ − 1)u, and γ = 4/3. We
compare the numerical and analytic solutions at t = 0.5. Fig. 3.4 shows that the L1 norm
of the error falls off at the expected order.
EMHD Shock Solutions
In EMHD, viscosity can smooth a shock and connect the left and right states with a well-
defined solution. The hyperbolic nature of the dissipation leads to new features in the
shock structure which have been qualitatively described in Chandra et al. 2015. Here, we
solve the magnetic field aligned shock structure in the EMHD model as a boundary value
problem (BVP) with the left and right states fixed to the values given by the Rankine-
Hugoniot jump conditions. We then use this as a reference solution to check the EMHD
shock solutions obtained from grim, which solves the EMHD equations as an initial value
problem (IVP) (fig. 3.5).
The boundary value solutions are obtained using a global Newton root finder. We are
looking for a steady state time independent nonlinear solution of the EMHD equations, and
hence set the time derivatives ∂t → 0. Since we are interested in the continuous shock sub-
structure, we approximate all spatial derivatives ∂x by central differences with a truncation
error O(∆x8). Thus we have a set of coupled discrete nonlinear equations R(Pi) = 0, where
Pi are the primitive variables at i = 0, 1, ..., Nx, and Nx is the chosen spatial resolution of
the numerical grid. The system is iterated upon starting from a smooth initial guess using
the Newton’s method combined with a numerical Jacobian assembled to machine precision.
The iterations are continued until we achieve machine precision error O(10−14).
The solution obtained from the initial value problem starting from a discontinuous ini-
tial condition (shown in table (3.8.1)), and the solution obtained from the boundary value
problem are connected by a translation. For a quantitative check of the error, we use the
BVP solution as an initial condition into grim, and check for convergence after a fixed time.
Fig. 3.6 shows convergence between the two solutions as a function of resolution.
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Figure 3.4: Convergence in the linear modes test. The test uses the resolutions N ×N , with
N = 32, 64, 128, 256, 512.
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Variable Left State Right State
ρ 1. 3.08312999
u 1. 4.94577705
u1 1. 0.32434571
u2 0. 0.
u3 0. 0.
B1 10−5 10−5
B2 0. 0.
B3 0. 0.
Table 3.2: Steady state shock solution in Ideal MHD
The EMHD theory has three free parameters which we set to the following values: the
relaxation time scale τR = 0.1, the kinematic viscosity ν = ψc
2
sτR, and the thermal diffusivity
χ = φc2sτR, with the non-dimensional parameters ψ = 3 and φ = 5. To get a continuous
shock solution we require that the characteristic speed of viscosity in the EMHD theory
vchar ∼ (ν/τR)1/2 = ψ1/2cs be greater than the upstream velocity, here v1 = u1/u0 in
the left state. Thus, we require vchar > v
1 =⇒ ψ > (v1/cs)2. For our chosen set of
parameters we have vchar ≈ 0.756 > v1 ≈ 0.707, and hence we are able to resolve the
shock structure. We find that the major contribution to the shock structure comes from the
pressure anisotropy; the role of the heat conduction inside the shock is marginal. The EMHD
theory has hyperbolic dissipation, where q and ∆P relax to values q0 ∝ ∇µT,∆P0 ∝ ∇µuν
over a time scale τR. This leads to structure of length ∼ v1τR over which the dissipation
builds up (figure 3.5), and then reaches the relaxed values q0,∆P0. The theory has higher
order corrections ∼ quµ∇µ(τR/(χP 2)),∆Puµ∇µ(τR/(ρνP )) that we expect to contribute in
strong nonlinear regimes, and indeed we see that the shock structure differs as we turn on,
and turn off, these terms (fig. 3.7). However, from fig. 3.7, we see that the differences are
small. Still, their presence is required to enforce the second law of thermodynamics.
There is an upper limit to the strength of the shock that can be solved for using the
EMHD model. Higher mach number shocks require a larger viscosity (or ∆P ) to smoothly
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connect the left and right states. However, the non-dimensional parameter ψ cannot be
arbitrarily large because of an upper bound on the associated characteristic speed vchar ∼
ψ1/2cs < c =⇒ ψ < (c/cs)2. Beyond this critical value, the theory loses hyperbolicity, and
eventually causality and stability. The root of this problem lies in the fact that ultimately,
the theory is a second order perturbation ∼ q2,∆P 2, about an equilibrium and, as the
dissipative effects become stronger, the validity of the expansion breaks down.
What happens if we do not resolve the shock? In astrophysical applications, this is
almost always the case since there is a large separation between the MHD, and the kinetic
spatio-temporal scales. The pressure anisotropy ∆P is limited to the values allowed by the
saturation of kinetic instabilites such as mirror and firehose. For example ∆P ∼ b2, where b2
is the magnetic pressure. This viscosity may not be sufficient to resolve a shock. However,
since grim is a conservative code, even when shocks are not resolved, the obtained solution
asymptotes to the value given by the ideal fluid Rankine-Hugoniot jump conditions a few
mean free paths away from the shock.
Anisotropic Conduction Test
The EMHD model constrains heat to flow only along the magnetic field lines q0 ∝ bˆµ(∇µT +
Taµ). To test this, we set up a temperature perturbation in pressure equilibrium, in
Minkowski space-time with sinusoidal background magnetic field lines. The domain is a
square box of size [0, 1]× [0, 1] with periodic boundary conditions. The initial conditions are
ρ = 1− Ae−r2/R2 (3.53)
u = 1 (3.54)
u1 = u2 = u3 = 0 (3.55)
B1 = B0 (3.56)
B2 = B0 sin(2pikx
1) (3.57)
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Figure 3.5: Shock solution obtained by grim, which solves the EMHD theory as an initial
value problem (IVP), plotted on top of the shock solution of the EMHD theory, solved as a
boundary value problem (BVP).
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Figure 3.6: Convergence of a resolved EMHD shock, between an initial value problem solved
with grim, and a boundary value problem solved by setting ∂t → 0 in the EMHD theory.
The test uses the resolutions N = 32, 64, 128, 256, 512.
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Figure 3.7: Dependence of the shock substructure on the presence of higher order (HO)
terms ∼ quµ∇µ(τR/(χP 2)),∆Puµ∇µ(τR/(ρνP )) in the EMHD theory.
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where the amplitude of the perturbation A = 0.2, the radius R =
√
.005, the mean magnetic
field B0 = 10
−4, and the wavenumber of the magnetic field k = 4. The adiabatic index is
set to γ = 4/3, the relaxation time scale in the EMHD model τR = 0.1, and the thermal
diffusivity χ = 0.01.
Since the initial conditions are in pressure equilibrium, they are an exact time inde-
pendent solution of the ideal MHD equations. However, the EMHD model is sensitive to
temperature gradients along field lines, and hence the system should evolve to a state where
the plasma becomes isothermal along field lines. This outcome is shown in fig. 3.8, along
with the transient state. As the heat flows, it excites sound waves that traverse the domain,
eventually reaching the steady solution shown in the last panel in fig. 3.8.
Figure 3.8: Evolution of a temperature perturbation, initially in pressure equilibrium, over
sinusoidal magnetic field lines. This test provides a nice visualization of the anistropic
transport of the EMHD theory.
Firehose Instability
The EMHD model, like Braginskii’s theory of weakly collisional anisotropic plasmas, is
susceptible to the firehose instability. If ∆P < −b2 Alfve´n waves become unstable and
grow at a rate proportional to their wavenumber (see Chandra et al. (2015) for the EMHD
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Figure 3.9: Mode growth in the firehose instability test.
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result). To test the linear growth of a firehose-unstable mode, we consider the following
initial conditions on a Minkowski background:
ρ = 1 (3.58)
u = 2 (3.59)
u1 = u3 = 0 (3.60)
u2 = A sin (2pix1) (3.61)
B1 = 0.1 (3.62)
B2 = B cos (2pix2) (3.63)
B3 = 0 (3.64)
∆P = −0.011 (3.65)
with A = 0.1628α and B = 0.9867α chosen so that the perturbation of amplitude α is
one of the linearly unstable Alfven modes, with exponential growth rate Γ = 0.1036. We
artificially impose a very slow damping rate τR = 10
6 to the pressure anisotropy, to avoid
rapid damping of the imposed pressure anisotropy ∆P towards its equilibrium value ∆P ≈ 0
(as the background flow has no shear).
In Fig. 3.9 we show the evolution of the unstable mode amplitude. We observe two sepa-
rate regimes of evolution. First, the unstable mode grows exponentially at the predicted rate
Γ, in agreement with the linear theory. At later times truncation error seeds perturbations
on smaller length scale, which have a much faster growth rate. Around t = 4 the growth of
the perturbation is dominated by grid-scale modes, which grow much faster than the mode
we inserted in the initial conditions, and quickly become nonlinear.
In kinetic theory, the pressure anisotropy saturates at ∆P ≈ −b2. In astrophysical
simulations, we similarly impose a saturation of ∆P by smoothly reducing τR if ∆P < −b2.
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Hydrostatic Conducting Atmosphere
Heat conduction in curved space-times contains qualitatively new features when compared to
Minkowski space-time because the heat flux is driven by red-shifted temperature gradients
q0 ∝ bˆµ(∇µΘ + Θaµ) where aλ = uν∇νuλ ≡ uν∂νuλ + Γλµνuµuν is the four-acceleration.
For a fluid at rest in a stationary spacetime this simplifies to q0 ∝ ∂i(Θ√−g00)/√−g00.
Thus, a zero heat flux configuration corresponds to ∂i(Θ
√−g00) = 0, and not ∂iΘ = 0.
A fluid element deep in a gravitational potential well requires greater internal energy in
order to stay in thermal equilibrium with a fluid element outside the potential well. We test
this effect with a hydrostatic fluid configuration in a Schwarzschild metric in the domain
(R, θ) = [200 M, 300 M ]× (0, pi/2). The equations of hydrostatic equilibrium are
∂P
∂x1
= −(ρ+ u+ P )∂ ln
√−g00
∂x1
(3.66)
∂(q
√
g ∗ g00)
∂x1
=
√−gT κλΓλνκ (3.67)
∂(Θ
√−g00)
∂x1
= q (3.68)
where (3.66) is the momentum conservation equation in the radial direction, (3.68) is the
energy equation, and (3.67) is the evolution equation for the heat flux (3.35), simplified in the
presence of a radial magnetic field, and the absence of a radial velocity (ur = 0) . The above
equations are one-dimensional ODEs in the radial direction which we integrate outwards
between two concentric spheres, starting with (P0,Θ0, q0) at the inner boundary. The above
equations are augmented by the ideal gas equation of state u = Pg/(γ − 1), with γ = 4/3,
and ρ = P/Θ to determine u and ρ respectively. The resulting (semi-)analytic solutions are
then used as initial conditions in grim. If the numerical implementation is correct, grim
should maintain the equilibrium. We consider two cases, (1) q0 = 0 =⇒ q = 0, which is
a system in thermal equilibrium, and (2) q0 6= 0 =⇒ q 6= 0, corresponding to a system
that is conducting heat radially outwards. Fig. 3.10 shows the errors at the final time of the
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evolution falling off at the expected order for both cases.
Figure 3.10: Convergence for a hydrostatic atmosphere with zero, and finite heat flux at
t = 10 GM/c3.
Bondi Inflow
Spherical accretion onto a non-spinning black hole is a common test of general relativistic
hydrodynamics code. It is a rare case of a non-trivial configuration for which a steady-
state solution can be obtained analytically. For this test, we use as background flow the
well-known solution for a spherical accretion flow around a non-spinning black hole of mass
M = 1 due to ?. This solution has a sonic point which we places at rs = 8GM/c
2. We
also add a radial magnetic field Br = 1/
√−g, which does not modify the hydrodynamics
equilibrium.
The Bondi inflow solution has a non-trivial ur. The presence of a finite inflow velocity
exercises all the time-independent terms in the EMHD equations for q and ∆P , including
higher order terms that are identically zero in a hydrostatic solution. We obtain reference
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solutions by ignoring backreaction of the dissipation onto the fluid flow and integrate one-
dimensional ODEs in the radial direction for q and ∆P . We then use these solutions to
check grim results obtained with backreaction turned off.
Figure 3.11: Pressure anisotropy at t = 1000GM/c3 for a grim evolution of spherical accre-
tion in the EMHD model, without backreaction of the pressure anisotropy onto the flow (red
circles). A numerical integration of the analytical solution is shown as a solid black line.
The analytical solution without higher order (HO) terms (i.e. simply damping the advected
∆P to ∆P0 on a timescale τR) is shown as a dashed green line.
Fig. 3.11 shows the value of the pressure anisotropy obtained at time t = 1000GM/c3
of a grim evolution, and from the simpler ODE integration on top of the steady-state fluid
background. The two are in very good agreement. We also note that spherical accretion is
an interesting case in which the high-order terms in the evolution of q and ∆P and choice
of damping timescale τR do change the flow by order unity. Indeed, the rescaled pressure
anisotropy ∆P˜ is damped towards its relaxed value in Braginskii’s theory (∆P˜0), as well
being advected with the flow. In this test problem, the pressure anisotropy varies rapidly
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with radius, but the radial velocity of the flow is also large. For τR & r/ur, the pressure
anisotropy can thus remain significantly smaller than its Braginskii target. Fig. 3.11 uses
τR = 30 everywhere.
3.8.2 Ideal MHD Tests
EMHD reduces to ideal MHD in the limit of vanishing diffusion coefficients (χ, ν → 0),
resulting in zero dissipation (q,∆P → 0)9 Therefore, any code that solves the EMHD equa-
tions should also be able to handle ideal MHD. To check this, we subject grim to ideal MHD
shock tests in order to check its shock capturing ability. To solve the ideal MHD equations,
we simply ignore the evolution of the heat flux (3.39), and the pressure anisotropy (3.40),
as well as the relevant terms in the stress-energy tensor (3.27). This leads to the assembly,
and inversion of a 5 × 5 Jacobian (for the variables {ρ, u, u1, u2, u3}) in the residual-based
root finder, as opposed to a 7× 7 Jacobian for EMHD.
We have successful tested grim on the following ideal MHD problems 1) Komissarov 1999
shock tests, 2) relativistic Orzag-Tang (Beckwith & Stone, 2011), 3) diagonal transport of
an overdensity (Gammie et al., 2003), 4) low, and medium magnetized cylindrical blast wave
(Komissarov, 1999), 6) steady-state hydrodynamic torus (Fishbone & Moncrief, 1976).
3.9 Applications
We describe three example applications that highlight the new physics in the EMHD model:
(1) Buoyancy instabilities in weakly collisional plasmas and (2) radiatively inefficient accre-
tion flows around supermassive black holes. We study these in global 3D domains using
coordinates by Tchekhovskoy et al. 2011; Tchekhovskoy & Nemmen 2016 that smoothly
9The limits χ, ν → 0 need to be taken carefully because diffusion coefficients appear in the denominator
of the higher order terms (∼ q˜∇µuµ,∆P˜∇µuµ) in (3.39), and (3.40), where q˜ ∼ q/√χ,∆P˜ ∼ ∆P/
√
ν . To
obtain the correct limit, rescale (3.39) by
√
χ, and then take χ → 0, leading to q → 0. The limit ∆P → 0
follows similarly.
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cylindrify the grid zones near the poles. This mollifies the severe time step constraints in
the azimuthal (φ) direction.
3.9.1 Buoyancy Instabilities
Weakly collisional plasmas are subject to instabilities not present in ideal plasmas, due to
the presence of anisotropic dissipation. An ideal plasma that satisfies the Schwarzschild
criterion ds/dz > 0 is convectively stable. However, this is not the case when the heat flux
is constrained to be parallel to magnetic field lines.
• When the temperature decreases outwards dT/dz < 0 against gravity in the presence of
magnetic field lines that are perpendicular to the temperature gradient 10, the plasma
is unstable to the Magneto-Thermal Instability (MTI) (Balbus, 2000).
• When the temperature increases outwards dT/dz > 0 against gravity in the presence
of magnetic field lines that are parallel to the temperature gradient11, the plasma is
unstable to the Heat flux driven Buoyancy Instability (HBI) (Quataert, 2008).
Both instabilities require weak magnetic fields, else they are suppressed by strong mag-
netic tension. The linear growth and nonlinear saturation of these instabilities have been
studied in-depth in the non-relativistic regime using the Braginskii 1965 model for weakly
collisional plasmas. The EMHD model reduces to the Braginskii model in the non-relativistic
limit when τR → 0. We expect to see the MTI and the HBI in the EMHD model, and indeed
we do. Below we describe the setups and the linear and the nonlinear regimes for both
instabilities.
We use hydrostatic Schwarzschild-stable initial conditions in a Schwarzschild metric. We
want to be able to control the sign of the temperature gradient, so that the system is either
10When the field lines are aligned along the negative temperature gradient dT/dz < 0, the system is MTI
stable.
11When the field lines are aligned perpendicular to the positive temperature gradient dT/dz > 0, the
system is HBI stable.
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MTI or HBI unstable. To do so, we set the initial Pg = Kρ
Γ, where K is a constant, and
Γ is the polytropic index. P is solved for using hydrostatic equilibrium (3.66), which then
yields ρ = (Pg/K)
1/Γ and u, using u = Pg/(γ − 1).
A Schwarszchild stable equilibrium requires ds/dr > 0 =⇒ Γ < γ. Γ can be changed to
obtain either a positive temperature gradient dT/dr > 0 (Γ < 1), or a negative temperature
gradient dT/dr < 0 (Γ > 1). For MTI, we set K = 10−4 and Γ = 4/3, while for HBI we set
K = 0.05 and Γ = 1/2.
We set χ = csR, where R is radius and cs =
√
γP/ρ, as in Sharma et al. 2008. The
EMHD model has an additional parameter, the relaxation time scale, set via τR = R/cs.
Magneto-Thermal Instability
The MTI requires magnetic field lines perpendicular to the temperature gradient for maximal
growth. Therefore, we perform the simulation in a half sphere (R, θ, φ) ∈ [200M, 300M ] ×
(0, pi)× [0, pi], and initialize with a weak azimuthal magnetic field Bφ = 10−3/√−g. We use
Dirichlet boundary conditions in R, and θ for the density ρ, pressure P , and internal energy
u. This results in constant temperature boundaries, which continuously drive the instability.
We use insulating boundary conditions for the magnetic fields, i.e. set them to zero in the
boundaries. The φ boundaries are periodic for all variables.
The initial conditions have zero heat flux q = 0, as well as q0 ∼ bˆµ(∇µΘ + Θaµ) = 0.
We seed the simulation with small amplitude, ∼ 4%, fluctuations in u1. These lead to small
scale corrugations of the field lines whose radial component is exponentially amplified due
to the MTI (3.13a). Eventually, there is vigorous convection (fig. 3.12a), and a net heat
flux between the radial boundaries, leading to a flattened temperature profile in the bulk of
the domain (fig. 3.14). This is consistent with expectations from nonlinear evolution of the
nonrelativistic MTI.
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Figure 3.12: From left to right: Evolutions exhibiting Numerical evolution of (a) the mag-
netothermal instability (MTI) and (b) the heat flux driven buoyancy instability (HBI). Case
(a) is initialized with a purely azimuthal field, and a temperature profile decreasing out-
wards, which is unstable to the MTI, and leads to an exponential growth in the radial
component of the magnetic field. Case (b) starts with a purely radial field, and a tem-
perature profile increasing outwards, which is unstable to the HBI, and leads to an expo-
nential growth in the perpendicular component of the field. The free parameters of the
EMHD theory are the same in both cases. Both cases use 128 × 128 × 128 grid zones in
(R, θ, φ) ∈ [200M, 300M ]× (0, pi)× [0, pi).
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Figure 3.13: Top (bottom) panel : Growth of the radial (θ) component of the magnetic field
in the 3D setup to study the MTI (HBI). The dotted line corresponds to an exponential
growth with time scale ∼ 2400 M (2100 M). In the limit where the conduction time scale
is the fastest, as in our setups, the instabilities grow on a dynamical time scale, which for
R = 200 M is ∼ 2500 M (2000 M).
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Figure 3.14: Initial and final radial temperature profiles (averaged over (θ, φ)) in the satu-
rated state of the MTI. The instability is driven by the boundaries at R = 200, 300 M, which
are held at fixed temperatures. The fixed temperature boundaries resist the flattening of
the temperature profile due to the MTI, thus creating kinks in the temperature profile close
to the radial boundaries.
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Heat-Flux Driven Buoyancy Instability
The HBI requires magnetic field lines to be aligned with the temperature gradient for max-
imal growth, and so we seed the simulation with radial field lines Br = 10−3/
√−g. The
spatial domain is the same 3D half-sphere of the MTI setup. The boundary conditions, χ,
and τR are also identical to the MTI case.
The initial conditions have q = 0, but q0 ∼ bˆµ(∇µΘ + Θaµ) 6= 0. The heat flux q relaxes
to q0 over a timescale τR, leading to a finite radial heat flux. This heat flux feeds the HBI,
which grows by kinking the field lines, and leads to an exponential growth of the radial
component of the magnetic field. In the saturated state there is suppression of the heat flux
below q0. Fig. 3.15 shows the intermediate state q0, which is unstable to the HBI, and the
final saturated state.
3.9.2 Radiatively Inefficient Accretion Flow
The first astrophysical targets for the grim code are slowly accreting supermassive black
holes. For a black hole with an accretion rate M˙ . 0.01M˙Edd (M˙Edd ≡ Eddington rate),
we expect the surrounding accretion disk to be formed of a weakly collisional, magnetized
plasma whose evolution is better approximated by our EMHD model than by the equations
of ideal magnetohydrodynamics. We have already used the grim code to study the evolution
of an accretion disk in the EMHD model in global, axisymmetric simulations . The current
version of the grim code has also been tested on short preliminary evolutions of accretion
disks in 3D, at low resolution.
In both cases, we find that the pressure anisotropy in the disk grows to values comparable
to the magnetic pressure in the disk, reaching the mirror instability threshold. The closure
used in our EMHD model then forces ∆P to saturate at ≈ b2/2. Longer, higher-resolution
simulations are necessary to fully assess the impact of the EMHD model on the dynamics
and energy budget of the system, and will be performed as sufficient computational resources
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Figure 3.15: Above: The intermediate state of the HBI in a global 2D setup illustrating
the finite radial heat flux that develops due to the presence of radial field lines connecting
the constant temperature boundaries at R = 200 and R = 300 M. The initial conditions
have zero heat flux, and are not shown here. Below: The saturated state of the HBI that
suppresses the radial heat flux of the intermediate state.
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Figure 3.16: Vertical slice in the 3D evolution of a torus in the EMHD model, at time
t = 1240GM/c3. We show the plasma parameter β = 2P/b2, density ρ, pressure anisotropy
scaled to the magnetic energy ∆P/b2, and heat flux scale to the free-streaming heat flux
q/(ρc3s).
become available.
Fig. 3.16 shows a snapshot of such a 3D evolution at t = 1240GM/c3. The simulation
was started from a hydrodynamical equilibrium torus Fishbone & Moncrief (1976) around
a spinning black hole (a = 0.9375), seeded with a single loop of poloidal magnetic field.
The initial amplitude of the plasma parameter β ≡ 2P/b2 is ∼ 100 in the inner disk, and
β & 15 everywhere. We see growth of magnetic turbulence due to the magnetorotational
instability, and growth of the pressure anisotropy to the mirror instability threshold ∆P =
b2/2. The heat flux is ∼ 10% of its free-streaming value, a much larger effect than in earlier
axisymmetric simulations (Foucart et al., 2016).
3.10 Conclusion
Low luminosity black hole accretion flows (L  Ledd) are expected to be collisionless, so
anisotropic dissipative effects can be important. Understanding the disk structure, and
predicting observables requires the nonlinear solutions of relativistic dissipative theories in
strongly curved space-times. Numerical codes so far can only evolve perfect fluids, with
no heat conduction or viscosity. The algorithms developed for perfect fluids do not work
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for relativistic dissipative theories, because dissipation in the relativistic case is sourced by
spatio-temporal gradients of the thermodynamic variables, as opposed to just spatial gradi-
ents in the non-relativistic case. In this paper, we have formulated and implemented a new
scheme that can handle this situation and is physics-agnostic. We implement the scheme in
a new code grim, which we then use to integrate the EMHD theory of anisotropic relativistic
dissipation. The numerical solutions obtained have been checked against various analytic
and semi-analytic solutions of the EMHD theory in both Minkowski and Schwarszchild
spacetimes, in linear as well as in non-linear regimes.
The algorithm is the same as in Foucart et al. 2016 that has been used to study axisym-
metric radiatively inefficient accretion flows, although here the code has been generalized to
work in 3D, and now has the ability to run on either CPUs or GPUs. Thus we are able to
make full use of the various node architectures in current and future generations of super-
computers. We use a performance model to show that the implementation is near-optimal,
with the code achieving a significant fraction (∼ 70 − 80%) of peak machine bandwidth.
This, we show is crucial, because the performance of nonlinear solver that is at the heart of
grim is primarily dependent on the machine bandwidth.
As example applications we have studied the magneto-thermal instability (MTI) and
the heat flux driven buoyancy instability (HBI) in global 3D domains with a Schwarzschild
metric, and evolved them to a nonlinear saturated state. Finally, we performed preliminary
EMHD evolutions of a hydrodynamically stable torus in 3D, around a spinning (Kerr) black
hole.
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Chapter 4
Evolution of Accretion Discs around a
Kerr Black Hole using Extended
Magnetohydrodynamics
Black holes accreting well below the Eddington rate are believed to have geometrically
thick, optically thin, rotationally supported accretion discs in which the Coulomb mean free
path is large compared to GM/c2. In such an environment, the disc evolution may dif-
fer significantly from ideal magnetohydrodynamic predictions. We present non-ideal global
axisymmetric simulations of geometrically thick discs around a rotating black hole. The
simulations are carried out using a new code grim, which evolves a covariant extended mag-
netohydrodynamics model derived by treating non-ideal effects as a perturbation of ideal
magnetohydrodynamics. Non-ideal effects are modeled through heat conduction along mag-
netic field lines, and a difference between the pressure parallel and perpendicular to the field
lines. The model relies on an effective collisionality in the disc from wave-particle scattering
and velocity-space (mirror and firehose) instabilities. We find that the pressure anisotropy
grows to match the magnetic pressure, at which point it saturates due to the mirror in-
stability. The pressure anisotropy produces outward angular momentum transport with a
magnitude comparable to that of MHD turbulence in the disc, and a significant increase
in the temperature in the wall of the jet. We also find that, at least in our axisymmetric
simulations, conduction has a small effect on the disc evolution because (1) the heat flux is
constrained to be parallel to the field and the field is close to perpendicular to temperature
gradients, and (2) the heat flux is choked by an increase in effective collisionality associated
with the mirror instability.
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4.1 Introduction
The Event Horizon Telescope (EHT) is now reaching the sensitivity required to image with
sub-horizon resolution the accretion discs around Sgr A∗ and around the supermassive black
hole at the center of the M87 galaxy (Doeleman et al., 2009). These images may help
constrain the properties of black holes and of accretion flows close to a black hole horizon,
where general relativistic effects are expected to be important.
Most supermassive black holes, including both black holes which can be resolved by the
EHT, are accreting well below the Eddington rate (Ho, 2009), in a regime in which their
accretion disc is expected to be geometrically thick and optically thin. Phenomenological
models of these radiatively inefficient accretion flows (RIAF, see Yuan & Narayan 2014 for
a review), and numerical simulations of those discs with general relativistic codes evolving
the equations of ideal magnetohydrodynamics (MHD) (Koide et al., 1999; De Villiers et al.,
2003; McKinney & Gammie, 2004), tell us that the physical conditions within the disc are
such that the Coulomb mean free path of both ions and electrons is much larger then the
typical length scale of the disc, ∼ GM/c2 (Mahadevan & Quataert, 1997), where M ≡ black
hole mass, G ≡ Newton’s constant, and c ≡ speed of light. The plasma in these discs is thus
expected to be collisionless. This naturally raises questions about the validity of modeling
the discs as ideal fluids.
At first glance, studies of these collisionless plasmas should require the evolution of the
distribution function of both ions and electrons, a problem that, at present, is too computa-
tionally expensive for global 3D simulations. However, particle-in-cell simulations of shear
flows and expanding/contracting boxes have shown that wave-particle interactions generated
by velocity space instabilities increase the effective collision rate of particles (Kunz et al.,
2014; Riquelme et al., 2015; Sironi & Narayan, 2015; Hellinger et al., 2015). This conclu-
sion is supported by measurements in the solar wind, which show that the plasma pressure
anisotropy is bounded by the thresholds associated with linear velocity space instabilities
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(e.g., Kasper er al. 2002; Hellinger et al. 2006). Likewise, galactic cosmic rays are remarkably
isotropic despite their enormous collisional mean free paths, indicating an efficient source
of wave-particle scattering (e.g., Kulsrud 2005). These theoretical and observational results
motivate an approach in which non-ideal effects are treated as perturbations relative to an
ideal fluid, via the inclusion of physics such as anisotropic heat and momentum transport.
This is what we shall call the weakly collisional plasma model. Although formally of ques-
tionable applicability to the collisionless plasmas of interest, these non-ideal fluid models
may nonetheless provide useful insight into the importance of non-ideal physics for global
accretion disc dynamics.
In Chandra et al. (2015), hereafter Paper I, we derived a covariant model for a weakly
collisional magnetized plasma, which we will refer to as an extended magnetohydrodynamics
(EMHD) model. The model was derived by exploiting the symmetries of the distribution
function in the presence of a magnetic field. Because of these symmetries, the deviations
from ideal MHD manifest themselves as a heat flux flowing along magnetic field lines, and a
pressure anisotropy, i.e. a difference between the pressure parallel and perpendicular to the
local magnetic field lines, which is directly related to the viscous stress tensor (see Fig. 4.1).
The evolution equations for the heat flux and pressure anisotropy are derived by invoking
the weakly collisional approximation, building on the relativistic theory of Israel & Stewart
(1979). In the non-relativistic limit, the model in Paper I reduces to Braginskii (1965)’s
theory of anisotropic, weakly collisional plasmas. The EMHD model, its free parameters,
and the connection between those free parameters and kinetic theory are discussed in §4.2.
The EMHD model presents a number of computational challenges compared with the
evolution of the standard equations of ideal MHD. The dissipative fields in the EMHD
model (heat flux and pressure anisotropy) are driven by spatio-temporal gradients of the
fluid thermodynamic quantities, not just spatial gradients as in non-relativistic dissipative
theories. This leads to time derivatives of thermodynamic variables as source terms in the
evolution equations for the dissipative fields. In addition, the stress tensor in the EMHD
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model has contributions from the heat flux and pressure anisotropy, whose spatio-temporal
gradients in turn contribute to the evolution of the momentum and energy densities. This
leads to a non-linear coupling between the energy and momentum conservation equations
and the evolution equations for heat flux and pressure anisotropy. This coupling voids the
algorithms used for primitive variable recovery in current conservative codes. Further, the
EMHD model has source terms that become stiff in certain situations (see §4.2.3). To deal
with these issues we have developed a new code, grim. The equations and algorithms used
in grim are summarized in §4.2.4. A more detailed description of the code and an extensive
series of code tests will be described in an upcoming publication (Chandra et al. 2015b, in
prep., hereafter Paper II). The code and test results are available on the grim website1.
In this paper we begin to characterize non-ideal effects in global models of sub-Eddington
accretion discs by performing axisymmetric EMHD simulations of discs around a rapidly ro-
tating black hole. Through these simulations, we can model RIAFs with improved realism
and assess the importance of both pressure anisotropy and heat conduction for the evolution
of the disc. To do so, we perform a series of simulations starting from hydrodynamical equi-
librium, with a seed magnetic field and small pressure perturbations. The initial conditions
considered here are described in §4.3, while §4.4 presents the simulations, and §4.5 contains
a summary and conclusion. In the simulations, we implicitly assume Pe/Pi  1 in regions
where gas pressure forces are important, where Pe and Pi are the electron and ion pressures.
With this assumption, the fluid can be interpreted as the ions in RIAF models, with the
electrons not contributing to the overall dynamics.
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Figure 4.1: Sketch illustrating the differences in the momentum space distribution functions
between ideal MHD and extended MHD (EMHD). Ideal MHD assumes local thermodynamic
equilibrium, and the distribution function at every spatial location is a thermal distribution
which is uniquely specified by two thermodynamic variables, the density ρ and the tem-
perature Θ. Extended MHD incorporates the effect of a pressure anisotropy ∆P and an
anisotropic heat flux q in the presence of a magnetic field B, thus evolving two additional
variables.
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4.2 Model and Numerical Methods
4.2.1 Extended Magnetohydrodynamics Model
We consider the evolution of the plasma surrounding a rotating black hole accreting at a
sub-Eddington rate using the single fluid EMHD model proposed in Paper I. The EMHD
model takes advantage of the expected ordering of length scales in which the Larmor radius
of particles is much smaller than both the typical length scale of the system GM/c2 and the
Coulomb (or wave-particle) mean free path. Particles are thus effectively confined in the
direction orthogonal to the magnetic field, but propagate freely along magnetic field lines.
In the systems of interest, the collisional mean free path is large compared to GM/c2, which
suggests that a fluid theory is completely inappropriate. However, particle-in-cell simulations
have shown that wave-particle interactions generated by velocity-space instabilities create
an effective collision rate in these systems (Kunz et al., 2014; Riquelme et al., 2015; Sironi
& Narayan, 2015; Hellinger et al., 2015), better motivating a model which treats non-ideal
effects as a perturbation relative to ideal MHD. It is, however, an open question exactly how
well this approach compares to full kinetic theory calculations.
In the limit in which the Larmor radius is small compared to the mean free path, it is
reasonable to assume that the distribution function of the ions is symmetric with respect
to rotations in momentum space around the direction of the magnetic field. In the non-
relativistic limit (e.g., Braginskii 1965) non-ideal effects are then modeled through heat
conduction along the magnetic field lines
qi = −ρχBˆiBˆj ∂Θ
∂xj
, (4.1)
and a viscous stress tensor
Πij = −∆P
(
BˆiBˆj − 1
3
δij
)
. (4.2)
1http://afd-illinois.github.io/grim/
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Here we use Cartesian coordinates, Bˆi is a unit 3-vector parallel to the magnetic field, χ ≡
conductive diffusivity (units of length times velocity), Θ is proportional to the temperature,
and ρ ≡ density. In collisional, nonrelativistic theory
∆P = 3ρν
(
BˆiBˆj
∂vj
∂xi
− 1
3
∂vk
∂xk
)
, (4.3)
where vi is the fluid 3-velocity and ν is the kinematic viscosity. The viscous stress is directly
related to the pressure anisotropy ∆P = P⊥ − P‖ between the pressure perpendicular to
the magnetic field lines, P⊥, and the pressure along the magnetic field lines, P‖ (the inverse
relations are P‖ = P − 23∆P and P⊥ = P + 13∆P ); one can describe the additional energy-
momentum fluxes as arising from a viscosity or equivalently a pressure anisotropy.
The Braginskii (1965) model has been widely used to study laboratory and astrophysical
plasmas, but generalizing it to relativistic systems is not trivial. Simply adding the relativis-
tic equivalent of Braginskii’s heat flux and viscous stress tensor to the equations of general
relativistic magnetohydrodynamics leads to an ill-posed (unstable and acausal) model. This
issue is well-known for isotropic heat fluxes and viscosities (Hiscock & Lindblom, 1985), and
we confirmed in Paper I that the same problem arises in the anisotropic case. A slightly
more complicated model, in which the heat flux and pressure anisotropy are promoted to
dependent variables relaxing to their desired value on a dynamical timescale, is needed to re-
store well-posedness. We derived such an extended magnetohydrodynamics (EMHD) model
for weakly collisional plasmas in Paper I, inspired by the theory for isotropic conduction
and viscosity developed by Israel & Stewart (1979), which was proven to be well-posed by
Hiscock & Lindblom (1983).
4.2.2 Evolution Equations
We now describe the evolution equations used in our accretion disc simulations. Here and in
the following we assume a background Kerr black hole spacetime with mass M and dimen-
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sionless spin a∗. We set GM = c = 1; greek indices run over four coordinate components,
latin indices run over the spatial components only, the metric is gµν , and its determinant is
g.
The ideal MHD stress-energy tensor is
T µνideal = (ρ+ u+ P + b
2)uµuν + (P + b2/2)gµν − bµbν (4.4)
where bµ is the magnetic field 4-vector, which reduces to the ordinary magnetic field in the
fluid frame, b2 = bµbµ, ρ is the baryon density, u is the internal energy density, and P is the
gas pressure.
In the EMHD model the total stress-energy tensor is
T µν = T µνideal + q
µuν + qνuµ + Πµν (4.5)
where qµ = qbˆµ is the heat flux, bˆµ = bµ/b is the unit vector along bµ,
Πµν = −∆P
(
bˆµbˆν − 1
3
hµν
)
(4.6)
is the viscous stress-energy tensor, and
hµν = gµν + uµuν (4.7)
is the projection on a hypersurface orthogonal to the 4-velocity uµ. The model does not
include bulk viscosity. These choices for qµ and Πµν permit energy and momentum to be
transported along but not across magnetic field lines.
The evolution equations for the fluid are the conservation of baryon number
∇µ(ρuµ) = 0, (4.8)
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the Bianchi identity (i.e. the general relativistic equivalent of the conservation of momentum
and energy)
∇µT µν = 0, (4.9)
and Maxwell’s equation
∇µ(bµuν − bνuµ) = 0. (4.10)
Here, ∇µ is the covariant derivative defined with respect to the 4-metric gµν . We use the
equation of state
P = (Γ− 1)u ≡ ρΘ (4.11)
with Γ the adiabatic index of the fluid, Θ = kT/(mpc
2) the dimensionless temperature,
and mp the proton mass. In the simulations, we take the adiabatic index of an ideal gas
of relativistic particles, Γ = 4/3. In radiatively inefficient accretion flows, the high density
regions of the disc are not relativistic, and we expect an adiabatic index closer to Γ = 5/3.
However, in ideal GRMHD models, varying Γ from 4/3 to 5/3 produces only subtle changes
in the flow structure (Shiokawa, 2013). When exploring the potential effects of a heat con-
duction and pressure anisotropy on the evolution of the disc, there are also advantages to
the use of a Γ = 4/3 index. In particular, it is possible to use larger values of the conductive
diffusivity and kinematic viscosity without the model becoming acausal in high temperature
regions, where the plasma would be relativistic (see closure relations in Sec. 4.2.3). Practi-
cally however, as we will show, our simulations show that the important effect determining
the amplitude of the pressure anisotropy is its saturation at the mirror and firehose instabil-
ity thresholds. We have verified that this is the case for Γ = 5/3 and Γ = 4/3, and that the
results discussed in this paper are independent of the choice of Γ, as long as the conductive
diffusivity and kinematic viscosity are in the stable regime (see Sec. 4.2.3).
We also need evolution equations for the heat flux and pressure anisotropy. These are
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written with respect to the rescaled variables
q˜ = q
(
τR
χρΘ2
)1/2
, (4.12)
∆P˜ = ∆P
(
τR
νρΘ
)1/2
, (4.13)
as
∇µ(q˜uµ) = − q˜ − q˜0
τR
+
q˜
2
∇µuµ, (4.14)
∇µ(∆P˜ uµ) = −∆P˜ −∆P˜0
τR
+
∆P˜
2
∇µuµ. (4.15)
That is, q˜ and ∆P˜ are damped towards their target value q˜0 and ∆P˜0 over a timescale τR.
The evolution equations follow from the requirement that the model satisfies the second
law of thermodynamics, as detailed in Paper I. We note that Eqs (4.12-4.13) are obtained
from Eqs. (47) and (52) of Paper I though a change of variable, with a rescaling of the
evolved variable by a factor of
√
ρ. This explains the difference in the form of the evolution
equations. In particular the last term in Eqs (4.12-4.13), which is not present in Paper I, is
only due to the different choice of rescaled variables. We find that the variables defined in
Paper I lead to larger numerical errors in low density regions.
The target heat flux and pressure anisotropy are
q0 = −ρχbˆµ(∇µΘ + Θuν∇νuµ), (4.16)
∆P0 = 3ρν(bˆ
µbˆν∇µuν − 1
3
∇µuµ), (4.17)
and q˜0, ∆P˜0 are obtained from q0, ∆P0 by the same rescaling as for q˜, ∆P˜ . The target heat
flux and pressure anisotropy, q0 and ∆P0, are covariant versions of the heat flux and pressure
anisotropy in Braginskii’s theory. In the end, the EMHD model has three parameters: the
timescale τR and the diffusivities χ and ν, which have dimensions of length × velocity.
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4.2.3 Closure Relations
The EMHD model has three free parameters: τR , χ, and ν. In non-relativistic collisional
theory, χ = φc2sτR and ν = ψc
2
sτR with φ and ψ dimensionless constants of order unity
and τR of order of the mean-free-time between collisions. In relativistic theory we use the
same form for the diffusivities, but replace the sound speed by its relativistic counterpart
c2s = ΓP/(ρ+ Γu).
What about τR? The central idea of the EMHD model is to assume that τR is set not by
the mean-free-time between Coulomb scatterings, which is long, but rather by an effective
mean-free-time due to wave-particle scatterings. In the absence of other effects a natural
scale for τR is the dynamical time τd ≈
√
r3/(GM).
However, the relaxation timescale is likely shortened by the action of velocity-space
instabilities such as the mirror and firehose, which are driven by shearing, heating, expansion,
or compression of the plasma. The single fluid model used here represents the ions in a
RIAF. Ions are unstable to the firehose instability if ∆P < −b2 ≡ ∆Pfirehose and to the
mirror instability if
∆P >
b2
2
P‖
P⊥
=
b2
2
3P − 2∆P
3P + ∆P
≡ ∆Pmirror (4.18)
(see, e.g., Kunz et al. 2014). Once the pressure anisotropy reaches the mirror/firehose
threshold the instability should grow and the pressure anisotropy should plateau. Similarly,
the heat flux should satisfy |q| . Aρc3s with A ∼ 1 (Cowie & McKee, 1977).
The limits on pressure anisotropy and heat flux are due to an increase in the rate of
pitch angle scattering by wave-particle interactions. In the EMHD model, then, the effective
collision rate should increase and τR should decrease near these limits. To model this we set
τR = τd ×
(
f(|q|, ρc3s)× f(∆P,∆Pmirror)× f(−∆P, b2) + fmin
)
. (4.19)
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where
f(x, xmax) ≡ 1
1 + eg(x,xmax)
(4.20)
g(x, xmax) ≡ 1
∆x
x− xmax
xmax
. (4.21)
In simulations presented here we set set ∆x = 0.01 and fmin = 10
−5. We also tested the
prescription ∆x = 0.1, and found no significant changes in the results.
So far, we have focused on firehose and mirror instability. For ∆P > 0 the ion cy-
clotron (IC) instability is also potentially important. The expected threshold is ∆PIC '
0.35P 1−α‖ (b
2/2)α with α ≈ 0.45 (Sharma et al., 2006). In strongly magnetized regions,
∆PIC < ∆Pmirror. However, observations of the solar wind show that while the pressure
anisotropy appears to saturate at ∆Pmirror and ∆Pfirehose, this is not the case at ∆PIC
(Hellinger et al., 2006). One possible explanation for this is that, as a resonant instability,
the ion cyclotron instability is sensitive to small deviations from the bi-Maxwellian distri-
bution function commonly assumed when evaluating velocity space instability thresholds
(Isenberg et al., 2013). In this first study we generally ignore the ion cyclotron instability
when setting τR, but assess its potential importance in §4.4.2.
We must still choose the dimensionless conductivity and viscosity φ and ψ. Not all
choices produce stable, causal models. In Paper I we showed that the stability of the system
requires φ ≤ (c/cs)4, while causality requires ψ ≤ 0.75(c/cs)2. To satisfy these conditions
for any value of the physical parameters for an adiabatic index Γ = 4/3 (which implies
c2s < 1/3c
2), we need φ ≤ 9 and ψ ≤ 9/4. In Paper I, we also showed that for 0 < φ < 3,
non-linear instabilities appear in the model if q/u & (3 − φ)/10. The model could thus be
unstable even for relatively low heat fluxes when φ & 3. In our standard model we set φ = 1
and ψ = 2/3. We show below that ∆P bumps up against the mirror or firehose instability
thresholds over most of the computational domain, and so larger values of ψ would yield very
similar results. As already mentioned, these stability conditions are more constraining for a
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non-relativistic ideal fluid with Γ = 5/3. Analytically, and for linear perturbations around an
ideal fluid state, the model is then stable if φ ≤ 1.5 and ψ ≤ 9/8 in high temperature regions.
Numerically, we find that instabilities can occur at particularly hot points for slightly lower
values of φ. To avoid this issue, when using Γ = 5/3, we choose φ = 1/2, ψ = 1/3.
4.2.4 Numerical Methods
In §4.2.2, we showed that the EMHD model involves 10 evolution equations (the time com-
ponent of (4.10) is equivalent to the no-monopoles constraint). We recast the evolution
equations in conservative form
∂tU + ∂iF
i = S (4.22)
where U =
√−g(ρut, T tµ, Bi, q˜ut,∆P˜ ut) is the vector of 10 “conserved” variables, Fi are
fluxes and S are “source terms” which may, contrary to the usual meaning of source term,
contain both time and space derivatives of the evolved variables via q0 and ∆P0.
We evolve the system using the grim code, a flexible code designed to be able to evolve
a broad range of nonideal relativistic fluid models. grim is described in detail in Paper II,
together with an extensive series of tests; here we give a brief outline of the method.
grim solves the EMHD equations using an implicit-explicit time stepper. All terms
involving spatial derivatives, i.e. the divergence of the fluxes and the spatial derivatives nec-
essary to compute q0 and ∆P0, are treated explicitly. All other terms are treated implicitly.
Each substep of the timestepping algorithm thus involves inverting an implicit system of
10 equations at each point, which we do using the PETSc library (Balay et al., 2016). The
explicit treatment of the fluxes avoids coupling between neighboring points when solving
the implicit equations, which would lead to a more computationally costly algorithm. As
grim uses PETSc’s automated Jacobian assembly, it does not require the Jacobian as an
input. We use a second-order in time implicit-explicit time stepper, a second-order recon-
struction scheme to compute the state at the left and right side of each cell interface (MC,
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van Leer (1977)), and the HLL approximate Riemann solver to compute the fluxes on cell
faces from the left and right states.
As in all grid-based general relativistic simulations of a fluid, we must impose additional
constraints in low-density regions. These “floors” are designed to avoid evolution towards
unphysical states driven by accumulation of small numerical errors in low-density and/or
magnetically dominated regions, and to improve the stability of the code. The floors should
accomplish this without directly modifying the solution in higher density regions where the
equations can be evolved reliably. In grim the floor conditions are ρ ≥ 0.1b2, ρ ≥ 10−3r−3/2,
u ≥ 0.002b2, and u ≥ 10−5r−3/2 (the maximum density in the initial conditions is ρ = 1;
here r is the Kerr-Schild or Boyer-Lindquist radius). If these inequalities are not satisfied,
we increase ρ and/or u as needed.
Arbitrary modification of the solution by floors seems unappealing; it would be nice to
minimize invocation of the floors. It is possible to do this by adding mass, momentum, and
energy source terms inspired by the idea that high energy photons collide and create pairs in
the low density, polar regions as in Mos´cibrodzka & Gammie (2012). We use a set of source
terms that are meant to model the creation of plasma at dimensionless temperature ΘW in
the normal observer frame (ui = 0):
∂t(
√−gρut) = −10−6
√−g(−gtt)1/2 cos
4 θ
(1 + r2)2
, (4.23)
∂t(−
√−gT tt ) = 10−6
√−g cos
4 θ
(1 + r2)2
(1 +
ΘW
Γ− 1). (4.24)
These source terms are meant to minimize invocation of the floors and should not be taken
as a serious physical model (a treatment of pair production would require another fluid
component with lower mean molecular weight). We have verified that the source terms do
not affect the evolution of non-polar regions by direct comparison of simulations with source
terms turned on and off. Their net effect is to significantly reduce invocation of the floors.
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4.3 Simulations
In this paper we consider the axisymmetric evolution of an initially weakly magnetized,
geometrically thick torus in a Kerr spacetime with a∗ = 0.9375.
4.3.1 Coordinates and Grid Structure
The governing equations are solved on a two-dimensional uniform mesh in modified Kerr-
Schild coordinates t, a, b, φ, as in Gammie et al. (2003). The coordinates are related to the
usual Kerr-Schild coordinates t, r, θ, φ by
r = ea (4.25)
and
θ = pib+
1− h
2
sin (2pib). (4.26)
Evidently if θ ranges over [0, pi] then b ranges over [0, 1]. Recall that Kerr-Schild r, θ are
identical to Boyer-Lindquist r, θ. The model is axisymmetric (independent of φ). The
coordinate parameter h can be used to increase grid resolution in the disc, near the equator
at θ = pi/2 or b = 0.5; we set h = 0.3.
Our radial grid extends from rin = 1.321GM/c
2 to rout = 63GM/c
2. In the equatorial
plane, the horizon is located at 1.348GM/c2, the innermost stable circular orbit (ISCO)
at rISCO = 2.044GM/c
2 for prograde orbits, and the maximum density of the initial torus
is at rmax = 12GM/c
2. For a typical simulation that uses 280 grid points in a there are
∼ 30 points between the inner boundary and the ISCO and ∼ 150 points between the inner
boundary rmax. The grid covers the entire range θ = [0, pi].
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4.3.2 Initial and Boundary Conditions
The initial conditions contain a partially pressure supported torus with constant specific
entropy that follows the hydrostatic equilibrium solution of Fishbone & Moncrief (1976).
The initial state is uniquely determined by rmax, here taken to be 12GM/c
2, and the adiabat
P/ρΓ = const., here taken to be 0.0043. The density is normalized so that ρmax = 1. To this
initial state we add a weak magnetic field, with azimuthal component of the vector potential
given by
Aφ = A0 max (ρ− 0.2, 0) cos (Nloopsθ), (4.27)
and all other components zero. The magnetic field is Bi = ijk∇jAk; here Bi = biut−btui (see
Gammie et al. 2003 for details), and ijk is the antisymmetric symbol. The constant A0 sets
the overall strength of the magnetic perturbation, and is chosen so that the minimum value
of β = 2P/b2 is βmin ∼ 15. At our standard resolution this gives about 30 points across the
wavelength of the fastest growing mode of the magnetorotational instability (MRI; Balbus
& Hawley 1991) in the region in which β ∼ βmin. Most of the magnetized portions of the
initial disc have β ∼ 102 − 104.
The parameter Nloops determines the number of magnetic loops in the initial disc. We
consider the two configurations Nloops = 1 and Nloops = 2 (see Fig. 4.2) but focus primarily
on the single loop case.
The initial internal energy u0 is perturbed to stimulate the growth of the MRI. We set
u = u0(1 + 0.02X) (4.28)
with X a random number in the interval [−1, 1], different at each point in the disc.
We also need to set boundary conditions. At the poles we use the usual reflecting
polar boundary conditions. At the outer boundary we wish to avoid inflow, so we set
ur = max (0, ur) there after each time step. The inner boundary does not require any
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Figure 4.2: Density (color scale) and magnetic field lines (solid lines) for the two initial
conditions considered in this paper: one magnetic field loop (left) and two magnetic field
loops (right). Here and in subsequent figures, all distances are in units in which GM = c = 1.
special treatment because we place the inner boundary inside the event horizon and this
automatically enforces outflow.
Table 4.3.2 lists the simulations to be discussed in this paper. Each initial configuration
is evolved four times using four distinct models: ideal MHD, full EMHD, EMHD with
conduction only, and EMHD with viscosity only. Although the last two are not physical
they provide insight into the relative importance of anisotropic heat conduction and viscosity.
We also perform the full EMHD one-loop evolution at three different resolutions: half the
standard resolution; the standard resolution; and double the standard resolution. Finally
the one-loop configuration was run with heat flux increased by setting φ = 8. This was
done because, as we will see below, the heat flux remains relatively small for φ = 1 and we
wanted to test the impact of a larger heat flux on the evolution of the disc. Moreover, the
exact value of φ is uncertain. Larger values of φ produces higher heat fluxes, closer to the
saturated free-streaming value. Although in principle one might expect φ = 8 to be unstable
and hence ill-posed (see §4.2.3) we did not in fact find any numerical problems with this
choice of thermal conductivity, as long as φ is corrected to avoid superluminal characteristic
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Simulation Nloops Nr Nθ φ ψ
Ideal MHD 1 280 256 0 0
Viscosity 1 280 256 0 2/3
Conduction 1 280 256 1 0
High Conduction 1 280 256 8 0
EMHD 1 280 256 1 2/3
EMHD (Low res) 1 140 128 1 2/3
EMHD (High res) 1 560 512 1 2/3
Ideal MHD 2 280 256 0 0
Viscosity 2 280 256 0 2/3
Conduction 2 280 256 1 0
EMHD 2 280 256 1 2/3
Table 4.1: List of simulations discussed in this paper. Nloops is the number of magnetic loops
included in the initial condition. Nr is the number of radial points, Nθ is the number of
angular points, and φ and ψ are the dimensionless constants setting the strength of the heat
flux and pressure anisotropy, respectively.
speeds at rare hot points appearing in the accretion flow. 2 We did, however, find that for
φ = 10 the simulations became unstable.
Table 4.3.2 does not list a number of other simulations done to test the impact of vary-
ing other numerical parameters, including atmosphere corrections, the use of lower density
and internal energy floors, the addition of the wind source terms, or the use of a different
adiabatic index Γ = 5/3. These changes do not significantly alter our results and we do not
discuss them further here. We also performed a simulation in which the pressure anisotropy
saturated at the threshold of the ion cyclotron instability, which we discuss in Sec. 4.4.2.
All models are evolved to t = 2000GM/c3 ' 104M/(106M) sec. In axisymmetry, disc
turbulence is characterized by an initial resolution-dependent peak in turbulent field strength
followed by a resolution-dependent exponential decay (Guan & Gammie, 2008), consistent
with the anti-dynamo theorem. Over the course of the simulation only the inner portion of
2Practically, we require 1 + (Γ− 1)φ ≤ c−2s , a condition inspired by the approximate characteristic speed
for the propagation of linear mode derived in Paper I.
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the disc has time to evolve to a quasi-stationary state; the remainder of the disc is still in a
transient associated with the initial conditions.
The standard grid spacing was chosen so that the peak magnetic field strength in ax-
isymmetry is comparable to the saturation magnetic field strength observed in fully 3D ideal
MHD models (Shiokawa et al., 2012). Our goal in this paper is to explore the EMHD model
in axisymmetry before moving on to expensive, fully 3D EMHD models. The assumption of
axisymmetry is one of the leading sources of uncertainty in our results.
4.4 Results
4.4.1 Overview
The overall properties of the EMHD models are quite similar to the ideal MHD models.
The initial state is unstable to the MRI, and then transitions to turbulence that heats the
plasma and increases the magnetic field strength. leading to accretion (inflow through the
event horizon) and outflows. Fig. 4.3 compares the density and magnetic field lines at a single
instant late in the evolution of both models, while Fig. 4.4 compares β = 2(
∫
Pdt)/(
∫
b2dt),
with the integration being done over the interval 1200 < tc3/(GM) < 1700. The disc proper
has β ∼ 10 − 100, while the overlying corona has β ∼ 1 − 10. The low density region near
the poles - the “funnel” - is very strongly magnetized, with b2 > ρ. Evidently the overall
structure of the accretion flow is not strongly altered by viscosity and conduction.
The initial growth of the MRI is similar in the ideal MHD and full EMHD models. Growth
occurs most rapidly (as measured by the average velocity in the initial conditions fluid frame)
in the relatively small region in which the fastest growing mode of the MRI is fully resolved.
In the standard run this is at r ' 8GM/c2 in the highest latitude parts of the magnetized
portion of the initial torus. There is a short transient related to the nonequilibrium nature
of the initial conditions: they are hydrodynamic but not MHD equilibria, and so they are
perturbed by the addition of weak magnetic fields. Then the average velocity grows on
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Figure 4.3: Density (color scale) and magnetic field lines (solid lines) for the one-loop con-
figuration at t = 1500GM/c3 for the ideal MHD (left) and full EMHD (right) models. The
full EMHD and ideal MHD simulations have very similar density profiles and magnetic field
structure.
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Figure 4.4: Average plasma parameter β = 2
∫
Pdt∫
b2dt
(color scale) and density (solid lines) for
the standard models in the interval 1200 < tc3/(GM) < 1700. The density contours are
log10 (〈ρ〉) = (−4,−3,−2,−1). As in Fig. 4.3, there are only mild differences between the
EMHD and ideal MHD results.
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approximately the expected timescale τMRI ' 4/(3Ω)3 (Ω ≡ disc angular velocity), until
t ∼ 60GM/c3 when it saturates.4 The turbulent region then spreads through the disc, with
the characteristic MRI scale vA/Ω eventually being resolved everywhere.
Nevertheless, there are significant differences between ideal MHD and full EMHD models
that are visible in other time-averaged or time-integrated quantities. First consider accretion
rate and mass loss (outflow) rate. The integrated mass lost through accretion onto the black
hole (mass flux through the inner boundary) and outflows (mass flux through the outer
boundary) are plotted in Fig. 4.5, while the instantaneous mass accretion rate onto the black
hole is provided in Fig. 4.6. For clarity, we do not show the simulations with only conduction,
which mostly track the ideal MHD case. Although there are large fluctuations, and the
entire flow has not reached a quasi-equilibrium state (the accretion rate, in particular, varies
significantly with the exact realization of the turbulent flow), we note that the simulations
with viscosity have larger accretion and outflow rates.
Outflows from RIAFs are potentially important in explaining how systems like Sgr A∗
have low accretion rates despite an abundance of available gas at large distances from the
black hole (e.g., Blandford & Begelman 1999), so the enhanced outflow rate in the full EMHD
model is intriguing. Still, the axisymmetric models are in quasi-equilibrium only relatively
close to the hole. We therefore leave a more detailed analysis of the outflow properties to
future fully 3D work.
The temperature structure of the full EMHD model also differs from ideal MHD models.
Fig. 4.7 show the temperature of the fluid, and density contours, averaged over 1200 <
tc3/(GM) < 1700. The average density is 〈ρ〉 ≡ (∫ ρdt)/(∫ dt) and the average normalized
temperature 〈Θ〉 ≡ (∫ Pdt)/(∫ ρdt). The most noticeable change in the full EMHD model
is that the temperature is higher in the corona and funnel wall. Conduction has a minor
3The growth rate is slightly reduced in the Kerr metric over a naive, Newtonian estimate; see ? for more
details.
4Anisotropic pressure increases the growth rate of the MRI when a toroidal field is present, but not for
the purely poloidal fields initialized in our simulations (Quataert et al. 2002; Balbus 2004).
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Figure 4.5: Integrated mass lost through the inner (solid lines) and outer (dashed lines)
boundaries for the full EMHD model, simulations with only viscosity, and ideal MHD. All
simulations start from the one-loop initial condition. The accretion rate and outflow rate are
larger in the simulations with the full EMHD model, as well as in those with only viscosity.
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Figure 4.6: Accretion rate onto the black hole for the full EMHD model, simulations with
only viscosity, and ideal MHD. All simulations start from the one-loop initial condition.
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effect on the temperature profile, mildly smoothing temperature gradients along magnetic
field lines; the increased temperature is therefore almost entirely due to viscosity. The
magnitude of the changes in Θ can more easily be assessed in Fig. 4.8, which shows the
latitude dependence of the temperature in the region 4 < rc2/(GM) < 7. The temperature
increase is even higher, a factor of 2-3, at larger radii. Evidently the hotter corona also
compresses the funnel.
The higher ion temperature in the full EMHD models could have significant effects on
the inferred observational appearance of the flow. This will be assessed in future work that
incorporates a more careful treatment of the electron thermodynamics.
4.4.2 Pressure Anisotropy
The full EMHD models have an increased rate of angular momentum transport and turbulent
heating as a result of viscosity, or equivalently pressure anisotropy. The difference between
ideal MHD and full EMHD is of the same order as the effect of the transport and heating in
ideal MHD alone. This is what one would naturally expect if ∆P ∼ b2, as the viscous and
magnetic components of the stress-energy tensor are
T µνvis ∼ −bµbν +
b2
3
hµν , (4.29)
T µνmag = −bµbν + b2hµν −
b2
2
gµν , (4.30)
and are thus of similar orientation and magnitude (Sharma et al., 2006). We show below
that, in most of the disc, ∆P ≈ b2/2.
The main properties of the pressure anisotropy in our simulations can be seen in Fig. 4.9.
The bottom right panel of Fig. 4.9 shows ∆P/b2 at t = 1500GM/c3 for the full EMHD
simulation. The simulation without heat conduction is indistinguishable. An animated
visualization of the evolution of ∆P and q for the full EMHD model is also provided online 5.
5http://afd-illinois.github.io/grim/gallery/
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Figure 4.7: Time averaged temperature (color scale) and density (solid lines) for the one-
loop configuration in the interval 1200 < tc3/(GM) < 1700. The density contours are for
log10 (< ρ >) = [−4,−3,−2,−1]. The simulations with anisotropic viscosity have higher
temperatures in the polar regions, which are associated with the β . 1 regions in Fig. 4.4
(see also Fig. 4.8).
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Figure 4.8: Time and radius averaged temperature as a function of latitude for the one-
loop configuration in the time interval 1200 < tc3/(GM) < 1700 and radius interval 4 <
rc2/(GM) < 7. The models with anisotropic viscosity have higher temperatures by a factor
of ∼ 1.5 − 2 in the polar region near θ ∼ ±45◦. This temperature difference is even larger
at large radii (see Fig. 4.7)
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Figure 4.9: Top: Heat flux (color scale, normalized by ρc3s) and magnetic field lines (solid
lines) for the one-loop configuration at t = 1500GM/c3, for the simulations including only
heat conduction with φ = 1 (left) and φ = 8 (right). Bottom: Heat flux (left, same
color scale as top panels) and pressure anisotropy (right, color scale, normalized by b2),
with magnetic field lines for the simulation with the full EMHD model (with φ = 1). For
the full EMHD model, the heat flux is well below the saturated value of q = ρc3s and the
pressure anisotropy is almost everywhere close to either the mirror (∆P = b2/2) and firehose
(∆P = −b2) limits. The regions close to the mirror instability threshold are associated with
enhanced magnetic fields while those close to the firehose instability threshold have a lower
magnetic field strength. An animated visualization of the evolution of ∆P and q in the full
EHMD model is available online (http://afd-illinois.github.io/grim/gallery/).
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The key result here is that, in most of the evolved domain, pressure anisotropy saturates
at the mirror or firehose limits that are imposed in the model. Even in the funnel, where
∆P  b2/2, the pressure anisotropy is driven close to the mirror instability limit (for β  1,
∆Pmirror  b2/2). This shows that the flow strongly drives ∆P up against the instability
thresholds, and thus that the saturated state of the instabilities are relevant to the flow
evolution.
Furthermore, ∆P > 0 in nearly all regions in which the magnetic fields are large, and
there is a strong correlation between field strength and ∆P . As ∆P ∼ min (b2/2, P ), the
more strongly magnetized regions are also those where the absolute magnitude of the pressure
anisotropy is the strongest, and the regions with β ∼ 1 are those in which the viscous
stress can affect the evolution of the plasma the most. In the core of the disc, ∆P ∼
∆Pmirror ∼ b2/2 wherever the viscous and magnetic components of the stress-energy tensor
are dynamically important. From these observations, we can easily explain the evolution
of the global quantities studied in the previous section: the pressure anisotropy effectively
increases the magnetic stress and thus the heating by about 50%.
Fig. 4.10 shows the distribution of the pressure anisotropy (by rest mass) in the β, P⊥/P‖
plane, similar to Figure 1 in an analysis of solar wind data by Hellinger et al. (2006), while
Fig 4.11 (right panel) shows the spatial distribution of P‖/P⊥ at t = 1500GM/c3. Evidently
the bulk of the fluid is at ∆P > 0 (P⊥ > P‖). The dashed lines on Fig. 4.10 show the mirror
and firehose instability thresholds; a large fraction of the disc mass is at ∆P ≈ ∆Pmirror,
and a smaller but significant fraction of the disc is at ∆P ≈ ∆Pfirehose. In our simulations,
between 1200 < tc3/(GM) < 1700, 49% of the matter has (∆P/∆Pmirror) > 0.99, and 15%
of the matter has (∆P/∆Pfirehose) > 0.99. In more magnetized regions, the bias towards
P⊥ > P‖ is stronger, but a smaller fraction of the matter is pushed against the mirror and
firehose instability thresholds. The fraction of the matter close to these thresholds becomes
38% (mirror) and 2% (firehose) for β < 10, and 9% (mirror) and 0% (firehose) for β < 1. The
exact distribution of matter around the instability limits is controlled by the parameter ∆x,
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Figure 4.10: Distribution of the pressure anisotropy P⊥/P‖ and plasma β in the disc, for the
full EMHD model. The colour scale shows the total disc mass in a given bin, summed over
51 equally spaced snapshots of the simulation in the time interval 1200 < tc3/(GM) < 1700
and normalized by the mass in the most populated bin. The dashed black curve shows
the saturation amplitude of the mirror instability, ∆Pmirror, and the dot-dashed black curve
the saturation amplitude of the firehose instability, ∆Pfirehose. About half of the matter has
∆P > 0.99∆Pmirror.
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which has been chosen arbitrarily but should be calibrated by PIC models. Nevertheless,
it is evident that most of the plasma is driven up against the instability boundaries by the
flow.
What should we have expected for ∆P? The target pressure anisotropy is, from (4.17),
〈∆P0〉 = 〈3ρν
(
bˆµbˆν∇µuν − 1
3
∇µuµ
)
〉 ' 3ρν〈bˆµbˆν〉∇µuν (4.31)
where 〈〉 indicates a time average, and in the final estimate we have assumed that density,
viscosity, and velocity fluctuations are uncorrelated with magnetic field fluctuations. For
simplicity we will estimate 〈∆P0〉 far from the black hole, in the nonrelativistic regime, at the
disc midplane. The Keplerian angular speed Ω ∼ r−3/2 and taking Br and Bφ to temporarily
mean the field components in elementary spherical polar coordinates (orthonormal basis, not
coordinate basis),
〈∆P0〉 ' 9
2
ρνΩ
〈−BrBφ〉
〈B2〉 . (4.32)
The final, magnetic term is a geometrical factor known to be ∼ 1/4 from local, stratified
models of accretion disc turbulence (Guan et al., 2009). Evidently ∆P0 > 0 in the bulk of
the disc.
Using the closure model ν ∼ ψc2sτR and the nonrelativistic estimate ρc2s ' ΓP ,
〈∆P0〉
P
' 9
8
ψΓΩτR. (4.33)
We expect mirror instability if
9
8
ψΓ(ΩτR) &
1
β
(4.34)
(recall that β ≡ 2P/b2). For ψ = 2/3, Γ = 4/3, ΩτR = 1 we expect mirror instability if
β & 1, which is typically satisfied below about two disc scale heights. Therefore, we should
have expected mirror instability in the bulk of the disc.
What is perhaps surprising is that the corona and funnel of the disc are also predomi-
155
Figure 4.11: Left: Ratio of the pressure anisotropy ∆P to the theoretical threshold ∆PIC to
become unstable to the ion cyclotron instability, in regions where ∆P > ∆PIC (white regions
have ∆P < ∆PIC). We show results for the one-loop configuration at t = 1500GM/c
3. Right:
Ratio of the pressure parallel to and orthogonal to the magnetic field lines.
nantly mirror-unstable. However, the sign of ∆P in that region can be explained through
a fairly simple physical argument. The pressure anisotropy evolution depends on how b3/ρ2
varies with radius, with increasing b3/ρ2 leading to ∆P > 0 and the mirror/ion cyclotron in-
stabilities, while decreasing b3/ρ2 leads to ∆P < 0 and the firehose instability (see Appendix
A of Paper I). In the outflowing polar regions of the disc, the magnetic field is predominantly
toroidal, so that b ∝ r−1; a steady outflow with ρ ∝ r−2 thus should generically lead to the
mirror and ion cyclotron instabilities. For this reason it seems likely that the prominence of
instabilities associated with ∆P > 0 in both the midplane and polar outflows is generic.
We now return to the potential importance of the ion cyclotron instability. The left panel
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of Fig. 4.11 shows the ratio of ∆P to the threshold of the ion cyclotron instability ∆PIC.
Regions with ∆P < ∆PIC, in which the ion cyclotron instability can be self-consistently
neglected, are shown in white. Fig. 4.11 shows that the region in which the temperature is
larger because of viscosity is also where ∆PIC . ∆P . It is possible that the flow structure,
and in particular the heating of the outflows, would be different if ∆P saturated at ∆PIC.
Although this is not observed in the solar wind, it would be valuable to better understand
why this is not the case, and what is the precise influence of the ion cyclotron instability
on the evolution of the low collisionality plasmas in RIAFs (see Sironi & Narayan 2015 for
studies along this line). As a first test, in our 2D simulations, we can force ∆P to saturate at
the ion cyclotron instability threshold ∆PIC. Naturally, this leads to changes in the results
presented in Fig. 4.10, with highly magnetized regions now being limited to ∆P < ∆PIC. We
also observe a mildly thicker and hotter corona, but not at a level at which any systematic
effect could reasonably be claimed from our 2D simulations.
4.4.3 Heat Conduction
Heat conduction can have a dramatic effect when q ∼ ρc3s ≡ the saturated heat flux. In
this case standard estimates show that conduction can erase temperature gradients on a
timescale of order of the dynamical time. Fig. 4.9 shows that when conduction is included in
the model but viscosity is not, q/(ρc3s) is typically 1%−10%. Larger q/(ρc3s) are preferentially
present in the hot polar regions.
In order to understand why the heat flux is only a small fraction of the saturated value, we
examine q/(ρc3s) ≈ q0/(ρc3s) ≈ (φτR/cs)bˆµqisoµ , with qisoµ = −(∇µΘ + Θuν∇νuµ). qisoµ would be
the expected heat flux if heat conduction occurred in all directions, instead of being limited
to follow magnetic field lines. Fig. 4.12 (middle and right panels) shows that (φτR/cs)bˆ
µqisoµ
is indeed typically 1%− 10% in the disc. The left panel of Fig. 4.12 shows the estimated q
without the projection of qisoµ on the magnetic field direction bˆ
µ. We observe that q then easily
reaches its expected saturation value. This demonstrates that the comparatively low values
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of the heat flux arise in part because the temperature gradients are nearly orthogonal to the
magnetic field: an isotropic prescription for the heat flux would yield q/(ρc3s) ∼ 1. But is
the misalignment of the field and temperature gradient somehow driven by the conduction
itself? The middle and right panels show the expected q estimated from an ideal MHD
simulation and in a conduction-only EMHD model with φ = 1. Since they are similar, we
conclude that the lack of field-aligned temperature gradients is not driven by conduction.
The simplest explanation for the misalignment between the temperature gradient and
magnetic field is that the field is nearly toroidal, as in almost all simulations of magnetized
turbulence in discs. Meanwhile the temperature gradient is entirely poloidal in our ax-
isymmetric models. In fully three dimensional models it seems likely that the temperature
gradient will remain nearly poloidal, but there is a possibility that the resulting configuration
is subject to the magneto-thermal instability (MTI; Balbus 2000). If the MTI is vigorous
enough to control the orientation of the field in some parts of the flow, then this conclusion
could change.
The relative unimportance of the heat flux may depend on our somewhat arbitrary choice
φ = 1. Could a larger φ change the disc structure significantly? To test this, we evolved
a model with φ = 8. Fig. 4.9 shows that this indeed causes the heat flux to rise and get
closer to saturation, at least in the more strongly magnetized regions of the disc and in the
low-density outflows. We have verified, however, that these larger φ models do not have a
significantly different magnetic energy, temperature profile, or outflows, except for a modest
increase in the temperature of the low-density regions at r > 10GM/c2. This might be
expected because of more efficient energy transport between the inner and outer regions
of the disc in regions where the radial component of the magnetic field dominates. The
magnetic field lines late in the simulation, observable in Fig. 4.9, are also remarkably similar
for φ = 1 and φ = 8. It appears that, at least in axisymmetry, the conclusion that heat
conduction has little impact on the global properties of the disc is quite robust.
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Figure 4.12: Expected ratio of the heat flux to the saturated heat flux for isotropic conduc-
tion, with saturated regions shown in white (left) and for anisotropic conduction in the ideal
MHD simulation (middle) and in the simulation with conduction turned on (right). This
comparison shows that the suppression of the heat flux relative to the saturated value is
primarily due to the small projection of the temperature gradient along magnetic field lines.
4.4.4 Full EMHD Model
The structure of the full EMHD model simulations are very similar to those obtained when
pressure anisotropy is included but conduction is turned off. This is not surprising given the
results of the previous two sections.
In fact, the coupling between the pressure anisotropy and the heat flux through the
shared effective collision timescale τR causes the effects of heat conduction in the core of the
disc to be even smaller in the full EMHD model than in the simulations evolving only the
heat flux. The saturation of the pressure anisotropy, due to either the firehose or mirror
instabilities, causes a strong increase in the effective collision rate, and thus (because of
our closure model) a decrease in τR. This not only stops ∆P from becoming larger than
the mirror/firehose thresholds, but also significantly reduces the heat flux q. This is clearly
visible in Fig. 4.9, which shows that q can be an order of magnitude lower in the EMHD
simulation than in the simulation modeling only heat conduction.
Quantitatively, we find that the effective collision timescale satisfies τR ∼ (βΩ)−1 when
β & 1, thus reducing the heat flux by a factor of β−1 in high-density regions. This dependence
of the scattering rate on β is seen in kinetic simulations of velocity space instabilities in a
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shearing plasma (e.g., Kunz et al. 2014). It follows simply from the fact that the scattering
rate required to maintain a given value of ∆P/P is τ−1R ∼ Ω∆P/P ∼ Ωβ.
The exception to our observation of reduced conduction in models with viscosity is at the
funnel wall, where the temperature is larger in the simulations with viscosity (see Fig. 4.9).
Larger temperature gradients in that region cause the heat flux to be more important than
in the absence of viscosity, and close to its saturated value. The effect of the heat flux is
thus largest in the low-density, hot regions at the disc-funnel interface. It is as yet unclear
whether this plays an important role in the radiative properties of the disc; that will depend
on the electron thermodynamics (Moscibrodzka et al. 2014; Ressler et al. 2015).
To conclude our analysis of the full EMHD model, we look at the component of the stress-
energy tensor responsible for radial transport of angular momentum, T rφ .
6 Time-averaged
values of some of its components, integrated over angles, are shown in Fig. 4.13. We use
T rφ,mag = b
2uruφ − brbφ (4.35)
T rφ,vis = Π
r
φ. (4.36)
Note that the magnetic stresses are comparable in the ideal MHD an EMHD simulations,
so that the total stress is larger in the EMHD simulations because of the contribution from
viscosity.
4.4.5 Dependence on Initial Field Geometry
As a test of the robustness of the results discussed in the previous sections, we consider a
different initial configuration in which the initial field has two loops rather than one (see
Fig. 4.2; Nloops = 2). We find that the conclusions reached for the one-loop configuration
largely carry over to the two-loop configuration. The increased heating and accretion due to
6T rφ is not gauge-invariant. However, it can still be used to extract useful information about the relative
importance of viscous and magnetic transport.
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Figure 4.13: Magnetic and viscous contributions to T rφ , a measure of the source of angular
momentum transport in the disc. Here we integrate over all polar angles and average over
time within the interval 1200 < tc3/(GM) < 1700. We show results for the ideal MHD
and EMHD simulations. Outside of the innermost stable circular orbit, the viscous shear
contributes to angular momentum transport at 20%−50% of the level of the magnetic shear.
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Figure 4.14: Left: Heat flux (color scale, normalized by ρc3s) and magnetic field lines (solid
lines) for the two-loop configuration at t = 1500GM/c3, for the full EMHD model. Right:
Pressure anisotropy (color scale, normalized by b2) and magnetic field lines (solid lines) for
the same simulation at the same time. The results for the two-loop configuration are very
similar to the one-loop results shown in Fig. 4.9.
viscous stress is confirmed in the two-loop configuration, with about ∼ 50% more outflow in
the full EMHD model than in the ideal MHD model. The two-loop configuration exhibits
no clear differences in mass outflow between the viscous EMHD and full EMHD models.
Fig. 4.14 shows that our conclusions regarding the saturation of the pressure anisotropy
apply to the two-loop configuration as well: in most of the disc, and in all regions of strong
magnetic fields, we have ∆P ≈ ∆Pmirror, and thus ∆P ∼ b2/2 in high-density regions. The
heat flux is slightly larger than in the one-loop configuration, at least in the inner disc, with
q at & 10% of its saturated value when we do not evolve the pressure anisotropy. But q
is strongly suppressed in the full EMHD model because of the reduction in τR (increase in
effective collisionality) associated with ∆P being pushed up against the mirror-instability
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boundary.
4.4.6 Resolution Study
In three dimensional simulations of disc turbulence with an “implicit closure” (no explicit
dissipation) a quasi-steady state can be reached with a sustained, turbulent magnetic field
that is nearly independent of resolution, at least at currently accessible resolutions (Shiokawa
et al., 2012). In axisymmetry this is not the case. It is known that the saturation and
eventual decay of the magnetic field is a non-convergent transient (Guan & Gammie, 2008).
In addition, the regions of the initial configuration in which the MRI is resolved are also
resolution dependent, unless the seed magnetic field is very large or the grid spacing is smaller
than used in the present study. At our standard resolution we have only ∼ 30 grid points
across a wavelength of the fastest growing mode of the MRI in the small portion of the disc
where it is easiest to resolve (i.e., for the one-loop configuration, at the border between the
magnetized and unmagnetized regions around r = 8GM/c2).
Accordingly, the global evolution of the disc varies with resolution. More rapid accretion,
stronger outflows, and a larger entropy generation are observed at high resolution, and of
course the high-resolution simulation shows the growth of turbulence on smaller length scales.
The most striking effect of resolution is shown on Fig. 4.15. The heating of the outflows
is clearly not converged in 2D simulations, and increases at higher resolution. The disc
and outflows cover a wider opening angle, while the highly magnetized funnel is nearly a
factor of 2 smaller at our highest resolution than at our standard resolution. This is true
both for the simulations using the full EMHD model (shown in Fig. 4.15), and in ideal
MHD. The enhanced heating of the outflows in the EMHD simulations does not converge
away as resolution increases, and thus non-ideal effects may affect the temperature, mass
and geometry of the outflows and the opening angle of the strongly magnetized funnel;
but in axisymmetry the impact of numerical resolution on the heating of the funnel wall is
comparable to the impact of non-ideal effects. Accordingly, the exact importance of that
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Figure 4.15: Time and radius averaged temperature as a function of latitude for the one-
loop configuration in the time interval 1200 < tc3/(GM) < 1700 and radius interval
4 < r/GM/c2 < 7, at three numerical resolutions. The higher-resolution simulations show
stronger heating, particularly in the outflow regions, and a more strongly collimated jet.
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effect can only be determined through high-resolution 3D simulations.
Despite these differences and the limitations of axisymmetric simulations, we note that
the main conclusions of this work are unaffected by numerical resolution. The pressure
anisotropy and heat conduction behave similarly at all resolutions: the pressure anisotropy
saturates at ∆P ∼ ∆Pmirror in most of the disc and in the funnel, while the heat flux
remains well below its saturation value. This is as much agreement as we can expect in 2D
simulations.
4.5 Conclusions
We have presented a first assessment of the differences between the global evolution of
radiatively inefficient black hole accretion flows modeled as ideal magnetized fluids, and
as weakly collisional plasmas. The weakly collisional model is expected to be a better
representation of discs accreting well below the Eddington limit, and can thus improve
our understanding of slowly accreting black holes. This includes the majority of observed
accreting black holes, e.g., the particularly important sources Sgr A∗ and M87.
In our extended MHD model of weakly collisional plasmas, described in Paper I, the
deviations from ideal MHD are taken into account through the inclusion of a heat flux along
magnetic field lines and an anisotropic viscous shear. The latter is equivalent to the inclusion
of a difference between the pressure along and orthogonal to magnetic field lines. Our current
implementation models a single fluid, best interpreted as the ions in RIAF models, since the
ions generally dominate the pressure.
Our extended magnetohydrodynamics model is covariant, stable, and causal. In the non-
relativistic limit and for slowly varying pressure anisotropies and heat fluxes, it reduces to
Braginskii’s theory of weakly collisional magnetized plasmas. In our model, the magnitude
of the non-ideal effects is set by the effective collision rate in the plasma. A high collision
rate implies small deviations from an ideal fluid model, while a low collision rate implies
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larger pressure anisotropies and heat fluxes. True Coulomb collisions are very rare in the
plasmas of interest in RIAFs. However, linear kinetic theory calculations and particle-in-cell
simulations show that large pressure anisotropies (∆P & b2/2 or ∆P . −b2), can cause the
growth of small-scale instabilities (e.g. the mirror, firehose, and ion cyclotron instabilities).
These increase the effective collision rate in the plasma in such a way that the pressure
anisotropy saturates at ∆P ∼ b2/2 (or ∆P ∼ −b2). This corresponds roughly to an effective
collision timescale τR ∼ (Ωβ)−1, at least for β & 1.
Our simulations show that in weakly collisional accretion discs, the pressure anisotropy
grows rapidly, up to the threshold for the mirror instability, in most of the disc and in
the low-density, highly magnetized polar regions. The viscous stress is then comparable
in magnitude and sign to the Maxwell stress, causing O(1) effects on the evolution of the
disc. This conclusion is similar to that reached by Sharma et al. (2006) and Riquelme
et al. (2012) based on local shearing box fluid simulations and particle-in-cell simulations,
respectively. Our conclusions apply not just to the disc midplane, however, but also to the
highly magnetized polar regions.
In our calculations, the pressure anisotropy increases both the angular momentum trans-
port and the heating of the disc. The latter is particularly noticeable in the disc outflows
observed at the boundary between the disc and the magnetized polar regions, and could
influence the emission produced by RIAFs.
The heat flux, by comparison, has only small effects on the disc thermodynamics and
structure, at least in our axisymmetric simulations. This is in part because temperature
gradients are largely orthogonal to the magnetic field lines, while particles only transport
energy efficiently along magnetic field lines. In addition, the saturation of the pressure
anisotropy causes a decrease in the effective collision timescale of the plasma to τR ∼ (βΩ)−1
when the plasma β−parameter satisfies β & 1. In high-density regions, the fluid is thus
effectively more collisional, and the heat flux is suppressed by an additional factor of β−1.
Whether these effects still suppress the heat flux in 3D, however, is an important open
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question.
An important limitation of this study is that all our simulations are axisymmetric. Al-
though we expect that our main conclusions are robust because they can be understood using
simple physical arguments, the use of axisymmetric simulations prevents us from providing
reliable predictions of the steady-state behavior of discs in the weakly collisional model.
Our conclusions are instead based on directly comparing ideal fluid and weakly collisional
simulations. In order to be able to connect these results with observations of RIAFs, 3D
simulations will be required. In addition, our current model does not treat the ions and
electrons separately, while in a collisionless plasma the ions and electrons are out of ther-
mal equilibrium. The single-fluid model used here effectively follows the properties of the
ions, which is probably appropriate for determining the global properties of the disc in most
cases. But the observable characteristics of the disc largely depend on the properties of the
electrons. A two-fluid model like that developed in Ressler et al. (2015) is thus necessary to
directly connect simulations and observations.
Finally, it is worth noting that in regions in which β . 1, including the potentially im-
portant polar outflows, the plasma is predicted to be unstable to the ion cyclotron instability
based on linear instability thresholds derived for a bi-Maxwellian distribution function. We
have not included the ion cyclotron instability in our standard model of the enhanced col-
lisionality due to velocity space instabilities because measurements in the solar wind show
that the plasma pressure anisotropy readily exceeds these nominal bounds (Kasper er al.,
2002; Hellinger et al., 2006). However, if the ion cyclotron instability is in fact important in
RIAF models, this could impact the pressure anisotropy and thermodynamics of the disc,
particularly in the polar regions. In our 2D simulations, those differences are however weaker
than the first order effect of the use of the EMHD model.
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