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Abstract
In the present study we highlight some results related to the oscillation for
high order nonlinear generalized neutral difference equation in the following form
∆ℓ
(
a(k)∆m−1ℓ z(k)
)
+ q(k)f(x(k − ρℓ)) = 0,
where z(k) = x(k) + p(k)x(τ(k)).
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1. Introduction
The difference equations are defined based on the operator ∆ given in the form
of ∆u(k) = u(k + 1)− u(k) for k ∈ N = {0, 1, 2, 3, · · · }. Many researchers made
significant contribution in the related studies, see ([1], [13]-[16]). However, in the
development of ∆
∆u(k) = u(k + ℓ)− u(k), k ∈ R, ℓ ∈ N(1), (1)
we can not see too much progress.
Recently many researchers studying the oscillatory and asymptotic behavior
of solutions of higher order neutral type involving ∆, as these equations naturally
arise in several applications including in population dynamics. Here, we generalize
the results obtained earlier via the generalized difference operator ∆ℓ for the
1
generalized neutral difference equations involving the operator ∆ℓ. Many authors
studied to find sufficient conditions that ensure all solutions including the bounded
solutions of neutral type are oscillatory, see ([2], [12], [15], [17] - [21]). But none
have attempted to generalize these results using the operator ∆ℓ for the neutral
type.
In this study, we consider
∆ℓ
(
a(k)∆m−1ℓ z(k)
)
+ q(k)f(x(k − ρℓ)) = 0, k ≥ k0 (2)
and we have identified sufficient conditions for the solutions to be oscilatory so that
either of the following true
∞∑
r=0
1
a(k0 + j + rℓ)
=∞ or
∞∑
r=0
1
a(k0 + j + rℓ)
<∞.
2. Some Preliminary Requisites
In this section, we recall some definitions, lemmas and theorems that will be
useful during the development of the study.
Definition 2.1. [10] Let u(k), k ∈ [0,∞) be a real or complex valued function and
ℓ ∈ (0,∞). Then, the operator ∆ℓ is defined as
∆ℓu(k) = u(k + ℓ)− u(k). (3)
and is called generalized difference operator and rth order is given by
∆rℓu(k) = ∆ℓ(∆ℓ(. . . (∆ℓu(k))))︸ ︷︷ ︸
r times
. (4)
Definition 2.2. [10] Let u(k) be a real or complex valued function and ℓ ∈ (0,∞).
Then, the inverse of operator ∆ℓ denoted by ∆
−1
ℓ is defined as
If ∆ℓv(k) = u(k), then v(k) = ∆
−1
ℓ u(k) + cj , (5)
where cj is a constant for all k ∈ Nℓ(j), j = k −
[
k
ℓ
]
ℓ.
Lemma 2.3. [10] If a real valued function u(k) is defined for k ∈ [k0,∞), then
∆−1ℓ u(k) =
[ k−k0ℓ ]∑
r=1
u(k − rℓ) + cj , (6)
where cj is a constant for k ∈ Nℓ(j), j = k − k0 −
[
k−k0
ℓ
]
ℓ.
Theorem 2.4. If ∆ℓv(k) = u(k) for k ∈ [k0,∞) and j = k − k0 −
[
k−k0
ℓ
]
ℓ, then
v(k)− v(k0 + j) =
[ k−k0−j−ℓℓ ]∑
r=0
u(k0 + j + rℓ).
Proof. The proof follows from Definition 2.2,and Lemma 2.3 and cj = v(k2+ j). 
Lemma 2.5. [9] Let u(k) and v(k) be defined on [k0,∞). Then,
∆ℓ{u(k)v(k)} = u(k+ℓ)∆ℓv(k) +v(k)∆ℓu(k) = u(k)∆ℓv(k)+v(k+ℓ)∆ℓu(k) (7)
for all k ∈ [k0,∞) and j = k − k0 −
[
k−k0
ℓ
]
ℓ.
Lemma 2.6. [9] Let u(k) be defined on [0,∞) and k0 ∈ [0,∞). Then,
∆mℓ u(k) =
n−1∑
i=m
(k − k0)
(i−m)
ℓ
(i−m)!ℓ(i−m)
∆iℓu(k0 + j)
+
k−k0−j
ℓ
−n+m∑
r=0
(k − k0 − j − rℓ− ℓ)
(n−m−1)
ℓ
(n−m− 1)!ℓn−m−1
∆nℓ u(k0 + j + rℓ), (8)
where k
(n)
ℓ = k(k−ℓ)(k−2ℓ) . . . (k−(n−1)ℓ) for all k ∈ [k0,∞), j = k−k0−
[
k−k0
ℓ
]
ℓ
and 0 ≤ m ≤ n− 1.
Lemma 2.7. [11] Let 1 ≤ m ≤ n− 1 and u(k) be defined on Nℓ(k0). Then,
(1) lim inf
k→∞
∆mℓ u(k) > 0 implies lim
k→∞
∆iℓu(k) =∞, 0 ≤ i ≤ m− 1.
(2) lim sup
k→∞
∆mℓ u(k) < 0 implies lim
k→∞
∆iℓu(k) = −∞, 0 ≤ i ≤ m− 1.
Lemma 2.8. Let u(k) be defined on Nℓ(k0), and u(k) > 0 with ∆
n
ℓ (k) is of constant
sign on Nℓ(k0) and not zero. Then, there ∃ an integer m, 0 ≤ m ≤ n with n +m
odd for ∆nℓ (k) ≤ 0 or n+m even for ∆
n
ℓ (k) ≥ 0 and such that m ≥ 1 implies
∆iℓu(k) > 0 for all large k ∈ Nℓ(k0), 1 ≤ i ≤ m− 1 (9)
and m ≤ n− 1 implies
(−1)m+i∆iℓu(k) > 0 for all k ∈ Nℓ(k0), m ≤ i ≤ n− 1. (10)
for all large n ∈ Nℓ(k0) and n ≥ N .
Proof. There are two possible cases to consider.
Case 1. ∆mℓ u(k) ≤ 0 on Nℓ(k0). First we prove that ∆
n−1
ℓ u(k) > 0 on Nℓ(k0). If
not, there ∃ some k1 ≥ k0 in Nℓ(k0) such that ∆
n−1
ℓ u(k1) ≤ 0. As ∆
n−1
ℓ u(k) > 0
is decreasing and not identically constant on Nℓ(k0), there ∃ k2 ∈ Nℓ(k1) such that
∆n−1ℓ u(k) ≤ ∆
n−1
ℓ u(k2) ≤ ∆
n−1
ℓ u(k1) ≤ 0 for all k ∈ Nℓ(k2), But, from Lemma 2.7
we find limk→∞ u(k) = −∞ which is a contradicts to u(k) > 0. Thus, ∆
n−1
ℓ u(k) > 0
on Nℓ(k0) and there ∃ a smallest integer m, 0 ≤ m ≤ n− 1 with n +m odd and
(−1)m+i∆iℓu(k) > 0 on Nℓ(k0), m ≤ i ≤ n− 1. (11)
Next let m > 1 and
∆m−1ℓ u(k) < 0 on Nℓ(k0), (12)
then once again form Lemma 2.7 it follows that
∆m−2ℓ u(k) < 0 on Nℓ(k0). (13)
Inequalities (11)-(13) can be unified to
(−1)(m−2)+i∆iℓu(k) > 0 on Nℓ(k0), m− 2 ≤ i ≤ n− 1, (14)
which is contrary to the definition of m. So, (12) fails and ∆m−1ℓ u(k) ≥ 0 on Nℓ(a).
From (11), ∆m−1ℓ u(k) is non-decreasing and hence limk→∞∆
m−1
ℓ u(k) > 0. If m > 2,
we find from Lemma 2.7 that limk→∞∆
i
ℓu(k) =∞, 1 ≤ i ≤ m−2. Thus, ∆
i
ℓu(k) > 0
for all large k ∈ Nℓ(k0), 1 ≤ i ≤ m− 1.
Case 2. ∆nℓ u(k) ≥ 0 on Nℓ(k0). Let k3 ∈ Nℓ(k2) be such that ∆
n−1
ℓ uk3 ≥ 0, then
since ∆n−1ℓ u(k) is non-decreasing and not identically constant. There exists some
k4 ∈ Nℓ(k3) such that ∆
n−1
ℓ u(k) > 0 for all k ∈ Nℓ(k4). Thus, limk→∞∆
n−1
ℓ u(k) > 0
and from Lemma 2.7 limk→∞∆
i
ℓu(k) = ∞, 1 ≤ i ≤ n − 2 and so ∆
i
ℓu(k) > 0 for
all large k in Nℓ(k0), 1 ≤ i ≤ n − 1. This proves the theorem m = n. In case
∆n−1ℓ u(k) < 0 for all k ∈ Nℓ(k0), we find from Lemma 2.7 that ∆
n−2
ℓ u(k) > 0 for all
k ∈ Nℓ(k0). The proof will be as in Case 1. 
Lemma 2.9. Let u(k) be defined on Nℓ(k0), and uk > 0 with ∆
n
ℓ u(k) ≤ 0 on Nℓ(k0)
and not zero. Then, for a large integer k1 in Nℓ(k0) and k ∈ Nℓ(k1)
u(k) ≥
(k − k1)
(n−1)
(n− 1)!ℓn−1
∆n−1ℓ u(2
n−2k) (15)
where k
(n)
ℓ = k(k − ℓ)(k − 2ℓ) · · · (k − (n− 1)ℓ). Now if {u(n)} is increasing, then
u(k) ≥
1
(n− 1)!ℓn−1
(
k
2n−2
)(n−1)
∆n−1ℓ u(k) for all k ≥ 2
n−2k. (16)
Proof. Lemma 2.8 follows that (−1)n+i∆iℓu(k) > 0 and ∆
i
ℓu(k) > 0 for large k in
Nℓ(k0), say, for all k ≥ k1 in Nℓ(k0), 1 ≤ i ≤ m − 1. Using these inequalities, we
obtain
−∆n−2ℓ u(k) = −∆
n−2
ℓ u(∞) +
∞∑
r=0
∆n−1ℓ u(k + rℓ)
≥
k
ℓ∑
r=0
∆n−1ℓ u(k + rℓ) ≥
1
ℓ
∆n−1ℓ u(2k)(k)
(1)
ℓ
∆n−3ℓ u(k) = ∆
n−3
ℓ u(∞)−
∞∑
r=0
∆n−2ℓ u(k + rℓ)
≥
1
ℓ
k
ℓ∑
r=0
(k + rℓ)
(1)
ℓ ∆
n−1
ℓ u(2(k + rℓ)) ≥ ∆
n−1
ℓ u(2
2k)
1
2!ℓ2
(k)
(2)
ℓ
· · · · · · · · ·
∆mℓ u(k) ≥ ∆
n−1
ℓ u(2
n−m−1k)
1
(n−m− 1)!ℓn−m−1
(k)
(n−m−1)
ℓ .
Next, we get
∆m−1ℓ u(k) = ∆
m−1
ℓ u(k1 + j) +
k−k1−j−ℓ
ℓ∑
r=0
∆mℓ u(k1 + j + rℓ)
≥
k−k1−j−ℓ
ℓ∑
r=0
(k1 + j + rℓ)
(n−m−1)
(n−m− 1)!ℓn−m−1
∆n−1ℓ u(2
n−m−1(k1 + j + rℓ))
≥
(k − k1)
(n−m)
(n−m)!ℓn−m
∆n−1ℓ u(2
n−m−1(k)),
which completes the proof. 
Lemma 2.10. Consider that
∞∑
r=0
1
a(k + j + rℓ)
=∞ (17)
and let {x(k)} be a positive solution for (2). Then ∃ k1 ≥ k0 such that
z(k) > 0,∆ℓz(k) > 0,∆
m−1
ℓ z(k) > 0 and ∆
m
ℓ z(k) ≤ 0 for all k ≥ k1
Proof. Since {x(k)} is a positive solution for eq. (2) there is k ≥ k0 such that
x(k) > 0 and xτ(k) > 0 for all k ≥ k1. Then by the definition of z(k), we have
z(k) > 0 for all k ≥ k1. From the equation (1), we also have
∆ℓ
(
a(k)∆m−1ℓ z(k)
)
= −q(k)f(x(k)− ρℓ) < 0 for all k ≥ k0. (18)
Therefore a(k)∆m−1ℓ z(k) < 0 for all k ≥ k1. Since a(k) > 0, eventually we have
either ∆m−1ℓ z(k) < 0 or ∆
m−1
ℓ z(k) > 0. We shall prove that ∆
m−1
ℓ z(k) > 0. If not,
then ∃ c < 0 such that
a(k)∆m−1ℓ z(k) ≤ c < 0 for all k ≥ k1.
then it follows
∆m−2ℓ z(k)−∆
m−2
ℓ z(k1) ≤ c
k−k1−j−ℓ
ℓ∑
r=0
1
a(k1 + j + rℓ)
.
Letting k → ∞ in the last inequality, we see that ∆m−2ℓ z(k) → −∞. That is
∆m−2ℓ z(k) < 0 eventually. Now ∆
m−2
ℓ z(k) < 0 implies ∆
m−3
ℓ z(k) < 0. If we Continue
this process we get z(k) < 0, it is a contrary to assumption. Thus ∆m−1ℓ z(k) > 0.
Moreover {a(k)} is positive and increasing and ∆ℓ
(
a(k)∆m−1ℓ z(k)
)
< 0 for all k ≥
k1, we have ∆
m
ℓ z(k) ≤ 0 for all k ≥ k1. 
Lemma 2.11. [5] The first order generalized difference inequality
∆ℓy(k) + p(k)y(k − ρℓ) ≤ 0
eventually has no positive solution if
lim inf
k→∞
k−(k−ρℓ)−j−ℓ
ℓ∑
r=0
p(k − ρℓ + j + rℓ) >
(
ρℓ
ρℓ+ 1
)ρℓ+1
(19)
or
lim sup
k→∞
k−(k−ρℓ)−j
ℓ∑
r=0
p(k − ρℓ+ j + rℓ) > 1. (20)
3. Oscillatory Results
In this section, we introduce a few sufficient conditions for oscillatory solutions
for eq. (2). Throughout this study we consider
P (k) = min{q(k), q(τ(k))}, Q(k) = LP (k), and δ(k) =
∞∑
r=0
1
a(k + j + rℓ)
.
Theorem 3.1. Let δ(k) =∞. If
∞∑
r=0
P (k + j + rℓ) =∞, (21)
then every solution {x(k)} of eq. (2) is oscillatory.
Proof. Let {x(k)} be a non-oscillatory solution for eq. (2). We may assume without
loss of generality that {x(k)} is a positive solution of equation (2). Then ∃ a k1 ≥ k0
such that x(k) > 0, x(τ(k)) and x(k − ρℓ) > 0 for all k ≥ k1. Then from Lemma
2.10, we have z(k) > 0, ∆ℓz(k) > 0, ∆
m−1
ℓ z(k) > 0 and ∆
m
ℓ z(k) ≤ 0 for all k ≥ k1.
Now, using (c4) in equation (2), we see that
∆ℓ
(
a(k)∆m−1ℓ z(k)
)
= −q(k)f(x(k − ρℓ)) ≤ −Lq(k)x(k − ρℓ) < 0 ∀ k ≥ k1. (22)
Therefore a(k)∆m−1ℓ z(k) is decreasing. Also from the last inequality, we have
∆ℓ
(
a(k)∆m−1ℓ z(k)
)
+ Lq(k)x(k − ρℓ) + p∆ℓ
(
a(τ(k))∆m−1ℓ z(τ(k))
)
+ Lq(τ(k))px(τ(k − ρℓ) ≤ 0, ∀ k ≥ k1. (23)
That is
∆ℓ
(
a(k)∆m−1ℓ z(k)
)
+ LP (k)z(k − ρℓ) + p∆ℓ
(
a(τ(k))∆m−1ℓ z(τ(k))
)
≤ 0. (24)
Now by summing up from k1 to k − ℓ, we obtain
a(k)∆m−1ℓ z(k)− a(k1)∆
m−1
ℓ z(k1) + L
k−k1−j−ℓ
ℓ∑
r=0
P (k1 + j + rℓ)z(k1 + j + rℓ− ρℓ)
+ pa(τ(k))∆m−1ℓ z(τ(k))− pa(τ(k1))∆
m−1
ℓ z(τ(k1)) ≤ 0 ∀ k ≥ k1. (25)
That is
L
k−k1−j−ℓ
ℓ∑
r=0
P (k1 + j + rℓ)z(k1 + j + rℓ− ρℓ) ≤ a(k1)∆
m−1
ℓ z(k1)− a(k)∆
m−1
ℓ z(k)
− pa(τ(k))∆m−1ℓ z(τ(k)) + pa(τ(k1)∆
m−1
ℓ z(τ(k1) ≤ 0 for all k ≥ k1. (26)
Since ∆ℓz(k) > 0 and z(k) > 0 there ∃ a constant c ≥ 0 such that z(k − ρℓ) ≥ c for
all k ≥ k1 and using the monotonicity of a(k)∆ℓz(k) in the last inequity and letting
k →∞, we get
L
k−k1−j−ℓ
ℓ∑
r=0
P (k1 + j + rℓ)z(k1 + j + rℓ− ρℓ) <∞, (27)
which leads to contradiction with (21). Thus the proof is complete. 
Example 3.2. Consider
∆ℓ
(
k∆m−1ℓ (x(k) + (k − 1)(x(k + 4ℓ)))
)
+ 2m−2
[
4k2 + 2ℓ(m+ ℓ)k + (m+ 1)ℓ2
]
x(k − 3ℓ) = 0, k ≥ 3ℓ (28)
where m ≥ 2 is an even integer. Here p(k) = k − 1 > 0, a(k) = k, ρ = 3 and
q(k) = 2m−2 [4k2 + 2ℓ(m+ ℓ)k + (m+ 1)ℓ2].
Thus all conditions in the Theorem 3.1 are satisfied and is oscillatory. Indeed
{x(k)} = {(−1)⌈
k
ℓ ⌉} is the one oscillatory solution for eq. (28)
Remark 3.3. In Theorem 3.1 no conditions were imposed on the sequence {τ(k)}.
That is, τ(k) could be of delay or advanced type.
Theorem 3.4. Consider δ(k) =∞ and τ(k) = k + τ . If either
lim inf
k→∞
ρℓ−j−ℓ
ℓ∑
r=0
(k − 2ρℓ+ j + rℓ)m−1Q((k − ρℓ) + j + rℓ)
a(k + j + rℓ− 2ρℓ)
≥
β
λ
(
ρℓ
1 + ρℓ
)ρℓ+1
(29)
or
lim sup
k→∞
ρℓ−j
ℓ∑
r=0
(k + j + rℓ− 2ρℓ)m−1Q(k + j + rℓ− ρℓ)
a(k + j + rℓ− 2ρℓ)
≥
β
λ
, (30)
where λ ∈ (0, 1) and β = (1 + p)(m− 1)!ℓm−1, then the solution {x(k)} for eq. (2)
is oscillatory.
Proof. Now asumme {x(k)} is a non-oscillatory solution for equation (2). We can
consider without loss of generality that there ∃ k1 ≥ k0 such that x(k) > 0, x(τ(k)) >
0 and x(k − ρℓ) > 0 for all k ≥ k1. Now proceeding as in the previous theorem, we
obtain (24). That is,
∆ℓ
(
a(k)∆m−1ℓ z(k)
)
+ LP (k)z(k − ρℓ) + p∆ℓ
(
a(τ(k))∆m−1ℓ z(τ(k))
)
≤ 0. (31)
Now, since ∆m−1ℓ z(k) > 0, ∆
m
ℓ z(k) ≤ 0, using Lemma 2.9 there ∃ k2 ≥ k1 such that
∆ℓ
(
a(k)∆m−1ℓ z(k)
)
+Q(k)
1
(m− 1)!ℓm−1
(
k − ρℓ
2m−2
)m−1
∆m−1ℓ z(k − ρℓ)
+ p∆ℓ
(
a(τ(k))∆m−1ℓ z(τ(k))
)
≤ 0. for all k ≥ k2 ≥ 2
m−2. (32)
Put u(k) = a(k)∆m−1ℓ z(k). Then u(k) > 0 and ∆ℓu(k) ≤ 0 and the last inequality
becomes
∆ℓ (u(k) + pu(τ(k))) +
λQ(k)
(m− 1)!ℓm−1
(
(k − ρℓ)m−1
a(k − ρℓ)
)
u(k − ρℓ) ≤ 0, (33)
for all k ≥ k2, for every λ, where 0 < λ =
(
1
2m−2
)m−1
< 1.
Now set w(k) = u(k) + pu(τ(k)). Then w(k) > 0 and since u(k) is decreasing and
having τ(k) = k + τ ≥ k, thus we have
w(k) ≤ (1 + p)u(k). (34)
Using (34) in (33), we notice that w(k) is a positive solution of
∆ℓw(k) +
λQ(k)
(m− 1)!ℓm−1
(
(k − ρℓ)m−1
(1 + p)a(n− ρℓ)
)
w(k − ρℓ) ≤ 0, for all k ≥ k2. (35)
Now there are two possibilities either (29) or (30) holds.
Case(i). If (29) holds, then by using the Lemma 2.11 we obtain the inequality
(35) which has no positive solution, and that is again a contradictory.
Case(ii). If the condition (30) holds, by Lemma 2.11 we confirm that the
inequality (35) has no positive solution, which inturn is also a contradiction.
Thus the proof is now completed. 
Example 3.5. Consider the equation
∆ℓ
(
k∆m−1ℓ (x(k) + (x(k + 2ℓ)))
)
+ 2m(2k + ℓ)x(k − 3ℓ) = 0, k ≥ 3ℓ (36)
where m ≥ 4 is an even integer and here p(k) = 1 > 0, a(k) = k,
q(k) = 2m(2k + ℓ), τ(k) = k + 2ℓ and ρ = 3.
It is not so difficult to see that all conditions in Theorem 3.4 are satisfied and thus
every solution of equation (36) is oscillatory. Indeed {x(k)} = {(−1)⌈
k
ℓ ⌉} is a one
of such oscillatory solution of equation (36)
Theorem 3.6. Assume that δ(k) =∞ and k − ρℓ ≤ τ(k) ≤ k. If either
lim inf
k→∞
ρℓ−j−ℓ
ℓ∑
r=0
(k + j + rℓ− 2ρℓ)m−1Q(k + j + rℓ− ρℓ)
a(k + j + rℓ− 2ρℓ)
< β
(
ρℓ
1 + ρℓ
)ρℓ+1
(37)
or
lim sup
k→∞
ρℓ−j
ℓ∑
r=0
(k + j + rℓ− 2ρℓ)m−1Q(k + j + rℓ− ρℓ)
a(k + j + rℓ− 2ρℓ)
< β, (38)
where β = (1 + p)(m − 1)!ℓm−1, then every solution {x(k)} of equation (2) is
oscillatory.
Proof. Similiar to the previous proof, we consider {x(k)} is a non-oscillatory solution
of equation (2). Then assume {x(k)} is a positive solution of equation (2). It follows
that there is an integer k1 ≥ k0 such that x(k) > 0, x(τ(k)) > 0 and x(k − ρℓ) > 0
for all k ≥ k1. Now proceeding as in the previous theorem, we obtain
∆ℓ (u(k) + pu(τ(k)))+
λQ(k)
(m− 1)!ℓm−1
(
(k − ρℓ)m−1
a(k − ρℓ)
)
u(k−ρℓ) ≤ 0, ∀ k ≥ k1. (39)
Put w(k) = u(k) + pu(τ(k)). Then w(k) > 0. Since u(k) is decreasing, we have
w(k) = u(k) + pu(τ(k)) ≤ (1 + p)u(k) for τ(k) ≤ k. (40)
using (40) in (39), we get
∆ℓw(k) +
λQ(k)
(m− 1)!ℓm−1
(
(k − ρℓ)m−1
(1 + p)a(n− ρℓ)
)
w(τ−1(k − ρℓ)) ≤ 0, ∀ k ≥ k1. (41)
Thus {w(k)} is a positive solution and satisfies the inequality (41). Similarly, we
have two cases as follows:
Case(i). If (37) holds, then by using Lemma 2.11 we obtain the inequality (41)
which has no positive solution, it is also a contradiction.
Case(ii). If the condition (38) holds, thus Lemma 2.11 confirms that the
inequality (41) has no positive solution, is again a contradictory.
These complete the proof. 
Example 3.7. Consider the equation
∆ℓ
(
k∆m−1ℓ (x(k) + (k + 1)(x(k − ℓ)))
)
+ 2m−2
[
4k2 + (2ℓ+ 2mℓ)k + (m+ 1)ℓ2
]
x(k − 3ℓ) = 0, k ≥ 3ℓ (42)
where m > 3 is an odd integer. Here p(k) = k + 1 > 0, a(k) = k, ρ = 3 and
q(k) = 2m−2 [4k2 + (2ℓ+ 2mℓ)k + (m+ 1)ℓ2], τ(k) = k − ℓ.
The conditions in Theorem 3.6 are satisfied and thus every solution of equation
(42) is oscillatory. Indeed the solution {x(k)} = {(−1)⌈
k
ℓ ⌉} is oscillatory for (42).
Theorem 3.8. Assume that δ(k) < ∞ and k − ρℓ ≤ τ(k) ≤ k. If either (37) or
when τ−1(k−ρℓ) is non-decreasing with (38) holds and for sufficiently large k1 ≥ k0
lim sup
k→∞
k−k0−j−ℓ
ℓ∑
r=0
[
λδ(k0 + j + rℓ)Q(k0 + j + rℓ)(k0 + j + rℓ− ρℓ)
m−2
(m− 2)!
−
(1 + p)
4a(k0 + j + rℓ+ ℓ)δ(k0 + j + rℓ+ ℓ)
]
=∞, (43)
then every solution {x(k)} of equation (2) is oscillatory.
Proof. Let {x(k)} be a non-oscillatory and be a positive solution for equation (2).
Then there ∃ an integer k1 ≥ k0 such that x(k) > 0, x(τ(k)) > 0 and x(k − ρℓ) > 0
for all k ≥ k1. From equation (2) we see that ∆ℓ
(
a(k)∆m−1ℓ z(k)
)
≤ 0 for all
k ≥ k1. Since {a(k)} is positive, ∆
m−1
ℓ z(k) is of one sign for all k ≥ k1.
Case(i): Suppose ∆m−1ℓ z(k) > 0 eventually, the proof is similar to the Case (i)
in Theorem 3.6 and hence we omit the details.
Case(ii): Suppose ∆m−1ℓ z(k) < 0 eventually, then by Lemma 2.8, we have
∆m−2ℓ z(k) > 0 and ∆ℓz(k) > 0. Now define w(k) by
w(k) =
a(k)∆m−1ℓ z(k)
∆m−2ℓ z(k)
for all k ≥ k2 ≥ k1. (44)
Then w(k) < 0 and
∆ℓw(k) =
∆ℓ
(
a(k)∆m−1ℓ z(k)
)
∆m−2ℓ z(k)
−
a(k + ℓ)∆m−1ℓ z(k + ℓ)
∆m−2ℓ z(k + ℓ)∆
m−2
ℓ z(k)
∆m−1ℓ z(k) for all k ≥ k2.
Since a(k)∆m−1ℓ z(k) is decreasing and ∆
m−2
ℓ z(k) is increasing, we have
∆ℓw(k) ≤
∆ℓ
(
a(k)∆m−1ℓ z(k)
)
∆m−2ℓ z(k)
−
w2(k + ℓ)
a(k + ℓ)
. (45)
Using the decreasing nature of a(k)∆m−1ℓ z(k) we have
a(l)∆m−1ℓ z(l) ≤ a(k)∆
m−1
ℓ z(k) for all l ≥ k ≥ k2.
Divide the above inequality by a(l) and then sum it from k to l − ℓ, we obtain
∆m−2ℓ z(l)−∆
m−2
ℓ z(k) ≤ a(k)∆
m−1
ℓ z(k)
l−k−j−ℓ
ℓ∑
r=0
1
a(k + j + rℓ)
.
Letting l →∞, we obtain
0 ≤ ∆m−2ℓ z(k) + a(k)∆
m−1
ℓ z(k)δ(k)
or − 1 ≤
a(k)∆m−1ℓ z(k)δ(k)
∆m−2ℓ z(k)
= w(k)δk ≤ 0 for all k ≥ k2. (46)
Define v(k) by
v(k) =
a(τ(k))∆m−1ℓ z(τ(k))δ(k)
∆m−2ℓ z(k)
for all k ≥ k2. (47)
We have v(k) ≤ 0 and
− 1 ≤ v(k)δ(k) ≤ 0 for all k ≥ k2. (48)
From (47), we get
∆ℓv(k) =
∆ℓ
(
a(τ(k))∆m−1ℓ z(τ(k))
)
∆m−2ℓ z(k)
−
a(τ(k + ℓ))∆m−1ℓ z(τ(k + ℓ))
∆m−2ℓ z(k + ℓ)∆
m−2
ℓ z(k)
∆m−1ℓ z(k)
≤
∆ℓ
(
a(τ(k))∆m−1ℓ z(τ(k))
)
∆m−2ℓ z(k)
−
v2(k + ℓ)
a(τ(k + ℓ))
. (49)
Combining (45) and (49), we obtain
∆ℓw(k) + p∆ℓv(k) ≤
∆ℓ
(
a(k)∆m−1ℓ z(k)
)
∆m−2ℓ z(k)
−
w2(k + ℓ)
a(k + ℓ)
+ p
∆ℓ
(
a(τ(k))∆m−1ℓ z(τ(k))
)
∆m−2ℓ z(k)
− p
v2(k + ℓ)
a(τ(k + ℓ))
.
Using (24) in the last inequality, we have
∆ℓw(k) + p∆ℓv(k) ≤
−LP (k)z(k − ρℓ)
∆m−2ℓ z(k)
−
w2(k + ℓ)
a(k + ℓ)
− p
v2(k + ℓ)
a(τ(k + ℓ))
. (50)
Now from Lemma 2.9 we obtain
z(k − ρℓ) ≥
λ
(m− 2)!ℓm−2
(k − ρℓ)(m−2)∆m−2ℓ z(k − ρℓ). (51)
Since ∆m−1ℓ z(k) < 0 and k − ρℓ ≤ k, we have
∆m−2ℓ z(k) < ∆
m−2
ℓ z(k − ρℓ). (52)
Combining the inequalities (50), (51) and (52), we have
∆ℓw(k) + p∆ℓv(k) ≤
−λQ(k)(k − ρℓ)m−2
(m− 2)!ℓm−2
−
w2(k + ℓ)
a(k + ℓ)
− p
v2(k + ℓ)
a(k + ℓ)
. (53)
Multiplying (53) by δ(k) and summation is taken on the resulting inequality from
k2 to k − ℓ, we obtain
δ(k)w(k)− δ(k2)w(k2) +
k−k2−j−ℓ
ℓ∑
r=0
w(k2 + j + rℓ+ ℓ)
a(k2 + j + rℓ)
+ pδ(k)v(k)− pδ(k2)v(k2)
+ p
k−k2−j−ℓ
ℓ∑
r=0
v(k2 + j + rℓ+ ℓ)
a(k2 + j + rℓ)
+
k−k2−j−ℓ
ℓ∑
r=0
w2(k2 + j + rℓ+ ℓ)
a(k2 + j + rℓ+ ℓ)
δ(k2 + j + rℓ)
+
λ
(m− 2)!ℓm−2
k−k2−j−ℓ
ℓ∑
r=0
Q(k2 + j + rℓ)(k2 + j + rℓ− ρℓ)
m−2δ(k2 + j + rℓ)
+ p
k−k2−j−ℓ
ℓ∑
r=0
v2(k2 + j + rℓ+ ℓ)
a(k2 + j + rℓ+ ℓ)
δ(k2 + j + rℓ) ≤ 0. (54)
By nature {a(k)} increasing, and {δ(k)} decreasing thus the completion of square
yields
δ(k)w(k)− δ(k2)w(k2) + pδ(k)v(k)− pδ(k2)v(k2)
+
λ
(m− 2)!ℓm−2
k−k2−j−ℓ
ℓ∑
r=0
Q(k2 + j + rℓ)(k2 + j + rℓ− ρℓ)
m−2δ(k2 + j + rℓ)
−
1
4
k−k2−j−ℓ
ℓ∑
r=0
1
a(k2 + j + rℓ+ ℓ)δ(k2 + j + rℓ+ ℓ)
−
p
4
k−k2−j−ℓ
ℓ∑
r=0
1
a(k2 + j + rℓ+ ℓ)δ(k2 + j + rℓ+ ℓ)
≤ 0.
or
δ(k)w(k) + pδ(k)v(k)
+
k−k2−j−ℓ
ℓ∑
r=0
[
λQ(k2 + j + rℓ)(k2 + j + rℓ− ρℓ)
m−2δ(k2 + j + rℓ)
(m− 2)!ℓm−2
−
1 + p
4a(k2 + j + rℓ+ ℓ)δ(k2 + j + rℓ+ ℓ)
]
≤ δ(k2)w(k2) + pδ(k2)v(k2).
When we take limit supremum as k → ∞ in the last inequality, we deduce a
contradiction to (43). This completes the proof. 
Example 3.9. Consider the equation
∆ℓ
(
k(k + ℓ)∆m−1ℓ (x(k) + 4(x(k − 2ℓ)))
)
+ 5(2m)(k + ℓ)2x(k − 6ℓ) = 0, k ≥ 6ℓ (55)
where m ≥ 5 is an odd integer. Here p(k) = 4 > 0, a(k) = k(k + ℓ), ρ = 6 and
q(k) = 5(2m)(k+ℓ)2, τ(k) = k−2ℓ. Then all conditions in Theorem 3.8 are satisfied
and every solution oscillatory, indeed {x(k)} = {(−1)⌈
k
ℓ ⌉} is oscillatory.
Theorem 3.10. Let δ(k) <∞ and τ(k) ≥ k. If either (29) holds or τ−1(k − ρℓ) is
non-decreasing with (30) holds and for sufficiently large k1 ≥ k0
lim sup
k→∞
k−k0−j−ℓ
ℓ∑
r=0
[
λδ(k0 + j + rℓ)Q(k0 + j + rℓ)(k0 + j + rℓ− ρℓ)
m−2δ(τ(k0 + j + rℓ))
(m− 2)!ℓm−2
−
(1 + p)
4a(k0 + j + rℓ+ 1)δ(τ(k0 + j + rℓ+ 1))
]
=∞, (56)
where 0 < λ < 1 is a constant, and every solution {x(k)} of equation (2) is
oscillatory.
Proof. Consider {x(k)} be a non-oscillatory solution of equation (2). We shall prove
the case when {x(k)} is positive as for the case when {x(k)} negative is similar.
Since {x(k)} is positive there ∃ an integer k1 ≥ k0 such that x(k) > 0, x(τ(k)) > 0
and x(k − ρℓ) > 0 for all k ≥ k1. From equation (2), we see that {a(k)∆
m−1
ℓ z(k)}
is decreasing for all k ≥ k1. Then there are two cases for ∆
m−1
ℓ z(k), namely, either
∆m−1ℓ z(k) > 0 eventually or ∆
m−1
ℓ z(k) < 0 eventually.
Case(i). Suppose ∆m−1ℓ z(k) > 0 for all k ≥ k1, the proof is similar to the Case (i)
in Theorem 3.4 and thus the details are omitted.
Case(ii). Suppose ∆m−1ℓ z(k) < 0 for all k ≥ k1, Then Lemma 2.8, we have
∆m−2ℓ z(k) > 0 and ∆ℓz(k) > 0. Now define γ(k) by
γ(k) =
a(τ(k))∆m−1ℓ z(τ(k))
∆m−2ℓ z(k)
for all k ≥ k2 ≥ k1. (57)
Then γ(k) < 0 for all k ≥ k2. Since a(k)∆
m−1
ℓ z(k) is decreasing we have
a(τ(l))∆m−1ℓ z(τ(l)) ≤ a(τ(k))∆
m−1
ℓ z(τ(k)) for all l ≥ k ≥ k2.
Divide the last inequality by a(τ(l)) and sum it from k to l − ℓ, we obtain
∆m−2ℓ z(τ(l)) −∆
m−2
ℓ z(k) ≤ a(τ(k))∆
m−1
ℓ z(τ(k))
l−k−j−ℓ
ℓ∑
r=0
1
a(τ(k + j + rℓ))
. (58)
Letting l →∞, we obtain
0 ≤ ∆m−2ℓ z(τ(k)) ≤ a(τ(k))∆
m−2
ℓ z(τ(k))δ(τ(k)). (59)
Since ∆m−1ℓ z(k) < 0, ∆
m−1
ℓ z(k) is decreasing and therefore for τ(k) ≥ k, we have
∆m−2ℓ z(τ(k)) ≤ ∆
m−2
ℓ z(k). (60)
Combining the inequalities (59), (60) and (52), we have
− 1 ≤ v(k)δ(τ(k)) ≤ 0 for all k ≥ k2. (61)
Similarly defining w(k) by
w(k) =
a(k)∆m−1ℓ z(k)
∆m−2ℓ z(k)
for all k ≥ k2.
we get
− 1 ≤ w(k)δ(τ(k)) ≤ 0 for all k ≥ k2. (62)
Based on the proof of Theorem 3.8 we obtain (53). Multiply (53) by δ(τ(k)) and
then sum it form k2 to k − ℓ, we get
δ(τ(k))w(k)− δ(τ(k2))w(k2) +
k−k2−j−ℓ
ℓ∑
r=0
w(k2 + j + rℓ+ ℓ)
a(k2 + j + rℓ)
+ pδ(τ(k))v(k)
− pδ(τ(k2))v(k2) + p
k−k2−j−ℓ
ℓ∑
r=0
v(k2 + j + rℓ+ ℓ)
a(τ(k2 + j + rℓ))
+
k−k2−j−ℓ
ℓ∑
r=0
w2(k2 + j + rℓ+ ℓ)
a(τ(k2 + j + rℓ))
+
λ
(m− 2)!ℓm−2
k−k2−j−ℓ
ℓ∑
r=0
Q(k2 + j + rℓ)(k2 + j + rℓ− ρℓ)
m−2δ(τ(k2 + j + rℓ))
+ p
k−k2−j−ℓ
ℓ∑
r=0
v2(k2 + j + rℓ+ ℓ)
a(τ(k2 + j + rℓ))
≤ 0. (63)
Since {a(k)} increasing, and {δ(k)} decreasing and by using the completion of
square, we arrive at
δ(k)w(k)− δ(k2)w(k2) + pδ(k)v(k)− pδ(k2)v(k2)
+
λ
(m− 2)!ℓm−2
k−k2−j−ℓ
ℓ∑
r=0
Q(k2 + j + rℓ)(k2 + j + rℓ− ρℓ)
m−2δ(τ(k2 + j + rℓ))
−
1
4
k−k2−j−ℓ
ℓ∑
r=0
1
a(k2 + j + rℓ+ ℓ)δ(τ(k2 + j + rℓ+ ℓ))
−
p
4
k−k2j−ℓ
ℓ∑
r=0
1
a(k2 + j + rℓ+ ℓ)δ(τ(k2 + j + rℓ+ ℓ))
≤ 0.
or
δ(τ(k))w(k) + pδ(τ(k))v(k)
+
k−k2−j−ℓ
ℓ∑
r=0
[
λQ(k2 + j + rℓ)(k2 + j + rℓ− ρℓ)
m−2δ(k2 + j + rℓ)
(m− 2)!ℓm−2
−
1 + p
4a(τ(k2 + j + rℓ+ ℓ))δ(τ(k2 + j + rℓ+ ℓ))
]
≤ δ(τ(k2))w(k2) + pδ(τ(k2))v(k2).
By taking limit as k → ∞ in the last inequality and arrive at a result which is
contrary to (43). That completes the proof. 
Example 3.11. Consider the equation
∆ℓ
(
k(k − ℓ)∆m−1ℓ (x(k) + 2(x(k + 2ℓ)))
)
+ 3(2m)k2x(k − ℓ) = 0, k ≥ 2ℓ (64)
where m ≥ 4 is an even integer. Here p(k) = 2 > 0, a(k) = k(k−ℓ), q(k) = 3(2m)k2,
τ(k) = k − 2ℓ and ρ = 2. Since all conditions in Theorem 3.10 are satisfied, every
solution of equation (64) is oscillatory. Indeed {x(k)} = {(−1)⌈
k
ℓ ⌉} is the such
oscillatory solution.
4. Conclusion
The difference equations are interesting part of mathematics however dealing with
nth order difference equations is a tough task. In particular, discussing the oscillation
of solutions of ordinary difference equations is also not easy to handle. Further,
the delay and neutral difference equations it is still more complicated. Not many
results involving the oscillation of solutions of higher order difference equations for
both odd and even order difference equations involving ∆ are available. Results for
higher order difference equations for the generalized difference operator ∆ℓ are very
rare and researchers studying the oscillatory and asymptotic behavior of solutions
for higher order neutral difference equations involving ∆ difference operator. These
equations naturally arise in the applications such as in population dynamics. In
the present work, we generalize the early results by using the generalized difference
operator ∆ℓ. Many authors studied in order to find sufficient conditions that will
ensure all solutions oscillatory. In this work we have identified sufficient conditions
for the solutions to be oscilatory.
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