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Abstract
Neural networks offer distributed processing power, 
error correcting capability and structural simplicity of 
the basic computing element. Neural networks have been 
found to be attractive for applications such as 
associative memory, robotics, image processing, speech 
understanding and optimization. Neural networks are self- 
adaptive systems that try to configure themselves to store 
new information. This dissertation investigates two 
approaches to improve performance: better learning and
supervisory control. A new learning algorithm called the
Correlation Continuous Unlearning (CCU) algorithm is 
presented. It is based on the idea of removing undesirable 
information that is encountered during the learning 
period. The control methods proposed in the dissertation 
improve the convergence by affecting the order of updates 
using a controller.
Most previous studies have focused on monolithic 
structures. But it is known that the human brain has a
"bicameral" nature at the gross level and it also has
several specialized structures. In this dissertation, we 
investigate the computing characteristics of neural 
networks that are not monolithic being enhanced by a 
controller that can run algorithms that take advantage of
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the known global characteristics of the stored 
information. Such networks have been called bicameral 
neural networks. Stinson and Kak considered elementary 
bicameral models that used asynchronous control. New 
control methods, the method of iteration and bicameral 
classifier, are now proposed. The method of iteration uses 
the Hamming distance between the probe and the answer to 
control the convergence to a correct answer, whereas the 
bicameral classifier takes advantage of global 
characteristics using a clustering algorithm. The 
bicameral classifier is applied to two different models of 
eguiprobable patterns as well as the more realistic 
situation where patterns can have different probabilities.
The CCU algorithm has also been applied to a 
bidirectional associative memory with greatly improved 
performance. For multilayered networks, indexing of 




During the past decade, the approach of neural 
networks has been used by many artificial intelligence 
(AI) researchers who seek to achieve human-like 
performance in speech and image processing systems. The 
prime motivation for this is that neural networks offer 
distributed processing power, error correcting capability 
and structural simplicity of the basic computing element.
Traditional approaches in AI research include 
production systems, expert systems and frame or schema 
based systems, which are all rule-based structures. In a 
problem of increasing complexity, the only method 
available is to develop more rules, algorithms and more 
advanced searching methods. Neural networks offer a 
totally different approach. There are no explicitly stated 
rules and therefore the question of search does not arise. 
Furthermore, the time to solve a problem is essentially 
independent of problem size. Basically, neural networks 
are self-adaptive systems that try to configure themselves 
to new information (or knowledge) using "learning". When 
the system has to learn something, it tries to adjust the 
synaptic strengths of connections among neurons. It opens 
up the possibility that an information processing machine
1
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can learn new information by tuning its connections. On 
the other hand, in a conventional AI system one must 
formulate explicit rules. Another difference is that in 
neural networks information is distributed over the 
system, whereas in a conventional computer, it is stored 
at specific addresses in its entirety.
McCulloch and Pitts [McCu43] were the first to study 
neuron structures for computing in 1943. The next four 
decades saw applications of layered neural networks for 
pattern recognition. An influential recent work was the 
1982 paper by Hopfield [Hopf82], who proposed a model that 
could be worked asynchronously. In this model, a simple 
"sum of outer product" algorithm is used for the 
construction of synaptic weight matrix, which is basically 
the "Hebbian" rule of learning. It has two modes of 
operation. In the asynchronous mode, the network always 
converges to a fixed point, whereas in the faster 
synchronous operation, there is no guarantee of a fixed 
point. In terms of performance, about 0.15N memories, 
where N is the number of neurons, can be simultaneously 
remembered before error in retrieval is severe. Some of 
the inherent drawbacks of the model are listed below.
1. The retrieved memory may not be the nearest memory 
to the input in terms of Hamming distance. This is 
because, in the Hopfield model, the operations inside the 
network cannot be controlled. In other words, once the
probe is presented to the model, one must wait until a 
fixed point is reached; this may or may not be the right 
state. The need to have an asynchronous controller which 
guides the sequence of update operations to the correct 
fixed point with the help of local and global statistics 
was pointed out by Stinson and Kak [Stin88a]. A new neural 
network model was proposed that uses an asynchronous 
controller in the feedback loop. Whenever there is more 
than one neuron to update at any moment, the controller 
makes a choice considering global characteristics of the 
memories. While the controller is active, the Hopfield 
network is idle. Two algorithms for using the global 
statistics were presented: the algorithm Oracle and the
method of handles.
In an early bicameral model, the controller itself is 
not a neural network, and a conventional computer (i.e., a 
von Neumann machine) can serve the purpose. This hybrid 
approach was mentioned earlier in [Ru$ne86]. It was noticed 
that people do seem to have at least two modes of 
operation: one rapid, efficient, and subconscious
operation and the other slow, serial, and conscious 
operation. The normal operation of retrieval is controlled 
by the fast, subconscious part of the brain. On the other 
hand, the learning of new information is governed by the 
slow, conscious system. A conventional computer is 
appropriate for this conscious part, because it might need
global and local information and it has to handle complex 
learning algorithms.
2. The Hopfield model may .have "spurious" memories 
which are created because of interference among stored 
memories. Among them, there are complements to the 
originally stored memories and others which are linear 
combinations of some fixed points. Consequently, the model 
can converge to these wrong, stable points.
In the Hopfield model, each stable point, either an 
original or a spurious memory, forms an ailnactlon Latin 
that influences the dynamics of the probe. If the probe 
takes a wrong direction influenced by the attraction basin 
of a spurious memory, it might converge to a spurious 
memory.
In spite of all these problems, the Hopfield model is 
an attractive starting point for using neural networks. 
McEliece, et. al. [McEl87] and Abu-Mostafa and Jacques 
[AbuM85] analyzed the information capacity of Hopfield 
model using statistical arguments. McEliece, et. al. found 
that N/{log N) is the upper bound for the number of 
memories that can be stored in the Hopfield model with the 
Hebbian rule. Abu-Mostafa and Jacques showed that the 
number of patterns that one can store in the Hopfield 
model is bounded above by N. Their definition of the 
capacity m is that every set of m patterns that one wishes 
to store has an zero-diagonal weight matrix T such that
each pattern is a fixed point. This estimation was made 
without regard to the error correction capability of the 
Hopfield model. The capacity and performance of the 
Hopfield model with higher-order correlations were 
investigated by Prados [Prad88a] and Prados and Kak 
[Prad88c]. It was shown that with higher-order 
correlation, the Hopfield model can store up to 2 
states, where N is the number of neurons in the network. 
It is a significant improvement in terms of capacity. 
Amit, et. al. extended the Hopfield model to allow the 
storage and retrieval of biased patterns which demonstrate 
the level of activity among neurons [Amit87a]. They 
noticed the fact that pattern recognition usually deals 
with images in which the background presents a much larger 
area than the foreground. Such images are considered to 
have a low level of activity. They also examined the 
statistical mechanics of neural networks near saturation 
and the behavior of the Hopfield model with the number of 
patterns approaching its maximum capacity [Amit87b].
As mentioned before, neural networks are self- 
adaptive systems which try to reconfigure themselves 
according to incoming new information by adjusting the 
synaptic strengths of connections among neurons. This is 
called a learning process. Therefore, the learning 
algorithm plays a very important role in neural networks.
Although there are many variations, the following two 
learning algorithms are important: the Hebbian rule
[Hebb49] and the Widrow-Hoff (or the Delta) rule [Widr60]. 
The basic idea behind the Hebbian rule is as follows: if 
two neurons are highly active, the synaptic weight between 
them should be strengthened by "some" amount. The sum of 
the outer product, which is used in the Hopfield model, is 
a simple example of the Hebbian rule. The main reason why 
the capacity of the Hopfield model is so restricted is 
that as we store more information in the network, the 
simple Hebbian rule can make previously stored 
informations disappear. In 1960, Widrow and Hoff [Widr60] 
proposed a variation of the Hebbian rule, the Delta rule, 
which significantly improves the capacity of neural 
networks. The idea is that the amount of change in 
synaptic strength should be proportional to the difference 
between the weighted sum computed at a neuron and the 
value it should have. Prados and Kak investigated the 
capacity of the Hopfield model using the Delta-rule and 
concluded that more than N memories could be stored in the 
network [Prad89]. Ranter and Sompolinsky proposed a 
nonlocal learning rule that explicitly used the 
correlations among patterns [Kant87]. They noticed the 
problem of spurious memories that result from correlations 
among patterns.
There are two ways of improving the performance of 
neural networks. One is to improve the learning algorithm. 
The Delta rule significantly improves the performance over 
the Hebbian rule, although with an increased cost of 
implementation. Another new algorithm involving the
unlearning of spurious memories forms a major contribution 
of this dissertation and it will be presented in chapter
3. The other way to improve performance is to control the 
direction of convergence, as in a bicameral structure. Two 
control algorithms are presented in the subsequent
chapters: the bicameral classifier and the method of
iteration.
There are other types of neural networks in the 
literature such as the Hamming net, Grossberg's perceptron 
[Gros88] and Kohonen's model [Koho88]. Lippmann [Lipp87] 
has presented a taxonomy of these neural networks based on 
the characteristics of input and learning. Another
classification can be made on the types of neurons. There 
are three types of neurons in the neural network. In terms 
of functionality, each neuron does the same job, which is 
to receive inputs from its neighboring neurons and compute 
an output value which is sent out to its neighbors. But 
when we view the network as a black box, there exist 
input, output and hidden neurons. Input neurons receive 
information from the outside, i.e., a probe. Output 
neurons send the answer to the outside. Hidden neurons are
internal to the network and are invisible to the outside. 
They work on the internal representations which might be 
necessary in solving complex problems. Therefore, we can 
divide the neural networks into two classes: one which
employs hidden neurons and one which does not. Hopfield's 
associative memory model does not have hidden neurons, 
whereas the Hamming net utilizes them. Put another way, 
Hopfield's model has potentially full-bidirectional 
connectivity, whereas models with hidden neurons have no 
feedback.
A neural network without hidden neurons is described 
in Figure 1. Note that the number of input neurons can be 
different from that of output neurons. In this case, the 
configurations of input and output patterns are different. 
When we have the same configurations, input and output 
neurons can be combined and the representation of Figure 2 
can serve the same purpose. For an associative memory, the 
closeness between the input and output patterns is defined 
as the Hamming distance. But for other problems where the 
similarity structure of the input and output patterns are 
different, we need hidden neurons to produce the correct 
output patterns as shown in Figure 3. The hidden neurons 
can perform the encoding of internal representation or 
intermediate computation which is not visible to the 
outside. Various problems that require hidden neurons are 
discussed in [Rume86]. They also generalize the Delta-rule
9
INPUT NEURONS OUTPUT NEURONS
Figure 1
Neural Network without Hidden Neurons
INPUT OUTPUT
Figure 2
Neural Network without Hidden Neurons
1 0
Figure 3
Neural Network with Hidden Neurons
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for learning in neural networks with hidden neurons, which 
is known as the "Backpropagation algorithm".
The Hamming net works on binary inputs and uses the 
Hamming distance during its operation. It gives a better 
performance and a smaller number of connections among 
neurons than the Hopfield model. One problem with this net 
is that when two states are at the same Hamming distance 
from the input state, it does not converge to either of 
them and goes into an infinite loop.
One of the advantages of the Hamming net over the 
Hopfield model is that it does not suffer from problems of 
complement and spurious states. Furthermore, it can be 
modified as an unsupervised pattern classifier using the 
"leader clustering" algorithm [Hart75]. It has two 
substructures called iowe/z. ju&n&t and maxne.t. The lower 
subnet computes the total number of components in a 
pattern minus the Hamming distance to those stored 
patterns, and passes these distance values to the maxnet. 
The maxnet selects the largest value among them, which 
thus represents the closest stored pattern to the input. 
But this model does not incorporate any learning method. 
When it receives a new memory, it simply provides an 
additional number of neurons and makes the necessary 
connections.
Now consider the architecture of neural networks. 
Current studies have focused on monolithic structures. It
12
is well known that the human brain has a "bicameral" 
nature at the gross level, and several specialized 
structures. In this dissertation, we investigate the 
computing characteristics of neural networks that are not 
monolithic, being enhanced by a controller that can run 
algorithms that take advantage of the known global 
characteristics of the stored information. Such networks 
have been called bicameral neural networks [Stin88a, 
Stin88b]. Since these networks approach the functioning of 
the human brain in a certain sense, we expect that our 
models would be useful in AI problems that require higher 
level reasoning.
Chapter 2 provides the biological background and 
implication of the bicameral model and defines the 
structure and functionality of this model. Bicameral 
networks are comprised of two separate networks that have 
different structures and cannot be replaced by a 
monolithic structure. This requirement is essential 
because otherwise we could combine them into a monolithic 
network. It also discusses the Hopfield model and two 
learning rules: the Hebbian rule and Delta rule.
Chapter 3 presents a new learning algorithm, called 
the method of Correlation Continuous Unlearning (CCU), 
that involves the unlearning of spurious memories and has 
been shown to be superior in performance to the Hebbian 
rule and the Delta rule. We also discuss the capacity of
13
various learning rules and how the inclusion of a self­
feedback loop affects the capacity of the Hopfield model.
The Stinson and Kak's bicameral model [Stin88a, 
Stin88b] used asynchronous control. The original model was 
not exactly a bicameral network, because one of the two 
subnetworks was not implemented as a neural network. In 
later work [Stin88b, Kak89a, Kak89b], they did show how 
information can be indexed in a neural network, which 
makes it possible for neural networks to implement many 
standard algorithms like the ones that are run on the 
synchronous controller. In chapter 4, we present a more 
advanced bicameral network which can be used for pattern 
recognition. The network L is the Hopfield model as an 
associative memory, and network R is an image categorizer 
based on the Hamming .net. The network R processes 
information at a higher level of abstraction i\ 
network L in making decisions regarding which neuron to 
update. The bicameral classifier is applied to two 
different models. In one model, it is assumed that every 
pattern has the same probability of occurrence. The other 
model represents more realistic situation where patterns 
can have different probabilities.
Chapter 5 presents a new control algorithm based on 
the Hamming distance that we call the method of iteration. 
It has been shown that this method significantly enhances 
performance.
Chapter 6 draws a comparison between the Hopfield 
model and multilayered networks. The CCU algorithm has 
also been applied to Bidirectional Associative Memory 
(BAM) with greatly improved performance. For multilayered 
networks, the usefulness of indexing patterns to system 
performance is examined.
Chapter 7 summarizes the results of the dissertation 
and suggests areas for future research.
Chapter Two 
Background
Early studies of neural network considered either a 
monolithic feedback structure or hierarchical or layered 
structures in which information (or signals) flows only in 
one direction. The visual processing system of the brain 
is often seen to be layered [Hube62, Hube74]. On the other 
hand a feedback structure may be viewed as a concatenation 
of a series of layered structures. The bicameral network 
is a feedback structure with a controller.
Stinson and Kak [Stin88a] introduce an elementary 
bicameral structure for improving the convergence of the 
Hopfield model, but they use a conventional computer to 
implement several algorithms. In this work, we study 
advanced bicameral networks which can be used for pattern 
recognition problems.
2.1. Structure of a Bicameral Network
A bicameral neural network consists of two 
subnetworks, network L and R as shown in Figure 4. Both 
networks have different structures and perform different 
tasks. One of the essential conditions is that these 
networks can not be replaced by a single network. In one




of the proposed models, network L is the asynchronous 
Hopfield model and network R is an image classifier which 
will assist network L in making decision of choosing a 
neuron to update.
2.2. The Biological Basis of Neural Networks
One of the main attractions of the neural network 
approach is the structural simplicity of its basic 
computational unit. The human brain is known to have many 
billions of brain cells, and all the intelligent behavior 
emerges from the interactions of a large number of simple 
brain cells. The most appealing characteristic of a neural 
network is its capability of generalization or 
abstraction. It is believed that human memory and learning 
seem to rely on the formulation of summary representations 
that generalize from specific experiences [Rume86]. Also, 
the error correction capability of the neural network is 
important. Neural networks are robust and relatively 
insensitive to missing or erroneous information. Human 
cognition appears to, function well in the event of 
ambiguity, incompleteness and false information.
The neural network approach was inspired by what we 
know about the way the human brain works. The basic 
elements of neural networks are neurons and synaptic 
interconnections. The human brain is believed to contain
1 8
approximately 12 billion neurons and each neuron has about 
60,000 dendritic connections [Jack85], So the human brain 
is far from being fully connected, whereas in our model as 
an associative memory, we define the neural network to be 
so. There are other neural network models which do not 
require this condition [Rume8 6 , Gros8 8 , Lipp87]. 
Biologists are still not close to discovering the complete 
structure and the functionality of the human brain, but 
many broad characteristics are well-understood. We will 
first present a brief introduction to neurons and synapses 
from the perspective of the human brain.
2.2.1. Neurons
The neuron, or nerve cell, has thousands of dendritic 
connections which receive incoming information from 
neighboring neurons. It also has axonal branches to 
transmit information to other neurons. The axon branches 
out to create synapses on the dendrites of neighboring 
neurons. The idealized structure of a neuron is drawn in 
Figure 5. It is not yet completely known how a neuron 
processes incoming information and transmits an output 
signal to other neurons, but from the view of neural 
networks, we usually define the neuron as a thresholding 
unit characterized by two states, either +1 (firing or 
active state) or -1 (inactive state). Though we define the
Figure 5
The Idealized Structure of a Neuron
20
state of a neuron as binary valued, it can be non-binary 
or continuous.
2.2.2. Synapses
Synapses carry information signals from the axons of 
a neuron to the dendrites of other neurons. The 
information transfer across synapses in the cerebral 
cortex of the human brain is carried out by chemical 
transmitters. Broadly, there are two types of synapses, 
excitatory and inhibitory. In neural networks, these types 
are represented by synaptic strengths. A detailed 
discussion may be found in [Rume8 6 ].
2.2.3. Learning
It is not fully known how humans learn, memorize and 
forget information, but in neural networks the learning 
process implies an initialization or modification of 
synaptic strengths. There are two modes of learning for a 
neural network: supervised and unsupervised. Supervised
learning requires an input and target vector. The input 
vector is presented to the neural network; its output 
vector is now compared to the target vector and if there 
is any discrepancy, the neural network goes into an 
iterative learning phase again modifying synaptic
21
strengths until the desired output can be produced. In
unsupervised learning, there is no target vector, and the 
neural network is assumed to learn the input without the 
help from the outside, self-organizing itself until it 
produces a consistent output. This unsupervised learning 
is more difficult, but from a certain point of view it is
more realistic, because often in many applications, we do
not have target vectors.
2.2.4. Types of Memory in the Human Brain
From the AI point of view, the human brain is the 
ultimate model as an efficient memory storage and
retrieval system. How humans store and retrieve
informations is still poorly understood. Psychologists 
define three types of memory [Jack85]. Se.nion.y In-f-c.wu -r jrn
Storage, lasts only tenths of a second. It serves to retain
fleeting sensory data until the central nervous system 
processes it. Sho/ii. 7e.Jim Me.m.on.y lasts about 30 seconds. We' 
do not model these two types of memory on artificial
neural networks, but the information stored in neural 
networks can be seen as Long 7&/im fle.mo/iy. Humans appear to 
lose old information after a certain period of time. 
Artificial neural networks may be trained by different 
learning algorithms that will be discussed later.
22
2.2.5. Structure of the Human Brain
It is well-known that at a gross level, the human 
brain consists of two hemispheres: the left and right
brain [Spri81]. Figure 6 shows the symmetric structure of 
the human brain: the left and right brain and the corpus 
callosum, which is the communication medium. Despite the 
symmetric structure, the functionality of the two brains 
are quite asymmetric. Psychologists have found out that 
most people are left-dominant for speech. In other words, 
the left brain is responsible for their capabilities to 
hear, understand and speak language. The right brain 
reacts to stimuli and controls emotion and subconscious 
activities.
Neurologists have found out that the control of the 
body's basic movement and sensation is evenly divided 
between the two hemispheres. A lot of research has been 
done using patients who have brain damage. Also, numerous 
studies indicate that there are rather discrete areas of 
each hemisphere for visual, auditory, olfactory, 
gustatory, and somatic perceptions [Jack85],
2.3. The Hopfield Model
In 1982, Hopfield proposed a neural network model 
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Figure 6
Bicameral Structure of the Human Brain
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feedback neural network that serves as a content- 
addressable memory [Hopf82]. We begin by describing the 
Hopfield model.
1) It consists of an arbitrary number of neurons, N.
2) Each neuron contains one bit of information. The state 
of a neuron is either +1 or -1 . Each neuron is connected 
to every other neurons in the network (i.e., completely 
connected) by arcs which carry weights (or synaptic 
strengths). These weights, designated T^^, are represented 
by an N by N matrix, T. The construction of T constitutes 
a learning algorithm. In his original work, Hopfield used 
a simple Hebbian rule, which we will discuss later. In 
this work, we consider two forms of learning, the simple 
Hebbian rule and a variant of the Delta learning rule.
3) A state of the network is represented by a vector 
(x1 , * 2  where x.̂ denotes the current state of neuron
4) The computation takes place at each neuron using a 
simple thresholding rule, and all neurons have zero as the 
value of their threshold. The new state x^’ is determined 
as follows:
i .
+1 if E£Li Tji * Xj > 0
— 1 otherwise.
25
The new state for the network is determined after all 
neurons carry out this computation. It can be done either 
in a synchronous or in an asynchronous manner. If all 
neurons determine their new values simultaneously, the 
network is said to have a Aynch./ionou4 updating. On the 
other hand, if each neuron computes its value one at a 
time, it is an ci.6yn.ch/Lon.ou4 updating.
It was shown by Hopfield that an asynchronous network 
guarantees a stable (or fixed) point [Hopf82], In other 
words, the network always converges to a stable state. 
Hopfield showed that for any symmetric weight matrix T, 
one can always reach a fixed point in the asynchronous 
Hopfield model [Hopf82], He proved that for each update, 
the energy, — Yhj Tij * X{ * Xj, does not increase. Similarly 
it can be proven by showing that the correlation, 
C = TX * X = £ t. Tij * Xi * Xj , is non-decreasing, yet it 
guarantees strong correlation between the probe c. .he 
final answer only when we pick the best to update among 
several choices. When this is not done, the correlation 
between x and the final answer might decrease, i.e., 
C < 0, as shown in Figure 7.
2.4. Learning Rules
We begin by storing information in the neural network 
so as to find responses to probes (or inquiries) later.
(sgnTX) =  X'
Figure 7
Correlations in Asynchronous Hopfield Model
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Since the weight matrix represents all the stored 
information, although not in the original form, the 
construction algorithm is crucial to the performance of 
the network. Several different learning rules have been 
described in the literature [Rume8 6 , Mins8 8 ], but the most 
important ones are the Hebbian rule and the Delta-rule.
2.4.1. The Hebbian Rule
Hebb described the following simple concept which is 
basic to many learning rules in his 1949 book [Hebb49]:
If two neurons are simultaneously excited (or 
highly active), increase the synaptic strength of the 
connection between them.
Hopfield used the following simple form of the 
Hebbian rule of learning [Hopf82]:
Step 1) Initialize matrix T with 0's.
Step 2) Compute the outer product of information vector
to store.
Step 3) Add it to the matrix T.
Step 4) Repeat steps 2 and 3 until no more information to
store.
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The flow diagram of the Hebbian rule is shown in 
Figure 8 . One restriction which Hopfield implemented is 
that the diagonals of T should be zero = 0 for all
i). This means that no neuron has a self-feedback loop. By 
the nature of this construction, the weight matrix is 
symmetric. Additional learning can be take place easily, 
which is not easy in the case of the Delta-rule discussed 
next. But this simple Hebbian rule used in the Hopfield 
model has some serious disadvantages.
First, it can produce a wrong answer, i.e., a fixed
point which is not the closest one to the probe. Second,
it generally contains a complement state to the original 
memory. Third, it can have spurious states as stable
points which are neither original memories nor 
complements.
Another disadvantage of the Hebbian rule is that if 
we store too many memories, we might lose some previously 
stored memories and have spurious memories that we do not 
intend to store. Because of all these problems, the 
performance of the Hopfield model is not satisfactory.
About 0.15N memories can be stored before the error rate 
for retrieval becomes severe [McE187].
HEBBIAN RULE
VES




Tij := Tij ♦ (2Xi-l)*(2Xj-l) 
FOR i <> j
Figure 8 
The Hebbian Learning Rule
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2.4.2. The Delta Rule
As mentioned before, the Delta-rule is variant of 
the Hebbian learning rule, and it is often called Widrow- 
Hoff rule [Widr60]. The basic idea is that the amount of 
learning, i.e., the amount of change in synaptic strength, 
should be proportional to the difference between the 
actual activation value achieved and the target value. The 
following equation illustrates the idea of the Delta-rule.
Tij = L * < V U  “ ai(t)} * °j<t)
where
T ^  is the amount of change in the synaptic strength
of arc between neuron i and j,
L is the given learning rate (0 < L < 1),
t^(t) is the target activation value of neuron i at
time t,
(t) is the actual activation value of neuron i at 
time t, and
Oj(t) is the output state of neuron j at time t.
Depending on the choice of learning rate and the ■ 
implementation of t, a and o, one can have many variants 
of the Delta-rule. Our version of the Delta-rule works as 
follows:
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Step 1) Initialize T with zero's. Set V = [ ].
Step 2) Compute the outer product of the information
vector to store and add the information vector to 
V.
Step 3) Add the outer product to matrix T.
Step 4) Set V' equal to V.
Step 5) If V' is empty, then go to Step 2. Otherwise, pick
a state, S, out of V' and run the Hopfield model
to get the answer, A.
S = (s1, s2, , sN )
A = (a1 , a2 ,----, aN )
If s^ = a^ for all i, then go to Step 5.
Otherwise, set T.. = T. . + L * (s. -a.) * s. forlj ij 1 1  j
all i, j and go to Step 4.
Figure 9 describes the Delta-rule. Generally, the
Delta-rule adjusts the entries of the weight matrix in
small steps (or increments), whereas the Hopfield model 
uses +1 or -1 as the amount of change. The Delta-rule
performs better than the simple Hebbian rule because the
weight matrix carries only the necessary amount of
strength rather than multiples of +1 's and -1 's.
Furthermore, with the simple Hebbian rule, we might erase 
the previous stored memory when we have too many memories, 
because interference between memories which are too close 






RUN THE HOPFIELD MODEL 
UITK S TO GET A
INITIALIZE Tij TO 6 
SET LEARNING RAIE.L.
Tij Tij * (2Xi-l)»(ZXj-l)
j Tij := tij * L * tSi - Ai)«Sj 
| FOR ALL i j
I
Figure 9 
The Delta Learning Rule
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of the Delta rule may not be symmetric and can have non­
zero diagonals. The Delta-rule significantly improves the 
performance of the Hopfield model as shown in the tables 
later, but when the simple Hebbian rule does not erase 
previously stored memories, the Delta-rule behaves exactly 
the same as the Hebbian rule. Note that the Delta-rule is 
constructed to retain all original memories.
One disadvantage of the Delta-rule over the simple
Hebbian learning rule used in the original Hopfield
network is that we have to keep all stored memories in the 
controller to check whether they remain as fixed points or 
not. Whenever we adjust the we take the risk of
erasing some of those learned memories; whereas in the 
Hebbian rule, we don't have to keep previous learned
memories. Furthermore, the cost of construction is
significantly higher than that for the Hebbian iv 
rule.
2.4.3. Convergence of the Delta Rule
In their paper [Widr60], Widrow and Hoff introduced
an iterative algorithm for solving a set of linear
equations. Their idea was originally proposed for the 
adaptive signal processing problem. Since the neural 
network is basically a self-adaptive system, we can modify 
their solution for our model, which is known as the
34
Widrow-Hoff or Delta rule. The next equation describes 
their algorithm.
Tijit +  1) =  Tijit) +  L  * (Si{t) -  ili(O ) * 5 i (0
where ̂ 4,(i) = SyLi (0
S is the target vector, and
A is the output vector from the neural network.
Proof of Convergence
Assume that e((£) is defined as S^(t) - A^(t).
Then Si(l) =  Si(t) -  E ?  Tij(t) .  Sy(() .
If we define As,{t) as the difference between e,-(i) and
£i(t + l) f
Aet(i) = £i(t + 1) - e,-(()
= {Si(t  + 1) -  5.-(0) -  U i(t + 1) -  ^i(O)
= -  E  + 1) -  r« (0) * %(*)
since £i(t + 1) is equal to 5»(i)
= - SyLi L * M O  * £j(0 * Sj(0 
= -L*-£3 = lK SAt)i*^t)
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Since the term [-£ * Ŷ f-i <Sy(i)2] < 0 r we can conclude 
that ey(i) eventually converges to zero. In other words, 
we can have a stable T matrix which has S as a fixed 
point.
It is shown that if the input patterns are linearly 
independent, a solution, i.e., the set of coefficients T, 
exists. If they are not linearly independent, the 
algorithm can be modified with the variable learning rate, 
L(t) = L / t and converge to a solution which is not 
unique in this case.
This algorithm essentially minimizes the sum of 
squared errors where the error, E = S^(t) - A^{t). In
other words, the iterative algorithm will converge to a 
solution which minimizes ||S — T * S||2 .
Chapter Three 
A New Learning Algorithm
There are two ways of improving the performance of 
neural networks. One is to improve the learning algorithm. 
Up to now, we have discussed the simple Hebbian rule and 
the Delta-rule. The Delta-rule performs better than the 
simple Hebbian rule, although with increased cost of 
implementation. The other is to control the direction of 
convergence. The method of iteration and the bicameral 
model belong to this latter category.
Two algorithms discussed so far deal with learning 
new information. In this section, we propose a new method 
of learning which structures the attraction basins 
differently. This method is based on the concept of 
"unlearning". This idea of unlearning was noted earlier by 
Crick, Mitchison and Hopfield [Cric83, Hopf83]. Hopfield's 
method picks probes at random and weakly unlearns the 
stable states reached regardless of whether it is an 
original memory or a spurious state. In other words, this 
previous method is not tailored to spurious memories. 
Furthermore, one has to experiment with the number of 
unlearning events before achieving an optimal result. In a 
recent dissertation, Potter [Pott87] claimed that one can, 
with unlearning and self-feedback loops (i.e., T^^'s are
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not all zeros), increase the capacity of the Hopfield 
model up to N, where N is the number of neurons in the 
network, but his method does not check the spurious memory 
to unlearn. Our proposed model is based on unlearning the 
undesirable fixed points of the network, and it does not 
place any new constraint on the structure. Our method is 
therefore different from the methods of Hopfield and 
Potter. We will first describe certain characteristics of 
fixed points before presenting the new method.
3.1. The Structure Of Fixed Points
Loading a Hopfield model with too many memories can 
end up in a loss of the previously stored memories and 
creation of spurious memories that result from 
interference among stored memories. There are four oia->:-;es 
of fixed points in the Hopfield model:
1 ) original memories
2 ) complements to original memories
3) non-complement spurious memories
4) complements to fixed points in class 3
When neural networks are "lightly" loaded, it can 
retain all the original memories. The fact that the 
Hopfield model operates normally when it has 0.15N
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memories can be a measure to determine whether or not the 
model is lightly loaded. But when the model is "heavily" 
loaded with many memories, it only has some original 
memories as fixed points.
3.2. Symmetric Updating
We note that not all class 1 fixed points has its 
complement in class 2 when we use the following aAymme.ix.ic 
updating rule:
On the other hand, if we use the following Aymmetxic 
updating rule;
all the complements of fixed points in class 1 and 3 will 
be stable states of the model. This is because x' = sgn 
[Tx], and for a symmetric updating the complement would be 
stable for a stable x. Therefore, the number of fixed 
points in the Hopfield model is even when we use the 
symmetric updating rule. Also in the asymmetric rule, the
otherwise.
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assertion that all complement states are stable states is 
valid as long as ,■ 7̂  0 for all i .





The list of fixed points for this example with the








Spurious Mem. Class 3 
Comp, of above Class 4 
Spurious Mem. Class 3
Out of five original memories, X1 ,-- , X^, only one
memory, X^, remains stored. The number of fixed points in
each class is:
Class 1 --------1
Class 2 -------- 3
Class 3 -------- 2
Class 4 -------- 1
For X̂  and X^, we only have their complements as class 2
fixed points.
With symmetric updating rule, the list becomes
( 1 , - 1 ,  1 , - 1 ,  1 , - 1 ,  1 , - 1 ,  1) X1 Class 1
( - 1  , 1 , - 1 ,  1 , - 1 ,  1 , - 1 ,  1,-1) Comp, of X Class 2
( 1 , 1 , 1, 1, 1, 1, 1, 1, 1) X, Class 1
(-1,-1,-1,-1,-1,-1,-1,-1,-1) Comp, of X Class 2
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X^ Class 1
Comp, of X4 Class 2 
Spurious Mem. Class 3 
Comp, of above Class 4 
Spurious Mem. Class 3 
Comp, of above Class 4 
Spurious Mem. Class 3 
Comp, of above Class 4
Every stable points has its complement in the list
and we have 2 more original memories, X̂  and X^, than with
the asymmetric updating rule. Also, the list for the
asymmetric rule is contained in the list for symmetric
rule. The number of fixed points in each class is:
Class 1 -------- 3
Class 2 -------- 3
Class 3 -------- 3
Class 4 -------- 3
By forcing the model to keep complements, it retains 
X̂  and X^, while under the asymmetric rule, it only 
retains the complements of X̂  and X^. The fixed points in 
Class 2, 3 and 4 are spurious memories. We can divide them 
into two groups, one for the complements and the other for 
the rest. For every Class 3 fixed point, we can find a 
linear combination of some original memories. As an 
illustration, the spurious memory (-1 ,-1 ,1 ,-1 ,1 ,-1 ,-1 ,-1 ,
1 ) is a linear combination of X̂  , X  ̂and X^.
( 1 , - 1 ,  1 , - 1  , 1 , - 1 ,  1 , - 1 ,  1 ) X
(-1,-1,-1,-1,-1,-1,-1,-1,-1) Comp, of X
( - 1 , - 1  , 1 , - 1 ,  1 , - 1 , - 1 , 1 ,  1)  x 3
( - 1 , - 1  , 1 , - 1 ,  1 , - 1 , - 1 , - 1  , 1 )
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Furthermore, all complements are linear combinations of 
some fixed points, because complements are (-1 ) multiplied 
by the corresponding fixed point. Due to this property, we 
can predict the patterns for all spurious memories.
As shown in the above example, the symmetric updating 
rule increases the number of class 1 fixed points. During 
our extensive testing, we found out that the symmetric 
rule performs at least as well as the asymmetric rule.
3.3. The Correlation Continuous Unlearning Algorithm (CCU)
The main reason for the poor performance of the 
Hopfield model is the correlation (or interference) 
between the original and the spurious memories. If the 
memories are too close, the chance of misguiding the 
direction of a probe is increased. Furthermore the 
existence of spurious memories in the network does not 
improve dynamics. They stretch and distort the attraction 
basins of the memories, which makes it more probable for a 
probe to take a wrong direction.
The presence of attraction basins around these 
spurious memories causes serious problems. When we have 
mutually orthogonal memories, even the simple Hebbian rule 
performs very well, since the inner-product of any two 
memories is zero, resulting in zero correlation among 
memories. The question is how to remove the spurious
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memories. As mentioned before, there are two kinds of 
spurious memories, complements and others which are linear 
combinations of stable points.
When we make an outer-product of a memory, its 
complement has the same outer-product. The stable points 
of Hopfield model are related to the eigenvectors of the 
weight matrix, T.
sgn [Tx] = sgn [x], where x is the eigenvector. 
But at the same time, the following equation also holds.
sgn [T(-x)] - sgn [-x]
Consequently, we cannot remove complements from the
Hopfield model. To remove it by subtracting the outer- 
product from the weight matrix also removes the 
corresponding original memory. Therefore, we will
concentrate on the idea of removing the non-complement 
spurious memories (class 3) that are encountered while 
information is being learned.
Basically, this method works similarly to the Delta-
rule, except in the process of adjustment. Instead of
adjusting entries of the weight matrix as in the Delta- 
rule, we subtract the outer-product of a spurious memory 
multiplied by the unlearning rate from the weight matrix 
as shown in Figure 10.
Step 1) Initialize T with zero's.




tij := Tij - U «(2Ai-l)«(2Aj-l) ; 




RUN THE HOPFIELD MODEL 
UITH S TO GET R
INITIALIZE Tij TO fl 
SET UNLEARNING RATE U.
Tij := Tij ♦ (ZXi-l)«t2Xj-l)
Figure 10
The Correlation Continuous Unlearning Rule
rate, U.
Step 2) Construct the outer-product of a memory to store 
and add the memory to V. Add the outer-product to 
T.
Step 3) Set V 1 equal to V.
Step 4) If V' is empty and there is another memory to
store,then go to Step 2. Otherwise, pick a state,
S, out of V 1 and run the Hopfield model to get an
answer, A.
£S — S2 1 t )
A = (a1 , a2 ,--, aN )
Step 5) If S = A, then go to Step 4. Otherwise, check to 
see if A is a spurious memory by comparing it with
the original memories. If A is a complement, then
go to Step 4. Otherwise, make the outer-product of 
A, multiply it with the unlearning-rate, U, and
subtract it from T. Go to Step 3.
Note that we do not subtract the exact outer-product 
of a spurious memory from T. Instead, we first multiply it 
by predefined parameter, U, the "unlearning-rate". The 
main purpose of this parameter is to adjust the matrix T 
in small steps to reflect the incremental unlearning.
Another difference between the Delta-rule and the CCU
algorithm will now be considered. In step 4, we send a
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vector, S, to the Hopfield model to get an answer, A. 
There are four types of answers we can get.
1) A is the same as S.
2) A is another original memory.
3) A is a complement memory to one of the stored 
memories.
4) A is a spurious memory which is a linear 
combination of stable points.
In the Delta-rule, we adjust the entries of T when we have 
answers of type 2, 3 and 4. But in the CCU, we modify T
only when we get answers of type 4.
We provide the comparisons of performance in the 
following and use the unlearning rate of 0.1. Note that 
the same examples will be used throughout this work. To 
get the following performance measures for each example, 
we test all the possible probes (2N ) and evaluate the 
characteristics of the answers.
Let C = the number of probes which lead to the 
correct memory, W = the number of probes which lead to one 
of the original memories, but not the closest one, and S = 




Number of memories = 3 
( 1 , 1 , 1 , 1 , 1 )
( 1 , -1 , -1 , 1 , - 1 )





Total number of unlearning events = 0 
Example 2
N = 5
Number of memories =
( -1 , •1 , 1 , -1 , 1 )
( 1 , -1 , -1 , 1 , 1 )
( -1 , -1 , 1 , -1 , -1 )





Total number of unlearning events = 0 
Example 3
N = 6
Number of memories = 4
( 1 , 1 , -1 , -1 , 1 , 1 )
( 1 , 1 , 1 , -1 , 1 , - 1 )
( -1 , 1 , -1 , 1 , 1 , - 1 )
( -1 , -1 , -1 , -1 , -1 , -1 )
Delta-rule CCU
C 1 9 27
W 5 11
S 40 26




Number of memories = 5
Delta-rule CCU
c 1 20 169
w 51 57
s 341 286
Total number of unlearning events = 14
Example 5 
N = 9
Number of memories = 5
Delta-rule CCU
C 1 35 203
W 39 48
s 338 261
Total number of unlearning events = 12
Example 6
N = 12






Total number of unlearning events = 18
As shown in the table above, the CCU 
improves the performance of the Hopfield model 
seen that unlearning reduces the number of 
memories which are linear combinations (Class 
points). The list of fixed points after 




Comp, of X^ 
Spurious Mem. 
Comp, of above
The number of fixed points in each class is:
Class 1 --------3
Class 2 -------- 3
Class 3 --------1
Class 4 -------- 1
X
algorithm 












We include the number of unlearning events in the 
tables because the more unlearning that happens, the 
better the performance. In this analysis, we should 
consider the size of the examples. Example 6 has more 
unlearning than example 4, but its size, 12, is larger
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than example 4, which has 9 neurons. But the percentage of 
improvement for example 4 is larger than example 6 .
In our method, we do not have to experiment with the 
number of unlearning events as in the Hopfield method 
[Hopf83], During our extensive testing, we used several 
unlearning rates. For large U (such as 0.2), some examples 
entered an infinite loop during the process of adjustment 
of T. When U is smaller (such as 0.05), the number of 
unlearning events to converge to a stable T became greater 
without any noticeable increase in performance. We do not 
need very small U values (e.g., 0.01), which is the value 
Hopfield used. For practical purpose, we choose an 
unlearning rate that is as large as possible without 
leading to oscillation ("rapid" unlearning). Our method 
involves some amount of searching through a list of 
original memories, but with the addition of "orthogonal 
handles" [Stin8 8a], we can reduce the amount of searching, 
because we can determine whether or not an answer is a 
non-complement spurious memory by looking at its handle.
For our CCU algorithm, we have not found the 
analytical proof of convergence yet, and the stability of 
our method has been shown using experimental results. So 
far we have used the fixed unlearning rate, U, in our 
extensive testing, but we can consider the use of a 
variable unlearning rate, U(t) = U / t.
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One fundamental problem regarding an analytical proof 
is that we can't express our CCU algorithm in a single 
mathematical equation, which is possible in the Delta- 
rule.
Tij {t + 1) =  Tij{t) -  U  * (2 ^ ( t )  -  1) * (2Aj{t) -  1)
where Tij[t) * Sj(t)
In our method, we have to make sure that A is a non­
complement spurious memory. But to determine the type of 
the answer A, we have to compare the answer with all of 
the original memories. So we need a program for these 
comparisons in addition to the mathematical equation. Note 
that in the Delta-rule, one modifies the T. . whenever
**- J
S^(t) is different from A^(t), which can be expressed by 
the term (Si(t )-Ai(t}).
We have experimented with larger examples which have 
more than 15 neurons and provided the results in the next 
page. Note that our examples are heavily loaded in the 
sense that they have more than N / 2 stored memories. The 
numbers in the table represent the total number of probes 
which produce correct answers. As shown in the table, the 
CCU algorithm improves the performance about two times 
more than the Delta rule. But the CCU always results in a 
larger number of wrong answers than does the Delta rule. 
For this problem, we can use the bicameral network
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Number of Hebbian Delta CCU
N Memories rule rule rule
15 8 3013 3739 (16) 7464 (21)
17 9 10999 19301 (22) 29667 (12)
18 10 731 28639 (31) 45674 (36)
19 10 3754 29343 (35) 68381 (42)
20 11 117118 65637 (42) 131246 (13)
The numbers enclosed in parentheses represent the 
total number of adjustments made to the matrix T during 
the learning mode.
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approach, which will be discussed in chapter 4, to reduce 
the number of wrong answers.
There should be two different modes of operation for 
neural networks. One is the learning mode and the other is 
the retrieval mode which represents normal operation. 
Currently the CCU is applied only in the learning mode. 
One possible extension to this method can be described as 
follows:
During the retrieval mode, whenever the model
finds a spurious memory, as one can do using
"handles", it notifies the controller to resume the 
learning mode and "unlearn" that spurious memory.
We do not elaborate on this extension at this moment.
3.4. Comparison of Attraction Basins
When an information gets stored in the Hopfield 
model, it becomes an attractor. The attractor forms a 
region around it, the attraction basin, where the fixed
point attracts the probes in the space formed by the 
memory. This attraction depends on the closeness among
fixed points and the strength of other attractors.
Not all original information sequences become fixed 
points. Using the Hebbian rule, we might lose some of them 
and create spurious memories that are undesirable.
53
Obviously we want the . original memories to have large 
attraction basins. The size or the strength of attraction 
basin depends on the specific updating rule and the 
learning algorithm.
Hopfield proved the stability of his model by showing 
that for each asynchronous update, the
energy, _ Tij * Xi * Xj, does not increase and thus the 
probe eventually settles at the minimum, either global or 
local [Hopf82], We mentioned the potential problem of the 
asynchronous Hopfield model in Chapter two.
To investigate the characteristic of the memory space 
defined in terms of energy, we compare the Hebbian, Delta 
and CCU learning algorithms using example 3. We begin by 
ordering all 64 states in such a way that every 
consecutive state differs by the Hamming distance of 1 . 
Next we compute the energy of each state using the 
equation - £\ * X { * Xj .
To compare different learning algorithms, we normalize 
each value using the smallest entry in the following 
manner:
Hebbian Delta CCU
(1 , 1 , 1 , -1 , 1 , 1 ) -14.0 -11.6 -8.0
The value x in the Delta rule is normalized by 
x * 14 / 11.6
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Similar normalization is performed in CCU algorithm 
too. The results are drawn in Figures 11, 12, 13 and 14. 
In the figures, we omit all states whose first neuron has 
the value of -1 , because by the nature of the energy 
equation, every complement state has the same energy as 
its corresponding original state.
Hebbian Delta CCU
( 1 , 1 , 1 , - 1 , 1 , 1 ) -14.0 -11.6 -8.0
(-1, -1, -1, 1, -1, -1) -14.0 -11.6 -8.0
As shown in the figures, all three learning 
algorithms have similar structures and the figure provides 
one way of showing the global and local minima in terms of 
energy. The ordering of states by separating them with the 
Hamming distance of 1 is not unique. For example, state 6 , 
(1, -1, 1, -1, 1, -1) has the Hamming distance of 1 from 
state 1 1 , (1 , -1 , 1 , 1 , 1 , -1 ), even though consecutive
states differ by one bit. Thus, the figures are not 
expressive enough to show the true structure of state 
space. The problem comes from the fact that we try to draw 
the multi-dimensional state space using 2 dimensions. The 
following is the list of fixed points.
O dentes the Fixed Point
Figure 11
The Energy Structure of the Hebbian Rule
O dentes the Fixed Point
Figure 12
The Energy Structure of the Delta Rule
O dentes the Fixed Point
Figure 13
The Energy Structure of the CCU Rule
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Figure 14
The Energy Structure of Three Learning Rules
Hebbian rule State Number
<1f 1 , 1 , - 1 , 1 , 1 ) 4 Spurious Mem.
O f - 1 , 1 , - 1 , - 1 , 1 ) 8 Comp, of Original Mem.
Delta rule
O f 1 , 1 , - 1 , 1 , - 1 ) 1 Original Mem.
O f 1 , 1 , - 1 , 1 , 1 ) 4 Spurious Mem.
O f -1 , 1 , - 1 , - 1 , 1 ) 8 Comp. of Original Mem.
O f 1, 1 ,  1 , 1 , 1 ) 1 5 Comp, of Original Mem.
O f 1 , -1, -1, 1 ,  1) 21 Original Mem.
CCU rule
O f 1 , 1 , - 1 , 1 , - 1 ) 1 Original Mem.
O f -1 , 1 , - 1 , -1 , 1 ) 8 Comp, of Original Mem.
O f 1 f 1 , 1 , 1 , 1 ) 15 Comp, of Original Mem.
O f 1 f -1, -1, 1 , 1 ) 21 Original Mem.
As shown in the figures, the Hebbian rule does not
produce a nice structure, because three states (1 , 15 &
21 ) are not fixed points, even though they have less 
energy than state 8 which is a fixed point. Also it 
contains only one original memory out of 4. The Delta rule 
provides a desirable structure, since the states with the 
5 smallest energy values remain as fixed points (4 
original and 1 spurious memories). The CCU rule is better 
than the Delta rule in as much as the normalized energy is
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less than the Delta rule. In other words, global minima of 
the CCU are better than those of the Delta rule. 
Furthermore the CCU does not have the state 4 as a fixed 
point which is a non-complement spurious memory.
Consider now the energy structure related to the 
depth of attraction basins. The deeper the basins, the 
better they are. The width of the attraction basin is an 
important measure. But the energy depth is not directly 
related to the width. The number of probes that converge 
to each fixed point are considered as the width of 
attraction basin. Since we use random selection for the 
execution of our example, we run it 50 times and compute 
the average number of probes. On the next page, we provide 
the width of attraction basin under the three learning 
algorithms. It shows that a state and its complement have 
the same attraction basin in terms of energy and the 
number of probes. But note that the size of energy does 
not have any special relationship with the number of 
probes. In other words, we have to distinguish the depth 
and width of an attraction basin.
3.5. Comparison of Capacity
So far, we have discussed the performance aspect of 
the CCU rule; the next question is how many memories can 
be stored in the network using this method. Several papers
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Fixed Points with represents original memories.
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in the literature discuss the question of capacity. 
Hopfield showed experimentally that about 0.15*N patterns 
can be stored using the Hebbian rule [Hopf82], Others have 
shown that if M memories are chosen at random, the maximum 
value of M in order that most of the M memories are 
exactly recoverable is N / (2*log N) using the Hebbian 
rule [McE187]. Also Abu-Mostafa showed that the upper 
bound on the number of memories that can be stored is N 
without regard to error correction capability of the 
Hopfield model [AbuM85]. Recently Prados and Kak 
experimentally showed that more than N memories can be 
stored in the network using the Delta-rule [Prad8 8b]. Note 
that the Delta-rule allows the self-feedback loop, i.e., 
T\^ can be nonzero. But in the CCU rule, we do not have a 
self-feedback loop. A neural network without a self­
feedback loop has one restriction on the set of memories 
to be stored [Prad8 8a],
Theorem: For a set of memories to be stored in a neural 
network without a self-feedback loop, all pairs of 
memories in the set must differ by more than one bit.
Proof:
Assume that we have the following updating rule.




-1 ifYt < 0
Using (1), we know that the next state of the neuron i 
depends on the states of all the other neurons and the 
connection weights but not on the state of the neuron i. 
Assume that two memories differ in only one neuron. In 
other words,
Regardless of the order of presentation to the network, A 
and B will have the same next state, because neuron i does 
not affect the outcome. Therefore, if one of two memories 
becomes a fixed point of the network, the other will reach 
the same fixed point, and only one of the two Ctiu be 
stored. If we want to store two memories simultaneously in 
the network without self-feedback, they must differ in 
more than one neuron.
A j =  By for all i  ̂  j
A{ ̂  Bi where A & B are memories to store.
By similar reasoning, any two memories which are (N -
1 ) bits apart cannot be stored simultaneously.
3.5.1. Analysis of Capacity
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We ran the examples of the size varying from 10 to 20 
neurons with the Hebbian, Delta and CCU rules. For each 
example, we randomly generated 50 sets of memories and 
tested whether the memories are storable or not. We also 
counted the number of adjustments made to the weight 
matrix for the Delta and the CCU rules.
Example: Number of neurons =12 
Number of memories = 6
The Hebbian rule








Weighted Average = 2.58
The CCU rule








Weighted Average = 5.3
Average Number of Adjustments = 9.0
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In the Delta-rule, we could always store the given 
set of memories. The average number of adjustments is 
8.68.
Generally we found out that the CCU rule needs more 
adjustments than the Delta-rule, especially when we try to 
store more than N / 2 memories, as shown in the following.
Example; Number of neurons = 17




8 23.1 4 21 .16
9 33.28 27.64
In running these examples, we concentrated on the 
capacity of the network, not on the performance. As shown 
before, we sometimes ended up storing most of the memories 
with the CCU rule, whereas the Delta-rule is always 
successful in storing every memory. But as shown earlier, 
the performance of the CCU is better than the Delta-rule 
in terms of correct answers. The main reason behind this 
fact is that the Delta-rule stores the entire set of 
memories, but it also creates some spurious memories. On 
the other hand, the CCU rule is based on the idea of 
eliminating undesired spurious memories, so the structure 
of the fixed points is usually better than that of the 
Delta-rule.
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The more memories the network has, the more spurious 
memories it contains. While the CCU rule tries to remove 
them, it ends up with more adjustments made to the weight 
matrix as shown in the table and takes longer to be 
stabilized. Usually in this situation, the Hebbian rule is 
able to store very few memories, because when there is 
much interference among memories, the Hebbian rule loses 
most of them.
3.5.2. Two Versions of the CCU Algorithm
During the experimentation, we found out that there 
can be two different versions of the CCU rule. In the 
Hopfield model, a probe can converge to one of the 
following four types of memories:
1) One of the original memories, which is the closest 
to the probe
2) One of the original memories, but not the closest.
3) A complement to an original memory
4) A non-complement spurious memory
In the original version of the CCU rule, we try to 
unlearn only the type 4 answer. Note that we are not 
completely removing the non-complement spurious memory at 
one time, because we use the unlearning rate, U, to
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multiply the outer-product and it is usually much smaller 
than 1. In other words, we are trying to reduce the size 
of the attraction basin of the spurious memory. Also note 
that with the CCU rule, we are sometimes unable to store 
all the given original memories due to the fact that when 
we get the answers of type 1, 2 and 3, we do not modify 
the weight matrix. But when we get the answer of type 2, 
it means that one memory converges to one of the other 
memories, which is against our purpose, because we want it 
to converge to itself in order that it becomes a fixed 
point. The idea now is to reduce the attraction basin of 
that wrong memory so that the original memory might be 
able to converge to itself. We can thus make another 
version of the CCU rule as follows:
Unlearn the answer when we get the types 2 and 4.
As shown in the following table, we found out that 
this modified version increases the capacity compared to 
that of the original version.
Number Number of CCU
of Original ---------------------------






























There is one problem with this modified version. It 
sometimes fails to converge to a stable weight matrix 
within the given number of iterations (2 or 3 out of 50 
experiments), especially when the network has more than 
N / 2 memories. For those examples, we ran the original 
version which was always successful in reaching stability. 
We can therefore combine the two versions in such a way 
that we mainly use the modified version except when it 
fails to reach a stable weight matrix, then we use the 
original version.
It appears that the CCU rule performs best when the 
network is given about N / 2 memories. In this case, we 
are successful in storing N / 2 memories most of the time. 
As the network is saturated with more memories than N / 2, 
the number of stored memories decreases. But as we stated 
earlier, the performance of the CCU rule is better than 
the Delta-rule, even though the Delta-rule is successful 
in storing all of the given memories.
Chapter Four 
The Bicameral Classifiers
So far, we have discussed learning algorithms which 
deal with the structure of fixed points. Next we propose 
two control algorithms that affect the direction of 
convergence: the bicameral classifier, which utilizes the 
structure of a bicameral neural network. This method is 
applied to two different models. In one model, it is 
assumed that every pattern has the same probability of 
occurrence. The other model represents a more realistic 
situation where patterns can have different probabilities.
4.1. Models with Equal Probabilities for Patterns
Before we present the bicameral classifier, we 
introduce the Hamming network [Lipp87] and an image 
classifier which uses the "sequential leader clustering" 
algorithm described in [Hart75].
4.1.1. The Hamming Network
Lippmann introduced [Lipp87] a neural network which 
used the Hamming distance [Hamm82] in measuring the 
closeness between two memories. Basically, it is a
69
70
hierarchical network in which the lower level computes the 
total number of neurons in a pattern minus the Hamming 
distance to those stored patterns, and passes these 
distance values to the upper level. The upper level 
selects the largest value among them, which thus 
represents the closest stored pattern to the input.
The Hamming net requires fewer neurons and 
connections than the Hopfield model. And, it does not 
suffer from the problem of spurious states that plagues 
the Hopfield model. But one disadvantage that remains is 
that if an input is at the same distance from more than 
one stored memories, the upper level cannot converge and 
find the answer. Lippmann did not address this problem in 
his work. There are two possible ways to solve this 
problem. One is to modify the upper level subnetwork in 
such a way that if more than one stored patterns are at 
the same distance from the input, the upper level randomly 
chooses one of them. It works fine if all the stored 
memories have an equal probability of occurrence. The 
other is to assign different probabilities to each of 
stored memories, and when a tie occurs, one can break the 
tie using these probabilities. We will discuss this method 
in section 4.2. On the other hand, the Hamming net does 
not employ any learning algorithm. When it receives a new 
pattern, it simply provides an additional number of 
neurons and makes the necessary connections.
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One other relevant aspect is described by the 
following scenario. There can be a situation where simply 
finding the closest memory to the input is not enough. The 
closest stored memory may be useless, because it is too 
far away from the input. So, we can modify the structure 
of the lower level in such a way that if the distance 
between an input and a stored memory is greater than some 
predefined threshold, we can disable that stored memory so 
that it won't participate in the operation of the upper 
level. In the Hopfield model, we cannot control this 
situation.
4.1.2. The Image Classifier
This classifier implements a clustering algorithm 
which is similar to the sequential leader clustering 
algorithm described in [Hart75]. It is built on top of the 
Hamming network. It takes the first input pattern as the 
first class. The next input is compared with existing 
class(es) in terms of the Hamming distance. If the 
distance is less than a given threshold, it belongs to 
that class. Otherwise, it constitutes a new class and the 
number of classes is incremented by 1 . The number of 
classes depends on the value of the threshold and the 
order of presentation of input patterns.
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One disadvantage of this method is that the order of 
presentation affects the resulting classes. As in the 
Hamming network, if an input pattern has the same distance 
to more than one class, it will select one of them in a 
random fashion, assuming that all classes have an equal 
probability of occurrence.
In a real-time situation, this assumption might not 
be valid, because images can have different probabilities 
or some images can have more importance than others. As an 
example, we may consider the use of the bicameral neural 
network in a pattern recognition system in a submarine. 
Some enemy ships may be more numerous than other ships; 
also the recognition that it is an enemy is very 
significant. Certain choices should be given larger 
weights. We address this issue in section 4.2.
4.1.3. The Bicameral Classifier
This model consists of two neural networks, a 
Hopfield model and an image classifier built on top of a 
Hamming network. There are two modes of operation, the 
learning mode and the retrieval mode.
In the learning mode, the model is initialized 
according to incoming memories. The Hopfield model will 
initialize its weight matrix using either the Hebbian or 
the Delta rule. At the same time, memories are sent to the
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classifier, and the classifier determines the number of 
classes according to a chosen threshold. After 
classification, the Hamming network is initialized using 
those resulting classes.
In the retrieval mode, the Hopfield model receives an 
inquiry (or a probe) and runs until there is more than one 
neuron to update. When there are several choices, it asks 
the classifier to make a decision.
But, the Hopfield model and the classifier work on 
different configurations of a memory. The Hopfield model 
will have a vector of size N where N, is the number of 
neurons in the network.
X = x 2 * * XN^
The classifier works with two different configurations of
a vector. In the learning mode, it works with a vector of
size N when it classifies incoming memories. Once it
finishes classification, it reduces the size of a vector
and initializes the Hamming network with smaller vectors.
The reason is that in real-time applications, such as the
image recognition problem, the size of an image can be
huge. The major contribution of the classifier is to
assist the Hopfield model in making decisions. In this
case, the response time of the classifier is an important
factor. It can be reduced when it works with a smaller
configuration, even though the quality of assistance will
degrade.
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We present two methods to reduce the number of 
neurons in a memory. Basically, we break up a state into 
small groups and represent each group by +1 or -1. One way 
is to compute the decimal equivalent value of a group, and 
determine the sign of that group. This method is feasible 
when the number of neurons in a state is not large. But, 
when it is very large, another simple way is to count the 
number of +1 's and -1 's of a group and determine the sign 
by comparing them. In this case, the number of neurons in 
a group should be odd.
Example
Suppose that we have a network with 5 neurons and 3 
memories.
X1 = < 1 , 1 , 1 , 1 , 1 )fc
IICMX 1 , -1 , -1 , 1 , -1 ) t
x3 = ( -1 , 1 , -1 , -1 , -1)*
When we use the Hebbian rule, the final weight matrix T is 
as follows:
0 -1 1 3 1
-1 0 1 -1 1
1 1 0 1 3
3 -1 1 0 1
1 1 3 1 0
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At the same time, we send the X^'s to the classifier 
with the threshold value of 3 and the resulting classes 
are represented by the following two vectors:
C1 = { 1 , 1 , 1 , 1 , 1 ) fc
c2 = ( -1, 1, -1, -1, -1)fc
Notice that belongs to the first class, ,
because the Hamming distance between and X2 is equal to 
the threshold of 3.
Since we do not use the same configuration in the 
Hamming network, we break a state with 5 neurons into 3 
groups which have 2 neurons each.
r j
c1 = ( 1 , 1,1 1 , 1 , ! 1)fc
C2 = ( - 1  , 1 , 1 - 1 ,  -1 , ! - 1  ) fc
We compute the equivalent decimal value to each 
group. For example, (1, 1) becomes 3 (=1 * 2 ^ + 1  *2).
C1 ' = ( 3, 3, 1 )t
C2 ‘ = ( -1, -3, -1 )t
If we hard-limit the components of these' vectors to have 
either +1 or -1 , we have
C1 ' = ( 1 , 1 , 1 )t
c2 ' = ( -1 , - 1 , -1 )t
Then, we initialize the Hamming network with these C^'s. 
Let's suppose that we make an inquiry with the probe 
P = ( -1 r 1, 1 , 1 r 1
By multiplying p by weight matrix T,
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sgn [T * p] = p ’ = sgn [( 4, 2, 4, -2, 4}t]
Since we hard-limit the value of each neuron using a 
threshold of 0 , we obtain
P ’ = ( 1, 1 ,  1, -1, D *
When we compare p and p r, neuron 1 and 4 change their
sign. Therefore, we have to select from 1 and 4.
1) Hopfield Random Selection
In the Hopfield model, update choices are random. If 
it selects neuron 4 to update, the new probe becomes 
p = ( -1 , 1 , 1 , - 1 , 1 )fc
sgn [ T * p] = p' = sgn [( -2, 4, 2, -2, 2)t]
Therefore, we have
p ’ = ( -1 , 1 , 1 , - 1 , 1 ^
Since there is no sign change in p and p' , we conclude 
that we reach a stable point ( -1, 1, 1 , -1, 1). But this 
state is not one of the original states, , X2 and X3. In 
fact, it is a complement state of X2>
2) Bicameral Classifier
Consider now the bicameral classifier. Since the 
Hopfield model has more than one choice, neuron 1 and 4, 
it asks the classifier for help by sending 
P = ( -1 , 1 , 1 , 1 , 1 )fc
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If we convert p to the smaller configuration, we have 
Cp = ( -1 , 1 , 'I)'1
Then, the Hamming network finds the closest C\’ to Cp in 
terms of Hamming distance. In this case, it is 
C1 = ( 1 , 1 , 1 ) t
By comparing these two vectors, one can easily conclude 
that neuron 1 is the better choice than 4, because there 
is a change of sign in neuron 1 . After the classifier 
returns its recommendation, the Hopfield model resumes its 
operation. The new probe becomes 
P = ( 1 , 1, 1, 1 , 1 )fc
sgn [T * p] = p' = sgn [{ 4, 0, 6 , 4, 6 )fc]
Therefore, p' = ( 1, 1, 1, 1, 1)t. Since there is no sign- 
change in p and p', we can conclude that ( 1 , 1 , 1 , 1 , 1 ) 
is the stable point, which is the correct answer.
This simple example has shown the advantage of using . 
the bicameral classifier, but the classifier does not 
always provide optimal results, because it uses classes 
instead of actual memories. It depends on the value of the 
threshold used in classifying states and the order of 
presentation to the classifier. Also, in the Hamming 
network, when we have two states which are equally distant 
from the input, we select one randomly.
The issue of assigning different probabilities or 
weights will be discussed in the next chapter. Generally, 
the bicameral classifier shows better performance than the
original Hopfield model with random selection. The 
following table summarizes a comparison of performances 
using the same examples that are used in chapter 3.
Let C = the number of probes which. lead to the 
correct memory, W = the number of probes which lead to one 
of the original memories, but not the closest one, and S = 





















































c 7 9 1 9 23
w 3 7 5 9



































































As shown in the above tables, the bicameral 
classifier gives significantly superior performance. The 
results are always better for the Delta-rule, and are 
better for the Hebbian rule except when the network is
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very heavily loaded as in example 6 because most of the 
original memories are not stored. In our model, the image 
classifier is independent of the Hopfield model and it has 
been implemented using the sequential leader clustering 
algorithm [Hart75]. More advanced clustering algorithms 
could also be employed, because the performance of the 
bicameral classifier depends on. the resulting clusters 
from the clustering techniques.
4.2. Models with Different Probabilities for Patterns
Up to now, we have presented several methods for 
neural networks in which every pattern has the same 
probability of occurrence. In this model, if two stored 
patterns are at the same distance from the input probe, we 
consider both patterns as correct answers when the input 
converges to either of the two. Now we consider a more 
realistic model where patterns have different 
probabilities.
4.2.1. Pattern Classifiers
Generally, there are two kinds of pattern 
classifiers: parametric and non-parametric classifiers.
The basic assumption behind the parametric classifier is 
that we know the underlying distributions of the patterns
or memories. Typically, there is the probability of the 
pattern, P{X^), and the conditional density function, 
rV\Xi) , where X.̂ is the pattern i and Y is the input 
pattern to be classified. The optimal classifier can be 
obtained if we know the PfX^J's and ’s. In this
case, we can use Bayes1 Law to compute the P{Xi\Y) 1 s and 
select the largest to yield the optimal X^, but it is 
hardly a realistic strategy. In most pattern recognition 
applications, we rarely have complete knowledge about the 
distribution of patterns. If we have some vague knowledge 
about the problem, we can use it to select the most 
applicable known distribution such as the normal or 
exponential distribution. Next we can estimate the 
parameters using available sample patterns. Several 
methods to do this are discussed in [Duda73]. When such 
knowledge is not available, non-parametric techniques may 
be used. A comparison of several non-paraiuu .l c  
classifiers using linear discriminant functions can be 
found in [Barn8 8 ]. There is the adaptive-clustering neural 
classifier, the performance of which has been compared 
with the well-known backpropagation algorithm [Rume8 6 ]. 
But both methods heavily utilize hidden neurons in their 
method. Also, the number of classes is fairly small 
compared to the total number of neurons in the network.
Another important factor which can affect the 
performance of a pattern classifier is whether the
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solution space or the set of patterns is linearly 
separable or not [Duda73]. In this chapter, we consider 
the simple model in which the a priori probability for
each pattern is known, i.e., P(X,j), P(X2),-- , p(^M ) where
M is the number of stored patterns, are known.
The new learning and control algorithms presented in 
the previous chapters do not take these a priori 
probabilities into consideration. The only applicable 
method is the bicameral network, in which one network 
serves as a decision maker, which is the same as in the 
bicameral classifier presented in section 4.1.3. First, we 
describe the use of Bayes' Law, which is essential to a 
statistical approach to the problem of pattern 
classification [Duda73],
4.2.2. Bayes' Law
The basic assumption of Bayes' Law is that all the 
relevant probabilities are known, P(X^) and P(y|.XV) for 
all i, where X^'s are stored patterns and Y is the input 
probe.
P l x .m  -  p (y \x <) * P (X <)1 •' ,_E,r(y|x3)*P(x,)
This theorem shows how to determine an a posteriori 
probability, from the given a priori
probabilities. In the original Bayes' Law, the conditional
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probabilities P(Y\Xi) are assumed to be known, but in our 
model, only the P(X^)'s are given. For our purpose, we 
substitute (N - D^) for riY\Xi) , where N is the number of 
neurons in the network and is the Hamming distance
between Y and X^. Note that (N - ) represents the number
of neurons where X^ and Y overlap. Consequently, 
T O  can be interpreted as the conditional probability 
of X.̂ being the correct answer given the input pattern Y. 
Obviously we choose the X^ that has the largest as
an answer.
Suppose we want to build a neural network R, which is 
the decision maker in the bicameral network, using Bayes' 
Law. First, we have to consider the number of patterns 
that will be stored and used in the operation of the 
network R. If we store all M patterns in network R, we 
don't need the network L, which is the asynchronous 
Hopfield model, because the network R alone can function 
as an associative memory. Note that in the bicameral 
network, the normal retrieval process is handled by the 
network L, and the network R will be active only when the 
network L asks for the decision regarding which neuron to 
update.
Therefore, we will use one of the existing clustering
algorithms to form "superclasses", S1, S2,-- , SR (K < M),
where K is the number of superclasses for the network R. 
The clustering algorithm plays the major role in enhancing
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the quality of assistance. We can use the following
criteria in choosing the clustering algorithm.
1) Algorithms which consider given P(X^)'s in the process 
of clustering.
2) Algorithms which use some distance measure between two 
patterns and does not consider P(X^)'s for clustering 
purpose.
In the "sequential leader clustering" algorithm shown
in section 4.1.2, we used the Hamming distance to measure
the closeness between two patterns. But we can use other
distance measures. In the following, we list several
alternatives [Duda73].
Given the clusters C^, i = 1,---,M, the distance
between two clusters C. and C. can bei 1
1 ) min \\X - X*xecitx'eCi"
2) max IIX  - X'xecitx'eCi"
3) _ i _  £  E  p r - t f
* 3 x e c t  x>ec3
where n^ is the number of patterns in the cluster Ĉ .
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Suppose we have the final clusters, , C2, ,CK.
Obviously some will have more than one pattern. Then we
have to pick one representative Si out of C^. One solution
is to select the pattern with the largest P(Xj). Also, we
have to compute P(S^). One simple method is to add all 
P(Xj)'s into P(S^) when the pattern belongs to the
cluster C H o w e v e r ,  we have to make sure that the
summation of all is equal to 1 .
Second, we will use Bayes' Law to determine the
superclass to which the given probe Y belongs. As
mentioned before, we substitute {N - D.̂ ) for P(y|Si) . But 
the larg’est P(S^) will dominate the decision making, shown 
in the following example.
Example
Suppose the network R has 3 superclasses and we have
to decide S,̂ to which the input Y belongs.
P(Si)
{ 1 , 1 , -1 , 1 , 1 ) S 0.5
( -1, -1, -1, -1, 1) S' 0.3
( -1 , 1 , 1 , - 1 , 1 ) 0 . 2
( -1 , 1 , -1 , -1 , 1 ) Y
In this example, Y is at the same Hamming distance 
from S2 and S^, but we want S2 to be the correct
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superclass, because P(S2) is larger than P< .  But after 
computing P (S t |y ) ,  is determined as an answer.
p(Siin = 0.5 * 3 / 3.5 --- > the largest
P{S2\Y) = 0. 3 * 4 / 3 .  5
P(S3|y) = 0 . 2 * 4 / 3 .  5
To remedy this situation, we can give more weight to the 
number of overlapping neurons by squaring it.
P(5x|y) = 0.5 * 9 / 12.5
P(S2|y) = 0.3 * 16/ 1 2 . 5 -----> the largest
P(S3|y) = 0.2 * 16/ 12.5
But this simple solution might not work for every problem.
Here we have to address one fundamental question: which
do we want as an answer for the input Y.
Before squaring the (N - D^)'s, has the largest
probability, but it is not the closest to Y in terms of
Hamming distance. We might still want as an answer
depending on the exact nature of the application. After
giving more weight to {N - D^), we can choose which is
the closest to Y and has a larger probability than S^. We
think that the latter method is a better choice generally.
We now provide the performances of three examples
used in previous chapters. In running these examples, we
used the Delta rule and the same configurations for the
networks L and R. Also we cubed the term (N - D.)'s wheni
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we computed the conditional probabilities. When we cluster 
the memories in the network R, we employ the following 
measure for the distance between clusters:
max \\X — X'lj
x e C i ^ ' e C i 11 11
For each cluster, we select the pattern with the
largest probability as the representative for that
cluster, sum up all probabilities of patterns in that
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N = 9 P{X.)
Number of memories - 5 -------
( 1 , 1 9 1 , 1 , 1 , 1 , -1 , , 1 > 0.2
("If 19 1 , 1 , -1 , 1 , -1 , , -1 ) 0.1
( -1, -1 9 1, 1 , -1 , -1 , -1 , , - D 0.4
( 1,-1 t -1 , -1 , 1, , -1) 0.12
( 1,-1 9 -1 , 1 f — 1 ̂ -1 , If ~ , -1 ) 0.18
Classes in the network R P(S.l
( 1 , 1 / 1 , 1 , 1 , 1 , -1 , 1 , 1 ) 0.2
( -1, -1 9 1 , 1, -1, -1 , -1 , , -1) 0.5
( 1,-1 9 -1 , 1, -1, -1 , 1 , , -D 0.3
Delta-rule Delta-rule
with same prob. with different prob.





Number of memories = 7
Classes in the network R
< 1 , 1 , 1 , 1 , 1 , 1 , 1 ,
( -1 , -1 , -1 , -1 , 1 , 1 , 1 ,( 1 , 1 , 1 , -1 , -1 , -1 , -1 ,( 1 , 1 , 1 , 1 , 1 , 1 , 1 ,
1 , 1 1 1  1 9 ' 9 1 9 0.08
1 1 1  ■ t 1 9 1 f 1 ) 0.1
1 — 1 , 1 f 1 # 1 ) 0.11
-1 , -1 , 1 , 1 t -1 ) 0 . 1 2
-1 r 1 1 1  * 9 1 r 1 9 1 ) 0.14
1 , 1 f — 1 f — 1 j -1 ) 0 .22
-1 , 9 *9 ‘ / 1 ) 0.23
1 , 1 , 1 , 1 , 1 )
P(S.)
0.18
-1 , 1 ,  1 f I f 1 ) 0.25
-1 , - I f  1f  1f 1 ) 0.35
1 , - 1 f  - 1 f  - I f -1 ) 0 . 2 2
Delta-rule Delta-rule





When we compare the performance to that of the model 
in which every memory has the same probability, the former 
is much better. We believe that the use of same 
configuration for both networks is the main reason for 
this.
Therefore, we have to consider next whether we should 
use the same configuration for network R as for network L. 
As mentioned in section 4.1.3, the response time of 
network R is an important factor. It can be reduced when 
network R works with a smaller configuration. We presented 
two simple methods to reduce the size in section 4.1.3.
Chapter Five 
The Method of Iteration
We have discussed the bicameral approach to improve 
the performance of the Hopfield model. We know that the 
Hopfield model does not work very well, because it can 
converge to wrong memories and spurious states. To improve 
the convergence of the Hopfield model, we now propose 
another method based on the Hamming distance that we call 
the method of iteration. Later, we apply the concepts of 
"Hidden-bit" and “Handle" described in [Stin8 8a], to this 
new method.
Basically, this method iterates until the Hamming 
distance between the probe and the response from the 
Hopfield model is less than or equal to a given threshold. 
In the Hopfield model, each stable point, either an 
original memory or a spurious state, forms an "attraction 
basin" that influences the dynamics of the probe. If the 
probe takes a wrong direction influenced by the attraction 
basin of a spurious state, it might converge to a spurious 
state. The bicameral model tries to guide the probe to 
take the right direction, although it is not always 
successful.
So far, when a probe converges to a stable point, all 
that can be done is to output that stable point as an
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answer, hoping that it is the right answer. But that may 
not happen. We propose that if the response is not close 
enough to the probe in terms of Hamming distance, several 
bits should be changed randomly and the Hopfield model 
runs again with the new probe. Note that during the 
execution of Hopfield model, update choices will be 
random. This algorithm is described in Figure 15.
Step 1) Initialize the Hopfield model with original
memories. Set the threshold, T, and the number of 
neurons to change randomly, R.
Step 2) Obtain the probe, P.
p = <PV  P2 *--“/PN )t
Step 3) Run the Hopfield model to get the answer.
£
A = (ci-jf ^2 r / )
Step 4) Compute the Hamming distance, D, between P and A.
If D <= T, then output A as an answer. Otherwise, 
select R neurons randomly and change corresponding 
neurons of A to get P*. Go to Step 3 with P'.
One problem with this method is that it can enter an 
infinite loop, consisting of steps 3 and 4. Therefore, we 
must set the limit on the number of iterations to a 
predetermined value, e.g., 100. Obviously, the performance 
of this method depends on the choice of threshold, T, and 






GIT A PROBE P
COUNTER != COUNTER * 1
INITIALIZE TH, R 8 MAX 
COUNTER := 0
RUN THE KOPFIELD NOBEL 
UITH P' TO GET A
CONFUTE THE HAWING 
DISTANCE D BETUEEH P AND A
CONSTRUCT THE HEIGHT MATRIX 
USING A LEARNING RULE
TRANSFORM A INTO F' B¥ SELECTING 
R NEURONS AND CHANGING THEN
♦  STOP
Figure 15 
The method of Iteration
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a T, this method will have many unnecessary iterations and 
possibly wrong answers. We find experimentally that T = 
N/3 and R = N/4 seem reasonable choice for most examples.
In the following, we provide comparisons of the 
Hopfield model and the method of iteration. Note that the 
simple Hebbian, the Delta and the CCU rule are used in 
Hopfield model.
Let C = the number of probes which lead to the 
correct memory, W = the number of probes which lead to one 
of the original memories, but not the closest one, and S = 
the number of probes which lead to spurious memories.
Example 1
Hebbian rule Delta-rule CCU
Hopfield Iteration Hopfield Iteration Iteration 
T=2, R=2 T=2, R=2 T=2, R=2
C 16 22 16 22 22
W 9 4 9 4 4
S 7 6 7 6 6
Total
iterations 32 35 32 35 35
Example 2
Hebbian rule Delta-rule CCU
Hopfield Iteration Hopfield Iteration Iteration 
T=2, R=2 T=2, R=2 T=2, R=2
C 13 16 11 18 16
W 4 0 2 0 0
S 15 16 19 14 16
Total
iterations 32 48 32 40 48
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Example 3
Hebbian rule Delta--rule CCU
Hopfield Iteration Hopfield Iteration Iteration
T=2, R=1 T=2, R=2 T=2, R=1
c 7 1 4 1 9 26 30
w 3 2 5 3 6
s 54 48 40 35 28
Total
iterations 64 1356 64 1 23 115
Example 4
Hebbian rule Delta--rule CCU
Hopfield Iteration Hopfield Iteration Iteration
T=3, R=2 T=3, R=2 T=3, R=3
C 36 65 1 20 1 60 193
W 1 3 9 51 20 34
S 463 438 341 332 285
Total
iterations 51 2 8018 51 2 2453 7168
Example 5
Hebbian rule Delta--rule CCU
Hopfield Iteration Hopfield Iteration Iteration
T=3, R=3 T=3, R=2 T=3, R=2
C 23 75 1 35 1 73 256
W 4 6 39 8 18
s 485 431 338 331 238
Total
iterations 512 1 2555 51 2 1 665 3867
Example 6
Hebbian rule Delta--rule CCU
Hopfield Iteration Hopfield Iteration Iteration





















iterations 4096 55792 4096 30371 33990
5.1. The Method of Iteration with a Hidden-bit
Stinson and Kak introduced the concept of a "hidden- 
bit" to detect complement states [Stin8 8a]. As seen in 
previous examples, the number of spurious answers can be 
quite large. The Hopfield model does not have a way of 
detecting spurious states, of which there are two kinds:
Complement states, which are complements of original 
memories, and other spurious states, which are linear 
combinations of some stable states.
With the addition of one extra hidden-bit, the 
complement states may be detected. For now, we deal only 
with the detection of the complement states. Instead of 
outputting a complement state as an answer, we can notify 
the user that this answer is considered worthless. 
Otherwise, the user might consider the answer to be 
correct.
The detailed procedure of this method is the same as 
before except in step (1). All the original memories have 
one extra bit with a value of +1. These memories, of size 
(N+1), are stored in the Hopfield model. And the probe, 
with +1 as its hidden-bit value, will be presented to the
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Hopfield model. Also, in step (4), if the hidden-bit has 
+ 1 , the rest of the answer is outputted as the response. 
Otherwise, the user will be notified that the answer is 
deemed spurious.
Let C = the number of probes which lead to the
correct memory with correct hidden-bit of +1 , W = the 
number of probes which lead to one of the original
memories, but not the closest one, SC = the number of
probes which lead to spurious memories with hidden-bit of 
-1 , SP = the number of probes which lead to spurious 
memories with hidden bit of +1 , and WK = the number of
probes which lead to original memories, but with hidden- 
bit of -1 . Note that "***" implies that this solution is 
not applicable.
Example 1
N = 5 + 1
Hebbian rule Delta-rule CCU
Hopfield Hidden-bit Hopfield Hidden-bit Hidden-bit
T=2, R=2 T=2, R=2 T=2, R=2
C 16 24 16 24 24
W 9 1 9 1 1
SC *** 7 *** 7 7
SP 7 0 7 0 0
WK *** 0 *** 0 0
Total number of iterations
32 93 32 93 93
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Example 2
N = 5 + 1
Hebbian rule Delta-rule CCU
Hopfield Hidden-bit Hopfield Hidden-bit Hidden
T=2, R=1 T=2, R=1 T=2, :
C 13 2 11 1 9 1 9
W 4 1 2 0 0
SC *** 6 *** 3 3
SP 15 1 7 19 1 0 1 0
WK *** 6 ■*** 0 0
Total number of iterations
32 1 045 32 36 36
Example 3
N = 6 + 1
Hebbian rule Delta-rule CCU
Hopfield Hidden-bit Hopfield Hidden-bit Hidden
T=2, R=2 T=2, R=2 t=2 , :
C 7 1 4 1 9 39 42
W 3 4 5 5 4gQ *** 25 *** 1 4 "5 6
SP 54 21 40 5WK *** 0 *** 1 1
Total number of iterations
64 2107 64 555 559
Example 4
N = 9 + 1
Hebbian rule Delta-rule CCU
Hopfield Hidden-bit Hopfield Hidden-bit Hidden-bit 
T=3, R=2 T=3, R=2 T=3, R=2
98
c 36 83 1 20 208 2 0 9
w 1 3 9 51 17 27
s c *** 1 63 *** 1 66 175
SP 463 257 341 121 1 01
WK *** 0 *** 0 0
Total number of iterations
512 16951 512 8846 18770
Example 5
N = 9 + 1
Hebbian rule Delta-rule

































512 1 6464 512 7476 1 4220
Example 6








































Total number of iterations
4096 113538 409 75103 86338
99
Notice that there is a significant reduction in the 
number of spurious states from the Hopfield model due to 
the hidden-bit. This is because the complement spurious 
states are detected and considered as semi-correct 
answers.
This hidden-bit method has one disadvantage which 
sometimes shows up in the performance. In example 2, the 
performance is worse than the original Hopfield model. The 
reason is that the second original memory, ( 1 ,-1 , -1 , 1 ,
1 ), is found to have the largest attraction basin, but 
with the addition of the hidden-bit of +1 , the Hopfield 
model erases the second state from its memory. In the 
analysis of the result, we found that many answers are of 
the form ( 1 , -1 ,-1 , 1 , 1 ,-1 ), and the last -1 , which is 
the hidden-bit, indicates that it is a complement state. 
As mentioned before, the simple Hebbian rule of the 
Hopfield model might erase some of original memories when 
we try to store too many memories. But as shown in the 
table, the Delta-rule does not have this problem, because 
it is constructed to retain all original memories.
5.2. The Method of Iteration with Handles
As mentioned before, the "hidden-bit" method can 
detect only complement states. Stinson and Kak [Stin8 8a] 
proposed the use of "orthogonal handles" to detect other
1 00
spurious states. With the addition of orthogonal vectors 
to original memories, we can detect all spurious states 
which are linear combinations of stable points. By this 
orthogonality, every inner-product of any two vectors is 
zero. If the original memories are mutually orthogonal, 
even the simple Hebbian rule of the Hopfield model 
performs very well. For example, the following group of 
vectors are mutually orthogonal. In other words, the 
inner-product of every pair of vectors is zero.
( 1 , 0 , 0 , 0 )
( 0 , 1 , 0 , 0 )
( 0 , 0 , 1 , 0 )
( 0 , 0 , 0 , 1 )
If 0's are replaced by -1's, another set of mutually 
orthogonal vectors is obtained. Now we append orthogonal 
vectors whose lengths are equal to the total number of 
memories to be stored. So, the memories of example 1 will
be modified as follows:
I
( 1 , 1 , - 1 , 1 , 1 , 1 1 , -1 , -1 )i
( 1 ,  - 1 ,  - 1 ,  1 ,  - 1 ,  i - 1 ,  i , - i )i
( -1, 1, -1, -1 - 1 ,! -1, -1, 1)i
Information part Handle
By this modification, any linear combination of 
stable points can not have a valid handle, which has only 
one +1 with the remaining bits being -1's. Therefore, we 
can detect spurious states.
1 01
There are two issues we have to consider.
1 ) What kind of a handle must we append to the probe 
before presenting it to the Hopfield model? Our solution 
is to select one of the above orthogonal handles randomly 
and append it to the probe.
2) There are two sets of orthogonal handles we can adopt.
We tested both sets on the same examples shown 
before, and found out that there is no noticeable 
difference in performance. In terms of the threshold, T, 
and number of neurons to change, R, we should increase 
them by some amount, because the addition of handles 
increases the total number of neurons. In the case of 
orthogonal handles, the Hamming distance between any two 
handles is 2, so we will use previous T plus 2 as the new 
value for the threshold. In the following, we provide the 
comparison of performance.
Let C = the number of probes which lead to the 
correct memory with correct hidden-bit of +1 , W = the 
number of probes which lead to one of the original 
memories, but not the closest one, SC = the number of 
probes which lead to spurious memories with invalid 
handle, SP = the number of probes which lead to spurious
( 1 , -1 , -1 )
( -1 , 1 , - 1 )
( -1 , -1 , 1 )
( -1 , 1 , 1 )
( 1 , - 1 , 1 )
< 1 , 1 , -1 )
1 02
memories with valid handle, and WH = the number of probes 
which lead to original memories, but with invalid handle.
Note that "***" implies that this solution is not
applicable.
Example 1
N = 5 + 3
Hebbian rule Delta--rule CCU
Hopfield Handle Hopfield Handle Handle
C 16
T=4, R=3 





W 9 3 9 5 53C *** 1 3 *** 11 1 1




32 32 32 32
Example 2
N = 5 + 4
Hebbian rule Delta-•rule CCU








W 4 3 2 4 4gC -kkk 7 *** 5 5




66 32 60 60
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Example 3






s c ick'k 28
SP 54 0
WH "k 0









* * *  0 0
64 98 116
Example 4
N = 9 + 5
Hebbian rule Delta-rule CCU
Hopfield Handle Hopfield Handle Handle
T=5, R=3 T=5, R= 4 T=5, R=4
C 36 171 120 195 204
W 13 72 51 60 52
SC *** 269 *** 257 256
SP 463 0 341 0 0
WH *** 0 *** 0 0
Total number of iterations
512 5558 512 3665 3579
Example 5
N = 9 + 5
Hebbian rule Delta-rule CCU
Hopfield Handle Hopfield Handle




c 23 57 1 35 224 256
w 4 24 39 78 66
s c 314 •kkk 21 0 184
SP 485 0 3 38 0 6
WH •kkk 11 7 kkk 0 0
Total number of iterations 
512 9991
Example 6









Total number of iterations
4096 135841 4096 28403 30551
Notice that a large reduction in the number of 
spurious states occurs from the Hopfield model and hidden- 
bit method to the method of handles. But there is a trade­
off between these methods. In case of a wrong answer, the 
hidden-bit method performs better than the method of 
handle. When a network is heavily loaded, the original 
memories may not be stored and, therefore, inclusion of 
handles may erase some memories. This explains the one 











There is one improvement that can be made to the
method of iteration with handles. In the previous method, 
the criterion that stops the iteration is the Hamming
distance between the probe and the answer. If it is less 
than the given threshold, the output is considered as an 
answer. In the original method, we do not check the 
answer, whether its handle is valid or not. When it is 
invalid, we consider the answer as semi-correct. Here we 
can improve the performance by forcing the model to 
produce an answer with a valid handle at the cost of an 
increased number of iterations. So we add one more 
criterion to the stopping condition: the validity of
handle.
As shown before, any valid handle has single +1 with 
the remaining bits being -1's. During the iteration, if we 
encounter any answer with an invalid handle, we append a 
randomly chosen valid handle to the answer and continue 
.,ncil the following two conditions are met:
1) The final answer should have a valid handle.
2) The Hamming distance between the probe and the final
answer should be less than the given threshold.
Consequently, we make one modification to the process 
which transforms the answer into another probe. In the 
previous method, if the stopping condition is not 
satisfied, we transform the answer as follows:
1 06
Select R neurons of the answer and change them 
either from +1 to -1 or vice versa.
Note that the neurons which represent the handle can be 
selected as the R neurons to be changed. But, in this
modified method, we divide the answer into two parts, the
information part and the handle. We select R neurons only 
from the information part and change them correspondingly. 
Then we randomly select one handle out of the set of valid 
handles and append it to the transformed information part.
As shown in the tables, this minor modification 
significantly enhances the performance of the previous 
method. The total number of iterations has increased
somewhat, but a large portion of semi-correct answers from 
the previous method goes to correct answers. But by
forcing the network to converge to answers with valid 
handles, the number of wrong answers has increased.
Example 1
N = 5 + 3





































Total number of iterations 
32 32 32 72
Example 2







































Total number of iterations









































Total number of iterations
232 98 116 385
1 08
Example 4




























































































T=7/ R=4 1=6, R=5
109
c 1 39 1236 1 575 21 75
w 43 885 1 088 1 441
s c 1366 11 68 1 427 31 3
SP 0 8 5 0
WH 25 4 8 7 9 9 1 167
Total number of iterations
1 35841 2 8 4 0 3 30551 1 3 0 2 1 4
Chapter Six 
Multilayered Neural Networks
We have discussed several methods that can be applied 
to networks without hidden neurons shown in Figures 1 and 
2. In this chapter, we apply the CCU algorithm to the two- 
layer bidirectional associative memory and discuss the 
indexing scheme on multi-layered feedforward networks.
6.1. Bidirectional Associative Memory (BAM)
In the Hopfield model, one usually associates a
pattern with itself in an auto associative. fashion
[Koho84]. When the patterns to be associated are
different, it is called heieeo-associative.
Kosko introduced a bidirectional two-layer feedback
neural network that can perform hetero-association
[Kosk87, Kosk8 8 ]. The structure of the BAM is described in
Figure 16. A state of the BAM is defined as (X,Y) where X
and Y are patterns to be associated which can be of
different size.
In this model, there are two weight matrices, for
forward and T, for backward information flow. The hebbian b






Topology of the Bidirectional Associative Memory
1 1 2
T/ = M * y <
T 6 =  T t/  =  E , Y i * X i
A symmetric updating rule was used. When an input 
pattern is presented, the system iterates back and forth 
until it produces a stable state (X^,y\) on both sides. 
This is called bidirectional stability. Kosko showed that 
the model . always reaches a stable state in both 
synchronous and asynchronous updates. Synchronous updating 
requires fewer iterations to reach a stable state than an 
asynchronous updating, because the change in energy is 
greater. The Hopfield model can be viewed as a special 
case of the BAM when X^ and Y^ are same and the diagonal 
terms are zero.
The capacity of a BAM is the smaller of N and M, 
where N and M represent the number of neurons in X^ and 
respectively. To test the model under a heavily loaded 
condition, we ran some examples with a number of patterns 
that exceeds the capacity limit. Also, we adopted the 
synchronous updating for the example.
Example:
Number of Patterns = 5
List of Original Patterns
List of Stable States
4Comp, of P. 
Comp, of 
Comp, of P3 
Comp, of P^
Note that the Hebbian rule fails to store all 5 
patterns. Among 21 stable states, 17 patterns are spurious 
states which cause poor performance. Furthermore, 13 
patterns are non-complement spurious states. Therefore we 
apply the CCU algorithm in the BAM to remove these 
spurious states.
6.2. CCU with Bidirectional Associative Memory (CCUBAM)
The basic idea is the same as the one given in 
chapter 3, except that the modification of the weight 
matrix uses the following equation:
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T /  =  T / - U *  A*B
where (A,B) is a spurious pattern.
We use the same example for this experiment.
Example;
Unlearning rate = 0.01 
Number of Patterns = 5
List of Stable States
4Comp, of 
Comp, of P2 
Comp, of P, 
Comp, of P^
Notice that we have only 4 non-complement spurious 
states, which, in turn, improves performance. Also the CCU 
rule reduces the width of attraction basins around 
spurious patterns if it fails to remove them. In terms of 






We have run several examples and summarizes the 
improvements in Figure 17. We have shown that the CCU rule 
significantly improves the convergence. But similarly as 
in the Hopfield model, the CCU rule increases the number 
of wrong answers somewhat. We speculate that it can be 
reduced when we use a bicameral classifier, the Hidden-bit 
method, and the method of Handles in conjunction with the 
CCU rule.
6.3. Multilayered Feedforward Neural Networks
We have discussed several methods that can be applied 
to networks without hidden neurons. In this section, we 
investigate the feasibility of multi-layered neural 
networks as an associative memory.
Hecht-Nielsen pointed out that Kolmogorov's theorem 
[Kolm57] proves the existence of a layered neural network 
that can map arbitrary input-output pattern pairs 
[Hech8 8 ]. Formally, for any continuous function 
^ : In — »Rm , where I is the closed unit interval [0,1] 
and R is real, ^ can be implemented exactly by a three 
layer neural network having n neurons in the input layer, 
(2n+1 ) hidden neurons in the middle and m neurons in the 
output layer. Unfortunately this is only a theorem of 
existence, and it does not present a constructive method 

















(Out of 1024 
Probes)
CCUBAM
BAM Number of 
Patterns
N =  10, M =  7
Figure 17
Performance Comparison of BAM and CCUBAM
1 1 7
to train multi-layered networks to perform mapping between 
input and output patterns. First we describe the well- 
known backpropagation algorithm [Rume8 6 ].
6.3.1. Backpropagation Algorithm
This algorithm is a generalization of the Delta rule 
described in chapter 2. However, the implementation of 
this generalized Delta rule requires the use of a 
differentiable (semi-linear) activation function.
1) Activation Function
In the McCulloch-Pitts model [McCu43], each neuron 
performs a thresholding function. It hard-limits the 
output of a neuron to +1 or -1 by comparing the weighted 
sum, EtTii ̂ 0| , to its threshold, which is zero. But, m  
the layered network, thf- use of hard-limiting creates 
problems, because in the hidden neuron, the information 
which comes from the previous layer may be lost by this 
hard-limiting. Thus we need an activation function, F, 
which is continuous, nondecreasing and differentiable and 
the output of a neuron, F( ), should be real­
valued in the range (0, 1). In the following, we define 
the output of a neuron as CK, and the activation function 
as F. This semi-linearity is essential to the function of
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a layered network, as will be explained later. Figure 18 
represents the activation function of the McCulloch-Pitts 
neuron. Note that it is discontinuous. The logistic 
activation function, 0 ^, is a popular differentiable 
function that has been used in [Rume8 6 ], which is shown in 
Figure 19. Another function that can be used for this 
purpose is tanh(x).
3 1 -j- e " E i
where Oj represents the bias that is similar to the 
threshold.
In addition to the similarity in shape to Figure 18, 
it has desirable properties such as continuity and 
differentiability. Also it produces the real-valued output 
in the range (0 , 1 ).
2) Weight Matrix
The Hopfield model requires only one connection 
matrix T, but the layered network needs more than one T. 
If we restrict ourselves to networks with a single middle 
layer, we have two sets of T's, one for connections 
between the input and the middle layer and the other for 
connections between the middle and output layers.
0 } =  Output of Neuron j
Figure 18
Activation Function of the McCulloch-Pitts Neuron
)j =  Output of Neuron j
Q.5C
/
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As in the Delta rule, we should have a target pattern 
for each input. Since our concern is the application of 
associative memory, we can use the same input pattern as a 
target. Here, notice that the logistic activation function 
reaches 0 and 1 only asymptotically. Therefore, each 
component of the target pattern can be either 0.1 or 0.9, 
denoting 0 or 1 respectively. Note that only the output 
neurons can have a target pattern. Since hidden neurons do 
not have target values, we need to approximate them. Next 
we derive the equations which update the weight matrices.
Suppose that Figure 20 describes the surrounding of
the neuron j in a layer i. If we define as NET^ ,
0. becomes F(NET.). Then,
3 3
dNETj _  ̂  
dTji ~  U *
Also define the squared sum of error, E, as ^ * ]T\ (fy — Oy)2 
where t̂  is the target value of neuron j. Another term 8j 
is defined as ---— —cJNETy
By the chain rule,
9 E  _  0 E  dNETj-
dT3i ~  dN E T y dTSi
=  —8j * O ,






Layer (i—1) Layer i
Figure 20
Neurons in Multilayered Feedforward Network
where L is the learning rate. 
Then we have
8 -  _-QE
u3 ~  aNETy
-0E dOj 
d O j  * SNETy
Note that target patterns are only available in the 
output layer. Therefore, we should have two different 
formulas for 8j / one for neurons in the output layer and 
the other for layers with hidden neurons.
1) Output Neuron
Since we have the target pattern,
2) Hidden Neuron
In this case, we have to use the chain rule in the 
computation of 8j .
- 9 E  _  -d r 1
aoj ~ aOy 12H * E y  (tj ~  O y)2]
Therefore ^  =  (ty-Oy)*F}(NBTy)
SNETfc
so,k SNET*
— 12k dNETk * d O s [ E i  * ^*1
' 9E 
<k 3 N E T fc
=  “ E k Sk * Tkj
Therefore,
6i =  w  * F5- (N E T )̂
= FJ-(NETy)Efc«fc*rw
If we take the logistic activation function as F for 
all neurons, except neurons in the input layer that pass 




—  d r i i 
“  dNETy
e-NETi
. -N E T ,-  \ 3
-NET*
(l+t-NET<)'
= 0 . * (1 - 0 .) 
3 3
Therefore,
6y =  ( f y - 0 y ) * 0 y * ( l - 0 y )  —  (1)
for output neurons.
Sj s= Oy * (1 -  Oy) * ]£ fc & * 2fcy  ( 2 )
for hidden neurons.
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These two equations provide the recursive procedure for 
the computation of 8j . Note that the equation (2) uses 
5k ' s computed in the output layer using equation (1 ). 
Basically, the backpropagation algorithm is the same as 
the Delta rule, except for the computation of the error 
term in the hidden layer.
6.3.2. Layered Network as an Associative Memory
Our main interest in the multi-layered network is to 
examine the application of an associative memory. We set 
up the model so that input patterns are the same as target 
patterns. The stopping criterion is when the total sum of 
squared error term, £  Ylj (*j ~ Oj')2 • s less than a given 
value. We used 0.01 and 0.04 as the critical value for the 
stopping condition in our experiment. The following is the 
result of our experiment.
For our examples, we set up a network with three 
layers, input, hidden and output. All layers have the same 
number of neurons and we used the logistic activation 
function for all hidden and output neurons.
1) We were successful in storing up to 2N patterns, where 
N is the number of neurons in the input pattern. The 
comparison of capacity to the previous Hebbian, Delta and 
continuous unlearning rule cannot be done in a
1 25
straightforward manner, because the Hopfield model has a 
different topology. We find that as the number of patterns 
increases, the capability of error correction decreases. 
As for the associative memory, this error correction is an 
important characteristic. Therefore, the network with its 
full capacity (i.e. 2N ) is not interesting. In our
experiments, we store about N patterns and examine the 
characteristics of output patterns.
2) Whereas the input pattern has 0 or 1 as a component, 
the actual output pattern from the output layer produces 
real-valued components between 0.0 and 1.0. So we have to 
convert these real-valued components to the corresponding 
integers, 0 or 1. The question of a cut-off point arises. 
Generally, input patterns produce strong outputs in the 
sense that they are within the range of 0.05 from 0 or 1. 
In our experimentation, we used 0.5 as the cut-off point 
and determined the outcome.
3) Generally we need more iterations (i.e., 
backpropagations) as the number of input patterns 
increases. There are two ways of performing 
backpropagation. One way is to update the weight matrices 
whenever the input pattern differs from the target 
pattern. In this method, we process one pattern at a time. 
The other is to update the weight matrices only after
1 26
computing Sj 's for all input patterns. In our examples, 
we used the former method, because it converges faster 
than the former method.
Example:
Number of input neurons = 5
Number of hidden neurons = 5
Number of output neurons = 5
Number of Input Patterns Total Number of
Rumelhart mentioned the use of the momentum term to 
increase the learning rate without leading to oscillation 
[Rume8 6 ], The momentum term utilizes the previous weight 
change in the next update to improve the learning rate.
4) We find out that this layered approach also suffers 
from the same problem of spurious patterns as in the 
Hopfield model. Among them, there are complements to the 
original input patterns, in addition to non-complement 
spurious patterns. In the asynchronous Hopfield model, we 
can force the order of updates using the bicameral 













network, we cannot control the inner operation. In other 
words, it cannot operate asynchronously.
Example:
Number of input neurons = 5
Number of hidden neurons = 5
Number of output neurons = 5
Number of input patterns = 5
X = 
X2 =
( o, 0, 0, 0, 0)
( 1 , 0, 1, 1, 0)
x3 = { 0, 1, 0, 1, 1)
X4 = ( 1, 1, 1, 0, 0)( 1, 0, 1, 0, 1)
List of Spurious Patterns
Actual Outputs Spurious Patterns
(0.81, 0.01 , 0.81, 0 .0 2 , 0 .0 2 ) ( 1 , 0 , 1 , 0 , 0 )
(0.19, 0.99, 0.16, 0.96, 0 .0 2 ) ( o, 1 , 0 , 1 , 0 )
(0.31, 0.98, 0.33, 0.05, 0.85) ( o, 1 , 0 , 0 , 1 )
(0.05, 0.48, 0.06, 0.96, 0.95) ( o, 0 , o, 1 , 1 )
(0.93, 0.90, 0.93, 0.83, 
Complements
0.94) ( 1 , 1 , 1 , 1 , 1 )
(0.98, 0.18, r-CO*oCOCTi•o 0.94) ( 1 , 0 , 1 , 1 , 1 )
(0 .0 1 , 0.98, 0.01, 0.03, 0.05) ( o, 1 , 0 , 0 , 0 )
(0.98, 0. 97, 0.98, 0.08, 0 .8 8 ) < 1 , 1 , 1 , 0 , 1 )(0.04, 0.13, 0.04, 0.98, 0.04) ( o , 0 , 0 , 1 , 0 )(0.96, 0.96, 0.95, 0.89, 0 .0 2 ) ( 1 , 1 1 1 , 1 , 0 )
(0 .0 2 , 0.09, 0.03, 0.03, 0.94) ( 0 , 0 , 0 , 0 , 1 )
Non-Complements
6.3.3. Indexing of Patterns
The importance of data coding in the neural network 
was mentioned in [Prad8 8c, Pott87], By changing input 
patterns in such a way that increases the Hamming 
distances among patterns, we could increase the capacity
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of the network. Another way of achieving this is to 
introduce redundancy. The methods of hidden-bit and
orthogonal handles belong to this category [Stin8 8a, 
Stin8 8b], They are introduced to improve the convergence 
with the help of a controller. Stinson and Kak presented a 
new mechanism for memory and recall, wherein a key
suffices to retrieve a memory [Stin8 8b]. It can be used to 
develop a database management system (DBMS). By appending 
a key which is comprised of two components: (1 ) one bit to 
distinguish a valid memory from its complement, and (2 ) an 
orthogonal handle, one can retrieve an original memory
when presenting only the key information. During query 
processing, the locations which represent key bits are not 
allowed to be updated. But, in this method, the user must 
be aware of the exact key to retrieve information. In
other words, there is no error correction capability. Kak 
proposed an indexing scheme that can store and retrieve an 
arbitrary number of related patterns using a bicameral 
network [Kak89b], In his method, each set of related 
patterns is concatenated to form a single binary memory: 
memory fragments may then be used to recover the entire 
memory.
As shown in previous sections, a multi-layered 
feedforward network can be used to map input patterns to 
target patterns. We propose to employ "indexing" idea 
using networks with hidden neurons. The basic idea is to
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structure target patterns in an orthogonal manner and 
train the network so that an input pattern converges to 
the corresponding orthogonal target pattern. It is shown 
to improve convergence and does not have problems of 
inherent spurious memories.
Example:
Number of input neurons = 5
Number of hidden neurons = 5
Number of output neurons = 5
Number of input patterns = 5
( 0 , o , 0 , 0 , 0)  — -> ( 1 , 0 , 0 , 0 , 0)
< 1 , o , 1 , 1 , 0)  — - >  ( o , 1 , 0 , 0 , 0)
{ 0 , 1 , o, 1 , 1)  — - >  ( 0 , o , 1 , 0 , 0)
( 1, 1 , 1 , o , 0)  — - >  ( o , 0 , 0 , 1 , 0)
( 1 , o, 1 , 0 , 1)  — - >  { 0 , 0 , 0 , o, 1 )
Input Patterns Target Patterns
After learning is completed, the input probe is 
; resented to the network and the output will be one of the 
orthogonal patterns. In this method, there is one 
disadvantage. Since there is a single 1 in the output, we 
can consider the location of 1 in the output as an index 
to the correct pattern. Therefore, we need a table of 
patterns to look up. We consider that this requirement is 
not a serious problem, because the current hardware cost 
is low enough to afford an additional table in the memory. 
There are several aspects to consider in this method.
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1) Similar to the situation discussed in Section 6.3.2, we 
have to determine the cut-off point for the output.
2) Instead of having spurious memories, we can have 
invalid outputs. The valid output should have a single 1 
with the remaining bits being all zero's. During our 
experiments, we found several invalid outputs. Most of 
them do not have 1 's in the outputs.
Let C = the number of probes which lead to the 
correct pattern, W = the number of probes which lead to 
the wrong pattern, and Invalid = the number of probes 
vi i c h  lead to an invalid output.
Number of Number Invalid
Neurons of C W No 1's More than
Input Hidden Output Patterns one 1
5 5 27 1 4 0
6 6 22 4 6 0
5 5 7  7 17 2 8  5
8 8 18 3 7 4
9 9 18 3 6 5
6 6 47 2 12 3
7 7 41 2 1 7 4
6 6 8 8 42 7 8 7
9 9 38 2 23 1
3) For those invalid outputs, we can use a controller to 
improve performance as in the bicameral network. The
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controller picks the largest component out of the invalid
output and use it as an index to the pattern, 
addition significantly enhances performance.
Number of Neurons Number of
Input Hidden Output Patterns C
5 5 28
6 6 27
























This dissertation has presented new methods to 
improve the performance of neural networks. A new learning 
algorithm, CCU, has been proposed that creates a better 
structure for fixed points and improves performance when 
compared to the existing learning rules. Two new control 
methods have been presented to enhance the convergence 
characteristics. One is the method of iteration, and the 
other is the bicameral network approach, which uses one 
part of the network as an asynchronous controller. These 
methods are applied to two different information models: 
in one of these, all patterns have the same probability of 
occurrence and in the other, they do not.
The CCU rule is a technique that tries to remove 
undesired spurious memory whenever it is encountered 
during the learning period. This method shrinks the 
attraction basins around spurious memories and improves 
the probability of converging to an useful state.
The method of iteration uses the Hamming distance 
between the probe and the output as a criterion to stop 
the iteration. This method almost always guarantees the 
final result within the given distance from the input 
probe, but this result could be a spurious memory. Two
methods may be used to determine the nature of the output: 
the Hidden-bit and the Handle. The Hidden-bit detects such 
spurious outcomes that are complements of original 
fundamental memories. The Handle identifies spurious 
memories other than complements.
The bicameral network employs existing clustering 
techniques, exploits the information about the resulting 
classes and helps the neural network to converge to 
correct answers.
7.1. Neural Network System for Speech & Vision Problems
Many researchers have investigated the use of 
nrtificial neural network for speech understanding and 
vision problems. The capability of a neural network to 
handle incomplete (or noisy) information is especially 
attractive for these problems. Kohonen developed a low- 
level neural network processor for speech recognition 
[Koho8 8 J. Carpenter and Grossberg implemented a classifier 
that can be used to recognize characters in the input 
examplar [Carp8 6 ]. For a review, see [Lipp89]. We describe 
a general framework of a neural network system that can be 
used in these applications. First, we discuss inherent 
problems pertaining to both speech understanding and image 
processing.
Compared to technological advances in other 
engineering areas, the progress in these areas is 
relatively slow because of many difficulties. The ultimate 
objective of AI research is to achieve a reasoning 
capability that parallels human information processing. 
For example, in speech understanding, the perception of 
each character is only a first step towards understanding 
of a full sentence. The next step is to recognize a word, 
but this might need feedbacks from higher-levels, since a 
word can have many different meanings depending on the 
'■ontext. Therefore we need interactions among different 
levels in a hierarchy.
Other difficulties include noise and that there exist 
no normative sound patterns or scenes. Also intonations of 
a spoken sentence may make the meaning different. We shall 
now speak in the context of image processing, though the 
discussion applies to other A. I. areas as well. In image 
processing, the same object can produce different images 
depending on the distance from the sensor of a camera to 
the object, possibly leading to false perception. 
Therefore the desirable approach is to extract 
characteristics of an image {or object) regardless of 
size, instead of processing the actual image by itself.
One well known labelling method for 3-D objects is 
the Waltz algorithm that is used as a method of constraint 
satisfaction [Walt75]. By identifying the shape of every
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edge, it can be used to recognize trihedral objects in 
which every vertex represents the conjunction of three 
planes. But the Waltz procedure can only label trihedral 
objects.
There are several preprocessing operations that need 
to be performed before presenting an image to labelling 
process.
1 ) Digitization: Each image will be divided into a fixed 
number of pixels. Depending on the grey level, each pixel 
has a value representing the darkness.
2) -Smoothing: This eliminates unnecessary variations or 
noise in the image.
3) Segmentation: Group a set of pixels into a cohesive, 
meaningful blocks.
It may be assumed that this preprocessing is done 
before presentation to the system.
The structure of a general system is described in 
Figure 21 . We assume a hybrid approach in which the 
conventional computer and the neural network function 
together. As shown in the figure, preliminary processing 
and coding can be performed using a computer. Preliminary 
processing performs feature extraction such as labelling 
using the Waltz procedure. Furthermore, when the raw image 
is presented to the system, smoothing and segmentation can 
be performed. The output from the preliminary processing 






Structure of the Pattern Recognition System
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The next step encodes the output from the previous 
step for the neural network. To encode this information, 
we have to define the following: 1 ) the order of vertices 
in an image, 2 ) representation of each labelling in an 
information vector that is processed in the next stage.
This dissertation has only discussed a binary-valued 
neuron. With a binary neuron, we need 5 neurons to 
represent all eighteen labellings. Prados and Kak 
investigated a multi-valued neural network [Prad8 8 c]. This 
can reduce the number of neurons in an information vector. 
This coding stage is crucial to the correct function of 
the system.
In the last stage, the neural network finds the 
■ctor that represents the output information. Note that, 
since we employed preliminary processing, different images 
of the same object can be handled by the proposed system.
7.2. Directions for Future Research
The asynchronous bicameral network is best viewed as 
an elementary model that is motivated by a desire to mimic 
the processing capability of the human brain. As for the 
controller, there are several aspects of it that can be 
improved.
1) More refined clustering techniques.
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2) Techniques to reduce the size of the configuration 
without degrading the overall performance. For example, a 
hashing table can be used to map the original 
configuration to a shorter one.
Another important question is that of reliability. 
The performance of a neural network in the presence of 
different kinds of faults needs to be evaluated.
Owing to the nonlinear nature of neural networks, 
most studies have been conducted experimentally. It is 
important to develop an analytical framework in which 
various different models and algorithms could be compared.
Another area for future study is that of neural 
networks with "non-classical" synaptic functions. Kak 
proposed that with nonlinear synaptic functions, one can 
simulate the chaotic behavior which the human mind appears 
to go through [Kak8 8 ], It is known that without 
concentration, a human mind goes through a series of 
chaotic states. It has been suggested [Kak8 8 ] that the 
process of concentration implies changing a certain 
parameter which can keep the mind from wandering around 
meaningless states. So far, synaptic strengths have been 
represented by scalars. This will have to be generalized 
and learning algorithms for the new networks will have to 
be devised.
Human memory is classified into three types: 1)
Sensory information storage, 2) Short term memory, 3) Long
term memory. Neural networks that can model all these 
types may be useful for certain artificial intelligence 
applications. In particular, the frame problem [Pyly87] 
requires that information presented to a robot be handled 
in some hierarchical sense. This would necessitate 
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