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RESUME 
Notre projet porte sur la vision stereo a l'aide de paires d'images constituees d'une image 
du spectre visible et d'une image du spectre infrarouge. Cependant, la reconstruction de 
la scene se limite uniquement a dormer un indice sur la profondeur relative des objets en 
mouvement. 
La litterature scientifique contient deja plusieurs algorithmes de calibration de cameras, 
de recherche de points caracteristiques, d'appariement de points, de reconstruction, etc. 
Dans notre cas, les deux cameras ne sont pas calibrees. De plus, la plupart des techniques 
classiques d'appariement de points ne permettent pas de reconnaitre un point de 1'image 
visible dans 1'image infrarouge. 
Notre methode se base tout d'abord sur la soustraction de Parriere-plan de chaque image 
individuellement. Les blobs d'avant-plan deviennent done une source d'information 
invariante en fonction du type d'image utilise. De la, nous avons deux methodes : la 
methode du squelette et la methode du processus DCE. La methode du squelette consiste 
a trouver les axes de symetrie locale d'une forme. Nous analysons ensuite les 
intersections des axes a une, trois ou plus aretes. L'orientation des aretes de ces points 
d'intersections et la distance minimale entre ces intersections et le contour du blob sont 
une partie des informations utilisees pour apparier les points d'une image a l'autre. La 
methode du processus DCE consiste a simplifier le contour de chaque blob pour ne 
garder qu'un nombre prefixe de sommets. L'orientation des aretes des sommets retenus 
et le degre de pertinence des sommets retenus sont utilises pour apparier les points. 
L'appariement s'effectue a l'aide d'une matrice de correspondance de type choix mutuel. 
Dans notre systeme, nous appliquons deux filtres successifs pour eliminer les paires de 
points aberrantes : l'usage des paires de blobs et un algorithme RANSAC pour trouver la 
matrice fondamentale modelisant l'ensemble des paires de points. Cette derniere 
methode est largement utilisee et documentee dans la litterature. 
Le resultat final de notre programme est la disparite horizontale mediane de chaque paire 
de blobs trouvee, e'est-a-dire un indice de profondeur relative pour chaque element de la 
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scene ne faisant pas partie de l'arriere-plan. Nous comparons cette disparite horizontale 
avec les disparites determinees dans des valeurs temoins. Pour ce faire, nous utilisons un 
score calculant la difference absolue entre chaque disparite calculee et sa disparite 
correspondante connue. Cette difference est par la suite normalisee selon la longueur de 
chaque disparite. Pour chaque paire d'image, nous retenons 1.0 moins la moyenne du 
score de chaque paire de blobs. Les scores finaux de chaque paire d'images vont de 0.0 a 
1.0, ou 1.0 est une note parfaite. 
Les resultats obtenus montrent que nos methodes de recherches de points caracteristiques 
dans des images de differents types donnent souvent des resultats de l'ordre de 0.8 a 0.9 
sur 1.0. Nous avons compare nos methodes avec une adaptation de la methode utilisant 
la congruence de phase : nos resultats numeriques sont legerement meilleurs que ceux de 
cette methode. Nous avons aussi utilise des methodes basees sur les algorithmes des 
valeurs propres minimales et sur l'operateur de Harris et Stephens : ces methodes ne font 
pas le poids lorsqu'il s'agit d'apparier des points de differents types d'images, car elles 
n'arrivent generalement pas a trouver toutes les bonnes paires de blobs dans une paire 
d'images. 
Finalement, notre score final est trop sensible pour evaluer de petites disparites. Par 
consequent, le resultat visuel peut etre meilleur que le resultat numerique. Done, d'autres 
tests pourraient demontrer numeriquement que nos methodes permettent d'identifier la 




Our project's goal is to do some stereo vision with pairs of images where one of the 
images is from the visible spectrum and the other is from the infrared spectrum. The 
reconstruction is limited to only a relative depth value for each moving object in the 
scene: a foreground blobs' horizontal disparity. 
In the literature, we can find many camera calibration algorithms, feature points finders, 
pairing algorithms and reconstruction algorithms. In our case, both cameras are not 
calibrated. Furthermore, most classical techniques to create reliable pairs of points are 
not able to recognize a point of the visible image in the infrared image. 
Our method is based on the background subtraction of each image individually. All 
foreground blobs become an invariant source of information according to the type of 
image used. From there, we have two methods: the skeleton method and the DCE 
method. The skeleton method consists in finding in the skeleton the local axes of 
symmetry of the shape. Then, we analyze the intersections of the axes having one, three 
or more edges. The orientation of the intersection points' edges and the minimum 
distance between the intersection points and the blobs' contour are part of the information 
used to create the pairs of points. The method based on the DCE process consists in 
simplifying the blob's contour in order to keep only a fixed number of significant 
vertices. Again, the orientation of the two edges of the chosen vertices and the relevance 
measure of these vertices in the approximated contour are used to create the pairs of 
points. The pairing process is done with a correspondence matrix where each point in a 
pair has chosen the other mutually. 
In our system, we apply two successive filters to eliminate the outliers in the pairs of 
points: the use of blob pairs and the use of a RANSAC algorithm that models inliers with 
a fundamental matrix. This last method is largely used and documented in the literature. 
The final result of our project is the median horizontal disparity of each found pair of 
blobs, i.e. a relative depth value for all elements of the scene that are not in the 
background. We compare this horizontal disparity with the disparities that are in ground 
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truths. In the comparison, we use a score calculating the absolute difference between 
each computed disparity and its known corresponding disparity in the ground truth. This 
difference is then normalized according to the length of each disparity (the calculated one 
and the ground truth one). For each pair of images, we retain 1.0 minus the mean of the 
scores of all valid pairs of blobs. The final scores are from 0.0 to 1.0, where 1.0 is a 
perfect score. 
The test results show that our methods that find feature points in different types of image 
usually give final scores between 0.8 and 0.9 on 1.0. We have compared our methods 
with an adaptation of the method using the phase congruency: the numerical results (the 
final score) of our methods are slightly better than the results with the phase congruency. 
We have also used methods based on the minimal eigenvalue algorithm and on the Harris 
and Stephens operator: these methods are just not able to find good pairs of points in 
different types of image, mainly because they are generally not able to find the good pairs 
of blobs. 
Finally, our final score criterion is too sensitive to evaluate properly small disparities. 
Consequently, the visual result may be better than the numerical result. So, more tests 
may prove numerically that our methods can identify the relative distance between each 
person in the scene and the order of these: from the closest to the farthest. 
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INTRODUCTION 
Depuis leur tendre enfance, les etres humains, tout comme plusieurs autres races 
d'animaux, sont capables de voir et d'interpreter une scene en trois dimensions grace a 
leurs deux yeux. Chaque ceil voit la meme scene, mais de deux positions distinctes. II en 
resulte done deux images legerement differentes qui sont envoyees au cerveau pour la 
reconstruction finale de la scene. Non seulement 1'interpretation de la scene se fait en un 
temps record, e'est-a-dire plusieurs dizaines de fois par seconde, mais il s'agit la d'un 
processus qui semble peu fatiguant pour les millions de neurones qui constituent les 
cerveaux. Pourtant, ce qui semble si aise pour le commun des mortels est en fait une 
tache tres difficile pour un ordinateur. 
Malgre tout, la litterature scientifique contient deja des centaines d'articles et plusieurs 
livres a propos de systemes informatiques capable de reconstruire une scene 
tridimensionnelle a partir d'images de la meme scene. Le systeme peut etre calibre ou 
non calibre (section 1.1) et a deux ou a trois cameras. Dans la plupart des cas, les 
chercheurs utilisent deux images provenant de deux cameras identiques. De plus, afin de 
faciliter la mise en correspondance, les images sont rectifiees (Trucco & Verri, 1998) 
pour que les lignes de pixels d'une image soient vis-a-vis les lignes de pixels 
correspondantes de l'autre image. 
Dans le domaine de la videosurveillance, les cameras infrarouges commencent de plus en 
plus a etre a la mode, et ce, grace a leur prix devenant de plus en plus abordable (Hajebi 
& Zelek, 2006). Les cameras infrarouges permettent parfois de voir ce qu'une camera du 
spectre visible ne peut pas voir, par exemple, une scene ou l'eclairage est faible ou 
absent. Enfin, des chercheurs ont deja reussi a creer des prototypes de vision stereo pour 
des images infrarouges (Hajebi & Zelek, 2006) : il s'agit en fait de cartes de disparites 
dormant grossierement une idee de la profondeur de quelques points dans une image. 
1 Dans le cadre du present projet, une disparite est la mesure du deplacement entre un point d'une image et 
le point correspondant dans l'autre image alors que les images sont alignees et superposees. La longueur 
du deplacement permet d'evaluer la profondeur du point dans la scene. Voir les disparites a la figure 1.8. 
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Le defi du present projet consiste a creer un systeme de vision stereo non calibre utilisant 
une camera du spectre visible et une camera du spectre infrarouge. Alors que l'idee est 
interessante, il faut noter que le cerveau de l'etre humain ne serait meme pas capable de 
reconstruire une scene a partir des paires d'images utilisees dans le present projet. En 
effet, nous avons teste notre systeme de vision humain avec deux images rectifiees dont 
l'une avait les couleurs inversees. Ainsi, au lieu de voir la scene en trois dimensions, 
nous voyons plutot deux images superposees sous la forme d'une moyenne ponderee qui 
varie en fonction de 1'importance que notre cerveau accorde a chaque image a chaque 
instant. Ce dernier petit test est valide, car regarder une image du spectre visible et une 
autre du spectre infrarouge donne 1'impression de regarder une photo et son negatif. 
Bref, l'ordinateur peut parfois surpasser l'homme pour certaines taches. 
Contexte et problematique 
Pour des fins de videosurveillance, l'usage de cameras infrarouges est de plus en plus 
courant, de meme que l'usage de plusieurs cameras par scene pour avoir differents points 
de vue. Comme nous l'avons deja mentionne, ce qui est visible dans une partie du 
spectre electromagnetique peut ne pas l'etre dans une autre partie du spectre. Ainsi, 
l'usage de divers types de capteurs (visible et infrarouge) permet d'augmenter nos 
chances de detecter un evenement quelconque dans une scene dont la luminosite et la 
temperature peut changer. 
A partir de la, nous voudrions aller plus loin en tentant d'effectuer de la vision stereo a 
partir des elements de la scene qui sont effectivement visibles dans chaque partie du 
spectre electromagnetique etudiee. Typiquement, la vision stereo s'effectue avec des 
images de meme type. Ainsi, lorsque vient le temps d'apparier des points correspondants 
d'une image a l'autre, ces points sont semblables et ont un voisinage semblable. Par 
contre, les points correspondants dans une paire d'images visible et infrarouge ne sont 
pas necessairement semblables en termes de couleurs et ils n'ont pas necessairement le 
meme voisinage de pixels. Par exemple, un chandail a carreaux porte par une personne 
aura une texture particulierement detaillee et coloree dans l'image du spectre visible, 
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mais il n'y aura probablement aucune texture particuliere dans l'image infrarouge 
puisque le chandail devrait normalement avoir une temperature constante sur la surface 
du corps. Ces differences font en sorte qu'il est difficile d'apparier des points 
correspondants dans des images de types differents. 
Objectifs 
Etant donne la difficulte du probleme, nos objectifs ne peuvent comporter la 
reconstruction complete et detaillee d'une scene a partir d'images de nature differente. 
Cependant, dans un contexte de videosurveillance, nous voudrions pouvoir evaluer 
grossierement la position des protagonistes de la scene, non seulement de gauche a droite 
et de haut en bas, mais aussi de proche a eloigne. II s'agit done de dormer une certaine 
mesure de profondeur aux BLOBs (ou blobs1) d'avant-plan dans chaque image de la 
scene dont 1'arriere-plan est fixe ou temporellement constant. 
En ayant cette information, il sera alors possible d'evaluer la position tridimensionnelle 
relative des personnes dans une scene, et ce, afin d'avoir davantage d'informations sur ce 
qui se passe : rien d'anormal ou un acte de violence ou de delinquance. Cela permettrait 
done d'ajouter une dimension supplemental a toutes les autres methodes developpees 
dans le domaine de la videosurveillance. 
Finalement, en fonction des methodes developpees, nous voulons evaluer leur 
performance et trouver les parametres qui pourraient les optimiser. 
Voici done la liste detaillee de nos objectifs : 
> Developper des detecteurs de points caracteristiques compatibles avec des images 
visibles et des images infrarouges; 
> Developper des algorithmes d'appariement de points caracteristiques provenant 
d'images de differents types; 
^ Developper au moins un filtre contre les paires de points aberrantes; 
> Etablir une valeur de profondeur relative pour les paires de blobs correspondants; 
1 Pour notre projet, les blobs sont les regions d'avant-plan trouvees par une soustraction d'arriere-plan. Ces 
regions sont des groupes de pixels interconnects. Voir la section 2.2 pour plus de details. 
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> Tester l'efficacite des methodes developpees, et ce, en fonction de leurs differents 
parametres. 
Apercu de la methode proposee 
Nous commen9ons par filmer une scene quelconque a l'aide d'une camera du spectre 
visible et une seconde du spectre infrarouge. Evidemment, ces deux cameras doivent etre 
synchronisers pour nous assurer de retrouver les memes evenements dans chaque paire 
d'images etudiee. 
Puisque les algorithmes de soustraction d'arriere-plan s'adaptent normalement a tout type 
d'image, nous commencons par trouver les blobs d'avant-plan dans chaque image 
individuellement. A partir de ces blobs, nous trouvons des points potentiellement 
correspondants que nous appelons points caracteristiques : ils caracterisent un point de la 
scene, et ce, en etant autant que possible invariants aux changements d'apparence d'une 
image a 1'autre. Un maximum de points caracteristiques d'une image sont ensuite 
apparies a certains points caracteristiques de l'autre image, et ce, en fonction de certains 
criteres de ressemblance qui ne dependent pas de la couleur et des textures du voisinage 
de chaque point caracteristique. 
Cette methode genere quelques bonnes paires de points correspondants, mais aussi des 
paires de points qui ne vont pas ensemble : ce sont les paires aberrantes. Pour eliminer 
les mauvaises paires de points, nous utilisons deux filtres successifs. Le premier filtre 
utilise le fait qu'il y a forcement des paires de blobs (ou regions) d'avant-plan qui 
correspondent aux personnes ou aux objets en mouvement dans la scene. Done, en creant 
des paires de blobs, il est alors possible de reduire l'espace d'appariement pour les paires 
de points. Par la suite, le second filtre tente d'eliminer les dernieres paires de points 
aberrantes en utilisant la geometrie epipolaire que nous pouvons vulgariser en geometrie 
de la vision stereo artificielle. 
Finalement, les paires de points permettent d'evaluer la disparite des paires de blobs. Ces 
disparites sont en fait le deplacement absolu d'un blob d'une image a l'autre lorsque ces 
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images sont disposees l'une sur l'autre. Ce sont ces disparites que nous evaluons pour 
etablir la precision et l'exactitude de nos algorithmes et de ceux de la litterature. 
Contributions 
Notre contribution est essentiellement la realisation d'un systeme de recherche de points 
caracteristiques correspondants dans des images de differents types. Specifiquement, 
notre premiere contribution est la proposition de deux algorithmes differents pour trouver 
des points caracteristiques. Ces deux algorithmes sont bases sur trois techniques connues 
de la litterature : la soustraction d'arriere-plan (section 2.2.1), le squelette d'un blob 
(section 2.3) et le processus DCE (section 2.4). Notre deuxieme contribution est la 
proposition de criteres d'appariement pour les points caracteristiques generes par chacune 
de nos deux methodes. Enfin, comme troisieme contribution, nous proposons l'usage des 
paires de blobs pour ameliorer nos resultats. 
Par ailleurs, ces methodes sont evaluees a l'aide d'une methode de test que nous avons 
developpee (section 3.1). Cette methode permet done d'evaluer la precision des 
disparites des paires de blobs correspondants. 
Plan du memoire 
Le premier chapitre decrit les differents systemes de cameras, les algorithmes classiques 
de recherche de points caracteristique, les methodes d'appariement et de filtrage de paires 
de points. Le second chapitre decrit en details notre methodologie et notre contribution, 
e'est-a-dire les algorithmes qui sont pratiquement implemented dans le cadre du present 
projet. Le troisieme chapitre contient le detail de notre experimentation ainsi que les 
resultats et une breve discussion pour chaque resultat. Finalement, le memoire se termine 
par nos conclusions et quelques suggestions de travaux futurs. 
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CHAPITRE 1 REVUE DE LA LITTERATURE 
La premiere tache a accomplir dans un systeme de vision stereo est l'acquisition de 
sequences video synchronisers ou d'images. Le systeme de cameras peut etre calibre ou 
non (section 1.1). Par la suite, on effectue la recherche de points caracteristiques1 dans 
les paires d'images. Ces points caracteristiques doivent etre tels qu'il puisse etre possible 
de les apparier d'une image a l'autre. Enfin, puisqu'il y a parfois quelques erreurs 
d'appariement, il faut filtrer les paires de points aberrantes. Ces trois dernieres etapes 
sont approfondies dans les sections 1.2, 1.3 et 1.4. 
1.1 Systemes de cameras calibres 
Lors de la capture video, la projection de chaque point de la scene dans une image 
depend de la position de la camera (parametres extrinseques) et des specifications de 
l'objectif utilise (parametres intrinseques). 
A l'aide des parametres extrinseques, on peut transformer les coordonnees [Xs, Ys, Zs] 
d'un point de la scene en des coordonnees [Xc, Yc, ZC]
J selon le referentiel de chaque 
camera (Trucco & Verri, 1998, pp. 124-127). Cette transformation est decrite a 
Pequation 1.1. Dans cette equation, R est une matrice de rotation, alors que T est un 










+ T (1.1) 
Par la suite, les parametres intrinseques permettent de completer la projection d'un point 
de la scene (maintenant positionne selon le referentiel de la camera) a l'image numerique 
generee par la camera (Trucco & Verri, 1998, pp. 36-37). Tout d'abord, la distance 
focale de l'objectif definit le champ de vision de la camera. Ensuite, l'objectif cause une 
distorsion radiale plus ou moins severe. Enfin, les coordonnees de l'image sur le capteur 
photographique sont transformees en coordonnees finales en pixels. 
Voir la section 1.2 pour notre definition des points caracteristiques. 
7 
A l'aide de certains motifs carres sur un volume a plusieurs plans , il est possible de 
calculer les parametres intrinseques et extrinseques de chaque camera, et ce, en se servant 
aussi des points caracteristiques de chaque image qui correspondent aux points saillants 
de la scene. Par la suite, ces parametres permettent de faciliter la reconstruction de la 
scene, et ce, par triangulation (Trucco & Verri, 1998, pp. 162-163). 
Dans la litterature, on voit souvent des paires d'images rectifiees de telle sorte qu'il y a 
une correspondance ligne a ligne entre les deux images. Cette rectification est aussi 
facilitee grace aux parametres intrinseques et extrinseques (Trucco & Verri, 1998, pp. 
157-161). Apres la rectification, le calcul des disparites ou de la profondeur des pixels 
dans chaque image est effectue independamment pour chaque ligne, ce qui rend le 
probleme plus facile a resoudre : Zitnick et Kanade (2000) presentent une solution qui 
semble bien fonctionner. 
Dans le cadre du present projet, nous n'avons pas calibre le systeme de cameras, et ce, 
meme si les deux cameras utilisent un modele de projection de type stenope dans lequel 
on retrouve des parametres intrinseques et extrinseques propres a chacune des cameras du 
spectre visible et du spectre infrarouge. Cela ajoute done un degre de difficulte 
supplemental pour la reconstruction, mais, de toute facon, nous n'allons pas jusqu'a 
reconstruire la scene completement. Tout ce qui nous interesse est d'avoir une idee de la 
position des objets en mouvement. Pour ce faire, nous positionnons les cameras a au 
moins un demi-metre de distance. Les trepieds sont au niveau. Les deux cameras 
doivent regarder vers le meme point le plus eloigne de la scene : ce point doit etre au 
centre du champ de vision de chaque camera. Le champ de vision doit etre a peu pres le 
meme : en regardant les images de la paire stereo, on doit avoir l'impression que le 
champ de vision est equivalent, peu importe la specification des lentilles utilisees. Bref, 
le systeme n'est pas calibre, ni en terme de positionnement, ni en terme de parametres de 
projection, mais e'est suffisant pour arriver a obtenir de bonnes disparites relatives. 
1 Ce volume contient plusieurs points saillants facilement identifiables dans les images. Les coordonnees 
des points saillants dans la scene sont connues puisqu'elles sont definies par rapport a un referentiel sur le 
volume en question. 
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1.2 Extraction des points caracteristiques 
Pour etre utilisables, les points caracteristiques, ou les points saillants de la scene projetes 
dans chaque image, doivent etre invariants aux diverses transformations dues aux 
changements de point de vue des cameras. En effet, selon le point de vue, les rayons 
lumineux peuvent etre reflechis differemment selon la forme geometrique, la texture et le 
type de surface des objets dans la scene. Ainsi, un point de la scene peut paraitre un peu 
different dans les deux images de la paire stereo, mais un bon algorithme d'extraction de 
points caracteristiques parviendra a les trouver et a les distinguer des autres points de la 
scene. 
Les prochaines sections contiennent la description de plusieurs types de points 
caracteristiques. lis ont ete utilises principalement pour rechercher des paires de points 
dans des images de meme type, c'est-a-dire deux images du spectre visible ou deux 
images du spectre infrarouge. 
1.2.1 Detecteur de coins de Harris et Stephens 
Le detecteur de coins de Harris et Stephens (1988) est un algorithme utilise dans 
plusieurs projets ou Ton tente de trouver des points caracteristiques. S'il est tant utilise, 
c'est qu'il donne des resultats appreciates tout en etant relativement tres rapide a 
1'execution. 
L'algorithme de Harris est derive de celui de Moravec (1980). Ce dernier avait propose 
de dupliquer une image et de deplacer legerement la copie en question, et ce, dans 
differentes directions. La figure 1.1 presente les quatre differents deplacements (x,y) 
retenus. La difference entre les deux images / superposees permet d'etablir l'equation 
1.2 ou w est une matrice de poids dont la somme est 1. Afin de calculer la valeur de Ex,y 
pour chaque pixel Iy, les poids non nuls de w sont centres en fonction de I,j. Ainsi, w 
agit comme une fenetre sur le voisinage de Iy. 
Ex,y = X Wu,v Vu+x,v+y ~
 Ju,v ) ( 1 - 2 ) 
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L'idee est que si E est faible pour un emplacement {x,y), alors ou bien la region definie 
par w est relativement constante localement, ou bien il y a une arete orientee selon le 
deplacement etudie. De meme, E sera plus eleve lorsque le deplacement sera 
perpendiculaire a une arete. Dans le cas d'un coin, ce sont toutes les orientations du 
deplacement qui donnent un E eleve. Ainsi, en retenant le E minimal pour toutes les 
orientations testees dans une region donnee, seules les regions ayant un coin obtiendront 
une valeur finale superieur a un certain seuil. 
Figure 1.1 Les quatre emplacements suggeres par l'algorithme de Moravec : (1, 0), (1, 1), 
(0, 1) et (-1, 1). L'image en teinte foncee (rouge) est Pimage d'origine et l'image semi-
transparente en teinte pale (jaune) est la copie deplacee. 
Harris et Stephens ont done propose une methode de recherche de points caracteristiques 
en corrigeant les lacunes de ralgorithme de Moravec. Les trois lacunes mentionnees 
sont: le fait que seuls quatre deplacements sont etudies, une trop grande sensibilite au 
bruit et une trop grande reponse aux aretes. Pour ce faire, 1'equation 1.2 est reformulee 
par l'equation 1.4. Sachant que \IU+XV - IUV)-AI, que AI/Au ~ dl/du , que Au = x et 
que dl/du = dl/dx, alors on peut appliquer le meme traitement pour v et y afin 
d'effectuer la generalisation en deux dimensions : 
dl dl 
( W , -Ju^^x^M+y—M + oix2^2) 
dx dy 
(1.3) 
ou le terme d'erreur de 1'approximation est exprime par 0[x2,y2). 
dl, dl Ex.y = Z
w « , v x — (u,v) + y—{u,v) + o(x2,y2) 
It \ ox By 
A2 
(1.4) 
Ensuite, l'equation 1.4 se simplifie davantage en omettant le terme d'erreur et en utilisant 





jsr = / ® (-1,0,1)« az/atjc 
7 = /®(-l ,0 , l )T ~dl/dy 
ou le symbole « <8> » represente le produit de convolution, 
ce qui permet d'ecrire 
E{x, y) = Ax2 + 2Cxy + By2 
ou 
A = X2®w 
B = Y2 ®w 




Dans les equations de 1.8, w est une surface gaussienne qui permet de reduire le bruit. 
Les produits X2 = XX, Y2 = YY et XY sont des produits terme a terme et non des produits 
matriciels. L'equation 1.7 peut s'ecrire sous forme matricielle (equation 1.9). 
C B 






En pratique, x et y sont inconnus et peuvent etre dans n'importe quelle direction. De 
plus, puisque A, B et C ont la taille de Pimage d'origine, alors le reste de Panalyse 
s'effectue sur la matrice Mseulement. Harris et Stephens concluent que le calcul final est 
R = \M\ - k * (Trace(M)) , ce qui donne l'equation 1.10. Dans cette derniere, le 
coefficient k est de l'ordre de 0.04 (Kovesi, 2003). II suffit alors d'appliquer un seuillage 
sur R afin de trouver les coins. 
R = (AB-C2)-k*{A + B)2 (1.10) 
11 
Cet algorithme est accessible via la fonction cvGoodFeaturesToTrackQ de la 
bibliotheque OpenCV (Intel, 2006). 
1.2.1.1 Valeurs propres minimales 
Le present algorithme de recherche de points caracteristiques ressemble un peu a celui de 
Harris et Stephens (1988). Selon les fonctions icvCalcHarrisQ et icvCalcMinEigenValQ 
de la bibliotheque OpenCV, il suffit de modifier l'equation 1.10. Le resultat est 






 ( U 1 ) 
1.2.2 SIFT 
SIFT, ou Scale-Invariant Features Transform, est un type de point caracteristique 
developpe par David G. Lowe (1999). Selon le chercheur, il y a essentiellement quatre 
etapes dans cet algorithme : la detection du point caracteristique, sa localisation precise, 
le calcul de son orientation et l'elaboration de son descripteur (David G. Lowe, 2004). 
La detection des points caracteristiques se fait a meme quatre niveaux de differences de 
Gaussiennes (DdG) appliquees sur une image en teintes de gris. La detection s'effectue 
aussi a diverses resolutions de 1'image initiale. 
Lorsqu'on veut eliminer certaines hautes frequences dans une image, on utilise un filtre 
gaussien. Ce filtre est en fait une Gaussienne 2-D (equation 1.12 tiree de (David G. 
Lowe, 2004)) dont la variance est o et dont la moyenne (0,0) est vis-a-vis le centre du 
filtre. En appliquant ce filtre sur 1'image initiale en effectuant un produit de convolution, 
on obtient une image floue. La difference entre l'image initiale et cette image floue est 
justement le resultat de la DdG appliquee sur l'image initiale. En termes du domaine du 
traitement de signal, il s'agit d'un filtre passe-bas, mais on peut generaliser en disant qu'il 
s'agit d'un filtre passe-bande. 
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G(x,y,C7) = - ^ T e - ^
2 ^ (1.12) 
Dans le cas de SIFT, les quatre DdG se suivent et le ratio entre deux o est k: Co = Co, 
C\ = kco, C2 = tfco, cn = k"co. Selon Lowe, la valeur ideale de k est V2 et les quatre 
DdG retenues permettent d'etudier 1'image au travers d'une octave complete. 
En ayant ces differences d'images de plus en plus floues, on obtient, a chaque niveau ou a 
chaque bande de frequences, des pixels minimums locaux et maximums locaux. Ces 
pixels sont une information specifique a une frequence specifique, done des points 
caracteristiques. Pour s'assurer de leur stabilite, il faut que les huit pixels autour aient 
tous une valeur inferieure (maximum local) ou superieure (minimum local). De meme, 
en empilant les DdG pour former un bloc de voxels1, il faut que les neuf voxels du dessus 
et les neufs du dessous aient tous une valeur inferieure ou superieure au maximum ou 
minimum local respectivement. Le point caracteristique ainsi trouve a pour premiere 
description le niveau de DdG. 
Dans le cas de SIFT, un point caracteristique peut representer un disque plus grand qu'un 
pixel. Ainsi, le seul moyen pour identifier ce gros point caracteristique est de reduire la 
taille de 1'image initiale et de recommencer l'exercice des quatre DdG : il s'agit de la 
seconde octave dans laquelle 1'image initiale est reduite par un facteur de deux. II peut 
done y avoir plusieurs octaves de suite en divisant toujours 1'image par un facteur de 
deux. Les points caracteristiques peuvent etre decrits en fonction de l'octave dans 
laquelle on les a trouves. 
La seconde partie de Talgorithme consiste a localiser precisement les points 
caracteristiques. A l'aide de la valeur du point caracteristique et de celle de ses voxels 
voisins, Brown et Lowe (2002) ont modelise une equation quadratique tridimensionnelle 
afin d'y rechercher la position exacte de l'extremum. Une fois que cette position precise 
est trouvee, il est meme possible d'evaluer le niveau de contraste autour du point 
caracteristique : si le contraste est trop faible, le point sera rejete etant donne qu'il s'agit 
1 Alors qu'un pixel est typiquement un petit carre de couleur, un voxel est un petit cube de couleur. 
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probablement d'un extremum du au bruit. Enfin, puisqu'il est normalement incorrect et 
instable de fixer un point caracteristique a une position arbitraire sur une arete dans 
Pimage, Lowe elimine les points sur les aretes, c'est-a-dire la ou le rayon de courbure est 
relativement tres grand. A l'inverse, un point sur un coin est dans une region ou la 
courbure est tres prononcee. 
Jusqu'a present, 1'algorithme SIFT ne depend pas trop de la teinte des couleurs etant 
donne qu'on retient uniquement les extremums a contraste eleve. Done, meme si un coin 
de la scene parait differemment dans une image visible et une image infrarouge, SIFT 
arrive quand meme a trouver le point dans chaque image. Maintenant, si le point de la 
scene n'est pas visible dans l'une ou l'autre des images (meme couleur avec l'arriere-plan 
ou meme temperature), il y a un risque de ne pas pouvoir former une paire de points. De 
plus, etant donne que les deux cameras sont differentes, la resolution de chacune peut etre 
differente, ce qui fait en sorte qu'un meme point de la scene puisse etre trouve dans des 
octaves differents et a des niveaux de DdG differents selon le type d'image. Cela risque 
d'avoir un impact sur l'appariement des points. 
La troisieme partie de l'algorithme SIFT est le calcul de l'orientation des points 
caracteristiques. Pour ce faire Lowe trouve l'image floue (image filtree par une 
Gaussienne) la plus pres du point caracteristique dans l'octave ayant permis de trouver ce 
point. Dans cette image floue, pour chaque pixel, on calcule la norme et l'orientation du 
gradient, et ce, en prenant les pixels voisins au-dessus, en dessous, a gauche et a droite. 
Pour decrire les points caracteristiques, on utilise un histogramme a 36 partitions 
angulaires couvrant 360 degres. Dans cet histogramme, on accumule les orientations des 
gradients du voisinage du point caracteristique : chaque orientation de gradient est 
ponderee par la norme du gradient et par une Gaussienne 2-D dont le centre est le point 
caracteristique et dont la variance est 1.5 fois la variance a utilisee pour rendre l'image 
floue. A partir de la, on selectionne toutes les partitions de l'histogramme dont la valeur 
est a au moins 80% la valeur maximale. Dans chaque cas, on genere un point 
caracteristique : un meme point caracteristique peut done etre duplique afin de supporter 
les multiples orientations a cette position dans l'image. Chaque orientation (partition) 
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retenue est finalement precisee en utilisant un modele quadratique utilisant les donnees 
des deux partitions voisines a la partition retenue dans Phistogramme. 
Cette orientation pour chaque point caracteristique permet done d'apparier des points 
correspondants meme s'ils n'ont pas la meme orientation d'une image a l'autre. En effet, 
il reste a determiner le descripteur de chaque point. Ce descripteur doit etre invariant en 
fonction de 1'orientation de chaque point dans une image, done la construction du 
descripteur utilise l'orientation comme referentiel angulaire. Dans les faits, il faut encore 
une fois utiliser l'image floue associee au point caracteristique. On utilise un voisinage 
de 16 pixels par 16 pixels oriente selon l'orientation du point caracteristique. Encore une 
fois, on accumule des gradients, transformes selon le referentiel angulaire, dans 16 (4*4) 
boites de quatre par quatre pixels. Dans ces boites, on a un histogramme utilisant huit 
partitions angulaires. On obtient done un descripteur a 128 donnees (16 boites de huit 
partitions). 
En conclusion, puisqu'on utilise des gradients pour decrire les points caracteristiques 
SIFT et que les gradients sont dependants des teintes de gris de chaque image initiale, il 
est generalement impossible d'apparier des points caracteristiques dans une image visible 
avec des points caracteristiques d'une image infrarouge. Dans la figure 1.2, la majorite 
des paires de points sont aberrantes. En fait, la seule paire valide et facilement 
identifiable est celle qui rejoint le coin gauche de la lumiere de gauche au plafond. 
1.2.2.1 PCA-SIFT 
L'algorithme PCA-SIFT (principal components analysis SIFT), presente par Ke et 
Sukthankar (2004), tente d'ameliorer le descripteur de Palgorithme SIFT presente dans la 
section precedente. Cette fois, le voisinage, centre sur chaque point caracteristique et 
oriente en fonction de celui-ci, a une taille de 41 par 41 pixels au lieu de 16 par 16 pixels 
dans le cas de SIFT. A l'aide des 41 par 41 pixels, on calcule les gradients horizontaux 
(selon l'orientation du point caracteristique) et verticaux. Done, on a deux valeurs pour 
chaque pixel. Or, le calcul requiert deux pixels voisins pour chaque gradient: 
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f(x) = (f(x+l)-f(x-l))/2. Ainsi, on obtient 39*39 gradients horizontaux et verticaux, 
done un total de 3042 valeurs pour le descripteur de PCA-SIFT. 
Figure 1.2 Exemple d'appariement de points avec l'algorithme complet de SIFT. Calculs 
effectu^s par 1'implementation proposee dans (Vedaldi, 2006) 
Cette quantite d'information est trop elevee pour un simple descripteur, alors Ke et 
Sukthanka (2004) ont effectue une analyse par composantes principales sur une base de 
donnees de 21 000 regions de 41 par 41 pixels. L'analyse des composantes principales 
consiste a faire ressortir mathematiquement les points communs entre les diverses 
regions. Ces points communs sont ce qu'on appelle les composantes principales et elles 
sont classees par ordre decroissant de pertinence. Ainsi, en obtenant les principales 
composantes des descripteurs de 3042 valeurs, il est possible d'approximer ces immenses 
descripteurs avec les 36 composantes les plus significatives. 
Sans avoir teste cet algorithme, nous anticipons un resultat semblable a celui affiche a la 
figure 1.2 etant donne que e'est un algorithme base sur SIFT. Neanmoins, selon Ke et 
Sukthanka (2004), leur algorithme donne de meilleurs resultats que 1'algorithme SIFT. 
1.2.2.2 GLOH 
Dans l'algorithme SIFT a la section 1.2.2, on a vu que le descripteur final etait construit a 
partir de 16 regions carrees (4 par 4) contenant un histogramme de huit partitions 
angulaires. Les 16 regions carrees represented done les gradients sur un voisinage de 16 
par 16 pixels centre sur chaque point caracteristique. 
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L'algorithme Gradient location-orientation histogram (GLOH), mentionne et 
sommairement decrit par Mikolajczyk et Schmid (2005), utilise plutot des regions 
angulaires comme une cible au jeu de flechettes : trois divisions radiales de rayon 6, 11 et 
15 pixels et huit divisions angulaires du rayon 6 au rayon 15 (voir la figure 1.3). Ainsi, 
on a le disque central ayant un rayon de 6 pixels et deux autres niveaux de huit partitions 
angulaires. On obtient done un total de 17 regions angulaires et radiales avec GLOH au 
lieu de 16 regions carrees avec SIFT. De plus, a Pinterieur de chaque region, GLOH 
utilise 16 partitions d'orientation de gradients au lieu de huit pour SIFT. Bref, le 
descripteur brut contient 272 valeurs (17 * 16). 
Figure 1.3 Representation des 17 partitions angulaires et radiales dans Palgorithme GLOH 
La taille des descripteurs est cependant trop elevee et GLOH reduit ce nombre de valeurs 
a 128 grace a une analyse en composantes principales (PCA) en pretraitement. En effet, 
en analysant 47 000 images, Mikolajczyk et Schmid ont trouve les 128 composantes 
principales des descripteurs a 272 valeurs. Done, pour chaque nouveau descripteur a 272 
valeurs, il suffit de trouver le coefficient ideal pour chacune des 128 composantes 
principales, et ce, pour approximer le descripteur a 272 valeurs. 
Sans avoir teste cet algorithme, nous anticipons un resultat semblable a celui affiche a la 
figure 1.2 etant donne que e'est un algorithme base sur SIFT. De plus, selon les resultats 
de Mikolajczyk et Schmid (2005), SIFT et GLOH sont a peu pres equivalents en terme du 
nombre de bons appariements. 
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1.2.2.3 SURF 
SURF, Speeded Up Robust Features, presente par Bay, Tuytelaars et Van Gool (2006), 
est un algorithme comparable a SIFT puisqu'on tient compte de l'orientation du point 
caracteristique pour calculer son descripteur final. Cependant, la difference est que 
l'algorithme SURF utilise l'ondelette de Haar dans les DdG pour determiner l'orientation 
dominante du point caracteristique et pour calculer les descripteurs. 
Pour calculer le descripteur, le voisinage carre du point caracteristique, oriente selon 
l'orientation de ce dernier, est divise en 16 regions carrees (4 par 4). Jusque-la, c'est 
comme pour l'algorithme SIFT. Ensuite, en subdivisant chaque region carree en 25 cases 
(5 par 5), on obtient l'information necessaire pour appliquer l'ondelette de Haar 
horizontalement et verticalement. On obtient respectivement des valeurs dx et dy. Dans 
chaque region, Bay, Tuytelaars et Van Gool definissent le descripteur comme etant la 
somme des valeurs dx et dy, mais aussi la somme de leur valeur absolue : Ux, Ydy, E|dx\, 
V\dy\. Done, on a 16 regions de 4 valeurs, ce qui donne des descripteurs de 64 valeurs 
pour chaque point caracteristiques. 
SURF a aussi une version a 128 valeurs par descripteurs. Etant donne que les 
coefficients des ondelettes horizontales et verticales de Haar correspondent, les dx sont 
classes selon les dy et vice-versa : YXdx : dy<0), E(JX : dy>0), lL{dy : dx<0), ?,(dy : <4>0), 
Z|4 : dy<0\, J\dx : dy>0\, J\dy : dx<0\, Y.\dy : dx>0\. 
1.2.3 Divers types de points caracteristiques 
Puisque la litterature est riche en methodes pour trouver des points caracteristiques, la 
presente section contient une breve description de quelques-unes des methodes les plus 
connues. 
1.2.3.1 SUSAN 
L'algorithme SUSAN, Smallest Univalue Segment Assimilating Nucleus, est developpe 
par Smith et Brady (1997). II s'agit d'un algorithme un peu plus oriente vers la recherche 
des aretes dans l'image. Evidemment, les coins font aussi partie des resultats. 
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Cependant, l'algorithme ne suggere pas de descripteur permettant l'appariement des 
points caracteristiques. 
L'algorithme SUSAN utilise un filtre presente a l'equation 1.13 pour determiner si un 
point fait partie d'un bord d'objet ou non. Cette equation est le score de chaque pixel 
I(u, v) de l'image d'origine qui est transformee en teintes de gris. Pour chaque pixel 
I{u\ v') dans un voisinage circulaire FMjV centre sur I(u, v), on calcule la difference entre 
I(u\ v') et le pixel central I(u, v). Cette difference est normalisee par rapport a un seuil t. 
On applique l'exposant six a cette difference normalisee. Le resultat est forcement positif 
a cause de l'exposant pair. En appliquant l'exponentielle de base naturelle au negatif du 
resultat precedent, on se retrouve avec des valeurs pres de un pour des pixels I(u\ v') et 
I(u, v) semblables. Autrement, I(u\ v') et I{u, v) sont differents et l'exponentielle tendra 
vers zero. En effectuant la somme des exponentielles pour chaque I(u\ v') dans Vuy, on 
obtient un score total dont la valeur maximale possible est la surface de Vuy. Ce score est 
defini par 
r/(»>'H(«,y)| 
S{u,v)= Ye ' • (L13) 
Selon Smith et Brady, lorsque S(u, v) vaut moins de 75% de la surface de Vu,v, alors on a 
un point pres d'un bord d'objet. En effet, le seuil de 75% permet de trouver les pixels 
pres des aretes et des coins. Etant donne que nous recherchons surtout les coins pour le 
present projet, il est preferable de garder les points tels que S(u, v) est inferieur a 33% de 
la surface de Vu>v. En d'autres mots, ce dernier critere cherche des coins d'au plus 120 
degres dont la teinte de gris est semblable a celle du pixel central de Vuy. Le resultat est 
presente a la figure 1.4. 
1.2.3.2 La methode de Kadir et Brady 
Instinctivement, l'etre humain arrive a identifier des points speciaux dans une image 
contenant rien de necessairement reconnaissable. II s'agit d'irregularites, de raretes, de 
regions complexes, etc. Ces regions sont identifiees par la methode de Kadir et Brady 
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(2001) qui cherche les endroits dans l'image ou l'entropie de l'intensite des pixels est 
elevee dans un voisinage de taille fixe. De plus, cette recherche de raretes s'effectue dans 
des clones de plus en plus petits de l'image d'origine, et ce, afin de trouver des elements 
particuliers de differentes grosseurs. 
Figure 1.4 Exemple d'application de l'algorithme SUSAN 
Dans une paire d'images, si un point special se trouve dans une des images, il est normal 
d'esperer retrouver le point correspondant semblable dans l'autre image. Malgre le 
potentiel non negligeable de la methode, celle-ci n'arrive pas a trouver suffisamment de 
points correspondants dans une paire d'images infrarouges selon les resultats de Hajebi et 
Zelek (2006). Par contre, les resultats positifs de Kadir et Brady montrent des 
coefficients de correlation eleves pour des paires de regions correspondantes : ces regions 
viennent du meme type d'images, c'est-a-dire des images du spectre visible. Bref, bien 
que la methode semble avoir un bon potentiel pour des images du spectre visible, nous 
risquons de ne pas avoir autant de succes etant donne que, dans notre projet, la nature des 
images est differente d'une image a l'autre et que les resultats de Hajebi et Zelek 
montrent une faiblesse de la methode pour des images infrarouges. 
1.2.3.3 PC2 - Congruence de phase 
La congruence de phase (PCi) (Kovesi, 2000b, 2003) est un bon algorithme de recherche 
de points caracteristiques pour des paires d'images infrarouges (Hajebi & Zelek, 2006, 
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2007). En effet, selon Hajebi et Zelek (2006), leurs experiences montrent que PCj donne 
de meilleurs points caracteristiques pour la vision stereo que Palgorithme SIFT et que les 
detecteurs de points de Kadir et de Harris. Selon Kovesi, son algorithme est meilleur que 
l'operateur de Harris qui se base sur des gradients et un seuil pour trouver les points 
caracteristiques : certains points caracteristiques valables peuvent etre ignores a cause des 
faibles gradients dans leur voisinage. Toujours selon lui, PCi est aussi plus general que 
Falgorithme SUSAN (section 1.2.3.1) qui considere que «les aretes et les coins sont 
formes par des regions dont la luminosite est relativement constante » (Kovesi, 2003). 
Alors, qu'en est-il exactement? 
Le principe de base est de trouver les endroits dans le signal (image) ou les differentes 
frequences sont en phase (figure 1.5). Ainsi, la congruence de phase peut done trouver 
des points caracteristiques la ou les gradients sont faibles, puisque tout est une question 
de frequences en phase : meme si l'amplitude des frequences est faible, ce n'est pas cela 
qui compte. 
Figure 1.5 Signal carre decompose en differentes frequences qui sont en phase la ou le 
gradient est le plus fort dans le signal carre. Image tiree de (Kovesi, 2003) 
La congruence de phase de base se calcule avec l'equation 1.14. Chacun des termes est 
represente a la figure 1.6. Dans cette figure, toutes les frequences sont representees 
vectoriellement en fonction de leur phase ($z(x)) et de leur amplitude (An(x)). En 
sommant tous ces vecteurs vectoriellement, on obtient la phase moyenne du signal 
complet (0(x)), ainsi que son amplitude globale (|£(x)|). Selon l'equation 1.14, si 
l'amplitude de E(x) est pres de la somme de l'amplitude des frequences, alors la 
congruence est pres de 1, done elevee. Par contre, si les phases sont differentes et que la 
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sommation des vecteurs aboutit dans le cercle en pointilles dans la figure 1.6, alors le 
point etudie est dans une zone trop bruitee dans le signal pour etre considere comme un 
point caracteristique valable. Bref, puisque 1'amplitude globale est divisee par la somme 
des amplitudes, l'intensite des gradients n'a done aucun impact sur cet algorithme. 
PCl{x) = 




Figure 1.6 Sommation de phases et leur amplitude pour trouver la phase moyenne et 
1'amplitude totale. Image tiree de (Kovesi, 2003) 
Dans les faits, Kovesi utilise une equation un peu plus sophistiquee que l'equation 1.14. 
DansTequation 1.15, W(x) est un poids pour chaque frequence, Poperateur |_ J tronque 
son contenu a zero si le contenu est negatif, le terme en sinus absolu permet d'avoir une 
reponse plus fine de l'operateur PCi, Test le seuil du bruit (le cercle en pointilles dans la 
figure 1.6) et fest une tres faible valeur pour eviter les divisions par zero. 
n „ / , _ E ^ ( x U ( c o s f e ( x ) - ^ ( x ) ) - | S i n f e ( x ) - ^ ) - r J 
La generalisation de cet algorithme en deux dimensions pour les images est decrite dans 
(Kovesi, 2000b). Entre autres, on utilise des filtres Log-Gabor (Kovesi, 2007) pour 
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identifier la phase et l'amplitude du signal dans diverses orientations et a diverses 
frequences. Par defaut, Kovesi utilise six orientations differentes et quatre plages de 
frequences differentes isolees grace a l'ondelette Log-Gabor (Kovesi, 2003). Au total, 
chaque pixel de Pimage source peut etre decrit par 24 (6*4) coefficients Log-Gabor 
(Hajebi & Zelek, 2006). 
Kovesi se sert des coefficients Log-Gabor pour calculer des valeurs propres maximales 
(equation 1.17) et minimales (equation 1.18) similaires a celle de l'equation 1.11. Pour 
chaque orientation, Kovesi calcule le PCi a l'aide des quatre plages de frequences. En 
evaluant les equations 1.16, on se retrouve avec les valeurs d'une matrice de covariances 
(comme celle de l'equation 1.9) des congruences de phases pour toutes les orientations #. 
Dans (Hajebi & Zelek, 2006), ils ont utilise l'equation 1.17, ce qui donne une reponse 
forte sur les aretes dans les images. Par contre, l'equation 1.18 donne, tout comme 
l'equation 1.11, une reponse forte pour les coins. Toutes ces equations sont tirees du 
travail de Kovesi (2003). 
« = X(PC2(0>s(0,))
2 
b = 2^{pcMhos{0i))-(PcM)M0i)) (i-i6) 
c = X(PC2(0,:)sin(0,))
2 
M=-(c + a + ̂ b2+(a-cf) (1.17) 
m = -(c + a-^b2+{a-c)2) (1.18) 
Avec un seuillage, il est possible d'identifier les points caracteristiques a meme les 
images Met m qui repondent fortement aux aretes et aux coins respectivement. La figure 
1.7 presente le resultat des points trouves dans m pour chaque image. On remarque qu'il 
y a des points dans l'image de gauche qui sont presents dans l'image de droite. Si on 
prend, par exemple, les points vis-a-vis les aisselles de l'acteur de gauche, la chemise de 
l'acteur a une couleur plus foncee que l'arriere-plan dans l'image de gauche et une 
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temperature plus elevee que l'arriere-plan dans l'image de droite. Les points ne sont pas 
correctement apparies dans la figure 1.8 a cause de Palgorithme d'appariement par 
correlation de Kovesi (2000a). C'est un signe que le descripteur utilise n'etait pas 
adequat, meme si la congruence de phase peut trouver des points caracteristiques 
pertinents. Le descripteur utilise par Hajebi et Zelek, presente a la section 1.3.2.3, est 
peut-etre la solution a ce probleme d'appariement, mais il se base aussi sur l'apparence 
de chaque image : le descripteur en question est l'ensemble de coefficients Log-Gabor 
pour chaque pixel. 
Figure 1.7 Exemple de points caracteristiques trouves dans chaque image par Palgorithme de 
congruence de phase 
Figure 1.8 Exemple d'appariement des points de la figure 1.7 avec ^implementation de 
Kovesi (2000a) pour une image visible et une image infrarouge 
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Finalement, la congruence de phase est un algorithme tres lourd puisqu'il requiert 
typiquement 49 transformees de Fourier. A moins de diviser la tache sur une grappe de 
calculs, le code Matlab1 prend presentement une dizaine de secondes par image sur une 
machine AMD Opteron a 2.4 GHz a double noyau. 
1.2.3.4 FAST 
L'algorithme FAST, Features from Accelerated Segment Test, est un algorithme propose 
par Rosten et Drummond (2005) et une optimisation est proposee par Edward Rosten et 
Drummond (2006). L'algorithme final est concu pour des applications specifiques et en 
temps reel. 
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Figure 1.9 Un pixel p et les 16 pixels qui l'entoure. En pointings, on a un arc de 12 pixels 
continus de plus faible intensite que p. Image tir^e de (Edward Rosten & Drummond, 2006) 
Pour un pixel/? quelconque, on le compare avec les 16 pixels sur un cercle qui l'entoure 
(figure 1.9). Si on parvient a trouver, sur ce cercle, un arc de 12 pixels continus qui sont 
tous plus pales que p ou tous plus fonces que p, alors p est un coin. Telle est la version 
classique et simpliste de 1'algorithme FAST. 
Afin d'ameliorer la vitesse de calcul de cet algorithme, Rosten et Drummond (2006) ont 
decide de creer un arbre de decision a partir d'images d'entrainement. Ces images 
d'entrainement sont choisies en fonction de chaque application. Dans notre cas, on 
pourrait avoir deux arbres de decision differents : un pour les images visibles et un autre 
pour les images infrarouges. 
1 Une implementation en C++ du meme algorithme n'est pas plus rapide etant donne que les transformees 
de Fourier sont deja optimisees dans Matlab. 
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L'arbre en question est construit en determinant a chaque fois laquelle des 16 positions x 
sur le cercle est generalement la plus adequate pour prendre une decision a propos de tous 
les pixels p de toutes les images dans Pensemble d'entrainement. Le critere pour 
determiner la position x a choisir est une fonction d'entropie tenant compte du nombre de 
pixels;? qui sont des coins et du nombre de ceux qui ne le sont pas, ainsi que les pixelsp 
qui sont plus fonce, plus pale ou equivalent au pixel vis-a-vis la position x (voir le travail 
de Edward Rosten et Drummond (2006) pour plus de details sur la fonction d'entropie). 
Done, en testant chaque position x sur le cercle, on evalue leur entropie totale et on note 
la position x dormant la plus grande entropie. Ceci permet done de separer l'ensemble 
des p en fonction de leur valeur par rapport au pixel vis-a-vis x : les plus fonces, les plus 
pales et les similaires. Dans chacun de ces trois groupes, on trouve individuellement la 
prochaine position x parmi les 15 positions restantes sur le cercle. L'algorithme continue 
jusqu'a ce que l'entropie tombe a zero pour toutes les positions x restantes d'un sous-
ensemble de tous les pixels p de toutes les images d'entrainement: ce sous-ensemble 
contient alors que des coins ou que des pixels qui ne sont pas des coins. 
L'arbre de decision est ensuite converti en code source donnant une immense structure de 
decisions imbriquees. En effet, l'arbre est code et compile dans l'executable, d'ou la 
grande rapidite de l'algorithme. 
1.2.3.5 KLT 
L'algorithme KLT est developpe par Kanade, Lucas et Tomasi (Lucas & Kanade, 1981; 
Shi & Tomasi, 1994; Tomasi & Kanade, 1991). II s'agit essentiellement d'une technique 
developpee pour trouver et suivre des points caracteristiques d'une image a l'autre dans 
une meme video : on ne peut done pas l'appliquer a des paires d'images de differents 
types comme dans notre cas. 
La technique commence par effectuer une etude du deplacement des elements de la scene 
d'une image a l'autre : calcul du flux optique. Cette etude se base sur le fait que la 
plupart des pixels d'une image se retrouvent dans l'autre image avec un certain 
deplacement. Ensuite, on calcule les points caracteristiques a l'aide de la valeur propre 
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minimale d'une matrice « de suivi » (Tomasi & Kanade, 1991) de taille deux par deux 
construite pour chaque voisinage de 15 par 15 pixels possibles dans la premiere image. 
Ces points caracteristiques sont ensuite recherches dans la seconde image. 
1.2.3.6 Moments invariants 
Selon Mikolajczyk et Schmid (2005), les divers moments sont generalises par l'equation 
ci-dessous (1.19). Dans cette equation, p+q est l'ordre qui est soit 1 ou 2 (01, 10, 02, 11 
et 20 pourpq respectivement). De meme, a est le degre qui est soit 1 ou 2. Enfin, d est le 
sens des derivees sur 1'image /, done d est selon x ou selon y. On a done un total de 20 
(5*2*2) valeurs par descripteur pour un voisinage de Ax par Ax. 
Dans le travail de Shah, Aggarwal, Eledath et Ghosh (1997), on decrit un autre ensemble 
de moments invariants. On definit d'abord les moments standards : 
M
w = L c , / V / ( * , . y ) . (1-20) 
Les centroi'des sont done definis par x - Mw /M0(j et y - Mm /M00. lis permettent 
d'obtenir des moments invariants par rapport a la translation : 
M„=IiXty{x-xY(y-y)'I(xty). (1.21) 
Enfin, on peut definir des moments invariants selon les redimensionnements : 
^ = % > d-22) 
A* 00 
ou X = 1 + (p + q) I 2. Shah, Aggarwal, Eledath et Ghosh suggerent d'utiliser des 
moments d'ordre deux et d'ordre trois pour ne pas avoir une trop grande sensibilite au 
bruit dans Pimage. 
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1.3 Appariement des points caracteristiques 
Une fois que les points caracteristiques sont trouves, il faut les apparier. II s'agit done 
d'une tache tres importante dans la vision stereo etant donne que e'est a la base de toute 
reconstruction de la scene : il faut des paires de points fiables. 
Globalement, la technique consiste a prendre chaque point de 1'image de gauche et de 
chercher le point correspondant dans l'image de droite. Et vice-versa. Pour ce faire, il y 
a deux types de techniques : l'appariement base sur la correlation (section 1.3.1) et 
l'appariement base sur les points caracteristiques (section 1.3.2). Dans cette derniere 
technique, on utilise une matrice de correspondance (section 1.3.2.1) pour determiner les 
paires de points. Enfin, ce type de matrice contient des scores (sections 1.3.2.2 et 
1.3.2.3). 
1.3.1 Appariement base sur la correlation 
Typiquement, en vision stereo, on utilise deux cameras semblables positionnees de telle 
sorte que les differents elements de la scene paraissent plus ou moins au meme endroit 
dans chacune des images de la paire d'images : plus un element bouge d'une image a 
l'autre, plus la disparite est grande. Ainsi, en prenant un point caracteristique [i,f\J dans 
l'image de gauche, on peut rechercher le point correspondant vis-a-vis la meme 
coordonnee dans l'autre image et dans un certain voisinage V (figure 1.10). II s'agit 
d'une premiere methode presentee par Trucco et Verri (1998, pp. 146-147). 
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Figure 1.10 Paire stereo contenant un triangle en trait continu. Le triangle de l'autre image 
est en pointilles longs. La disparite est d. Le voisinage de recherche est V en pointilles 
courts. La fenetre pour le produit de correlation est f et f en pointilles courts. 
Dans le voisinage V, lorsqu'on teste deux points de correspondance potentiels, il faut 
calculer la correlation des regions /e t / ' : alors que f est centre sur [i,j] , la correlation 
sera maximisee uniquement a 1'endroit ou le centre d e / sera le point caracteristique 
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cherche dans 1'image de droite. II faut done tester plusieurs disparites d = [dl, d2\ afin 
de maximiser la correlation totale c(d) presentee a l'equation 1.23 tiree de l'ouvrage de 
Trucco et Verri (1998). Dans cette equation, on remarque que les deux regions y e t / ' ont 
une taille de 2w+l et la fonction de correlation est representee par une fonction yKu, v). 
Selon Trucco et Verri, cette fonction peut etre de la forme y/(u, v) = uv ou i/^u, v) = 
-{u-vf. 
w w 
c{d)= X YtWgii + kJ + ilhii + k-dxJ + t-di)) (1-23) 
k=-w l=—w 
Evidemment, cette methode fonctionne lorsque les images sont du meme type de capteur 
et lorsque les disparites ne sont pas trop grandes. De plus, cet algorithme est lourd, 
puisqu'il faut pratiquement chercher toutes les possibilites sur Vet calculer la correlation 
totale a chaque fois. 
1.3.2 Appariement base sur les points caracteristiques 
II s'agit de la seconde methode presentee par Trucco et Verri (1998). L'idee est 
d'apparier les points caracteristiques de chaque image, et ce, en fonction des descripteurs 
(elements de description) de chaque point. Les descripteurs sont generalement propres a 
chaque type de point caracteristique. L'avantage de cette methode est que l'espace de 
recherche est grandement reduit par rapport au voisinage V de la section precedente. Le 
desavantage est qu'il est possible d'y avoir des paires severement aberrantes si les 
descripteurs ne sont pas suffisamment discriminatoires pour eviter les erreurs 
d'appariement. 
1.3.2.1 Matrice de correspondance 
Ici, chaque point caracteristique de l'image de gauche est compare aux points de l'image 
de droite. Le resultat de la comparaison est un score numerique. Le score de chaque 
paire est done recense dans une matrice appelee « matrice de correspondance ». Chaque 
ligne de la matrice correspond a un point de l'image de gauche et chaque colonne 
correspond a un point de l'image de droite. Une fois que la matrice est remplie, il faut 
29 
determiner les paires de points en fonction des scores dans la matrice. II faut alors 
favoriser les scores maximaux, c'est-a-dire les paires de points ayant eu le score le plus 
eleve possible. 
En fait, il y a plusieurs methodes pour determiner les paires de points avec la matrice de 
correspondance, mais nous en avons vu qu'une seule dans la litterature : il s'agit du choix 
mutuel. Le choix mutuel est la methode utilisee par Hajebi et Zelek (2006) et dans le 
travail de Kovesi (2000a). 
Le choix mutuel consiste a chercher pour chaque point d'une image son point favori dans 
l'autre image, et ce, pour chaque image. Pour chaque ligne dans la matrice, c'est-a-dire 
que pour chaque point de 1'image de gauche, il faut trouver le score maximal dans cette 
ligne, c'est-a-dire le point favori de l'image de droite. Pour chaque colonne dans la 
matrice, c'est-a-dire pour chaque point de l'image de droite, il faut trouver le score 
maximal dans cette colonne, c'est-a-dire le point favori de l'image de gauche. Enfin, 
pour chaque point de l'image de gauche, s'il est le favori de son favori (les points de 
l'image de gauche et de l'image de droite se choisissent mutuellement), il y a done un 
choix mutuel. 
Le choix mutuel permet d'utiliser chaque point caracteristique au plus une seule fois. 
Cela respecte une contrainte voulant qu'un point dans une image soit associe a au plus un 
point de l'autre image (Hajebi & Zelek, 2006, p. 4). Par ailleurs, le choix mutuel est 
relativement tres fiable dans la formation des paires de points, puisqu'il y a une double 
verification de la paire etant donne que les deux points se sont choisis mutuellement. 
Cependant, un point (A) ayant choisi un autre point (B) faisant partie d'une paire (B, C) 
sera alors rejete meme si (A) etait un point caracteristique pertinent pour representer la 
scene etudiee. 
1.3.2.2 Produit de correlation sur les points de l'image 
A la section 1.3.1, les paires de points etaient trouves par essais et erreurs a l'aide du 
calcul de la correlation de la region / autour de chaque point dans une paire. Ici, on 
repete sensiblement le meme calcul de correlation. Cependant, il n'y a pas d'essai ni 
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erreur, mais plutot un calcul de correlation pour chaque paire possible de points et les 
resultats sont ensuite compiles dans une matrice de correspondance. 
Selon le travail de Kovesi (2000a), ce dernier commence par calculer la moyenne du 
voisinage (de taille w * w) de chaque pixel cible (en niveau de gris) et soustrait cette 
moyenne au pixel cible en question. II ne reste done que les hautes frequences dans 
chaque image (img et imj). Ensuite, le calcul du score de la matrice de correspondance 
pour chaque paire de points caracteristiques [x,y]J est decrit a l'equation 1.24. Dans cette 
equation, on utilise un seuil dmax qui correspond a la distance maximale permise entre les 
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Enfin, les paires de points sont determinees par choix mutuel. 
1.3.2.3 Produit de correlation sur les coefficients Log-Gabor 
Dans Particle de Hajebi et Zelek (2006), ils ont plutot opte pour un produit de correlation 
sur les coefficient Log-Gabor de chaque pixel au lieu du voisinage de chaque pixel. En 
effet, ils ont trouve leurs points caracteristiques grace a l'algorithme de congruence de 
phase (section 1.2.3.3), algorithme qui calculait par defaut 24 coefficients Log-Gabor 
pour chaque pixel. Ainsi, deux points correspondants devraient avoir sensiblement les 
memes coefficients Log-Gabor, d'ou la definition du score a l'equation 1.25 tiree de 
(Hajebi & Zelek, 2006). Dans cette equation, F contient les coefficients Log-Gabor Jj. 
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score(Fg,Fd) = -^=== (1.25) 
Le probleme dans l'equation 1.25 est que le denominateur semble manquer un symbole 
de sommation. Pourtant, le denominateur de l'equation 1.24 separe bien la sommation 
des pixels de img de la sommation des pixels de im* D'ailleurs, Hajebi et Zelek se sont 
referes a Wiskott, Fellous, Kruger et von der Malsburg (1997) qui avaient utilise deux 
sommations au denominateur au lieu d'une seule. Bref, l'equation 1.25 devrait plutot etre 
comme a l'equation 1.26. Neanmoins, puisque l'erreur semble se repeter dans (Hajebi & 
Zelek, 2007), l'equation 1.25 est peut-etre valide apres tout. 
2-tJgJJdJ 
score(FR,Fd)= ,
 J (1.26) 
s a V f2 V f2 
1.3.2.4 Appariement par distance euclidienne 
Dans le cas de l'algorithme SIFT (section 1.2.2), on a typiquement une image de 
reference et une image d'une scene dans laquelle on doit rechercher l'objet present dans 
l'image de reference. Les points caracteristiques trouves dans l'image de reference sont 
classes dans un index. Ensuite, les points caracteristiques de l'image de la scene sont 
apparies a certains points de l'index, et ce, a l'aide d'un critere de distance euclidienne 
(David G. Lowe, 2004). La methode s'optimise par l'usage de groupements dans l'index 
et par des recherches par voisinage ou via des arbres de recherche probabilistes. 
1.4 Filtrage des paires de points caracteristiques 
Malgre toutes les precautions prises pour trouver de bonnes paires de points 
caracteristiques, il reste toujours des paires de points qui sont invalides. II faut done 
filtrer les paires de points a l'aide d'un algorithme RANSAC (section 1.4.1) utilisant la 
geometrie epipolaire (section 1.4.2) pour modeliser la transformation lineaire liant chaque 
point dans une paire de points (sections 1.4.2.1 et 1.4.2.2). 
32 
1.4.1 Algorithme RANSAC 
L'algorithme RANSAC veut dire « RANdom SAmple Consensus » (Fischler & Bolles, 
1981). II s'agit d'un algorithme general permettant de modeliser un ensemble de donnees 
P tout en ne tenant pas compte des donnees aberrantes. 
L'idee de base de l'algorithme RANSAC est de commencer avec St, un sous-ensemble de 
P choisi aleatoirement a l'iteration i, en esperant que les donnees choisies soient fiables. 
La taille de St est n, c'est-a-dire une constante ou un minimum a respecter en fonction du 
modele a creer. Ensuite, on cree un modele Mt (une droite, un plan, une surface, etc.) 
avec les donnees de St. Parmi les donnees restantes (P\S,), on garde celles qui respectent 
le modele Mt avec une certaine erreur T. L'union de ces dernieres donnees avec celles de 
St donne 1'ensemble consensus St*. Cet ensemble contient idealement toutes les donnees 
fiables ou non aberrantes. A partir de la, on peut decider si St* est suffisamment grand 
pour etre garde. Si c'est le cas, on peut creer un modele Mt* a partir des donnees de St*. 
Le modele final est done Mt*. Si St* est trop petit, alors on recommence avec un nouveau 
St (Fisher, 2002). Et on recommence ainsi pendant un certain nombre d'iterations k. 
Apres avoir effectue les k iterations, s'il n'y a aucun modele retenu, on peut retourner une 
erreur (Kovesi, 2000a) ou on peut utiliser le plus grand Si* trouve (Hartley & Zisserman, 
2003, p. 118). 
II y a plusieurs variantes a cet algorithme de base. Selon Fischler et Bolles (1981), une 
fois que Mt* est trouve, on peut completer St* avec les donnees refusees, mais qui 
seraient maintenant compatibles avec M,*. Ainsi, avec le St* augmente, on peut calculer 
le Mi* final. On peut aussi chercher a maximiser la taille de Si* d'une iteration a l'autre 
(Kovesi, 2000a). II y a aussi beaucoup d'autres variantes : c'est selon le gout de l'auteur 
de l'algorithme et selon le type de probleme a resoudre. 
Selon Hartley & Zisserman (2003, pp. 119-121), le nombre d'iterations k peut etre 
determine pendant Pexecution des iterations. En effet, lors de la construction de St, la 
probability de choisir une bonne donnee a chaque pige est w. Afin d'avoir un 5, parfait, il 
faut que les n valeurs choisies soient bonnes. La probabilite d'obtenir un tel St est w". 
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Ainsi, la probabilite de ne pas avoir ce S, ideal est (l-wn). La probabilite de n'avoir aucun 
Si ideal au cours des k iterations est (l-w"f. Enfin, la probabilite z d'avoir au moins un St 
ideal au cours des k iterations est decrit a l'equation 1.27 ou z est generalement une 
probabilite fixee a 0.99. Ainsi, lors d'une iteration, sachant la taille de P et de S1,*, on 
peut evaluer w (\Sj*\/\P\) pour ensuite calculer k. 
z = l-(l-w"J (1.27) 
II reste maintenant a etablir le modele pour la vision stereo. 
1.4.2 Geometric epipolaire 
Si la distorsion radiale de chaque image est corrigee, alors la projection de chaque point 
\XS, Ys, ZJ
T de la scene sur chaque image devient une operation lineaire. Ainsi, pour une 
paire d'images stereo, il existe une relation matricielle permettant de lier chaque 
coordonnee en pixels [x,y, 1]T dans une paire de points correspondants. Cette relation se 
traduit en deux theories : l'homographie et la matrice fondamentale. 
La geometrie epipolaire est a la base de toute rectification et reconstruction d'une scene a 
partir d'une paire de cameras non calibrees (Trucco & Verri, 1998, chapitre 7). Dans 
cette geometrie, le centre optique de la camera de droite projete dans 1'image de gauche 
est l'epipole dans l'image de gauche. En passant une droite de l'epipole via chaque point 
caracteristique, on obtient les droites epipolaires. Ces droites illustrent le fait que chaque 
point caracteristique de l'image de droite est bel et bien une projection causant une 
ambigui'te quant a la distance entre le point dans la scene et le centre optique de la camera 
de droite. Ainsi, en ayant les droites epipolaires dans l'image de gauche et un autre 
ensemble de droites epipolaires dans l'image de droite, il devient done possible d'evaluer 
grossierement la position des points dans la scene, et ce, a l'aide de techniques de 
triangulation. 
Cependant, le but de la presente section n'est pas de proposer des techniques de 
reconstruction, mais plutot de proposer un modele ou les points caracteristiques sont lies 
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via des droites epipolaires vers un epipole. Si les points caracteristiques divergent de leur 
droite epipolaire, alors les paires de points concernes sont des donnees aberrantes. 
1.4.2.1 Homographie 
L'homographie consiste a transformer une coordonnee dans une image en la coordonnee 
correspondante dans l'autre image. Dans l'equation 1.28, xd peut etre de la forme 
[kxd, kya, k]T, mais puisqu'il s'agit d'une coordonnee homogene, c'est equivalent a 
[xd,y>d, 1]T- Bref, la matrice H est ni plus ni moins qu'une matrice de transformation 
homogene de taille trois par trois. 
xd=ttg (1.28) 
Selon Hartley et Zisserman (2003, pp. 123-125) et selon le travail de Kovesi (2000a), il 
faut au moins quatre paires de points pour trouver la matrice H. Dans le cas ou il y en a 
davantage, on essaie de trouver Phomographie generate de tout cet ensemble de paires de 
points. Enfin, s'il y a des paires aberrantes, Kovesi, Hartley et Zisserman suggerent des 
algorithmes RANSAC pour resoudre ce probleme. Le moyen pour determiner si une 
paire respecte le modele //, (M dans la section 1.4.1) est d'appliquer l'equation 1.28 et 
d'evaluer l'erreur de l'inegalite s'il y a lieu. 
1.4.2.2 Matrice fondamentale 
La matrice fondamentale est la matrice F dans l'equation 1.29. Encore une fois, il s'agit 
d'une matrice trois par trois, mais, contrairement a la matrice d'homographie qui effectue 
la transformation d'une coordonnee de projection en une autre, la matrice fondamentale 
convertit xg en les composantes de la droite epipolaire de xd . Enfin, le produit scalaire 
entre xd et sa propre droite epipolaire est zero etant donne que xd est traversee par sa 
droite epipolaire, d'ou le produit egal a zero dans l'equation 1.29. 
x]ficg=Q (1.29) 
II y a plusieurs facons de calculer la matrice fondamentale (Hartley & Zisserman, 2003; 
Trucco & Verri, 1998), mais il faut, en general, huit paires de points. Encore une fois, 
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s'il y a davantage de paires de points, il faut trouver la matrice fondamentale qui 
modelise la majorite des paires de points non aberrantes. II y a plusieurs algorithmes 
RANSAC pour effectuer cette tache (Hartley & Zisserman, 2003; Kovesi, 2000a). Pour 
notre part, nous utilisons 1'implementation de la bibliotheque OpenCV (Intel, 2006). 
Ces algorithmes peuvent utiliser l'equation 1.29 pour verifier si le produit est pres de 
zero. II est aussi possible de calculer les droites epipolaires dans une image et de verifier 
la distance entre chaque point caracteristique et sa droite epipolaire correspondante. 
Cette derniere methode est utilisee par Kovesi (2000a). 
1.5 Le projet de reference 
Le present projet de maitrise a officiellement debute par l'etude des travaux de Hajebi et 
Zelek (2006). Alors que ces derniers ont travaille sur le probleme de la vision stereo pour 
des paires d'images constituees uniquement d'images infrarouges, nous avons opte pour 
essayer de resoudre le meme probleme, mais pour des paires d'images constituees d'une 
image du spectre visible et d'une image du spectre infrarouge. 
Hajebi et Zelek ont determine que le meilleur algorithme pour trouver des points 
caracteristiques correspondants dans des images infrarouges est la congruence de phase 
(section 1.2.3.3). Avec cet algorithme, ils trouvent les points caracteristiques sur les 
aretes et les coins dans chaque image. Le descripteur de chaque point trouve est constitue 
des 24 coefficients Log-Gabor calcules pour chaque pixel (section 1.3.2.3). 
L'appariement se fait a l'aide d'une matrice de correspondance de type choix mutuel 
(section 1.3.2.1). La valeur de comparaison pour chaque paire de points possible est un 
produit de correlation presente a l'equation 1.25. Enfin, ils ont utilise un filtre RANSAC 
(section 1.4.1) base sur la matrice fondamentale (section 1.4.2.2) pour filtrer les paires de 
points aberrantes. Le resultat final de leur methode est une carte de disparites indiquant 
une valeur de distance relative entre chaque point de la scene et le systeme de cameras. 
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CHAPITRE 2 METHODOLOGIE 
Dans ce chapitre, nous decrivons en details les algorithmes utilises dans ce projet de 
recherche. Nous proposons un apercu de l'approche a la section 2.1. Nous continuons 
avec la section 2.2 presentant le pretraitement des sequences video. Nous decrivons notre 
principale contribution aux sections 2.3 et 2.4 : il y a un nouveau type de points 
caracteristiques par section avec leur moyen respectif d'appariement des points. Nous 
presentons des filtres de paires de points aux sections 2.5 et 2.6. Nous terminons ce 
chapitre par le calcul des disparites a la section 2.7. 
2.1 Apercu de la methode 
La figure 2.1 presente un apercu de la principale portion du systeme developpe : la 
portion restante concerne 1'architecture de test du projet. 
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Figure 2.1 Plan du chapitre et apercu global de l'algorithme 
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En entree, le systeme recoit une paire de videos synchronisers constitute d'une video du 
spectre visible et d'une autre du spectre infrarouge. Typiquement, la camera visible est 
positionnee a gauche de la camera infrarouge, ce qui fait que les images de gauche dans 
les paires stereo sont les images du spectre visible. 
Dans la section 1.2, on a vu une serie de types de points caracteristiques. Un probleme 
avec les algorithmes classiques de recherche de points caracteristiques est qu'une image 
du spectre visible peut avoir des coins qui soient absents des images du spectre infrarouge 
et vice-versa. Un deuxieme probleme est que la plupart des descripteurs de points 
caracteristiques peuvent etre dependants du systeme de couleurs utilise. Ainsi, certains 
points correspondants peuvent etre decrits differemment en infrarouge et en visible par un 
meme type de descripteur, ce qui rend impossible la creation d'un algorithme 
d'appariement base sur les descripteurs de points. Dans notre cas, le systeme doit done 
pretraiter les deux videos afin d'y extraire l'information necessaire assurant la recherche 
des points caracteristiques dans des images de types differents. Le pretraitement en 
question est la soustraction d'arriere-plan suivie du calcul du contour des regions (blobs). 
Les contours permettent d'obtenir des points caracteristiques dont les descripteurs sont 
invariants par rapport aux couleurs de chaque video : on a des points saillants sur les 
squelettes des blobs et sur le contour des blobs approxime par le processus DCE (Latecki 
& Lakamper, 1999). Les descripteurs obtenus permettent alors d'apparier les points 
d'une image a l'autre en utilisant une matrice de correspondance contenant le score 
d'appariement de chaque paire de points possible. 
Les paires de points sont par la suite filtrees par deux filtres successifs : l'usage des 
paires de blobs et l'algorithme RANSAC (Fischler & Bolles, 1981). Ce dernier ajoute 
une contrainte supplementaire permettant de respecter le modele de la geometrie 
epipolaire utilisee dans la reconstruction de scenes en trois dimensions (Hajebi & Zelek, 
2006; Hartley & Zisserman, 2003; Trucco & Verri, 1998). Dans notre cas, nous n'allons 
pas jusque la, mais nous approximons la distance relative des objets en mouvement par 
rapport au systeme de cameras. 
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2.2 Pretraitements 
Puisque les principaux buts de la recherche sont le calcul des points caracteristiques et 
l'appariement de ces points, et ce, a partir d'images de differentes natures, il faut trouver 
une source d'informations invariantes selon le type de capteur utilise. Cette source 
d'informations est en fait l'ensemble des blobs constituant l'avant-plan de chaque 
sequence video. En effet, nous utilisons la forme et la position de ces blobs plutot que 
leurs couleurs ou leurs textures. Par consequent, nous considerons que la forme de deux 
blobs correspondants devrait etre semblable d'une image a l'autre. Done, non seulement 
les cameras doivent etre suffisamment distancees entre elles pour qu'on obtienne des 
disparites permettant de distinguer les elements proches des cameras de ceux qui sont 
eloignes, mais il faut aussi que les cameras ne soient pas trop distancees pour que la 
forme geometrique des elements de la scene ne causent pas trop de changements dans le 
contour des blobs. 
Les blobs sont identifies a l'aide de diverses techniques de soustraction d'arriere-plan 
(section 2.2.1). Par la suite, ils sont decrits a l'aide de leur contour (section 2.2.2). Des 
que ces informations sont disponibles pour chaque paire d'images, les differents 
algorithmes des sections 2.3 et 2.4 peuvent ensuite commencer leur recherche de points 
caracteristiques. 
2.2.1 Soustraction d'arriere-plan 
Typiquement, une soustraction d'arriere-plan consiste a identifier les pixels affichant les 
elements en mouvement dans la scene ou les pixels des elements ne faisant pas partie de 
rarriere-plan, e'est-a-dire le decor. Par exemple, la figure 2.2 illustre une situation ou 
nous connaissons l'arriere-plan et ou nous devons enlever l'arriere-plan de l'image 
courante. Le resultat de la soustraction d'arriere-plan est illustre a la figure 2.3. 
Dans la litterature, il y a plusieurs sortes d'algorithmes de soustraction d'arriere-plan: 
moyenne temporelle (Shoushtarian & Bez, 2005), simple Gaussienne (McKenna, Jabri, 
Duric, Rosenfeld, & Wechsler, 2000), amalgame de Gaussiennes (Stauffer & Grimson, 
1999), rectangle (Bourezak & Bilodeau, 2006), etc. Ceux-ci ne sont pas detailles dans le 
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present memoire, puisque le resultat n'est qu'une entree au programme principal: on 
suppose que la soustraction d'arriere-plan utilisee est suffisamment fiable pour obtenir 
des blobs peu troues et peu bruites sur leur contour. Cependant, les algorithmes de 
soustraction d'arriere-plan sont loin d'etre parfaits. Ainsi, pour chaque source video, 
nous avons du choisir le meilleur algorithrne et la meilleure configuration pour chaque 
algorithme utilise. Cette configuration quasi-optimale sera donnee dans la section des 
resultats (section 3.1.2). Par consequent, l'impact de la soustraction d'arriere-plan sur les 
resultats finaux devrait normalement etre a un niveau acceptable, c'est-a-dire minime. Et 
meme si 1'impact est non negligeable, les resultats montrent une certaine robustesse de la 
part du programme principal. 
Figure 2.2 A gauche, on a l'arriere-plan d'une scene. A droite, on a l'image courante 
Figure 2.3 A gauche, on a le resultat de la soustraction d'arriere-plan avec l'algorithme de la 
moyenne temporelle. A droite, on a une representation visuelle de ce que nos methodes des 
sections 2.3 et 2.4 utilisent pour trouver des points caracteristiques 
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2.2.2 Contour des regions d'avant-plan 
Alors que la methode du squelette (section 2.3) a besoin des pixels de chaque blob, la 
methode du processus DCE (section 2.4) a plutot besoin du contour detaille au pixel pres 
de chaque blob. Les contours sont calcules a l'aide de la fonction cvFindContours()x de 
la bibliotheque OpenCV (Intel, 2006). Nous obtenons alors une suite de coordonnees 
cartesiennes faisant le tour de chaque blob et de chaque trou de blob. 
2.3 La methode du squelette 
Un squelette est simplement une version ultra-mince et representative d'un blob. Dans la 
figure 2.4, on a un exemple de squelette blanc dans un blob noir. Si le squelette etait un 
reseau routier, alors tous ses culs-de-sac et ses intersections seraient des points 
interessants a considerer pour representer notre blob. En effet, ces intersections et ces 
culs-de-sac sont en fait des points d'articulation et des extremites des objets en avant-plan 
dans la scene. Done, par hypothese, nous supposons que ces points d'articulation et ces 
extremites sont presents dans les deux images d'une paire stereo, et ce, peu importe la 
nature de chaque image. En somme, ces points ne sont aucunement dependants des 
couleurs, des textures, des conditions d'eclairage, du type de capteur, etc. Cependant, 
l'hypothese est vraie uniquement lorsque la forme des blobs est semblable d'une image a 
l'autre, e'est-a-dire lorsque les cameras ont un point de vue suffisamment semblable. 
Figure 2.4 Exemple de squelette (adapte a partir de la figure lc de Bai et al. (2007)). Les 
ellipses en rouge indiquent les points interessants (caracteristiques) sur le squelette 
1 Voir une breve description de cette fonction a l'ANNEXE I. 
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Contrairement a la methode utilisee par Bai et al. (2007) construisant un squelette quasi-
parfait, notre methode de calcul, presentee a la section 2.3.1, se concentre uniquement a 
la recherche des points caracteristiques, c'est-a-dire les intersections et les culs-de-sac 
dans un graphe proche du vrai squelette. Par la suite, les intersections en question 
peuvent etre decrites en fonction du nombre d'aretes et en fonction de l'orientation de ces 
aretes. Ces informations deviendront des criteres indispensables pour l'appariement des 
points (section 2.3.2). 
2.3.1 Calcul des points caracteristiques 
2.3.1.1 Preparation des blobs 
Pour recapituler, nous commencons avec deux sequences video synchronisees et qui sont 
analysees simultanement en prenant a la fois une image de chaque video. A la suite 
d'une soustraction d'arriere-plan (section 2.2.1), il ne reste plus que les regions d'avant-
plan (figure 2.5). 
Figure 2.5 Exemple de regions d'avant-plan d'une paire stereo. A gauche, l'avant-plan de 
l'image du spectre visible. A droite, l'avant-plan de l'image du spectre infrarouge 
Etant donne que les squelettes sont sensibles aux trous (figure 2.6) et au bruit dans le 
contour des blobs, il nous faut supprimer les petits trous et adoucir ces contours qui sont 
deja precis au pixel pres. Pour ce faire, nous utilisons deux methodes differentes. 
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Figure 2.6 Exemple de squelette blanc sur deux blobs carres noirs dont l'un a un trou blanc 
d'un seul pixel 
La premiere methode comprend 1'approximation des contours de blob avec l'algorithme 
de Douglas-Peucker (Douglas & Peucker, 1973) qui est deja implemente dans la 
bibliotheque OpenCV1. Cet algorithme n'a qu'un seul parametre: l'erreur 
d'approximation sous forme de distance maximale en pixels (2.5 pixels par defaut). 
Notre programme principal permet d'attribuer deux valeurs differentes de ce parametre : 
une valeur pour les contours externes et une autre pour les contours internes. En effet, les 
blobs ont des contours internes pour les trous. Finalement, si la taille d'un trou est 
inferieure a un certain nombre de pixels (256 par defaut), le trou est supprime du blob 
avant meme d'effectuer 1'approximation. Avec les contours approximatifs, nous 
redessinons et remplissons a neuf les blobs sans les trous trop petits. 
La deuxieme methode de filtrage du contour et des trous consiste a effectuer une 
fermeture de chaque blob individuellement. La fermeture consiste a effectuer une 
dilatation suivie d'une erosion : les petits trous se referment et le bruit dans le contour est 
lisse. Les parametres sont les dimensions d'une ellipse utilisee par OpenCV pour 
calculer la fermeture. 
Dans notre implementation finale, il est possible d'utiliser l'une ou l'autre des deux 
precedentes methodes, et ce, en la choisissant sur la ligne de commande de l'executable. 
2.3.1.2 Transformee de distances 
Une fois que le blob a des contours lisses et que ses trous sont significatifs2, il faut 
appliquer une transformee de distances sur le blob en question. La transformee de 
1 Voir une breve description de ralgorithme a 1'ANNEXE II. 
2 Un trou significatif a au moins 256 pixels carres par defaut. Lors de la soustraction d'arriere-plan, il peut 
arriver que certains pixels d'une region d'avant-plan soient classes par erreur dans les pixels de l'arriere-
plan. Ceci se produit lorsque l'avant-plan a une teinte semblable a celle de l'arriere-plan. Done, avec des 
trous d'au moins 256 pixels, nous corrigeons la majorite des erreurs de soustraction d'arriere-plan. 
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distances utilisee calcule des distances euclidiennes approximatives avec un filtre 3x3 
(Borgefors, 1986). Apres la transformee de distances, chaque pixel du blob possede une 
valeur correspondant a la distance entre ce pixel et le plus proche point du contour. Un 
exemple de cette transformee est presente a la figure 2.7. Grace a notre systeme de vision 
humain, nous arrivons facilement a voir le squelette des blobs. Ainsi, a partir des 
transformees de distances, il est non seulement possible d'y extraire le squelette, mais 
surtout, les points caracteristiques. 
2.3.1.3 Trouver quelques points du squelette 
Les transformees de distances sont des fonctions D(i,j) ou / ety indiquent la position 
d'un pixel et D donne la distance en pixels entre le pixel etudie et le plus proche pixel de 
l'arriere-plan. Un exemple de cette fonction est dessine grossierement a la figure 2.8. 
Ainsi, du point de vue du pixel vis-a-vis le sommet S, la plupart des pixels adjacents ont 
une valeur egale, legerement superieure (vers T) ou fortement inferieure (vers A et B). 




Figure 2.8 Coupe d'une vue tridimensionnelle d'une transformee de distances 
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Pour trouver les sommets en question, il faut rechercher les valeurs D(i,j) qui se 
trouvent dans une region de courbure fortement negative (orientee vers le bas). J'ai done 
utilise un operateur de Laplace (equation 2.1) sur les transformees de distances de chaque 
blob individuellement et un seuil de 4 pour identifier les sommets. On obtient alors un 
ensemble de points pour chaque blob (figure 2.9). 
U = 
- 1 - 1 •1 
- 1 
- 1 
8 - 1 
-1 - 1 
(2.1) 
2.3.1.4 Identification des points caracteristiques 
Pour chaque blob, on doit construire un arbre avec les points trouves. L'idee est de partir 
avec un graphe complet ou les sommets sont les points trouves. Ensuite, on cherche 
Parbre couvrant minimum a l'aide de l'algorithme de Prim (Cheriton & Tarjan, 1976). 
Par hypothese, l'arbre couvrant minimum est le squelette que nous cherchons. 
Connaissant la structure de l'arbre, il est possible de ne retenir que les sommets qui ne 
sont pas attaches a exactement deux aretes. Les sommets retenus sont les points 
caracteristiques. Ces points, affiches a la figure 2.10, confirment l'hypothese de l'arbre 
couvrant minimum. 
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Figure 2.10 Les gros points gris pales sont les points caract^ristiques. Les lignes noires lient 
chaque point caracteristique a ses sommets voisins dans l'arbre couvrant minimum. Les 
autres points en gris fonces sont les memes qu'a la figure 2.9 
2.3.2 Appariement des points 
Une fois que les points caracteristiques sont trouves dans chacune des deux images de la 
paire stereo, il faut trouver des paires de points qui correspondent a des points de la 
scene. Pour ce faire, il faut arriver a decrire les points caracteristiques de telle sorte qu'il 
puisse etre possible d'apparier des points semblables. Par exemple, dans la figure 2.10, 
les deux points caracteristiques au centre de la poitrine de l'acteur de gauche sont 
semblables d'une image a Pautre. Nous allons done decrire quatre criteres qui 
permettront de rendre ces deux paires de points facilement identifiables. Pour introduire 
ces quatre criteres, nous allons commencer par decrire ralgorithme qui effectue 
1'appariement des points de l'image de gauche avec ceux de l'image de droite. 
L'identification des paires de points correspondants se concretise a l'aide d'une matrice 
de correspondance (section 1.3.2.1). Chaque point de l'image de gauche (g) est compare 
a chaque point de l'image de droite (d). Le resultat de chaque comparaison, ce que nous 
appelons le scoreTotal, est enregistre dans la matrice de correspondance. Ce score total 
est decrit a 1'equation 2.2 ou Ton retrouve quatre autres scores correspondant aux quatre 
criteres des points trouves sur le squelette. 
scoreTotal = scoreDist + scoreEucl + scoreAretes + scoreOrient (2.2) 
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Des que la matrice de correspondance est remplie des scores de toutes les paires de points 
possibles, il faut retenir les paires de points qui se choisissent mutuellement. Par choisir, 
nous voulons dire qu'un point a forcement un score total maximal avec un point de 
l'autre image. Ainsi, pour chaque point, nous trouvons le point de l'autre image qui 
donne le meilleur score total. Et si deux points ont un score maximal uniquement 
lorsqu'ils sont jumeles, alors nous les gardons pour former une paire de points. II s'agit 
done de la methode du choix mutuel presentee a la section 1.3.2.1 et utilisee par Hajebi et 
Zelek (2006). Malheureusement, malgre la robustesse de cet algorithme, certains points 
pertinents peuvent ne pas etre apparies : lorsqu'un point (A) prefere un point (B) pour 
maximiser son scoreTotal, si le point (B) prefere plutot un point (C), alors le point (A) est 
tout simplement rejete meme si son deuxieme meilleur choix, un point (D), aurait pu 
dormer un scoreTotal presque aussi eleve. Maintenant que le choix des paires de points 
est etabli, il faut detailler les quatre scores constituant le score total. 
A la section 2.3.1.2, nous avons mentionne que chaque blob subissait individuellement 
une transformee de distances. Les valeurs obtenues allaient de zero a la plus grande 
distance dans le blob. Ces valeurs doivent maintenant etre lineairement normalisees en 
des valeurs de zero a un pour dormer des distances relatives (dr).1 Ainsi, un point qui se 
situe au bout des doigts d'un acteur obtient une distance relative pres de zero. A 
l'inverse, un point au centre de la poitrine de l'acteur obtient une distance relative pres de 
un. Afin de ne pas apparier un point sur un doigt et un point sur la poitrine, il suffit de 
favoriser les paires de points tels que leur distance relative est equivalente. Dans les faits, 
l'equation 2.3 penalise (scoreDiste [-1,0]) les paires de points dont les points n'ont pas 
une distance relative equivalente. Le resultat de cette equation est le premier terme de 
l'equation 2.2. 
scoreDist — —\drg — drd (2.3) 
Meme si les deux cameras ne sont pas calibrees, il faut quand meme qu'elles soient 
positionnees en regardant le meme point de fuite (cameras convergentes) et en ne 
1 Une fonction de OpenCV permet une telle normalisation. 
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tanguant ni a gauche ni a droite. De plus, les images utilisees ont la meme taille. Par 
consequent, les acteurs paraissent generalement a peu pres a la meme position dans les 
deux images. Afin d'eliminer certaines paires de points aberrantes, les paires de points 
sont formees de points relativement proches l'un de l'autre lorsqu'on superpose les deux 
images l'une sur l'autre. Le second critere concerne done la position des points dans leur 
image respective. Le score de chaque paire de points est calcule selon la sigmoi'de de 
l'equation 2.4. Dans cette derniere, Sest la distance euclidienne en pixels entre les deux 
points lorsque les images sont superposees et D est la longueur de la diagonale des deux 
images. Ainsi, plus £est grand, plus le score total sera penalise par la sigmoi'de. 
scoreEucl=^^SID (2.4) 
Dans le squelette, il y a deux types de points caracteristiques : les culs-de-sac qui ont une 
seule arete voisine et les intersections qui ont au moins trois aretes voisines. Ainsi, le 
nombre d'aretes d'un point est le troisieme critere. Dans l'equation 2.5, on a nbg pour le 
nombre d'aretes du point de l'image gauche et nbd pour le nombre d'aretes du point de 
l'image droite. Chaque nb appartient a l'une des deux classes suivantes : un ou plus de 
trois. Ainsi, lorsque deux nb font partie de la meme classe, les points correspondants ont 
ensemble un scoreTotal (equation 2.2) plus eleve. On peut remarquer que scoreAretes a 
un poids deux fois plus eleve que les autres scores, car nous voulons autant que possible 
eviter d'associer un point cul-de-sac avec un point d'intersection. Par exemple, nous ne 
voulons pas apparier un bout de doigt avec un point au centre de la poitrine d'un des 
acteurs Selon nos tout premiers resultats, ce facteur de deux a semble suffisant. 
(2 siinb >3)=(nbd >3) 
scoreAretes = \ . 8 ' d ' (2.5) 
[0 sinon 
Enfin, dans Pexemple des deux points caracteristiques au centre de la poitrine de l'acteur 
de gauche dans la figure 2.10, ces deux points peuvent etre differencies par l'orientation 
de leurs aretes. De meme, l'extremite d'un doigt de la main gauche ne sera pas appariee 
a l'extremite d'un doigt de la main droite, car les doigts n'ont pas du tout la meme 
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orientation. Bref, le quatrieme critere est Porientation des aretes voisines aux points 
caracteristiques. Globalement, le quatrieme score s'enonce par l'equation 2.6. Cette 
equation est completement independante de la precedente (2.5), mais en tient compte 
indirectement grace a la fonction max() qui retient la plus grande valeur entre nbg et nba 
dans le but de penaliser les paires de points ou le nombre d'aretes est different. 
^ ep cos 6^ 
score Orient = ^ r (2.6) 
max{nbg, nbd) 
Dans l'equation 2.6, on a l'ensemble Pa. Cet ensemble contient des paires d'aretes 
correspondantes p. En effet, avant d'appliquer l'equation 2.6, il faut apparier les aretes 
des points de la paire de points (figure 2.11). La raison est que les aretes ne sont pas 
triees et, meme en etant triees, il ne serait pas plus facile de les apparier. Ainsi, le moyen 
utilise pour apparier les aretes est une seconde matrice de correspondance. Puisque cette 
matrice compare toutes les aretes du point de 1'image gauche avec toutes les aretes du 
point de l'image droite, le critere de comparaison est le cosinus de Tangle en chaque 
paire d'aretes : plus Tangle est faible, plus le cosinus sera eleve, done plus le score sera 
eleve. Dans cette matrice, nous cherchons les paires d'aretes qui se choisissent 
mutuellement: pour chaque arete du point de gauche, nous trouvons son arete favorite du 
point de droite et vice-versa. Ainsi, si Tarete du point de gauche est la favorite de sa 
favorite, alors on a une paire ou chaque arete est utilisee qu'une seule fois. Encore une 
fois, cette methode n'optimise pas le nombre de paires retenues, mais il vaut mieux eviter 
les paires d'aretes douteuses que de les garder. Bref, la somme des cosinus 
correspondant aux paires d'aretes retenues est le numerateur de l'equation 2.6. 
a) b) 
Figure 2.11 En a), on a les aretes d'un point de l'image de gauche. En b), on a les aretes d'un 
point de l'image de droite. En c), on a apparte les ar6tes (lignes en pointilles) en fonction de 
Tangle entre les deux aretes dans une paire d'aretes 
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Finalement, ces quatre criteres d'appariement sont les seuls criteres que nous avons pu 
trouver afin de decrire les points caracteristiques independamment des couleurs et des 
textures dans le voisinage de chaque point caracteristique dans chaque image. 
2.4 Le processus DCE 
Longin Jan Latecki et Rolf Lakamper (1999) ont developpe un algorithme 
d'approximation du contour d'une region. Cet algorithme se nomme Discrete Curve 
Evolution ou DCE. L'idee de base de cet algorithme est d'approximer un contour en 
supprimant toujours le ou les sommets les moins importants (selon l'equation 2.7) pour 
decrire la forme de la region. L'algorithme itere done jusqu'a ce qu'il reste trois 
sommets ou moins dans le contour, d'ou le sumom processus DCE. 
Puisque le processus DCE garde toujours un maximum d'informations a propos de la 
forme generate de la region a toutes les iterations, un contour approxime contient que des 
sommets pertinents pour decrire la forme de la region. Ce sont ces sommets qui sont 
considered comme le deuxieme type de points caracteristiques de notre projet. 
2.4.1 Calcul des points 
Selon Latecki et Lakamper (1999), la theorie du processus DCE commence par definir un 
polygone P' pour chaque iteration /. A l'iteration zero, on a le contour original de la 
region. Ce contour initial, recu en entree dans notre algorithme, est generalement bruite 
(figure 2.12) et il y a un bon nombre de sommets restants qui peuvent etre supprimes 
grace au processus DCE. Theoriquement, le dernier P' a au plus trois sommets. En effet, 
a chaque iteration, il ne faut pas seulement enlever le sommet ayant le moins 
d'importance, mais enlever tous les sommets qui ont le meme plus faible degre 
d'importance. Par exemple, dans un carre, les quatre sommets ont tous la meme 
importance, done ils sont tous supprimes a la derniere iteration du processus DCE. 
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Figure 2.12 A gauche, un exemple d'une region dont le contour est peu bruite. A droite, un 
exemple d'une region dont le contour est tres bruite (a droite) 
Le fameux degre d'importance mentionne au paragraphe precedent est decrit a 1'equation 
2.7 (tiree de (Latecki & Lakamper, 1999)). 
K{p,l„l2) = & 
I +L 
(2.7) 
Dans un contour P', chaque sommet a deux sommets voisins. La figure 2.13 illustre le 
cas d'un sommet quelconque appele B. Dans l'equation 2.7, /?est en fait l'angle exterieur 
du sommet B dans la figure 2.13. II est effectivement logique que, si /? est tres petit, le 
sommet B n'apporte pas beaucoup d'information sur la forme de la region. 
Figure 2.13 Zoom sur trois sommets cons^cutifs d'un contour P' 
Toujours dans l'equation 2.7, les valeurs /; et h valent respectivement AB\ et BC\ 
normalises en fonction du perimetre total de P'. Bien que cette normalisation soit 
mentionnee dans l'article de reference, elle est couteuse et inutile. En effet, l'equation 
2.7 peut s'ecrire autrement (equation 2.8) en echangeant respectivement // et 12 pour Aj/p 
et %2/p ou p est le perimetre de P' et ou Xi et X2 valent respectivement AB\ et BC\ 
Puisque ce perimetre/? est une constante a l'iteration / ou Ton cherche la valeur minimale 
de K, il n'est done pas necessaire de reevaluer le perimetre du contour a chaque iteration. 
Done, nous pouvons laisser tomber p (equation 2.9). Enfin, ji peut etre en degres ou en 




Dans notre implementation de cet algorithme, nous ne supprimons pas tous les sommets 
dont le degre d'importance est le plus faible trouve a une certaine iteration. La raison est 
que nous ne voulons pas nous retrouver avec une situation comme Pexemple du carre ou 
tous les sommets restants sont supprimes d'un seul coup. Ainsi, nous supprimons un seul 
sommet a chaque iteration, ce qui permet de controler le nombre de sommets restants. 
D'ailleurs, ce nombre de sommets est un parametre de notre implementation. De plus, 
les contours exterieurs et interieurs peuvent avoir un nombre de sommets differents. 
Typiquement, les contours exterieurs ont 32 sommets et les sommets interieurs, 12. 
Evidemment, plus il y a de sommets, plus il peut y avoir du bruit dans le contour 
approximatif, mais moins il manque de details. 
Enfin, Latecki et Lakamper proposent une methode pour empecher que la suppression 
d'un sommet cree des croisements dans le contour approximatif. L'idee consiste a ne pas 
supprimer un sommet dont ses deux voisins et lui-meme forment un triangle englobant un 
autre sommet de P'. Ce phenomene se produit principalement avec des points pres de 
regions concaves et courbees. Dans notre cas, les points a risque font generalement partie 
des 32 sommets les plus significatifs, done ils sont rarement supprimes. Ceci est du au 
fait que nous cherchons principalement a supprimer le bruit des contours. Done, les 
chances d'obtenir un croisement sont faibles. Telle est done la justification pour ne pas 
alourdir davantage notre implementation du processus DCE qui se contente de supprimer 
un a un les sommets les moins importants. 
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2.4.2 Appariement des points 
Tout comme dans la section 2.3.2, tous les points caracteristiques trouves dans une image 
sont compares a tous ceux de l'autre image. L'appariement des points utilise encore une 
matrice de correspondance pour trouver les paires de points. Les valeurs de la matrice 
sont des scores comme celui de l'equation 2.2. Dans le cas de l'algorithme DCE, il n'y a 
que trois scores pour determiner le score total de chaque paire possible de points 
(equation 2.10): les deux points doivent avoir une importance similaire dans leur contour 
respectif, les deux points sont proches l'un de l'autre lorsque les deux images sont 
superposees et l'orientation des deux aretes voisines de chaque point est semblable. 
scoreTotal = scoreKrel + scoreEucl + scoreOrient (2.10) 
Le premier score, scoreKrel, est un score comparant les valeurs d'importance K de 
chaque point (equation 2.9). Dans le cas de l'algorithme du squelette, la transformed de 
distances de chaque blob est normalisee de zero a un, ce qui donne toujours des scores 
dans Pintervalle [-1,0] dans le cas de l'equation 2.3. Dans le cas present, les valeurs de K 
ne sont ni normalisees de zero a un, ni en fonction du perimetre de leur contour (p dans 
l'equation 2.8). Etant donne qu'un point de la scene peut se retrouver sur un contour 
externe dans une image et sur un contour interne dans l'autre image et etant donne que les 
contours internes sont generalement plus petits, nous ne devons pas normaliser les 
valeurs de K de chaque point en fonction du perimetre du contour. Autrement, deux 
points reellement correspondants ne seraient pas comparables. Done, il faut tout de 
meme pouvoir calculer la difference entre deux K tout en normalisant le resultat final 
dans 1'intervalle [-1,0]. Ainsi, dans l'equation 2.11, Kg et Kd sont les valeurs 
d'importance des deux sommets dans la paire etudiee et le denominateur sert a normaliser 
scoreKrel. Comme a l'equation 2.3, il s'agit d'un score penalisant pour les sommets qui 
n'ont pas une valeur semblable. 
~\Kg -Kd\ 
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La metrique scoreEucl est la meme qu'a l'equation 2.4. De meme, la metrique 
scoreOrient est pratiquement la meme qu'a l'equation 2.6, excepte que nous avons 
toujours deux aretes par sommet dans le cas present. 
2.5 Filtrage par paires de blobs 
Maintenant que nous avons plusieurs paires de points trouvees grace aux precedents 
algorithmes et sachant que chaque point connait le blob auquel il appartient, il est 
possible d'etablir des paires de blobs ou de regions d'avant-plan. Pour ce faire, il suffit 
de comparer tous les blobs de l'image de gauche avec tous les blobs de l'image de droite, 
et ce, en notant le resultat de la comparaison dans une matrice de correspondance. Cette 
fois-ci, le score de chaque case de la matrice est le nombre de paires de points liant les 
deux blobs concernes. De plus, nous utilisons une methode que nous avons appelee le 
maximum restant. 
Le maximum restant consiste a choisir la paire de blobs ayant le plus grand score dans 
toute la matrice. Du point de vue du blob de l'image de gauche, cela equivaut a choisir 
son blob de droite favori, et vice-versa. Une fois que la paire est choisie, on enleve la 
ligne du blob de gauche et la colonne du blob de droite dans la matrice. On cherche alors 
la prochaine paire de blobs en cherchant la valeur maximale restante dans toute la 
matrice. On itere ainsi jusqu'a ce que la matrice soit videe. 
Le maximum restant peut dormer des resultats semblables a ceux du choix mutuel 
(section 1.3.2.1), mais le maximum restant est une methode beaucoup moins severe. En 
effet, dans l'exemple des points (A), (B) et (C), si (A) choisissait normalement (B) alors 
que ce dernier choisit (C), le maximum restant pourrait alors trouver un compromis en 
appariant (A) avec un autre point (D) et en gardant la paire (B, C). Ce raisonnement 
s'applique aussi pour les paires de blobs. En effet, lors d'un conflit de choix mutuel, il 
peut arriver que le deuxieme meilleur choix d'un blob soit finalement le bon choix. De 
plus, etant donne le faible nombre de blobs dans une image, les chances de se tromper sur 
le second meilleur choix sont relativement faibles. Evidemment, il peut y avoir la 
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creation de mauvaises paires de blobs, mais il s'agit la d'un risque que nous etions prets a 
accepter. 
Maintenant que les paires de blobs sont connues, il faut recalculer les paires de points en 
ajoutant une contrainte supplementaire : les deux points etudies dans une paire doivent 
correspondre a une paire de blobs valide. Plus directement, pour chaque paire de blobs, 
nous recalculons les score totaux des sections 2.3.2 et 2.4.2, et ce, pour tous les points du 
blob de Pimage de gauche et tous les points du blob de l'image de droite. L'espace de 
recherche est done grandement reduit et, a cause du choix mutuel des paires de points, 
nous avons plus de chances de trouver davantage de paires de points, et ce, en filtrant 
plusieurs des paires aberrantes. Bref, a cause de 1'usage de plus petites matrices de 
correspondance pour chaque paire de blobs, il est plus simple de recommencer les calculs 
que de recuperer les anciens scores totaux. 
Pour chaque paire de blobs, il est maintenant possible de superposer les deux blobs et de 
les aligner par rapport a leur centroi'de. Lorsque vient le temps de recalculer le 
scoreTotal pour l'appariement des points selon chaque algorithme des sections 2.3 et 2.4, 
il est possible d'y ajouter un autre score : scoreDistBlobBlob. Ce score evalue le 
deplacement horizontal et vertical des points dans la paire etudiee lorsque les blobs sont 
alignes sur leur centroi'de : il y a un bonus de 1.0 si le deplacement horizontal est egal ou 
inferieur au quart de la largeur maximale des boites englobantes des deux blobs et il y a 
un autre bonus de 1.0 si le deplacement vertical est egal ou inferieur au quart de la 
hauteur maximale des deux memes boites englobantes. Etant donne que les blobs ne sont 
jamais vraiment de taille egale et que le centroi'de est rarement exactement au meme 
endroit dans les deux blobs correspondants, nous nous devons de dormer une certaine 
marge de manoeuvre pour le seuil de la distance entre deux points correspondants lorsque 
les blobs sont alignes. Nous avons trouve empiriquement que le quart des dimensions 
maximales des deux boites englobantes etait suffisamment restrictif pour eliminer les 
paires tres aberrantes et suffisamment permissif pour permettre certaines imprecisions. 
Enfin, puisque ce filtre se fie sur la paire de blobs, toute information en decoulant merite 
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d'avoir un poids relativement eleve dans le calcul des scoreTotal, d'ou les poids de 1.0 
pour les mesures horizontales et verticales. 
Bref, non seulement scoreEucl permet d'eviter les paires de points eloignes, mais 
scoreDistBlobBlob va plus loin en interdisant les paires aberrantes a l'interieur d'un 
meme objet, et ce, en tenant compte de la position du centroide de chaque blob dans leur 
image respective. Ainsi, par exemple, les paires de points liant la tete dans une image au 
pied dans 1'autre image sont eliminees. 
A toutes fins pratiques, nous aurions pu evaluer directement la disparite des paires de 
blobs en fonction de leur position dans leur image respective, mais nous avons decide de 
nous concentrer sur l'amelioration de la qualite des paires de points en vue d'une 
reconstruction plus elaboree que le simple calcul des disparites presente a la section 2.7. 
2.6 Filtrage par RANSAC 
Le filtrage par RANSAC (section 1.4.1) sert a respecter les contraintes de la geometrie 
epipolaire en etablissant la matrice fondamentale (section 1.4.2.2) liant la majorite des 
points de l'image de gauche aux points de l'image de droite. Par majorite, nous voulons 
dire que ralgorithme RANSAC cherche une matrice fondamentale qui satisfait un 
nombre maximum de paire de points, ce qui elimine certaines paires de points aberrantes. 
En pratique, nous utilisons la fonction cvFindFundamentalMatQ de la bibliotheque 
OpenCV (Intel, 2006). Cette fonction est specialised dans le calcul de la matrice 
fondamentale. Un de ses parametres est le type d'algorithme utilise : dans notre cas, nous 
utilisons l'algorithme RANSAC. Apres l'execution de la fonction, celle-ci nous retourne 
non seulement la matrice fondamentale, mais aussi la liste de toutes les paires de points 
filtrees. 
2.7 Calcul des disparites 
Dans la scene, les objets en mouvement sont vus sous forme de blobs dans chaque image. 
Afin de connaitre grossierement la distance relative entre ces objets et la paire de 
cameras, il faut calculer la disparite de chaque blob d'une image a l'autre. Nous 
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definissons la disparite par le deplacement du blob d'une image a l'autre et par rapport a 
un referentiel. Le referentiel en question est le point de fuite dans chacune des images, 
c'est-a-dire un point eloigne de la scene projete dans chaque image. Or, ce point de fuite 
a volontairement ete place au centre dans le champ de vision de chaque camera (section 
1.1). Done, lorsqu'un blob se deplace peu d'une image a l'autre, e'est que Pobjet ou 
l'acteur correspondant est eloigne des cameras. A l'inverse, lorsqu'un blob se deplace 
beaucoup d'une image a l'autre, l'objet ou l'acteur correspondant est pres de la paire de 
cameras. Enfin, puisque le type de scene etudiee concerne des humains semblant bouger 
horizontalement dans les images, seules les disparites horizontales comptent. 
Pour chaque paire de blobs, nous recensons toutes les paires de points. A l'aide de ces 
paires de points, nous trouvons le deplacement horizontal median, car il s'agit d'une 
donnee statistique stable face aux quelques paires de points aberrantes qui peuvent passer 
au travers des deux filtres decrits aux sections 2.5 et 2.6. Ce deplacement horizontal 
median est ensuite converti en deplacement horizontal absolu (non signe et non oriente). 
C'est ce deplacement absolu qui determine la proximite de l'objet par rapport aux 
cameras. 
2.8 Complexity des methodes 
Pour 1'etude de la complexity, nous considerons uniquement le cout du traitement d'une 
paire d'images de taille m par n. Nous considerons que le nombre de points sur un 
contour et le nombre de points caracteristiques par blob sont de l'ordre de m. 
> Soustraction d'arriere-plan : Q,(mn) puisque la complexity depend de l'algorithme 
utilise; 
> Approximation du contour (squelette): 0(m2); 
> Fermeture (squelette): 0(mnp) oup est le cout de la dilatation et de l'erosion; 
> Transformee de distances (squelette): 0(mn); 
> Operateur de Laplace et seuillage (squelette): 0(bmn) ou b (b « m) est le nombre de 
blobs; 
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> Appariement des points (squelette et DCE): 0(b m Jc) ou k est la dimension de la 
matrice de correspondance pour les paires d'aretes (k « m). Dans le cas du 
processus DCE, k vaut toujours deux et m vaut 32 au maximum par defaut; 
> Processus DCE : 0(bm ) ou m est le nombre initial de sommets sur le contour de 
chaque blob et de chaque trou de blob; 
> Calcul des paires de blobs (squelette et DCE): 0(m + b2); 
> Application du filtre des paires de blobs (squelette et DCE) : Oibm2^); 
> Application du filtre RANSAC: Q(m2) puisque la complexity depend de 
P implementation dans OpenCV; 
> Calcul des disparites medianes : 0(bm*log(m)). 
Le calcul a une complexity variable d'une etape a l'autre et d'un algorithme a l'autre. En 
fixant la resolution des images (mn), la complexity globale est environ quadratique. 
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CHAPITRE 3 RESULTATS ET DISCUSSION 
Ce chapitre est divise en deux grandes sections : la methodologie de 1'experimentation 
(section 3.1) et les resultats comprenant une discussion (section 3.2). 
3.1 Experimentation 
L'experimentation commence par la realisation et l'enregistrement des sequences video 
(section 3.1.1). De ces sequences video, il nous faut creer des valeurs temoins (section 
3.1.2) pour les comparer aux resultats de notre methode decrite au chapitre precedent. 
Pour des fins de comparaison entre nos algorithmes et ceux de la litterature, deux autres 
algorithmes de points caracteristiques s'ajoutent aux tests (section 3.1.3). Le processus 
du test, qui consiste a evaluer les methodes presentees au chapitre precedent, est decrit a 
la section 3.1.4. Nous presentons les differents parametres du programme dans la section 
3.1.5. Finalement, de ces parametres, nous determinons une liste de cas de test (section 
3.1.6). 
3.1.1 Realisation des sequences videos 
Les videos sont realisees dans un environnement dont Peclairage et Parriere-plan sont 
controles. En effet, l'eclairage est constant. L'arriere-plan est constitue de rideaux bleus, 
d'un plancher gris et d'un plafond blanc. La scene mesure environ cinq metres par quatre 
metres (voir le plan a la figure 3.1). 
Les deux cameras, une Sony DFW-SX910 et une Flir Thermovision A40, sont installees 
sur des trepieds presque au niveau et a environ la meme hauteur, soit 1.5 metres. La 
camera Sony est la camera de gauche et la Flir, la camera de droite (figure 3.1). La 
distance qui les separe est environ 1.5 metres (Grande) ou 75 centimetres (Petite). Nous 
considerons ces deux cas afin d'evaluer l'impact de ce changement sur les disparites des 
blobs. Enfin, la camera Sony est equipee d'une lentille Pentax de longueur focale de 4.2 
millimetres. La camera Flir est equipee d'une lentille de longueur focale de 9.0 
millimetres placee devant la lentille de base de 36.0 millimetres. Ainsi, les deux cameras 
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ont environ le meme champ de vision qui est suffisamment large pour voir a la fois le 
plafond et le plancher, et ce, des le milieu de la scene (a 2m des cameras). 
Sony Flir 
Figure 3.1 Plan de la scene avec toutes les positions possibles des acteurs 
Les deux cameras sont synchronisers a 7.5 images par seconde. Nous corrigeons la 
distorsion radiale de chaque video individuellement a l'aide d'un filtre maison. 
Essentiellement, ce filtre projette chaque image sur une sphere virtuelle et projette ensuite 
l'image de la sphere sur le plan d'origine, mais en etirant certaines portions de l'image 
d'origine (figure 3.2). Ce filtre n'a qu'un seul parametre : un coefficient permettant de 
faire varier le rayon de la sphere virtuelle. 
Figure 3.2 Principe de correction de la distorsion radiale : l'image d'origine est projetee sur 
une sphere virtuelle et l'image sur la sphere est projetee a nouveau sur le plan initial 
Finalement, nous transformons chaque image pour avoir une resolution de 640 par 480 
pixels. Selon la section 1.1, les pixels au centre de chaque image devraient pointer vers 
les memes points de la scene. Done, en ayant la meme resolution et le meme champ de 
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vision apparent (les blobs ont une taille similaire) pour les deux images, il est alors 
possible d'utiliser le meme referentiel pour les deux images. 
II y a deux scenarios : a deux acteurs et a trois acteurs. Nous avons concu les scenarios 
pour que les acteurs soient a differentes distances l'un par rapport a 1'autre et aussi par 
rapport aux cameras. Ces scenarios sont presentes dans les tableaux 3.1 et 3.2. Pour 
chaque acte, on y retrouve la nouvelle position de l'acteur qui doit se deplacer. Les 
differentes positions sont illustrees dans la figure 3.1. 


































































Bref, en tout, nous avons deux scenarios et deux distances differentes entre les cameras. 
II y a done quatre videos a enregistrer. Malheureusement, a cause de certaines limitations 
techniques, il n'est pas possible de realiser chaque scenario en utilisant trois cameras 
simultanement: visible, visible et infrarouge, toutes cote a cote avec un espace de 75 
centimetres entre les deux premieres et les deux dernieres. Ainsi, il aurait ete possible 
d'avoir exactement la meme scene pour evaluer l'impact du changement de distance entre 
les deux cameras. 
3.1.2 Creation des valeurs temoins 
Puisque les valeurs temoins ne viennent pas de bases de donnees publiques et que nous 
avons nos propres sequences videos, il nous faut done creer nos propres valeurs temoins. 
Notre programme principal recoit en entree des regions d'avant-plan et doit trouver la 
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disparite de ces blobs. Done, nos valeurs temoins doivent nous permettre d'evaluer la 
precision de la disparite des paires de blobs. 
Le programme permettant de creer interactivement les valeurs temoins recoit en 
argument les parametres de soustraction d'arriere-plan pour chaque video dans la paire de 
videos. L'algorithme choisi pour la soustraction d'arriere-plan de chaque type de video 
est la moyenne temporelle (Shoushtarian & Bez, 2005): on somme chaque pixel de 
l'arriere-plan individuellement, on calcule la couleur moyenne de chaque pixel et on 
tolere une difference fixe lors du test d'arriere-plan. Cet algorithme est rapide et donne 
des resultats appreciates lorsqu'on le combine a un leger filtre de bruit gaussien, un 
detecteur d'ombres et un filtre supprimant les blobs de moins de 256 pixels carres. 
Pour chaque paire d'images, l'interface presente visuellement chaque blob dans chaque 
image. L'usager n'a alors qu'a cliquer sur un point en particulier dans un des blobs d'une 
image et sur le point correspondant dans le blob correspondant dans l'autre image pour 
creer une paire de points. Cette paire de points est ensuite enregistree. 
Pour chaque paire de blobs, il est possible d'enregistrer plusieurs paires de points : la 
disparite moyenne sera alors utilisee pour les tests. Par ailleurs, un meme blob peut faire 
partie de deux paires differentes de blobs etant donne qu'il y a, tot ou tard, des fusions et 
des divisions inattendues de blobs. 
Le programme interactif permet d'editer les paires de points a toutes les n paires 
d'images. Dans le cadre du present projet, nous avons utilise une image sur huit pour 
creer les valeurs temoins. Pour les autres images, le programme effectue un suivi 
automatique entre chaque paire d'images etudiee, et ce, pour propager la disparite 
moyenne de chaque paire de blobs. Puisque le suivi n'est pas tres liable, nos resultats 
tiennent compte uniquement des paires de points entrees par l'usager. 
Enfin, le fichier binaire final contient les parametres des deux soustractions d'arriere-
plan, le nombre d'images au total, le saut n entre chaque paire d'images, les paires de 
blobs pour toutes les paires d'images et les paires de points pour chaque paire de blobs. 
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Dans ce fichier, les blobs sont enregistres en donnant a chacun la position et les 
dimensions de la boite rectangulaire qui les englobe individuellement. 
A la fin, il suffit de fournir ce fichier de valeurs temoins a notre programme principal. Ce 
dernier peut alors recuperer les parametres de chaque soustraction d'arriere-plan. 
Puisque la soustraction d'arriere-plan est identique dans chaque programme, le 
programme principal arrivera a retrouver les paires de blobs en fonction des coordonnees 
des boites qui les englobent. Enfin, pour chaque paire de blobs, le programme principal 
calcule leur disparite moyenne. 
3.1.3 Points caracteristiques de comparaison 
Dans les sections 2.3 et 2.4, nous avons presente nos deux algorithmes de recherche de 
points caracteristiques. Afin de comparer nos methodes avec celles de la litterature, nous 
avons retenu trois algorithmes disponibles dans deux differentes implementations : la 
congruence de phase (section 3.1.3.1), les valeurs propres minimales (section 3.1.3.2) et 
l'operateur de Harris et Stephens (section 3.1.3.2). 
3.1.3.1 Le filtre de congruence de phase 
Le filtre de congruence de phase est l'algorithme presente a la section 1.2.3.3 (page 19). 
Cet algorithme a ete utilise dans (Hajebi & Zelek, 2006) pour trouver les points 
caracteristiques dans les deux images infrarouges de la paire stereo. II ne reste plus qu'a 
etudier comment cet algorithme se debrouille avec des images de type different. 
Calcul des points 
Pour calculer les points caracteristiques, nous reutilisons le code Matlab de Kovesi 
(2000a): phasecong2.m et nonmaxsuppts.m. Dans le cas de phasecong2.m, nous 
utilisons les parametres par defaut etant donne que ce sont les memes qui sont utilises par 
Hajebi et Zelek (2006). Dans le cas de nonmaxsuppts.m, notre programme principal 
permet d'utiliser ses deux parametres, c'est-a-dire le rayon d'une dilatation et le seuil. 
Contrairement a Hajebi et Zelek qui ont fait leur projet dans Matlab, nous avons 
implemente notre code en C++ afin d'utiliser la libraire OpenCV et d'autres 
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bibliotheques C++ maison. Malgre tout, nous avons pu utiliser ph.asecong2.rn tel quel, 
mais cela nous a empeche d'avoir acces facilement aux coefficients Log-Gabor (voir la 
section 1.3.2.3) pour decrire chaque point caracteristique. De plus, contrairement a 
Hajebi et Zelek qui ont utilise les valeurs de M (equation 1.17) ayant une forte reponse 
sur les aretes, nous avons prefere utiliser les valeurs de m (equation 1.18) puisque nous 
cherchons surtout les coins dans chaque image. Bref, nous sommes uniquement capables 
d'identifier quelques points caracteristiques dans chaque image et nous avons du adapter 
la methode d'origine pour trouver d'autres informations afin de comparer les points 
caracteristiques. 
Puisqu'il ne faut pas se fier aux couleurs pour apparier des points provenant d'images de 
differents types, il faut trouver un type d'information pour au moins permettre la 
comparaison des points dans une paire potentielle. II reste tout de meme 1'orientation des 
gradients. En effet, meme si les couleurs et les teintes changent d'une image a l'autre, la 
forme d'un coin ou du voisinage d'un point caracteristique devrait etre peu modifiee. 
L'idee est d'avoir une approximation de l'orientation des gradients autour de chaque 
point caracteristique. Cette approximation est un vecteur decrit a 1'equation 3.1 et illustre 
a la figure 3.3. Dans cette equation, on voit que, pour tout point caracteristique (x, v), 
nous calculons l'orientation sur une fenetre de cinq par cinq pixels. L'exception a cette 
regie est lorsque le point a caracteriser est a moins de deux pixels du bord de l'image. 
Dans ce cas, u et v vont de -2 a 0 ou de 0 a 2 selon le cas. Finalement, cette double 
sommation doit etre normalised pour devenir un vecteur unitaire [a, b]T. 
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Figure 3.3 Application de l'equation 3.1 calculant l'orientation d'un coin. Le pixel central 
entoure de vert est le point caracteristique. La fleche en rouge indique l'orientation du coin 
Les points caracteristiques ont finalement une breve description: le blob auquel ils 
appartiennent, leur position et leur orientation approximative. Puisque la congruence de 
phase peut trouver des points caracteristiques dans l'arriere-plan, ces points sont 
discrimines des points de Pavant-plan: ils sont identifies differemment des points de 
l'avant-plan, ce qui permettra d'utiliser uniquement ces derniers pour le calcul des paires 
de blobs et des disparites. 
Appariement des points 
Tout comme dans les sections 2.3 et 2.4, nous utilisons une matrice de correspondance 
contenant les scores de chaque paire de points possibles entre les points d'une image et 
ceux de l'autre image. Le score total pour les paires de points trouves par congruence de 
phase est defini par l'equation 3.2. Evidemment, cette equation n'est pas du tout 
comparable a l'equation 1.25 (page 31), mais cela fait partie de notre adaptation de la 
methode de Hajebi et Zelek (2006). 
scoreTotal = \ score Angle + scoreBlob + scoreEucl (3.2) 
Dans le scoreTotal de l'equation 3.2, le scoreAngle est calcule en fonction de 
l'orientation de chaque point caracteristique (voir l'equation 3.1). Chaque orientation est 
un vecteur unitaire [a, b] . Deux points caracteristiques semblables ont environ la meme 
orientation, a un signe pres. En effet, etant donne que les images ne proviennent pas du 
meme type de capteur, le niveau de gris autour d'un point caracteristique peut varier 
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differemment dans chaque image. Ainsi, pour caracteriser la difference d'orientation des 
points caracteristiques, nous avons utilise le sinus de Tangle entre les deux vecteurs 
unitaires gauche (g) et droite (d) (equation 3.3). Pourquoi le sinus et non le cosinus? 
Parce que la valeur du sinus evolue plus rapidement pour des faibles differences d'angle : 
|3sin(jc)/3x| >|3cos(x)/9x|;t=0. Done, la fonction sinus est beaucoup plus severe 
envers les orientations legerement ou moyennement differentes. Ensuite, pour tenir 
compte du signe de chaque vecteur, nous gardons la valeur absolue du sinus. Enfin, la 
metrique a 1'equation 3.3 est en fait une penalite au scoreTotal etant donne que les 
valeurs elevees du sinus indiquent un angle tendant vers KI2. 
score Angle = -\agbd -adb\ (3.3) 
Finalement, scoreAngle est pertinent pour discriminer de tres mauvaises paires de points, 
mais, empiriquement, nous avons trouve que les deux autres scores etaient plus 
importants pour eviter d'avoir trop de paires aberrantes. Ainsi, scoreAngle a une 
ponderation de un demi dans le scoreTotal. 
Parmi les deux autres scores, on retrouve scoreBlob qui est ni plus ni moins qu'un bonus 
pour les points faisant partie du meme type de region. En effet, selon la fin de la sous-
section precedente, les points caracteristiques appartenant a rarriere-plan sont identifies 
differemment des points des blobs d'avant-plan. Ainsi, scoreBlob est defini a l'equation 
3.4 ouptg est le point de gauche,/?^? est le point de droite QiAP est l'ensemble des pixels 
de l'avant-plan. 
[ 1 si (of e AP) = (ptd G AP) 
scoreBlob = \ yF 8 ' KF d ' (3.4) 
[0 sinon 
Enfin, scoreEucl est le meme qu'a l'equation 2.4. 
3.1.3.2 La methode des valeurs propres minimales et l'operateur de Harris 
La bibliotheque OpenCV (Intel, 2006) contient deja quelques fonctions pour rechercher 
des points caracteristiques dans une image en teintes de gris. Etant donne la notoriete de 
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cette bibliotheque, nous avons decide de la confronter a nos deux principaux algorithmes 
presenters aux sections 2.3 et 2.4. 
Calcul des points 
La methode des valeurs propres minimales (section 1.2.1.1) et l'operateurs de Harris et 
Stephens (section 1.2.1) sont deja implementes dans OpenCV et sont accessibles via la 
fonction cvGoodFeaturesToTrack(). Notre programme principal utilise cette fonction et 
permet d'ajuster trois de ses parametres. Les deux premiers parametres sont le niveau de 
qualite et la distance minimale en pixels entre chaque point caracteristique retenu. Le 
troisieme parametre consiste a selectionner l'algorithme des valeurs propres minimales 
ou l'operateur de Harris et Stephens. 
Appariement des points 
La definition des points caracteristiques est identique a celle presentee a la section 
precedente, c'est-a-dire qu'on sait si le point fait partie de l'avant-plan ou de l'arriere-
plan, on connait la position du point dans son image et on a aussi l'orientation des 
gradients autour du point caracteristique (equation 3.1). De meme, le calcul du 
scoreTotal est identique a celui de 1'equation 3.2. 
3.1.4 Processus de test 
Notre programme principal est en fait un outil de mesure pour tester nos algorithmes. 
Done, a plusieurs endroits dans le calcul des disparites, notre programme mesure l'etat du 
calcul. Le programme mesure, entre autres, le nombre de paires de points avant et apres 
les filtres, le nombre de bonnes paires de blobs, la precision des disparites, etc. Toutes 
les mesures sont presentees dans la figure 3.4. Dans cette figure, on peut noter l'usage de 
certains parametres. Ceux-ci seront decrits en detail a la section suivante. 
Selon la figure 3.4, il est possible d'appliquer le filtre RANSAC une ou plusieurs fois. II 
faut savoir que ce filtre est deja implements dans la bibliotheque OpenCV (voir la section 
1.4.2.2) et possede deux parametres : le niveau de confiance (c) et la distance maximale 
(d). L'idee est que ces parametres sont tres permissifs par defaut afin de tolerer des 
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paires de points imparfaites mais pertinentes : il peut arriver que les points dans une paire 
valide ne soient pas parfaitement positionnes au pixel pres. Done, d'un filtrage 
RANSAC a l'autre, nous augmentons successivement les criteres de selection en 
effectuant la racine carree du niveau de confiance, qui tendra vers 1.0 ou 100%, et de la 
distance maximale en pixels, qui tendra aussi vers 1.0. 
Dans le calcul de la precision des disparites, nous evaluons uniquement la disparite des 
paires de blobs trouvees : on ne penalise pas pour les paires de blobs erronees ou 
manquantes. Le calcul de la precision moyenne est a l'equation 3.5 dans laquelle nous 
utilisons l'ensemble B des paires de blobs valides b. Done, pour chaque paire de blobs b, 
on a une disparite horizontale absolue 8* et une disparite de reference hrb, e'est-a-dire la 
valeur temoin. Le score final est done pres de 1.0 lorsque les disparites trouvees et celles 
de reference se ressemblent. 
b£B 
'b vrb | 
scoreFinal = 1 v v .". — (3.5) 
\B\ 
Enfin, tous ces resultats et mesures peuvent etre enregistres dans un fichier texte dans un 
format facilement recuperable pour la compilation des donnees dans Excel. 
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En entree; on recoit le nombre d'iterations pour le filtre RANSAC, n. 
Soustraction de I'arriere-plan de chaque image 
PP = {}, un ensemble de paires de points vide 
— m POUR chaque algorithmic de recherche de points caracteristiques FAIRE 
Trouver les points caracteristiques 
* Noter le nombre de points caracteristiques dans chaque image 
Creer les paires de points 
* PJoter le nombre initial de paires de points 
Creer les paires de blobs 
@ Raffinement: * Evaluer les paires de blobs 
* Noter le nombre de paires de blobs 
* Noter le nombre de bonnes paires de blobs (vrais positifs) 
* Noter le nombre de mauvaises paires de blobs (faux positifs) 
* Noter le nombre de paires de blobs manquantes (faux negatifs) 
1 SI on utilise les paires de blobs dans les valeurs temoins ALORS 
Remplacer les paires de blobs creees par celles des valeurs temoins 
1 SI on utilise le filtre des blobs ALORS 
Creer les paires de points en tenant compte des paires de blobs 
* Noter le nombre de paires de points 
PP = -(PP, les paires de points retenues} 
c = niveau de confiance (parametre du filtre RANSAC) 
d = distance maximale (parametre du filtre RANSAC) 
— m POUR iterRansac de 0 a n-1 FAIRE 
PP = donnees non aberrantes de PP (filtre RANSAC) 
c = racine carree de c 
d = racine carree de d 
* Noter le nombre final de paires de points dans PP 
Calculer les disparites 
Evaluer la precision de la disparite calcule de chaque paire de blobs 
* Noter la precision moyenne des disparites (scoreFinal) 
Figure 3.4 Pseudo-code schimatique du calcul et des tests effectues. Les mesures sont 
identifiees par une etoile (*) au debut de la ligne de description 
II faut noter que scoreFinal est une mesure de precision des disparites qui est plus stricte 
que la mesure de l'ordre des blobs du plus pres au plus eloigne des cameras. Cependant, 
notre hypothese est que des disparites de la bonne longueur permettraient ultimement de 
deduire une distance relative liable entre un blob et les cameras. 
3.1.5 Parametres de test 
L'executable final est sous le nom de analyseurStereo.exe. Cet executable recoit une 
liste d'arguments ArgsTest et une liste de chercheurs de points caracteristiques s/fayant 
chacun leur propre liste d'arguments. En fait, la syntaxe de l'appel a Pexecutable est: 
69 
« analyseurStereo <Args_Test> [sff -a algorithme ... ]* ». Dans cette syntaxe, les 
parametres de test sont dans <Args_Test> (tableau 3.3) et on peut utiliser de zero a 
quatre chercheurs de points caracteristiques: la methode du squelette (tableau 3.4), le 
processus DCE (tableau 3.5), la congruence de phase (tableau 3.6) et les valeurs propres 
minimales ou Foperateur de Harris et Stephens (tableau 3.7). 
Tableau 3.3 Parametres de test 
Syntaxe Description 
-gt nomFichier Argument obligatoire. Nom du fichier contenant les valeurs 
temoins. Dans ce fichier, on a aussi les parametres pour la 
soustraction d'arriere-plan de chaque sequence video. 
-o nomFichier Nom du fichier texte pour enregistrer les resultats. Tous les 
parametres de test feront partie du contenu du fichier. 
-ugt Si utilise, on utilise les valeurs temoins pour le filtrage des blobs. 
-blob Si utilise, on utilise le filtre des blobs (section 2.5). 
-ransac 0..2 Nombre de filtres RANSAC (section 2.6) a appliquer 
successivement (0 par defaut). 
-c 0.33...0.99 Niveau de confiance (0.9 par defaut): parametre de la fonction 
OpenCV cvFindFundamentalMat(...,doubleparam2, ...J (z a 
F equation 1.27) 
-d 0.5..5 Distance maximale en pixels (2.0 par defaut): parametre de la 
fonction OpenCV cvFindFundamentalMat(...,double 
par ami, ...) (T a la page 32) 
Tableau 3.4 Parametres de la methode du squelette (-a skel) 
Syntaxe Description 
-fwxwy Appliquer une fermeture (dilatation et erosion) sur le blob. Les 
deux valeurs wx et wy sont les dimensions de l'ellipse 
utilisee pour la fermeture. Si ce parametre est utilise, il 
desactive les trois autres parametres ci-dessous. 
-tnbPixels Taille minimale des trous en pixels carres (256 par defaut) pour 
garder le trou pour le calcul du squelette. 
-de distance Pour F approximation des contours externes, il faut fournir la 
precision voulue sous forme de distance maximale en pixels 
(2.5 par defaut). 
-di distance Pour Fapproximation des contours internes (les trous), il faut fournir 
la precision voulue sous forme de distance maximale en 
pixels (2.5 par defaut). 
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Tableau 3.5 Parametres du processus DCE (-a dee) 
Syntaxe Description 
-t nbPixels Taille minimale des trous en pixels carres (256 par defaut) pour 
garder le trou pour le calcul du squelette. 
-e 1..256 Nombre maximum de points caracteristiques sur le contour externe 
(32 points par defaut). 
-i 1..256 Nombre maximum de points caracteristiques sur le contour interne 
pour les trous (12 points par defaut). 
Tableau 3.6 Parametres de la congruence de phase (-a pc2) 
Syntaxe Description 
-wd path Parametre obligatoire. Puisque Palgorithme est code dans Matlab, 
le moteur de Matlab doit connaitre le repertoire contenant le 
code source, 
-r 1..3 1..3 Pour chaque image dans la paire, on definit le rayon (2 par defaut) 
utilise dans l'algorithme de seuillage de type suppression des 
non-maxima (nonmaxsuppts.m). 
-t0..1 0..1 Seuil pour chaque image dans la paire (0.25 par defaut). 
Tableau 3.7 Parametres de la methode des valeurs propres (-a eigen) 
Syntaxe Description 
-ql 0..1 Niveau de qualite (0.3 ou 30% par defaut). C'est un seuil pour 
comparer tous les points au meilleur point caracteristique. 
-mdl..256 Distance minimale (2 pixels par defaut) entre deux points 
caracteristiques trouves. 
-h Si utilise, c'est le critere de Harris (section 1.2.1) qui est utilise au 
lieu du calcul des valeurs propre minimales. 
3.1.6 Cas de test 
II y a quatre paires de videos a tester. Pour chaque paire de videos, nous utilisons un 
algorithme de recherche de points caracteristiques. Cela donne au total 20 cas differents 
(4 paires de videos * 5 algorithmes en incluant l'operateur de Harris et Stephens). Pour 
chaque cas, nous utilisons le filtre des blobs eliminant les paires de points correspondant 
a des paires de blobs invalides. Par defaut, nous n'utilisons pas les paires de blobs des 
valeurs temoins (section 2.5). Enfin, nous utilisons une seule iteration du filtre RANSAC 
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(section 2.6) avec ses parametres par defaut, et ce, afin de filtrer les dernieres paires de 
points aberrantes en modelisant une matrice fondamentale (section 1.4.2.2). Bref, nous 
avons la les cas de reference qui permettent deja d'evaluer 1'impact de la position des 
cameras. 
Ensuite, pour chaque paire de videos, nous utilisons simultanement les algorithmes du 
squelette et du processus DCE avec leurs parametres par defaut. Nous evaluons 1'impact 
de l'utilisation de deux algorithmes au lieu d'un seul. Meme si notre implementation 
permet d'utiliser n'importe quelle combinaison d'algorithmes (figure 3.4), nous nous en 
tenons qu'a une seule paire afin d'evaluer le potentiel d'une methode hybride. 
Pour chaque paire de videos, en utilisant la methode du squelette et le processus DCE 
individuellement avec leurs parametres par defaut, nous varions les cas de test (tableau 
3.8). On a, tout d'abord, le cas sans filtre. On a ensuite le cas avec le filtre des blobs 
sans ou avec les paires de blobs des valeurs temoins, mais sans filtre RANSAC. On a 
ensuite le cas avec un RANSAC et les valeurs temoins pour le filtre des blobs. On a 
ensuite le filtre RANSAC a deux iterations et avec le filtre des blobs, mais sans les 
valeurs temoins. Nous terminons avec le filtre des blobs avec une et deux iterations de 
RANSAC, mais avec des parametres varies pour Palgorithme RANSAC. Bref, nous 
evaluons 1'impact de l'usage des filtres et des parametres du filtre RANSAC. 
Tableau 3.8 Differents cas de test pour les filtres 














































Finalement, pour chaque paire de videos et en utilisant les filtres par defaut, nous testons 
chaque algorithme, sauf celui de la congruence de phase, en faisant varier un parametre 
ou deux a la fois de l'algorithme teste : les parametres de meme nature sont modifies 
proportionnellement. Ceci a pour but de trouver la meilleure configuration possible pour 
chaque algorithme. Dans le cas de la congruence de phase, nous utilisons deja les 
parametres suggeres par Kovesi (2000a) et l'execution de cet algorithme est beaucoup 
trop longue pour etre etudiee en profondeur dans le cadre de la presente recherche. 
3.1.7 Metriques de tests 
Chacune des quatre paires de videos a une duree d'environ 800 images. Puisque nous 
etudions une image sur huit dans chaque paire de videos, alors cela donne environ 100 
lignes de resultats bruts par cas de test. II y a au total plus de cinq douzaines de cas de 
test. Dans chaque ligne de resultats, on retrouve les donnees mesurees lors du processus 
de test (figure 3.4). Bref, l'ensemble des resultats bruts doivent etre compiles pour 
pouvoir les presenter dans le present memoire. 
Nous avons retenus plusieurs metriques pour comparer les differents cas : le nombre 
moyen de bonnes paires de blobs, le nombre moyen de paires de blobs manquantes, le 
score final moyen et l'ecart-type des scores finaux (equation 3.5). Le calcul des 
differentes moyennes permet de compiler la centaine de valeurs brutes par cas de test. 
L'ecart-type des scores finaux permet de determiner si ralgorithme a souvent des scores 
eleves ou si la distribution de ses scores est etendue. Dans ce dernier cas, cela voudrait 
dire que ralgorithme est instable. 
Les differents groupes de cas de test presentes a la section precedente sont classes dans 
des sous-sections. 
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3.2 Les resultats 
Pour l'instant, notre implementation permet de traiter environ une a deux paires d'images 
a la seconde, sauf dans le cas de la congruence de phase qui prend environ 20 secondes 
par paire d'images. Ainsi, ce dernier algorithme a deja un lourd desavantage sur toutes 
les autres methodes, car son usage rendrait la tache d'optimisation plus difficile pour 
developper des implantations en temps reel. 
3.2.1 Cas de test de reference 
Dans la figure 3.5, les algorithmes du squelette, du processus DCE et de la congruence de 
phase generent clairement plus de bonnes paires de blobs que les deux autres algorithmes. 
On constate aussi que les algorithmes DCE, du squelette et de la congruence de phase 
negligent environ le meme nombre de paires de blobs. Done, les deux autres algorithmes 
(valeurs propres minimales et operateur de Harris et Stephens) sont reellement moins 
performants pour detecter les paires de blobs. 
Par ailleurs, en observant le comportement de chaque algorithme pour chaque video, on 
remarque une hausse de bonnes paires de blobs et de paires de blobs manquantes lorsqu'il 
y a trois acteurs. Evidemment, plus le nombre d'acteurs est eleve, plus le nombre de 
bonnes paires de blobs doit etre eleve. De meme, a cause des multiples occlusions dans 
les videos, il est normal que notre implementation ne soit pas capable de detecter autant 
de paires de blobs que ce que nous avons enregistre dans les valeurs temoin. Dans le cas 
de la distance entre chaque camera (grande ou petite), les resultats ne sont pas clairs, mais 
le nombre d'acteurs semble avoir moins d'impact lorsque les deux cameras sont plus 
rapprochees (petite). Ainsi, la position des cameras peut causer plus ou moins 
d'occlusions, ce qui semble influencer les resultats finaux. 
Finalement, 1'algorithme DCE a une legere avance sur 1'algorithme du squelette et celui 
de la congruence de phase. II surclasse aussi les deux autres algorithmes. 
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Grande 2 Grande 3 Petite 2 Petite 3 
Video 
Figure 3.5 Nombre moyen de bonnes paires de blobs et de paires de blobs manquantes 
Dans la figure 3.6, nous avons le resultat sur le nombre moyen de paires de points retenus 
a la suite du filtre RANSAC. Encore une fois, l'algorithme de Harris et Stephens et celui 
des valeurs propres minimales sont les moins performants pour trouver des paires de 
points, d'ou leur incapacity a trouver un nombre suffisant de paires de blobs. Neanmoins, 
la bibliotheque OpenCV semble favoriser l'algorithme des valeurs propres minimales et 
la figure 3.6 confirme que cet algorithme donne de meilleurs resultats que ceux de 
l'operateur de Harris et Stephens. 
Toujours dans la meme figure, on remarque que 1'usage de la congruence permet de 
trouver davantage de paires de points que nos deux methodes. Ceci est du au fait que la 
congruence de phase n'a pas un nombre de points limite comme c'est le cas avec la 
methode du processus DCE (maximum 32 points par blob pour le contour externe et 12 
points par trou). De plus, la methode du squelette trouve generalement moins de paires 
de points, car les points caracteristiques peuvent se faire plus rares que les points de 
contour comme dans le cas du processus DCE. Neanmoins, nos deux methodes trouvent 
davantage de paires de points lorsqu'il y a un acteur de plus dans le scenario. 
Finalement, le nombre de paires de points n'est pas important si ces paires de points sont 
aberrantes, d'ou le besoin d'evaluer leur precision. 
Moyenne des bonnes paires de blobs par paire d'images 
o-l , , , 
Grande 2 Grande 3 Petite 2 Petite 3 
Video 
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Moyenne du nombre final de paires de points 
- Congr. De phase 
DCE 
- Harris et Stephens 
Squelette 
- V a l . Propres Mln. 
Grande 3 Petite 2 
Video 
Figure 3.6 Moyenne du nombre final de paires de points pour chaque algorithme 
Dans la figure 3.7, on peut comparer la precision des disparites des paires de blobs 
valides. II est a noter qu'un algorithme peut avoir un score final parfait s'il n'a aucune 
paire de blobs valide. Ainsi, les resultats des algorithmes de Harris et Stephens et des 
valeurs propres minimales sont biaises etant donne qu'il leur manque souvent des paires 
de blobs (figure 3.5). D'ailleurs, ils ont un ecart-type relativement eleve parce qu'ils ont 
un melange de scores relativement faibles et de scores parfaits. 
Moyenne des scores finaux 
Congr. De phase 
DCE 
Harris et Stephens 
Squelette 
Val. Propres Mln. 
Grande 2 Grande 3 Petite 2 Petite 3 
Video 
Ecart-type des scores finaux 
-Congr. De phase 
DCE 
- Harris et Stephens 
Squelette 
-Val . Propres Mln. 
Grande 3 Petite 2 
Victto 
Figure 3.7 Moyenne et ecart-type des scores finaux 
Dans le cas de la congruence de phase, les scores finaux sont faibles en moyenne. Done, 
les disparites calculees ne sont pas tres fiables. Et e'est sans compter la lenteur de cet 
algorithme par rapport aux autres. 
Lorsque les cameras sont grandement distancees, T algorithme du squelette est a son 
meilleur : scores moyens eleves et faible ecart-type. Ceci serait du au filtre RANSAC qui 
aurait de la difficulte a calculer une matrice fondamentale stable avec des paires de points 
dont la disparite est plus petite pour les cas Petite 2 et 3. Par contre, dans 1'ensemble des 
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cas, Palgorithme DCE obtient des moyennes elevees et stables de scores finaux d'une 
video a l'autre, ainsi que des ecart-types relativement faibles et stables d'une video a 
l'autre. Bref, encore une fois, l'algorithme DCE est legerement superieur a Talgorithme 
du squelette. Bien sur, il surclasse les trois autres algorithmes. 
Dans les sections qui suivent, tous les prochains resultats seront compares aux cas de 
references presentes dans la presente section. Les cas de reference utilisent les 
parametres par defaut presentes a la section 3.1.5. 
3.2.2 Utilisation de deux algorithmes a la fois 
Dans la figure 3.8, on a les resultats des scores finaux, c'est-a-dire leur moyenne et leur 
ecart-type, pour l'usage d'un ou de deux algorithmes, et ce, en utilisant que les 
parametres par defaut. L'etude des paires de blobs revelerait les memes resultats qu'a la 
figure 3.5, car le test des paires de blobs est applique pour chaque algorithme 
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Figure 3.8 Comparaison des algorithmes DCE, hybride (DCE+squelette) et du squelette 
Globalement, nous concluons que le melange de deux algorithmes n'ameliore pas 
necessairement les resultats de chaque algorithme individuel. En effet, les resultats de la 
methode hybride semblent se situer entre les resultats de chaque algorithme individuel, 
comme si on avait fait la moyenne des deux courbes de reference. Selon le pseudo-code 
a la figure 3.4, seul le filtre RANSAC peut avoir un impact sur les resultats de la methode 
hybride. Done, ce dernier filtre n'arriverait pas a retenir les meilleures paires de points 
trouvees par les deux m&hodes individuellement. Pire encore, il se pourrait que 
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l'algorithme RANSAC supprime de bonnes paires de points. Voila pourquoi la methode 
hybride semble donner des resultats moyens. La seule exception serait l'ecart-type de la 
methode hybride pour les sequences video ou les cameras sont les plus distancees : 
l'ecart-type est legerement plus faible, done la methode hybride aurait des scores plus 
stables que les deux autres algorithmes. 
A la figure 3.9, on a le nombre moyen de paires de points a la suite du filtre de RANSAC, 
et ce, pour chaque video et pour chaque algorithme. Normalement, les paires de points 
filtrees pour chaque algorithme individuel devraient s'additionner dans la methode 
hybride, mais il faut croire qu'il restait encore des paires aberrantes qui se sont fait 
eliminer par le filtre RANSAC apres la methode hybride. Done, il y a quand meme lieu 
de croire que cette methode hybride a du potentiel, mais les resultats de la figure 3.8 ne 
sont malheureusement pas concluants. 
Moyenne du nombre final de paires de points filtrees 
Figure 3.9 Nombre de paires de points filtrees selon l'algorithme 
Toujours a la figure 3.9, on comprend un peu plus pourquoi l'algorithme DCE est 
legerement meilleur que l'algorithme du squelette : pour chaque video, l'algorithme DCE 
permet d'obtenir davantage de paires de points filtrees et la disparite mediane retenue est 
probablement plus fiable. Cependant, le nombre de paires de points n'est pas garant d'un 
meilleur score final, car le cas hybride n'a pas necessairement de meilleurs scores finaux. 
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3.2.3 Impact des filtres pour l'algorithme du squelette 
La figure 3.10 presente les resultats de l'application des filtres pour la methode du 
squelette. Dans ces resultats, on voit que l'usage des paires de blobs des valeurs temoins 
(vt) pour le filtre des paires de blobs (bl) ameliore tous les scores finaux et reduit les 
ecart-types. Done, il est pertinent d'utiliser ce filtre. Malheureusement, notre filtre de 
blobs n'est pas aussi performant lorsqu'on utilise les blobs trouves automatiquement par 
notre programme. En d'autres mots, il y a des erreurs dans 1'appariement des blobs. 
Etrangement, l'usage du filtre RANSAC, a une ou deux iterations, n'a pas enormement 
d'impact positif sur la precision des disparites des paires de blobs. En effet, dans le cas 
ou les cameras sont rapprochees (Petite 2 et 3), l'usage du filtre RANSAC reduit la 
precision des disparites. A vrai dire, il s'agit d'un resultat confirmant la necessite de 
distancer les cameras pour avoir une matrice fondamentale numeriquement stable. 
Autrement, cette matrice n'est pas fiable et nuit au filtre RANSAC. 
Figure 3.10 Impact de l'application de divers filtres a la suite de la methode du squelette : 
blob (bl), valeurs temoins (vt), RANSAC (rl), deux RANSAC (r2). La reference est bl+rl 
Finalement, puisque la seconde iteration du filtre RANSAC etait sense etre plus severe, 
on assiste effectivement a une legere amelioration des resultats, done cela laisse croire 
qu'il serait possible d'ameliorer les resultats en modifiant les parametres du niveau de 
confiance et de la distance maximale (tableau 3.3). 
A la figure 3.11, on a les resultats des parametres de l'algorithme RANSAC selon le 
nombre d'iterations (1 pour rl et 2 pour r2). Le parametre de niveau de confiance (-c 
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dans le tableau 3.3) n'a eu aucun impact, car les differents resultats etaient parfaitement 
identiques aux resultats du cas de reference (bl+rl) ou au cas a deux RANSAC (bl+r2). 
Voila pourquoi les resultats du parametre -c ne sont pas affiches dans les graphiques de 
la figure 3.11. 


















Figure 3.11 Impact du parametre de la distance maximale (dl ou d3) pour l'algorithme 
RANSAC et impact du nombre d'iterations de RANSAC (rl ou r2). Dans tous les cas, le 
filtre des blobs est active (bl). La reference est bl+rl+d2 
Dans le cas du parametre de la distance maximale (-d), celui-ci semble avoir un leger 
impact sur les resultats, mais cela depend de la distance entre les cameras. En effet, 
lorsque la distance entre les cameras est grande, l'algorithme RANSAC semble plus 
stable pour determiner la matrice fondamentale, done on peut minimiser la distance 
maximale permise (utiliser -d 1) afin d'eliminer davantage de paires de points aberrantes. 
Par contre, lorsque la distance entre les cameras est plus petite, Palgorithme RANSAC 
est moins precis et il faut utiliser une distance -d plus elevee, e'est-a-dire 3.0. Par contre, 
si on utilise une valeur de 1.0 pour le parametre -d, ce dernier restera a 1.0 peut importe 
le nombre d'iterations du filtre RANSAC etant donne que ce parametre -d est mis a jour 
a l'aide d'une racine carree. Par consequent, seul le parametre par defaut de -c aurait pu 
avoir un impact d'une iteration a l'autre, mais cela n'a pas eu lieu. 
Bref, le filtre des paires de blobs est indispensable et l'algorithme RANSAC fonctionne 
mieux lorsque les cameras sont suffisamment distancees. Par contre, si les cameras sont 
un peu rapprochees, on peut utiliser une distance maximale (parametre -d) plus elevee 
afin de tolerer un maximum de bonnes paires de points en fonction de la matrice 
fondamentale calculee dans l'algorithme RANSAC. 
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3.2.4 Impact des filtres pour l'algorithme DCE 
A la figure 3.12, on a la moyenne et l'ecart-type des scores finaux pour 1'algorithme 
DCE, et ce, en fonction des divers filtres utilises. Encore une fois, on voit que l'usage du 
filtre des paires de blobs (bl) aide a ameliorer la moyenne des scores finaux. Cependant, 
ce resultat est plus ou moins fiable etant donne que l'ecart-type des scores finaux 
augmente avec l'usage des blobs trouves automatiquement par notre programme (bl sans 
vt). Par contre, l'usage des valeurs temoins (bl+vt) ameliore significativement les ecart-
types, ce qui signifie qu'il y a un potentiel non negligeable a utiliser le filtre des paires de 
blobs et qu'il faudra ameliorer notre algorithme d'appariement des blobs. 
Alors que l'usage des valeurs temoins reduit significativement l'ecart-type des scores 
finaux, la moyenne de ces scores n'est pas necessairement superieure. En effet, dans le 
cas de la video a deux acteurs ou la distance entre les deux cameras est petite et ou nous 
avons utilise une iteration de l'algorithme RANSAC (cas Petite 2 avec bl+vt+rl), l'usage 
des valeurs temoins est plus nuisible que si nous avions pris les blobs trouves 
automatiquement par notre programme (cas bl+rl). A ce sujet, nous pouvons blamer 
l'algorithme RANSAC, car le cas sans ce dernier filtre, (bl+vt), offre une meilleure 
moyenne. D'ailleurs, l'usage du filtre RANSAC ne semble pas toujours ameliorer les 
resultats. Meme la double iteration ne semble pas aider generalement. Cela veut done 
dire que les parametres du filtre RANSAC par defaut ne sont pas au point. 
Moyenne des scores finaux selon le filtre 
Grande 2 Grande 3 Petrte 2 
Video 







Grande 3 Petite 2 
Video 
Figure 3.12 Impact de l'application de divers filtres a la suite du processus DCE : blob (bl), 
valeurs temoins (vt), RANSAC (rl), deux RANSAC (r2). La reference est bl+rl 
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A la figure 3.13, on a les resultats de la variation du parametre -d (tableau 3.3) qui est la 
distance maximale pour Palgorithme RANSAC. Encore une fois, le parametre -c n'a pas 
modifie les resultats des cas de reference (bl+rl) et (bl+r2), done seuls ces deux derniers 
cas sont illustres dans la figure 3.13. 
L'usage du double RANSAC n'ameliore toujours pas les resultats en general. 
Tout comme dans la section precedente, le parametre -d a la valeur de 1 permet d'avoir 
de meilleurs resultats lorsque la distance entre les deux cameras est grande. Inversement, 
lorsque ce parametre a une valeur de 3, e'est dans les cas ou les cameras sont rapprochees 
que les moyennes sont meilleures. Bref, ce parametre a non seulement un impact sur les 
resultats, mais nous savons maintenant qu'il faudra le calibrer en fonction de la distance 
entre les cameras. 
Moyenne des scores finaux selon le fiitre RANSAC Ecart-type des score finaux selon le fiitre RANSAC 
Figure 3.13 Impact du parametre de la distance maximale (dl ou d3) pour Palgorithme 
RANSAC et impact du nombre d'itfrations de RANSAC (rl ou r2). Dans tous les cas, le 
fiitre des blobs est active (bl). La reference est bl+rl+d2 
II reste un petit detail a noter pour le cas (bl+r2+dl). En effet les resultats sont 
legerement differents du cas (bl+rl+dl) malgre le fait que la racine carree de -d reste 1.0 
et que le parametre -c n'avait pourtant jamais eu d'impact. Or, cette fois-ci, on remarque 
que la seconde iteration du fiitre RANSAC n'ameliore toujours pas les resultats, mais que 
ceci pourrait etre du au niveau de confiance qui serait devenu trop strict et qui jouerait en 
defaveur envers le score final moyen. 
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3.2.5 Etude des parametres de la methode du squelette 
Dans cette etude, nous evaluons l'impact de l'utilisation de la fermeture a divers rayons 
(-f dans le tableau 3.4) au lieu de 1'approximation du contour. La fermeture a pour but 
d'eliminer les petits trous et d'eliminer une partie du bruit dans les contours, et ce, en 
dilatant et en erodant les blobs. Alors que 1'approximation du contour approxime 
explicitement le contour en fonction d'une distance maximale d'approximation, la 
fermeture cause indirectement une approximation du contour externe, ce qui permet 
d'eviter d'avoir trop de points caracteristiques causes par le bruit dans le contour (section 
2.3.1.1). Par ailleurs, dans la presente etude, nous evaluons l'impact du seuillage sur la 
taille minimale des trous (parametre -t). Enfin, lors de 1'approximation des contours 
externes et internes, nous evaluons l'impact du parametre de distance maximale 
d'approximation (parametres -de et -di). Done, ces trois derniers parametres (en incluant 
-t) sont desactives lorsque la fermeture est utilisee (voir le tableau 3.4). 
Les resultats de Papplication de la fermeture sont presentes a la figure 3.14. Selon ces 
resultats, la fermeture n'apporte pas vraiment de meilleurs resultats a tout coup, mais 
semble uniformiser les resultats d'une video a l'autre. Done, afin de contrer les petits 
defauts de la soustraction d'arriere-plan, la fermeture peut etre utile pour lisser le contour 
des blobs, et ce, pour l'ensemble des videos utilisees. De plus, la fermeture permettrait 
ultimement d'eviter d'avoir a optimiser les differents parametres en fonction de chaque 
video; cela reste a etre demontre par davantage de tests. 
II n'y a pas d'explication possible pour justifier la diminution de performance du cas de 
reference pour les videos Petite 2 et Petite 3. Normalement, lorsque les cameras sont plus 
distancees, la forme des blobs est plus differente et les squelettes devraient etre tres 
differents eux aussi. Alors, a part de mettre la faute sur les occlusions, la diminution de 
performance lorsque les cameras sont rapprochees n'a pas d'explication logique. 
Les resultats des differents filtres des trous sont presentes a la figure 3.15. Selon ces 
courbes, il semblerait que nous puissions obtenir de meilleurs resultats en eliminant les 
trous de 256 a 1024 pixels carres en plus de ceux qui ont moins de 256 pixels carres. 
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Done, non seulement ces resultats prouvent que la soustraction d'arriere-plan n'etait pas 
completement parfaite, mais aussi que ce filtre des trous est une bonne fa<?on de tolerer 
les erreurs de notre soustracteur d'arriere-plan. 
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Ecart-type des scores finaux selon le filtre des contours 
Figure 3.14 Resultats des differents degres de fermeture pour la correction des contours de 
blobs. Le cas de reference est« Approximation ». Les cas fxy indiquent la taille x*y de 
1'ellipse utilised pour effectuer la fermeture 
Moyenne des scores finaux selon la taille des trous Ecart-type des scores finaux selon la taille des trous 
Figure 3.15 Resultats des differents seuils utilises pour filtrer les trous dans les blobs. Les 
cas t*** indiquent le nombre minimal de pixels carr^s pour qu'un trou soit garde" dans le 
calcul du squelette. Le cas.de reference est t256 
A la figure 3.16, on a les resultats des diverses approximations des contours des blobs. 
Lorsque nous approximons un contour, les aretes du contour final sont a une distance 
maximale du contour d'origine. Tous comme dans le cas de la fermeture, il n'est pas 
evident d'evaluer si un cas d'approximation des contours est meilleur qu'un autre. En 
effet, les resultats dependent des videos : il y a de meilleurs resultats pour les videos dont 
les cameras sont grandement separees (Grande 2 ou 3). Neanmoins, pour toutes les 
videos, le cas del5+dil5, e'est-a-dire le cas a une approximation de 1.5 pixels pour les 
contours externes et internes, donne les pires resultats. Autrement, lorsqu'on choisit une 
84 
distance d'approximation maximale de 3.5 pixels pour le contour externe, nous 
n'obtenons pas toujours de meilleurs resultats que le cas de reference, mais au moins les 
resultats sont un peu plus stables d'une video a l'autre. 
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Ecart-type des scores finaux selon I'approximation du contour 
Figure 3.16 Resultats des differentes distances maximales d'approximation pour les contours 
externes (de) et internes (di). Les valeurs 15, 25 et 35 valent en r6alit£ 1.5, 2.5 et 3.5. Le cas 
de reference est de25+di25 (2.5 pixels pour chaque type de contour) 
3.2.6 Etude des parametres de la methode par processus DCE 
La presents methode utilise trois differents parametres : la taille minimale des trous dans 
les blobs (-t), le nombre de points retenus sur le contour externe (-e) et le nombre de 
points retenus sur le contour interne (-i) (tableau 3.5). 
La figure 3.17 presente les resultats du parametre limitant la taille minimale des trous 
dans les blobs. Tout comme dans le cas de la methode du squelette, il semblerait que la 
suppression des trous de moins de 1024 pixels carres aiderait a ameliorer les resultats. 
Cependant, cette fois-ci, il y a une sequence video pour laquelle ce n'est pas vrai: la 
sequence video a deux acteurs ou la distance entre les cameras est petite. Par ailleurs, si 
on supprime que les trous plus petits que 64 pixels carres, on obtient a tout coup des 
resultats inferieurs au cas de reference. Bref, a l'avenir, nous pouvons sans trop de souci 
doubler ou quadrupler la taille minimale permise des trous. 
Les resultats du parametre -e sont presentes a la figure 3.18. Selon les moyennes, il ne 
semble pas y avoir de tendance unanime, mais la reduction du nombre de points sur le 
contour final permet d'augmenter legerement les moyennes. Par contre, le cas de 
reference semble plus stable envers chaque video, autant pour la moyenne que pour 
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l'ecart-type. Enfin, en reduisant le nombre de points, on remarque que les moyennes sont 
plus faibles pour les videos ayant trois acteurs par rapport aux cas correspondants a deux 
acteurs. II s'agit probablement d'un signe que ralgorithme d'appariement a de la 
difficulte lorsqu'il y a plus de deux acteurs. 
Moyenne des scores finaux selon la taille des trous 
Grande 3 Petite 2 
Video 













Grande 3 Petite 2 
Vid6o 
Figure 3.17 Resultats des differents seuils utilises pour flltrer les trous dans les blobs. Les 
cas t*** indiquent le nombre minimal de pixels carres pour qu'un trou soit garde dans le 
calcul du squelette. Le cas de reference est t256 
Moyenne des scores finaux selon le nombre de points externes 
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Figure 3.18 Impact du nombre de points retenus sur le contour externe a la fin du processus 
DCE. Les cas eX representent le nombre X de points retenus. Le cas de reT^rence est e32 
Les resultats du parametres -i sont presentes a la figure 3.19. Ces resultats sont plutot 
etranges etant donne qu'il y a deux directions a prendre pour optimiser la majorite des 
moyennes et des ecart-types : reduire le nombre de points a six ou augmenter ce nombre a 
seize. Parfois, dans les images du spectre visible, les trous sont causes par des regions 
concaves entourees par des pixels d'ombre (exemple : les jambes en marchant). Si on 
utilise un nombre eleve de points sur le contour interne, on obtient alors une 
approximation plus fidele du contour original et cela permet d'apparier quelques points 
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supplementaires ou d'eviter certaines mauvaises paires de points. Par contre, dans le cas 
des images infrarouges, il n'y a pas d'ombre. Ainsi, nous permettons que certains points 
d'un trou dans l'image visible puissent etre apparies avec des points du contour externe 
dans l'image infrarouge : la longueur des aretes doit alors etre comparable pour avoir une 
valeur d'importance K (equation 2.7) equivalente. Voila pourquoi les resultats 
s'ameliorent lorsqu'on reduit le nombre de points retenus pour le contour des trous. 
Moyenne des scores finaux selon le nombre de points internes Ecart-type des scores finaux selon le nombre de points 
internes 
Figure 3.19 Impact du nombre de points retenus sur les contours internes a la fin du 
processus DCE. Les cas iX represented le nombre X de points retenus. Le cas de reference 
est il2 
3.2.7 Etude des parametres de la methode des valeurs propres minimales 
Pour cet algorithme, nous avons teste l'impact du niveau de qualite (-ql dans le tableau 
3.7) et de la distance minimale (-md) entre chaque point caracteristique retenu. 
Selon les moyennes illustrees dans la figure 3.20, l'usage d'un niveau de qualite eleve 
semble avoir un meilleur potentiel qu'un niveau de qualite plus bas. Cependant, le score 
final peut avoir une valeur parfaite si la methode ne permet de trouver aucune paire 
valide de blobs ( 1 - 0 / 0 = 1 dans 1'equation 3.5). En effet, en observant les ecart-types, 
on constate que les niveaux de qualite superieurs (0.40 et 0.50) causent une plus grande 
variation des scores dans les videos ou les cameras sont peu distancees (Petite 2 et Petite 
3). Done, puisque les resultats de la figure 3.20 sont biaises, il faut plutot etudier les 
bonnes paires de blobs et celles qui sont manquantes a la figure 3.21. Dans cette figure, 
on remarque qu'il y a effectivement moins de bonnes paires de blobs lorsque le niveau de 
qualite est eleve. De plus, la moyenne des paires de blobs manquantes augmente en 
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fonction du niveau de qualite. Ainsi, cela prouve que, plus le niveau de qualite est eleve, 
moins la methode est capable de trouver un nombre suffisant de points caracteristiques 
permettant rappariement des blobs et, done, l'obtention d'un meilleur score final non 
biaise. 
Ecart-type des scores finaux selon le niveau de qualite 
Figure 3.20 Moyenne et e'eart-type des scores finaux pour chaque niveau de qualite des points 
caracteristiques trouves par la methode des valeurs propres minimales. Le cas de reference 
est ql0.30 
Moyenne des bonnes paires de blobs selon le niveau de qualite 






Moyenne des paires de blobs manquantes selon le niveau de 
qualite 
Figure 3.21 Moyenne des bonnes paires de blobs et des paires de blobs manquantes selon le 
niveau de la quality des points caracteristiques trouves par la m6thode des valeurs propres 
minimales. Le cas de reference est ql0.30 
Selon les figures 3.22 et 3.23, nous pouvons en deduire que l'usage d'une plus grande 
distance entre les points caracteristiques retenus permet parfois d'obtenir de meilleurs 
scores finaux. Cela est du au fait qu'il y a parfois un plus grand nombre de mauvaises 
paires de blobs et parfois un plus grand nombre de paires de blobs manquantes. Done, les 
scores finaux sont biaises s'ils restent eleves tout en ayant des paires de blobs 
manquantes. II en resulte que le cas de reference (md2) et le cas de la distance de trois 
pixels (md3) donnent les resultats les plus fiables. Nous avons aussi essaye le cas a une 
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distance de un pixel (mdl), mais ce cas donne exactement les memes resultats que le cas 
de reference (md2). 
Moyenne des scores finaux selon la distance minimale 
Grande 3 Petite 2 
Vid6o 
Ecart-type des scores finaux selon la distance minimale 
Grande 3 Petite 2 
Video 
Figure 3.22 Moyenne et ecart-type des scores finaux pour chaque distance minimale entre les 
points caracteristiques trouves par la methode des valeurs propres minimales. Le cas de 
reference est md2 























Figure 3.23 Moyenne des bonnes paires de blobs et des paires de blobs manquantes selon la 
distance minimale entre les points caracteristiques trouves par la methode des valeurs propres 
minimales. Le cas de reference est md2 
Bref, a la lumiere de cette etude, la methode des valeurs propres minimales telle qu'elle 
est implemented ne semble pas appropriee pour des paires d'images provenant de 
differents capteurs. En effet, le filtre des paires de blobs ne fonctionne pas a son 
meilleur, car les paires de blobs elles-memes, determinees a partir des premieres paires de 
points, ne sont pas fiables. Neanmoins, les resultats sont meilleurs lorsqu'on reduit le 
niveau de qualite (-ql). 
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3.2.8 Etude des parametres de la methode de Harris et Stephens 
Comme a la section precedente, nous evaluons l'impact des parametres de niveau de 
qualite des points caracteristiques et de la distance minimale entre ces points, et ce, pour 
la methode de Harris et Stephens. 
Selon les figures 3.24 et 3.25, nous obtenons sensiblement les memes resultats qu'a la 
section precedente, c'est-a-dire qu'une hausse du niveau de qualite des points 
caracteristiques entraine une baisse du nombre de ces points, ce qui donne davantage de 
paires de blobs manquantes. Done, il faut utiliser des niveaux de qualite de 0.25 a 0.30. 
Moyenne des scores finaux selon le niveau de qualite 
- ql0.25 
-q l0 .30 
ql0.40 
- ql0.50 
Grands 3 Petite 2 
Video 
Ecart-type des scores finaux selon le niveau de qualite 
Figure 3.24 Moyenne et ecart-type des scores finaux pour chaque niveau de qualite des points 
caracteristiques trouves par la methode de Harris et Stephens. Le cas de r6f6rence est qi0.30 
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Moyenne des paires de blobs manquantes selon le niveau de 
qualite 
Figure 3.25 Moyenne des bonnes paires de blobs et des paires de blobs manquantes selon le 
niveau de la qualite des points caracteristiques trouv6s par la m6thode de Harris et Stephens. 
Le cas de reference est ql0.30 
Les resultats de 1'etude de la distance minimale entre les points caracteristiques trouves 
par la methode de Harris et Stephens sont presentes dans les figures 3.26 et 3.27. Encore 
une fois, lorsque la distance minimale entre les points est elevee, cela cause la perte de 
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certains points caracteristiques et, done, la perte de bonnes paires de blobs. Dans le cas 
de Petite 2, les cas md5 et md7 ont un score moyen eleve, car ils ont beaucoup de scores 
finaux de 1, ce qui indique un manque de paires de blobs valides. Bref, il faut garder un 
maximum de points caracteristiques a l'aide d'une distance de deux (le cas de reference) 
ou trois pixels maximum entre ces points. 
Moyenne des scores finaux selon la distance minimale 
Grande 3 Petite 2 
Video 
^cart-type des scores finaux selon la distance minimale 
Grande 3 Petite 2 
Video 
Figure 3.26 Moyenne et ecart-type des scores finaux pour chaque distance minimale entre les 
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Figure 3.27 Moyenne des bonnes paires de blobs et des paires de blobs manquantes selon la 
distance minimale entre les points caracteristiques trouv6s par la methode de Harris et 
Stephens. Le cas de reference est md2 
Dans la figure 3.27, on remarque une fois de plus que les sequences video a trois acteurs 
ont plus de paires de blobs manquantes et vice-versa. Evidemment, s'il y a deux acteurs, 
on peut manquer jusqu'a deux paires de blobs. Par contre, dans le scenario a trois 
acteurs, si la methode d'appariement est deficiente, alors il est normal d'avoir davantage 
de paires de blobs manquantes. 
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3.2.9 Resultats selon les actes dans les scenarios 
A la section 3.1.1, nous avons presente la configuration de Penvironnement (figure 3.1) 
dans lequel nous avons enregistre deux scenarios differents, a deux et trois acteurs 
(tableaux 3.1 et 3.2), et avec deux configurations de cameras, c'est-a-dire eloignees 
(Grande) et rapprochees (Petite). Les scenarios avaient pour but d'evaluer nos 
algorithmes en fonction de diverses distances entre les acteurs et de diverses distances 
entre les acteurs et les cameras. La presente section presente les resultats concernant le 
potentiel de chaque methode utilisee dans chacun des actes de chaque scenario. Pour 
obtenir le potentiel, nous avons cible une paire d'images (visible et infrarouge) pour 
chaque acte telle que les resultats de la majorite des methodes sont les meilleurs 
possibles. 
Selon la figure 3.28, on constate que les moyennes des scores finaux tournent autour de 
0.9 pour plusieurs des actes du scenario pour les algorithmes du squelette, du processus 
DCE et de la congruence de phase. Globalement, la methode du squelette semble etre la 
plus stable d'un acte a l'autre, mais il ne s'agit que de son potentiel (les paires d'images 
ont ete choisies). Par ailleurs, la congruence de phase se debrouille assez bien. II faut 
croire que notre adaptation de l'appariement des points est assez bonne finalement. 
L'acte le plus manque est R1-L4. Pourtant, selon les paires de points trouves et illustres a 
la figure 3.29, le resultat semble tres acceptable pour identifier quel acteur est le plus pres 
de la camera. Malheureusement, nous suspectons une trop grande sensibilite de notre 
score final pour les faibles disparites. En effet, lorsque deux petites disparites sont 
comparees, une difference de un seul pixel a enormement d'impact sur le score final qui 
est normalise. Par exemple, selon les valeurs temoins de la figure 3.29 (a gauche), 
l'acteur de gauche a une disparite horizontale moyenne relativement tres faible. Par 
contre, selon les resultats de notre implementation, la disparite horizontale mediane est 
plus grande. II en resulte done un faible score final lorsqu'on compare ces deux 
disparites pourtant equivalentes ou semblables. Bref, il faudra reviser notre formule du 
score final qui est beaucoup trop sensible pour les petites disparites. Apres verification, 
nous constatons que ce phenomene se produit aussi pour les actes R4-L3 et R4-L1. 
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Dans le cas de l'acte C2-L1 pour l'algorithme des valeurs propres minimales, le mauvais 
score est du a l'usage d'une mauvaise paire de blobs : les paires de points sont aberrantes 
et donnent un resultat totalement errone. 
Finalement, dans le cas de l'acte R3-C0, nos deux methodes (Squelette et DCE) trouvent 
exactement la meme paire de blobs, mais la disparite mediane trouvee avec la methode 
du squelette se rapproche davantage de la bonne reponse, d'ou le meilleur resultat que 
celui de la methode du processus DCE. 
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Figure 3.28 Score final selon chaque acte et selon chaque algorithme pour la sequence 
Grande 2 
Figure 3.29 Images choisies pour repr^senter l'acte R1-L4 de la sequence Grande 2. A 
gauche, on a les disparites temoins et leur moyenne en orange (ligne large et pale). A droite, 
on retrouve la moyenne des images visible et infrarouge, les paires de points retenues avec le 
processus DCE et une distance relative des blobs : plus le blob est pale, plus l'acteur 
correspondant est pres des cameras. En fait, seuls les blobs du spectre visible ont une teinte 
representant la profondeur relative 
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La figure 3.30 presente les scores finaux pour chaque acte du meme scenario, mais en 
ayant les cameras plus rapprochees. Encore une fois, nous remarquons de plus faibles 
resultats a chaque fois qu'il y a usage des positions C4, L4 et R4 : il s'agit non seulement 
du phenomene du score final trop sensible envers les faibles disparites, mais aussi de 
quelques defauts de soustraction d'arriere-plan dus aux ombres et aux couleurs 
semblables entre les acteurs et l'arriere-plan. Par exemple, dans le cas de 1'algorithme 
DCE et de facte R4-L1 (figure 3.31), l'actrice en R4 est mal definie par la soustraction 
d'arriere-plan dans l'image du spectre visible, ce qui a cause quelques paires de points 
aberrantes definitivement plus longues que la disparite temoin de cette paire de blob. 
Par ailleurs, il est plutot difficile de comparer les methodes. Certes, les methodes du 
squelette, du processus DCE et de la congruence de phases sont les plus stables, mais il 
est plutot difficile d'evaluer laquelle des methodes est superieure aux autres, car il y a 
plusieurs croisements. Neanmoins, la courbe de Squelette semble assez souvent au-
dessus de la courbe de DCE. 
Pour ce qui est des methodes de Harris et Stephens et des valeurs propres minimales, ou 
bien elles sont instables, ou bien leurs scores finaux plafonnent a 1.0 alors que ce score en 
apparence parfait indique un manque de bonnes paires de blobs. 
Score final selon 1'algorithme utilise pour Petite 2 
Congr. De phase 
DCE 
Hams et Stephens 
Squelette 
Val. Propres Min. 
CO CO R1 R1 R2 R2 R4 R4 R3 R3 C2 C2 R1 R1 R3 
- C4 C4 L4 L4 L3 L3 L1 L1 L2 L2 L1 L1 CO CO 
Position des acteurs 
Figure 3.30 Score final selon chaque acte et selon chaque algorithme pour la sequence 
Petite 2 
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Figure 3.31 Images choisies pour representer l'acte R4-L1 de la sequence Petite 2. A gauche, 
on a le contour des blobs, les disparites temoins et leur moyenne en orange (ligne large et 
pale). A droite, on retrouve la moyenne des images visible et infrarouge, les paires de points 
retenues avec le processus DCE et une distance relative des blobs : plus le blob est pale, plus 
l'acteur correspondant est pres des cameras. En fait, seuls les blobs du spectre visible ont 
une teinte representant la profondeur relative 
Finalement, l'acte R3-C0 de la sequence Petite 2 (figure 3.32) obtient de mauvais 
resultats principalement parce que l'acteur en CO cache presque entierement l'actrice en 
R3, et ce, du point de vue de la camera de gauche. Dans ce cas, il faudrait utiliser des 
techniques de segmentation afin de separer les deux blobs fiisionnes. Par ailleurs, etant 
donne que les divers algorithmes favorisent les courtes disparites pour eviter des paires 
aberrantes (equation 2.4), notre programme a prefere apparier le blob fusionne dans 
Fimage visible avec le blob correspondant a l'actrice de droite dans 1'image infrarouge : 
en pratique, cette paire de blobs est valide, mais il manque la paire de blobs qui 
correspond a l'acteur en CO. 
Figure 3.32 Exemple d'occlusion majeure causant de mauvaises paires de points. Dans 
l'image centrale, seuls les blobs du spectre visible ont une teinte representant la profondeur 
relative. Plus le blob est pale, plus l'acteur correspondant est pres des cameras 
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Les resultats pour le scenario a trois acteurs filme par les deux cameras grandement 
separees sont presenter a la figure 3.33. A l'acte C0-C4-R3 et pour Palgorithme DCE, 
nous avons encore un probleme avec un acteur en R3 partiellement cache par l'acteur en 
CO (figure 3.34 a droite). Malheureusement, notre implementation neglige la paire de 
blobs correspondant a l'acteur en CO, car celle de l'acteur en R3 permet d'avoir des 
disparites de plus faible longueur pour eviter les paires de points aberrantes (equation 
2.4). Malgre tout, les paires de points retenues ne sont malheureusement pas toutes d'une 
tres grande qualite, d'ou le mauvais resultat en C0-C4-R3. 
Par contre, le cas C0-C4 est un sans faute (figure 3.34 a gauche), et ce, malgre sa note 
relativement moyenne (0.87 sur 1.0). En effet, la paire de blobs de l'acteur pres des 
cameras va a l'encontre de 1'effet voulu de l'equation 2.4 qui force les petites disparites. 
Ensuite, les paires de points sont toutes pertinentes. Done, le resultat qualitatif est 
definitivement meilleur que le resultat quantitatif. 
Vers la fin de ce scenario a trois acteurs, il y a encore enormement d'occlusions faisant 
en sorte que la soustraction d'arriere-plan ne puisse pas bien segmenter chaque acteur 
dans chaque image. Par exemple, dans les deux derniers actes, l'acteur en Rl ou en R2 
est cache par l'actrice en CO dans les deux cas. Bref, un des maillons faibles de notre 
methode est l'usage de la soustraction de l'arriere-plan pour segmenter les acteurs dans 
chaque image. 
Finalement, la figure 3.33 montre que 1'algorithme du squelette est tres legerement plus 
stable que le processus DCE. Ces deux algorithmes sont eux-memes legerement 
meilleurs que la congruence de phase, sauf dans quelques cas problemes ou un des 
acteurs est dans le fond de la scene (le cas L1-C4-R2 par exemple). Enfin, les deux 
derniers algorithmes sont trop instables et donnent encore des scores finaux parfaits 
montrant le manque de bonnes paires de blobs. Neanmoins, Palgorithme des valeurs 
propres minimales semble plus stable que l'algorithme de Harris et Stephens. 
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Score final selon I'algorithme utilise pour Grande 3 
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Figure 3.33 Score final selon chaque acte et selon chaque algorithme pour la sequence 
Grande 3 
Figure 3.34 Risultats de I'algorithme DCE pour les actes C0-C4 et C0-C4-R3 
respectivement. Seuls les blobs du spectre visible ont une teinte representant la profondeur 
relative. Plus le blob est pale, plus l'acteur correspondant est pres des cameras 
Dans la figure 3.35, les resultats sont differents de la figure 3.33, car les occlusions ne 
sont pas les memes etant donne que les cameras sont positionnees differemment. Nous 
notons, entre autres, que les deux derniers actes ont ete penibles pour nos methodes. En 
effet, l'actrice en CO se retrouve dans le meme blob que l'acteur en L4 (figure 3.36): la 
paire de blobs correspondante existe et est valide, mais la disparite calculee par notre 
programme est beaucoup trop grande pour la disparite enregistree dans les valeurs 
temoins. Ceci explique done le faible score final de l'algorithme DCE pour les deux 
derniers actes (figure 3.36). Bref, il s'agit encore une fois d'un probleme de 
segmentation. 
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Globalement, dans le cas de Petite 3 (figure 3.36), l'algorithme DCE semble dormer des 
resultats legerement superieurs a ceux de l'algorithme du squelette. Ces deux 
algorithmes sont plus stables que les trois autres. Defmitivement, les resultats sont plus 
stables au milieu du scenario lorsqu'il y a moins d'occlusions. Enfin, lorsque les acteurs 
s'eloignent des cameras (de L2-C2-R2 a L3-R3-R2 par exemples), les scores finaux des 
methodes du squelette et du processus DCE ont tendances a diminuer justement parce 
que les disparites sont plus petites et Perreur relative est plus grande. 
Score final selon l'algorithme utilise pour Petite 3 
—e— Congr. De phase 
- s - D C E 
—*— Harris et Stephens 
-•*—~ Squelette 
—*—Val. Propres Min. 
CO- CO CO L1 L1 L2 L2 L3 L3 L3 L4 L4 L4 
- C4- C4 C4 C4 C4 C2 C2 R3 R3 R3 CO CO 
R3 R3 R2 R2 R2 R2 R2 R1 R1 R1 R2 
Figure 3.35 Score final selon chaque acte et selon chaque algorithme pour la sequence 
Petite 3 
Figure 3.36 Les deux derniers actes pour l'algorithme DCE. Dans les deux cas, l'acteur de 
gauche est apparie au meme blob que l'actrice au centre en avant. Par consequent, alors que 
la disparite devait etre faible (moins de dix pixels), la disparity m6diane est nettement trop 
grande. Dans ces images, seuls les blobs du spectre visible ont une teinte reprdsentant la 
profondeur relative. Plus le blob est pale, plus l'acteur correspondant est pres des cameras, 
sauf s'il y a des erreurs dans les disparites, ce qui est le cas ici 
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3.3 Sommaire des resultats 
Selon nos resultats, nos deux methodes surpassent legerement notre adaptation de 
Putilisation de la congruence de phase qui surpasse elle-meme largement les algorithmes 
des valeurs propres minimales et de l'operateur de Harris et Stephens. Entre nos deux 
methodes, il n'est pas encore tres clair laquelle est la meilleure etant donne que les 
differentes courbes presentees dans les sections precedentes se croisent souvent: tantot 
l'une est meilleure, tantot c'est l'autre qui est meilleure. Cependant, ralgorithme DCE 
semble trouver davantage de paires de points que Palgorithme du squelette, ce qui 
pourrait jouer en sa faveur lors du choix du meilleur algorithme. D'un autre cote, 
Palgorithme du squelette nous a parfois semble plus stable, ce qui joue aussi en sa faveur. 
De meme, nous avons trouve que Palgorithme des valeurs propres minimales est plus 
stable que Palgorithme de Harris et Stephens. 
Nous avons aussi teste les deux filtres de paires de points. Le premier filtre, celui 
utilisant les paires de blobs, est indispensable, mais il requiert des paires de blobs fiables. 
En utilisant ce filtre, nos methodes du squelette et du processus DCE performent 
relativement bien par rapport aux methodes adaptees de la litterature : la congruence de 
phase, les valeurs propres minimales et l'operateur de Harris et Stephens. Dans le cas du 
second filtre, Palgorithme RANSAC modelisant des matrices fondamentales, le fameux 
niveau de confiance n'a montre aucun impact significatif ou positif lors de sa 
modification. Par contre, le parametre de distance maximale ameliore les resultats selon 
la configuration des deux cameras : une faible valeur pour le cas des cameras eloignees et 
une valeur plus elevee pour les cameras rapprochees. Ceci confirme que Palgorithme 
RANSAC utilise pour calculer la matrice fondamentale est plus stable lorsque les 
cameras sont plus eloignees. De plus, les parametres par defaut de cet algorithme 
n'etaient pas les bons. 
Nous avons aussi teste les differents parametres de quelques algorithmes dont les deux 
notres. Pour ces derniers, nous avons trouve qu'il fallait, de preference, eliminer les trous 
de moins de 1024 pixels carres dans nos blobs. Nous avons constate que Palgorithme du 
squelette est un peu plus stable lorsque les contours sont approximes par une legere 
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fermeture (3 par 3) ou par une approximation d'au plus 3.5 pixels de 1'original. Dans le 
cas de Palgorithme DCE, si on retient 32 points pour le contour externe des blobs, on 
obtient des resultats plus stables que si on en retient plus ou moins. Trente-deux (32) 
points est done le nombre de points requis pour bien representer un humain avec un peu 
de bruit dans le contour. Par contre, dans les contours internes, nous pouvons augmenter 
ou reduire le nombre de points, ce qui a pour effet de garder davantage de details ou 
d'avoir des points internes comparables a ceux des points externes sur le blob 
correspondant dans l'autre image. 
Selon les scenarios utilises, nous obtenons de meilleurs resultats lorsqu'il n'y a pas 
d'occlusions. En effet, avec une meilleure soustraction d'arriere-plan combinee a une 
segmentation des differents acteurs coinces dans des blobs communs, nous devrions 
obtenir des disparites semblables a celles des valeurs temoins. D'ailleurs, lorsque les 
acteurs sont eloignes et que leur disparite est petite d'une image a l'autre, nous avons 
constate que notre score final est trop sensible, car le resultat visuel (qualitatif) est parfois 
meilleur que le resultat numerique (quantitatif). 
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CONCLUSION ET TRAVAUX FUTURS 
Notre projet consistait a developper et a tester un systeme de vision stereo en traitant 
simultanement des paires d'images constitutes d'une image du spectre visible et d'une 
image du spectre infrarouge. Pour 1'instant, notre systeme ne permet toujours pas de 
reconstruire la scene en entier et en details, mais il se concentre sur les elements en 
mouvement ou dans Pavant-plan pour leur dormer un coefficient de profondeur. 
Selon la litterature sur le sujet de la vision stereo, il y a effectivement plusieurs methodes 
permettant de trouver des points correspondants d'une image a l'autre. 
Malheureusement, ces methodes ne sont pas adequates pour des images aussi differentes 
qu'une image du spectre visible et qu'une image infrarouge. De meme, il existe bien 
quelques techniques d'appariement par matrice de correspondance, mais cette matrice 
necessite un critere de comparaison qui n'est pas necessairement au point pour des 
images de type different. Bref, a notre connaissance, les methodes classiques de 
recherche et d'appariement de points caracteristiques ne peuvent pas nous aider. 
D'ailleurs, lors de 1'experimentation, meme Palgorithme de la congruence de phase avait 
un critere d'appariement de notre conception et qui considerait les differences entre les 
types d'images. Neanmoins, apres avoir trouve nos propres criteres d'appariement, nous 
les avons bien evidemment utilises avec une matrice de correspondance. 
Nos principales contributions consistent en deux methodes de recherche de points 
caracteristiques basees sur des techniques classiques ou vues dans la litterature mais 
utilisees dans d'autres contextes : la methode du squelette et la methode du processus 
DCE. Bien sur, pour chacune de ces methodes, nous avons defini leur critere 
d'appariement. Par ailleurs, nous avons introduit l'usage des paires de blobs pour 
ameliorer le rendement de l'appariement des points. Enfin, puisque la litterature 
presentait deja un filtre RAN SAC adapte pour modeliser des paires de points dans un 
systeme de vision stereo, nous avons decide de l'utiliser dans le but d'essayer d'ameliorer 
nos resultats. La sortie de notre programme est la disparite horizontale mediane de 
chaque paire de blobs correspondants. 
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Selon nos resultats, nos deux methodes surpassent legerement notre adaptation de 
Putilisation de la congruence de phase qui surpasse elle-meme largement les algorithmes 
des valeurs propres minimales et de Poperateur de Harris et Stephens. Nous avons aussi 
teste les deux filtres de paires de points : le filtre des paires de blobs et l'algorithme 
RANSAC. D'une part, le filtre des paires de blobs fonctionne mieux lorsque les paires 
de blobs sont fiables. D'autre part, l'algorithme RANSAC gagnerait a avoir une 
meilleure configuration que celle que nous avons choisie par defaut. Enfin, le calcul de 
la matrice fondamentale est plus stable lorsque les cameras sont plus eloignees. 
Nous avons aussi teste les differents parametres de quelques algorithmes dont les deux 
notres. Entre autres, nous obtenons de meilleurs resultats lorsque nous eliminons les 
trous de moins de 1024 pixels carres dans nos blobs. De plus, 1'algorithme du squelette 
est un peu plus stable lorsque les contours sont approximes par une legere fermeture (3 
par 3) ou par une approximation d'au plus 3.5 pixels de 1'original. Enfin, dans le cas de 
l'algorithme DCE, si on retient 32 points pour le contour externe des blobs, on obtient 
des resultats plus stables que si on en retient plus ou moins. 
Selon les scenarios utilises, nous obtenons de meilleurs resultats lorsqu'il n'y a pas 
d'occlusions. De plus, lorsque les acteurs sont eloignes, le resultat visuel est parfois 
meilleur que le resultat numerique du score final. 
Travaux futurs 
II y a plusieurs approches possibles pour ameliorer notre travail. Nous pensons a l'usage 
de meilleurs algorithmes de soustraction d'arriere-plan et possiblement l'usage 
d'algorithmes de segmentation pour diviser certains blobs. Par la suite, il serait bien 
d'ajouter un algorithme de suivi afin d'ameliorer le calcul des paires de blobs. Le filtre 
RANSAC gagnerait a etre mieux configure ou a le rendre moins sensible a la distance 
entre les cameras : nous pensons, entre autres, a augmenter davantage le niveau de 
confiance (le parametre -c) de l'algorithme RANSAC tel que suggere par la bibliotheque 
OpenCV. II serait aussi interessant de rechercher des points caracteristiques dans 
l'arriere-plan, question de situer les acteurs par rapport a leur environnement. II serait 
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aussi possible d'effectuer un rendu tridimensionnel des blobs pour effectuer un suivi 
tridimensionnel. Pour le domaine de la videosurveillance, il serait alors facile d'identifier 
la vitesse des acteurs, et ce, afin de prevoir les comportements anormaux. 
La methode devaluation du present projet peut aussi etre amelioree. Nous pensons 
immediatement a notre score final qui est trop sensible pour les petites disparites. 
Finalement, nous avons evalue la precision des disparites, mais il serait aussi possible 
d'evaluer explicitement si nos algorithmes sont capables de determiner quel blob est 
devant l'autre. Pour Pinstant, notre hypothese etait que des disparites parfaites 
permettraient de determiner l'ordre des blobs en fonction de leur distance par rapport au 
systeme de cameras. Or, etant donne que notre score final est trop sensible pour de 
petites disparites, ce score trop sensible ne permet pas vraiment d'evaluer l'ordre des 
blobs. Pour evaluer l'ordre des blobs, il suffirait de generer des valeurs temoins 
contenant des informations sur la distance relative entre les acteurs et les cameras. Enfin, 
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ANNEXE I FONCTION cvFindContoursQ 
Apres avoir effectue la soustraction de l'arriere-plan pour chaque image a un instant 
donne (section 2.2.1), nous avons deja la liste de tous les pixels faisant partie de l'avant-
plan. Ceux-ci peuvent etre dessines en blanc sur une image temporaire initialement 
remplie de noir. Dans le cas de Palgorithme du squelette (section 2.3), il n'en faut pas 
plus pour continuer. Par contre, dans le cas du processus DCE (section 2.4), il nous faut 
le detail du contour de chaque blob dans chaque image. 
La bibliotheque OpenCV peut alors nous venir en aide grace a sa fonction 
cvFindContoursQ qui permet de trouver tous les contours dans une image contenant des 
blobs blancs sur un fond noir. Les parametres que nous avons utilises pour cette fonction 
permettent de trouver la position de tous les sommets du contour de chaque blob et de 
chaque trou des blobs. Un contour est constitue de quatre types d'aretes : horizontal, 
vertical et les deux diagonales (figure 1.1). 
Figure 1.1 Un exemple de contour retourne par cvFindContours() pour un blob blanc sur un 
fond noir. Le contour est constitue de sommets (les gros points noirs) et d'aretes (selon 
quatre orientations differentes) 
Par la suite, il est possible d'extraire tous les sommets sur le contour de chaque blob ou 
de chaque trou dans un blob. C'est avec ces sommets que nous pouvons executer le 
processus DCE. 
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ANNEXE II ALGORITHME DOUGLAS-PEUCKER 
Afin d'approximer un contour constitue d'une suite de sommets lies par des aretes, on 
peut utiliser ralgorithme Douglas-Peucker avec le parametre d'erreur d'approximation e. 
Pour comprendre Palgorithme, nous presentons l'exemple de la figure ILL Dans cette 
figure, le demi-contour ABCDEF est initialement approxime par le segment AF. Pour 
que ce segment soit retenu, il faut que tous les sommets de A a F soit a une distance 
inferieure ou egale a 8 du segment AF. Ce n'est pas le cas, alors on separe le segment AF 
avec le sommet le plus eloigne du segment AF : D. Ainsi, on obtient les segments finaux 
AD et DF, car les sommets B et C sont suffisamment pres du segment AD et le sommet E 
est suffisamment pres du segment DF. Autrement, il faudrait iterer davantage pour 
separer AD ou DF. 
Figure II. 1 Portion de contour ABCDEF approxime par le contour ADF en utilisant 
l'algorithme Douglas-Peucker avec le parametre E 
Dans le cas d'un contour complet, on peut le diviser en deux pour avoir deux suites de 
segments a approximer. 
