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Introduction
In recent years, as the developed economies have become increasingly knowledge-based, economists have shown growing interest in the role of intangible capital as a determinant of economic growth. Several studies report that intangible capital has had a significantly positive effect on both labour productivity growth and GDP growth rates over the past decades (e.g. Corrado et al., 2006; Jalava et al., 2007; Marrano et al., 2007) . Corrado et al. (2006) , for example, find that intangible capital accounts for some 27 per cent of US labour productivity growth in 1995-2005.
The marked impact of intangible capital on labour productivity growth invites one to ask, whether the growing role of intangible capital has possibly influenced wage formation as well.
There is, in effect, a considerable amount of prior research on the impact of information and communication technologies (ICT) -an important component of intangible capital -on wage structures (e.g. Krueger, 1993; Lee and Kim, 2004; Beaudry and Green, 2005) . Many studies report evidence in support of ICT usage having affected wage structures through, inter alia, increased returns to education (e.g. Kirby and Riley, 2007) . The rise in returns to skills induced by technological change (often referred to as skill-biased technological change) is, indeed, one of the most frequently cited explanations for the increase in wage inequality observed in many countries over the past few decades (e.g. Beaudry and Green, 2005 ).
An interesting aspect related to the impact of intangible capital on wage formation concerns the potential effect of intangibles on gender wage gaps. Although there are several reasons why intangible capital might affect men's and women's wages differently, the existing empirical literature on this particular topic is still scant, if not non-existent. One plausible channel through which intangible capital may affect male-female wage differentials is labour market segregation. A broad literature on gender segregation shows that men and women tend to work in different industries, firms, occupations and job tasks (e.g. Meyersson Milgrom et al., 2001; Korkeamäki and Kyyrä, 2006) . Given that industries and firms differ in their investments in intangible assets and, hence, in their occupation and job-task structures, the influence of intangible capital on wage levels and trends is not necessarily gender-neutral. Furthermore, there is ample evidence showing that women tend to accumulate less human capital than men due to their traditional role of being the main provider of child care within the family (Waldfogel, 1998; Anderson et al., 2003) . Accordingly, intangible capital can be expected to widen wage differentials across genders to the extent it boosts rates of return on human capital investment.
A recent paper by Moreno-Galbis and Wolff (2008) is one of few empirical studies having analyzed the impact of ICT on male-female wage differentials. They compare gender wage gaps of ICT-users and non-ICT-users by applying quantile regression as well as differences-in-differences methods to survey data from France. Their results indicate that the gender wage gaps are similar for both worker groups; the wage advantage of men over women increases in a similar way along the wage distribution for both ICT-users and non-ICT-users. However, when examining the sources underlying these gender wage gaps, they find clear-cut differences between the two groups. Among ICT-users, the gender wage gap emerges because women are typically paid less than men for the various background characteristics accounted for in their analysis. Among non-ICT-users, on the other hand, this holds true only for the upper half of the wage distribution. Further down the wage distribution, the wage gap between male and female non-ICT-users is explained mainly by gender differences in these characteristics.
Our paper contributes to the vast empirical literature on gender wage gaps (for comprehensive reviews, see e.g. Altonji and Blank, 1999; Blau and Kahn, 2000; Kunze, 2008) in four distinct ways. First, by exploring the impact of intangible capital on gender wage differentials in the Finnish private sector over the period 2002 to 2009, it adds to the scarce present-day evidence within this particular field of research using, moreover, very recent data. However, as will become evident later on, we adopt a more comprehensive definition of intangible capital than do, for instance, Moreno-Galbis and Wolff (2008) .
Second, our paper provides a more nuanced picture than hitherto of the role of intangible capital in explaining gender wage differentials in that we perform our analysis separately for white-collar manufacturing workers and services sector workers. 1 Distinguishing between private-sector manufacturing and services can be justified on several grounds: distinct differences in the role and composition of intangible capital, as well as in wage structures and gender wage gaps. More specifically, while the level of intangible capital investments in Finland has exceeded the average EU-15 level in the period 1995 (Roth and Thum, 2010 implying that the ICT revolution has been particularly pronounced in Finland (Koski et al., 2002) , the implications have been much stronger for services than for manufacturing (Maliranta and Rouvinen, 2003) . Additionally, while both white-collar manufacturing workers and services sector workers have experienced a marked growth in wage dispersion, the factors underlying this development have been clearly different in nature (Asplund, 2010) . In particular, the widening wage differentials among services sector workers have been driven by a combination of changing characteristics and changes in the way these characteristics are rewarded in the labour market, whereas the latter explanation is overwhelming in the category of white-collar manufacturing workers. Finally, these two worker groups display differences also in the evolution of the average gender wage gap: among white-collar manufacturing workers it narrowed by more than 15 per cent between 2002 and 2009 (from 24.0 to 20.2 per cent) but among services sector workers by only some 7 per cent (from 28.8 to 26.7 per cent). Also the variation in the male-female wage gap along the wage distribution is highly different between the two worker groups. Among white-collar manufacturing workers, the variation 2 around the average gender wage gap was, in 2009, only some six percentage points compared to as much as 31.6 percentage points in the category of services sector workers. Finally, differentiating between white-collar manufacturing workers and services sector workers is well grounded also in view of the evidence provided in the earlier gender wage-gap literature showing that changes in the wage structure might have substantial effects on the gender wage gap (e.g. Blau and Kahn, 1997; Datta Gupta et al., 2006) .
Third, in addition to basic measures of human capital endowments, notably education and work experience, we also introduce less frequently used intangible capital related measures: the share of innovation workers in each branch, the share of innovation workers in each company, the average years of schooling of each company's workforce, and company size. By extending our set of control variables beyond traditional measures of human capital, we are able to assess the potential impact of also other types of intangible capital on the gender wage gaps prevailing in manufacturing and services sector jobs.
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We have also data on blue-collar workers in manufacturing. The main reason for excluding blue-collar workers from our analysis is that the occupational classification system for this worker category does not allow blue-collar workers to be classified in a similar way as white-collar manufacturing workers and services sector workers.
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This refers to the difference in the gender wage gap between the 10 th and 90 th percentiles.
A fourth major contribution of our paper is that we apply an elaborated decomposition method developed by Melly (2005a Melly ( , 2005b Melly ( , 2006 . This methodology, which is based on unconditional quantile regression techniques, allows the overall gender wage gap to be decomposed along the whole range of the wage distribution and not only at the mean (as is the case when using more traditional decomposition methods like those of Blinder (1973) and Oaxaca (1973) ). A decomposition along the whole wage distribution can be expected to provide important new information given the existing evidence of increasing gender wage gaps when moving up through the wage distribution (e.g. Albrecht et al., 2003; Arulampalam et al., 2007; Napari, 2009) . Despite their great potential, decomposition procedures based on quantile regression have so far been used only limitedly in studies of gender wage gaps (see e.g. Chzhen and Mumford (2009) and the references therein).
The rest of the paper is organized as follows. The next section provides a brief outline of the applied decomposition method. Section 3 introduces the data used and presents descriptive statistics on levels and trends of worker-and occupation-specific gender wage gaps. This is followed, in Section 4, by a discussion of the decomposition results obtained. Section 5 summarizes our main conclusions.
Estimation method
We investigate and compare gender wage gaps across worker and occupation groups using an estimation method which comprises three steps. 3 First, conditional wage distributions are estimated by use of quantile regression techniques. The second step includes estimation of the corresponding unconditional distributions by integrating the first-step conditional wage distributions over the full range of background characteristics accounted for in the quantile regressions. The final step decomposes the estimated counterfactual wage distributions into two components with respect to gender: one which captures the contribution to the observed gender wage gaps of differences across genders in estimated coefficients (i.e. the price effect) and one which measures the contribution of gender differences in characteristics (i.e. the composition effect). Each step is next described in a more detailed manner.
Regarding the first step -i.e. the estimation of the full conditional wage distributions using quantile regression techniques -assume, following Koenker and Bassett (1978), that 4 (1) where is the τ th quantile of the log wage distribution y conditional on a vector of characteristics x i with (y i , x i ) representing an independent sample i = 1,..., N drawn from some population. As further shown by Koenker and Bassett (1978) , β(τ) in eq. (1) can be estimated, separately for each quantile τ, by (2) 3 For a more detailed outline of the method, see e.g. Machado and Mata (2005) and Melly (2005a Melly ( , 2005b Melly ( , 2006 . 4 The notation is simplified by suppressing the dependence on the gender dimension. The notation ]0,1[ in eq. (1) indicates that, formally, the quantile regression is not defined at 0 or 1, implying that 0 < τ < 1.
where 1(.) is the indicator function. Since the dependent variable is the (natural) logarithm of wages, eq. (2) produces a vector of coefficients which can be interpreted as wage effects of the different characteristics at a particular quantile of the conditional wage distributions estimated.
From eq. (1) it is clear that an infinite number of quantile regressions could be estimated, but with a large dataset, such as the one used in our paper, the estimation of the whole quantile regression process would be too time consuming. Instead, we estimate a specific number of quantile regressions uniformly distributed over the wage distribution. It is thereby assumed that the solution only changes at these specific points, not on the interval between the points. This procedure results in a finite number of quantile regression coefficients, for
In the second step, estimates of unconditional quantiles, θ, of the log wage distribution, y, are derived by replacing each conditional estimate
Thus, the θ th quantile of the log wage distribution can be estimated by
where taking the infimum ensures that the finite sample solution is unique.
In the final step, we use the procedure for simulating the whole counterfactual distribution described above to decompose the overall gender wage gap along the whole range of the wage distribution into one part capturing the effects of gender differences in estimated coefficients and another part measuring the contribution of gender differences in characteristics. If we assume that the linear quantile regression model is correctly specified, the residual component in the decomposition of the wage differentials observed between male (m) and female (f) workers vanishes asymptotically, and the resulting decomposition can be written as 5
where the first term on the right-hand side of eq. (4) measures the price effect, that is, the contribution of men and women being differently rewarded in the labour market for similar background characteristics (gender differences in coefficients), whereas the second term captures the component effect, that is, the contribution of gender differences in these same characteristics.
In Section 4, we focus entirely on reporting major results from the final estimation step only, that is, from the decomposition of the male-female wage differentials observed for the specific worker and occupation groups under scrutiny. The decomposition of these overall gender wage gaps is undertaken by use of the Stata command rqdeco coded by Melly (2006) . More precisely, the gender wage-gap decomposition results reported in Section 4 are obtained by estimating a grid of 100 different quantile regressions distributed uniformly between the two tails of the wage distribution or, more formally, between 0 and 1. In order to keep the processing time reasonable, a 50 per cent random sample is drawn from the total dataset available, leaving the sample still large enough to produce precise estimation results.
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As will become evident later on, the effect of the residuals is, indeed, persistently negligible thus indicating the good fit of the models estimated.
Data and descriptive results
We use data extracted from the full records of the Confederation of Finnish Industries EK, the leading business organization in Finland. EK collects its data by sending annual surveys to its member companies. It is mandatory for the company to respond to the survey and, consequently, the non-response bias is practically non-existent. Furthermore, the EK data is based on the administrative records of member companies, which guarantees that the information gathered is of high quality. This, together with the fact that the coverage of the EK database is fairly broad, comprising roughly half of all private-sector employees in Finland 6 , provides an excellent starting point for the analysis of gender wage gaps across worker and occupation groups.
The EK data used in the subsequent analysis is restricted to those in full-time employment 7 ; that is, to white-collar manufacturing workers and services sector workers who can be assessed to be firmly attached to the labour market. The exclusion of part-time workers has a minor effect on the total number of observations for white-collar manufacturing workers, as most of them are employed on a full-time basis. For instance, in 2009 only 2.2 per cent of male white-collar workers and 3.0 per cent of female white-collar workers held a part-time job. The situation is very different in private-sector services, where a considerable portion is part-time workers: 12.5 per cent of men and 21.3 per cent of women according to figures for 2009. However, these individuals are for the most part young people working in retail trade while studying. As the sector's part-time workers typically seem to have a rather loose attachment to the labour market, the inclusion of them would probably have spurious effects on the estimation results for services. Therefore, excluding all part-time workers from the analysis is wellgrounded.
Additionally, we confine our data on white-collar manufacturing workers and services sector workers to those aged 18 to 64. We also exclude a small number of observations with suspiciously low or high wages (obviously due to coding errors). The final dataset contains 322,402 observations in total for white-collar manufacturing workers, out of which 33.6 per cent are women. For the services sector we have a total of 387,180 observations with the female share being 65.8 per cent.
The wage measure applied refers to the total hourly wage deflated by the official consumer price index (CPI).
8 Total hourly wages are calculated from information on each individual's total monthly earnings and regular (normal) weekly working hours. The wage measure thus includes not only basic monthly earnings, but also various types of bonuses (such as merit pay) and possible fringe benefits.
We investigate the impact of intangible capital on male-female wage differentials by splitting each worker group -white-collar manufacturing workers and services sector workers -into two broad occupation categories, which we then compare with respect to levels and trends in the gender wage gap. Individuals performing either ICT-or R&D-related job tasks, as well as 6 EK represents the entire private sector, both industry and services, and companies of all sizes. Its about 16,000 member companies, of which 95 per cent are SMEs, cover over 70 per cent of Finland's GDP and over 95 per cent of the country's exports. The member companies have about 950,000 employees. See further http://www.ek.fi/www/en/index.php 7 By full-time workers we mean those whose regular (normal) weekly working hours are at least 30 hours. ETLA Keskusteluaiheita -Discussion Papers No 1243 8 individuals involved in the production of organizational competencies -i.e. management and marketing -are labelled innovation workers.
9 All other workers are classified as non-innovation workers. In other words, following Görzig et al. (2011) we adopt a slightly broader definition of workers engaged in activities related to intangible capital than, for instance, MorenoGalbis and Wolff (2008).
10 Table 1 gives descriptive statistics for the average total hourly wage of the full-time white-collar manufacturing and services sector workers covered by our dataset. In what follows, we focus on the differences in wages observed across genders while paying particular attention to how these differences vary across worker and occupation groups. In this respect, Table 1 unravels several distinct features. Among white-collar manufacturing workers, the gender wage gap is, on average, larger in innovation than in non-innovation occupations. During the time period investigated, it has narrowed only marginally, albeit slightly more in innovation than in non-innovation occupations. While the difference in the average female-over-male wage ratio between the two occupation categories was 5 percentage points in 2002, it had shrunk to 4 percentage points by 2009.
The situation is basically the opposite in private-sector services. More precisely, the gender wage gap is, on average, larger for non-innovation than innovation workers. The average gender wage gap of non-innovation workers has remained practically unchanged, whereas the sector's innovation workers have seen a further narrowing in their average wage differential across genders. As a consequence, the difference in the average female-over-male wage ratio between the two occupation categories increased between 2002 and 2009, from 4 to 8 percentage points. Taken together, these features had by 2009 resulted in a situation where the difference between manufacturing and services in the average female-over-male wage ratio of innovation workers had increased to 8 percentage points (0.81 vs. 0.89) compared to 6 percentage points in 2002 (0.78 vs. 0.84). For non-innovation workers, in contrast, the situation is rather the opposite: the average female-over-male wage ratio was higher in manufacturing than in services in 2002 (0.83 vs. 0.80) and by 2009, this difference between the sectors had increased even further, to 4 percentage points (0.85 vs. 0.81).
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More detailed information on the classification is available from the authors upon request. 10 Görzig et al. (2011) discuss in more detail measurement issues related to intangible capital and justify why, apart from the ICT and R&D personnel, also individuals engaged in organizational work should be accounted for when creating a proxy for intangible capital. These average gender wage gaps might, however, hide substantial variation in both the size and the evolution of gender wage differentials across the wage distribution. In Figure 1 we, therefore, display the gender wage gap at various points of the worker-and occupation-specific wage distributions. 11 The figure reveals that the gender wage gap is, indeed, all but constant along the wage distribution. The profiles and the changes in these profiles differ, however, quite considerably between both occupations and sectors. For innovation workers in whitecollar manufacturing jobs, the gender wage-gap profile is weakly convex -more so in 2009 than in 2002 -with slightly smaller female-over-male wage differentials among both the lowest-paid and the highest-paid compared to those located around the median wage. Innovation workers in services sector jobs, on the other hand, are characterized by a concave profile, the shape of which has, likewise, become more pronounced over the investigated time period; the gender wage gap is smallest in the middle part of the wage distribution but widens when moving towards the two tails of the distribution. In 2009, the gender wage gap among innovation workers in manufacturing jobs was lowest among the highest-paid, whilst the highest-paid innovation workers in services also faced the largest differences in male-female wages. A common feature of the two innovation worker groups, however, is that the gender wage gap has declined along the whole range of the wage distribution, albeit more so in the services sector.
11 Table 1A of the Appendix provides information on gender differences in total hourly wage dispersions across worker and occupation groups. The wages of women are generally less dispersed than those of men. This pattern is strongest among non-innovation workers in services sector jobs. However, the growth in wage dispersion between 2002 and 2009 has been stronger for women than for men, implying that the two genders have become more alike in terms of wage inequality.
Figure 1
Variation across the wage distribution in the female-over-male wage ratio, by worker and occupation groups
Among non-innovation workers, in contrast, there is a clear tendency of increasing gender wage gaps when moving up through the wage distribution. 12 This tendency is much more outstanding for non-innovation workers in services than in manufacturing, though. A common feature, however, is that the overall shape of the gender wage-gap profile has remained almost unchanged between 2002 and 2009, except for the highest-paid non-innovation workers who have seen a marked decline in their gender wage gaps over this time period. As a consequence, the difference in the female-over-male wage ratio between the bottom and the top end of the wage distribution for non-innovation workers narrowed from about 11 to 7 percentage points in manufacturing and from around 30 to 25 percentage points in services.
These conspicuous differences between worker and occupation groups not only in average gender wage gaps, but also in gender wage-gap profiles across the wage distribution -and in their evolution over time -underline the importance of undertaking the decomposition of gender wage differentials along the whole wage distribution and not merely at the mean, as in most previous studies. Table 2 presents descriptive statistics, separately by gender and worker-occupation groups, for the basic measures of human capital included in the estimated models: years of schooling, years of potential work experience, and seniority (years in current employment relationship).
13
The table shows that both innovation and non-innovation workers in manufacturing are typically more educated than their counterparts in services, the only exception being female innovation workers who are, on average, almost equally well educated in both sectors. Common to the two worker groups, however, is that innovation workers tend to be more educated than non-innovation workers which, moreover, holds true for both genders.
The picture is less clear-cut when turning to general and employer-specific work experience. While innovation workers in white-collar manufacturing jobs have accumulated less general work experience than their counterparts in services sector jobs, the situation is the opposite for non-innovation workers. Innovation workers also tend to have accumulated less general work experience compared to non-innovation workers, except for males in services sector jobs. Finally, irrespective of gender, both innovation and non-innovation workers in manufacturing have, on average, a longer employment relationship with their current employer than services sector workers. Innovation workers also tend to have shorter spells of seniority than non-innovation workers, except for male services-sector workers in 2002. Broadly speaking, the overall impression is that the differences between innovation and non-innovation workers with respect to general and employer-specific work experience have declined more within sectors, especially in manufacturing, than between sectors.
Taken together, these patterns and trends had, by 2009, resulted in a situation where the average gender differences in completed years of schooling were minor or non-existent, and women had for the most part accumulated more general as well as employer-specific experience than their male counterparts. Hence, irrespective of the worker-occupation group in question men do not, on average, have a clear advantage over women when it comes to human capital endowments measured in a traditional way.
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Several other studies have also reported increasing gender wage differentials along the wage distribution, see e.g. Albrecht et al. (2003) and Arulampalam (2007) . 13 A full list of the variables used in the estimations and their definitions are given in the Appendix.
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Intangibles and the Gender Wage Gap
4
Sources underlying the observed gender wage gaps -wage decomposition results
Figures 2-4 display the results obtained when decomposing the gender wage gap in (log) total hourly wages along the whole range of the wage distribution for the two years under scrutiny, 2002 and 2009, using the methodology outlined in Section 2. 14, 15 By comparing the situation in 2002 to the situation almost one decade later, we can gain insight into the relative importance of the major sources underlying the wage differentials prevailing between genders at the different points of the wage distribution, but also into potential changes over time in the rela-
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In line with previous studies using the Machado and Mata (2005) or the Melly (2005a Melly ( , 2005b Melly ( , 2006 ) decomposition method, no attempt is made to account for the possible presence of sample selection or endogeneity problems. In the present context these may arise from including women in the analysis, from confining the analysis to full-time working individuals of particular worker and occupation categories, and from relying on individual and job-related attributes which are likely to involve various choices and selections. Hence, the subsequent analysis can be characterized as a description of the gender wage gap conditional on being employed on a full-time basis as an innovation or non-innovation worker in a white-collar manufacturing or services sector job while being endowed with given individual and job-related attributes.
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The underlying quantile regression results are available from the authors upon request. tive importance of these sources. However, in order to simplify the presentation of our results, the graphs in Figures 2-4 merely plot the contribution to the male-female wage gap of gender differences in the background characteristics accounted for in the estimations, that is, the composition effect. As the effect of the residuals is persistently negligible in our estimations, the sum of the composition effect and the price effect equals the total wage differential observed across genders. Accordingly, the contribution of gender differences in the estimated coefficients (the price effect) can be straightforwardly calculated from the graphs: the price effect equals the difference between the total gender wage differential and the composition effect. In this context it should also be noted that, while the plots of the composition effect do not display confidence intervals, the estimates are highly precise throughout the wage distribution, except for its two tails. No results are therefore shown for quantiles below 0.05 and above 0.95.
Figures 2 to 4 plot the composition effect from two different specifications of the estimated model. The first specification, labelled 'Basic' in the figures, controls for the basic human capital related characteristics described in Table 2 above: years of schooling, years of Mincer experience and years of seniority. The second specification supplements this basic model with a set of less frequently used intangible capital related measures: the share of innovation workers in each branch, the share of innovation workers in each company, the average years of schooling of each company's workforce, and the size of each company (dummy indicators for four size categories). Detailed definitions of these variables are given in the Appendix. A major reason for extending our set of control variables beyond traditional measures of human capital is to assess the potential impact of also other types of intangible capital on the gender wage gap in general and on the wage differentials prevailing between male and female innovation workers in particular.
In comparing the multitude of gender wage-gap decomposition results produced we will, in what follows, focus on the outcome for innovation workers. More precisely, we start by contrasting the results derived for innovation workers employed in white-collar manufacturing jobs to those obtained for innovation workers in services sector jobs in search for distinct similarities and differences across sectors with respect to overall patterns and potential changes in these patterns between 2002 and 2009. Thereafter we turn to comparing the results obtained for innovation workers to those for non-innovation workers, separately for white-collar manufacturing workers and services sector workers. By comparing innovation workers to non-innovation workers within sectors we can gain further insight on whether the differences that potentially exist between innovation workers in manufacturing and those engaged in services are specific to this particular group of workers, or whether the same differences also extend to non-innovation workers, which would suggest that we are primarily faced with sector-specific rather than genuine occupation-specific discrepancies.
While the level, profile and time trend of the overall gender wage gap differ quite substantially between innovation workers in white-collar manufacturing jobs and those in services sector jobs (as discussed in Section 3), so do also the underlying sources, as is evident from Figure 2 . In manufacturing, differences in basic human capital endowments between male and female white-collar innovation workers account for a minor part of the total gender wage gap. Put differently, most of the wage differential across genders is found to be explained by the price effect; that is, by male and female white-collar innovation workers being differently rewarded in manufacturing companies for similar basic human capital attributes. Moreover, this pattern has strengthened further over the investigated time period. At the same time, however,
2002
Notes: 'Total differential' refers to the total gender wage differential. 'Characteristics (basic)' plots the composition effect when only basic human capital endowments are controlled for. 'Characteristics (extended)' shows the composition effect after controlling for a set of additional measures of intangible capital. the weak increase in the dominance of the price effect over the composition effect when moving up through the wage distribution has more or less disappeared.
In the services sector, on the other hand, the differences in basic human capital endowments between male and female innovation workers are positive, implying that the gender wage gap would be reversed, to the favour of women, if there were no price effect working to the favour of men. Indeed, the tendency of female innovation workers in services sector jobs possessing more wage boosting basic human capital than their male counterparts has become more pronounced in the 2000s. This positive composition effect weakens, however, when moving up through the wage distribution. By 2009, a similar situation had evolved also at the opposite tail of the wage distribution. In other words, the influence on gender wage gaps of different rewarding, to the favour of men, of similar basic human capital endowments is in relative terms markedly stronger in the bottom and top end of the wage distribution than in the middle part of the distribution.
Figure 2 also reveals that there are only marginal, if any, differences in the composition effect between the two model specifications applied (basic vs. extended). This suggests that our extended model does little to improve our ability to explain the gender wage differentials prevailing among innovation workers compared to the model including traditional measures of human capital only. Put differently, the impact of basic human capital endowments on the gender wage gaps observed at the different points of the wage distribution of innovation workers seems to hold true irrespective of differences across companies and branches in the various intangible capital related indicators accounted for in our extended specification, including the size of the company. At most, the extended model specification strengthens the patterns already displayed by the basic model specification, although more so for innovation workers in services sector jobs than for those in white-collar manufacturing jobs.
Next we turn to comparing the male-female wage decomposition results for innovation workers to those obtained for non-innovation workers by sector. Figure 3 highlights such a comparison for white-collar manufacturing workers while Figure 4 provides corresponding information for services sector workers.
As is evident from Figures 3 and 4 , many of the conclusions drawn based on Figure 2 concerning similarities and differences in the factors and mechanisms underlying the gender wage gaps of innovation workers carry over to the sectors' non-innovation workers. Starting with white-collar manufacturing jobs, Figure 3 reveals that also the male-female wage differentials prevailing among non-innovation workers are explained mainly by women being less rewarded than men for similar basic human capital endowments. As for innovation workers, this pattern has strengthened over the years and had, by 2009, resulted in a situation with the composition effect actually working to the favour of women. 16 However, while the increase in the dominance of the price effect over the composition effect when moving up through the wage distribution has weakened also among non-innovation workers, this pattern was outstanding still in 2009. Finally, the inclusion of additional measures of intangible capital introduces no major changes to the overall picture for non-innovation workers outlined above; rather these excess variables merely strengthen it, even more than in the case of innovation workers.
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This may be difficult to observe from the figure, but is evident from the estimation results (that are available from the authors upon request). When it comes to the services sector, Figure 4 shows that also female non-innovation workers possess noticeably more wage-relevant basic human capital than their male counterparts. However, in contrast to the sector's innovation workers, this tendency does not seem to have strengthened over the years investigated. Another common feature of the sector's innovation and non-innovation workers is that the dominance of the price effect over the composition effect is markedly stronger in the upper half of the wage distribution. Likewise, the inclusion of additional intangible capital related variables leaves the overall pattern practically unchanged also for non-innovation workers.
Taken together, the decomposition results for non-innovation workers are in many respects in line with those obtained for the sector's innovation workers. There are, however, also noticeable differences between the two occupation groups, especially when it comes to the profile of the overall gender wage gap and the relative importance of the price effect relative to the composition effect in explaining this variation across the wage distribution. The fact that these differences are more pronounced within the services sector obviously reflects the sector's much more heterogeneous workforce as compared to the manufacturing sector's whitecollar workers. On the whole, it seems fair to argue that the occupation-specific differences in gender wage-gap patterns observed within the two sectors are clearly outpaced by the occupation-specific differences in gender wage-gap patterns prevailing between the two sectors.
Overlooking sector-specific divergences might, therefore, entail the risk of drawing misleading conclusions concerning the level, profile and trend of gender wage gaps in innovation vs. non-innovation occupations.
Conclusions
This paper has examined levels, profiles and trends in gender wage gaps in the Finnish private sector. The novelty of our study is that we compare the gender wage differentials of two major occupation groups -innovation and non-innovation workers -separately for the manufacturing and the services sector and, in so doing, apply unconditional quantile regression techniques to identify key factors underlying the gender wage gaps observed along the whole wage distribution, as well as changes having occurred in these gender wage differentials between 2002 and 2009. Individuals performing ICT-or R&D-related job tasks and individuals involved in the production of organizational competencies -i.e. management and marketing -are labelled innovation workers, whereas all other workers are classified as non-innovation workers. Distinguishing between innovation and non-innovation workers is well-justified given the distinct differences in both intangible capital intensity and wage structures characterizing these two occupation groups, differences that can be expected to also affect the gender wage gaps of the two groups. Breaking down the analysis also by sector is, in turn, highly motivated by the differences prevailing between manufacturing and services in a multitude of dimensions.
This more nuanced approach to analyzing gender wage gaps proved to unravel conspicuous differences between the worker-and occupation-specific groups under scrutiny in average gender wage gaps, in gender wage-gap profiles across the wage distribution as well as in the evolution of gender wage differentials over time. Both white-collar manufacturing and services sector workers face differently shaped gender wage-gap profiles depending on whether they are engaged in innovation or non-innovation job tasks. The differences between the two worker groups are, however, noticeably larger in services, one reason obviously being the sector's more heterogeneous workforce. In particular, innovation workers in white-collar manufacturing jobs are characterized by a weakly convex gender wage-gap profile while their non-innovation colleagues encounter increasing male-female wage differentials when moving up through the wage distribution. Despite this downward-sloping profile, the female-over-male wage ratio is, nonetheless, more favourable for non-innovation than for innovation workers throughout the wage distribution. While both worker groups have seen their gender wage gaps narrow, the change has been relatively larger in the top end of the wage distribution. As a consequence, the gender wage gaps are still markedly smaller among non-innovation than innovation workers in the lower half of the wage distribution, but seem to be slowly closing up between innovation and non-innovation workers in the upper half of the wage distribution.
The situation is in many respects distinctly different in private-sector services. The gender wage gaps of the sector's innovation workers have declined while their profile has turned increasingly concave. Indeed, by 2009 the male-female wage differentials observed for servicesector innovation workers were notably smaller compared to those of both innovation and non-innovation white-collar manufacturing workers across practically the whole wage distribution. The services sector's non-innovation workers, on the other hand, face a steeply downward-sloping gender wage-gap profile, which has remained almost unchanged between 2002 and 2009. The only exception to this 'cemented' gender wage-gap profile is found for the sector's highest-paid non-innovation workers, among whom the female-over-male wage gap has narrowed somewhat but is, nevertheless, still substantially larger than in any of the other worker groups. This mixture of patterns and changes over time for the services sector's innovation and non-innovation workers has resulted in a situation where the gender wage gaps of innovation workers are larger than those of non-innovation workers in the lower half of the wage distribution -albeit less so in 2009 than in 2002 -but strikingly smaller in the upper half of the wage distribution.
All in all, this comparison of innovation and non-innovation workers in relation to levels, profiles and trends of gender wage gaps clearly implies that the differences between these worker groups are more outstanding between than within sectors. In-depth analysis of the sources underlying these gender wage gaps provides further support for this contention. Moreover, the overall pattern of cross-sector differences mediated by the decompositions undertaken remains principally unchanged irrespective of the model specifications used. If anything, the inclusion of an extended set of intangible capital related control variables beyond traditional measures of human capital tend to strengthen rather than weaken the results obtained.
The decomposition results for manufacturing imply that gender differences in human capital endowments can explain only a minor part of the male-female wage differentials observed among innovation workers at the different points along the wage distribution. Among the sector's non-innovation workers, gender differences in human capital attributes actually work, albeit quite weakly, to the favour of women, indicating that female non-innovation workers tend to possess slightly more wage-relevant human capital than their male counterparts. Put differently, the gender wage gaps among both innovation and non-innovation white-collar manufacturing workers are driven, first and foremost, by women being rewarded less than men for similar endowments of human capital. However, while this unequal rewarding, to the favour of men, shows up in a similar manner along the whole range of the wage distribution for in-novation workers, it strengthens notably when moving up through the wage distribution for non-innovation workers.
Although the price effect comes out as the dominating source underlying the observed wage differentials across genders also among services sector workers, this dominance of the price effect over the composition effect is in many respects different from the situation faced by white-collar manufacturing workers. In particular, the composition effect is positive among both innovation and non-innovation workers. By 2009, it had strengthened further among innovation workers. Simultaneously, it had become weakly upward-sloping in shape, implying that the 'over-qualification' of female innovation workers is strongest among the highest paid. Among non-innovation workers, this 'over-qualification' tendency has remained less pronounced and is, moreover, somewhat stronger in the lower than in the upper half of the wage distribution. For both worker groups, however, the price effect more than outweighs this positive composition effect. For innovation workers its dominance is most outstanding at the two tails of the wage distribution, whereas it increases at a striking pace among non-innovation workers when moving up through the wage distribution.
In conclusion, our results suggest that sector-specific factors are a more important driving force behind the differences observed in the patterns of gender wage gaps between innovation workers in manufacturing and services, although occupation-specific factors cannot be totally dismissed. In particular, the narrowing in gender wage gaps especially in the upper half of the wage distribution of both innovation and non-innovation workers in white-collar manufacturing jobs is not primarily a question of intangible capital but of extensive adoption and implementation of new modes of pay-performance schemes which have, at least so far, benefitted mainly the sector's high-paid female workers (e.g. Asplund and Lilja, 2010) . However, as the technology industry has been a for-runner in introducing new pay schemes, intangible capital have definitely had an indirect, if not direct, impact on the changes observed in gender wage-gap patterns and their underlying mechanisms. The role of intangible capital seems to be more clear-cut when it comes to services. Both the average gender wage gap and the spread in the gender gap across the wage distribution are notably smaller among innovation than noninnovation workers. Obviously, the reasons behind these differences are multifaceted, ranging from more gender segregation to slower introduction of new modes of pay schemes rewarding genuine instead of formal competencies. Taken together, our results indicate that comparisons of levels, profiles and trends of gender wage gaps, including underlying mechanisms, of innovation and non-innovation workers for too broadly defined segments of the labour market may result in misleading conclusions also concerning the role of intangible capital. 
