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Abstract
Given a finite group G and a subgroup K, we study the commutant of IndGKθ,
where θ is an irreducible K-representation. After a careful analysis of Frobenius
reciprocity, we are able to introduce an orthogonal basis in such commutant and an
associated Fourier transform. Then we translate our results in the corresponding
Hecke algebra, an isomorphic algebra in the group algebra of G. Again a complete
Fourier analysis is developed and, as particular cases, we obtain some results of
Curtis and Fossum on the irreducible characters of Hecke algebras. Finally, we
develop a theory of Gelfand-Tsetlin bases for Hecke algebras. 1
1 Introduction
Let G be a finite group and denote by Ĝ a complete set of irreducible, pairwise inequivalent
unitary representations of G and by L(G) its group algebra. The dimension of σ ∈ Ĝ is
denoted by dσ and Md,d(C) is the algebra of all d × d complex matrices. One of the key
facts in the representation theory of G is the isomorphism
L(G) ∼=
⊕
σ∈Ĝ
Mdσ ,dσ(C), (1.1)
which is given explicitly by the Fourier transform; see [4], Section 9.5. Now suppose that
K is a subgroup of G, denote by X = G/K the corresponding homogeneous space and
by L(X) the permutation module of all complex valued functions defined on X . Then we
have the isomorphism
HomG(L(X), L(X)) ∼=
⊕
σ∈J
Mmσ ,mσ(C), (1.2)
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where J is the set of all σ ∈ Ĝ contained in L(X) and mσ the multiplicity of σ in
L(X); see again [4], Section 9.4. Clearly, (1.1) is a particular case of (1.2), because
HomG(L(G), L(G)) ∼= L(G). The (spherical) Fourier transform in the setting of (1.2)
has been extensively studied when (G,K) is a Gelfand pair, that is when the algebra
HomG(L(X), L(X)) is commutative, which is equivalent to say that L(X) is multiplicity
free. This analysis is based on the thery of spherical functions. There are several accounts
on this subject and on its many applications; see [1, 3, 4, 14, 17, 30]. In [24, 25, 26] we ex-
tended the theory of spherical Fourier transforms to homogeneous spaces with multiplicity
and gave several applications, mainly to probability and statistics (an earlier example may
be found in [23]). In particular, we showed that multiplicity freeness is not an essential
tool in order to develop a satisfactory theory and to perform explicit calculations.
In the present paper we face a more general problem. Suppose that θ is an irreducible
K-representation. Then we have again
HomG(Ind
G
Kθ, Ind
G
Kθ)
∼=
⊕
σ∈J
Mmσ ,mσ(C), (1.3)
where J is the set of all σ ∈ Ĝ contained in IndGKθ and mσ is the multiplicity of σ in
IndGKθ. We introduce a Fourier transform that gives an explicit isomorphism for (1.3).
The irreducible characters of the algebra HomG(Ind
G
Kθ, Ind
G
Kθ) were computed by C.W.
Curtis and T.V. Fossum in [9]. Accounts of their theory may be found in [10] and in
the recent expository paper [27], where it is presented as a generalization of the theory
of spherical functions of finite Gelfand pairs. But the results of Curtis and Fossum can
be used only for the Fourier analysis of functions in the center of the algebra. In our
approach, a complete set of matrix coefficients are obtained and the results of Curtis and
Fossum may be derived in a more transparent form.
The plan of the paper is the following. Section 2 is devoted to fix notation and to
introduce one of the key ideas of the paper: suitable scalar products are used not only
in the representation spaces but also in the space of intertwining operators (normalized
Hilbert-Schmidt scalar products). This leads to several natural orthogonality relations:
in Section 3 these are obtained by a detailed analysis of Frobenius reciprocity. The results
may be summarized in a commutative diagram of isomorphisms that are either isometries
or multiples of isometries. In particular, for σ ∈ J , the explicit isomorphism between
HomK(θ,Res
G
Kσ) and HomG(σ, Ind
G
Kθ) and a particular choice of an orthonormal basis in
HomK(θ,Res
G
Kσ) lead to an explicit decomposition of the σ-isotypic component in Ind
G
Kθ.
In the particular case of Gelfand pairs, this corresponds to the choice of a K-invariant
vector in each spherical representation and to the use of the spherical functions to decom-
pose the permutation representation; see Section 4.6 in [4]. In Section 4 the results on
Frobenius reciprocity are used to get a natural orthogonal basis in HomG(Ind
G
Kθ, Ind
G
Kθ).
The associated Fourier transform is the first explicit form of (1.3). In [9, 10, 27] the Hecke
algebra was introduced as a subalgebra of L(G), then, using the theory of idempotents
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in group algebras, IndGKθ was identified with a subspace of L(G). In Section 5 of the
present paper we use a different approach: the theory developed in Section 3 naturally
yields an isometric immersion of IndGKθ in L(G) and this isometry may be used as a tool
to translate the harmonic analysis in Section 4 into a harmonic analysis of the Hecke
algebra. Adapted bases for the irreducible representations of G involved in the decom-
position of IndGKθ yield a complete set of matrix coefficients. In Section 6 we develop a
theory of Gelfand-Tsetlin bases: when it is applicable, it leads to a natural orthonormal
basis for HomK(θ,Res
G
Kσ) and to a corresponding basis for the σ-isotypic component of
IndGKθ. The first one is obtained by means of iterated restrictions, while the second one
is obtained by iterated inductions.
It should be interesting to examine the case in which K is a normal subgroup using
Clifford theory (see [6]). Another direction of research might be the extension of our
results for permutation representations of wreath products (see [2, 7] and [24]) to induced
representations. A parallel theory was developed by D’Angeli and Donno in [11, 12, 13]
by generalizing some constructions that arise in the setting of association schemes; from
the point of view of special functions see [18].
All the prerequisites for this paper may found in our books [4, 8] and in our survey
papers [5, 27]. Motivations may be found in our preceding papers [23, 24, 25, 26], where
only permutation representations were studied and applied. Concrete examples of spher-
ical functions associated with induced representations are in [19, 28], but the authors of
these papers consider only multiplicity free induced representations of one-dimensional
representations.
2 Preliminaries
In this section, in order to fix notation, we recall some basic facts on linear operators on
finite dimensional spaces and on the representation theory of finite groups. The scalar
product on a finite dimensional Hermitian vector space V is denoted by 〈·, ·〉V and the
associated norm by ‖·‖V ; we usually omit the subscript if it is clear from the context
the vector space considered. All the vector spaces will be Hermitian, and therefore we
will omit this adjective. Given two finite dimensional vector spaces W,U we denote by
Hom(W,U) the vector space of all linear maps from W to U and for T ∈ Hom(W,U) we
denote by T ∗ the adjoint of T . We define a (normalized Hilbert-Schmidt) scalar product
on Hom(W,U) by setting
〈T1, T2〉Hom(W,U) =
1
dimW
tr(T ∗2 T1)
for all T1, T2 ∈ Hom(W,U). Since tr(T ∗2 T1) = tr(T1T ∗2 ) we have
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〈T1, T2〉 = dimU
dimW
〈T ∗2 , T ∗1 〉 (2.4)
In particular, the map Hom(W,U) ∋ T 7→
√
dimU
dimW
T ∗ ∈ Hom(U,W ) is a bijective isome-
try. Finally, note that if IW : W → W is the identity operator then ‖IW‖Hom(W,W ) = 1.
We consider only unitary representations of finite groups and the adjective unitary will be
usually omitted. If σ is a representation of a finite group G its dimension will be denoted
by dσ. If (σ,W ) and (ρ, U) are two representations of G we denote by HomG(W,U) =
{T ∈ Hom(W,U) : Tσ(g) = ρ(g)T, ∀g ∈ G}, the space of all intertwining operators.
Observe that if T belongs to HomG(W,U) then T
∗ belongs to HomG(U,W ). Indeed, for
all g ∈ G we have
T ∗ρ(g) = T ∗ρ(g−1)∗ = (ρ(g−1)T )∗ = (Tσ(g−1))∗ = σ(g−1)∗T ∗ = σ(g)T. (2.5)
If (σ,W ) is irreducible and m = dimHomG(W,U) then U contains m copies of W . In
this case we say that T1, T2, . . . , Tm ∈ HomG(W,U) give rise to an isometric orthogonal
decomposition of the W -isotypic component mW of U if for every w1, w2 ∈ W and i, j ∈
{1, 2, . . . , m} we have
〈Tiw1, Tjw2〉U = 〈w1, w2〉W δi,j.
This implies that the subrepresentation of U isomorphic tomW is equal to the orthogonal
direct sum
T1W ⊕ T2W ⊕ · · · ⊕ TmW
and each operator Tj is a isometry from W to RanTj ≡ TjW .
Lemma 2.1. Suppose that (σ,W ) is irreducible. Then the operators T1, T2, . . . , Tm give
rise to an isometric orthogonal decomposition of the W component of U if and only if
T1, T2, . . . , Tm form an orthonormal basis for HomG(W,U). Moreover, if this is the case,
then we have:
T ∗j Ti = δi,jIW . (2.6)
Proof. Suppose that T1, T2, . . . , Tm form an orthonormal basis for HomG(W,U). By (2.5)
we know that T ∗j ∈ HomG(U,W ). Therefore T ∗j Ti ∈ HomG(W,W ) and, by Schur’s lemma,
there exist λi,j ∈ C such that T ∗j Ti = λi,jIW . By taking the traces of both sides, we get
δi,jdσ = tr(T
∗
j Ti) = λi,jdσ ⇒ λi,j = δi,j,
that is (2.6). Therefore, if w1, w2 ∈ W then
〈Tiw1, Tjw2〉U = 〈T ∗j Tiw1, w2〉W = δi,j〈w1, w2〉W .
The converse implication is trivial.
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Let (σ,W ) be a representation of G and let {w1, w2, . . . , wdσ} an orthonormal basis of
W . The corresponding matrix coefficients are defined by setting
uσj,i(g) = 〈σ(g)wi, wj〉 (2.7)
for i, j = 1, 2, . . . , dσ and g ∈ G. If σ, ρ are irreducible G-representations we set δσ,ρ = 1,
if σ and ρ are equivalent, otherwise we set δσ,ρ = 0.
Let L(G) = {f : G→ C} be the vector space of all complex valued functions defined on
G, endowed with the scalar product 〈f1, f2〉 =
∑
g∈G f1(g)f2(g) for f1, f2 ∈ L(G). It also
has a natural structure of algebra by defining the convolution product of f1, f2 ∈ L(G) as
the function (f1 ∗ f2)(g) =
∑
g0∈G
f1(gg
−1
0 )f2(g0), for all g ∈ G .
Proposition 2.2. Let (σ,W ) and (ρ, U) be irreducible G-representations. Then
1.
〈uσi,j, uρh,k〉 =
|G|
dσ
δσ,ρδi,hδj,k (orthogonality relations) (2.8)
2.
uσi,j ∗ uρh,k =
|G|
dσ
δσ,ρδj,hu
σ
i,k (convolution property). (2.9)
Proof. See Lemma 3.6.3 and Lemma 3.9.14 of [4].
Let (σ,W ) be a G-representation and denote by χσ its character. The following elemen-
tary formula is a generalization of (2) in Exercise 9.5.8 of [4].
Proposition 2.3. If (σ,W ) is irreducible, w ∈ W is a vector of norm 1 and φ(g) =
〈σ(g)w,w〉 is the diagonal matrix coefficient associated with w, then
χσ(g) =
dσ
|G|
∑
h∈G
φ(h−1gh) (2.10)
for all g ∈ G.
Proof. Let {w1 = w,w2, . . . , wdσ} be an orthonormal basis of W and uσj,i as in (2.7); then
σ(g)wi =
dσ∑
j=1
uσj,i(g)wj.
Thus ∑
h∈G
φ(h−1gh) =
∑
h∈G
〈σ(g)σ(h)w1, σ(h)w1〉
=
dσ∑
j,ℓ=1
∑
h∈G
uσj,1(h)u
σ
ℓ,1(h)〈σ(g)wj, wℓ〉
(by (2.8)) =
|G|
dσ
χσ(g).
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Let K be a subgroup of G, (θ, V ) a representation of K and denote by λ = IndGKθ
the induced representation (see for instance,[1, 5, 8, 20] and [29]). We recall that the
representation space is given by
IndGKV = {f : G→ V : f(gk) = θ(k−1)f(g), ∀g ∈ G, k ∈ K} (2.11)
and that the G-action is defined by setting
[λ(g0)f ](g) = f(g
−1
0 g) (2.12)
for all f ∈ IndGKV , g, g0 ∈ G. Let G =
∐
t∈T tK be a decomposition of G into right
K-cosets (
∐
denotes a disjoint union). For v ∈ V we define fv ∈ IndGKV by setting
fv(g) =
{
θ(g−1)v if g ∈ K
0 if g /∈ K. (2.13)
Then for every f ∈ IndGKV we have:
f =
∑
t∈T
λ(t)fvt (2.14)
with vt = f(t). The representation Ind
G
Kθ is unitary with respect to the following scalar
product:
〈f1, f2〉IndGKV =
1
|K|
∑
g∈G
〈f1(g), f2(g)〉V . (2.15)
Moreover, if {vj : j = 1, 2, . . . , dθ} is an orthonormal basis in V then the set
{λ(t)fvj : t ∈ T , j = 1, 2, . . . , dθ} (2.16)
is an orthonormal basis in IndGKV (see [5]).
3 Orthogonality relations for Frobenius reciprocity
Let G be again a finite group, K ≤ G a subgroup, (σ,W ) a representation of G and (θ, V )
a representations of K. Frobenius reciprocity is usually stated an explicit isomorphism
between HomG(W, Ind
G
KV ) and HomK(Res
G
KW,V ). In this section we present a detailed
analysis of all other aspects of Frobenius reciprocity, all of them in an orthogonal version.
In particular, we show how to obtain from an explicit orthogonal decomposition of the
V -isotypic component of ResGKW , an explicit orthogonal decomposition of the W -isotypic
component of IndGKV .
Definition 3.1. 1. For each T ∈ HomG(W, IndGKV ) we set
∧
Tw =
√
|G/K|[Tw](1G), for all w ∈ W .
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2. For each L ∈ HomK(ResGKW,V ) we set
[
∨
Lw](g) =
1√|G/K|Lσ(g−1)w, for all w ∈ W , g ∈ G.
3. For each T ∈ HomG(IndGKV,W ) we set
◦
Tv =
√
|G/K|Tfv, for all v ∈ V .
4. For each L ∈ HomK(V,ResGKW ) we set
⋄
Lf =
1√|G/K|∑
t∈T
σ(t)Lf(t), for all f ∈ IndGKV .
Note that
⋄
Lf =
1√|G| · |K|∑
g∈G
σ(g)Lf(g). (3.17)
Indeed, ∑
g∈G
σ(g)Lf(g) =
∑
t∈T
∑
k∈K
σ(tk)Lf(tk) = |K|
∑
t∈T
σ(t)Lf(t)
because L ∈ HomK(V,ResGKW ) and θ(k)f(tk) = f(t). In particular,
⋄
L does not depend
on the particular choice of T .
Theorem 3.2 (Frobenius reciprocity revisited). 1. For each T ∈ HomG(W, IndGKV )
we have
∧
T ∈ HomK(ResGKW,V ) and the map
HomG(W, Ind
G
KV ) −→ HomK(ResGKW,V )
T 7−→
∧
T
is a linear isometric isomorphism. Moreover, its inverse is given by
HomK(Res
G
KW,V ) −→ HomG(W, IndGKV )
L 7−→
∨
L.
2. For each T ∈ HomG(W, IndGKV ) we have:
(T ∗)◦ = (
∧
T )∗. (3.18)
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Proof. (1) Let T ∈ HomG(W, IndGKV ) and λ as in (2.12). For all k ∈ K and w ∈ W we
have
∧
Tσ(k)w =
√
|G/K|[Tσ(k)w](1G)
(since T ∈ HomG(W, IndGKV )) =
√
|G/K|[λ(k)Tw](1G)
(by (2.12)) =
√
|G/K|[Tw](k−1)
(by (2.11)) =
√
|G/K|θ(k)[Tw](1G)
= θ(k)
∧
Tw.
This proves that
∧
T ∈ HomK(ResGKW,V ). The identity
[Tw](g) = [λ(g−1)Tw](1G)
= [Tσ(g−1)w](1G)
=
1√|G/K| ∧Tσ(g−1)w
(3.19)
shows that the map T 7→
∧
T is injective, because T is determined by
∧
T . Now we use
(3.19) to show that the map is also an isometry. If T1, T2 ∈ HomG(W, IndGKV ) and
{w1, w2, . . . , wdσ} is an orthonormal basis of W then
tr(T ∗2 T1) =
dσ∑
i=1
〈T1wi, T2wi〉IndGKV
(by (2.15)) =
dσ∑
i=1
1
|K|
∑
g∈G
〈[T1wi](g), [T2wi](g)〉V
(by (3.19)) =
dσ∑
i=1
1
|G|
∑
g∈G
〈
∧
T1σ(g
−1)wi,
∧
T2σ(g
−1)wi〉V
=
1
|G|
∑
g∈G
tr[σ(g)(
∧
T2)
∗
∧
T1σ(g
−1)]
= tr[(
∧
T2)
∗
∧
T1],
that is 〈T1, T2〉 = 1dσ tr(T ∗2 T1) = 1dσ tr
[
(T̂2)
∗T̂1
]
= 〈T̂2, T̂1〉. It is easy to see that if
L ∈ HomK(ResGKW,V ) then [
∨
Lw](gk) = θ(k−1)[
∨
Lw](g) and λ(g)
∨
Lw =
∨
Lσ(g)w for all
g ∈ G, k ∈ K, w ∈ W , that is,
∨
Lw ∈ IndGKV and
∨
L ∈ HomG(W, IndGKV ). Finally, by
definition of ∧ and ∨ we have(∨
L
)∧
w =
√
|G/K|[
∨
Lw](1G) = Lw
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for all w ∈ W , that is the map T 7→
∧
T is surjective and L 7→
∨
L is its inverse.
(2) For any T ∈ HomG(W, IndGKV ), w ∈ W and v ∈ V we have (by definition of ◦):
1√|G/K| 〈(T ∗)◦v, w〉W = 〈T ∗fv, w〉W
= 〈fv, Tw〉IndGKV
=
1
|K|
∑
g∈G
〈fv(g), [Tw](g)〉V
(by (2.13)) =
1
|K|
∑
k∈K
〈θ(k−1)v, [Tw](k)〉V
=
1
|K|
∑
k∈K
〈v, θ(k)[Tw](k)〉V
(since Tw ∈ IndGKV ) =
1√|G/K|〈v, ∧Tw〉V
=
1√|G/K|〈(∧T )∗v, w〉W .
The following corollary should be compared with Corollary 34.1 in [1] and Section 2.3
in [24].
Corollary 3.3 (The other side of Frobenius reciprocity). Let T ∈ HomG(IndGKV,W ).
Then
◦
T ∈ HomK(V,ResGKW ) and the map
HomG(Ind
G
KV,W ) −→ HomK(V,ResGKW )
T 7−→
◦
T
is a linear isomorphism with
〈
◦
T 1,
◦
T 2〉 = |G/K|〈T1, T2〉, (3.20)
for all T1, T2 ∈ HomG(IndGKV,W ). The inverse is given by
HomK(V,Res
G
KW ) −→ HomG(IndGKV,W )
L 7−→
⋄
L
and
(L∗)∨ =
(
⋄
L
)◦
(3.21)
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for all L ∈ HomK(V,ResGKW ).
In particular, the diagram
HomG(W, Ind
G
KV )
∧−→ HomK(ResGKW,V )
∗ ↓ ∗ ↓
HomG(Ind
G
KV,W )
◦−→ HomK(V,ResGKW )
is commutative.
Proof. Besides the statement that the map L 7→
⋄
L is the inverse of the map T 7→
◦
T ,
everything follows from (2) in Theorem 3.2, (2.4) and (2.5). For all T ∈ HomG(IndGKV,W ),
φ ∈ IndGKV , we have:
(
◦
T )⋄φ =
1√|G/K|∑
t∈T
σ(t)
◦
Tφ(t) (by definition of ⋄)
=
∑
t∈T
σ(t)Tfvt (by definition of ◦ with vt = φ(t))
=
∑
t∈T
Tλ(t)fvt (since T ∈ HomG(IndGKV,W ))
= Tφ (by (2.14))
that is, the map L 7→
⋄
L is the inverse of the map T 7→
◦
T . We want also show how to
derive (3.20). For T1, T2 ∈ HomG(IndGKV,W ) we have:
〈
◦
T 1,
◦
T 2〉 =〈[(T ∗1 )∧]∗, [(T ∗2 )∧]∗〉 (by (3.18))
=
dσ
dθ
〈(T ∗2 )∧, (T ∗1 )∧〉 (by (2.4))
=
dσ
dθ
〈T ∗2 , T ∗1 〉 (by Theorem 3.2)
=|G/K|〈T1, T2〉. (again by (2.4))
Finally, by (3.18) we have
{
[(L∗)∨]
∗}◦
=
{
[(L∗)∨]
∧}∗
= L =
{[(
⋄
L
)∗]∗}◦
(3.22)
and this yields (3.21).
Corollary 3.4 (Orthogonality relations for Frobenius reciprocity I). Let m be the dimen-
sion of HomG(W, Ind
G
KV ) and suppose that L1, L2, . . . , Lm ∈ HomK(V,ResGKW ). Then
the following facts are equivalent:
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1. The set {L1, L2, . . . , Lm} is an orthonormal basis of HomK(V,ResGKW );
2. The set
{√|G/K| ⋄L1,√|G/K| ⋄L2, . . . ,√|G/K| ⋄Lm} is an orthonormal basis of
HomG(Ind
G
KV,W );
3. The set
{√
dσ
dθ
L∗1,
√
dσ
dθ
L∗2, . . . ,
√
dσ
dθ
L∗m
}
is an orthonormal basis of
HomK(Res
G
KW,V );
4. The set
{√
dσ
dθ
(L∗1)
∨,
√
dσ
dθ
(L∗2)
∨, . . . ,
√
dσ
dθ
(L∗m)
∨
}
is an orthonormal basis of
HomG(W, Ind
G
KV ).
Corollary 3.5 (Orthogonality relations for Frobenius reciprocity II). Suppose that (σ,W )
and (θ, V ) are irreducible. Then
√
dσ
dθ
(L∗1)
∨,
√
dσ
dθ
(L∗2)
∨, . . . ,
√
dσ
dθ
(L∗m)
∨ give rise to an iso-
metric orthogonal decomposition of theW -component of IndGKV if and only if L1, L2, . . . , Lm
give rise to an isometric orthogonal decomposition of the V -component of ResGKW .
Proof. It follows from Theorem 3.2 and Lemma 2.1.
In the applications of the last two Corollaries, we will often use the identity (3.21), that
is (L∗j )
∨ = (
⋄
Lj)
∗. The following commutative diagram is helpful to memorize the previous
results.
HomG(W, Ind
G
KV )
∧−→
∨←− HomK(Res
G
KW,V )
∗ l l ∗
HomG(Ind
G
KV,W )
◦−→
♦←− HomK(V,Res
G
KW )
Remark 3.6. In [21] it is developed a different version of orthogonality relations for
Frobenius reciprocity. Actually, the author works in a more general setting: she considers
representations over fields of characteristic zero and her spaces are endowed with arbitrary
non-degenerate symmetric bilinear forms. However, we limit ourselves to illustrate and
derive her main result in our setting. Theorem 2.1 of [21] may be expressed in the
following way: under the assumption that W is G-irreducible, if L ∈ HomK(V,ResGKW )
is an isometry then also
√
dσ
dθ
(L∗)∨ ≡
√
dσ
dθ
(
⋄
L)∗ ∈ HomG(W, IndGKV ) is an isometry. This
is our derivation: if L is an isometry, then ‖L‖ = 1 and therefore also ‖
√
dσ
dθ
(L∗)∨‖ = 1.
Arguing as in Lemma 2.1, it is easy to show that this fact implies that
√
dσ
dθ
(L∗)∨ is an
isometry. Finally, we note that Theorem 2.4 in [21] is a version of our Corollary 3.5.
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Remark 3.7. Corollary 3.3 is useful when irreducible representations are obtained as
induced representations. This is the case of the little group method of Mackey andWigner:
we refer to [6] for a general formulation of this method and to [7] for its applications to
wreath products of finite groups. Indeed, in [24] we used a version of Corollary 3.3 in order
to decompose a wide class of permutation representations of wreath products, including
the exponentiation action.
4 Harmonic analysis in HomG(Ind
G
KV, Ind
G
KV )
In thi section we construct an orthonormal basis of the commutant of IndGKV from
the orthonormal bases analyzed in the previous section. This way we can introduce a
Fourier transform that gives an explicit isomorphism between HomG(Ind
G
KV, Ind
G
KV ) and⊕
σ∈J Mmσ ,mσ(C).
Let (θ, V ) be an irreducible representation of K ≤ G and (σ,W ) an irreducible represen-
tation of G. Consider L1, L2 ∈ HomK(V,ResGKW ). Then we have L∗1 ∈ HomK(ResGKW,V )
and
IndGKV
⋄
L2−→ W (L
∗
1
)∨−→ IndGKV,
that is (
⋄
L1)
∗
⋄
L2 = (L
∗
1)
∨
⋄
L2 ∈ HomG(IndGKV, IndGKV ).
Lemma 4.1. Let (σ1,W1) and (σ2,W2) be two irreducible inequivalent representations of
G. Consider L1, L2 ∈ HomK(V,ResGKW2) and L3, L4 ∈ HomK(V,ResGKW1). Then
⋄
L3(
⋄
L1)
∗ = 0 (4.23)
and 〈
(
⋄
L1)
∗
⋄
L2, (
⋄
L3)
∗
⋄
L4
〉
= 0.
Proof. By Schur’s lemma,
⋄
L3(
⋄
L1)
∗ ∈ HomG(W2,W1) = {0}. Moreover, by definition of
scalar product in HomG(Ind
G
KV, Ind
G
KV ) we have〈
(
⋄
L1)
∗
⋄
L2, (
⋄
L3)
∗
⋄
L4
〉
=
1
dim IndGKV
tr
[
(
⋄
L4)
∗
⋄
L3(
⋄
L1)
∗
⋄
L2
]
= 0.
Lemma 4.2. Let (σ,W ) be an irreducible representation of G and {L1, L2, . . . , Lm} an
orthonormal basis of HomK(V,Res
G
KW ). Then
⋄
Lh(
⋄
Li)
∗ =
dθ
dσ
IW δi,h. (4.24)
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and the operators (
⋄
Li)
∗
⋄
Lj ∈ HomG(IndGKV, IndGKV ) satisfy the orthogonality relations:〈
(
⋄
Li)
∗
⋄
Lj , (
⋄
Lh)
∗
⋄
Lℓ
〉
= δi,hδj,ℓ
dθ
dσ|G/K| .
Proof. The identity (4.24) follows from (2.6) and Corollary 3.5. Moreover,
〈
(
⋄
Li)
∗
⋄
Lj , (
⋄
Lh)
∗
⋄
Lℓ
〉
=
1
dim IndGKV
tr
[
(
⋄
Lℓ)
∗
⋄
Lh(
⋄
Li)
∗
⋄
Lj
]
(by (4.24)) =
δi,hdθ
dσ dim Ind
G
KV
tr
[
(
⋄
Lℓ)
∗
⋄
Lj
]
= δi,h
dθ
dσ
〈
⋄
Lj,
⋄
Lℓ〉
(by 2. in Corollary 3.4) = δi,hδj,ℓ
dθ
dσ|G/K| .
In what follows, we denote by Mm,m(C) the algebra of all m×m complex matrices. Let
IndGKV =
⊕
σ∈J mσWσ be the decomposition of Ind
G
KV into irreducible representations of
G (i.e., {(σ,Wσ) : σ ∈ J} is a complete set of all irreducible inequivalent representations
of G contained in IndGKV and mσ is the multiplicity of Wσ in Ind
G
KV ). For every σ ∈ J
select an orthonormal basis
{Lσ,1, Lσ,2, . . . , Lσ,mσ} (4.25)
of HomK(V,Res
G
KWσ) and set
Uσi,j =
dσ
dθ
(
⋄
Lσ,i)
∗
⋄
Lσ,j , (4.26)
for i, j = 1, 2, . . . , mσ. For every T ∈ HomG(IndGKV, IndGKV ) and σ ∈ J , the Fourier
transform of T at σ associated to the choice of (4.25) is the following matrix inMmσ ,mσ(C):
[FT (σ)]i,j = dθ|G/K|
dσ
〈T, Uσi,j〉, i, j = 1, 2, . . . , mσ.
In the following theorem we will show that the Fourier transform is an explicit form of
the isomorphism
HomG(Ind
G
KV, Ind
G
KV ) =
⊕
σ∈J
HomG(mσWσ, mσWσ) ∼=
⊕
σ∈J
Mmσ ,mσ(C). (4.27)
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We need further notation. Every element in the algebra
⊕
σ∈J Mmσ ,mσ(C) may be rep-
resented in the form
⊕
σ∈J Aσ, where Aσ ∈ Mmσ ,mσ(C). In particular, given T in
HomG(Ind
G
KV, Ind
G
KV ), we set
FT =
⊕
σ∈J
FT (σ). (4.28)
We recall [8] that the irreducible representations of this algebra are given by the natural
action of each Mmσ ,mσ(C) on C
mσ and that [27] the corresponding irreducible characters
are the functions {ϕσ : σ ∈ J} given by: ϕρ (⊕σ∈J Aσ) = tr(Aρ). Under the isomorphism
(4.27), the irreducible representation of HomG(Ind
G
KV, Ind
G
KV ) corresponding to σ ∈ J
is given by its action on the space HomG(Wσ, Ind
G
KV ), that is by the map S 7→ TS,
where T ∈ HomG(IndGKV, IndGKV ) and S ∈ HomG(WσV, IndGKV ). In what follows, we will
indicate by ϕσ also the character of the isomorphic algebra HomG(Ind
G
KV, Ind
G
KV ).
Theorem 4.3. 1. The set
√
dθ|G/K|
dσ
Uσi,j : σ ∈ J, i, j = 1, 2 . . . , mσ
 (4.29)
is an orthonormal basis of HomG(Ind
G
KV, Ind
G
KV ). In particular, the Fourier inver-
sion formula is:
T =
∑
σ∈J
mσ∑
i,j=1
[FT (σ)]i,jUσi,j.
2. Setting Tσ,i =
√
dσ
dθ
(
⋄
Lσ,i)
∗, we have the isometric orthogonal decomposition
IndGKV =
⊕
σ∈J
mσ⊕
i=1
Tσ,iWσ,
and the corresponding explicit isomorphism
HomG(Ind
G
KV, Ind
G
KV ) −→
⊕
σ∈J Mmσ ,mσ(C)
T 7−→ FT.
3. The operator Uσi,j intertwines the subspace Tσ,jWσ with Tσ,iWσ.
4. The operator Uσi,i is the orthogonal projection of Ind
G
KV onto Tσ,iWσ.
5. The irreducible characters of HomG(Ind
G
KV, Ind
G
KV ) are the functions {ϕσ : σ ∈ J}
given by:
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ϕσ(T ) = tr [FT (σ)] ,
for every T ∈ HomG(IndGKV, IndGKV ).
Proof. From Lemma 4.1 and Lemma 4.2 we deduce that the set (4.29) is orthonormal.
Moreover, dimHomG(Ind
G
KV, Ind
G
KV ) =
∑
σ∈J m
2
σ so that it is a basis. For the other
assertions just note that Tσ,i is an isometry and that, by (4.23) and (4.24), we have
Uσi,jU
ρ
h,l = δσ,ρδj,hU
σ
i,l,
Uσi,jTρ,h = δσ,ρδj,hTσ,i,
and therefore
TTσ,j =
mσ∑
i=1
[FT (σ)]i,jTσ,i,
for all σ, ρ ∈ J , i, j = 1, 2, . . . , mσ, h, l = 1, 2, . . . , mρ and T ∈ HomG(IndGKV, IndGKV ).
5 Harmonic analysis in the Hecke algebra
Let G be a finite group and K ≤ G a subgroup. As in the previous sections we denote
by (θ, V ) an irreducible K-representation and by (σ,W ) an irreducible G-representation.
The left regular representation of G on L(G) is denoted by λG (to distinguish it from
λ = IndGKθ); it is defined by setting [λG(g)f ](g0) = f(g
−1g0) for all f ∈ L(G), g, g0 ∈ G.
We choose v ∈ V with ‖v‖ = 1 and define ψ ∈ L(K) by setting
ψ(k) =
dθ
|K|〈v, θ(k)v〉, ∀k ∈ K.
Since L(K) ⊆ L(G), we may consider ψ also as a function in L(G). We define the operator
Tv : Ind
G
KV −→ L(G)
by setting:
(Tvf)(g) =
√
dθ/|K|〈f(g), v〉
for all f ∈ IndGKV , g ∈ G (v is the same as in the definition of ψ). The following projection
formula will be a very useful tool in many occasions.
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Lemma 5.1. If v ∈ V has norm 1, then we have∑
k∈K
〈θ(k)u, v〉θ(k−1)v = |K|
dθ
u, (5.30)
for all u ∈ V .
Proof. Let {v1, v2, . . . , vdθ} be an orthonormal basis of V with v = v1. Then, for i, j =
1, 2, . . . , dθ, we have〈∑
k∈K
〈θ(k)vi, v〉θ(k−1)v, vj
〉
=
∑
k∈K
〈θ(k)vi, v1〉〈θ(k)vj , v1〉
(by (2.8)) =
|K|
dθ
δi,j.
Therefore we have proved (5.30) when u = vi and the general case follows by linearity.
Proposition 5.2. 1. The operator Tv belongs to HomG(Ind
G
KV, L(G)) and it is an
isometry.
2. The operator P : L(G) −→ L(G), defined by setting
Pf = f ∗ ψ
for all f ∈ L(G), is the orthogonal projection of L(G) onto Tv[IndGKV ].
Proof. (1) The first part is obvious: it is immediate to check that
Tvλ(g)f = λG(g)Tvf.
We now show that Tv is an isometry: using the basis in (2.16) and assuming that v = v1
we have, for t1, t2 ∈ T , i, j = 1, 2, . . . , dθ,
〈Tvλ(t1)fvi , Tvλ(t2)fvj〉L(G) =
dθ
|K|
∑
g∈G
〈fvi(t−11 g), v〉〈fvj(t−12 g), v〉
(by (2.13)) =
dθ
|K|δt1,t2
∑
k∈K
〈θ(k−1)vi, v1〉〈θ(k−1)vj , v1〉
(by (2.8)) = δt1,t2δi,j .
(2) First of all, note that
ψ ∗ ψ = ψ and ψ(g−1) = ψ(g).
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The first identity follows from (2.9) applied to θ and ensures that P is an idempotent;
from the second identity we deduce that P is selfadjoint, and therefore it is an orthogonal
projection. Moreover, for all f ∈ IndGKV, g ∈ G we have
[(Tvf) ∗ ψ](g) =
(
dθ
|K|
)3/2∑
k∈K
〈f(gk−1), v〉〈v, θ(k)v〉
(by (2.11)) =
(
dθ
|K|
)3/2〈
f(g),
∑
k∈K
〈θ(k)v, v〉θ(k−1)v
〉
(by (5.30)) = (Tvf)(g)
that is, PTvf = Tvf for all f ∈ IndGKV (and in particular RanP ⊇ TvIndGKV ) . Finally, let
us show that the range of P is contained in (and therefore equal to) Tv[Ind
G
KV ]. Indeed,
for all φ ∈ L(G), g ∈ G,
Pφ(g) =
∑
k∈K
φ(gk)ψ(k−1)
=
dθ
|K|
〈∑
k∈K
φ(gk)θ(k)v, v
〉
= Tvf(g)
if f(g) =
√
dθ
|K|
∑
k∈K φ(gk)θ(k)v. Since it is immediate to check that f belongs to Ind
G
KV ,
we conclude that RanP = Tv
[
IndGKV
]
.
Remark 5.3. We want to relate the operator Tv in the context of the results in Section 3.
First note that the choice of v is equivalent to the choice of an isometry L ∈ Hom(C, V ),
namely L(α) = αv for α ∈ C. Then, with K, V,G,W replaced by 1K ,C, K, V we have:
[(L∗)∨u](k) =
1√|K|〈u, θ(k)v〉
for all u ∈ V and k ∈ K (clearly, L∗u = 〈u, v〉 for all u ∈ V ). In particular, the
map Sv =
√
dθ(L
∗)∨ is an isometric immersion of V into L(K) (this fact is also an easy
consequence of the orthogonality relation for matrix coefficients). Considering Sv also as
a map in HomK(V,Res
G
KL(G)) (because L(K) ⊆ ResGKL(G) in the natural way), it is easy
to prove that Tv =
√
|G|
|K|
⋄
Sv, where in this case we apply the machinery in Section 3 with
K, V and G as in that section, but with W replaced by L(G). Indeed, for f ∈ IndGKV we
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have: √
|G|
|K| [
⋄
Svf ](g) =
[∑
t∈T
λG(t)Svf(t)
]
(g)
=
∑
t∈T
[Svf(t)](t
−1g)
=
√|dθ|√|K| ∑
t∈T :
t−1g∈K
〈f(t), θ(t−1g)v〉
(setting kg = t
−1g) =
√|dθ|√|K|〈f(gk−1g ), θ(kg)v〉
=
√|dθ|√|K|〈f(g), v〉
= Tvf(g).
In the terminology of [9, 10, 27], ψ is a primitive idempotent, Sv(V ) = {f ∈ L(K) :
f ∗ ψ = f} is the minimal left ideal in L(K) generated by ψ and Tv[IndGKV ] is generated
by ψ as a left ideal in L(G). Then, the Hecke algebra H(G,K, ψ) is by definition
H(G,K, ψ) = {ψ ∗ f ∗ ψ : f ∈ L(G)} ≡ {f ∈ L(G) : f = ψ ∗ f ∗ ψ}.
It is well known that H(G,K, ψ) is antiisomorphic to HomG(IndGKV, IndGKV ): we now
want to go further and develop a suitable harmonic analysis in H(G,K, ψ), by translating
the results of Section 4.
Now we introduce a suitable orthonormal basis in each G-irreducible representation. We
divide the description of these bases in various cases.
Suppose that σ ∈ J and that ResGKWσ = mσV ⊕ (⊕ρ∈RmρUρ) is the decomposition of
ResGKWσ into irreducibleK-representations, where R contains the representations different
from σ. Let {Lσ,1, Lσ,2, . . . , Lσ,mσ} be as in (4.25) and v as above. We begin by introducing
an orthonormal basis in the V -isotypic component. The first step consists in setting
wσi = Lσ,iv, i = 1, 2, . . . , mσ.
In the second and last step we introduce (see also Lemma 5.1) an orthonormal basis
v1, v2, . . . , vdθ of V with v = v1 and we suppose that {wσh : mσ + 1 ≤ h ≤ mσdθ} is an
arbitrary arrangement of the vectors {Lσ,ivj : 1 ≤ i ≤ mσ, 2 ≤ j ≤ dθ}. The final result
{wσh : 1 ≤ h ≤ mσdθ}
is the desired orthonormal basis in mσV .
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Then we repeat the construction for each Uρ, ρ ∈ R, without an initial choice of a vector
in Uρ (we avoid the first step): we select an orthonormal basis {Mρ,1,Mρ,2, . . . ,Mρ,mρ} for
HomK(Uρ,Res
G
KWσ), an orthonormal basis {uρ1, uρ2, . . . , uρdρ} in Uρ and we suppose that
{wσh : mσdθ + 1 ≤ h ≤ dσ}
is an arbitrary arrangement of the vectors {Mρ,iuρj : ρ ∈ R, 1 ≤ i ≤ mρ, 1 ≤ j ≤ dρ}. The
final result is an orthonormal basis {wσh : 1 ≤ h ≤ dσ} for Wσ: we say that it is adapted
to the choice of v and of {Lσ,1, Lσ,2, . . . , Lσ,mσ}.
If σ /∈ J then {wσh : 1 ≤ h ≤ dσ} is an arbitrary orthonormal basis of Wσ. The impor-
tance of such bases is in the following property.
Lemma 5.4. 1. If σ ∈ J , 1 ≤ j ≤ mσ and 1 ≤ h ≤ dσ then
L∗σ,jw
σ
h =
{
vℓ if w
σ
h = Lσ,jvℓ for some ℓ ∈ {1, 2, . . . , dθ}
0 otherwise.
(5.31)
2. ∑
k∈K
ψ(k)σ(k)wσi =
{
|K|
dθ
wσi if σ ∈ J, 1 ≤ i ≤ mσ
0 otherwise.
(5.32)
Proof. (1) This is a consequence of (2.6) and the definition of the vectors wσh . (2) First
of all, note that ∑
k∈K
ψ(k)σ(k)wσi =
dθ
|K|
∑
k∈K
〈θ(k)v, v〉σ(k−1)wσi .
If σ ∈ J and 1 ≤ i ≤ mσ, then we may apply (5.30) since σ(k−1)wσi = σ(k−1)Lσ,iv =
Lσ,iθ(k
−1)v. Otherwise, we can argue as in the proof of (5.30): the bases are adapted
to the choice of v and to the decomposition of ResGKWσ and therefore we may use the
orthogonality relations for the matrix coefficients in L(K). For instance, if σ ∈ J and
mσ < i ≤ mσdθ then wσi = Lσ,hvj for some 1 ≤ h ≤ mσ, 2 ≤ j ≤ dθ, and therefore, for all
ℓ = 1, 2, . . . , dσ〈∑
k∈K
〈θ(k)v, v〉σ(k−1)Lσ,hvj , wσℓ
〉
=
∑
k∈K
〈θ(k)v, v〉〈θ(k−1)vj , L∗σ,hwσℓ 〉
= 0
because if L∗σ,hw
σ
ℓ 6= 0 by (5.31) it is equal to one of the v1, v2, . . . , vdθ and j ≥ 2. In
the other cases we are dealing with matrix coefficients corresponding to inequivalent K-
representations.
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In what follows, we denote by uσi,j the matrix coefficients of σ corresponding to the bases
chosen above, that is,
uσi,j(g) = 〈σ(g)wσj , wσi 〉
for σ ∈ Ĝ, i, j = 1, 2, . . . , dσ, g ∈ G. Then we define the convolution operators (σ ∈ J ,
i, j = 1, 2, . . . , mσ):
U˜σi,jf =
dσ
|G|f ∗ u
σ
j,i
for all f ∈ L(G). We want to show that U˜σi,j corresponds to Uσi,j in (4.26) under the
isometry Tv.
Theorem 5.5. For all σ ∈ J , i, j = 1, 2, . . . , mσ and f ∈ IndGKV we have:
TvU
σ
i,jf = U˜
σ
i,jTvf,
that is, the following diagram is commutative:
IndGKV
Tv−→ Tv[IndGKV ]
Uσi,j ↓ ↓ U˜σi,j
IndGKV
Tv−→ Tv[IndGKV ].
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Proof. For all g ∈ G we have:
[TvU
σ
i,jf ](g) =
dσ√|K|dθ 〈[(L∗σ,i)∨ ⋄Lσ,jf ](g), v〉
=
dσ
|G|√|K|dθ
∑
g1∈G
〈L∗σ,iσ(g−1g1)Lσ,jf(g1), v〉
=
dσ
|G|√|K|dθ
∑
g1∈G
〈Lσ,jf(g1), σ(g−11 g)wσi 〉
=
dσ
|G|√|K|dθ
∑
g1∈G
dσ∑
h=1
〈f(g1), L∗σ,jwσh〉〈σ(g−11 g)wσi , wσh〉
(by (5.31)) =
dσ
|G|√|K|dθ
∑
g1∈G
dθ∑
ℓ=1
〈f(g1), vℓ〉〈σ(g−11 g)wσi , Lσ,jvℓ〉
(by (5.30) with u = vℓ) =
dσ
|G|
√
dθ
|K|3/2
dθ∑
ℓ=1
∑
g1∈G
∑
k∈K
〈f(g1), θ(k−1)v〉·
· 〈v, θ(k)vℓ〉〈σ(g−11 g)wσi , Lσ,jvℓ〉
(g1 = g2k) =
dσ
|G|
√
dθ
|K|3/2
dθ∑
ℓ=1
∑
g2∈G
〈f(g2), v〉·
·
〈
σ(g−12 g)w
σ
i , Lσ,j
∑
k∈K
〈θ(k−1)v, vℓ〉θ(k)vℓ
〉
=
dσ
√
dθ
|G|√|K| ∑
g2∈G
〈f(g2), v〉〈σ(g−12 g)wσi , wσj 〉
(by (5.30) with u, v replaced by v, vℓ)
=
dσ
√
dθ
|G|√|K| ∑
g2∈G
〈f(g2), v〉uσj,i(g−12 g)
= [U˜i,jTvf ](g).
The following lemma shows that the only matrix coefficients uσi,j in H(G,K, ψ) are the
conjugate of those that come from the V -isotypic component of Wσ.
Lemma 5.6. We have
ψ ∗ uσi,j ∗ ψ =
{
uσi,j if σ ∈ J and 1 ≤ i, j ≤ mσ
0 otherwise.
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Proof. We have, for all g ∈ G,
uσi,j ∗ ψ(g) =
∑
k∈K
uσj,i(kg
−1)ψ(k)
(by definition of uσi,j) =
〈
σ(g−1)wσi ,
∑
k∈K
ψ(k)σ(k)wσj
〉
(by (5.32)) =
{
uσi,j(g) if σ ∈ J and 1 ≤ j ≤ mσ
0 otherwise.
(5.33)
The reader can complete the proof by computing in a similar way ψ ∗ uσi,j.
By virtue of Theorem 5.5 and Lemma 5.6 it is convenient to set:
φσi,j = u
σ
i,j
for σ ∈ J , i, j = 1, 2, . . . , mσ. In other words,
φσi,j(g) = 〈wσi , σ(g)wσj 〉
for all g ∈ G. Compare with Definition 9.4.5. of [4] and Definition 2.10 of [24] (see also
[17, 30]).
If f ∈ H(G,K, ψ), its Fourier transform at σ ∈ J is the mσ×mσ complex matrix whose
i, j-entry is
[F(σ)]i,j = 〈f, φσi,j〉L(G)
for σ ∈ J and i, j = 1, 2, . . . , mσ. As in (4.28), we set Ff =
⊕
σ∈J Ff(σ). We denote
by χσ the character of the G-irreducible representation (σ,Wσ). Moreover, χ
σ(f) =∑
g∈G χ
σ(g)f(g) for all f ∈ L(G).
Theorem 5.7. 1. The set {φσi,j : σ ∈ J, i, j = 1, 2, . . . , mσ} is an orthogonal basis for
H(G,K, ψ) and ‖φσi,j‖2L(G) = |G|dσ . In particular, the Fourier inversion formula is
f =
1
|G|
∑
σ∈J
dσ
mσ∑
i,j=1
[F(σ)]i,j φσi,j.
2. The map
H(G,K, ψ) −→ ⊕σ∈J Mmσ ,mσ(C)
f 7−→ Ff
is an isomorphism of algebras.
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3. Set
φσ =
mσ∑
i=1
φσi,i
and suppose that ϕσ is the irreducible character of H(G,K, ψ) corresponding to
Mmσ ,mσ(C). Then
ϕσ(f) = χσ(f) =
∑
g∈G
f(g)φσ(g), (5.34)
for all f ∈ H(G,K, ψ). Moreover, the φσ’s satisfy the following orthogonality rela-
tions:
〈φσ, φρ〉 = δσ,ρ |G|mσ
dσ
. (5.35)
Proof. (1) It follows from Lemma 5.6 and the usual orthogonality relations for matrix
coefficients in (2.8).
(2) The usual convolution properties of the matrix coefficients (2.9) yields
φσi,j ∗ φρh,ℓ =
|G|
dσ
δσ,ρδj,hφ
σ
i,ℓ
and this, combined with the Fourier inversion formula, implies that the Fourier transform
is an isomorphism.
(3) For all f ∈ H(G,K, ψ) and σ ∈ J , we have
ϕσ(f) =
mσ∑
i=1
[Ff(σ)]i,i =
mσ∑
i=1
〈f, φσi,i〉 =
∑
g∈G
f(g)φσ(g)
=
mσ∑
i=1
∑
g∈G
f(g)uσi,i(g) = χ
σ(f),
where the last equality follows from the fact that 〈f, uσi,i〉 = 0 if i > mσ. The proof of
(5.35) is obvious.
Remark 5.8. If φ ∈ L(G) the convolution operator Tφ : L(G) → L(G) associated with
φ is defined by setting Tφf = f ∗ ψ for all f ∈ L(G). Since Tφ1∗φ2 = Tφ2Tφ1 , the map
φ 7→ Tφ is an antiisomorphism between L(G) and HomG(L(G), L(G)), see Exercise 4.2.2.
in [4]. It folllows that the map Uσi,j 7→ U˜σi,j in Theorem 5.5 yields the antiisomorphism
Uσi,j 7→ φσj,i between HomG(IndGKV, IndGKV ) and H(G,K, ψ) (see also [9, 10, 27]). Actually,
these algebras are isomorphic, because they are both isomorphic to
⊕
σ∈J Mmσ ,mσ(C).
Moreover, all other results in Theorem 4.3 may be translated in the present setting. For
instance, if we define T˜σ,i : Wσ → L(G) by setting
(T˜σ,iw)(g) =
√
dσ
|G|〈w, σ(g)w
σ
i 〉
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for all w ∈ W , g ∈ G, then it is easy to check that TvTσ,i = T˜σ,i and Tv[IndGKV ] =⊕
σ∈J
⊕mσ
i=1 T˜σ,iWσ is an isometric orthogonal decomposition. Moreover, U˜
σ
i,j intertwines
T˜σ,jWσ with T˜σ,iWσ and U˜
σ
i,i is the orthogonal projection onto T˜σ,iWσ.
We now prove some formulas that relate χσ, ϕσ and φσ (see also (5.34)). We recall that
δg is the Dirac function centered at g, that is δg(g0) =
{
1 if g = g0
0 otherwise.
Theorem 5.9. We have:
χσ(g) =
dσ
|G|mσ
∑
h∈G
φσ(h−1gh) (5.36)
and
φσ(g) = ϕσ(ψ ∗ δg ∗ ψ) (5.37)
for all σ ∈ J and g ∈ G.
Proof. The proof of (5.36) is easy: it follows from (2.10), taking into account that φσ is
the sum of the conjugate of mσ diagonal matrix coefficients.
We now turn to the proof of (5.37). Starting from (5.34) we get:
ϕσ(ψ ∗ δg ∗ ψ) =
∑
g1∈G
(ψ ∗ δg ∗ ψ)(g1)φσ(g1)
=
∑
g1∈G:
g1k
−1
2
g−1∈K
∑
k2∈K
[
ψ(g1k
−1
2 g
−1)ψ(k2)
]
φσ(g1)
( setting k1 = g1k
−1
2 g
−1) =
∑
k1,k2∈K
ψ(k1)ψ(k2)φσ(k1gk2)
(by Lemma 5.6) = φσ(g).
Remark 5.10. In [9] (see also [10]) it is proved a formula that expresses χσ in terms of
ϕσ. In our notation it reads:
χσ(g) =
|G|
|C(g)|ϕ
σ(ψ ∗ 1C(g) ∗ ψ)
[∑
h∈G
ϕσ(ψ ∗ δh−1 ∗ ψ) · ϕσ(ψ ∗ δh ∗ ψ)
]−1
(5.38)
where C(g) denotes the conjugacy class of g ∈ G and 1C(g) its characteristic function. In
the research-expository paper [27] it is showed, among other things, how to obtain these
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results using the techniques in [9] and [10]. We now want to deduce (5.38) from the results
proved in the present paper. First note that by (5.37)∑
h∈G
ϕσ(ψ ∗ δh ∗ ψ)ϕσ(ψ ∗ δh−1 ∗ ψ) =
∑
h∈G
φσ(h)φσ(h−1)
=
∑
h∈G
|φσ(h)|2
(by (2.8)) =
mσ|G|
dσ
.
(5.39)
Moreover, starting from the equality 1C(g) =
|C(g)|
|G|
∑
h∈G δh−1gh we get
ϕσ(ψ ∗ 1C(g) ∗ ψ) = |C(g)||G|
∑
h∈G
ϕσ(ψ ∗ δh−1gh ∗ ψ)
(by (5.37)) =
|C(g)|
|G|
∑
h∈G
φσ(h−1gh)
(by (5.36)) =
|C(g)|mσ
dσ
χσ(g).
(5.40)
Then (5.38) follows from (5.39) and (5.40).
The spherical functions of a finite Gelfand pair satisfy the following functional identity
1
|K|
∑
k∈K
φ(gkh) = φ(g)φ(h)
for all g, h ∈ G (see Theorem 4.5.3 in [4] and [15, 16, 17, 30]). We give an analogous
identity for the matrix coefficients φσi,j.
Proposition 5.11. For σ ∈ J , i, j = 1, 2, . . . , mσ and g, h ∈ G, we have∑
k∈K
φσi,j(gkh)ψ(k) =
mσ∑
ℓ=1
φσi,ℓ(g)φ
σ
ℓ,j(h).
Proof. ∑
k∈K
φσi,j(gkh)ψ(k) =
∑
k∈K
〈wσi , σ(gkh)wσj 〉ψ(k)
=
dσ∑
ℓ=1
〈σ(g−1)wσi , wσℓ 〉
∑
k∈K
uσℓ,j(kh)ψ(k)
(by (5.33)) =
mσ∑
ℓ=1
φσi,ℓ(g)φ
σ
ℓ,j(h).
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Remark 5.12. If the K-representation (θ, V ) is one dimensional, it can be identified with
its character χ : K → {z ∈ C : |z| = 1} which satisfies the identity χ(k1k2) = χ(k1)χ(k2),
for all k1, k2 ∈ K. It follows that
H(G,K, ψ) = {f ∈ L(G) : f(k1gk2) = χ(k1)χ(k2)f(g), ∀k1, k2 ∈ K, g ∈ G}.
See [27] for the easy details. If G =
∐
s∈S KsK is the decomposition of G into double
K-cosets, then a function f ∈ H(G,K, ψ) is determined by its values on S. In particular,
the orthogonality relations for φσi,j and φ
σ take the form:
∑
s∈S
|KsK|φσi,j(s)φρℓ,r(s) =
|G|
dσ
δσ,ρδi,ℓδj,r
and ∑
s∈S
|KsK|φσ(s)φρ(s) = mσ|G|
dσ
δσ,ρ.
¿From the last formula, it is just an easy exercise to deduce the orthogonality relations
in 2, Theorem 4.24 in [27], originally proved by Curtis and Fossum (see Theorem 2.4 in
[9] or (ii), Theorem 11.32 in [10]).
6 Gelfand-Tsetlin bases
We now extend to our setting the classical theory of Gelfand-Tsetlin bases (cf. [8, 22, 25]),
that yields a natural choice for the orthonormal basis in Corollary 3.4. We continue to
use the notation of the previous sections (in particular Sections 3 and 4). First we prove
a preliminary result that examines the correspondence L 7→ (L∗)∨ in relation to the
induction in stages. Let H be a subgroup of G containing K (i.e. K ≤ H ≤ G) and
denote by (ρ, U) an irreducible H-representation. If L1 ∈ HomK(V,ResHKU) and L2 ∈
HomH(U,Res
G
HW ) then L2L1 ∈ HomK(V,ResGKW ). Since (L∗1)∨ ∈ HomH(U, IndHKV ), we
can consider (L∗1)
∨U as a subspace of IndHKV . Therefore, Ind
G
H [(L
∗
1)
∨U ] is a subspace of
IndGH [Ind
H
KV ]
∼= IndGKV. (6.41)
We recall the construction of this isomorphism, which is the transitive property of the
induction (cf. [5, 8]). The Left Hand Side may be seen as the set of all F : G×H → V
such that F (gh, h0k) = θ(k
−1)F (g, hh0), for all g ∈ G, h, h0 ∈ H and k ∈ K. Being the
Right Hand Side as in (2.11), we have that the isomorphism in (6.41) is given by the map
F 7→ f (6.42)
where f(g) = F (g, 1G) for all g ∈ G (note that F is uniquely determined by f , because
F (g, h) = f(gh) for all g ∈ G and h ∈ H).
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Theorem 6.1. Under the isomorphism (6.42), we have
[(L2L1)
∗]∨W ≤ IndGH [(L∗1)∨U ] .
Proof. The space IndGH [(L
∗
1)
∨U ] is made up of all functions F ∈ IndGH [IndHKV ] such that,
for every fixed g ∈ G, the function h 7→ F (g, h) belongs to (L∗1)∨U , i.e. there exists ug ∈ U
such that
F (g, h) = [(L∗1)
∨ug] (h). (6.43)
For w ∈ W , g ∈ G we have:{
[(L2L1)
∗]∨ w
}
(g) =
1√|G/K|L∗1L∗2σ(g−1)w
and therefore {
[(L2L1)
∗]∨ w
}
(gh) =
1√|G/K|L∗1L∗2σ(h−1)σ(g−1)w
(L2 ∈ HomH(U,ResGHW )) =
1√|G/K|L∗1ρ(h−1)[L∗2σ(g−1)w]
=
√|H/K|√|G/K| {(L∗1)∨[L∗2σ(g−1)w]} (h)
= {(L∗1)∨[(L∗2)∨w](g)} (h).
This means that, with respect to (6.42), the function f = (L2L1)
∗∨w ∈ IndGKV corresponds
to an F (g, h) of the form (6.43), with ug = [(L
∗
2)
∨w](g). Therefore, f ∈ IndGH [(L∗1)∨U ].
Suppose now that there exists a chain of subgroups of G of the form
K = H1 ≤ H2 ≤ · · · ≤ Hm−1 ≤ Hm = G. (6.44)
Define recursevely Jℓ ⊆ Ĥℓ, 1 ≤ ℓ ≤ m, by setting J1 = {θ} and Jℓ+1 equal to the set of
all η ∈ Ĥℓ+1 such that η is contained in IndHℓ+1Hℓ ρ, for some ρ ∈ Jℓ, ℓ = 1, 2, . . . , m−1. We
say that the chain (6.44) satisfies the Gelfand-Tsetlin condition if for all 1 ≤ ℓ ≤ m − 1,
ρ ∈ Jℓ and η ∈ Jℓ+1 the multiplicity of η ∈ IndHℓ+1Hℓ ρ (equivalently, the multiplicity of
ρ in Res
Hℓ+1
Hℓ
η) is at most 1; we write η → ρ when the multiplicity is equal to 1. If the
Gelfand-Tsetlin condition is satisfied, the associated Bratteli diagram is the finite oriented
graph whose vertex set is
∐m
ℓ=1 Jℓ and the edge set is formed by the pairs (η, ρ) such that
η → ρ. A path in the Bratteli diagram is a sequence C : ρm → ρm−1 → · · · → ρ2 → ρ1,
where ρ1 = θ and ρm ∈ J . For every σ ∈ J , we denote by P(σ) the set of all paths
C : ρm → ρm−1 → · · · → ρ2 → ρ1 such that ρm = σ. Fix now σ ∈ J and denote by W its
representing space. We define recursively a chain of subspaces
Wm ≥Wm−1 ≥ · · · ≥W2 ≥W1
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as follows. We set Wm = W and for ℓ = m− 1, m− 2, . . . , 1, we denote by Wℓ the unique
subspace of Res
Hℓ+1
Hℓ
Wℓ+1 isomorphic to the representation space of ρℓ. This way, W1 ∼ V
as a K-representation; we set VC = W1. If C˜ : ρ˜m → ρ˜m−1 → · · · → ρ˜2 → ρ˜1 is a different
path in P(σ), then there exists 2 ≤ ℓ ≤ m such that ρi ∼ ρ˜i for i = m,m − 1, . . . , ℓ
and ρℓ−1 6∼ ρ˜ℓ−1. Therefore, if W˜m ≥ W˜m−1 ≥ · · · ≥ W˜2 ≥ W˜1 is the chain of subspaces
associated with C˜ then Wi = W˜i, i = m,m− 1, . . . , ℓ, but Wℓ−1 and W˜ℓ−1 are orthogonal,
because they afford inequivalent representations. This implies that also VC and VC˜ are
orthogonal. Finally, by induction on m, it is easy to prove that⊕
C∈P(σ)
VC (6.45)
is an orthogonal decomposition of the θ-isotypic component of ResGKW . Let Lσ,C ∈
HomK(V,Res
G
KW ) be an isometry with Lσ,CV = VC . The operator Lσ,C : V → W is
defined up to a complex constant of modulus 1 (the phase factor) and, by Lemma 2.1 the
set
{Lσ,C : C ∈ P(σ)} (6.46)
is an orthonormal basis for HomK(V,Res
G
KW ).
Similarly, with each C ∈ P(σ), C : ρm → ρm−1 → · · · , ρ2 → ρ1, we can associate
the following sequence of spaces: Z1 = V , and recursively, Zℓ+1 is the unique subspace
of Ind
Hℓ+1
Hℓ
Zℓ, that affords ρℓ+1; finally, we set WC = Zm. Clearly, WC is a subspace of
IndGKV and ⊕
C∈P(σ)
WC (6.47)
is an orthogonal decomposition of the σ-isotypic component of IndGKV . Indeed, we have
IndGKV = Ind
Hm
Hm−1
Ind
Hm−1
Hm−2
· · · IndH2H1V
and at each stage the induction is multiplicity free.
We now show that the decomposition (6.45) and (6.47) are closely related as in Corollary
3.5.
Theorem 6.2. The orthonormal basis{√
dσ
dθ
(L∗σ,C)
∨ : C ∈ P(σ)
}
of HomG(W, Ind
G
KV ) gives rise precisely to the isometric orthogonal decomposition (6.47),
that is
WC =
√
dσ
dθ
(L∗σ,C)
∨W
for every C ∈ P(σ).
Proof. It follows from Corollary 3.5 and a repeated application of Theorem 6.1, by induc-
tion on m.
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