In this paper (Part I) and its sequels (Part II and Part III), we analyze the structure of the space of solutions to the ǫ-Dirichlet problem for the Yang-Mills equations on the 4-dimensional disk, for small values of the coupling constant ǫ. These are in one-to-one correspondence with solutions to the Dirichlet problem for the Yang Mills equations, for small boundary data ǫA 0 . We prove the existence of multiple solutions, and, in particular, non minimal ones, and establish a Morse Theory for this non-compact variational problem. In part I, we describe the problem, state the main theorems and do the first part of the proof. This consists in transforming the problem into a finite dimensional problem, by seeking solutions that are approximated by the connected sum of a minimal solution with an instanton, plus a correction term due to the boundary. An auxiliary equation is introduced that allows us to solve the problem orthogonally to the tangent space to the space of approximate solutions. In Part II, the finite dimensional problem is solved via the Ljusternik-Schirelman theory, and the existence proofs are completed. In Part III, we prove that the space of gauge equivalence classes of Sobolev connections with prescribed boundary value is a smooth manifold, as well as some technical lemmas essential to the proofs of Part I. The methods employed still work when B 4 is replaced by a general compact manifold with boundary, and SU (2) is replaced by any compact Lie group.
Introduction and statement of the main results
A solution to the Yang Mills equations is a critical point for the Yang Mills functional defined on the space of connections. These equations are particularly interesting in 4 dimensions, since in this case, the Yang Mills equations are not only invariant under the infinite dimensional automorphism group of the bundle, namely, the gauge group, but are also invariant under the group of conformal transformations over the base manifold. Since the latter is non-compact, the associated variational problem is non-compact (i.e., it never satisfies the Palais-Smale condition) even when quotiented out by the automorphism group of the bundle. Finding critical points and establishing a Morse theory for such non-compact variational problems is one of the most challenging problems in nonlinear functional analysis. See [2] , [4] , [21] and references therein for an interesting list of non-compact variational problems and their applications. For the existence of solutions to the Yang Mills equations on closed manifolds, not necessarily action-minimizing, see [3] , [16] , [18] , [19] , [20] , [22] , [23] , [24] , [25] .
We establish a relation between the small coupling limit problem and the problem of existence of multiple critical points for the Yang Mills functional with small Dirichlet boundary conditions on a compact 4-dimensional manifold with boundary. We thoroughly analyze the simplest case, namely, the SU (2)-Yang Mills problem on the 4-dimensional disk. Our approach is based on a perturbation method as developed by the first author in [9] , [10] , [11] for the H-surface equations.
See also [1] and references therein for applications of perturbation methods to popular noncompact variational problems, and, in particular, to Yamabe-like equations.
In order to describe the problem, we need to establish first some basic notation. We denote by , where ǫ is understood as the coupling constant that appears in much of the physics literature (cf., for example, [17] , or Ch. 15 of [26] ).
Let now A 0 be a smooth connection on an SU (2) ǫ -principal bundle over ∂B 4 . Since such bundles are trivial, A 0 lives on the trivial bundle, that is A 0 ∈ C ∞ (T * ∂B 4 ⊗ su(2) ǫ ). For A ∈ L 2 1 (T * B 4 ⊗ su ǫ (2)), the SU (2) ǫ -Yang Mills functional is given by
where F A ǫ = dA + (2)). This is a canonical identification between su(2) ǫ -valued 1-forms and su(2)-valued 1-forms. A different identification is given by φ ǫ . We will use the former identification throughout this paper, unless we explicitly write otherwise.
By the direct method of the calculus of variations, Marini [15] obtained the first solution to (D ǫ ), that is, an absolute Yang Mills action minimizing solution, which we shall call small solution and will denote by A ǫ . (Note that the small solution is, in general, not unique, so we choose one of these solutions for each ǫ > 0). Moreover, it is known (cf. [12] ) that the respect to A ǫ , where A ǫ is a fixed absolute minimizer). In [12] , the problem of finding a minimum in each component A k (A 0 ) is thoroughly solved, yielding many so-called large solutions. In particular, it is proved that, for non-flat boundary values A 0 , there exists a minimum at least in one of the components A ±1 (A 0 ). Since all the solutions known to the Dirichlet problem for Yang Mills are minima (minimizers for the action restricted to the connected components
is left open for investigation the interesting problem whether there exist non-minimal solutions and, in general, whether the solution found in [12] is unique in each component. (Notice that the results in [15, 12] cited above, proven for the su(2)-Yang Mills functional, that is for the standard Dirichlet problem (D 1 ) (ǫ = 1), automatically extend to YM ǫ (A)). This problem can also be related to the quantization of Yang Mills theory.
Since the uniqueness result for flat boundary values has been established in [8] , we henceforth assume that A 0 is non-flat, and investigate the existence of non-minimal solutions and, more in general, seek non-uniqueness results in A +1 (A 0 ), (or, by the same arguments, in A −1 (A 0 )), since we know that an absolute minimum exists in at least one of these components. By our method, we find multiple solutions and non-minimal ones, as stated in Theorems 1-3, in A +1 (A 0 ) for small values of the coupling constant ǫ > 0 1 . It is important to point out that, by the argumentation in §2.2, the isomorphism φ ǫ establishes a correspondence between solutions to D ǫ and solutions to (D 1 ) (the standard Dirichlet problem) with boundary value ǫA 0 .
In order to state our main theorems, we need to introduce further notation used throughout this paper. We denote by H the algebra of quaternions, i.e., H is the associative algebra over R generated by i, j, k, which satisfy i 2 = j 2 = k 2 = −1, ij = −ji = k, jk = −kj = i and ki = −ik = j. Thus, x ∈ H is written as x = x 0 + x 1 i + x 2 j + x 3 k, x i ∈ R (1 ≤ i ≤ 4). The real and the imaginary components of x are Re x := x 0 and Im x := x 1 i+x 2 j +x 3 k, respectively. The inner product of x, y ∈ H is (x, y) := Re (xy), where y = y 0 − y 1 i − y 2 j − y 3 k. The Lie algebra, Im H, of imaginary quaternions, with Lie bracket [x, y] := xy − yx, is isomorphic to su (2) , and the Lie group Sp(1) of unit quaternions is isomorphic to SU (2). An isomorphism between Im H and su(2) is given explicitly by Im H ∋ x 1 i + x 2 j + x 3 k → x 1 i x 2 + x 3 i −x 2 + x 3 i −x 1 i ∈ su(2). We endow su(2) with the inner product (X, Y ) = −Tr(XY ), which translates in terms of quaternions into (X, Y ) = 2(x, y), where X, Y ∈ su(2) correspond to x, y ∈ Im H via the above isomorphism.
The pointwise inner product on su(2)-valued forms on B 4 is defined via the inner product on su(2) and the standard metric on B 4 . In the following, for any Im H-valued q-form ω, we denote by ω 1 , ω 2 , ω 3 its real-valued components, i.e., ω = ω 1 i + ω 2 j + ω 3 k, where the q-forms ω 1 , ω 2 , ω 3 are real-valued. For p ∈ B 4 , we define h p as the Im H-valued 1-form which is the unique solution
Here, all the components of h p (not only the tangential ones) are prescribed at the boundary, so the one-form h p is harmonic component-wise, with assigned Dirichlet boundary data. This one-form, as well as the function F (p) and the matrix M (A 0 , p) defined below play a crucial role in this paper. We define the function
and, for a given boundary value A 0 , and p ∈ B 4 , we define the 3 × 3-matrix
where A 0 is a solution to
and, for a given 2-form ω, we denote by ω − the anti-self dual component of ω (that is ω − := (ω − * ω)/2).
Remark 1.1 Note that dA 0 is uniquely determined by (the gauge equivalence class of ) A 0 , since it satisfies the system of equations
which has a unique solution by relative Hodge theory. Thus the matrix above is a well defined matrix-valued function of A 0 and p.
We denote by 
Theorem 1 Let us define the function
, p ∈ B 4 , and assume that p 0 ∈ B 4 satisfies either of the following hypotheses (1),(2):
Then, there exists ǫ 0 > 0 and a family of connections {A ǫ } indexed by ǫ ∈ (0, ǫ 0 ] with the following properties: be restated in similar fashion in terms of the A(ǫ).
In Lemma 2.1 (1) of [13] we show that F (p) > 0 in B 4 . Also, one of the basic properties of F (p),
of [13] ), implies that the maximum of G ± 1 is always attained at some point in B 4 (provided that G ± 1 = 0). Notice that the solution obtained in [12] corresponds to the global maximum of G ± 1 .
(Here, we point out that a different sign convention is used in [12] : in the main theorem of [12] , "self dual" should be replaced by "anti-self dual" and viceversa, and the glued connection in that proof is in A −1 (A 0 ) (not in A +1 (A 0 )), accordingly to our current convention).
Theorem 2 Let us define the functions
Assume that p 0 ∈ B 4 satisfies one of the following conditions (1)
Then, there exists ǫ 0 > 0 and a family of connections {A ǫ } indexed by ǫ ∈ (0, ǫ 0 ] with the following properties: The next theorem holds without assuming such non-degeneracy.
Theorem 3
Assume that there exists p 0 ∈ B 4 such that one of the following holds:
then, for all sufficiently small ǫ > 0, there exist at least two distinct solutions to D ǫ in A +1 (A 0 ).
Furthermore, the following alternative holds: there exists at least one non-minimizing solution, or there exist infinitely many minimizing solutions. In the hypotheses (2) , if in addition
, then there exist at least three distinct solutions, of which at least two non-minimizing, or there exist infinitely many minimizing solutions to D ǫ in A +1 (A 0 ).
Let us point out to the reader's attention some important results obtained in [13] , regarding the hypotheses of Theorems 1-3. Precisely, we construct a family of boundary values yielding matrices M (A 0 , p 0 ) which realize each of the cases in Theorem 3 for any given point p 0 ∈ B 4 (cf. Proposition 8.1 in [13] ). We also show that for any boundary value A 0 , there exists an arbitrarily small perturbationÃ 0 of A 0 such that det M (Ã 0 , p 0 ) = 0 and
In §2 of the present paper, we describe the asymptotic profile of small and large solutions as ǫ → 0, thus giving a heuristic explanation of our method. In §3.1 we construct the spaces of approximate solutions and introduce the technical notation used in the estimates that follow.
In §3.2 we obtain the asymptotic expansion of the su(2) ǫ -Yang Mills functional evaluated on the approximate solutions, and in §3.3 − §3.4 we estimate the Hessian and the remainder. In §3.5
we introduce and estimate the modified Hessian. In §3.6 we define the auxiliary equation and solve it.
2 Asymptotic profile of small and large solutions as ǫ → 0
In this section, we analyze the asymptotic behavior as ǫ → 0 of the family {A ǫ } of small solutions to the Dirichlet problems D ǫ defined in §1 (i.e. absolute minimizers for the SU (2) ǫ -Yang Mills functionals). This is a crucial ingredient in the proofs of Theorems 1-3. We also describe the asymptotic profile as ǫ → 0 of the family of large solutions {A ǫ } ⊂ A +1 (A 0 ) (or A −1 (A 0 )) obtained in [12] , in order to give a heuristic argumentation that motivates the procedure we employ to construct approximate solutions to D ǫ .
Asymptotic profile of small solutions
Let D 0 be the Dirichlet problem defined in §1. The following Proposition holds for the family of {A ǫ }, small solutions to D ǫ .
Proposition 2.1 There exists a solution
in a suitable gauge. More precisely, for any k ≥ 1 there exists
Proof. We define 1-forms ω ǫ := A ǫ −A 0 . These satisfy the following boundary value problems:
One needs the following lemma.
is the Sobolev space of functions with L p -integrable partial derivatives up to order k (in the sense of distributions).
Proof. We denote by YM ǫ (A) the Yang Mills functional on su(2) ǫ -connections A, i.e., explicitly, in local coordinates:
We first show that YM ǫ (A ǫ ) is uniformly bounded for ǫ sufficiently small. In fact,
for ǫ sufficiently small, where m 0 := YM 0 (A 0 ). Now, let us recall that the absolute Yang Mills minimizer for the Dirichlet problem found in [15] is in the good gauge, i.e., it satisfies d * A = 0 on B 4 and the boundary condition d * τ A τ = 0 at ∂B 4 , where τ represents tangential directions. These conditions yield the estimate
for ǫ ≥ 0, and 2 ≤ p < 4, with a constant h depending only on dimension (not on ǫ). For ǫ = 0, (2.3) . This estimates also holds on local charts U of type one and type two (boundary and interior neighborhoods, respectively, cf. [15] ). This
Let us now consider covers C j of charts U of radius ρ j , with ρ j → 0 as j → ∞, satisfying the following conditions:
(1) there exists k, independent of j, such that any k + 1 charts have empty intersection (in particular each cover C j is finite);
, for every U ∈ C j . This can be achieved using the compactness of B 4 and using charts of type one and type two.
Then, by (2.9),
with h, k independent of ǫ. This, together with (2.7) yields (2.2) with C = 2hk and B 0 = 2Cm 0 .
For ǫ > 0 and general p ∈ [2, 4), (2.8) yields
4−p . Thus, applying (2.2), there exists ǫ 0 > 0 such that (2.3) holds in the "good gauge", for some constant C depending only on dimension, for 2 ≤ p < 4 and for 0 ≤ ǫ ≤ ǫ 0 .
In the same gauge, for ω ǫ := A ǫ − A 0 , one also obtains
Then, system (2.1) and integration by parts yield
(2.12)
Sobolev embeddings and Hölder inequalities give
Thus, This completes the proof of the lemma.
To prove the proposition, we cover B 4 with coordinate patches U 1 := {x ∈ B 4 ; |x| 2 < δ} of "type one", in the interior, and U 2 := {(x ′ , x 4 ) : x ′ ∈ ∂B 4 ; x 4 ≥ 0; |x| 2 < δ} of "type two"
near the boundary. Here, the functions x 4 → (x ′ , x 4 ) describe unit speed geodesics orthogonal to ∂B 4 . This way, the metric g ij satisfies g i4 (x ′ , 0) = 0 and g 44 = 1 in a neighborhood of the boundary. Doubling B 4 via reflection across the boundary, yields a Lipschitz-bounded metric on the resulting manifold. We lift this action trivially to the bundle. We show that ω ǫ C k (U 2 ) ≤ C k ǫ holds for small ǫ > 0, in a suitable gauge, all the way up to ∂B 4 , on neighborhoods of type two.
(We omit the proof for neighborhoods of type one).
Locally, on U 2 , system (2.1) and the good gauge theorem for boundary neighborhoods (cf. 14) where τ denotes tangential components and * F is the flat Hodge operator. 15) where E = * F d( * − * F )d contains only first order derivatives of the metric and can be made small
This becomes
} is of lower order, and
} is uniformly bounded in L 2 for small ǫ by the previous lemma.
Following the procedure in [15] , we reflect U 2 across the boundary {x 4 = 0} and work on the doubled neighborhoodŨ , after doubling all the operators above via the formula r * Λ =Λr * .
(here U ± = {x 4 > 0(< 0)}), for all 1-forms ω. An easy computation shows that the double∆ F is ∆ F onŨ .
Moreover,Ẽ and ǫR ǫ are small operators from (2)) with respect to the L p 1 -norm, see also §3.3. We take care of the boundary conditions on ∂Ũ by introducing a smooth appropriate cut-off function φ. System (2.15) then becomes It is well known that the system
Let S be the solution operator (bounded). Applying S to (2.16) one obtains
is small, we can invert I + S(E + ǫR ǫ ) and obtain
Thus
, on a smaller neighborhood U 2 , all the way up to the boundary {x 4 = 0}. Iterating the procedure above, recalling that A ǫ = A 0 + ω ǫ and estimate (2.4), one obtains a system similar to (2.16), but simpler (this time there is no need for the operator R ǫ ), with the right hand side uniformly bounded in L p for any p < 4, yielding finally
for some q > 4, on a smaller neighborhood U 2 , all the way up to and including the boundary {x 4 = 0}. To show the analogous result for ∇ω ǫ , we take first tangential derivatives in (2.15) and proceed with the doubling procedure above (using that ∂ j ω ǫ = 0 at {x 4 = 0}, for j = 1, 2, 3, thus the one forms ∂ j ω are continuous). For normal components ∂ 4 ω ǫ , one uses the relations between tangential and normal derivatives given by the good gauge and the field equations. Iterating this procedure, after some calculation, one obtains
Asymptotic profile of large solutions
Here we give a heuristic argumentation to motivate our approach to the existence of new solutions to D ǫ . We start by observing that the Lie algebra isomorphism φ ǫ (and the Lie the trivial boundary value. It is known (cf. [8] ) that this only admits flat solutions, therefore A(ǫ) cannot converge strongly since A(ǫ) ∈ A ±1 (ǫA 0 ) for ǫ > 0. Indeed, following the proof in [12] , one may argue that B 4 |F A(ǫ) | 2 dx → 8π 2 as ǫ → 0, and |F A(ǫ) | 2 dx → 8π 2 δ p dx as a Radon measure for some p ∈ B 4 . It follows that, in a suitable gauge, one has asymptotically
, where # denotes the connected sum. In terms of A ǫ , one
Remark 2.1 The argumentation above would require a little extra work to be made rigorous. In fact, the spaces A ±1 (A 0 ) do depend on A ǫ , thus on ǫ. However, in this paper we construct solutions to (D ǫ ) for 'fixed' small positive ǫ and we are not concerned with this issue, nor with the issue of constructing paths of solutions parameterized by ǫ.
Reduction to a finite dimensional problem
In this section we construct approximate solutions to (D ǫ ) (for small ǫ) via a gluing technique, and study the asymptotic expansion of the SU (2) ǫ -Yang Mills functional, its gradient and its
Hessian. The approximate solutions depend on a finite-dimensional parameter (cf. §3.1). The space tangent to the space of approximate solutions is a good approximation for the kernel of the Hessian, thus it constitutes the obstruction to the direct application of the implicit function theorem. We follow the standard procedure for this type of problems, consisting of first solving the Yang Mills equation orthogonally to the kernel of the Hessian by means of the auxiliary equation introduced (and solved) in §3.6. Thus, the problem is transformed into a finite dimensional problem (cf. in particular Lemma 3.9 and Proposition 3.2).
We focus on solutions that create a 1-bubble in the limit as ǫ → 0.
The space of approximate solutions and introduction of the notation
Motivated by the discussion in §2.2, we seek approximate solutions to
) is small and satisfies a = 0 on ∂B 4 . (The bundle P (p, g, λ) will be defined soon). In this section, we introduce all the technical notation used to prove Theorems 1-3.
We start by describing the main part of the solution A ǫ # 1 ǫ (1-bubble). For λ > 0, p ∈ R 4 , the 1-instanton solution I λ,p with center at p and scale λ to the Yang Mills equation on R 4 is defined by
,
and the transition map is g 12,p (x) = (2)), the components of which solve the Dirichlet problems
and set P I 2 λ,p := I 2 λ,p − h λ,p , the projection of (2)) : a = 0 on ∂B 4 }. We also define a cut-off function β(x) = β(|x|) ∈ C ∞ 0 (R 4 ), such that β = 1 for |x| ≤ 1, β(x) = 0 for |x| ≥ 2 and 0 ≤ β(x) ≤ 1, and, for λ > 0, p ∈ R 4 , we define β λ,p (x) := β(λ −1 (x−p)).
For d 0 and λ 0 small fixed numbers satisfying 0 < 2λ 0 < d 0 < 1, we consider the set of
obtained by gluing the 1-instanton to A ǫ . These connections live on the bundles P (q), defined by the data
Notice that the relative 2nd Chern number of P (q) with respect to A ǫ is 1, thus A(q) ∈ A +1 (A 0 ).
We observe that the effective parameter space is
, therefore from now on we quotient out with respect to this action and redefine q :
We also observe that the bundles P (q), for q ∈ P(d 0 , λ 0 ) are all isomorphic, so we fix q 0 :=
and apply the convention that everything is pulled back to
We define the map Gl :
, and the space
as the space of approximate solutions to D ǫ in A +1 (A 0 ).
Let G(q) := Aut P (q) be the space of smooth gauge transformations of P (q), that is, the automorphism group of P (q), and (2)) and q ∈ P(d 0 , λ 0 ), we define the following spaces of connections:
where ι * A ∼ A 0 on ∂B 4 means that ι * A is gauge equivalent to A 0 over ∂B 4 , via a gauge transformation which extends smoothly to B 4 ;
where this time ι * A ∼ A on ∂B 4 means that ι * A is gauge equivalent to A 0 over ∂B 4 , via an L p k+1−1/p -gauge transformation on P (q)| ∂B 4 which admits an L p k+1 extension to B 4 . We henceforth assume that (k + 1)p ≥ 4.
The spaces A(A 0 ; q) and A p k (A 0 ; q) have connected components labeled by the integers Z (cf. [12] ):
is the relative 2nd Chern class of A with respect to A ǫ .
Since the groups
, preserving these connected components, we consider the quotient spaces 
, respectively, and the corresponding quotients B * (A 0 ; q), B * ,p k (A 0 ; q), are proved to be differentiable manifolds provided that (k + 1)p > 4 (cf. §1.1 in [14] ).
As remarked previously, the bundles P (q) are all isomorphic to P (q 0 ) for any fixed q 0 ∈ P(d 0 , λ 0 ), thus, from now on, we may omit the indication of q 0 (or q) from our notation and
k+1 , B * (A 0 ) and B * ,p k (A 0 ) for the corresponding objects.
Asymptotic expansion of YM ǫ (A(q))
In this and in the next sections, we show that the connections A(q) introduced in §3.1 are indeed good approximate solutions to the Dirichlet problem D ǫ . For this, we need to consider the following parameter space, a subset of
Here and throughout the rest of the paper we assume that 0
In the following, we choose ξ 1 , ξ 2 , ξ 3 , where
as basis for the Lie algebra so(3). Right translation by g yields a basis for
The following proposition holds for the functional
where the second equality above comes from the Lie algebra isomorphism su(2) ǫ ≃ su(2).
Proposition 3.1 In the hypotheses above, for q ∈ P(d 0 , λ 0 ; D 1 , D 2 ; ǫ), the functional J ǫ (q) has the following asymptotic expansion:
where
Moreover, for F ǫ defined by
where J ′ ǫ (q) and F ′ ǫ (q) are the derivatives of J ǫ and F ǫ with respect to the variable q, and
In order to prove the proposition above, we need an estimate for the one-form h λ,p defined in §3.1. We recall that h λ,p and h p are harmonic componentwise on B 4 , h λ,p = Im
at ∂B 4 , and h p = Im x−p dx |x−p| 4 at ∂B 4 . We have the following:
Proof: For x ∈ ∂B 4 , we have
Let us define
It is easy to see that there exists a constant C depending only on k and
, and λ ∈ (0, 1).
Let ϕ be a smooth cut-off function such that ϕ(x) = 0 in
and |∇ϕ(x)| ≤ 8d
0 . Then there exists another constant C depending only on k and d 0 such that
and λ ∈ (0, 1). Since h λ,p − λ 2 h p is a harmonic function on B 4 with the same boundary value as ϕ(x)r λ,p (x) at ∂B 4 , the assertion of the lemma follows from (3.12) and elliptic estimates (c.f. [7] ).
Proof of Proposition 3.1: Throughout these estimates, the expression Q(q) f (ǫ) for a quantity Q(q) depending on q ∈ P(d 0 , λ 0 ; D 1 , D 2 ; ǫ) and a function f (ǫ) means that there exists
and small positive ǫ. We write Q(q) ≃ f (ǫ) if the inequality holds both ways.
We first prove the asymptotic expansion (3.8) . Due to the definition of A(q), we decompose the domain B 4 into four subdomains:
We now estimate all terms E 2 -E 6 in (3.13).
• Estimate of E 2 :
On any domain D ⊂ B \ {p} one has
Thus, for any D ⊂ B \ {p}, one has
• Estimates of E 3 − E 5 :
, and by Lemma 3.1,
• Estimate of E 6 :
And, adding up
Quite analogously, we obtain the following estimate:
Summing (3.16) to (3.15), and using * F I 2
, finally yields
(3.18)
• Estimates of E 1 -E 6 :
Since
, we find
The estimate of E 2 is already done (cf. (3.14) with D = B 2λ (p) \ B λ/2 (p)).
By Lemma 3.1 and Proposition 2.1,
Adding up E 1 + · · · + E 6 , we obtain
With the same calculation, one obtains the analogous formula for trace. Adding up the two and using self duality (as done earlier to obtain (3.17)), finally yields
(3.20)
(3.21)
• Estimates of F 1 -F 6 :
The term F 1 has already been estimated in (3.14)
Moreover,
Adding up
The analogous formula for trace added to the above gives
On B λ/4 (p), we have A(q) = 1 ǫ gI 1 λ,p g −1 and
Thus, combining the above with the likewise formula for trace,
We are now ready to sum the contributions from the four sub-domains, i.e. (3.17), (3.20) , (3.23), (3.25) , and obtain
where for the first equality we have used the estimates
Tr
and for the second equality we have used the topological constraint
and the estimate
Thus, (3.8) holds.
The asymptotic expansion of the derivative of J ǫ (q) is computed similarly and we omit the calculation.
Estimate of ∇YM ǫ (A(q)) A(q);1,2, *
For connections A on the bundle P := P (q) and one-forms a ∈ C ∞ (T * B 4 ⊗ Ad(P )), we define
. We denote by L p 0,1 (T * B 4 ⊗ Ad(P )) the completion of C ∞ 0 (T * B 4 ⊗ Ad(P )) with respect to the norm above, and define the spaces
Note that these are independent of the choice of the connection A.
Let now the spaces A * (A 0 ), B * (A 0 ) and their Sobolev correspondents be defined as in §3.1.
The results in [14] allow us to identify the tangent bundle T B * ,p
and G * ,p
k+1 -invariant, therefore it descends to the quotient.
We are interested in the case k = 1 and p > 2, thus we define the gradient of the functional
for (A, a) ∈ T B * ,p We are now ready to estimate ∇YM ǫ (A(q)) A(q);1,2, * . .3). We have
The last term in (3.31) vanishes since A(q) is Yang Mills on B λ/4 (p). We now proceed estimating the remaining three terms.
For the first term in (3.33) we compute explicitly
where we have used the harmonicity of h λ,p (i.e., d 
The remaining terms in (3.33) are estimated by Lemma 3.1 as 
The remaining terms of (3.32) are estimated as follows:
(3.47)
Combining (3.43)-(3.48), we obtain
, and make use again of the expansion (3.32). Since
, and
ǫ is given by the formula (3.33), thus we may proceed as we did earlier and
The estimates of all the remaining terms in (3.32) are quite similar and they yield
and use the expansion
where the first term above vanishes, since d *
For the second term, we have
and we can easily see from Lemma 3.1 that |d *
The remaining terms of (3.51) are estimated as follows:
Combining (3.52)-(3.57), we obtain
Estimate on B λ/4 (p):
From (3.51), (3.50), (3.58), (3.59), we finally obtain
This completes the proof.
Estimate of the remainder R(q; a)
Let A ∈ A(A 0 ; q) and a ∈ L 2 1,0 (T * B 4 ⊗ Ad(P )). In this section, we estimate the dual norm of the remainder R(q; a), defined via the formula
where the Hessian of YM ǫ , denoted by ∇ 2 YM ǫ (A), is given by
where ·, · denotes the pairing between L 2 1,0 (T * B 4 ⊗ Ad(P )) and its dual.
where C > 0 is a constant depending only on
where R(q; a), b = 2ǫ
Therefore, by the Hölder's inequality
(here, we only need to know that {·, ·} is a bilinear form) and the Sobolev inequality a 4 ≤ C a A;1,2 , we obtain
The assertion of the lemma now follows from (3.62), (3.63).
Estimate of the modified Hessian
For q ∈ P(d 0 , λ 0 ; D 1 , D 2 ; ǫ) and A ∈ A +1 (A 0 ), the modified Hessian, H A , is defined as a bilinear form on L 2 1,0 (T * B 4 ⊗ Ad(P )) as follows: for a, b ∈ L 2 1,0 (T * B 4 ⊗ Ad(P )),
With this definition, H A is continuous. The following positivity result holds for the modified Hessian:
Here,
To prove the lemma above, one needs to introduce further notation and some auxiliary lemmas.
We define the following family of SU (2) ǫ -Yang Mills connections on R 4 : for q ∈ P(d 0 , λ 0 ), 
Note that these bundles are extensions to R 4 of the bundles P (q) defined in §3.1 (P (q)| B 4 = P (q)) and thatÃ(q) = A(q) on B λ/4 (p). Similarly to what has been done in §3.1, we set
and apply the convention that everything is pulled back to the bundleP (q 0 ) by the bundle isomorphismsφ(q) :P (q 0 ) ∼ →P (q). To the bundles and connections just defined over R 4 , correspond bundles and connections on S 4 (by pull back under the stereographic projection from the north pole), which we denote by P (q) S 4 and A(q) S 4 , respectively.
To prove Lemma 3.4, we describe the tangent space of
This is a finite dimensional (at most 8 dimensional) space. Indeed, for small ǫ > 0, it is exactly
Likewise, the tangent space ofÑ (d 0 , λ 0 ) atÃ(q) is described by
Thus a ∈ L 2 1;Ã(q) (T * R 4 ⊗ Ad(P )) if and only if its pull-back π * a is in L 2 1 (T * S 4 ), where π : S 4 → R 4 ∪ {∞} is the stereographic projection from the north pole. For technical reasons, we define the weighted inner product on L 2
where w(x) = 1 for |x| ≤ 1, and w(x) = 1/(1 + |x| 2 ) 2 for |x| > 1.
In the following proofs, we denote by
(T * R 4 ⊗ Ad(P )) and definẽ
where π is the stereographic projection. We denote byG p k+1 the group of gauge transformations onP which come from L p k+1 -gauge transformations on the bundle P (q) S 4 , and we definẽ
In order to prove Lemma 3.4 we need the following lemma:
.
Proof:
We only prove the assertion for the case ǫ = 1. The general case follows by the Lie algebra isomorphism φ ǫ : su ǫ (2) → su(2).
Recall that the instantonÃ(q) is action minimizing, therefore the Hessian of YM atÃ(q) is non-negative, i.e.,
for all a ∈ L 2 1;Ã(q) (T * R 4 ⊗ Ad(P )).
We claim:
Proof of Claim 3.1: We already know that this is non-negative by (3.73). By contradiction,
From (3.73) and (3.74), it follows that d * Ã (q) a = 0 and
It follows that a minimizes the quadratic functional α
(T * R 4 ⊗ Ad(P )), thus its first variation computed at a is zero, that is, for all ϕ ∈
It follows from the elliptic regularity theory that a ∈ C ∞ (T * R 4 ⊗Ad(P ))∩L 2 1;Ã(q) (T * R 4 ⊗Ad(P )).
It is well-known that the set of all solutions of (3.75), which satisfy d * Ã (q) a = 0 constitute the tangent space of the 1-instanton moduli space M +1 (S 4 ) over R 4 ∪ {∞} = S 4 . One has Completion of the proof of Lemma 3.5: By contradiction, assume that there exists a sequence
and
By (3.76), passing to a subsequence, we may assume that a n ⇀ a weakly in L (T * R 4 ⊗ Ad(P )). To see this, we write a n = a + b n with b n ⇀ 0 weakly in
By the Sobolev embedding, we have (modulo passing to a subsequence) b n → 0 in L p loc (R 4 ) for any p < 4. Fixing an arbitrary R > 0, we have
Both integrals on the right hand side go to 0 as n → ∞ (by Hölder's inequality, the second one is bounded above by
, which goes to 0 as R → ∞). Thus the first integral in (3.78) goes to 0 as n → ∞. With similar arguments, one shows that the second integral in (3.78) also goes to zero and the assertion is proved.
Inequality (3.73) and (3.77) then imply
and, finally, since a ∈ TÃ (q)Ñ (d 0 , λ 0 ) ⊥ , applying Claim 3.1, one obtains that a = 0.
We then have, by (3.77), (3.79) and by the Weitzenböck formula,
|∇Ã (q) a n | 2 dx + ({FÃ (q) , a n }, a n ) dx
Combining (3.79), (3.80), we obtain R 4 |∇Ã (q) a n | 2 dx → 0 as n → ∞, and R 4 w(x)|a n | 2 dx → 0, by the Sobolev embedding. This contradicts (3.76) and completes the proof of Lemma 3.5.
To prove Lemma 3.4, we also need to estimate the difference between the bilinear forms H A(q) and HÃ (q) , where
. This is the content of the following lemma.
(Here, (·, ·) 2 denotes the L 2 -inner product).
integrating by parts the third addend at the right hand side of (3.81), one obtains
This completes the proof of Lemma 3.6.
For the next steps, we use the orthonormal basis a 1 (q), a 2 (q), . . . ,
given by a i (q) = A q i (q), where the vector fields q i (1 ≤ i ≤ 8) on P(d 0 , λ 0 ) are defined in [14] and A q i (q) denotes the directional derivative of A(q) in the direction q i (q), and the ba-
We also need the orthonormal basis â 1 (q), . . . ,â 8 (q) of TÃ (q)Ñ (d 0 , λ 0 ) constructed via the Gram-Schmidt's orthogonalization procedure applied toã 1 (q), . . . ,ã 8 (q) (for details, see [14] ). One needs the following technical lemmas, proved in [14] .
Lemma 3.7 and the results in [14] yield the estimate
In order to prove Lemma 3.4, we need to define the "topological projections" We now prepare to estimate H A(q) (a, a). We have
The last term of (3.87) can be estimated by Lemma 3.6 as follows:
To estimate the first term of (3.88), we write α ⊥ = (α ⊥ )⊺ + (α ⊥ )⊥. The first addend expressed in terms of the orthonormal basis â 1 (q), . . . ,
These components satisfy
Here, we have (recall that supp a ⊥ ⊂ B 4 ): We thus obtain
where we used Lemma 3.5 to estimate HÃ (q) ((a ⊥ )⊥, (a ⊥ )⊥).
From (a ⊥ )⊥ = a ⊥ − (a ⊥ )⊺, estimate (3.92) and a ⊥ Ã (q);1,2;R 4 ≈ a ⊥ A(q);1,2;B 4 (since supp a ⊥ ⊂ B 4 ), one obtains
Finally, combining (3.88), (3.93), (3.94),
for all small ǫ > 0, which is 'almost' the assertion of Lemma 3.4. It is left to prove that the constant C can be taken independent of q ∈ P(d 0 , λ 0 ; D 1 , D 2 ; ǫ). To this purpose, we first observe that HÃ(a, a) and ∇Ã ǫ a 2;R 4 are conformally invariant. Hence, the inequality
;R 4 holds for some C > 0 independent of q. By the Poincaré inequality, we have a 2 ≤ C ∇|a| 2 ≤ C ∇Ã (q) ǫ a 2 for a ∈ L 2 1,0 (T * B 4 ⊗ Ad(P )) and some C > 0 independent of q. Thus
for some C > 0 independent of q. The assertion follows.
Note that (3.95) yields the estimate
which is used in the next section.
The auxiliary equation
In this section we solve the equation in 
where Q is the topological projection defined in (3.83). We shall solve (
For 2 < p < 4, we define the following duality paring:
By the Sobolev embeddings
for some constant C > 0 independent of a and b. It follows that
. We obtain the following existence lemma. The proof is essentially an application of the contraction mapping principle together with uniform estimates of the Hessian as given in Lemma 3.4. Lemma 3.9 There exist 2 < p 0 < 4 and ǫ 0 > 0 such that for all 2 < p < p 0 , 0 < ǫ < ǫ 0 and Proof:
We show that
⊥ is an isomorphism. Moreover, for our purpose, we shall give an estimate of the inverse norm for
To prove the invertibility,
where the last inequality comes from Lemma 3.4. Therefore, a = 0 and F ′ (0) is one to one.
To show that F ′ (0) is onto, one needs to solve the equation
. By a density argument, it is sufficient to show the existence of a ∈ L p 1,0 (T * B 4 ⊗ Ad(P )) ∩ T A(q) N(d 0 , λ 0 ) ⊥ such that (3.100) holds for ϕ ∈ L 2 1,0 (T * ⊗ Ad(P )). Since (3.100) is always satisfied for ϕ ∈ T A(q) N(d 0 , λ 0 ), we may also assume that ϕ ∈ L 2 1,0 (T * B 4 ⊗ Ad(P )) ∩ T A(q) N(d 0 , λ 0 ) ⊥ . Solving (3.100) is equivalent to finding a critical point for the functional a → 
, and Hölder's inequality, one obtains
for some C > 0 independent of a 1 , a 2 and ǫ. Combining the estimate of the norm of F ′ (0) −1 as given above, the operator T (q; ·) satisfies 3.7 Estimates for a q i (q) A(q);1,2;B 4 , 1 ≤ i ≤ 8
Let a = a(q) be as in Lemma 3.9. We now estimate the directional derivatives of a(q) in the direction q i , denoted by a q i (q). These estimates are needed to prove Proposition 3.2, which allows us to regard the problem of finding multiple solutions to (D ǫ ) as a finite dimensional problem, and are also needed in [13] where the latter is solved. Proof: To prove this lemma, we write a q i (q) = a q i (q) ⊺ + a q i (q) ⊥ , where a q i (q) ⊺ = P a q i (q) and a q i (q) ⊥ = Qa q i (q) are defined in the course of the proof of Lemma 3.4 (cf. (3.85)), and estimate these components separately.
Estimate of a q j (q) ⊺ A(q);1,2;B 4 : For this estimate we need the following lemma, proved in [14] . From now on, we simply write A = A(q), a = a(q), a i = a i (q) and c i = c i (q).
We now estimate |c i | for 1 ≤ i ≤ 8. 
Natural constraints
In this section, we prove that the manifold {A(q) + a(q) : q ∈ P(d 0 , λ 0 ; D 1 , D 2 ; ǫ)} is a natural constraint for YM ǫ if ǫ > 0 is small, more precisely, we prove the following proposition which allows us to transform the ǫ-Dirichlet problem for the Yang Mills functional into a finite dimensional problem. 
