Immersive video conferencing architecture using game engine technology by Poppe, Chris et al.
  
biblio.ugent.be 
 
The UGent Institutional Repository is the electronic archiving and dissemination platform for all 
UGent research publications. Ghent University has implemented a mandate stipulating that all 
academic publications of UGent researchers should be deposited and archived in this repository. 
Except for items where current copyright restrictions apply, these papers are available in Open 
Access. 
 
This item is the archived peer-reviewed author-version of: 
Immersive Video Conferencing Architecture using Game Engine Technology 
Chris Poppe, Charles-Frederik Hollemeersch, Sarah De Bruyne, Peter Lambert, and Rik Van 
de Walle 
In: Lecture Notes in Computer Science, 6523(2011), 486-488, 2011. 
Optional: http://www.springerlink.com/content/mr77k50k50363287/ 
 
To refer to or to cite this work, please use the citation to the published version: 
Chris Poppe, Charles-Frederik Hollemeersch, Sarah De Bruyne, Peter Lambert, and Rik Van 
de Walle (2011). Immersive Video Conferencing Architecture using Game Engine 
Technology. Lecture Notes in Computer Science 6523(2011) 486-488. DOI: 10.1007/978-3-
642-17829-0_48 
Immersive Video Conferencing Architecture
using Game Engine Technology
Chris Poppe, Charles-Frederik Hollemeersch, Sarah De Bruyne, Peter Lambert,
and Rik Van de Walle
Multimedia Lab, Ghent University - IBBT,
Gaston Crommenlaan 8, B-9050 Ledeberg-Ghent, Belgium
{chris.poppe,charlesfrederik.hollemeersch,sarah.debruyne,peter.lambert,
rik.vandewalle}@ugent.be
http://multimedialab.elis.ugent.be
Abstract. This paper introduces the use of gaming technology for the
creation of immersive video conferencing systems. The system integrates
virtual meeting rooms with avatars and life video feeds, shared across
diﬀerent clients. Video analysis is used to create a sense of immersiveness
by introducing aspects of the real world in the virtual environment. This
architecture will ease and stimulate the development of immersive and
intelligent telepresence systems.
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1 Introduction
Telepresence allows a person to feel as if they were present at a location other
than their true location. Current systems lack in conveying the true telepresence
feeling since they just visualize the other meeting rooms. Recent work shows the
interest in more immersive telepresence by creating virtual worlds or 3D repre-
sentations of participants [1]. Additionally, eﬀorts have been done to introduce
diﬀerent information sources to video conferencing. Typical examples are the
application of video analysis for head or gaze tracking [2, 3].
In this work we show that a game engine is well-suited to create such immer-
sive telepresence systems and allows for easy updating, modular architectures,
advanced networking and rendering capabilities. The work is part of the iCocoon
(immersive Communication through Computer vision) project 1.
2 Video Conferencing using Game Engine Technology
Current game engines allow the development of 3D multi-player games. They
provide means for creating, editing and rendering virtual worlds, interaction and
network exchange of information. Created for the ease of game development, we
1 http://www.ibbt.be/en/projects/overview-projects/p/detail/icocoon-2
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Fig. 1. Application of Unity for immersive video conferencing
propose to beneﬁt from the eﬀorts made in this area to create an immersive video
conferencing system. For this purpose, Unity2 , a multi-player game development
tool, is used to create game applications (see Fig. 1 for an example).
Each of those applications can act as server or client and present the end-user
with a view on a virtual environment consisting of avatars, life video feeds, and
models of the meeting rooms. The user can interact with the virtual world on
diﬀerent levels (e.g., chatting, logging in and oﬀ, and selecting diﬀerent camera
views). The latter can be accomplished using C#-script, inherent to Unity to im-
plement game functionality. Both the virtual world and avatars are synchronized
using the built-in network support of Unity (remote procedure calls and state
synchronization), allowing to shield the developer from low-level network pro-
gramming. The video feeds are also analysed by external video analysis modules
which extract relevant information, (using OpenCV 3). Diﬀerent analysis scenar-
ios can be imagined, e.g., detection of illumination, motion of the camera, moving
objects, face detection, gaze tracking, and gesture recognition. The results of the
analysis is represented as metadata and send to the server over socket communi-
cation. The server consequently processes the metadata and makes appropriate
changes to the virtual world. Using the game technology, these changes are au-
tomatically communicated to the other clients. Changes of the avatars, meeting
rooms, and camera viewpoints are typical examples of actions that are triggered
by the metadata.
Figure 2 shows screen shots of a possible set-up. A virtual meeting room is
rendered with avatars and life video feeds for each connected client. When the
2 http://unity3d.com/unity/
3 http://opencv.willowgarage.com/wiki/
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Fig. 2. Screen shot of the virtual meeting room with video feed.
light is turned of in the real world, the illumination change is detected by video
analysis and send to the server. The server updates the light source in the virtual
environment, which is consequently reﬂected on all clients.
3 Conclusions
We propose the use of game development tools to create immersive video confer-
encing. This allows to create virtual meeting rooms with avatars shared across
diﬀerent clients. Additionally, video analysis is integrated to create a sense of
immersiveness by introducing aspects of the real world in the virtual environ-
ment. Future work consists of testing the system with multiple users on aspects
like scalability, performance, and quality of user experience.
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