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SOMMAIRE
Les mathematiques d'aujourd'hui requierent une adaptation rapide a une realite large-
ment dominee par une utilisation etendue des outils informatiques. Le developpement
grandissant de ces derniers peut alors profiter aux mathematiques par un apport direct
dans la verification de certaines proprietes reputees tres longues et difficiles. II est pour
cela important de trouver des moyens (theories convenables) permettant de transformer
et/ou reduire un probleme mathematique donne a un probleme concernant les ensembles
finis (objets qu'on peut coder par un nombre fini de donnees).
Les preuves assistees par ordinateur de la presence du chaos dans les equations de Lorenz
sont des exemples d'apports concrets de cette adaptation. II est a noter qu' a la difference
des preuves formelles faites avec Pordinateur, les preuves assistees par ordinateurs sont
conduites d'abord de fagon rigoureuse et 1'ordinateur n'intervient que lors de la verifi-
cation de certaines proprietes decoulant de calculs numeriques fastidieux lesquels sont
soumis systematiquement a une analyse rigoureuse pour cerner les erreurs d'arrondis et
de troncatures. Le calcul de 1'homologie d'un ensemble ou d'une fonction s'inscrivent
tout naturellement dans ces demarches. Grace a Pintroduction des notions d'ensembles
et d'applications multivoques representables comme outils de transition entre les objets
des mathematiques du continua ayant de bonnes proprietes topologiques et les ensembles
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finis, nous entreprenons dans Ie cadre de cette these Palgorithmisation du calcul de 1'ho-
momorphisme induit dans Phomologie par une application continue.
Ce precede renforce 1'idee de developper une discipline qui etudie les aspects combina-
toires et calculatoires de problemes a caractere topologique et qui a pour but la produc-
tion d algorithmes qui permettent Ie calcul avec Pordinateur de structures et d invariants
topologiques.
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INTRODUCTION
Les applications recentes de la theorie de Pindice de Conley a 1'etude du chaos dans les
systemes dynamiques (voir par exemple MISCHAIKOW et MROZEK[21], MISCHAI-
KOW et al.[22] et ZGLICZYNSKI[32]) se caracterisent par un manage heureux entre les
concepts abstraits de la topologie algebrique et les calculs numeriques rigoureux effectues
a 1'aide de 1'ordinateur. Les progres signifiants realises dans ce domaine ne cessent de
generer un interet enorme pour la production d'algorithmes de calcul des structures de
topologie algebrique, en particulier, 1'homologie des espaces et des applications.
Bien que 1'approche combinatoire pour Ie calcul de structures topologiques alt ete pre-
cedemment utilisee dans des domaines tels que: Ie coloriage des graphes, Ie traitement
d'images, la cartographie, Ie graphisme ou Ie modelage moleculaire; on peut se refe-
rer a Particle de synthese ecrit recemment par DEY et al.[6] pour plus de details et
pour de plus amples discussions sur cette branche naissante que les auteurs proposent
d'appeler la Topologie Calculatoire (Combinatoire ou encore Algorithmique), Ie calcul
combinatoire de 1'homologie des espaces et des applications est un sujet tres recent et
on ne retrouve dans la litterature que de rares travaux traitant des algorithmes et de
leurs complexites pour Ie calcul des groupes d'homologie de polyedres finis (voir DEL-
FINADO et EDELSBRUNNER[4], DEY et GUHA[5] et KACZYNSKI et al.[15]) et il
n existe, a notre connaissance, aucun pro cede algorithmique general pour Ie calcul des
1
homomorphismes induits dans Phomologie par des applications continues. Les differentes
tentatives pour Ie calcul combinatoire de 1'indice de point fixe ou du degre topologique
d'une fonction se sont averees non concluantes a part dans des cas de fonctions simples
telles que les polynomes complexes ayant fait 1'objet d'une etude de la part de LECKI
et SZAFRANIEC[17]. Les insucces enregistres sont imputables d'abord au manque de
precedes algorithmiques pour Ie calcul des objets relevant des mathematiques theoriques
telles que la topologie algebrique. D'autre part, les outils mathematiques utilises pour
Ie calcul d'une application de chaine induite par une application continue se basent sur
les notions d'approximations simpliciales et de subdivisions barycentriques qui sont des
ob jets difficilement representables et qui engendrent des calculs tres compliques meme
dans des cas reputes simples.
Dans Ie cadre de ce travail, nous elaborons une approche combinatoire permettant la
construction de 1'homomorphisme induit dans 1'homologie par une application continue
basee sur des idees completement difFerentes de celles des approximations simpliciales.
Cela nous a permis de faire la construction algebrique precise de cet homomorphisme qui
peut facilement se traduire dans un langage algorithmique. Nous reprenons et ameliorons
certains resultats deja obtenus dans ALLILI et KACZYNSKI[2]. L'idee principale consiste
a voir une application continue comme une selection d'une application multivoque repre-
sentable, i.e. application multivoque dont Ie graphe est une reunion finie de cubes dans
Pespace produit et dont les faces sont paralleles aux axes de coordonnees. Les applications
representables, introduites initialement par MISCHAIKOW et MROZEK[21], possedent
de bonnes proprietes topologiques (semi-continuite, homologie, ...), de plus, elles sont des
objets qu'on peut representer et coder avec un nombre fini de donnees. Elles constituent
ainsi 1 outil de transition entre les objets des mathematiques du continua ayant de bonnes
proprietes topologiques et les objets combinatoires representables avec un nombre fini de
donnees. Les notions de grilles convexes et d'ensembles et applications representables
sont introduites au debut du Chapitre 2.
Nous montrons d'abord par Ie biais du Theoreme 2.2 qu'il est possible d'associer a toute
application multivoque representable (parfaite ou presque parfaite) F : X — > P[Y) une
application de chaine (p : C(X) — > C(Y) construite explicitement et nous definissons
(voir Definition 2.8) Phomomorphisme F^ induit par F dans 1'homologie comme etant
Phomomorphisme de groupes quotients induit par y au niveau des groupes d'homologie,
i.e.
F,=^:H(X)-—,H(Y).
Nous prouvons ensuite que cette definition est independante des choix de 1'application
de chaine (p associee a F (voir Theoreme 2.3) et de la subdivision sur X et Y (voir
Ie Theoreme 2.4). Nous verifions egalement (voir Ie Theoreme 3.2 et Ie Corollaire 3.1)
que cette definition de F^ coincide avec les definitions classiques des homomorphismes
induits dans Phomologie par les applications univoques et multivoques. Nous realisons
une construction geometrique de 1'application de chaine (p associee a F dans la premiere
section du Chapitre 4 de cette these.
Etant donnee une application continue / : X —— > Y possedant une constante de Lip-
schitz ou un module de continuite uniforme, ou X, Y sont des ensembles represent ables,
nous pouvons construire (voir Ie Theoreme 2.1) une application multivoque represen-
table F : X — > Z = st^(V) dont Pimage est contenue dans un voisinage arbitraire
de Y et ayant / comme selection. Cela concretise 1'idee de voir / comme une selec-
tion d'une application multivoque representable F que nous appelons sa representation.
Les Theoremes 3.4 et 3.5 et la formule (3.7) permettent de construire 1'homomorphisme
/* : H(X) — > H(Y) induit par / dans 1'homologie. Cela assure que la construction
de f^ est algorithmisable et que Phomologie d'une application est une propriete qui se
transfere d'une application multivoque admissible a chacune de ses selections continues.
Cette derniere propriete se revele tres importante puisque dans les applications concretes,
la fonction / n'est pas connue de fagon precise. Elle est souvent obtenue comme Ie re-
sultat d'une investigation numerique ou les estimations et analyses d'erreurs permettent
seulement de determine! des ensembles ou ses valeurs exactes sont localisees. On obtient
de cette fagon une representation multivoque de /, et il devient ainsi possible de verifier
certaines proprietes pour / via des calculs combinatoires finis sur sa representation. Le
developpement de la theorie de 1'indice de Conley pour des systemes dynamiques multi-
voques discrets dont les generateurs sont des applications multivoques admissibles (voir
KACZYNSKI et MROZEK[12]) est un exemple concret de cette demarche. Nous donnons
une breve explication a la fin du Chapitre 4.
Chapitre 1
Preliminaires
Nous commengons ce chapitre en precisant certaines notations et terminologies qui seront
utilisees pour la suite de cette these.
Les ensembles d'entiers naturels, entiers relatifs et nombres reels sont denotes respecti-
vement par N, Z et R. Nous designons egalement par
I = [0,1] Pintervalle ferme unitaire de la droite reelle
Mn=RxRx...xR (n copies, n > 0) Pespace Euclidien de dimension n.
In=lxlx...xl (n copies, n > 0) Ie n-cube unitaire de Rn.
En ={x eRn : \\x\\ < 1}, la boule fermee unite de Rn.
Un =-{x e Mn : ||2;|| < 1}, Pinterieur de En.
gn-i = {a; eRn : ||a;|| = 1}, la frontiere de En.
Par definition, 1° denotera Ie singleton {0}.
Avant d'aborder les aspects techniques auxquels nous voulons consacrer ce chapitre, voici
un bref apergu sur la theorie de Phomologie. De fagon generale, la theorie de 1'homologie se
propose d'associer a chaque espace topologique X une suite d'etres algebriques (groupes,
modules, algebres ou espaces vectoriels)
H^(X),H,(X),H,(X),... ,Hn(X),... ,
ou Hn(X) est appele usuellement Ie n-ieme groupe d'homologie de X ou groupe d'ho-
mologie de X de dimension n. Le rang du groupe HQ(X) correspond au nombre de
composantes connexes de X, et de maniere analogique, les groupes H-^(X), H^(X),...
mesurent une sorte de "connexite superieure" de X (Ie rang de Hn(X) correspond au
nombre de trous de dimension n dans X).
Etant donne deux espaces topologiques X et Y, la theorie de Phomologie associe a toute
fonction continue / : X — > Y une suite d'homomorphismes
/, : Hn(X) -^ Hn(Y)
Ces associations sont soumises aux regles suivantes
1. Si / : X — > Y est un homeomorphisme alors f^ : Hn(X) — > Hn(Y) est un
isomorphisme pour tout n.
2. Si f,g : X — > Y sont homotopes (c'est-a-dire qu'on peut deformer / de faQon
continue pour obtenir g) alors les homomorphismes /* et g^ induits respectivement
par / et g sont identiques pour tout n.
Ces regles impliquent notamment que la structure algebrique de Hn(X) depend unique-
ment du type homotopique de Pespace X et 1'homomorphisme f^ induit par / depend
uniquement de la classe d'homotopie de /.
La theorie de Phomologie permet alors de classifier, grace a 1'invariance topologique des
groupes d'homologie, les espaces topologiques et de ramener Petude de problemes topo-
logiques a celle de problemes algebriques dont Ie traitement est beaucoup plus simple.
II existe plusieurs fagons difFerentes pour definir les groupes d'homologie d'un espace
topologique. Toutes ces definitions se confondent dans Ie cas d'un espace "assez bon"
comme Ie cas des polyedres de R". On peut citer a titre d'exemples, en allant des plus
concretes aux plus abstraites, 1'homologie simpliciale, 1'homologie cubique, 1'homologie
singuliere et 1'homologie de Cech.
Les applications de la theorie de 1'homologie sont multiples et tres importantes dans
differents domaines des mathematiques. L'une des plus celebres applications est Ie theo-
reme du point fixe de Lefschetz qui s'enonce sous forme d'une condition suffisante pour
Pexistence d'un point fixe pour une fonction continue / : X — > X ou X est un espace
topologique satisfaisant certaines proprietes (Retract Absolu de Voisinage par exemple) .
En efFet, si Ie nombre de Lefschetz de /,
A(/)=^(-l)"Tr(^(/))^0,
n>0
OU Hn(f) '. Hn(X) — > Hn(X) est 1'homomorphisme induit dans 1'homologie par / pour
chaque n et Tr denote la trace d'un endomorphisme, alors la fonction / possede un
point fixe dans X. Get invariant topologique est devenu un outil incontournable dans la
theorie des equations differentielles.
L indice de Conley, pour lequel nous consacrons une section a la fin du Chapitre 4, est
egalement un invariant topologique dont la definition repose sur Ie concept de 1'homologie
(cohomologie). II possede de nombreuses applications dans la theorie des equations diffe-
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rentielles ordinaires, equations aux derivees partielles et dans les systemes dynamiques.
1.1 Definition des groupes d'homologie cubique sin-
guliere
Pour la definition detaillee des groupes d'homologie d5un espace topologique, nous allons
adopter Papproche de MASSEY[18] utilisant les cubes singuliers qui, selon notre point de
vue, realise un interessant lien entre 1'homologie cubique concrete destinee a un traitement
algorithmique et calculatoire et Phomologie singuliere abstraite.
Definition 1.1 Un cube singulier de dimension n (ou n-cube singulier) dans un espace
topologique X est, par definition, une application continue T : In — > X (n > 0)
On denotera alors par Qn(X) Ie groupe abelien libre engendre par 1'ensemble des n-cubes
singuliers dans X.
Un n-cube singulier dans X, T : In — > X, est dit degenere s'il existe un entier i G
{1,2,... , n} tel que T(rci,... , x^) ne depende pas de Xi. Nous denoterons dans la suite
par Dn(X) Ie sous-groupe de Qn(X) engendre par 1'ensemble des n-cubes singuliers
degeneres dans X et nous formons Ie complexe de chaine
C(X) = {Cn(X) = Q^(X)/Dn(X), n > 0},
ou Cn(X) sera appele Ie groupe des n-chaines cubiques singulieres de X. Notons que,
pmsqvieDo(X) = {0}, alors Co (X) = QQ^X).
Soit T : In — > X un TZ-cube singulier dans X. On definit, pour tout % G {1,2,... , n},
les (n— l)-cubes singuliers A{T^ B{T : In~1 — > X appeles respectivement la i-eme face
anterieure et la i-eme face posterieure par les formules
Lz2 \xli • • • ) 2;n—l^ == l\xl-) • • • i xi—l-i u} a:/i! •• • ?xn—l
'i-^- l^l? • • • i ^n—l) = -^ l^l? • • • ? ^t—1? -I-? ^i? • • • i ^n—1





Nous definissons alors Voperateur de bord 9 comme une suite d'homomorphismes
9n:Qn(X)^Qn-i(X), n>l
Chaque 9n est completement defini en precisant ses valeurs sur les elements de base, i.e.
les n~ cubes singuliers.
Definition 1.2 Pour tout n-cube singulier T avec n > 0, on pose
^(r)=^(-l)'[A,T-B,T]
1=1
On peut aisement verifier a 1'aide des proprietes 1.1 que
<9,-i(<9,(r))=0 (n>l)
9n(D^(X)) c D^(X) (n>0)
II s'en suit que 9n induit un homomorphisme de Cn(X) dans Cn-i(X) qu'on denotera
encore par Ie meme symbole 9n. Cette nouvelle suite d'homomorphismes
(9i,(92, ... ,<9n, . . . ,
satisfait Pequation Qn-iQn = 0. Nous denotons alors par Zn(X) (n > 1) Ie noyau de
9n qui est egalement appele Ie groupe des n-cycles de X et par Bn(X) (n ^ 0) Pimage
de Qn+i egalement appele Ie groupe des n-cycles frontieres de X. L'equation Qn-iQn = 0
a pour consequence 1'inclusion Bn(X) C Zn(X) [n > 0). Les groupes quotients
H,(X) = Z^X)/B^(X) (n > 0)
sont alors bien definis. Nous allons poser Cn(X) = 0 pour n < 0 et 9n = 0 pour tout
n < 0. D'ou H^X) = 0 pour tout n < 0, Zo(X) = Co(X) et Ho(X) = Zo(X)/Bo(X).
Hn(X) est appele Ie n-ieme groupe d'homologie singuliere de X ou groupe d'homologie
singuliere de X de dimension n.
1.2 Groupes cThomologie reduite de X
Considerons 1'homomorphisme e : CQ(X) — > Z, appele usuellement V augmentation de
Co(X), qui prend la valeur 1 sur les 0-cubes de X (on suppose que X / 0). II s'en suit
que e o Q\ = 0 et Bo(X) C Zo(X) = Ker(e) Ie noyau de e. On peut done definir
Ho(X) = Zo(X)/Bo(X)
appele Ie groupe d homologie reduite de dimension 0 de X. Comme la reduction se fait
uniquement en dimension 0, on convient de noter Hn(X) = Hn(X) pour n > 0.
On peut demontrer (voir MASSEY[18]) que si X est un espace topologique connexe par
arcs alors HQ(X) = {0} et, de fagon generale, HQ(X) est une somme directe de groupes
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cycliques infinis dont chaque terme correspond a une des composantes connexes par arcs
de X.
1.3 Homomorphisme induit dans Phomologie par une
fonction continue
Soient X, Y deux espaces topologiques et / : X — > Y une application continue. On
peut d'abord definir une suite d'homomorphismes /^ : Qn(X) —— > Qn^X) en posant
f#(T) = / oT pour tout n-cube singulier T de X (n > 0). Puisque f#(Dn(X)) C
Dn(Y), f^ induit un homomorphisme , qu'on denotera encore f^, de Cn(X) dans
Cn(Y). Nous obtenons alors, pour tout n > 0, Ie diagramme commutatif
Cn(X) -^ Cn(Y)
Or,. | I Qr,
C^X) -^ C,_i(V)
qui permet de deduire que f^(Zn(X)) C Zn(Y) et f#(Bn{X)) C Bn(Y). II s'en suit
alors que f# induit un homomorphisme de groupes quotients denote par
/.: Hn(X) —, H^Y) ^=0,1,2,...
et qui est par definition Phomomorphisme induit dans 1'homologie par la fonction /.








Dans la plupart des cas, la definition abstraite des groupes d'homologie, ne permet pas
de connaitre les structures des groupes d'homologie d'un espace topologique donne. Un
des moyens connus dans cette theorie pour pallier a ce manque est 1'introduction des
groupes d'homologie relative Hn(X,A) d'une paire (X^A) ou X est un espace topolo-
gique et A un sous-espace de X. Ces groupes constituent une generalisation des groupes
d'homologie definis precedemment dans Ie sens ou si A = 0, alors Hn(X^A) = Hn (X).
Soient A un sous-espace d'un espace topologique X et i : A — > X la fonction in-
clusion. Puisque 1'homomorphisme i^ : Cn(A) — > Cn(X) induit par i est en realite
un monomorphisme, on peut voir Cn(A) comme un sous-groupe de Cn(X). On de-
note alors par Cn(X,A) Ie groupe quotient Cn(X)/Cn(A) et on 1'appelle Ie groupe
des n-chaines de la paire (X,A). L'operateur de bord 9n '. Cn(X) — > Cn-i(X) satis-
fait la propriete 9n(C'n(A)) C Cn-i(A) . II induit done un homomorphisme de groupes
quotients qu'on denotera par Ie meme symbole 9n '• Cn(X^A) — > Cn-i(X,A). En pro-
cedant de fagon similaire que pour la definition de 1'homologie singuliere, on definit Ie
groupe des n-cycles de (X,A) par Zn(X,A) = Ker(9n), Ie groupe des n-cycles frontieres
de (X^A) par Bn(X,A) = Im(9n+i) et Ie groupe d'homologie de dimension n de la
paire (X,A) par Hn(X^A) = Zn(X, A) / Bn(X, A). Notons que pour n = 0, on definit
Zo(X,A)=Co(X,A) et done Ho(X,A) = Co(X,A)/Bo(X,A).
Intuitivement parlant, les groupes d'homologie relative Hn(X,A) se definissent de la
meme maniere que les groupes Hn(X) mais en prenant soin de negliger tout ce qui se
trouve dans Ie sous-espace A. En effet, si u € Cn{X), alors la classe de u dans Ie groupe
quotient Cn(X,A) est un cycle module A si et seulement si Q(u) G Cn-i(A).
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1.4.1 Suite exacte d'une paire
Nous denotons par ^ : Hn(X) — > Hn(X,A) 1'homomorphisme induit dans Fhomologie
par Pepimorphisme naturel ^ : Cn{X) — > Cn(X,A) et par i^ : Hn(A) — > Hn(X)
Phomomorphisme induit dans 1'homologie par 1'inclusion i : A —— > X. Nous allons
definir dans ce qui suit une troisieme suite d'homomorphismes
^:^(X,A)—>^_i(A), n€Pf,
appeles les operateurs frontieres (ou de bord) de la paire (X,A).
Soit u G Hn(X,A). Choisissons u' c Zn(X,A) c Cn(X,A), un representant de la classe
d'homologie de u. Comme j^ est un epimorphisme, il existe une chaine u" e Cn(X)
satisfaisant ^(u") = u'. Puisque ^ est une application de chaine, on a j^9(u") =
9^(u") = 9{u') = 0, car u' € Zn(X,A); il s'en suit alors que 9{u") C Cn_i(A) c
Cn-i{X). De plus, 9(u") est un cycle. On definit alors 9^(u) comme la classe d'homologie
de 9(u") dans Hn-i(A). II est aisement verifiable que la definition de 9^ est independante
des choix des cycles u et u et que 9^ est bien un homomorphisme.
Avec la convention Hn(A) = Hn(X) = Hn(X^A) = 0, pour n < 0, nous obtenons la
suite infinie
... -^ H^(X, A) -^ Hn(A) -^ Hn(X) -^ Hn(X, A) ^4 ...
appelee la suite homologique de la paire (X,A).
Le resultat suivant est alors d'une grande importance pour Ie calcul de groupes d'homo-
logie d'un espace.
Theoreme 1.1 La suite homologique d'une paire d'espaces {X,A) est exacte. Cela veut
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dire que I'image de n'importe lequel des homomorphismes de la suite est egale au noyau
de I'homomorphisme immediat d sa droite.
1.5 CW Complexes
Une structure de CW complexe sur un espace topologique de HausdorfF X est la donnee
d'une suite croissante de sous espaces fermes de X
x° ex1 c ... cxn c...
satisfaisant les conditions suivantes
1. X° est muni de la topologie discrete.
2. X est la reunion des sous-espaces X\ i > 0.
3. Pour n > 0, Xn est obtenu de Xn-l en recollant successivement une collection
de Ti-cellules ouvertes disjointes e^, A C A telles que pour chaque e^, il existe une
application continue f^ : En — > e^, appelee application caracteristique pour la
n-cellule e^, dont la restriction a Un est un homeomorphisme de Un dans e\ et
fx(Sn-1) C X"-1.
4. L'espace X et les sous espaces X1 sont tous munis de la topologie faible: Un sous
ensemble A est ferme si et seulement si A D e\ est ferme pour tout n =0,1,2,...
et pour tout A G A.
Le sous ensemble Xn est appele Ie n-squelette de X et les points de X° sont appeles
sommets ou 0-cellules de X . Un CW complexe est dit fini si Ie nombre de ses cellules de
toutes les dimensions est fini. Si X = Xn pour un certain n, Ie CW complexe est dit de
dimension finie et sa dimension est egale au plus petit entier naturel satisfaisant 1'egalite
precedente. Dans ce cas, la condition 4. devient superflue ce qui simplifie enormement
1'etude des CW complexes finis.
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1.5.1 Groupes d'homologie d'un CW Complexe
Soient X = {Xn : n = 0,1, 2,... } (on posera Xn = 0 pour n < 0) une structure de
CW complexe sur un espace topologique X. II est montre dans MASSEY[18], Theoreme
2.1 du Ch. IX, que les groupes d'homologie relative Hq(Xn,Xn~ ) = 0 pour tout q / n
et que Hn(Xn,Xn~1) est un groupe abelien libre dont la base est en correspondance
biunivoque avec les n-cellules de Xn.
On associe alors a X Ie complexe de chaine definit comme suit:
•n •vn—1
/n{-^) = ^n{-^ ~,^ )i
et
dn '• Cn(X) — > Cn-i{X)
qui est, par definition, la composition des homomorphismes
-n vn—l\ 19*,. u- ( ~vn—l\ 3n-\ J_T ( -v-n—1 v'n—2'
(n^",A-- ~) — > Hn-l[^" ~) — > ^n~l[^'~ ~^'~ ~),
ou Q^ est Poperateur de bord de la paire (Xn,Xn~ ) et jn-i est Phomomorphisme
induit par 1'inclusion comme definis dans la section 1.4. On peut alors verifier la propriete
dn-i dn = 0 et on denotera comme dans la section 1.1 par Zn(X) Ie groupe des n-cycles
de X et par Bn{X) Ie groupe des n-cycles frontieres de X. Les groupes d'homologie du






Phomologie par une application
representable
Nous introduisons dans ce chapitre les notions d'ensemble et d'application representables,
de representation d'une fonction continue et d'application de chaine associee a une appli-
cation representable donnee. Nous commengons par discretiser Pespace au moyen d'une
grille convexe, definir une classe 7^- d'ensembles representables qui sont des polyedres de
R" et des classes d'applications representables, parfaites et presque parfaites, qui sont
en gros des applications multivoques dont les graphes sont des polyedres representables
dans Pespace produit et dont les proprietes particulieres seront specifiees plus tard. Une
representation d'une application continue / dans Rn est tout simplement une applica-
tion representable F : X — > Y, X,Y G 7^-, avec des valeurs convexes ou etoilees et dont
Ie graphe contient Ie graphe de /. Nous donnons ensuite une construction explicite de
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P application de chame
V : C(X) -^ C(Y)
associee a F et telle que 1'application quotient au niveau des groupes d'homologie, i.e.,
(^ : H(X) — > H(Y) correspond a la definition classique de F^ : H(X) — > H(Y) basee
sur Ie theoreme de Vietoris-Begle (voir BEGLE[3] et SIEGBERG-SKORDEV[28]).
Dans ce chapitre, on donne les fondements necessaires a la construction geometrique
de 1'homomorphisme induit dans 1'homologie par une application continue / dont Ie
domaine est un ensemble representable via une quelconque de ses representations F.
Cela represente un pas important vers la construction algorithmique de f^.
2.1 Discretisation de Pespace, ensembles represen-
tables
Definition 2.1 Une famille S C P(Rn) est appelee une grille convexe dans Wl si les
conditions suivantes sont satisfaites
1. e € 8 ==^ e est un polyedre convexe sans frontiere.
2. e^e/^eHe/=0.
3. Rn = U e.
ee<?
4. B CWl borne ==^ st B := {e G ^ : eHB 7^ 0} es^ ^m. Za notation A designe
la fermeture de A dans R".
Tout element e de S est appele cellule elementaire. On ecrit e < e si e, e C <f et e/
est une face de e. On ecrit e < e si e' est une face propre de e. Nous denotons par e
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1'union de toutes les faces de e.
Remarque 2.1 La condition 1 de la definition precedente implique que pour chaque
e € <f, e est homeomorphe a la boule unite fermee E^ d'un certain espace euclidien
Rlel. Le nombre |e| est uniquement determine par 1'invariance de la dimension. II est
appele la dimension de e.
La grille 8 contient necessairement des cellules de dimension n. On peut facilement
demontrer que £ contient alors des cellules de dimension q pour tout 0 < q < n.
Exemple 2.1 Toute triangulation simpliciale de Rn forme une structure de grille convexe
dans Rn ou les cellules elementaires sont simplement les simplexes de la triangulation.
Exemple 2.2 Soit k G N*. La famille ^ formee par les elements e^ tels que
ek=k(x+Q}'
OU, X G Zn, Q = 1-^Xl'zX . . .Xln et Jj =]0,1[, {0} ou {1}, est une grille convexe dans
R" appelee la grille cubique de pas ^-.
Remarques et notations. Soient X C Rn et £ une grille convexe. X est dit etre
representable relativement a 8 s'il existe une sous-famille finie S de 8 telle que
X = U e = X.
ee£'
La famille 8 est appelee grille convexe dans X et est denotee par £(X). On utilisera
dans ce qui suit les notations £q(X) pour Pensemble de toutes les cellules elementaires
de dimension q contenues dans X (6 °(X) pour Pensemble de tous les sommets de 8
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x
FIG. 2.1 ~ Grille cubique de pas j dans R2.
les polyedres representables de Mn relativement a 8 et /R.s{X) ('R(X) s'il n'y a aucun
risque de confusion) pour la famille de tous les polyedres representables de Rn relative-
ment a S et contenus dans X.
Chaque element x de X appartient a une et une seule cellule de £ (X) .
Soit B un sous-ensemble de Rn. On denotera par co^B Ie plus petit ensemble convexe
ferme qui est une reunion de cellules de la grille convexe S et qui contient B. En general,
cette union peut etre infinie (il pourrait y arriver que cosB = R") meme dans Ie cas ou
B est un ensemble borne. On ajoutera alors a la definition de la grille convexe 1'axiome
suivant:
5. Si B est borne alors co^B e 'R.
Get axiome est trivialement satisfait dans Ie cas des exemples precedents. Si par exemple
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E est une grille cubique, alors cogB G 7^ puisqu'il est un produit d'intervalles.
Definition 2.2 Soient 8 une grille convexe dans W1 et X G 7^.. £/ne cellule a G ^(^)
est dite primitive dans X s'il n'existe aucune cellule r C £{X) telle que a- est une face
propre de r.
Exemple 2.3 Le carre noir de la Figure 2.1 est une cellule primitive de la grille cubique
^3.
2.1.1 Homologie des ensembles representables
Etant donne une grille convexe 8 dans Mn et un ensemble representable X relativement
a £, la grille convexe S(X) definit sur X une structure de CW complexe ou, pour q > 0,
Ie g-squelette de X est Fensemble
Xq=U{a: a^£i(X), i = 0,1, ...,q}.
On voit bien que Xq s'obtient de Xq-l en recollant successivement les g'-cellules e C
£q(X), et les applications caracteristiques pour ces g-cellules sont obtenues naturellement
du fait que la frontiere geometrique bd(e) de chaque ^-cellule e est contenue dans Ie
(q - l)-squelette Xq~1 = U{cr : o- € £i(X), i = 0,1,..., q - 1} de X.
Nous rappelons que Ie groupe des ^-chaines de X, Cq(X,S) = Hq(Xq,Xq~1) est la
somme directe des groupes H(e,bd(e)) w Z avec e € Sq(X). On peut alors identi-
fier Cq(X,£) avec Ie groupe abelien libre engendre par £q(X). Les elements de £q(X)
sont les generateurs positifs de Cq(X,£). Pour la definition generale de 1'operateur de
bord Qq : Cq(X,£) — > Cq-^(X,8) definissant la structure de complexe de chaine sur
C(X,S) = {Cq{X,S)}^, nous referons a MASSEY[18], chapitre IX. Cependant, nous
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allons donner la definition explicite dans Ie cas d'une grille cubique ^ decrite dans
Fexemple 2.2, ce qui est d'un interet principal pour nous dans la suite de ce texte.
Pour avoir une idee claire, il est suffisant de presenter la definition lorsque k = 1. Pre-
mierement, pour la cellule e = Jq = ]0,1[9 C Rg, nous definissons pour tout 1 <i < q
A,e = {(a;i,..., a;,_i, 0, a;,+i,..., rcg) : re G J9}
et
B.e = {(2:1,..., 2;,_i, 1, a;,+i,..., :Kg) : x € J9}
Les ensembles A^e et B^e sont appeles, respectivement, la i-eme face anterieure et la
i-eme face posterieure de e. Soit e G <cg(JC). II existe x = (rci,^--- ?rKn) € ^n tel
que e = x -\- Q avec Q = 1^ x 1^ x ... x In, ou Jj =]0,1[, {0} ou {1}. Comme e est
de dimension q, il y a exactement q indices j tels que Ij =]0,1[. Ordonnons alors ces
indices dans 1'ordre croissant d-^ < d^< ... <dq. On constate alors que e est Pimage de
Jq = ]0,1[ par 1'application affine T, definie par
Xj si Ij = {0}
{T(yi, V2,- • • , yn)}j = { xj +1 Si Ij = {1}
Xj + yk si j = dj,
L'application T est composee de 1'insertion de zeros dans les (n — q) coordonnees qui
correspondent aux indices j tels que Ij ^]0,1[ avec la translation de Porigine au sommet
x G Z". Posons A^e = T(A^J9), B^e = T(BiJq) et defimssons 1'operateur de bord en
dimension q par
9,e = ^ (-1)' (A,e - B,e)
i=l
Pour la verification du fait que 9 est une application de chaine et de la propriete QoQ = 0,
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nous referons encore a MASSEY[18], chapitre VII.
2.2 Applications representables
Une application F : X — > P(Y), ou X et Y sont deux ensembles arbitraires, est
appelee application multivoque de X dans Y. Vimage F(A) de A C X, Ie graphe
G(F) de F, Pmverse F-1 : Y — > P(X) de F et Ie domaine effectif D(F) de F sont
definis par
F(A)= U^F(x), . GW:={(a;,?/)eXxy : y C F(x)},
a;6A
F-\y) :={xeX: yeF(x)}, y G V, et domF= {a; G X : ^(2;) ^ 0}.
Soient X et Y des espaces metriques. On dit que F : X — > P(Y) est semi-continue
superieurement (s.c.s.) si {x € domF : F(x) C U} est ouvert pour tout sous-ensemble
ouvert U de Y. De fa^on equivalente, {re C domF : F(x) nA 7^ 0} est ferme pour tout
sous-ensemble ferme A de Y.
Definition 2.3 Soit F : X — > P(Y) une application multivoque telle que domF C
/R.(X) et F(x) G /n(Y) pour tout x dans domF. On dit que F est representable
relativement d £{X) si
1. F(x) = F(y) \/x,y € e, Ve G ^(X).
2. G(F) = G(F), ou G(F) denote Ie graphe de F.




II s en suit que
Ve G <f(X) U {^(a) : e < a, a C ^(X)} C ^(e).
Preuve. Fixons x E e'. Comme e' est une face de e, il suit que x G e. II existe done
une suite {xn} C e telle que Xn — > x. Soit y C F(e). Par definition y C F(xn), Vn,
i.e. (xn,y) € G(F), Vn. Puisque G(F) est ferme, il suit alors que (x,y) C G{F), i.e.
y€F(x) =F(e'). D
Dans ce qui suit, nous introduisons les notions d'applications parfaite et presque parfaite
et de representation d'une application continue dont Ie domaine est un sous-ensemble
representable de R". Nous aliens egalement indiquer une methode pour construire une
representation presque parfaite pour une application continue donnee.
Soit F : X — > 7i(Y) une application representable relativement a la grille E. Pour
toute cellule e C <?, nous definissons
A£y(e) = H{F(a) : e < a, a C <^(X)}.
Nous utiliserons cependant la notation Ap(e) sauf si la comprehension risque d'etre
alter ee.
Definition 2.4 Soit X G 7^ et F : X — > 7^ une application multivoque represen-
table relatwement a S(X) avec domF = X. On dit que F est une application parfaite
relativement d £(X) si
1. F(x) est convexe et fermee \/x G X.
2. F(e) = H{F(v) : v < e, v G ^°(X)} Ve e ^-(X).
3. Ap(v)^^, \/ve£°(X).
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Remarque 2.2 II est clair, a partir de la definition d'une application representable, que
F(e) C H{F(v) : v < e, T; C ^°(X)}.
Proposition 2.2 Pour une application representable F, La condition 3 de la definition
precedente est equivalente d la propriete suivante:
Ap(e) = n{F(a) : e < a, a C <f(X)} ^0 Ve C ^(X)
Preuve. II suffit de remarquer que Ap(v) C Ap^e) si v < e. D
Proposition 2.3 Soit F une application representable relativement d S(X) et ay ant
des valeurs convexes et fermees (i.e., F satisfait la condition 1 de la definition de I'ap-
phcation parfaite) . La condition 3 de la definition de V application par faite, i.e.
Ap(v) = H{F(e) : v<e, eC<f(X)}/0 V^ e ^°(X), (2.1)
est equivalente au fait que I' 'application F possede une selection continue f.
Preuve. En effet, si / est une selection continue de F et z> G S (X), alors f(v) G ^(e)
pour tout e G ^(^) tel que v ^ e. D'ou /(v) € w4^(v). Reciproquement, si F satisfait
la formule 2.1, on peut alors definir / sur les sommets en choisissant f(v) G Ap(v) pour
tout v € 8 (X). Puisque Ap(v) ^ 0 et F a des valeurs convexes fermees, la definition de
/ s'etend a toutes les cellules convexes par linearite pour obtenir une selection continue
de F. D
Definition 2.5 Une application multivoque representable F : X —— > 'R, avec domF =
X, est appelee presque parfaite relativement d £(X) si les axiomes suivants sont satisfaits
1. F(a) est convexe fermee pour toute cellule primitive o- € S(X).
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2. F(e) = U{F(a) : e < a, a primitive dans X} Ve € S(X).
3. Ap(v) / 0 pour tout sommet v 6 <? (X).
On peut voir facilement que
Lemme 2.1 Soit F une application parfaite ou presque parfaite relativement a S(X).
On a les proprietes suivantes:
1. Ve G <^(^0 A^? (e) = n{i71(a) : e < a, o" primitive dans X}.
2. Si F possede une selection continue f alors f(e) C Ap(e) pour tout e G S(X).
Preuve. L'inclusion directe C dans 1 est triviale. Prouvons 1'autre inclusion. Soit x C
F(cr) pour toute cellule primitive a ayant e comme face. Soit 7 G <?(^0 telle que
e < 7. II existe une cellule primitive a telle que e ^ 7 < cr. D'ou F(o~) C F(^) et alors
x € F('y). Considerons maintenant e € <p(^r) et a une cellule primitive telle que e < a.
Puisque / est continue et F(a) est convexe fermee, on deduit que
/(e) C f(a) C /(a) C F(a) C F(a).
D'ou /(e) cAp^e). D
Pour une application parfaite ou presque parfaite F, Pensemble Ap(e) est convexe et
non vide pour tout e e S(X). De plus ^(e) C F(e). II en resulte alors que F(e) est
etoile pour tout e G S(X).
La philosophie derriere les definitions d'applications parfaites et presque-parfaite est la
suivante: les applications parfaites sont naturellement construites en definissant leurs va-
leurs sur les sommets de X, i.e. les elements de 8 (X), et en etendant la definition aux
cellules de dimension superieure par intersection. Elles sont par consequent beaucoup plus
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naturelles et faciles a definir et a manier sur Ie plan theorique que les applications presque
parfaites qui sont construites dans 1'ordre inverse. On definit d'abord leurs valeurs sur
les cellules de dimension superieure puis on descend jusqu'aux cellules de dimension zero
par reunion. Les applications presque parfaites sont en revanche beaucoup plus faciles a
construire une fois les cellules primitives sont connues et elles presentent un avantage au
point de vue algorithmique en n'exigeant la convexite que sur les cellules primitives.
Cependant, la relation entre les deux est etroite. En effet, a toute application parfaite
F : X — > 7^., on peut associer une application presque parfaite G : X — > 7i qui est
une selection de F et qui est definie pour toute cellule e G S(X) par
G(e) = U{F(a) : e ^ a, a primitive dans X} C F(e).
La demonstration est triviale si on remarque que pour toute cellule primitive a, G{o~) =
F(a). De plus, comme
F\{G(e) : v < e, e primitive dans X} = n{F(e) : v ^ e, e primitive dans X},
il s'en suit que Ao(v) D Ap{v) / 0.
Reciproquement, si F : X — > "R, est une application presque parfaite, alors 1'application
G : X — > K definie pour tout sommet v C S (X) par la formule G(v) = cog (F(v)) et
etendue de fa^on naturelle a tout x C X par
G(x) = G(a) = n{G(v) : v < a, v c <CO(X)},
ou o est Punique cellule de £(X) contenant x, est une application parfaite dont F est
une selection. II est en efFet aise de verifier que pour tout a- G S(X),
G(a) = n{G(v) : v<a, v G S°(X)} D n{F(v) : v < a, v € ^°(X)} D F((7).
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D'ou Ao(v) D Ap(v) ^ 0.
Definition 2.6 Soit X G 7^ et f : X — > Rn une application univoque continue. Une
representation parfaite (respectivement presque parfaite) de f est par definition toute
application parfaite (respectivement presque parfaite) F : X — > 7i telle que f(x) G
F(x) pour tout x C X.
Pour construire une representation parfaite (respectivement presque parfaite) de /, il est
suffisant de connaitre 1'information numerique suivante:
1. Un nombre sufHsant d'approximations de / en un nombre important mais fini de
points de X: les sommets dans 8 (X) pour une application parfaite, et les points
interieurs (par exemple, points du milieu) des cellules primitives dans X pour une
application presque parfaite.
2. Le module de continuite uniforme de / dans X, i.e. la fonction e — > 6g telle que
\\x-y\\ < 5, ^\\f(x)-f(y)\\<e,
pour tout x,y G X.
De plus, en prenant des grilles suffisamment fines, on peut obtenir des representations
dont les valeurs sont de diametres arbitrairement petits.
Plus concretement, si nous considerons dans la suite les grilles cubiques 8k de pas ^k
comme definies dans PExemple 2.2, nous avons Ie resultat suivant:
Theoreme 2.1 Soient X, V € 7^ et f : X — > Y une application continue. Pour
tout e > 0, il existe k € N tel que f admet des representations (parfaite et presque
parfaite) relativement a 8^ dont les valeurs sont dans un voisinage quelconque de Y.
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Preuve. En effet, munissons Rn de la norme ||a;|| = max{|^| : i = 1, 2, ...,n} de telle
sorte que les boules
B,(x)={y: \\y-x\\ < r}
soient des cubes n-dimensionnels. Puisque / est continue et X est compact, / est
uniformement continue. Soit alors £ — > 6g Ie module de continuite uniforme de la
fonction / : X — > Rn par rapport a la norme precedente.
Pour £ > 0 donne, fixons k C N tel que ^ < min{^,£}. Soit Xy Ie centre de la
cellule primitive a G S-k(X). Pour tout re € a, defmissons 1?(^) = -^(o') comme etant Ie
plus petit rectangle ^-representable qui contienne la boule Bg f(xa) . On peut etablir
clairement que F(cr) est donne par la formule
F(a)=u{e: ee8k et enB,(/(rz;,))^0}.
Pour obtenir une representation presque parfaite de /, on definit F sur d'autres cellules
e de E-k par la formule
F(e) = U{F{a) : e < a, a primitive dans X} .
De 1'inegalite
\\f(x)-f(x,)\\^£ 1x 6 (7,
on deduit aisement que f(x) € F(o') pour tout x G a, en particulier si v est un sommet
de a alors f(v) C F(o~). II en resulte que
Ap(v) = n{F(a) : v <: a, a primitive dans X} D {f(v)},
ce qui montre que F est une application presque parfaite.
Soient x e X et e Punique cellule de ^ contenant x. II existe une cellule primitive a-
telle que e < a. D'ou x € ~a et done /(re) € F(o-) C F(e) = F(x). II s'en suit que / est
28
une selection de F. Soient Q € £k(X) et y € F(Q). II existe alors une cellule primitive
a telle que Q < a- et y G -^(cr). Par definition, on peut trouver une cellule e G ^ telle
que y G e et e H Bg ( ,(2:0-)) 7^ 0. II en resulte que \\y — f(xa) \\ <:£ + ^ i.e.
^B^(Y).
Pour obtenir une representation parfaite F de /, on definit d'abord F sur tout sommet
v de X par
F(v):=U^e: ee£k et en B^f(v)^ ^ 0^,
et on pose ensuite, pour toute cellule a, F(a) = H{F(v) : v < a, v sommet}. II est
aise de voir que F(a) -^ 0 puisque f(xa) € F{v) Vr sommet de a, ou Xy designe Ie
centre de la cellule a. De plus, on peut constater que pour tout sommet v
f(v) e Ap(v) = n{F(a) : v < a},
ce qui prouve que F est une application parfaite.
Soient x G X et a 1'unique cellule de 8^ qui contient x. On a alors
\\f(x) — f(v) II < E \/v < a, z> sommet.
D'ou f(x) € F(o') = F(x). Ceci demontre bien que / est une selection de F. On peut
demontrer de fa^on similaire que precedemment que pour toute cellule Q € ^k(X) et
tout y e F{Q), on a y C B^i (V). D
Remarque 2.3 Nous avons, grace au theoreme precedent, obtenu un procede pour la
construction d'une representation parfaite ou presque parfaite pour une application conti-
nue donnee dont Ie domaine est represent able. Nous voulons f air e remarquer qu'a partir
de la representation parfaite F obtenue dans Ie theoreme precedent pour une fonction
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continue /, on peut en construire une representation presque parfaite G dont les images
sont de moindre diametres en utilisant la discussion qui suit la preuve du Lemme 2.1. II
suffit pour cela de verifier que / est une selection de G. Rappelons que G est donnee
sur toute cellule e par la formule
G(e) = U{F(a) : e < a, a- primitive dans X}.
Soient x ^ X et e Punique cellule contenant re. II existe une cellule primitive a telle
que e :< o-. D'ou a; € a et done ||/(^) — /('u)|| < £ pour tout r sommet de a. II s'en
suit alors que f(x) € F(o~) C G{e) = G'(rc), ce qui montre bien que / est une selection
de G.
2.3 Application de chaine associee a une application
representable
Soit S une grille convexe dans Wi. Pour X C 7^-, on denote par Cg(X) = Cg(X,^) Ie
Q-ieme groupe du complexe de chaine C(X,£) engendre par £q(X) (voir Section 2.1.1).
Pour a = ^^CiCi G Cq(X), on denote par |a| = U{e^ : c^ 7^ 0} Ie support de a.
I
Le resultat principal de ce chapitre fait 1'objet du theoreme suivant:
Theoreme 2.2 Soit £ une grille convexe dans W1, X, Y des ensembles representables
relativement a £ et F : X — > ^(Y) une application parfaite (respectivement presque




Preuve. Par induction, on construit (pq : Cq(X) — > Cq(Y) telle que
|^ a\ C Ap(a) = H{^(7) : a < 7,7 € <f(X)} Va G ^(X) (2.2)
On definira les valeurs de (pq sur les generateurs.
Pour q = 0 et q = 1:
Soit v un sommet. Puisque Ap(v) est un ensemble ferme et non vide, on peut choisir
un sommet ^(v) G Ap(v)-
Pour une cellule a C £- (X) telle que Q^a = v-^ — VQ, on pose
z = (pQ(9ia) = (po(v-^) - (po(vo).
On peut facilement voir que \z\ C Ap(^).
Soit e : CQ (X) — > Z la fonction augmentation pour CQ (X). Puisque (po preserve
V augment ation, il s'en suit que e(z) = 0. Notons que Ap^ff) est un ensemble convexe,
done Ho(Ap((7)) est un groupe trivial. II existe done une chaine c C C^(A(o-)) telle que
9-tC = z. Nous definissons alors
(ptO- := C.
La condition 2.2 est automatiquement satisfaite et Foperateur de bord 9 satisfait par
definition
(pQ9^{a) =9^^(a).
Supposons maintenant que ^ est construite pour 0 < i < q ou (pi : Ci(X) — > Ci(Y)
et satisfait les conditions
1. l^o-l C ^(a) Va € ^(X).
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2. ^_i 9 = 9ipi for 1 < % <^ q — 1.
Construction de (pq:
Soit <7 c <^(X). La frontiere de a peut s'exprimer
9a=^Cs(7s,
5
ou as e eq-\x) Vs.
Nous avons
\(Pq-l^s\ C Ap((Ts) C ^((7) VS.
D'ou,
\(pq-i9cr\ C A(a).
Puisque Ap(o') est convexe (done H(Ap(o')) = 0) et (pq^Qa est un cycle (par hypothese
d'induction), il existe une chaine c 6 Cq(A(o~)) telle que Qc = (pq-^Qo-. On pose alors
(pqO- := C.
Par definition, (pq satisfait les conditions suivantes
1. 9(?q = <^-l(9.
2. Si (7 G 8q(X\ alors ipqcr € Cq(Ap(cr)) et |^a| C ^(a). D
Definition 2.7 Toute application de chaine (p : C(X) -— > C{Y) satisfaisant la condi-
tion 2.2 est appelee une 8-application de chame associee a F.
Pour toute application de chaine (p : C(X) — > C(Y), nous denotons par
y-. : H(X) -^ H(Y),
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Phomomorphisme quotient induit par (p au niveau des groupes d'homologie.
Definition 2.8 Soit F : X — > 7^(V) une application parfaite ou presque parfaite et
ip : C(X) — > C(Y) une ^-application de chame associee a F. L'homomorphisme induit
dans I'homologie par F est defini par la formule
F^ :=^ :H(X) — >H(Y).
Le resultat suivant etablira que 1'homomorphisme F^ = (p^ : H^(X) —— > H^(Y) tel que
defini precedemment est independant du choix de Papplication de chaine associee a F
donnee par Ie Theoreme 2.2.
Theoreme 2.3 Supposons que (p et '0 sont deux 6-applications de chaine associees a
la meme application parfaite (respectivement presque parfaite) F. Alors (p et ^ sont
homotopes par une homotopie de chame D.
Preuve. On construit par induction sur q une application de chaine
D,: C,(X) -^ C,^(Y)
telle que
\D,a\ C Ap^) = H{^(7) : o- < 7, 7€ <?(X)} Va € C,(X). (2.3)
II est bien entendu sufHsant de definir Dq sur les generateurs.
Pour q = 0:
Soient v un sommet de £(X) et £ : CQ (X) — > Z la fonction augment ation pour CQ (X).
Posons z = (po (v) — '0o (v).
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Puisque (po et z/jo pr eser vent 1'augment ation, il suit que e(z) = 0. Notons que Ap^ff) est
un ensemble convexe, done Ho(AF(ff)) = 0. II existe done une chaine ci G Ci(Ap(v))
telle que
<9ci = </?o('") -/0o(v).
Nous definissons alors DQV := ci.
On peut constater sans difficulte que 1'homomorphisme DQ : Co(X) — > Ci(Y) est bien
defini et satisfait les proprietes suivantes
1. \DQV\ cAp(v) \/v^£°(X).
2. <9i Do =^o -'00.
Supposons maintenant que D^ est construite pour 0 <:i < q ou Di : Ci(X) —— > Ci^(Y)
et satisfait les conditions
1. \Dia\ C Ap((T) Va € £i(X).
2. ^+1 D, + P,_i 9i= (pi-z^i for 0 < i < 9-1.
Construction de Dq:
Soit a C Sq(X). On peut ecrire
^=E C.<,(7.<
ou as e 8q~l(X) Vs. Posons
a = (pqO- — i^qO- — Dq-^9 (7.
Nous avons \(pq0-\ U |^g0-| C Ap((7) et iD^iaJ C Ap^s) C Aj7-(cr) Vs. D'ou
\Dq_-^Qa\ C Ap(ff) et par consequent |o;| C Ap(o'). II suit que a est un cycle. En
effet, on a
9q0i = 9q(pq0- - Qq^qO- - 9q Dq^ 9q 0- = (^_i 9q 0- - '0g_i 6q (T - Qq Z)g_i 9q 0.
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Puisque par les hypotheses d'induction,
y?g_l 9q 0- - '0g_l QqO =Qq Dq^ Qq (J + £)g_2 9g-l ^g,
nous deduisons que 9q a = 0.
Comme Ap(o') est convexe et a est un cycle, il existe une (q + l)-chaine Cg+i G
Cq^ApW) telle que <9g+iCg+i = a.
On definit alors
DqO- := Cg+i.
Par definition, Dq satisfait les proprietes suivantes
1. \Dq(7\ CApW.
2. 9q^Dq-\-Dq^9q= (Rq-^q. D
Nous allons terminer cette section en verifiant que si deux applications multivoques F
et G sont deux representations (parfaites ou presque parfaites) d'une meme application
continue /, alors elles induisent Ie meme homomorphisme dans 1'homologie. Cela justi-
fiera la definition de Phomomorphisme f^ induit dans Phomologie par f qu'on verra au
chapitre suivant.
Proposition 2.4 Soient F une application parfaite ou presque parfaite et G une ap-
plication parfaite ou presque parfaite relativement a la meme grille £(X) idles que
G(X) C F(X) pour tout x € X, i.e. G est une selection de F. Alors, toute S-
application de chame associee d G est aussi une £ -application de chaine associee d
F. II s en suit que G^ = F^.
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Preuve. Si ip est une <f-application de chaine associee a G, alors elle satisfait lapropriete
|^e| C n{G(a) : e< a, a € <f(X)} C n{^(a) : e < a, a e S(X)} Ve C ^9(X).
D'ou, y est une ^-application de chame associee a F. D
Corollaire 2.1 Soient X G Ti, f : X — > M" une fonction continue et F et G deux
representations de f. Alors F^ = G^.
Preuve. Si F et G sont deux representations parfaites de /, on verifie facilement que
1'application multivoque H definie par
H(a) = F(a) n G(a), Va G ^(^)
est aussi une representation parfaite de /. On deduit alors de la proposition precedente
que H^ = F^ = G^.
Dans Ie cas ou F et G sont deux representations presque parfaites de /, 1'application
multivoque H definie par
H(a) =F(a)nG'(o-), Va G ^(X), a primitive dans X
et etendue ensuite aux autres cellules e 6 S(X) grace a la formule
H(e) = U{H(a) : e < cr, o- primitive dans X}
est une representation presque parfaite de /.En efFet, on peut d'abord remarquer que
par definition H est presque parfaite. Soit alors x G X, e € ^(^) 1'unique cellule dans
X qui contient x et a une cellule primitive telle que e < a. On a
f(e) C f(a) C /(<7) C F(<j) C F((r) C F(e).
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Or F(e) = F(x), ^x G e. D'ou /(a;) G F(x).
Si F est une representation parfaite de / et G une representation presque parfaite
de /, on sait (voir la discussion suivant la preuve du Theoreme 2.1) que / admet une
representation presque parfaite F^ qui est une selection de I5 application multivoque F.
On revient done au cas ou f admet deux representations presque parfaites. d
2.4 Applications representables et subdivisions
Nous avons introduit indirectement la notion de subdivision pour Ie cas des grilles cu-
biques lors du Theoreme 2.1. Nous avons en efFet considere la grille 8k de pas ^- qui
s'obtient clairement en subdivisant la grille de base S\. Nous allons maintenant definir de
fa^on generale la notion de sous-grille et obtenir un resultat, qui jumele a la Proposition
2.4, permet de definir pour une application continue donnee des representations dont les
valeurs sont de diametres arbitrairement petits a partir d'une de ses representations rela-
tivement a la grille de depart. De plus, nous aliens voir que ces representations induisent
Ie meme homomorphisme dans 1'homologie au sens de la Definition 2.8, ce qui prouve
alors que cette meme definition est independante de la subdivision operee sur la grille de
depart.
Definition 2.9 Soient £ et £ deux grilles convexes dans Mn. On dit que £' est une
sous-grille (ou subdivision) de la grille 8 si toute cellule de £ s'ecrit comme reunion
finie de cellules de S'.
Proposition 2.5 Soient 8 et S deux grilles convexes telles que S' est une sous-grille
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de £. On a les proprietes suivantes:
1. Us ClZs'.
2. Toute cellule e de 6 est contenue dans une unique cellule a de 8.
Preuve. La propriete 1 decoule immediatement de la definition d'une sous-grille. Pour
6 6 <^ , posons
Ae={a e£ : en o- ^ 0}.
II est clair que Ac / 0 puisque e C Mn = U cr. Soient o'l,^ € Ae. Par definition, on
ae£
peut ecrire 0-1= U e , ou I est un sous-ensemble fini de £'. II suit que e intersecte au
e'€J
moins une des cellules e' de I et done e G J et alors e C CTI. En raisonnant de la meme
fa^on, on deduit que e C 0-2. On deduit de la definition d'une grille que a\ =0-2.
L'ensemble Ag est done un singleton. d
On deduit notamment de ce qui precede que toute cellule o- € £ peut s'ecrire comme
une reunion finie de cellules de E selon la formule
a=U{ee8' : ec a}.
Remarque 2.4 Dans Ie cas des grilles cubiques, il est evident que la grille cubique £' =
8m de pas — est une sous-grille de la grille cubique S = 8^ de pas •7- si et seulementm " " ^ ~n r"~ k
si k dims e m.
Theoreme 2.4 Soient S' une sous-grille de la grille £, X, Y G 7\^ et F : X — > P(Y)
une application par faite relativement a S(X). Alors F est une application parfaite rela-
tivement a 8 (X) et F : X — > P(Y) induit Ie meme homomorphisme dans I'homologie
consideree comme une application parfaite relativement d 6 .
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Avant de prouver Ie theoreme precedent, on doit d'abord prouver les lemmes suivants:
Lemme 2.2 Soit v un sommet de la sous-grille 8 de 6 et F une application parfaite
relativement a S. II existe une cellule (j € S telle que
A£f(v)^ASF(a).
Preuve. D'apres la Proposition 2.5, il existe une unique cellule a de S telle que v G a.
II suit que toute cellule e G S telle que v <: e intersecte a et done e C a. D'ou
F(e) = F(cr) et done Aji^v) C A^a).
Soit maintenant 7 G <f telle que a- <, 7. II est aise de voir que
7 C U{e, e G S' : e C 7}.
Comme v G 7; 11 sult qu511 existe e C £' telle que e C 7 et v < e. D'ou F(e) = F('j)
et done A^(a) C A^(v). a
Lemme 2.3 Si F est representable relativement a E alors F est egalement represen-
table relativement d 8 .
Preuve. Puisque domF € /R£ et \/x G domi71, F(2;) € K£ et toute cellule de 8 est une
reunion finie des cellules de S , on peut deduire que domi7 € /R£' et F(x) G ^/ Vrc.
L'egalite G(F) = G(F) est evidente. Soit e' € £'. II existe e € <f telle que e/ C e.
Puisque F(x) = F(y) ^/x,y e e, la relation F(x) = F(y) reste verifiee pour tout
x,y € e'. II en decoule que F est representable relativement a £'. n
Lemme 2.4 Si F est parfaite relativement a 8 alors F est aussi parfaite relativement
a £'.
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Preuve. II est evidemment clair que F(x) est convexe et fermee pour tout x G dom^.
Pour e C <?, on peut aisement constater que
F(e') = H{F(v) : v< e',v C (£')°}.
On peut d'abord voir que 1'inclusion
F(e') C H{F(v) : v <e',v € (8')°}
est trivialement satisfaite puisque F est representable relativement a £ . Pour prouver
les autres inclusions, nous distinguerons les deux cas suivants:
1. Ou bien il existe VQ < e' et e € £ telle que Vo ^ int (e) et e/ C e. II s'en suit que
H{F(v) : v<e', v G (8')°} C F(vo) = F(e) = F(e').
2. Si non, e' € S et tout sommet de e/ est un sommet de la grille originale 8. L'egalite
precedente suit alors immediatement.
Soit v € {S') . Par Ie Lemme 2.2, il existe une cellule a C S telle que v C a. On a alors
^)=^(a)/0.
Ceci demontre done que F est une application parfaite relativement a 8'. D
Soient S, 8 deux grilles convexes dans Rn telle que £' est une sous-grille de E . Pour
tout X G Tis, nous definissons Voperateur de subdivision
^,s'=^ :C(X,8)^C(X,8')
sur les generateurs de la maniere suivante:
1. IJLQ : Co(X,S) — > CQ^X^S') est 1'inclusion canonique, i.e. /-Ao(z') = v, \/v € <co(^),
puisque tout sommet de £ est aussi un sommet de £ .
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2. De fagon generale, pour toute p-cellule o- € SP(X),
^(a)= ^ e, (2.4)
e^srw
II est facilement verifiable que ^ est une application de chaine.
Preuve du Theoreme 2.4. On a deja demontre que F est parfaite relativement a
£'. Soient alors (p : C(X,£) — > C(Y,£) une ^-application de chaine associee a F
vue comme application parfaite relativement a £ et ^ : C7(X,^/) —> C{Y,S') une
^'-application de chaine associee a F vue comme application parfaite relativement a £'.




Nous construisons par induction sur q une homotopie de chaine
D - {D,: C,(X,£) -^ C,^(Y,£')}^
entre Papplication de chaine p. o y : C(X,S) — > C(Y,S') et 1'application de chaine
^ o p, : C(X,E) — > C(Y,£') en precisant ses valeurs sur les generateurs. II s'en suivra
que
,^(^=^^4. (2.5)
Soit v G S°(X). II est clair, grace au Lemme 2.2, que A^(v) = A^(v) et par defini-
tion, on a yo(v) C A^(v) et ripo(v) G ^('u). II est clair par ailleurs que p.o(v) = v et
^o((po(v)) = ^(v). Soit £ : CQ (X,S) — > Z la fonction augmentation pour CQ(X,£). II
suit alors que z = p,o o (po^v) - IJ)Q o p,o(v) C Co(Ajr(v)) est un cycle reduit, i.e. e(z) = 0.
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Puisque A£p(v~) est un ensemble convexe, on a Ho(A{p(v)) = 0. II existe done une 1-
chaine Ci 6 C'i(v4^(r)) telle que Q\c\ = ,2. Definissons alors Do(v) := ci.
L'homomorphisme Do satisfait les proprietes
1. \DQ(v)\cA£^v)=A£y(v).
2. <9i Do M = 9ici = f^o o (^o(^) - '0o ° ^o(^).
Supposons que pour 0 <^i < q— 1 on a 1'existence d'une application de chaine
A : Ci(X,£) -^ C^(Y,S')
telle que
1. |AM|C^(a),
2. 9i^Di{a) + A-i <9z(cQ = ^ o ^(a) - ^ o ^(a).
Soit a G 6q(X). On sait que l^q(o~) = ^ ^ e. Considerons alors la chaine
e^S'^W
a = /j,q o (pq(a) -l^qO ^g(cr) - Dq^ 9q{a).
On peut facilement voir que
|^(e)| C A£p(e) C AJ,(a), Ve G (<?/)^).
En effet, si e G (£')q(o-) et (3 € £' telle que e ^ /?, il existera 7 C <?, telle que /3 C 7.
II suit immediatement que e C 7 et alors 0-07^0. D'ou a < 7. Ceci montre done
que Ap{e) C A^(o~) alors que la premiere inclusion decoule de la definition de i/j. Par
ailleurs, par definition de (p et /^, on a |^g o (pq{o-)\ C ^(cr).
Puisque QqO- = Y^o'i, avec o-i € S{-q~l\X) et ^(c^) C A^(a), on deduit grace aux
hypotheses d'induction que Dg_i (9qa) C A^(o~). II suit alors que |o;| C Afp{a). II est
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maintenant aise de voir que a est un cycle dans Cq(A^(a)). L'ensemble A^(cr) est
convexe (done acyclique). En utilisant les memes arguments que ceux de la preuve du
Theoreme 2.3, on deduit qu'il existe une (q + l)-chaine c^+i C Cq+i(A^(a)) telle que
9q+-t Cg+i = a. Nous definissons alors Dq(o~) := Cg+i.
On peut verifier sans peine que 1'homomorphisme Dq : Cq(X, £) — > Cq+i(Y, £') satisfait
toutes les hypotheses d'induction. D
II est bien connu dans la litterature que 1'operateur de subdivision p, induit un iso-
morphisme p,^ au niveau des groupes d'homologie. On peut trouver des demonstrations
completes de ce fait dans MASSEY[18] pour Ie cas des subdivision barycentriques pour
Phomologie simpliciale et dans KACZYNSKI et al.[16] et a la fin du Chapitre 3 de ce
present ouvrage pour les cas de Phomologie cubique. On deduit alors a partir de la for-
mule 2.5 que la definition de 1'homomorphisme
F, : H(X) -^ H(Y)
est invariante par rapport a la subdivision pour toute application parfaite
F:X —^P(Y).
Remarque 2.5 Les resultats precedents s'etendent de faQon naturelle pour les applica-
tions presque parfaites avec de tres legeres modifications des arguments employes dans
leurs demonstrations respectives.
En combinant la Proposition 2.4 et Ie Theoreme 2.4, on obtient Ie corollaire suivant:
Corollaire 2.2 Si F est une application parfaite (respectivement presque parfaite) rela-
tivement d la grille £ et si G est une selection de F, i.e. G(x) C F(x) Va:, et egalement
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une application parfaite (respectivement presque parfaite) relativement a la sous grille 8'
de S, alors G et F induisent Ie meme homomorphisme dans I'homologie.
L'idee derriere la notion de subdivision est la construction de representations dont les
images sont circonscrites dans un certain voisinage. Le corollaire precedent nous assure
que ces representations induisent Ie meme homomorphisme dans Phomologie. Ce resultat
va s'averer d'une importance capitale lors de la definition de Phomomorphisme induit




Phomologie par une application
continue
Dans Ie cadre du chapitre 2, nous avons associe a toute application parfaite ou presque
parfaite F : X — > Y, ou X,Y e T^s, une application de chaine (p : C(X) — > C(Y)
donnee explicitement par Ie Theoreme 2.2. Nous avons alors defini (voir Definition 2.8)
1'homomorphisme F^ induit par F dans Phomologie comme etant 1'homomorphisme de
groupes quotients induit par y? au niveau des groupes d'homologie, i.e.
F,=^:H(X)—,H(Y).
Dans ce chapitre, nous commen^ons par prouver que cette definition de F^ coincide avec
les definitions classiques des homomorphismes induits dans 1'homologie par les applica-
tions univoques et multivoques. Nous allons ensuite definir 1'homomorphisme f^ induit
dans 1'homologie par une application continue / : X — > Y via une quelconque de ses
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representations F. Dans un premier temps, nous allons imposer la condition F(X) C Y.
II est clair qu'il n'est pas toujours possible de pouvoir construire une representation F
de / verifiant la condition F(X) c Y. De fagon generale, une representation de / est
une application parfaite ou presque parfaite F : X — > Rn dont 1'image n'est pas ne-
cessairement dans Y. II est cependant demontre dans Ie Theoreme 2.1 qu'en passant a
une subdivision raisonnable de la grille de depart, on peut construire une representation
cubique F de / dont 1'image est contenue dans un voisinage arbitraire de Y. Nous
utilisons ce fait dans la Section 3.2 pour faire la construction de 1'homomorphisme f^
dans Ie cas general, c'est-a-dire meme si la condition F(X) C Y n'est pas satisfaite.
3.1 Grille produit et Theoreme de Vietoris-Begle
On peut generaliser, sans changement majeur, toutes les definitions concernant les ap-
plications representables F : X — > P(Y) au cas ou X et Y sont deux ensembles
representables relativement a deux grilles convexes distinctes 8\ et ^2 dans Rn respec-
tivement.
Definition 3.1 Soient 81 et 6^ des grilles convexes dans Rn et X € K^, Y € Tig^ .
Alors,
^1 x ^2 := {ei x 62 : ei € ^i, e2 G ^2}
est une grille convexe dans W1 x Rn appelee la grille produit de £]_ et £-2 . Le sous-
ensemble
(<^1 X ^2)n(^ X V) := {d X C2 : ei € ^i(X), 62 € ^C^), dime^ + rizmez = n}
est la base du n-ieme groupe Cn(XxY) du complexe de chame C(XxY). (Voir DOLD[7],
ChapitreV).
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Nous pouvons alors caracteriser les applications representables de X dans Y de la
maniere suivante:
Proposition 3.1 Soient X e K£^ et Y G K^. L'application F : X — > Y est repre-
sentable si et seulement si son graphe G(F) est un ensemble representable relativement
a la grille convexe produit S\ x 6^.
Preuve. En effet, si F est representable relativement a 8^ et E^ son domaine domF est
un ensemble representable relativement a <^i, i.e. dom-F = U e^ , ou I est un ensemble
i^I
fini d'indices. II suit alors que, G(F) = U^e^ x F(ei)). Sachant que chaque F[ei) est
i^I
representable relativement a ^2? on peut ecrire
F{e,) = .U e/, Vz G J,
J^Ji
ou Ji est un ensemble fini d indices. II s'en suit que
G'(F)=^u..,(e-xe'^ (3-1)
{i,j)e!xJ
ou J = U Ji est un ensemble fini d'indices. Ce qui montre que G(F) est representable
i^I
relativement a ^i x ^2.
Si G(F) e /R£^S^ alors G(F) satisfait 1'egalite (3.1). II suit immediatement que G(F)
est ferme et dom.F' = U e^ est un ensemble representable relativement a S\. Posons,
i^I
pour tout i G I
Ji={j € J : e,x e', C G(F)}.




II suit que F(x) est representable relativement a ^2 et F(u) == F(x) \/u € €i. On
conclut alors que F est une application represent able. D
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Nous allons maintenant enoncer la definition classique de 1 homomorphisme induit dans
1'homologie par une application multivoque acyclique qui est obtenue grace au Theoreme
de Vietoris-Begle.
Soient X et Y deux espaces topologiques de HausdorfF localement compacts. Dans la
suite, Ie symbole H denotera Ie foncteur de Phomologie de Cedi a coefficients dans un
corps.
Definition 3.2 Soit F : X —— > Y une application multivoque semi-continue superieu-
rement. F est dite acyclique si H(F(x)) =0, \/x € X, ou H designe I'homologie
reduite.
Definition 3.3 Soit f : X — > Y une application continue. On rappelle (voir SIEG-
BERG et SKORDEV[28]) que f est appelee une application de Vietoris si les conditions
suiv antes sont satisfaites
1. f est surjective.
2- f (y) est acy clique \/y € Y.
Le resultat classique suivant est bien connu.
Theoreme 3.1 (Theoreme de Vietoris-Begle, voir BEGLE[3])
Si f : X —— > Y est une application propre, i.e. f~l(K) est compact pour tout compact
K C Y, et si de plus f est de Vietoris alors elle induit un isomorphisme
f,:H(X)—,H(Y).
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Soit F : X — > Y une application acyclique. Le graphe de F
G(F)={(x,y)eXxY: y € F(x)}
est un espace topologique de HausdorfF localement compact et la projection canonique
p : G(F) — > X est une application propre et de Vietoris. 11 suit alors, grace au Theoreme
de Vietoris-Begle, que p^ : H(G(F)) — > H(X) est un isomorphisme.
Definition 3.4 (Voir SIEGBERG et SKORDEV[28]) Soient F : X — > Y une ap-
plication multivoque acyclique et semi-continue superieurement et p, q les projections
canoniques de G(F) sur (respectivement) X et Y. L'homomorphisme
F, : H(X) -^ H(Y)
induit par F dans I'homologie est defini par la formule
^ = q. ° (P*)"1. (3.2)
Remarque 3.1 La version generale du Theoreme de Vietoris-Begle est vraie dans Ie
cas des homologies de Vietoris ou de C'ech a coefficients dans un corps. Dans Ie cas
des applications aux ensembles et applications represent ables, nous travaillons avec des
polyedres finis et des applications telles que les images et images inverses de polyedres
finis par ces applications sont des polyedres finis. Dans ce cas, les resultats precedents
restent vrais pour toute homologie et tout anneau de coefHcients.
Soient <?i, 8-2 deux grilles convexes dans Rn, X e /R-£^, Y C ^3 et F : X — > Y
une application parfaite ou presque parfaite. II est facile a etablir (voir la discussion qui
suit la preuve du Lemme 2.1) que F(x) est un ensemble etoile pour tout x G X. II suit
alors que F est une application multivoque acy clique. D'autre part, X et Y sont deux
ensembles compacts de HausdorfF. L'application F induit alors un homomorphisme F^
49
dans Phomologie donne par la formule 3.2.
Notons que les applications de chaine
p# : C(G(F)) -^ C(X) et q# : C(G(F)) -^ C(Y)
induites par les projections canoniques p : G(F) — > X et q : G(F) — > Y sont donnees
sur les cellules elementaires par les formules suivantes:
P#n(e x e') =
0 si dime < n
e si dim e = n,
et
0 si dime < n
si dime = n.
j\ i 0 1#n(^ X '-') = ^ ;- ;i
Le resultat suivant etablira que la definition precedente de F^ se basant sur Ie Theoreme
de Vietoris-Begle coincide avec celle donnee au chapitre 2 (Definition 2.8) se basant sur
la construction d'une application de chaine associee a F.
Theoreme 3.2 Soient <?i, ^2 deux grilles convexes dans Wl, X C ^i, V G T?-^ e^
F : X — > Y une application parfaite ou presque parfaite. II existe une application de
chame
^ : C(X) —> C(G(F))
telle que
|^(a)| CaxApW VaC^i(X).
De plus, I'application (p = q^ o ip : C(X) — > C(Y) est une S\- application de chame
associee a F et ^ est I'inverse homotopique de I'application de chame p^. D'ou
^ = (p*)-l.
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Preuve. Nous procedons en deux etapes:
1- Construction de '0: Nous construisons pour tout entier q < 0 une application de
chaine ^ : Cq(X) — > Cq(G(F)) telle que
|^(a)| C a x Ap(a) Va G C,(X). (3.3)
II suffit de definir ^q sur les generateurs.
Soit v sommet dans X. Puisque Ap(v) est ferme et non vide, on peut choisir un sommet
v C Ap(v). Posons alors
ipo(v) =VXVQ.
II est bien clair que \ipo{v)\ C v x Ap(v) C v x F{v) C G(F).
Pour une cellule a- € (8i)l(X) telle que 9^ = v^ — z>i, posons
z = ^o(9^a) = ^o(v^) - '0o(^i).
II est aise de voir que \z\ C a x Ap((T) C G(F). Soit e : CQ(G(F)) — > Z la fonc-
tion augmentation pour Co(G(F)). Puisque '0o preserve 1'augment ation, il s'en suit que
e(z) =0. Notons que 'a x Ap(o') est un ensemble convexe, done Ho (a x Ap^)) est un
groupe trivial. II existe done une chaine c C Cri(a x ^4^(a)) telle que ^ic = z. Nous
definissons alors
T^lO- := c.
La condition 3.3 est bien satisfaite et on a par definition
^o(9ia) = z=9^a).
Supposons alors que pour tout entier 0 < i < Q'— 1, il existe un homomorphisme
^ : d(X) —, C,(G(F)) tel que
1. \^(a)\ C ax Ap((7) Va e (Si)\X).
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2. i^i-i9i = Q^i .
Soit o- 6 (<fi) (^O. Par hypothese d'induction ^g_i((9g0-) est un cycle et |'0g_i(^g<7)| C
a x Ap^)- Puisque a x AF(O') est un ensemble convexe (done H(a x Ap(o')) = 0), il
existe une chaine c G a x Ap{cr) telle que 9qC = i^q-^QqO').
On definit alors ^g(o') := c.
Par definition meme, ip q satisfait les conditions 1 et 2 ci-dessus. II est aisement verifiable
que 1'homomorphisme (p = q^ o -0 est une application de chaine associee a F.
2- '0 est Pinverse homotopique de p^ : Nous demontrons d'abord, par induction sur
1'entier naturel q, que
(P#\°^=(ldC{X}\-
II suf&t bien entendu de montrer que 1'egalite est vraie pour les generateurs. Soit v un
sommet dans X. On a par definition
(P#)o ° ftl}o(v) = (P#)o(v x vo) =v = (idcw)o(v)-
Supposons alors que pour tout entier Q <i < q— 1 on a (p#) o ^q = (^c(x))^-
Pour i = q:
Pour tout <7 € (<?i) (X), on a
(P#)q-l ° ^-l(<^) = ^ = Qq [(P#)q ° ^(^)]
Par definition de p^: et '0, on a
l(p#)go^(°")l ca-
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II suit que (p#)^ o i^q(a) est une (?-chaine non triviale qui a la meme frontiere que a et
comme son support est contenu dans a, on deduit que
(P#)g°^((7)=cr-
Nous aurons besoin du lemme suivant pour continuer cette preuve. Pour toute cellule
e 6 (<?i X ^2) (-^) 5 introduisons 1'ensemble
^(e) = U{(T x F(a) : a < e} = .p-l(e).
Lemme 3.1 L'ensemble e x F(e) est un retract de deformation de J:(e).
Preuve. Si F est une application parfaite, on peut dormer la retraction de fagon expli-
cite. En effet, choisissons yo G -F(e) et definissons 1'application
H:J:(e) x [0,1] -^^(e),
par la formule
H((x,y),t)=(x,tyo+{l-t)y).
H est continue et satisfait les proprietes suivantes:
1. H((x,y),0)=(x,y)
2. H ((x, y),l) = (x,yo) eexyo
3. H{(x,y),t) eexyo if (x,y) C ex ?/o
Si F est presque parfaite, on peut voir pour un premier temps que pour tout a < e,
F(a) se retracte sur F(e). Ceci s'explique par Ie fait que F(e) C F(o~) et que les en-
sembles F(e) et F(a) sont etoiles. II suit que a x F(o~) se retracte sur a x F(e) pour
tout a < e. II suit alors que 1'ensemble J:(e) est acyclique. D
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Nous allons maintenant construire par induction sur q une homotopie de chaine
\D,:C,(G(F))-^C^(G(F))\
I
entre i/jop^ et idc(a(F'))- Nous definirons Dq sur les generateurs seulement.
Pour q= 0:
Soient v x v' un sommet de G(F) et e : CQ (G (F)) — > Z la fonction augmentation pour
Co(G(F)). Posons
z = ^o °P#o(v x v/) ~ idC(G{F))(v X ^/).
Nous avons 1^0 op^^v x v') =^o(v) C v x Ap(v) C v x F(v). D'ou,
|^o °P#o(v x 'u/) - idc(G{F))(v x 'y/)| C ^ x F(v) = ^•(v).
II suit alors que z est un cycle dont Ie support est contenu dans ^(v). Puisque ^(v)
est un ensemble acyclique, Ho(J:{v)) est un groupe trivial. II existe done une chaine
c e Ci(.7:'('u)) telle que
9^c = ^o op#o(v x v') - idc[G{F}}{v x v').
On definit alors
DQ (V X V) := c.
Supposons que pour 0 <^i < q— l,il existe un homomorphisme
D.: C.(G(F)) -^ C^(G(F))
tel que
1. <^+i o Di + A-i oQi=^op^- idc(G{F))-
2. \Di(exe')\ C^(e).
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Pour i = q :
Soit ex e' C (<?i x <^)9[G?(F)]. Posons
z =i/jop^(e x e') - idc(G(F))(e x e') - Dq^ 9q(e x e').
On peut facilement voir que |'0 op#(e x e') | C e x Apte) C ^"(e) et |e x e'\ C ex 171(e) C
F(e).
On peut alors voir grace aux hypotheses d'induction que \z\ C Jz(e). Puisque z est un
cycle dans F(e) et JF(e) est acyclique, il existe une chaine c C C'g+i(^:'(e)) telle que
Qq+zc = z. On pose
Dq(e x e') := c
On peut verifier sans peine que les hypotheses d'induction sont bien satisfaites. D
Corollaire 3.1 Soient F : X — > Y une application parfaite ou presque parfaite et
(p : C(X) — > C(Y) une application de chaine associee d F donnee par Ie Theoreme
3.2. Alors
^ =F^ =q^ o (p^)~\
Preuve. Par Ie Theoreme 3.2, il existe une application de chaine ip : C(X) — > C(G(F))
telle que ^ = (p*) et ^ o '0 est une application de chaine associee a F. Grace au
Theoreme 2.3, on deduit que
^ = (^# ° '0), = ^ ° (P*)-l = ^. D
Corollaire 3.2 Soient f : X —— > Wl une application univoque continue, X G 7i et
F : X — > Rn une representation parfaite ou presque parfaite de f. Soient Y G 7i un
ensemble representable tel que
f(X) C F(X) C Y (3.4)
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et (p : C(X) — > C(Y) une application de chame associee d F. Alors
^* = /*,
ou f est consider ee comme application de X dans Y.
Preuve. Soient j : G(f) — > G(F) 1'injection canonique et
p : G(F) -^ X, q: G(F) -^ Y
les projections introduites precedemment. On sait que p^ : H(G(F)) — > H(X) est
un isomorphisme. D'autre part, comme p o j : G(f) — > X est un homeomorphisme,
(poj) : H(G(f)) — > H(X) est un isomorphisme. II en resulte alors que Phomomor-
phisme j^ : H(G(f)) —— > H(G(F)) est un isomorphisme et
/* = ((q°3)o(p°3) )„ =g*OJ*OJ*~ °(P*)~ =F^. a
Le but principal des theoremes precedents est de produire une construction explicite de
Fhomomorphisme f^ induit dans 1'homologie par 1'application univoque continue / via
une quelconque de ses representations multivoques F. L'application F a done, par de-
finition meme, une selection continue. Les hypotheses demandant que F soit parfaite
ou presque parfaite sont alors tres naturelles. Cependant, Ie Theoreme de Vietoris-Begle
assure que 1'homomorphisme F^ est bien defini meme dans Ie cas ou F n'a pas de selec-
tion continue. On peut alors etendre Ie precede de la construction explicite de F^ a une
application representable F qui ne possede pas necessairement une selection continue.
Theoreme 3.3 Soit F : X — > Rn une application representable ay ant des valeurs
convexes non vides. II existe une application de chame
^ : c(X) —, C(G(F))
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avec les proprietes suivantes
l. Wa)\cp-\a), ^e£(X).
2. ^ = (p.)"1.
De plus, (p = q^oi/} : C(X) — > C(Y) satisfait
y(a)cF(a) \/ae€(X), et ^ = F^.
Preuve. II est d'abord clair que 1'ensemble p~ l(a) est acyclique. En efFet, puisque F(a)
est convexe pour tout a G ^i(^) et -F(o-) C F(r) pour tout T < a, 1'ensemble convexe
a x yo est un retract de deformation de p~ l(a) pour tout ?/o € F(a) , avec la meme
homotopie que celle definie dans la preuve du Theoreme 3.2.
Pour la construction de i/} ei la verification du fait que ^ = (p*) et ^ = g* o (p*)- ,
on peut suivre les memes lignes que celles de la preuve du Theoreme 3.2 en remplagant
a x AF (a) par p~ l(a). D
Remarque 3.2 II est tout a fait clair que les conditions de convexite peuvent etre rem-
placees par des conditions d'acyclicite dans tous les resultats de la section 2.3 du chapitre
2 et tout Ie long de cette section. Cependant, nous avons omis deliberement cette genera-
lisation puisque Ie but poursuivi est la construction algorithmique des homomorphismes
induits dans Fhomologie et de ce fait, toute propriete dont la verification entraine une
complication au niveau algorithmique est automatiquement evitee. II en est ainsi pour
la verification qu'un ensemble representable est acyclique qui est reellement un probleme
algorithmique tres complexe.
On peut en effet reprendre les resultats de la section 2.3 du chapitre 2 dans un contexte
plus general et avec des ajustements mineurs des preuves pour la classe des applications
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representables F : X —— > Y satisfaisant la condition
(A) Pour tout e € S(X), F(e) et F(e) sont acycliques.
Par ailleurs, les resultats de cette section restent vrais pour les applications representables
satisfaisant la condition
(A') Pour tout e € S(X), les ensembles p-l(e) et p-l(e) sont acycliques.
3.2 Homologie cTune application continue
Soient X et Y deux sous-ensembles represent ables de Wl relativement a une grille
convexe £ et / : X — > Y une application continue. Nous voulons construire Phomo-
morphisme f^ : H(X) — > H(Y). Si / admet une representation parfaite ou presque
parfaite F satisfaisant la condition F(X) C Y, la reponse est deja donnee dans Ie
Corollaire 3.2. Dans Ie cas general, il n'est pas garanti de pouvoir construire une telle
representation pour /. Le Theoreme 2.1 permet cependant de construire des represen-
tations dont 1'image est contenue dans un voisinage arbitraire de Y. Nous allons done
exploiter ce resultat pour donner des lignes generales d'une construction de f^ qui ne
repose pas sur la condition 3.4, dite la Condition Y.
Sans restreindre la generalite, nous nous plagons dans Ie cas des grilles cubiques S^
defimes dans 1'Exemple 2.2. Pour k, m des entiers positifs ou k est un diviseur de m, on
sait que Sm est une subdivision (sous-grille) de Sk. Nous denotons par ^,m 1'operateur
de subdivision defini precedemment (voir la formule 2.4).
Soit X G 7^. Denotons par C(X, i) Ie complexe de chaine engendre par la grille cubique
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w.
Theoreme 3.4 L'application ^m = p,: C(X,k) —— > C(X,m) mduit un isomorphisme
dans I'homologie.
Preuve: Nous traitons ici Ie cas particulier ou X est un sous ensemble du plan R ,
ce qui donne deja une tres bonne idee de la demonstration du cas general qu'on peut
trouver dans KACZYNSKI et al.[16]. Puisque k divise m, on peut sans restreindre la
generalite prendre k = 1. Pour bien fixer les idees, nous allons egalement travailler avec
m = 3. Nous construisons explicitement 1'inverse homologique
X=\^:C(X,3)—,C(X^)
de Papplication p, = ,213 : C(X, 1) —)• C(X,3). Pour tout x G R, denotons par x_
la partie entiere de x et x Ie plus petit entier superieur ou egal a x. Nous utilisons
egalement la notation
(^)=l^b[sa^b' (3.5)
"'"/ 1 \a\ si a = b.
Toute cellule e = (ai,&i) x (02^2) € ^(-^O est contenue dans une unique cellule e G
^i(X) (voir la Proposition 2.5) qui est donnee exactement par la formule
e = (ai,&i) x (02,62) .
Associons a tout intervalle (a, 6), ou a, b € Z et & — a = 0 ou 1, 1'ensemble
(a+j,6-j) si a^6,3'
la50;c=l (a,6)° si a =6,
appele la partie centrale de (a, b). II en decoule immediatement que (a, &) a la meme
dimension que (a, b\ C (a, b). II suit que pour toute cellule Q = (a, b) x (o/, /3) C <5'i(M2),
il existe une unique cellule Q' = (ai,&i) x (025^2) ^ ^(O) telle que (ai,6i) = (a,6)
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et (025^2) = (Q/;/5)c- La cellule Q' = (a,&)^ x (a,/3) , que 1'on denotera desormais par
Qc, est par definition la cellule centrale de Q ayant la meme dimension que Q et on a
Qc = Q (v°ir la figure 3.1).
Pour tout sommet e = {a} X {&} G ^(X), on definit Ao(e) comme etant Ie sommet de
S^(X) Ie plus proche de e. En d'autres termes, Ao(e) est Punique sommet de ^(X)
satisfaisant ||e — Ao(e)|| < j, ou ||.|| designe la norme du maximum. Plus precisement,
si pour tout nombre a C j Z, nous definissons
a si a — a < j,
v(a) =
d si a —a = j,
alors \o(e) = \o({a} x {b}) = {v(a)} x {^(b)}. II est clair alors que {^(a)} x {z^(6)} € e.
On peut facilement observer que pour tout intervalle (a, b) avec a,6e^Zet&—a=^,
on a
v(a)^v(V)^(a,V)=(v(a),v(b-))
La propriete de 1'application de chaine permet de definir \q pour q > 1. En effet, prenons
Ie cas simple ou e = (a, b) x {c} e <^(K2). On doit avoir
9,(\,e) = Ao(<9ie) = \o({b - a} x {c}) = {^(b) - z.(a)} x {v(c)}.
II convient alors de definir




On definira de fa^on similaire Ai(e) pour les cellules de e € <^(M2) ayant la forme
e == {a} x (6,c) et pour toute cellule e € ^iP^2) de la forme e = (ai,&i) x (as,^)? on
pose
z/(ai), ^(61)) x ( ^(02), ^(^2)) si ^(ai) ^ ^(&i) et ^(02) 7^ ^W,
A2(e) =
0 sinon.
En resume, si nous denotons par v(e} la cellule (z^(ai), ^(&i)) x (i/(a^),v(b^)), on peut
ecrire une formule d ensemble
i/(e) si dime = dim z^(e),
w =
0 sinon.
On peut voir aisement que A est une application de chaine qui preserve 1'augment ation.
De plus \q(e) C Cq(X,l) pour tout e € <f|(X) et |Ag(e)| C e. Pour tout Q C ^f(^),
\(Qc) = Q et Ag(e) =0 Ve G ^i(Q)\{Qc}- Ces proprietes de A impliquent notamment
que Xop, == Jr(7(^,i) et p,o\ est homotopique, par une homotopie de chaine, a Ic(x,3)- La
demonstration de ce dernier fait suit les memes lignes que les preuves du Theoreme 2.3
et du Theoreme 3.2 (on peut egalement se referer au Theoreme du Support Acyclique,
voir MASSEY[18], Chapitre 1, Section 13). II suffit pour cela de remarquer que Q C Q,
\/j, o X(Q)\ C Q et Q est un rectangle de R contenu dans X . C'est done un ensemble
acyclique pour tout Q C ^s(X). II suit alors que
,-1A* = (A4)-l. a
Soit X un ensemble representable relativement a S\. Pour tout k > 1, definissons
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FIG. 3.1 - Cellule centrale de e = ]0,1[2 et st^ (]0, 1[2).
L'ensemble st^ X est en fait 1'ensemble des points de R2 dont la distance a X, au sens
de la norme du maximum, est inferieure ou egale a J. Par definition meme, st^ X est un
ensemble representable relativement a £k. Nous pouvons a ce stade montrer Ie resultat
suivant:
Theoreme 3.5 Si k > 3 alors H(st^ X) ^ H(X).
Preuve: On fera la demonstration pour k = 3. Posons Z = st^g X et soit
y=j#oii:C(X,l)^C(Z,3)
la composition de Pidentite de chaine j^ : C(X, 3) —> C(Z, 3) avec Foperateur de
subdivision p, : C(X, 1) —> C(X,3). Nous allons definir dans ce qui suit Pinverse
homologique '0 : C(Z, 3) —> C(X, 1) de (p. Soient V = st^ X de telle sorte que
X c Z cY et X : C(Y^3) — > C(Y, 1) Pinverse homologique de 1'operateur de subdi-
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vision ^ : C(Y,1) — > C(Y,3). Par definition, \(C(X,3)] C C(X,1). 11 s'en suit que
\c(x,s) est 1'inverse homologique de 1'operateur de subdivision p,. En realite, nous avons
\(c(Z,3))cC(X,l).
En efFet, on va demontrer que pour tout Q G S^(Z), on a |Ag(Q)| C X. Remarquons
d'abord que ^(Z) C S^Y).
Pour q = 0: Soit Q = {a} x {b} G ^(Z) et supposons que \o(Q) € ^(V) \ <fi(X) car
sinon Ie resultat est evident. II suit que \o(Q) = {^(a)} x {^(b)} ^ X et il en decoule
que
[ v(a) - 1, v(a) + 1) x ( ^(5) - 1, j^(b) + 1) n X = 0.
Cela veut dire que la distance de Ao(Q) a X est superieure ou egale a 1. D'ou
sWW))n^=0.
Puisque, par definition, \\Q — \o(Q)\\ < j, on conclut finalement que Q € st^g(Ao(Q)),
ce qui constitue une contradiction a 1'hypothese Q € Z.
Pour q >1 et Q € <^|(^), on a par definition, \q(Q) = 0 ou \q(Q) G ^f(^). Supposons
qu'il existe une cellule Q € ^l(Z') telle que
A,(Q)/0 et \(Q)e^(Y)\£,(X).
Si Q = (ai, &i) x (02, &2); alors on a dans ce cas
A,(0)=^(0)=(^i)^(6i)) x (^a,),p(b,)).
Pour q = 1: Supposons qu'on soit dans Ie cas z^(ai) -f- ^(&i) et ^(02) = ^(b^). Par ce
qui precede on a
Ai(Q) = (z.(ai), z.(6i) ) x Ma,)} i ^(X).
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On deduit alors que ^(ai), ^(&i)) x ^(02) - 1, ^(^2) +1 HX= 0. On a
Q= (^(ai),^(&i)) x {03} C ^(ai),z^(6i)) x (^(02) - 1, v(a^) + l).
D'ou QnX = 0, ce qui contredit 1'hypothese Q € SJ(Z).
Pour q = 2: On a alors v(ai) / z^(^) pour i = 1, 2 et par ce qui precede
v(Q) = Q et Q = v(Q\ = Qc.
II suit que Q C Q et alors Q H X = 0 ce qui contredit Phypothese Q G <^|(^).
II suit que 1'application de chaine
^=\cw)--C(Z,3)^C(X,l)
est bien definie. Verifions que '0 est bien 1'inverse homologique de (p. On peut noter
immediatement que suite aux remarques precedentes, on a ip o y = Idc(x,i)- On va
maintenant montrer que (p o ^ est homotopique de chaine a Idc(z^)- Posons pour tout
Q £ £1{Z~}
st^ (\Q) si Ag(Q)7z'0,
$(Q)=
Q sinon.
On peut remarquer que <3)(Q) est un rectangle de R2 contenu dans Z. C'est done un
ensemble acyclique. De plus, par construction de \q(Q), on a Q C si^(XqQ) lorsque
\(Q) 7^ o- on a alors
\yo^(Q)\=\^o\(Q)\C^(Q) et QC<S>(Q). (3.6)
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Les memes arguments que ceux employes dans la fin de la preuve du theoreme precedent
permettent alors de terminer la presente preuve. D
Soient X, Y G 7^-fi et / : X — > Y une fonction continue. On peut alors associer a /
une de ses representations F : X — > Rn relativement a S^ construite comme dans Ie
Theoreme 2.1 en prenant e et k tels que I71(^r) C st^g V et '0 : ^(stgg V, 3) —> C(Y, 1)
Pinverse homologique de Papplication de chaine (p = j^o p, : C(Y, 1) —> ^(st^g V, 3)
construite comme dans Ie Theoreme 3.5.






Nous consacrons ce chapitre en premier lieu a expliciter davantage la preuve du Theoreme
2.2 en donnant une construction geometrique concrete de la cofrontiere d un cycle reduit
donne. Cela constitue une etape importante vers la production d'un algorithme qui cal-
cule 1'homomorphisme induit dans Phomologie par une fonction continue. Nous donnons
ensuite des exemples pratiques de construction de ces cofrontieres et des representations
de fonctions continues donnees. Nous terminons avec la section dediee a I5 application de
Phomologie dans la theorie de 1'indice de Conley.
4.1 Construction de la cofrontiere d9un cycle
Dans la preuve du Theoreme 2.2 du chapitre 2, nous avons etabli que pour un cycle
reduit z = (^g_i((9g0-), il existe une g'-chaine c telle que 9qC = 2;, en utilisant la propriete
de convexite (acyclicite) de 1'ensemble Ap^). On peut se demander si les arguments
theoriques utilises dans cette preuve ne constituent pas une obstruction pour la mise
au point d'un algorithme precis qui permettra la construction de cette chaine de fagon
combinatoire. Nous allons voir que si la discretisation de Pespace se fait a 1'aide d'une
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grille cubique (voir Exemple 2.2), on peut donner une construction geometrique precise
de la cofrontiere c d'un cycle reduit donne z, i.e. une chaine c telle que 9c = z.
En effet, soit 8 = S\ la grille cubique unitaire dans Rn et A C Mn un rectangle represen-
table. Etant donne un cycle reduit z € Zq(A), nous construisons une chaine c G Cq^(A)
telle que Qq+]_c = z. Nous denotons cette procedure par c := COF(z) ou (70.F designe
Ie mot cofrontiere.
On construit d'abord de fagon generale C OF : Cq(A) — > Cq^(A). Soit a C Cq(A). On
peut alors ecrire
N
a = y^ c^ e^ ou e^ C ^9(A).
i=l
Chaque e^ peut etre exprime sous la forme
ez = ((^)p (^)i) x ... ((a,)^, (6,)J
ou
]a,b[ si a 7^ 6,
(a, 6) =
{a} si a= b.
Les extremites des intervalles (ai)^., (bi)^ sont des entiers satisfaisant une des egalites
(bi\ = (a^ +1 ou bien (bi)^ = te)^ et la premiere egalite est verifiee pour exactement
q valeurs de k.
Soit R(cr) Ie plus petit rectangle dans A contenant |cr| (Ie support de a). II est aise de
voir que
R(a) = [77^1, Mi] x [m2, M^] x ... x [m^, M^]
ou rrik = mm{(ai)^} et Mk = max{(^)^}.
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Soit alors k-^ la premiere coordonnee non triviale de R(a), i.e. Ie plus petit entier k
satisfaisant la propriete m^ ^ Mk. Considerons
Rki(^) = {x C R(a) : x^=m^},
1'hyperplan completant la premiere direction non triviale fci de R(a) et soit
7T^ : R(a) — > R^ (a)
la projection canonique de R(cr) sur R^{o') et
(^•.C,(R(a))^C,(R^(a))
1'homomorphisme induit par iTkr L'homomorphisme (TT^:) est defini sur les 9-cubes
elementaires e G Cq(R(a)) par
0 si b^ = a^ + 1
(TT#) (e) = ^ (ai,6i) x ... x (^1-1,^1-1) x {m^}x
(a^+i, &fci+i) x .. • x (an,bn) si ^i = a^,CD
ou e = (ai, &i) x ... x (a^, &„).
Nous construisons par induction sur d, la dimension de Jf>(o-),une g+1-chaine COF(o~).
Comme la dimension de R(o~) est au mains q, Pinduction commence a partir de d = q.
Si d = q, nous posons
COF(a) = 0.
Soit d ^ q. Supposons que la construction est realisee pour les dimensions inferieures ou
egales a un certain d > q et supposons que dim R(cr) = d-\- 1. Definissons alors pour
toute cellule e = (ai, 61) x ... x (an,bn) dans Sq(R(a)) la g + 1-chaine
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(7r#Ve).e] = {




(ai,&i) x ... x (aA;i-i,&fci-i)x
(i, i + 1) x (Ofci+i, &A;i+l) X ... X (ft^, &n) } autrement.
Notons que si (TT^) (e) ^ 0 et e n'est pas contenu dans Rki(o') alors
,(e),e| | = (ai,&i) x ... x (a^-i, 6^1-1) x (mk^hi) x (^1+1,^1+1) x ...x (ttnA)
represente geometriquement Ie rectangle de dimension q + 1 dans lequel (-rr^) (e) est
amene jusqu'a e.
La q + 1-chaine COF[ (TT^:) (o-)) est alors bien definie par les hypotheses d'induction




COF(a) :=COF((^(a))+^c. [(^),(e,),e,] .
1=1
II est clair que COF(o~) € Cq^(A). Soient ai, 0-2 C C'g(A). On peut verifier par induction
sur la dimension de R(a\ + o-^) que
COF(az + a^) = COF(a^) + COF(^\ (4.1)
ce qui prouve que COF est un homomorphisme de groupes. On deduit notamment de
N





c. [W,(e.),e.] = C-OF(a - (^#)^)). (4.2)
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N
Soit maintenant z = Y \ G{ ei un (/-cycle reduit dont Ie support est contenu dans A. On
i=l
montre dans ce qui suit que COF(z) est la cofrontiere de z, i.e.
9,+,COF(z)=z. (4.3)
Nous allons raisonner par induction sur la dimension de R(z).
Si d = q: Par definition, on a COF(z) = 0. D'autre part, on a Cq+t(R(z)) = 0, ce
qui implique que Bq(R(z)) = 0 et Zq(R(z)) = 0 puisque Hq{R{z)) = 0. Sachant que
z G Zq(R(z)), il suit que z = 0, ce qui montre que 9q^ COF(z) = z.
Soit d > q. Supposons que si dimR(z) <, d 1'equation (4.3) est satisfaite et montrons
qu'elle est vraie si dimR(z) = d+1. Commengons d'abord par etablir Ie resultat suivant:
Lemme 4.1 On a
N
a9+l [j^ci [(7T#)q(ei)^ei\) =z~ (7r#V4
.i=l
Preuve. Nous allons raisonner par induction sur la longueur M = M^ — m^ du pre-
mier cote non trivial du rectangle R(z) (projection de R(z) sur Paxe x^). Notons que
Ie passage de M a M + 1 renferme les arguments qui prouvent Ie cas M = 1. Dans Ie
cas ou cette longueur est M + 1 = M^ — m^, Ie rectangle R{z) est compose de M + 1
tranches ayant chacune un cote delongueur 1 dans la direction de 1'axe x^.
Soit alors
R' = [mi, Mi] x [7712, M^] x ... x [m^, M^ - 1] x ... x [m^, M^]
Ie rectangle forme des M premieres tranches de R(z) et considerons z', Pimage de
z par la retraction r : R(z) — > R', definie pour tout x e R(z) par la formule
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{r(x)}i = xi sl z / ^1 et
Xk, si Xk, < Mk, - 1,
{r{x)^ = \ Mk, - 1 si Xk[ > Mk[ - 1.
II s'en suit que (?T^) (z) = (ir^) (z')^ z' est un cycle reduit dans R' et z — z' est un
cycle reduit dont Ie support est contenu dans la derniere tranche de R(z) egale a
[mi, Mi] x [m2, M<2] x ... x [714, - 1, MJ x ... x [m^, MJ
et qu'on note id R(z — z'). Remarquons alors que si M = 1, on a R' = R^(z) et
^ = (^),(^).
N N
Soit r(z — z') = r = VctQt la somme partielle de YC^ (TT^:) (Ct),eJ formee des
1=1 1=1
q + 1-cubes Qi contenus dans R(z — z'). On peut voir que chaque Qi est forme a partir
de
|[(7T^(e,),e,]| = ((a,)p (&,)i) x ... x (m^, (6,)^) x ... x ((a,)^ (6,)^)
satisfaisant (^)^ = M^ en prenant
Qi = ((a,)p (b,\) x ... x {(b,)^ - 1, (&,)J x ... x ((a,)^ (&,)J .




ce qui prouve aussi Ie cas M = 1.
Pour demontrer la formule (4.4), on etablit que pour toute cellule e € Sq(R(z — z') ], Ie
coefficient de e dans z—z' est egal a son coefficient dans Qq+iF. Pour ce faire, defmissons
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N
pour toute chame a = ^ c^e^ et toute cellule 6 G ^9(A) Ie "produit scalaire"
i=l
C{ Sl 6 = 6^,
(e,c)=
0 autrement.
II suf&t alors de montrer que
{e,8,^T)=(e,z-z'}, Ve £ £"(R(z - z')). (4.5)
Soit P^ la projection de R(z) sur 1'axe x^. Trois types de (?-cubes sont a considerer:
1. L'ensemble A des g-cubes A de R(z — z') tels que Pfci(A) = {M}.
2. L'ensemble B des ^-cubes B de R(z - z') tels que P^(B)={M+1}.
3. L'ensemble C des q-cubes C de R(z - z') tels que Pk,(C) = [M,M+1].
Les q + 1-cubes Q G £q+l(R(z — z')) sont en nombre egal a celui des B G B et des
A G A En effet, pour chaque
Qi = ((^)l, (^)i) X .. • X ((^)^ - 1, (^)J x •• • x ((az)n. ?)^) '
on retrouve un B = Bi correspondant donne par la formule
Bi = ((a,)i, (6,)i) x ... x {(bi)^} x ... x ((a,)^, (6,)^)
et un A = Ai donne par
Ai = ((a,)i, (&,),) x ... x {(b,)^ - 1} x ... x ((a,)^, (6,)J .
On peut voir aisement que si B € B alors B' = r(B) G A. Plus precisement, la restriction
de la retraction r a B est une bijection de B dans A. Pour B e B donne, nous denotons
par [B/, B] Ie 9 + 1-cube obtenu en amenant B' a B. On obtient ainsi une bijection de
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B dans 8q+l(R(z - z')). On peut remarquer que si Q C £q+l(R(z - z')) et B e ^ tels
que Q/ [B',B] alors
(B,9Q)=(B',9Q}=0.
D'autre part, sachant que Ie sens positif est dans la direction croissante de 1'axe x^, on
a
(B,9[B',B])=-l et (B',9[B',B])=-1.
Montrons alors 1'identite (4.5) pour les elements de A, B ei C.
1. Soit B e B et posons b = (B,z — z'). Comme (B, 2;') = 0, il suit que
b={B,z)={[B',B],T).
On deduit alors que
{B,Q^r}=b(B,9^[B',B])=b.
2. Soit maintenant A G A et B E B tel que B = A. Posons a = (A, z) et
b={B,z)=([A,B],T}.
II suit que (A, z') = a + b et alors (A, z — z') = —b. D'autre part
(A,9,^T)=b(A,9,^[A,B]}=-b.
3. Enfin, soient C E C et a = (C,z — z') = (C, z} puisque {C, z'} = 0. Considerons
alors Pensemble {Bj}. j des B ^ B tels que C' est une face de [B',B] et posons
bj = (Bj, z). Par ce qui precede on a
b, = (B,, z) = <[B;., B,], r) = (B,, ^+ir) pour tout j e J.
N




{c, Q^r) = {c, y" a 9^Qi} = Y^ a (C, 9^Q,).^_^-r - Y-T^.-Vt,/ ^ ^
1=1 1=1
73
Si i C {1,... ,A^} est tel que Qi n'est pas sous la forme [B'pBj] alors on neces-
sairement (C, Qq^\Qi} = 0. Soit aj = (C, 9g+i[B^.,Bj]} Ie coefficient de C dans
9q^[Bj,Bj]. On a alors
N
(c, s^r) = ^ c. {c, 9,^Q.} = ^ fe, (C, Q^[B;, B,}} = ^ 6, a,.
i=i jeJ jeJ
Soit alors F la (q — l)-face de C situee au niveau x^ = M + 1. II est clair que
F est aussi une face de chacun des Bj. De plus, aucune autre g-cellule formant
z — z hormis C et les Bj ne contient F comme face. II suit alors que
0 = (F, a,(9,+i [B^ , B,]} = (F, ^ {a,C + B,)) = (F^ Q,B,} + a, (F, 9,C} \/j G J.
D'autre part, puisque z est un cycle, on deduit de ce qui precede que
o = (F, a,z) = ^ b, (F, 9,B,) + a(F, 9,C} = (a - ^ &,a,) <^, 9,0).
j'eJ" jeJ
On peut done conclure que a = ^ ^ 6jQ;j ce qui demontre la formule (4.5) pour les
jeJ
elements de C.
La formule (4.5) est alors demontree.
Sachant que z — (ir^) (z) = z—z' -\-z' — (TT^) (z'), on peut ecrire grace a la formule (4.1)
que
COF(z-(^),(z)) =COF{z-z^ +COF^'-(^)^')\
L'hypothese d'induction et les formules (4.5) et (4.2) permettent alors de conclure que
N
(9<Z+1 (^ci [(7^)g(ez)^ =^-(7T#)^(^)
.1=1
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ce qui termine la demonstration du lemme. d
Grace aux hypotheses d'induction et au lemme precedent, on peut finalement ecrire
9,^COF(z) = 9^ COF{z - (^),(z)) + 9,^ COF^#\{z))
= z - (7r#)q(z) + (7r#)g(20
z
ce qui demontre bien la formule (4.3).
Pour bien illustrer cette construction, nous allons considerer les exemples suivants:
Exemple 4.1 Soit, dans Ie plan cartesien, Ie cycle reduit oriente dans Ie sens des aiguilles
d'une montre ^ = 68+67+66+65 — 64—63 — 63 — ei, ou chaque e^ est un intervalle
oriente positivement comme indique sur la Figure 4.1. On a
z C C^(R(z)) ou J?(^) = [0,2] x [0, 2].
H s'en suit que A;i = 1, R^(z) = {0} x [0, 2], ^(z) = 0,
[7Ti(ei),ei] = [TTi (62), 62] = [7Ti(e7),e7] = [^1(65), 65] = [TTi (eg), eg] = 0,












FIG. 4.1 - Exemple de construction de la cofrontiere d'un cycle (dans Ie plan)




Exemple 4.2 Soit, dans 1'espace, Ie cycle reduit
6
z = ^ c,e, = -ei -62+63+64+65-66
1=1
ou chaque e^ est un intervalle oriente positivement comme indique sur la Figure 4.2.
Soient ^, i = 1,..., 6 les carres ouverts indiques sur la figure ou E-^ est la base du cube
R(z)^ E<z la face ayant ei et 65 pour cotes, Ey, la face ayant 62 et 63 pour cotes et
EQ, E^ E^ les faces opposees respectivement a ^i, E^ et Es . On a
z e C^(R(z)) ou J?(^) == [0,1] x [0, 1] x [0,1].
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FIG. 4.2 - Exemple de construction de la cofrontiere d'un cycle (dans M)
II s'en suit que k^ = 1 et R]_{z) = {0} x [0,1] x [[0,1]. De plus, TTi(ei) = ei, ^\(e^} = 62,
Tri^s) = 7Ti(e6) = 0, 7Ti(e4) = eg et ^1(65) = ey. II suit alors que
TTi(^) = -ei - 62 +es + er.
II est clair par ailleurs que la projection de 7r^(z) sur 1'axe des 3:3 est ^2(^1(2;)) = 0.
D'autre part, puisque
[7r2(ei),ei] = [7T2(es),e8] = [7T2(e2),e2] = 0





= E-\_ + .£4 + -KR •
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4.2 Exemples de representations
Dans ce qui suit nous donnons des exemples simples de la construction de representations
illustrant les concepts d'applications presque parfaite et parfaite. Nous construisons des
representations pour des fonctions continues / qui sont deja des applications simpliciales,
il est de ce fait clair qu'on ne peut apporter aucune amelioration par rapport a la technique
des approximations simpliciales au niveau du calcul de Phomomorphisme induit par /
dans 1'homologie. Les exemples pertinents d'applications a des fonctions nonlineaires
comportent des calculs numeriques fastidieux qui exigent Putilisation de programmes
informatiques qui ne sont pas encore disponibles.
(1) Soit Ie sous-ensemble de M2 X = <9([0,1]2), i.e., X est la frontiere du produit
cartesien 0,1 x 0,1].
Nous definissons la parametrisation de X par P : [0,+oo[—> X, (x^y) = P(t),
ou t est la longueur parcourue sur X, dans Ie sens inverse des aiguilles d'une
montre, en allant de P(0) = (0,0) a (x,y).
Soit alors la fonction f : X — > X definie par f(P(t)) = P(2^), t e [0,4]. La
fonction / est univoque et continue dans X. Nous allons construire une represen-
tation presque parfaite de / et calculer son homologie.
Considerons la grille cubique Sk de pas j- (k € N*) dans M2 dont les cellules sont
donnees par la formule
ek=^(x+Q), ou rcCZ2, Q = hx 1^ et Jj =]0,1[,{0} ou{l}.
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II est clair que X est un ensemble representable relativement a 8k. Par ailleurs, on
peut facilement voir que Ie choix de 8\ comme grille ne permettra pas la construc-
tion d'une representation presque parfaite de / a valeurs dans X. Cependant, cela
devient possible pour ^ avec k > 2. En effet, soit k = 2. On definit F sur les












FIG. 4.3 - Exemple de representation presque parfaite
F(Si) = [0,1] x {0}, F(E,) = {1}x [0,1], F(E3) = [0, 1] x {1}
F(^) = {0} x [0, I], F(T.,) = [0,1] x {0}, F(Se)= {1} x [0,1]
F(Sr) = [0,1] x {0} et F(Sg) = {0} x [O, 1].
II s en suit immediatement que F a des valeurs non vides, fermees et convexes
sur les cellules primitives et des valeurs etoilees sur les sommets (les sommets sont




et Ie meme travail peut etre fait pour chaque sommet.
On definit maintenant 1'application de chaine (p induite par F:
Sur les sommets:
y(0,0) = (0,0) puisque A(0,0) = ([0, 1] x {O}) n ({0} x [0,1]) = {(0, 0)}.
Par des arguments similaires,
y(j,0)=(l,0), y(l,0)=(l,l), y(l,j)=(0,l),
y(l,l)=(0,0), ^,1)= (1,0), y(0,l)=(l,l) et
y(o,^)=(o,i)
Sur les cellules de dimension 1:
(p est calculee de la maniere suivante:
Par exemple, puisque
9y (Si) = y(J, 0) - y(0,0)=9 (Si + £2),
il s'en suit que (p (Si) := Ei + ^2 et on procede de maniere similaire pour les
cellules restantes.
H]_(X) est engendre par Ie cycle
S=Si+S2+...+S8.
On obtient (^i(S) = 2S, d'ou
ffi(/)=(yi).=2^(x).
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(2) Nous illustrons dans cet exemple Ie concept d'application parfaite en construisant
une representation parfaite de 1'application identite f(x) = x dans 1'ensemble
























FIG. 4.4 - Exemple de representation parfaite
La representation parfaite F de / est donnee comme suit:
F:X—>st£,X,
telle que F(Vo) = Si, F(Vz) = Si U ^ i^(^) = S2 U Ss, ^(Vg) =
SB, F(V^) = Eg U ^4... , ou les sommets 1^ et les carres S^ sont ceux indi-
ques sur la Figure 4.4.
On deduit alors que F QVo, V^[) = E]- H (S^ U E^) = S^, et F QVi, VzD =
(^u^n^uSs) =S2...
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On peut aisement verifier que pour chaque cellule e G ^(X), on a 1'inclusion
e C A(e) ce qui montre que 1'application de chame (p : C(X) — > C (st^g X)
definie par (p(e) = e est une application de chaine induite par F. On deduit
immediatement que, (p^ = Idn{x}-
4.3 Application a Pindice de Conley
L'indice de Conley est un invariant topologique defini pour des ensembles invariants
isoles dans la theorie des systemes dynamiques. II est originalement construit pour des
flots sur des espaces metriques localement compacts puis la theorie est generalisee pour
des espaces metriques quelconques, pour des flats multivoques, pour des systemes dy-
namiques discrets et enfin pour des systemes dynamiques multivoques discrets. Etant
donne un systeme dynamique, la theorie de 1'indice de Conley permet de localiser les
points stationnaires, les trajectoires bornees, les connections heterocliniques et meme les
trajectoires periodiques qui lui sont associees. Les plus recents resultats dans ce domaine
concernent la presence du chaos dans certains systemes dynamiques (voir par exemple
MISCHAIKOW et MROZEK[21], MISCHAIKOW et al.[22] et ZGLICZYNSKI[32]).
L'etude d'un systeme dynamique discret se resume dans 1'analyse des iterations de son
generateur / qui est Ie plus souvent une application continue provenant d'une certaine
investigation numerique. La fonction / n'est done pas connue de faQon precise, mais des
estimations d'erreurs permettent de determiner des ensembles ou ses valeurs exactes sont
localisees. On obtient alors de maniere naturelle une application multivoque F ayant
/ comme selection et dont Ie graphe est une union finie de cubes d'une certaine grille
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convexe de M". Ce genre d'application peut se representer par un nombre fini de donnees;
on dira dans ce cas que F est une application representable et egalement une represen-
tation multivoque de /.
Les applications multivoques representables possedent des proprietes topologiques in-
teressantes qui se transferent a chacune de leurs selections continues. Cela permet de
verifier ces proprietes pour des applications continues via des calculs combinatoires finis
sur des applications multivoques representables. Cette approche a rendu necessaire Ie
developpement de la theorie de I'indice de Conley pour des systemes dynamiques multi-
voques discrets dont les generateurs sont des applications multivoques admissibles (voir
KACZYNSKI et MROZEK[12]). Nous allons introduire dans ce qui suit les concepts
import ants relies a ce sujet.
4.3.1 Voisinages isolants et paires pour I'indice
Soient (X, d) un espace metrique localement compact et A, B C X. Definissons
dist(A, B) := M{d(x, y) : x € A, y e B}, A, B C X
et denotons par QA la frontiere de A, intA son interieur et pour e > 0,
B,(A) ={xeX : dist ({x}, A) < e}.
Definition 4.1 Un systeme dynamique multivoque discret (sdmd) est une application
multivoque TT : X x Z —)• P(X) semi-continue superieurement, d valeurs compactes et
satisfaisant
1. Pour tout x C X, Tr(x, 0) = {re}.
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2. Pour tout x € X, pour tout (m, n) G Z x Z arec rrm > 0,
7r(7r(a;, m), n) == 7r(a;, m + n).
3. Pour tout (x,y) € X x X, ye ^{x, -1) <^=^ x <E 7r(?/, 1).
En utilisant la notation iTn(x) = 7r(x,n), on peut noter que TT" est la composition n
fois de Papplication TT : X — > P(X) ou de son inverse (TT ) (comme defini au debut
de la section 2.2). L'application F = TTI est appelee Ie generateur du srfmrf TT. Dans la
suite, nous identifions Ie systeme dynamique TT avec son generateur F.
Etant donne x C X, nous appelons orbite (respectivement, orbite positive^ orbite ne-
gative) de x pour F' toute suite {^n}nez (respectivement, {^n}n>o 5 {xn}n<o) ^e^e
que
XQ = x et a;n+i € i^n)
pour tout n C Z (respectivement, n > 0 , n < 0).
Soit N C X. Nous denotons par Inv(A^F) (respectivement, Inv+(7V,F), Inv-(7V,F))
P ensemble des x € N tels qu'il existe une orbite (respectivement, orbite positive, orbite
negative) de x pour F contenue dans TV. II est aise de voir que Inv(A/-, F) = Inv+(A/-, F)H
Inv- (N, F). Definissons
diam^F := sup{diamJC71(;r) : x € N}.
Soit FN '. N — > P(N) Papplication donnee par
FN(X) :=F(x)nN, xeN.
On peut verifier que les applications F^y, F^1 ainsi que leurs iterations definies recur-
sivement par la formule F^+ (x) := F^(F^(rr)) sont semi-continues superieurement. II
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II suit que les ensembles Inv+(^V,F), Inv~(A^,F) et ln~v(N,F) sont compacts.
Un sous-ensemble compact N C X est dit etre un voisinage isolant pour F si
Bdianw(IDVWF))cint7v
ou, de fa^on equivalente, si
dist(Inv (N, F),9N) > diam^F.
Un sous-ensemble 5' C X est appele un ensemble invariant isole pour F si 11 existe
un voisinage isolant N C X tel que S = lnv(N,F). Une paire P = (Pi, Ps) de sous-
ensembles compacts Ps C Pi C N est appelee une paire pour I'indice pour F et TV si
les conditions suivantes sont reunies:
1. F(Pi)nNcPi, i= 1,2,
2. F(P,\P,)CN,
3. Inv(A^,F)cint(Pi\P2).
Le resultat suivant est demontre dans KACZYNSKI et MROZEK[12]:
Theoreme 4.1 Soit N un voisinage isolant pour F et W un voisinage de Inv(N,F)
dans N. II existe une paire pour I'indice P pour F et N telle que Pi \ ?2 C W.
II est bien connu que Ie voisinage isolant est un ob jet stable par rapport aux perturbations
continues du generateur. Sous certaines conditions, on peut obtenir egalement des paires
pour Pindice stables (voir ALLILI et KACZYNSKI[1] et KACZYNSKI et MROZEK[13]).
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4.3.2 Definition de Pindice de Conley
Soient X et Y deux espaces metriques localement compacts. Nous denotons par Ac(X)
la famille des sous-ensembles compacts, non vides et acycliques de X et -ff*(.) Ie fonc-
teur de la cohomologie de Cech ou d'Alexander-Spanier a coefficients dans un corps.
Cependant, nous utilisons la notation H*(f) = f* dans Ie cas d'une application.
Se rappelant Ie theoreme de Vietoris-Begle (voir SPANIER[29], Ch. VI, Section 9), toute
application F : X — > Ac (Y) semi-continue superieurement induit un homomorphisme
F* : H*(Y) — > H*(X) dans la cohomologie comme suit. Soient p : G(F) — > X et
q : G(F) — > Y les projections canoniques. On deduit que p* : H*(X) — > H*(G(F))
est un isomorphisme puisque p est une application de Vietoris et on definit alors
F- := (p*)-1 <?*.
La definition ci-dessus s'etend naturellement aux applications multivoques definies sur
des paires d'espaces F : (X,A) — > (Ac(Y), Ac(B)), i.e. des applications multivoques
F : X — > Ac(Y) avec F(A) c B, ou A est un sous-ensemble ferme de Y et on obtient
ainsi des homomorphismes F* : H*(Y,B) — > H*(X,A) induits dans la cohomologie
relative.
Proposition 4.1 (voir KACZYNSKI et MROZEK[12]). Si N est un voisinage isolant
pour F et P = (P^Pz) est une paire pour I'indice pour F et N, alors
1. (Pl,?2) C (Pl UF(P2),?2 UF(P^)) C (Pi U (X \ mW),?2 U (X \ intN)).
2. Les inclusions ci-dessus induisent des isomorphismes dans la cohomologie relative.
Posons T(P) := (Pi U (X \ mi N),P^ U (X \ int TV)), %p : P —> T(P) I'inclusion usuelle
et Fp : P — > Ac(T(P)) la restriction de F. L'endomorphisme Ip de H*(P^P^) donne
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par la formule
Ip := Ff, o (z^)-1
est appele V application pour I'indice de F associee a P.
La definition de Pindice de Conley d'un ensemble invariant isole S = Inv (N, F) qui s'y
prete Ie plus a Palgorithmisation et aux calculs est celle donnee dans MROZEK[23] via
Ie precede de reduction de Leray que nous rappelons ci-dessous.
Posons E := H*(P) et T := Jp. Rappelons que Ie noyau generahsede T est defini par
Ker,T:= U KerT"
n>l
et puisque KeiTn C KerT"+l pour tout n > 1, KeigT est un sous-espace vectoriel de
E. Grace a 1'inclusion T(KeigT) C KeigT, Pendomorphisme quotient
E
T' := [T] :E' —,E' avec E' =
KeigT
est bien defini. Dans les applications, E' est souvent de dimension finie et alors (T/)n, n >




Puisque T'(E") = E", la restriction T" = T'\E" : E" — > E" de T' a £;// est un auto-
morphisme de E". La reduction de Leray de la paire (E^T) est par definition la paire
L(E,T) := (E",T") composee de 1'espace vectoriel gradue E" := {E'^} >Q et de son
automorphisme T" := {^/ : E', -^ E^}^.
L'indice de Conley de S est alors defini par la formule
Co^(S) = (CH^S),^(S)~) := L^(P),Ip). (4.6)
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Remarque 4.1 Nous avons omis deliberement de parler des proprietes fonctorielles de
Pindice de Conley que Ie lecteur interesse peut trouver dans KACZYNSKI et MROZEK[12],
MROZEK[23] et SZYMCZAK[31]. II est notamment montre que cette definition est inde-
pendante du choix du voisinage isolant N de S et de la paire pour Pindice P pour F et
N. Si F est une application continue univoque generee par un flot, Ip est simplement
Fidentite et alors L(H*(P),Ip) = (H* (P), Id). Dans la definition de Findice de Conley,
on peut remplacer H*(.) par n'importe quelle cohomologie satisfaisant les proprietes
d'homotopie, excision, invariance de la dimension, continuite et exactitude. Dans Ie cas
des applications aux ensembles et aux applications representables, nous travaillons avec
des polyedres finis et des applications telles que les images et images inverses de polyedres
finis par ces applications sont des polyedres finis. Dans ce cas, la definition precedente
reste valable pour toute cohomologie, toute homologie et tout anneau de coefficients.
4.3.3 Indice de Conley et applications representables
Soient 8^ la grille cubique de pas j dans Rn et Kk la famille des sous-ensembles
^-representables de Rn. Pour tout X C Kk, nous definissons
£qk := [e € 8k : dime = q} et ^(X) = ^(X) H <^
8kmax(X) :={a e8k: cr est primitive dans X},
Oh(X)-.=U{e^8k: enX/0},
sik(X) := Ok(X) = U{e : ee8k, eHX^0}.
Soient X C 7^ et F : X — > P(X) une application multivoque represent able. Si
N C X est representable alors FN est representable et dianiTv-.F se calcule en un temps
fini. De plus, il existe des nombres p et q dans N tels que
1. Inv+(JV, F) = ^F^(N) = ^n(N),
n>0 "' ' ' ?z=0
2. Inv-(N,F) = .n^(AQ = ^FS(N).
n>0 "' ' ' n=0
II suit que les ensembles lny+(N,F), Inv-(A/',F) et lnv(N,F) sont des ensembles re-
presentables. On peut trouver les demonstrations detaillees des resultats ci-dessus dans
MROZEK[25]. Si N est un voisinage isolant ^-represent able pour F, alors la paire
p = (P^ pg) definie par
Pi := st^(Inv-(7V, F)), ?2 := Pi \ o^(Inv+(7V, F)),
est une paire d'ensembles ^m-representables et egalement une paire pour 1'indice pour
F et N et ce, pour tout entier naturel m > 0 et multiple de k. On peut trouver dans
MROZEK[25] et SZYMCZAK[30] des algorithmes permettant en un temps fini la veri-
fication qu'un ensemble representable N est un voisinage isolant pour F et Ie calcul
d'une paire pour Pindice representable pour F et N. Le calcul de Pindice de Conley
Con* {S) de S = Inv(A^F) se reduit maintenant au calcul d'un homomorphisme induit
dans Phomologie ou la cohomologie, ce qui fut 1'objet de notre travail.
Considerons une application continue / : X — > W1 et un voisinage isolant M pour
/ et posons S = Inv(M,/). On peut trouver k > 1 et un voisinage isolant TV C Kk
pour / tel que S = Inv(7V, /). Quitte a considerer X relativement a une grille plus fine
^mi m > 1, k | m, on peut construire (voir Theoreme 2.1) une representation F : X
T^m de / telle que diam^F < dist(Inv(A^, F),9N). II suit que A^ est un voisinage isolant
pour F et 1'etude de Pindice de Conley pour / se reduit a 1'etude de Pindice de Conley
pour F.
CONCLUSION
Nous avons donne dans Ie cadre de cette these les outils algebriques et geometriques
necessaires a la construction algorithmique de 1'homomorphisme induit dans 1 homologie
par une application continue. Cela represente une etape importante vers 1'automatisation
du calcul de Phomologie et de 1'investigation de systemes dynamiques en se servant des
outils informatiques via la theorie de 1'indice de Conley. Nous avons utilise les concepts
d'ensembles et d'applications representables introduits initialement par MISCHAIKOW
et MROZEK[21] dans leur celebre preuve de Pexistence du chaos dans les equations de
Lorenz comme outils de transition entre les objets des mathematiques du continua ayant
de bonnes proprietes topologiques et les objets combinatoires qu'on peut coder avec un
nombre fini de donnees.
Etant donnee une fonction continue / : X — > Y possedant une constante de Lipschitz
ou plus generalement un module de continuite uniforme, ou X, Y sont des ensembles
representables, disons relativement a la grille cubique unitaire S\ dans Rn, on peut
construire grace au Theoreme 2.1 une representation F : X — > Z = si^{Y) de /
quitte a considerer X et Y relativement a une grille plus fine ^, k > 1. L'homomor-
phisme F^ : H(X) — > H(Z) induit dans 1'homologie par F s'obtient de fagon explicite
et combinatoire. Cela repose entierement sur la construction explicite de Fapplication de
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chaine associee a F obtenue dans Ie Theoreme 2.2 et realisee geometriquement dans la
premiere section du Chapitre 4. Nous avons bien sur verifie que cette construction est
independante des choix de 1'application de chaine et de la subdivision et elle coincide avec
la definition classique de Fhomomorphisme induit dans 1'homologie par une application
multivoque. II s'agit ensuite d'invoquer les Theoremes 3.4 et 3.5 et la formule (3.7) pour
construire 1'homomorphisme f^ : H(X) — > H(Y) induit par / dans 1'homologie. Cela
demontre d'une part que la construction de f^ est algorithmisable et d'autre part que
1'homologie d'une application, tout comme les notions de voisinage isolant et de paire
pour 1'indice indispensables au calcul de 1'indice de Gonley pour un systeme dynamique
donne, est une propriete qui se transfere d'une application multivoque admissible a cha-
cune de ses selections continues. L'importance de cette derniere propriete reside dans Ie
fait que lors des applications, la fonction / n'est pas connue de fa^on precise. Elle est
souvent investiguee numeriquement et les estimations d'erreurs permettent seulement de
determine! des ensembles ou ses valeurs exactes sont localisees.
Une suite logique pour ce travail consisterait en 1'ecriture de 1'algorithme qui permet Ie
calcul de 1 homomorphisme induit dans Phomologie par une application continue donnee.
II s'agit ensuite de faire 1'etude de sa complexite et de voir si 1'ajout et/ou Ie retrait de
certaines hypotheses n'apporteraient pas une amelioration a cette derniere.
D'autre part, il serait interessant de poursuivre ce travail d'algorithmisation pour la
cohomologie et d autres invariants topologiques et realiser des applications concretes en
etudiant les aspects combinatoires et calculatoires de problemes a caractere topologique.
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