Abstract To maintain life across a fluctuating environment, cells alternate between phases of cell division and quiescence. During cell division, the spontaneous mutation rate is expressed as the probability of mutations per generation (Luria and Delbrü ck, 1943; Lea and Coulson, 1949) , whereas during quiescence it will be expressed per unit of time. In this study, we report that during quiescence, the unicellular haploid fission yeast accumulates mutations as a linear function of time. The novel mutational landscape of quiescence is characterized by insertion/deletion (indels) accumulating as fast as single nucleotide variants (SNVs), and elevated amounts of deletions. When we extended the study to 3 months of quiescence, we confirmed the replication-independent mutational spectrum at the whole-genome level of a clonally aged population and uncovered phenotypic variations that subject the cells to natural selection. Thus, our results support the idea that genomes continuously evolve under two alternating phases that will impact on their size and composition.
Introduction
The causes and consequences of spontaneous mutations have been extensively explored. The major sources include errors of DNA replication and DNA repair and the foremost consequences are genetic variations within a cell population that can lead to heritable diseases and drive evolution. The knowledge of the rate and spectrum of spontaneous mutations is also very informative and of fundamental importance to understand their origin. During cell division, fluctuation assay (Luria and Delbrück, 1943; Lea and Coulson, 1949 ) and more direct measurements using next generation sequencing, including mutation accumulation (MA) (Halligan and Keightley, 2009 ) and de novo mutations (Conrad et al., 2011) improved the mutation rate estimations expressed as the number of spontaneous mutations per cell division and led to the definition of their spectrum in many species (Behringer and Hall, 2015; Farlow et al., 2015; Zhu et al., 2014) . During growth, most of the mutations are due to DNA replication errors. When the mutation is neutral or beneficial, it can be fixed in the population during subsequent generations. Conversely, when the mutation is disadvantageous it most often rapidly counter selected. The replication-dependent mutations define a spectrum quite similar among species, with the domination of Single Nucleotide Variants (SNVs) over Insertions/ Deletions (Indels) and Structural Variants (SVs). For instance, preference for insertions at the expense of deletions along with a universal substitution bias toward AT has been frequently reported during cell division (Hershberg and Petrov, 2010; Lynch, 2010) . At the evolutionary timescale, the mutations accumulate as a linear function of time (Zuckerkandl and Pauling, 1962) . However, the mutation rate is not constant and depends on the generation time, the efficiency of the DNA damage protection, the accuracy of DNA repair and the selective environment. In the past decades, it has become increasingly evident that mutations also arise during cell cycle arrest, slow growth or under stress. Many genetic studies on E. coli and budding yeast used the term 'adaptive mutation' (Drake, 1991; Foster, 1999) as they used non-lethal selective conditions for an essential amino acid, nucleotide or antibiotic. An important notion related to adaptive mutation is that stress conditions may increase mutations and trigger accelerated evolution (Yaakov et al., 2017; Long et al., 2016; Rosenberg, 1997; Hicks et al., 2010; Holbeck and Strathern, 1997) . A more recent notion is that a bacterial subpopulation of phenotypic variants called 'persisters' are more resistant to stress conditions suggesting that they precede adaptive mutations (for review (Harms et al., 2016) ), a notion that was also found in budding yeast (Yaakov et al., 2017) . The survival of 'persisters' to a large range of stress conditions can be explained by a reduced growth rate and metabolism. In addition, life alternates between periods of cell division and quiescence. During quiescence, the main replication-dependent source of mutations is not applicable but others remain, such as DNA repair errors, that may potentially improve the chance of survival. In other words, the respective fitness of cell division and quiescence might alternatively subject organisms to natural selection. In this regard, the extent of the impact of replication-independent mutations on the overall mutation load and evolution is mostly unknown (Gao et al., 2016) . Hence, because of its mechanistic difference, a replication-independent mutational spectrum is expected to exhibit a different signature.
Quiescence is a common cell state on earth (Lewis and Gattie, 1991) . In metazoan, stem cells alternate between variable periods of growth and quiescence depending on the period of development and the type of tissues. For the unicellular fission yeast, Schizosaccharomyces pombe, removing nitrogen triggers mating of opposite mating-types followed by meiosis. However, when the population is composed of only one mating-type they arrest in the G1-phase and rapidly enter into quiescence with a 1C content (Nurse and Bissett, 1981) . In these conditions, the cells remain viable for months given the medium is refreshed every other week. They are metabolically active, exhibit stress-responsive signaling and are highly efficient in DNA damage repair (Mochida and Yanagida, 2006; Yanagida, 2009; Ben Hassine and Arcangioli, 2009; Marguerat et al., 2012; Gangloff and Arcangioli, 2017) . Thus, quiescence in fission yeast is defined under a simple nutritional change so that studies can be reproduced and interpreted rigorously.
Here, we report the accumulation and spectrum of spontaneous mutations that arise in the quiescent phase of fission yeast. The growth and quiescence mutational spectra exhibit quantitative and qualitative differences that further explore the genetic potential of the genome. We named the new quiescence mutational spectrum 'Chronos' the personification of time in Greek mythology.
Results
In all our experiments, a prototrophic progenitor fission yeast strain is grown in minimal medium (MM) (Mitchison, 1970) prior to transfer into MM lacking nitrogen at a cell density of 10 6 cells per milliliter. After two divisions, a majority of the cells arrests in the G1 phase and enters into the G0 quiescent state. To determine the homogeneity of the cell population during quiescence, we analyzed the size and the proportion of cells exhibiting a septum during 15 days ( Table 1) . The cell-size (7-14 mm) and proportion of cells with a septum (~10%) observed during vegetative growth abruptly decrease after 1 day of quiescence, with more than 99,9% of septum free cells measuring 4 mm. During the following days of quiescence, the proportion of cells containing a septum dropped below 1 (Grimm et al., 1988) . We ascertained that the ura4D mutants remain viable for two weeks of quiescence, indicating that colonies resistant to 5-FOA (FOA R ) emerging early are not biased by selection ( Figure 1 ) and that our phenotypic accumulation assay is unbiased during the course of the experiment. FOA R colonies were scored and their DNA isolated for mutational spectrum analysis by Sanger sequencing. At day 1, a large fraction of FOA R colonies derive from replicative mutations that have appeared during the last rounds of DNA replication prior or during entry into quiescence and are capable of surviving two to three generations on media lacking uracil. Because of the fluctuation caused by the timing of mutation appearance in lineages (Luria and Delbrück, 1943) , a mutation can be found multiple times in a population. To assess the mutational spectra in growth and quiescence, mutations found
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Days in G0   0   20   40   60   80   100   4  8  11  15 WT Mix-50% ura4D18 Figure 1 . Survival of ura -cells during two weeks of quiescence. Wild-Type, ura4D18 cells and a 50% mixture of both cultures were put into quiescence and their survival was followed for two weeks. ura4D18 has no advantage compared to wild-type strain or mixed populations and the proportion of uracil auxotrophs is maintained constant for the two weeks. DOI: https://doi.org/10.7554/eLife.27469.002 more than once in a clonal population were discarded (Supplementary files 1) . The frequency of non-redundant FOA R mutations at day 1 ranges from 1 to 3 Â 10 À7 across the various independent experiments ( Figure 2A) . We next analyzed their spectrum at day one by Sanger sequencing the respective ura4 -or ura5 -mutated gene. If every substitution occurs with an equal probability, we should observe one transition per two transversions. We found a 1:2.18 ratio, with a mutational bias towards the enrichment of A/T (3.71, Table 2 ) due to the high frequency of C:G to T:A transitions and G:C to T:A transversions ( Figure 2B and Figure 2 -figure supplement 1). Interestingly, as previously observed (Behringer and Hall, 2015; Farlow et al., 2015; Zhu et al., 2014 ) the CpG dinucleotides are found among the top mutated dinucleotides in ura4 and ura5 ( observed with a net gain of 269 bp for 24 events and loss of 334 bp for 16 events ( Table 2) , including two deletions of 165 and 95 base-pairs (Supplementary files 1). Overall, the mutation profile at day one is similar to published results in cycling cells for URA3 in budding yeast (Lang and Murray, 2008) and for ura4 + and ura5 + in fission yeast (Fraser et al., 2003) .
During quiescence, the total number of mutations (including redundant ones) resulting in FOA R colonies increases linearly as a function of time. From multiple experiments, we used least squares regression to determine that the slope is 0.55 Â 10 À7 FOA R mutants per day spent in quiescence ( Figure 2A ). Importantly, we observed that the number of redundant mutations dramatically fades over time, indicating that novel mutations arise in quiescence (Supplementary files 1). Days 8 and 15 are not statistically different for the Ts:Tv and AT bias (chi2 test) and were therefore combined. Day 1 is statistically different from days 8 + 15 (Ts/Tv: p<0.05; AT bias: p<0.05 by chi2 tests). The ratio of transition-to-transversion observed at days 8 + 15 of quiescence was reduced from 1:2.18 to 1:3.7 and the mutational bias toward A/T decreased (3.71 vs 1.58, Table 1 ). This is mainly due to a relative decrease of the G:C to A:T transitions that is balanced by an increase of the A:T to C:G and G:C to C:G transversions ( Figure 2B and Figure 2 -figure supplement 1). During two weeks of quiescence, the proportion of de novo indels increases from 28% at day 1 to 57% and 69% after 8 and 15 days, respectively ( Figure 2C ) to outnumber the SNVs ( Figure 2C and D) (day 1 vs days 8 + 15: p<10 À10 , chi2 test). Altogether, we found more deletions than insertions (in days 8 + 15: p<10 À5 , chi2 test) with a net loss of 1771 bp in 170 mutants and a gain of 500 bp in 50 mutants ( Figure 2D , Table 2 ). The main class of indels is ±1 bp and accounts for roughly half the events ( Figure 2D ). More than one half of the indels occur within homonucleotide runs and several mutations are complex (Supplementary files 1). Collectively, we found a phenotypic mutation rate of 0.55 Â 10 À7 FOA R colonies per day of quiescence with 0.14 Â 10 À7 FOA R colonies per day due to SNVs and 0.41 Â 10 À7 FOA R colonies per day due to indels ( Figure 3A ,B). Thus, the mutational spectra of growth and quiescence exhibit striking quantitative and qualitative differences. First, elevated levels of indels are generated. Second, two recent MA studies (Behringer and Hall, 2015; Farlow et al., 2015) with fission yeast have shown that in cycling cells insertions outnumber deletions, whereas we observe the reverse in quiescence ( Figure 2D ). Thus, growth and quiescence apply opposite pressures on the S. pombe genome size. Third, during cell divisions, SNVs elevate the genomic A/T composition (Hershberg and Petrov, 2010; Lynch, 2010) . This bias is reduced during quiescence and counteracts the universal A/T enrichment observed during cell division. This suggests that, in addition to the previously recognized meiotic recombination, gene conversion, nucleotide modifications or transposition, the equilibrium of size and composition of the S. pombe genome also depends on the relative strength of the opposing forces applied during growth and quiescence. A possible caveat of our study is that FOA is known to perturb the metabolism of uracil and thymidine and might thus impact differently the mutational spectra of growing and quiescent cells. To evaluate this issue, a yeast cell population was maintained during 6 days in quiescence, and one half of the culture (1.2 10 8 cells) was directly plated onto FOA plates while the other half was allowed to divide once in rich medium prior to plating. Note that we plated and sequenced all the FOA R mutants present in the culture, allowing to identify all the mutations. The experiment was performed after six days of quiescence when the proportion of quiescent mutations is elevated and the exit of quiescence is still synchronous. We obtained (i) 27 FOA R , including 8 SNVs and 19 Indels when quiescent cells are directly plated on FOA (ii) 56 FOA R when cells are allowed to divide once (iii) 40 mutations appeared as pairs of mutations, including 2 Â 9 SNVs and 2 Â 11 Indels and 16 unique mutations, including 7 SNVs and 9 Indels (iv) All mutations exhibit the quiescence mutational profile, indicating that the FOA drug does not significantly impact on the mutation spectrum of quiescent or dividing cells ( Table 3) . The 16 unique mutations suggest a frequent heterozygosity of the mutations that can be revealed only after cell division. For the first half of the cultures, the mutations found more than once in the clonal population were discarded.
Similarly, identical mutations found in 'no division' and in 'with one division' were discarded. DOI: https://doi.org/10.7554/eLife.27469.009
We have developed two new methods based on a likelihood framework to infer the total mutation count from the measured 5-FOA R phenotypic mutation rate (methods 1 and 2). We have also computed the total mutation count from a previously proposed method (here method 3) (Drake, 1991; Lang and Murray, 2008) , (Materials and methods). For the sake of clarity, we report the corrections obtained using method 1, but provide in parenthesis inferences from the two other methods. When applied to the ura4 + /5 + genes together, we found that the corrected number of mutations per day is 0.93 Â 10 À7 taking into account the mutations that do not result in a 5-FOA R phenotype (1.86 or 1.24 10 À7 from methods 2 or 3). When applied to SNVs and indels, we found very similar slopes of 0.46 Â 10 À7 and 0.47 Â 10 À7 , respectively ( Figure 3D , Table 4 ) (1.27:0.59 and 0.50:0.74 10 À7 using methods 2 and 3). Next, we used this method to extrapolate the number of mutations in the quiescent genome. We expected to find 0.93 Â 10 À7 /1400 (nucleotides of ura4 +-ura5) x 14 Â 10 6 (nucleotides in the S. pombe genome)=0.93Â10 À3 mutations per genome per day (1.86 and 1.24 10 À3 using methods 2 and 3).
To extend our observations made on FOA R mutations to the whole genome, we analyzed the mutation spectrum in cells that survived for 3 months of quiescence. For long-term experiments, we changed the medium every other week to maintain oligo elements and glucose as well as to prevent the survivors to feed on the nitrogen released by dead cells. In these conditions, the viability at 3 months is about 0.05% (Figure 4) . From several experiments, we observed a biphasic viability curve, with a cell death acceleration after three weeks of quiescence ( Figure 4) . DNA from 243 colonies was purified. Illumina libraries were constructed and paired-end sequenced with an average The following source data available for coverage above 50x to maintain high quality sequences and a low false discovery rate (FDR) that was experimentally validated (see Material and methods). SNVs and short indels were determined using Genome Analysis Toolkit (GATK) (McKenna et al., 2010; DePristo et al., 2011; Van der Auwera et al., 2013) , and we combined the output of several tools including SOAPindel, Prism and Pindel (Li et al., 2013; Jiang et al., 2012; Ye et al., 2009 ) to increase the sensitivity of indels detection. We performed a stringent calling procedure for both SNVs and indels and we only considered variants that are present in at least 40% of the reads with a local coverage above 10x. Sanger sequencing was used to validate the de novo variants and to estimate the FDR. We report 149 unique mutations, including 72 SNVs and 77 indels from the 243 sequenced genomes (Table 5 and Supplementary files 2). Although low, 0.61 mutations per genome after three months, is 3.5-7 times higher than anticipated by our projection (0.084 to 0.17 mutations/ genome/three months, depending on the correction method), indicating that this process may not be linear for extended periods of time, as suggested by the viability curve (Figure 4) . Among the 59 SNVs involved in the AT bias, we found an AT/GC ratio bias of 1.27, a value intermediates between 1.84 at day 1 or 1.1 at days 8 + 15. This value is higher than those observed in our targeted experiments, but lower than in cycling cells. Among the 77 indels, all the events detected with GATK were found as well with either Pindel, SOAPindel or Prism (Li et al., 2013; Jiang et al., 2012; Ye et al., 2009) . Among these indels, 26 are deletions (25/77-35%), a value two times greater than reported in MA lines of cycling cells (14%-17%) (Behringer and Hall, 2015; Farlow et al., 2015) . Consistent with what was observed in the FOA R study, over 62% (48/77) of the insertions and deletions are ±1
nucleotide. With respect to genome size, the 77 indels led to the net loss of 215 (511-296) nucleotides. We also analyzed the distribution of the number of mutations (143) per genome (237) that fits perfectly a Poisson distribution. We removed from the calculation the six mutated strains that were screened for phenotypic analysis, see below ( Figure 5 ). This result shows that a unique mutational force, equally affecting all genomes, is at work during quiescence. The long-term quiescence experiment results support (i) the comparable amounts of indels and SNVs predicted in our estimation ( Figure 6 ) (ii) that the proportion of deletions among indels is higher than in MA lines of cycling cells, with more nucleotides lost than gained (iii) over 62% of the deletions/insertions are ±1 events. Altogether, quiescence in fission yeast reveals Chronos as a new genetic force generating similar proportion of SNV and Indels, together with an enrichment of deletions. The level of mutations that we have observed after three months in quiescence is likely to cause some heritable phenotypic diversity. Therefore, we conducted a phenotypic survey in conditions that affect a broad range of cellular functions. We did not observe any phenotype upon examination of 384 colonies after 1 day or 1 month of quiescence. However, after 2 and 3 months, we observed 4/ 376 (1.1%) and 6/334 (1.8%) colonies displaying phenotypes (Table 6), respectively. Genetic crosses confirmed that the phenotype observed in the 10 colonies derives from a single mutated locus. We sequenced the genomes of the six strains isolated after three months and found mutations mapping to alg5, alg8, aur1, ccc2, gdi1 and oca8 genes. These genes encode for cell wall and vacuole/membrane trafficking functions that might improve viability during quiescence. Taken together, we conclude that cellular quiescence allows for genetic variation.
Discussion
Extensive work has shown that quiescence is a well-controlled and conserved process (Yanagida, 2009; Lee et al., 1988; Petersen and Hagan, 2005) . Two recent studies on RNA interference and telomere stability have highlighted the importance of quiescence for chromosome biology (Maestroni et al., 2017; Roche et al., 2016) . Our experimental conditions generate a homogenous quiescent cell population that remains stable during the mutation accumulation experiments. However, we cannot exclude that a very low proportion (<10 À4 ) of cells are able to divide during quiescence. For instance, it is possible that persister cells, as observed during vegetative growth in budding yeast (Yaakov et al., 2017) , will not arrest in nitrogen starvation conditions and attempt to replicate and divide later on during quiescence. If these replicating cells were generating the FOA R mutants observed during quiescence, we will have to conclude that they generate 1000 times more mutations per replication. Double-strand break (DSB) repair is a process that could generate this level of mutations (Hicks et al., 2010; Holbeck and Strathern, 1997) . Nevertheless, these rare replicating cells will have to divide at a constant rate during time in quiescence. Additionally, the number and the distribution of mutations per genome observed in the three months aged cells is hardly compatible with this hypothesis. Therefore, we favor the Chronos model where DNA lesions (not excluding DSBs) that are arising during quiescence (Mochida and Yanagida, 2006; Ben Hassine and Arcangioli, 2009 ) are repaired with errors that generate mutations with time.
If the mutations are not generated by errors during DNA replication, what are the mechanism(s) underlying Chronos? As a first attempt, we investigated the involvement of the translesion DNA synthesis (TLS) pathway. We found that the Pcn1-K164R mutant (Coulon et al., 2010 ) that cannot switch from replicative to TLS mode accumulates only slightly more of FOA R mutants than wt and displays the Chronos profile ( Figure 7) . Thus, the participation of the TLS pathway in the mutational signature of quiescence is modest. Further investigations of the DNA repair pathways at work during quiescence are needed not only to provide information on the importance of each DNA repair pathway but also valuable insights into physiological source of the spontaneous DNA lesions in quiescence. Initially, Luria and Delbruck (Luria and Delbrück, 1943) expressed the mutation rate per unit time, that was transformed to per generation later by Lea and Coulson (Lea and Coulson, 1949) . Now, the common assumption is that the overall mutation rate and spectrum accompanying cell division is combining errors occurring during DNA replicating and/or repair. It was recently proposed that inefficiently repaired lesions increase according to absolute time (Gao et al., 2016) . Our work proposes that quiescence is a genetic active state that participates to the mutation fraction that is expressed in unit of time. Thus, S. pombe genome fluctuates between two mutational spectra, which alternatively expose the genome to natural selection that progressively shapes its composition, size and ability. During growth, the universal substitution bias toward AT preference along with the domination of insertions over deletion have been reported in numerous studies (Hershberg and Petrov, 2010; Lynch, 2010) . The fact that the replication-driven mutational bias has not yet reached an equilibrium strongly suggests the existence of forces capable of counterbalancing it. Here we propose that Chronos is this novel mutational force that impact on the genetic material. Separate and alternate modes of mutagenesis and selection allow compensatory mutations to arise in one phase of the life cycle and fuel the phenotypic evolution simultaneously into the subsequent phase, a notion that might impact on germ cells genetics. On the contrary, the super-housekeeping genes (Yanagida, 2009 ) constrain evolution with a strong vector of conservation, since they are required for proliferation, quiescence and the transitions from one to the other (Williams and Williams, 1957) . The genetics of quiescence underscores the importance of a time-dependent process (Goldmann et al., 2016; Hazen et al., 2016; Kumar and Subramanian, 2002; Ségurel et al., 2014) to the overall mutation spectrum. This time-dependent process should also help to fine-tune the accuracy of the 'molecular clock' that measures, in units of time (dos Reis et al., 2016) , the evolutionary distance of two closely related species with their common ancestor. Such hypotheses are accessible to experimental and modeling approaches and are of great interest for evolutionary, developmental and human-health perspectives.
Materials and methods
Strain and sanger sequencing of ura4 and ura5 mutants
The stable prototrophic M-smt0 PB1623 strain was used in all our experiments. We identified the FOA R mutant strains as ura4 -and ura5 -mutants by genetic crosses with a known ura4D strain, purified their DNA, PCR amplified the gene of interest, analyzed the PCR fragment by agarose gel electrophoresis and subjected it to Sanger sequencing.
Library construction and sequencing
Library construction and sequencing was performed by Illumina HiSeq 2500 following the manufacturer's instruction. Base calling was performed using CASAVA 1.9. For each strain, one insert size (ranging from 400 to 800 bp) library was constructed and sequenced. After initial quality control assessment with FastQC version 0.10.1 fqCleaner (l = 80; q = 30) was used to trim the tails of the reads if the Phred quality dropped below 30.
Alignment-based assembly
We sequenced 12 strains per lane on an Illumina HiSeq 2500, aligned the resulting reads to the Schizosaccharomyces_ pombe.ASM294v2.23 DNA reference genome with BWA-MEM; version 0.7.5a. (Li and Durbin, 2009) . SAMtools version 0.1.19 and Picard version 1.96 (http://picard. sourceforge.net) were used to process the alignment files and to mark duplicate reads. The coverage in our experiments ranges from 60 to 120, with an average of 80. SNVs and small indels were called using GATK version 2.7-2 (McKenna et al., 2010) . We applied quality score recalibration, indel realignment, duplicate removal, and performed SNV and INDEL discovery and genotyping using standard filtering parameters or variant quality score recalibration according to GATK Best Practices recommendations Van der Auwera et al., 2013) . In addition to the GATK analysis, we combined three programs, Pindel (Ye et al., 2009) , Prism (Jiang et al., 2012) , and SOAPindel (Li et al., 2013) dedicated to the detection of INDELs to search for additional variants not detected by GATK. Only variants detected at least 10-times in a sample and not found in any other strain sequenced from the same G0 pool were considered.
Filtering
For GATK, Pindel, Prism and SOAPindel analyses, only variants detected at least 10-times in a sample and not found in any other strain sequenced from the same G0 pool were considered. For GATK and indels detection, we have determined the FDR by Sanger sequencing on a larger set of previously sequenced strains. 20 random SNVs whose quality scores ranged from 21 to 1700 were analyzed. Only the lowest score (21; one occurrence) turned out to be a false positive, yielding an FDR of 0.05. Concerning the indels, all the variants detected by at least two approaches, including GATK, turned out to be true by Sanger sequencing. For the variants only detected by Prism, we sequenced 13 occurrences and found that only the two lowest scores (DP10) were false positives (FDR = 0.15). Pindel yielded the poorest yield of variants that were systematically true and called by at least one other program. SOAPindel called a large number of variants that were dispatched into five classes according to their type of output in the VCF file. We kept only the relevant calls labeled as HP = A_B or HP = X_N in the vcf file for which the FDR determined on 14 variants was 0.2143 (in the three other classes, 54 occurrences, only five were true and were not taken into account).
Miscellaneous
Template DNA fragments were hybridized to the surface of paired-end (PE) flow cells (HiSeq 2500 sequencing instruments) and amplified to form clusters using the Illumina cBotTM. Paired-end libraries were sequenced using 2 Â 120 cycles of incorporation and imaging with Illumina SBS kits. For the HiSeq 2500, 2 Â 101 cycles with SBS kits v3 were employed. Each library was initially run, assessing optimal cluster densities, insert size, duplication rates and comparison to chip genotyping data. Following validation, the desired sequencing depth (>60X) was then obtained. Real-time analysis involved conversion of image data to base-calling in real-time.
Estimation of the total mutation rate
The experimental assay based on 5-FOA resistance can be used to estimate the fraction of mutations that give rise to a phenotype. All the mutations that we have observed are single mutation events that invalidate either the ura4 + or ura5 + genes, hence resulting in the FOA R phenotype. We now want to infer the total mutation rate, both for SNVs and indels independently. We hypothesize that most indels will be deleterious to the genes and that therefore the total indel rate is close the observed indel rate that results in FOA R (for genes -50% of the genome). On the contrary, many
SNVs are likely to exhibit no phenotype and, therefore, we observe only a fraction of the total number of SNVs.
The gene model
As we only observe mutations among SNVs that lead to a phenotype, we have estimated the fraction f of non-synonymous SNVs that lead to a phenotype using three alternative methods. All three methods exploit different observations and lead to different estimators. As none seems obviously better than the two others, we report the three results in Table 4 . In all three methods, the underlying gene model is the same and is indicated in Figure 8 .
Method 1 -From the Aa saturation
The first method assumes that the non-synonymous SNVs that lead to a phenotype are evenly distributed among an unknown number 'essential' amino-acid (Aa). Whenever an essential Aa is mutated, there is a FOA R phenotype. We thus simply compute the observed distribution of the number of different mutations per Aa (from Figure 8 . Schematic representation of a gene. In all three methods, the gene model is the same. We observe only a subset of all possible SNVs (the back areas) among all SNVs that lead to a phenotype (the black and grey areas). All synonymous SNVs do not exhibit a phenotype. The methods aim at estimating the unknown proportion f of the non-synonymous SNVs that leads to a phenotype. DOI: https://doi.org/10.7554/eLife.27469.019
Method 2 -From the nucleotide saturation
The second method assumes that non-synonymous SNVs that lead to a phenotype can be targeted several times by independent mutations. Whenever one of them is mutated, there is a phenotype. We thus build the distribution of the number of independent recurrent mutations for each non-synonymous SNVs (from Table 4 -filtered), which is then used to estimate the total number of non-synonymous SNVs that lead to a phenotype using maximum likelihood (see below). It thus assumes no mutational bias and uses the distribution of independent identical mutations per non-synonymous SNV.
Method 3 -Lang and Murray (2008)
The last method, proposed by Lang and Murray (2008) , equates the level of saturation of STOPs and non-synonymous mutations that lead to a phenotype. The level of saturation of STOPs is estimated by the fraction of STOPs that are reported (over the total number of possible STOPs). It thus assumes no mutational bias and uses the observed number of STOPs and non-synonymous SNVs.
Estimating the total number of targets from k-distribution by maximum likelihood
The model assumes that a set of k targets give rise to a phenotype once mutated (targets are either essential Aa -method 1-or non-synonymous mutations with a phenotype -method 2-). All m mutations are uniformly distributed among the targets. Once all mutations are assigned, a target can have 0, 1 or more mutations. Only the number of non-mutated targets (0 hits) is unknown and therefore to be estimated. We estimated it by maximum likelihood using the distribution of mutations per target, hereafter the k-distribution.
We observe a total of m mutations uniformly distributed among the k targets, where target i has m i mutations:
As each mutation has a probability 1/k to occur at a particular target, the set of m i is given by the multinomial probability distribution:
We consider in our model that all targets are exchangeable. Defining k j , as the number of targets that have j substitutions, the number of exchangeable configurations is given by:
, where max is the highest observed number of mutation for a target. Therefore, the product of the two previous terms once rearranged, is the likelihood of the overall observed distribution of (k 1 , k 2 , . . . k max ) given k: We thus computed numerically the maximum likelihood estimate of k as well as its associated 95% credibility interval (Table S3) .
How many SNVs can lead to a phenotype?
As we observe only SNVs that disrupt the function of the genes, we assumed that all synonymous substitutions have no phenotype, that all STOP substitutions do, as well as a fraction f of the nonsynonymous SNVs. Mathematically, it is expressed as [P STOP + f P NS ], where P STOP P NS are the proportions of STOP and Non-Synonymous mutations among all possible mutations.
How many indels can lead to a phenotype?
We further assumed that most insertions or deletions have phenotypes, except when the reading frame is kept intact. For these in-frame indels (which size is a multiple of 3), there is a phenotype only when an essential Aa (estimated by f) is deleted or disrupted by an insertion.
We retrieve the size distribution of indels and inflated the 3 bp indels (0.053 for URA4 and 0.019 for URA5) by a factor of 1/f and the 6bp indels (0.019 for URA4 and 0.0 for URA5) by a factor of 1/ (1-(1 f)
2 ). Larger insertions/deletions are all assumed to have a phenotype. Mathematically, it is expressed as 1/ [1 + P 3nt / f + P 6nt / (1-(1 f)
2 )], where P 3nt P 6nt are the proportions of indels of size 3nt or 6nt among all observed indels (Table 4 -source data 1), in which the values for f were the ones estimated from Table 4 for each category. The estimated mutation rates are reported in Table 4 -source data 2. 
