We analyze a class of numerical schemes for solving the HJB equation for stochastic control problems, which enters the framework of Markov chain approximations and generalizes the usual finite difference method. The latter is known to be monotonic, and hence valid, only if the scaled covariance matrix is dominant diagonal. We generalize this result by, given the set of neighboring points allowed to enter the scheme, showing how to compute effectively the class of covariance matrices that is consistent with this set of points. We perform this computation for several cases in dimensions 2, 3, and 4.
1.
Motivation. This paper is devoted to the discussion of numerical algorithms for solving stochastic optimal control problems. In order to simplify the presentation of the main ideas, consider the following model problem (Fleming and Rishel [4] and Lions and Bensoussan [7] ):
(y x,u (t), u(t))e −λt dt; dy x,u (t) = f (y x,u (t), u(t))dt + σ(y x,u (t), u(t))dw(t), y x,u (0) = x,
Here y x,u (t) ∈ R n is the state variable, u(t) ∈ R m is the control variable that for almost all t must belong to the set U ⊂ R m , λ > 0 is the discounting factor, : R n × R m → R is a distributed cost, f : R n × R m → R n is a deterministic dynamics, σ(·, ·) is a mapping from R n × R m into the space of n × r matrices, and w is a standard r dimensional Brownian motion. We are assuming full observation of the state, and we are looking for a control in the class of feedback controls. In what follows we assume f , σ, and to be Lipschitz and bounded. Then the solution to the stochastic differential equation and the associated cost are well defined (see, e.g., Fleming and Soner [5] ). The covariance matrix is defined as
where by we denote the transposition operator. It is known (see Lions [8] and Fleming and Soner [5] ) that the value function V of problem (P x ), defined by V (x) = inf u W (x, u), is the unique bounded viscosity solution of the Hamilton-Jacobi-Bellman (HJB) equation (1.2) the Hamiltonian H being defined as
where x ∈ R n , p ∈ R n , and Q is an n × n symmetric matrix. A basic idea for discretizing this problem is as follows (an up-to-date synthesis of this approach is given in Kushner and Dupuis [6] ). Consider a regular grid G h of discretization of the state space R n , with discretization steps h = (h 1 , . . . , h n ). With the coordinate k = (k 1 , . . . , k n ) in Z n is associated the point x k ∈ R n of the form x k := (k 1 h 1 , . . . , k n h n ). (1.4) Of course the real computations should be performed on a finite grid. However, we will not discuss this point, and we rather analyze the result of computations on this infinite grid. Let us consider an optimal control problem for a Markov chain on the grid G h . Let {X h q , q ≥ 0} be the states of the Markov chain at time q, with transition probabilities denoted p h (x, y | u), where u ∈ U is the canonical control value. Let ∆t h be an interpolation interval satisfying ∆t h → 0 as h → 0, and let E h,u k,q be the conditional expectation of X h q+1 , given that {X h q = x k }, and the control value u. Suppose that the chain obeys the following local consistency conditions:
A possible adaptation for the cost function to this Markov chain is the following:
where u h = (u h q ), and u h q ∈ U denote the random variable which represents the control action for the chain at discrete time q. Then the dynamic programming equation for the controlled chain {X h q , q ≥ 0} and the cost (1.6) is
for x k ∈ G h . It is known that the function V h converges uniformly over compact sets to the value function V for the original problem, as h → 0, whenever the "local consistency" conditions (1.5) are satisfied, the interpolation interval possibly depending on (x, u); see Kushner and Dupuis [6] . Now the Markov chain approximation method consists of finding a chain {X h q } satisfying the "local consistency" (1.5). A standard way for the construction of such an approximating chain is to use the finite difference approximations. However, this works only if the matrix a has a dominant diagonal (see section 3 for details), whereas this matrix may be an arbitrary semidefinite positive matrix. In some cases it is possible to make a change of variables in the state space in order for this hypothesis to be satisfied; see, e.g., Kushner and Dupuis [6, section 5.4] . However, when the control enters the matrix σ, and hence also in a, this is no longer possible in general. By contrast, the Markov chain approximation method is, in principle, able to handle the case when the covariance matrix is not dominant diagonal. In fact, relation (1.5) essentially gives linear relations (to be satisfied approximately) on the transition probabilities, while the latter have to be nonnegative and of sum equal to 1. Several questions then arise. First of all, since the Markov chain represents the discretization of a partial differential equation, it is highly desirable to limit the transitions from one point of the grid to other points that are not too far away. Also, for computational complexity reasons, the number of transitions should be as small as possible.
We are led then to the following question. Given a point in the grid with coordinate k and a control, choose a set of other points in the grid to which transitions are allowed. For instance we may allow transitions to points for which the coordinates k are such that |k i − k i | ≤ 1 for all i. More generally, we choose a set of neighbors defined by constraints on the difference of coordinates k − k. Is it possible then to compute consistent transition probabilities? In other words, what is the class of covariance matrices that is compatible with such a choice of possible transitions? And then what is the cost of computing the transition probabilities themselves? Finally, on what basis should we choose the neighbors?
These are several delicate questions. The paper is essentially devoted to the first of them, i.e., how to check the consistency condition. Note that our results apply also to finite horizon problems, in which the value function depends on time and space, since the analysis of consistency for these problems leads basically to questions of the same nature. Similarly, we discuss only explicit schemes, but implicit schemes (in connection to the policy iteration methods; see Kushner and Dupuis [6, section 6.2]) also lead to the same questions, and our results apply also to this case. Note that in the case of a covariance matrix that is a smooth function of the state only, it is possible to state a consistent approximation using finite elements; see Chung, Hanson, and Xu [3] . However, it is not easy to extend this idea to the case when the covariance matrix either is not differentiable or depends also on the control.
Generalized finite differences.
Let us present a generalization of the usual finite difference schemes; we will see later that these generalized finite differences are in fact a particular case of Markov chain approximation. Let ϕ = {ϕ k } be a real valued function over Z n . With ξ ∈ Z n , associate the shift operator δ ξ defined by δ ξ ϕ k := ϕ ξ+k . Consider the finite difference operator
If Φ is a C 2 (twice continuously differentiable) function over R n , and ϕ k = Φ(x k ) for all k, then by a standard Taylor expansion we have that
For instance, when ξ is equal to e i (the ith element of the natural basis of R n ) and e i ± e j , respectively, we obtain
Denote v k the approximation of the value function V at x k . Let D u k v k be a notation for the upwind spatial finite difference
Now let S be a finite set of Z n \ {0} containing {e 1 , . . . , e n }. We consider explicit schemes based on the difference operators that we just discussed, namely
for all k ∈ Z n . We will see soon how to choose the coefficients α u k,ξ in order to have a convergent approximation. Note that, since ∆ ξ = ∆ −ξ , we may assume without loss of generality that either α u k,ξ or α u k,−ξ is zero for all ξ. In particular, we may assume that α u k,−ei is zero for all i. Note that there are possibilities other than (2.4) for discretizing the first-order term. For instance, it may be useful to consider centered differences in order to obtain (if the solution is smooth enough) higher orders of accuracy. However, since the difficulty for obtaining consistency lies in the discretization of the secondorder term in the HJB equation, we will not elaborate on this.
Let ∆t h > 0 denote a fictitious time step (fictitious in the sense that the discrete scheme involves space, but not time, so that this time step has no influence on the solution). Multiplying (2.5) by ∆t h and adding v k on both sides, we get
With straightforward calculations, we can remark that the approximation (2.6) can be written in the form of (1.7), with the following transition probabilities:
. Note that the sum of transition probabilities is, whatever the choice of coefficients α u k,ξ , equal to one. However, that these transition probabilities are nonnegative adds the following condition on α u k,ξ :
The second condition (2.7b) is always satisfied, when ∆t h is small enough, if the lefthand side of (2.7b) is uniformly bounded. We obtain in (2.16) such a bound. Here again we could take the more general point of view of having a time step depending on (x, u). Again, we prefer not to be general in order to concentrate on the main difficulties.
Assume (2.7) to be satisfied (we will see that (2.7b) is satisfied as soon as the time step is small enough) so that the scheme is a Markov chain approximation (of a specific type), since transition probabilities to points of the form x k±ξ are equal if ξ = e i for some i. We therefore concentrate on the local consistency condition (1.5). Since the terms multiplied by each coefficient α u k,ξ have a mean equal to x k , we have that
and, therefore,
In view of (2.10), and since ∆t h → 0 as h → 0, local consistency holds iff we have
In what follows, we discuss the strong consistency property
Since every α u k,ξ is nonnegative, strong consistency means that the symmetric matrix a h (x k , u) belongs, for all k and u, to the cone generated by the set {ξξ ; ξ ∈ S} that we denote
Note that strong consistency implies a bound on the coefficients α u k,ξ , which in turn allows us to obtain an estimate of the fictitious time step.
Lemma 2.1. Assume that the strong consistency condition holds. Then
and hence condition (2.7b) for the fictitious time step is satisfied whenever
Proof. Taking the trace of both sides of (2.13), and since the trace of ξξ is greater than or equal to 1, obtain (2.15). The second part of the lemma is immediate.
It follows from this lemma that, when h ↓ 0, we may take ∆t h of order O(min i h 2 i ), as expected. Now we can summarize the results of this section in the following theorem. Theorem 2.2. Let S be a fixed finite set of Z n \ {0} containing {e 1 , . . . , e n }, and let h be a fixed step size. Assume that, for every k ∈ Z n and every u ∈ U , the scaled covariance matrix a h (x k , u) belongs to the cone C(S). Then the scheme (2.6) is a consistent Markov chain approximation whenever the coefficients (α u k,ξ ) are nonnegative and satisfy condition (2.13), the time step being such that (2.16) is satisfied.
As said before, condition (2.16) is not really restrictive since ∆t h is just a fictitious time step. Note that implicit schemes can be used, as already mentioned, in connection with the policy iteration algorithm, and in that case it is easily seen that one can take a time step of order O(min i h i ). Similar results hold in the finite horizon case. The most important condition in the above theorem is that the scaled matrix might belong to the cone C(S). Before going on the characterization of C(S), we will first compare our scheme to the classical finite differences approximations.
Remark 2.1. The results of this section are close to the analysis in section 5.4.4 of [6] , where consistency for an arbitrary set of transition to neighbors is discussed. The point of view of this paper is rather to fix the set S of the neighbors allowed to enter the scheme and then to characterize the class of covariance matrices for which consistency holds. We will see in sections 4 and 5 (and this is the main novelty of the paper) how to obtain an effective characterization.
Remark 2.2. It is possible to study consistency taking the point of view of the discretization of the HJB equation (1.2), the solution being defined in the sense of viscosity. Barles and Souganidis [2] give a systematic way of obtaining convergent approximation schemes for second-order partial differential equations whose solution satisfies some strong uniqueness property. Their approach applies to (1.2) and leads to the same conditions as those of Theorem 2.2.
Classical finite differences approximations.
Let us show that the generalized finite difference algorithm, given in the above section, is indeed a generalization of the classical finite differences approximations that we recall now. Let Φ be a C 2 function over R n , and let ϕ k := Φ(x k ) for all k. Given any ξ ∈ Z n , we can approximate the second-order derivatives of Φ by the following finite differences:
Denote the corresponding operators as follows:
Viewing i (resp., j) as the first (resp., second) coordinate, when ξ = 0, we call this operator d ξ ij the right upper approximation of Φ xixj . We can similarly define left upper, right lower, and left lower approximations of Φ xixj by taking ξ equal to −e i , −e j , and −e i − e j , respectively. By combining these amounts, we can define centered approximations; the corresponding operators are along the main and second diagonals:
In other words,
In addition, for the approximation of diagonal second-order derivatives we take the standard centered formula
The classical finite differences approximation of (1.2) is
6)
where if i = j, D ± ij is equal either to D + ij or D − ij and D u k is the upwind spatial finite difference defined in (2.4). The above scheme is equivalent to the following one:
It is known that this scheme is a consistent Markov chain approximation under restrictive assumptions that we make explicit now (this is a reformulation of known results; see, e.g., [6] or [9] ).
Lemma 3.1. The classical finite differences approximation scheme can be interpreted as a consistent Markov chain approximation iff the following three conditions hold:
The time step ∆t h satisfies the following condition:
We now make explicit the link between the two approaches by expressing the classical finite differences approximation scheme as a Markov chain approximation scheme. If the conditions of the above lemma are satisfied, then we can write the approximation of second-order terms as
(3.10)
The weights of the transitions are nonnegative iff condition (ii) of Lemma 3.1 is satisfied. It follows that the classical finite difference scheme is equivalent to the generalized finite difference scheme where the set S is equal tô
We have that C(Ŝ) is precisely the cone of dominant diagonal matrices.
Characterization of finitely generated cones.
Let us come back to the analysis of the generalized finite difference method. In what follows we will concentrate on characterizations of the strong consistency condition, with special attention to the case when S is the set S q of neighboring points of order q, defined by
Characterizing a finitely generated cone happens to be a classical problem of convex analysis and polyhedral combinatorics, and it can be solved using the notion of polar cone. Let us recall these classical results; an excellent reference on this subject is Pulleyblank [10] .
Let C be a nonempty closed convex cone in R p . The associated (positively) polar cone is
It is known that (C * ) * = C. Let C be finitely generated, say, by g 1 , . . . , g q . Then C * = i {x * ∈ X * ; x * , g i ≥ 0}. It happens that the set C * is also finitely generated, say, by g * 1 , . . . , g * r ; this dual generator can be computed by a certain recursion. Since C = (C * ) * , it follows that
This means that the cone C is characterized by a finite number of linear inequalities whose coefficients can be computed. Let us specialize this result to the case of the cone C(S). Let M be the set of symmetric matrices, and let M + be the set of symmetric definite positive matrices. Using the Frobenius scalar product A · B = i,j A ij B ij , for which B · ξξ = ξ Bξ, for all square n × n symmetric matrices B and n dimensional vectors ξ, we have that the polar cone is
Consider the example when S = S q is defined in (4.1). Using the fact that C(S q ) is strictly increasing with q and is a subset of the cone M + , and (M + ) * = M + , we have the infinite chain of strict inclusions
It can be noticed that, since the cone C(S q ) contains every nonnegative diagonal matrix, each element of its dual has a nonnegative diagonal.
An important observation is that S q , and therefore also C(S q ), are invariant through the linear transformations in R n that correspond to a permutation of coordinates and also correspond to the change of sign of coordinates. The permutation of coordinates i and j of ξ ∈ R n result in the permutation of elements of ξξ of coordinates (i, k) and (j, k), and (k, i) and (k, j), for all k, while changing the sign of ξ i results in changing the sign of elements of ξξ of coordinates (i, j) for j = i. Since these transformations are self-adjoint, for each B ∈ C(S q ) * , the matrices obtained by the same (adjoint) transformations (so that the scalar product with B remains invariant) also belong to C(S q ) * . In particular, a generator of C(S q ) * can be partitioned into classes of equivalence corresponding to the above mentioned transformations. This allows us to give a compact description of the set of generators.
Specific examples.
We have performed the computation of generators of dual cones using the Qhull algorithm by Barber, Dobkin, and Huhdanpaa [1] . The latter computes, given a finite set in R m , a minimal set of linear inequalities characterizing its convex hull. This computation is made using the floating-point arithmetic of the C language. However, the risk of numerical errors due to the floating-point arithmetic is limited, since we were able to compute a scaling of the data for which all coefficients are small integers, up to an absolute precision of 10 −10 .
The link between the convex hull of a finite set and the generator of a dual cone is as follows. Consider a generator g 1 , . . . , g n , and set g 0 := 0. Then compute a minimal characterization of the convex hull of g 0 , . . . , g n of the form g * i , · ≥ b i , i = 1, . . . , r. A minimal generator of the dual cone is given by the homogeneous inequalities; i.e., the dual cone is
Our actual computations deal with spaces of symmetric matrices of size n. Each of them can be represented by its upper triangular part, and thus is viewed as an element of R m , m = 1 2 n(n + 1); in particular, m = 3, 6, and 10 for n = 2, 3, and 4, respectively.
Once a generator of the dual cone has been obtained, it remains to identify the classes of equivalence (defined in the previous section) in order to obtain compact expression. This was done by sorting the elements following the (ordered) weights of diagonal elements (the latter being, as we already know, nonnegative). It appears that this suffices for identifying the equivalence classes, as can be checked by generating them using the formulas given below and comparing both sets. Dimension 2. In the case n = 2, we computed characterizations of the sets C(S q ), q = 1 to 10. We display detailed results for q = 1 to 7. The set C(S 1 ) is characterized by 4 constraints and 1 equivalence class:
The set C(S 2 ) is characterized by 8 constraints and 2 equivalence classes:
is characterized by 16 constraints and 4 equivalence classes:
The set C(S 4 ) is characterized by 24 constraints and 6 equivalence classes:
classes:
is characterized by 72 constraints and 18 equivalence classes:
Dimension 3. When n = 3, we computed characterizations of the sets C(S q ), q = 1 to 2. The set C(S 1 ) is characterized by a ii ≥ |a ij |, a ii + a jj ≥ (−1) p a ik + (−1) q a jk + 2(−1) p+q+1 a ij for i = j = k and p, q ∈ {1, 2}. As was expected, this cone is larger than the cone of dominant diagonal matrices. The set C(S 2 ) is characterized by
Dimension 4. When n = 4, the set C(S 1 ) is characterized by
for i = j = k = l and p, q, r ∈ {1, 2}.
Summary of results. The following table summarizes the various steps of our calculation and highlights the importance of reduction of constraints using the classes of equivalence.
Here S * is the set of matrices in S of trace not greater than 1. 6. Discussion of results. In this paper we have worked in the framework of "Markov chain approximations" discussed in Kushner and Dupuis [6] . Our main result is a method for computing a characterization of the class of covariance matrices that are strongly consistent with an a priori choice of neighboring points to which transitions are allowed. In the computation and display of the results, we use in an essential way the property of invariance of these cones with respect to some transformations. Although we are looking for linear inequalities with integer coefficients, the computations were made in floating-point arithmetic. However, once properly scaled, the results are up to a precision of 10 −10 equal to very small integers, as may be seen in the table above, and hence it seems that these results are exact, despite the fact that our method is not a mathematical proof (we tried an exact approach based on computer algebra, but without success, since many singularities were encountered). So, we have performed the computations, giving explicit results, for dimensions of the state space between 2 and 4, and when only a limited number of neighboring points are allowed (which is a highly desirable feature). This said, it seems that we have performed the computations for essentially all cases for which the numerical resolution of the stochastic HJB equation is of reasonable complexity. Indeed, when the number of linear inequalities characterizing strongly consistent matrices is large, we may expect that computing the coefficient of the algorithm will be expensive.
On the other hand, our results are only a preliminary step towards an efficient numerical algorithm. There are two main difficulties. The first is designing fast algorithms for computing the coefficients α u k,ξ . The latter are, by definition, solutions of a linear programming problem, but using a linear programming solver for each control at each point of the grid would be inefficient. The second difficulty is dealing with the case when consistency does not hold, e.g., by approximating the matrix a(x k , u) by a consistent matrix and then performing an error analysis. We are now pursuing some research in these directions.
