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Abstract. We develop a novel application of hybrid information divergences to analyze uncertainty in
steady-state subsurface flow problems. These hybrid information divergences are non-intrusive, goal-
oriented uncertainty quantification tools that enable robust, data-informed predictions in support of
critical decision tasks such as regulatory assessment and risk management. We study the propagation of
model-form or epistemic uncertainty with numerical experiments that demonstrate uncertainty quantifi-
cation bounds for (i) parametric sensitivity analysis and (ii) model misspecification due to sparse data.
Further, we make connections between the hybrid information divergences and certain concentration
inequalities that can be leveraged for efficient computing and account for any available data through
suitable statistical quantities.
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1. Introduction
1.1. Context and objectives. Stochastic modeling of complex systems involves a multilayered process
where various sources of uncertainty are accounted for at different stages. In a goal-oriented framework,
the ultimate focus of the model is to estimate a quantity of interest (QoI) that depends on model
outputs in order to make predictions in support of risk management, regulatory assessment, performance
optimization, safety or reliability engineering, and other critical decision tasks ([46, 11]). Since model
outputs can be sensitive to distributional assumptions made throughout this process, the analysis of
uncertainty in a QoI is essential. Additionally, applications in physically relevant settings often pose
challenges not present in the conceptual formulation that demand incorporating data into the modeling
process. The modeling of complex systems in physically relevant settings, therefore, requires goal-oriented
uncertainty quantification (UQ) tools that allow one to distinguish sources of uncertainty present in the
system with a view toward making robust, data-informed predictions.
In the present work, we consider the modeling of steady-state subsurface flow, a complex system
depicted in Figure 1 that has important applications in hydrology, carbon sequestration, and petroleum
engineering ([2, 25, 1, 16]). The core mathematical problem involves a random partial differential equation
(PDE) of elliptic type that describes the physics of steady-state flow. The stochastic coefficient in the PDE
represents a conductivity field given by a geostatistical model with properties inferred from relevant data.
Robust predictions for a QoI, and in particular techniques for quantifying the propagation uncertainty
from the geostatistical model, are critical to inform decision tasks. However, in physically relevant settings
the complexity of subsurface porosity and the sparsity of available data pose a number of challenges.
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Figure 1. The modeling of steady-state subsurface flow in physically relevant settings
demands goal-oriented UQ tools that allow one to distinguish different sources of un-
certainty present in the system with a view toward making robust, data-informed pre-
dictions in support of decision tasks (adapted from [46]). A key challenge concerning
the propagation of epistemic uncertainty from inputs to outputs is examined in detail in
Figure 2.
We seek to address some of these challenges using techniques from applied probability. Information
divergences, the primary tool that we will employ, have been successfully applied to problems in stochastic
dynamics ([11, 21, 34, 31]). Based on the Donsker–Varadhan variational principle ([20]), information
divergences provide goal-oriented UQ bounds that first appeared in [11] and have since undergone various
extensions and further analysis ([42, 4, 38]). However, the application of information divergences to
complex real-world systems, for example, systems containing multiple scales, multiple levels of fidelity, and
multiple sources and types of uncertainty, have only been shallowly explored. The multifaceted nature of
the modeling task for our problem of interest requires a formulation that distinguishes multiples sources
of uncertainty to which we attach varying levels of confidence while also considering computational
challenges to practical implementation. Further, we wish to incorporate data into this process in a
systematic manner that complements existing inference procedures and we provide new perspectives on
the hybrid information divergences that enable data-informed predictions.
For our system of interest, we develop a novel application of hybrid information divergences to study the
propagation of model-form uncertainty related to the inputs of the goal-oriented framework in Figure 1.
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Model-form or epistemic uncertainty ([35, 36, 52, 26, 37, 48, 49]) in this context expresses ignorance in the
nature of the geostatistical model due to the sparsity of available data arising for example from lacking
priors, incomplete information, and missing science. This uncertainty represents a modeling error that
we evaluate as the weak error between a QoI obtained from a nominal and an alternative geostatistical
model for the inputs. These hybrid information divergences build on traditional UQ by enabling bounds
across model predictions that would otherwise be computationally expensive using standard techniques,
e.g. Monte Carlo (MC) or generalized polynomial chaos (gPC) expansions.
Importantly, the hybrid nature of the information divergences employed here allows us to represent,
aggregate, and distinguish various sources of uncertainty by treating distinct sources under performance
measures that allow us to attach varying levels of confidence to different parts of the model. These
hybrid divergences have the form of a relative entropy penalized by a risk-sensitive hybrid performance
measure, similar in flavor to the Gibbs variational formula in statistical mechanics ([23]), that strikes
a balance between data-dependent quantities (relative entropy) and physics-dependent quantities (risk-
sensitive performance measures i.e. cumulant generating functions that depend on the output of the
forward model). On the one hand, these bounds are robust in that for a fixed nominal model they bound
all alternative models within a given information budget. On the other hand, these bounds are tight
in that there exists an alternative model within a given information budget for which the bounds are
attained as equality ([4, 32]). We mention that this information budget, when viewed as an allowable
level of model-form uncertainty, is philosophically similar to the privacy level introduced in the context
of Re´nyi divergence in a model for differential privacy ([19]). Numerical experiments are included here
to demonstrate the application of this theory for (i) a straightforward UQ task in section 3 concerning
parametric sensitivity analysis and (ii) a more exploratory UQ task in section 4 featuring bounds for
model misspecification due to sparse data that are not captured by small parametric perturbations.
Although a mathematically rigorous hybrid modeling framework was first introduced in [11], with
variations in [41], here we explore the application of hybrid goal-oriented divergences to stochastic models
of complex systems involving random PDE and also provide new insights on uncertainty arising from
data while providing a new perspective on the information divergences as data-informed UQ bounds.
In particular, we apply hybrid information divergences to complex systems where the forward modeling
involves random PDEs where the random field is inferred from real-world data and gPC cannot be
used due to log-normality ([24]). We explore how the hybrid information divergences quantify model-
form uncertainty while also providing a perspective linking model-form uncertainty to sparse data. This
brings new insights on the use of information divergence for predictive modeling with data by studying
how changes to data result in alternative models that are not small perturbations of the nominal model.
Further, we explore connections with certain well-known concentration inequalities ([17]) that can be
leveraged for efficient computing; this latter approach was recently introduced and applied to model
problems in [32] and we extend these ideas here to models for complex systems involving random PDE
where the stochastic fields are infinite dimensional and inferred from real-world data. The concentration
inequalities yield non-intrusive upper and lower uncertainty quantification bounds that involve statistical
quantities more easily computed than the cumulant generating functions in earlier works on information
divergences.
The hybrid divergences presented here provide a UQ framework that is well suited to the particular
application of interest for a number of reasons. Firstly, hybrid information divergences provide a natural
way of representing and distinguishing various sources of uncertainty arising in the distinct layers of the
modeling process for complex systems that complement existing inference procedures while allowing us
to attach varying levels of confidence in different components of our model. Secondly, the structure of the
hybrid divergences allows UQ computations to be carried out non-intrusively by interfacing with existing
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simulation and sampling methods for the random PDE such as the popular MC finite element method
(FEM). Thirdly, the hybrid information divergences encapsulate “worst case” scenarios within a rigorous
formulation similar to a robust optimization perspective ([6]) making them appropriate deliverables in
the context of decision support. In the remainder of this section, we formulate the model problem and
some of the main UQ challenges that motivate our approach.
1.2. Formulation of the model problem. Presently we detail the main layers comprising the subsur-
face flow system in Figure 1 each in turn.
1.2.1. Random PDE model. For a given probability space (Ω,F , P ), we consider the random PDE in the
unknown u,
(1) −∇ · (a(ω, x)∇u(ω, x)) = f(x), for x ∈ Γ ⊂ Rd,
subject to u = u0 on ∂Γ, with given data u0, source term f : Γ → R, and stochastic conductivity
a : Ω×Γ→ R. Arising from Darcy’s law with continuity, (1) is a model for steady-state flow or diffusion.
In subsurface hydrology, problem (1) models time-independent groundwater flow where u might represent
a water head (pressure) or the concentration of a containment ([2, 16]). The existence of a unique
pathwise variational solution u to (1) follows by assuming sufficiently regular data and boundedness of
the conductivity ([9]). For simplicity of presentation we consider the steady-state system (1), however,
the theory that follows can be applied to other forward models for subsurface flow and/or transport such
as (reaction-)advection-dispersion equations [55, 2].
In the sequel we consider the standard, continuous piecewise-linear FEM approximation u¯(ω) ≈ u(ω) of
the pathwise variational solution of (1) and then sample QoIs via a MC method. This approach is favored
for the application of interest since the finite element solution z = (u¯n) is a possibly high dimensional
random vector due to the low-regularity of the conductivity field. A discrete projection of the conductivity
field y = (a¯n) ≈ a(ω) is then used when forming the stiffness matrix in the FEM solver. Other approaches,
such as the stochastic Galerkin ([44]) or stochastic collocation ([5]) methods are typically advantageous
when the conductivity possesses more regularity; being non-intrusive, our approach is also applicable
using these methods. Regarding the analysis of FEM errors, a priori estimates are available in [10] and
computable goal-oriented estimates for problems with rough stochastic conductivities are in [33].
1.2.2. QoIs. The goal of problem (1) is to estimate a QoI,
EP [g(u)] =
∫
Ω
g(u(ω, x))dP,
for a given goal functional g in support of a decision task. The numerical experiments in this work focus
on goal functionals that yield statistics of point estimates, g(u) = u(x), and indicator goal functionals,
g(u) = 1A that correspond to failure probabilities,
(2) EP [1A] = P (A) ,
for events A ⊂ Ω such as A := {ω : u(ω, x0) > k}, the event that the solution at x0 ∈ Γ exceeds a threshold
k. In this instance, QoIs might involve solving the steady-state system (1) for contaminant concentrations
and hydraulic heads or fluxes (e.g. heads u(x), fluxes q(x) := −a(x)∇u(x)) to predict QoIs or forecast
future conditions ([2]). QoIs such as failure probabilities, for example, the probability of a contaminant
exceeding a threshold or a contaminant plume reaching a specified zone, would then factor into larger
probabilistic risk assessment, i.e. concerning contamination of groundwater, that would represent perhaps
one system fault or route to failure ([55]). A QoI that is meant to provide a quantitative description of the
system can be highly sensitive to distributional assumptions on the underlying geostatistical model. This
poses a key challenge for the support of decision tasks and highlights the importance of understanding
ROBUST INFORMATION DIVERGENCES FOR RANDOM PDE 5
the propagation of modeling error due to the geostatistical model in order to quantify uncertainty in a
QoI.
1.2.3. Geostatistical model. Subsurface materials are observed to be heterogeneous over each of the prob-
lem scales related to experimental measurements ([15]). In applications to physically relevant settings,
fully resolving a model for a requires more data than is possible to acquire. Uncertainty in the prob-
lem data is subsequently captured through a geostatistical model for a that typically takes the form
of a log-normal random field that possesses low regularity. Such a field is characterized by its mean,
µ(x) = E[log a(x)], and covariance,
C(x, x˜) = Cov[log a(x), log a(x˜)], for x, x˜ ∈ Γ.
These quantities describe the spatial structure in terms of statistics between different locations and
are nontrivial to model for heterogeneous media. In applications, these quantities are typically further
assumed to have a parametric form where the hyperparameters that describe µ and C are representative
of physical properties that can theoretically be measured using relevant data. Inference procedures for
the hyperparameters range from classical geostatistical methods, that rely on fitting variograms using
likelihoods or moments, to more advanced Bayesian methodologies ([27]). For applications in physically
relevant settings, the complex physics of subsurface porosity results in sparse data that diminishes our
confidence in the form of the geostatistical model. In the next section, we further motivate and formulate
these challenges.
1.3. UQ challenges. The rough log-normal random fields that are typically used to capture the het-
erogeneity of subsurface materials produce computational challenges at the level of the solver and when
analyzing model outputs (Figure 1). For example, gPC methods exhibit slow convergence due to the
log-normality ([24]). As noted in [13], the correlation lengths involved in the geostatistical model are
typically short with respect to the problem domain, hence stochastic Galerkin methods yield high dimen-
sional QoIs, but still too large to guarantee a separation of scales, an obstacle to stochastic homogenization
techniques. In addition, the complex physics also affects the acquisition and reliability of data.
The data used to identify the salient features of the geostatistical model are typically sparse due
to costs arising from a number of confounding factors. In this context, data may come from either
empirical or experimental measurements collected by domain scientists at different scales of the problem.
Then, relevant data, for instance, the permeability field, needs to be assimilated and inferred from these
measurements. For example, a geostatistical model for the conductivity might be based on empirical
porosity and water retention measurements from a controlled laboratory experiment in combination with
variogram fitting methods ([22]) or on hydraulic head measurements from in situ field tests in combination
with a Bayesian inverse problem ([45]). In both cases, the geostatistical model is determined from data
whose availability is limited and whose reliability should be questioned. The combination of these factors
influences our confidence in the form of the geostatistical model.
Therefore, we view the geostatistical model as a source of model-form or epistemic uncertainty. Al-
though theoretically reducible, eliminating epistemic uncertainty entirely for subsurface flow is not feasible
due to the prohibitive cost of collecting sufficient data. Additionally, the physical system has other sources
of randomness such as aleatoric uncertainty, or variability, in the model inputs, solver, and outputs and
may have independent sources of epistemic uncertainty that arise in each of these layers. All of this ran-
domness propagates to the QoI and influences the decision task. A less refined approach, in contrast to
the one considered here, is to assume that epistemic uncertainty can be modeled by aleatoric uncertainty
which is typically the case in a standard MC approximation when one assumes that a distribution for
each uncertain aspect of the system exists ([46, 11]).
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The main UQ challenges postulated above are summarized as follows:
◦ represent and distinguish various sources of uncertainty in the system;
◦ propagate model-form uncertainty;
◦ inform decision tasks through robust data-informed deliverables;
◦ quantify the impact of sparse data on predictions in a goal-oriented framework; and
◦ analyze heterogeneity of subsurface physics.
The final challenge point, related to the solver layer of Figure 1, leads to considerations that impact the
random PDE model, such as UQ for multi-phase flows, and are beyond the scope of the present work.
The focus of the present work is instead toward addressing the first four challenge points, that have
important implications for the inputs, outputs, further analysis, and data layers of the model in Figure 1.
In particular, we address the propagation of model-form uncertainty by employing hybrid representations
of information divergences, introduced in the next section, that allow us to represent and distinguish
various sources of randomness.
2. Hybrid information divergences and model-form uncertainty
2.1. Propagation of model-form uncertainty. A key challenge addressed in this work concerns the
propagation of model-form uncertainty within the goal-oriented framework in Figure 1. We view the
propagation of model-form uncertainty as a modeling error or model bias,
(3) E(Q,P ; g(u¯)) := EQ[g(u¯)]−EP [g(u¯)],
the weak error between a QoI evaluated under a nominal measure P and an alternative measure Q. We
do not give a method for choosing the nominal model P or the alternative model Q, but only a method
for reasoning quantitatively about the effect that different modeling choices will have on decision support.
In this context we view the nominal model P as a computationally tractable model or surrogate presently
being used to inform decision tasks; in subsurface flow, the nominal model would be derived from the
conceptual model chosen by a geoscientist that summarizes what is known about the hydrogeological
system ([2, 55]). Respectively, the alternative model Q can either be viewed as a fine scale model that is
not computationally tractable (for instance P as a coarse-grained model for Q) or, in view of sparse data,
as another surrogate that is also plausible (Q equally as plausible as the nominal model P ). In either
case, the weak error (3) suggests how different modeling choices impact model predictions of the QoI. We
seek representations for P and Q that will allow us to track the propagation of uncertainty from model
inputs to outputs as illustrated in Figure 2. We observe that although the propagation of model-form
uncertainty is controlled by (3), quantifying the propagation directly using (3) will be computationally
infeasible (cf. Corollary 1 below).
As the conductivity field a is a source of epistemic uncertainty, the distribution of y = (a¯n) is not
known and it will be of natural interest to study the propagation of this source of uncertainty in particular
and to compare the effects of different solver inputs as suggested in Figure 2. To this end, we consider
(4) nominal y ∼ γ or alternative y ∼ λ,
for measures γ and λ on a Polish space Y, arising from the geostatistical models proposed for a. For
example, the nominal and alternative distribution of y could be associated with small parametric per-
turbations or to completely different models within a parametric family. The discrete solution z = (u¯n),
resulting from a given algorithm for solving the random PDE, represents a source of variability as it is
modeled by a stochastic process. Theoretically, z has a known distribution given by ν, on a Polish space
Z, that depends on the solver and a¯. In general, even if the distribution of a is prescribed it may not be
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Figure 2. Detail of the dashed box in Figure 1 that demonstrates model-form uncer-
tainty in the geostatistical model propagating through the random PDE solver, with
distribution (5), to a QoI. The propagation is controlled by the weak error (3) between
a QoI evaluated under a nominal and alternative model with distributions (4).
tractable to sample from ν directly. Instead, the conditional distribution of u¯ given y, that is,
(5) z = (u¯n) ∼ ν(dz | y),
is a computable quantity that we will evaluate using a FEM solver as indicated in Figure 2. Theoretically,
qualitatively different distributions for y (i.e. geostatistical models with more or less regularity) could
necessitate different solvers; in this case, one could also include ν′ different from ν. For simplicity here we
assume that the same solver with distribution ν(dz | y) is used with respect to the nominal and alternative
model. Stating our objective more formally, we consider (3) between a QoI sampled with respect to the
full Bayesian network for the nominal measure P = γ ⊗ ν and alternative measure Q = λ ⊗ ν. The
preceding analysis suggests that bounds for model outputs that distinguish these different sources of
uncertainty can be obtained by concentrating on a special case of the hybrid bounds proposed in [11]
that rely on the conditional distribution (5).
2.2. Representing and distinguishing sources of uncertainty. To achieve the desired bounds, we
represent g(u¯) in terms of a variational form
g(u¯) = h(y, z)
that distinguishes between the epistemic variable y, related to a¯, and aleatoric variable z, related to u¯.
That is, for Q = λ⊗ ν we define a hybrid performance measure h by
(6) Eλ⊗ν [h] =
∫
Y
∫
Z
h(y, z)ν(dz | y)λ(dy) =
∫
Ω
g(u¯)dQ = EQ[g(u¯)].
For simplicity in the presentation we assume that z = (u¯n) is only a source of variability and that the
u0 and f in (1) are deterministic; however, observe that the representation (6) can easily be extended to
characterize various uncertain aspects of the system by introducing multiple integrals that aggregate and
distinguish each independent source of randomness.
A key observation is that the hybrid performance measure (6) can then be expressed as
(7) Eλ⊗ν [h] = Eλ[Hg] ,
where the random variable Hg(y) is the marginal performance measure given by,
(8) Hg(y) =
∫
Z
h(y, z)ν(dz | y) ,
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for y ∈ Y. Hg encodes the propagation of the model-form uncertainty to the ensemble solution of the
random PDE (the outputs in Figure 2). Approximation of a QoI depending on the goal functional g
amounts to a standard MC estimate for the sample mean of Hg where Hg is computed in a non-intrusive
manner using any available algorithm for the solver. Next, we introduce an important information
theoretic tool that will allow us to measure differences between models suggested for epistemic variables.
2.3. Relative entropy in UQ. The relative entropy, or Kullback–Leibler divergence, quantifies the
discrepancy between two distributions (see for example [50, §A.5]). Given probability measures γ and λ,
such that λ γ, the relative entropy of λ with respect to γ is
R(λ | γ) =
∫
log
dλ(y)
dγ(y)
λ(dy),
and we note that R(λ | γ) ≥ 0 with equality if and only if λ = γ almost everywhere (the Gibbs
inequality). For distributions that belong to a general exponential family, closed formulas exist for the
relative entropy ([28, 43]). For example, the relative entropy for d-dimensional multivariate Gaussian
distributions λ = N (µi,Σi) and γ = N (µj ,Σj) is given by
(9) R(λ | γ) = 1
2
(
log |Σj | − log |Σi|+ tr
(
Σ−1j Σi
)
+ (µi − µj)>Σ−1j (µi − µj)− d
)
,
where | · | denotes the determinant.
The relative entropy is related to the observable Hg via the Legendre transform of the cumulant
generating functional log Eγ [e
Hg ]. We will use this well known fact from Large Deviations Theory to
study the propagation of model-form uncertainty in Figure 2. This representation balances data- and
physics-based components and in particular we use this new perspective in section 4 to provide data-
informed UQ bounds. The proof of the following lemma is well known and available in [20], nevertheless
we provide it for the convenience of the reader.
Lemma 1. Let the marginal performance measure Hg (8) be measurable and bounded and let γ be a
probability measure on (Ω,F). Then
log Eγ [e
Hg ] = sup
λγ
{Eλ[Hg]−R(λ | γ)} .
Proof. Define ν as dν/dγ = eH
g
/Eγ [e
Hg ]. Then
−R(λ | γ) + Eλ[Hg] = −Eλ
[
log
dλ
dγ
]
+ Eλ[H
g]
= −Eλ
[
log
dλ
dν
]
−Eλ
[
log
dν
dγ
]
+ Eλ[H
g]
= −R(λ | ν) + log Eγ [eHg ].
This proves the lemma and ν is necessarily the suprimizing measure. 
Lemma 1 is the key ingredient in the proof of Theorem 1, concerning hybrid information divergences,
that follows in the next section.
2.4. Goal-oriented hybrid divergences for modeling error. We begin by defining a hybrid risk-
sensitive performance measure,
(10) Λγ(c,H
g) :=
1
c
log
∫
Y
ec(
∫
Z h(y,z)ν(dz|y)−Eγ [Hg ])γ(dy) =
1
c
log Eγ [e
c(Hg−Eγ [Hg ])],
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for a parameter c > 0 that depends on the goal function g through the marginal performance measure Hg.
As suggested by the last equality in (10), Λγ is a weighted cumulant generating functional (log moment
generating functional) for the centered random variable c(Hg − Eγ [Hg]). The idea behind Theorem 1
below is to apply Lemma 1 to (10) to obtain a family of bounds indexed by c. The best bound is then
found by minimizing over c,
(11) Ξ(λ | γ;Hg) := inf
c>0
{
Λγ(c,H
g) +
1
c
R(λ | γ)
}
,
which defines a goal-oriented hybrid information divergence. This insight was first made in [21] where
information divergences were applied to stochastic dynamical systems with single sources of uncertainty;
we contrast the naive implementation of the information divergences from [21] with the hybrid information
divergences developed here for our problem of interest after the proof of Theorem 1. That (11) is a
divergence, i.e. Ξ(λ | γ;Hg) ≥ 0 and Ξ(λ | γ;Hg) = 0 if and only if λ = γ almost everywhere or Hg is
constant γ-a.s., follows analogously to the proof of Theorem 2.7 in [21]. A bound for the weak error (3)
specialized to (11) is formulated as follows.
Theorem 1 (Hybrid Information Divergence). For a probability measure γ, measurable marginal perfor-
mance measure Hg, and finite Λγ(c,H
g) in a neighborhood about c = 0, the bound
(12) − Ξ(λ | γ;−Hg) ≤ EQ[g(u¯)]−EP [g(u¯)] ≤ Ξ(λ | γ;Hg)
holds for any probability measure λ such that R(λ | γ) < ∞ where Q = λ ⊗ ν and P = γ ⊗ ν. Further,
the goal-oriented divergence can be linearized with respect to the relative entropy,
(13) Ξ(λ | γ;±Hg) =
√
Varγ [Hg]
√
2R(λ | γ) +O(R(λ | γ)) .
Proof. For any bounded and measurable observable Hg, replacing Hg in Lemma 1 with c(Hg −Eγ [Hg]),
for c > 0, yields
log Eγ [e
c(Hg−Eγ [Hg ])] = sup
λγ
{c(Eλ[Hg]−Eγ [Hg])−R(λ | γ)} .
This variational characterization yields the bounds
Eλ[H
g]−Eγ [Hg] ≤ 1
c
log Eγ [e
c(Hg−Eγ [Hg ])] +
1
c
R(λ | γ) and(14a)
Eλ[H
g]−Eγ [Hg] ≥ −1
c
log Eγ [e
c(Hg−Eγ [Hg ])]− 1
c
R(λ | γ)(14b)
where the optimal bound can be found by minimizing (14a) (respectively maximizing (14b)) over c > 0.
This implies (12) for any measurable and bounded Hg. This bound can be extended to any measurable
Hg, by considering (14a) and (14b) with Hga,b−Eγ [Hg] in place of Hg−Eγ [Hg] in the cumulant generating
functional, where Hga,b = [H
g ∨ (−a)] ∧ b for a, b ∈ R, and then letting a → ∞ under the monotone
convergence theorem and b → ∞ using the dominating function ec(Hg−Eγ [Hg]), following the argument
given in [21, p. 86]. The linearization (13) arises from an asymptotic expansion at R(λ | γ) = 0, i.e. when
λ is a perturbation of γ, which relies on first proving that the optimization problems in (12) admit a
unique solution c∗(ρ). The details follow analogously from the proofs of Lemma 2.11 and Theorem 2.12
in [21]. 
Theorem 1, suggests an upper and lower bound for the weak error (3) between model predictions with
respect to the full Bayesian network formulation for the nominal model P and alternative model Q. (12)
trades the problem of sampling the weak error (3), that involves sampling the QoI with respect to both
Q and P , for an optimization problem (11) that only requires sampling a cumulant generating functional
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with respect to P . This enables comparisons among models in contrast to the optimal uncertainty bounds
in [47]. In the present work, we do not compare model outputs to experimentally observed flow variables
nor do we assimilate data from experimental observations to re-calibrate the probabilistic models in
the experiments. Due to the sparsity of available data, model verification is not typically employed in
geostatistical modeling as all available data is used to formulate and calibrate the model ([18]).
We reiterate that bounds (12) are non-intrusively computable and tight. The structure of the marginal
performance measure Hg allows the cumulant generating functional appearing in (12) to be sampled non-
intrusively (i.e. without changing the code for simulating the forward model) with respect to the nominal
model γ (the proposed computationally tractable model). Recall that Hg (8) is intimately related to the
propagation of epistemic uncertainty in Figure 2 from the inputs to the solver/simulator. In contrast to
classical bounds derived from the Pinsker or Chapman–Robbins inequalities ([14, 57]), (12) is tight in
that equality is attainable for a given QoI by a suitable λ within a given relative entropy distance of the
nominal model, as suggested in Figure 3 (for a full discussion on tightness see [32]).
In general, the hybrid information divergence (11) allows one to express different levels of confidence
in various components in a complex system and we refer to these bounds as hybrid divergences following
the terminology in [11]. For complex subsurface flow systems (Figure 1), (11) possess a form aligned
with our goal of evaluating model-form uncertainty as a modeling error. In contrast, the goal-oriented
information divergences from [21] defined on product measures has the form
(15) Ξ(λ⊗ ν | γ ⊗ ν;h) := inf
c>0
{
Λγ⊗ν(c, h) +
1
c
R(λ⊗ ν | γ ⊗ ν)
}
,
where Λγ⊗ν is the standard risk-sensitive performance measure given by
(16) Λγ⊗ν(c, h) =
1
c
log Eγ⊗ν [ec(h−Eγ⊗ν [h])] .
The divergence (15) incorporates the epistemic and aleatoric variables in a balanced manner that does
not conform with the asymmetrical way that we view these different sources of uncertainty. Moreover, in
the present setting it may not be possible to sample h directly whereas the marginal performance measure
Hg is the natural quantity to sample in the context of the MC FEM approach. To make the connection
between the original divergence and hybrid divergence concrete, we observe that (15) depends on the
representation for h while (11) depends on Hg (cf. (7)). While both (15) and (11) yield valid bounds for
the weak error (3), we have that
Ξ(λ | γ;Hg) ≤ Ξ(λ⊗ ν | γ ⊗ ν;h) = Ξ(Q | P ; g)
due to Jensen’s inequality applied to the exponential of (8). That is, the naive implementation of (15)
contains (not surprisingly) more uncertainty than the hybrid divergence (11).
In the sequel, we write
Ξ+ := Ξ , and Ξ−(· | ·;Hg) := −Ξ(· | ·;−Hg)
to have a short notation for distinguishing the upper bound from the lower bound. Next, we emphasizes
that (12) applies to all alternative models within a given information budget.
Corollary 1. Let the assumptions of Theorem 1 hold and let ρ := R(λ | γ). Then
(17) − inf
c>0
{
Λγ(c,−Hg) + ρ
c
}
≤ EQ[g(u¯)]−EP [g(u¯)] ≤ inf
c>0
{
Λγ(c,H
g) +
ρ
c
}
for all Q = η ⊗ ν such that R(η | γ) ≤ ρ.
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Figure 3. For a given information budget ρ, Corollary 1 suggests tight and computable
upper and lower bounds for the weak error (3) between a nominal model P for every
alternative model Q ∈ Q, an infinite dimensional family that includes both parametric
and non-parametric perturbations. The information budget ρ can be interpreted as an
allowable level of model-form uncertainty.
Corollary 1 suggests a bound across an infinite dimensional family of alternative models,
Q := {Q = η ⊗ ν : R(η | γ) ≤ ρ} ,
that includes both parametric and non-parametric perturbations as depicted in Figure 3. We observe that
the bound (17) requires sampling the cumulant with respect to the nominal model and then optimizing
over c once for a given ρ and QoI. In contrast, computing the weak error (3) directly for every Q ∈ Q
would be computationally infeasible. Although we cannot give a general insight on how to interpret the
information budget, one can get a sense of the family of alternative models that fall within a given budget,
for example, how qualitatively different a model you can buy for a fixed amount of relative entropy, by
computing a relative entropy landscape (cf. Figures 5c and 6b). In the context of Re´nyi divergence in
a model of differential privacy, [19] introduces a level of privacy, α, that is philosophically similar to ρ
when viewed as an allowable level of model-form uncertainty.
Remark 1: For any invertible transformation T ,
R(λ | γ) = R(T (λ) | T (γ)),
from the Data Processing Inequality (see for example [28]). Thus, we can replace the distribution of
the conductivity a¯ with the distribution of log a¯ in any relative entropy statement without a loss of
information.
2.5. Uncertainty intervals. We end this section with another perspective on (12) for data-informed
prediction. For a given nominal model P = γ ⊗ ν, (12) can be rewritten as
EP [g(u¯)]− Ξ(λ | γ;−Hg) ≤ EQ[g(u¯)] ≤ EP [g(u¯)] + Ξ(λ | γ;Hg),
yielding an uncertainty interval for an alternative model prediction. The alternative model Q = λ⊗ν falls
within a region of confidence given by the nominal model prediction ±Ξ, i.e. EQ[g(u¯)] ∈ EP [g(u¯)]±Ξ(λ |
γ;±Hg), providing a guarantee on a QoI with respect to an alternative model Q. For failure probabilities
(2) (such as the goal functionals g1 and g2 to appear in sections 3 and 4), the hybrid information
divergences have a particularly simple form that gives a confidence interval for the Q-probability of
failure.
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Theorem 2 (Uncertainty Interval for Q-failure). For a nominal model P = γ ⊗ ν, let g(u¯) = 1A for
A ⊂ Ω with P (A) = p and let ρ := R(λ | γ). Then,
−min
c>0
{
1
c
log(pe−c + 1− p) + ρ
c
}
≤ Q(A) ≤ min
c>0
{
1
c
log(pec + 1− p) + ρ
c
}
,
for every alternative model Q = η ⊗ ν such that R(η | γ) ≤ ρ.
Proof. The risk-sensitive performance measure is
(18) Λγ(c,±Hg) = 1
c
log Eγ [e
±c(Hg−Eγ [Hg ])] =
1
c
log(pe±c + 1− p)∓ p
and thus the bounds follows immediately from (12). 
The remainder of this paper focuses on applications of the hybrid information divergences to UQ.
First, in section 3 we apply Theorem 1 to derive bounds for parametric sensitivity analysis by considering
alternative models that can be represented by small parametric perturbations of the nominal model.
Then in section 4 we examine a more exploratory UQ task and derive bounds for model misspecification
due to sparse data where the nominal and alternative models cannot, in general, be described by small
perturbations. Finally, in section 5, we leverage the connection between certain concentration inequalities
and the hybrid divergences for efficient computing.
3. The simplest UQ application: parametric sensitivity analysis
Presently we apply the tools developed in section 2 to sensitivity analysis when the model inputs are
specified by a parametric geostatistical model. This setting represents the simplest UQ application of
the hybrid information divergences in that we have tight control over the perturbations and hence over
the alternative models under consideration (see Figure 3 where the parametric perturbations are tightly
controlled). Although simple, the example nonetheless represents an important UQ task and allows us to
demonstrate the tightness and robustness of the bounds derived from the hybrid information divergences.
In principle, this approach can be applied to study non-parametric models, i.e. models that are infinite
dimensional in the parameter space, such as a gPC representation of the conductivity in combination
with a stochastic Galerkin method for the solver. However, we note that for our specific application
of interest with a lognormal conductivity such an approximation is not guaranteed to converge due to
Proposition 4.2 in [24].
In the section that follows, we begin by providing notation and motivation for the parametric sensitivity
analysis. In section 3.2 we give Corollary 2 containing a cheaply computed bound that can be used to
efficiently screen for insensitive parameter directions. Then in section 3.3, we apply Theorem 1 to obtain
accurate and robust bounds for sensitivity analysis. Finally, in section 3.4 we provide details on the
implementation. We emphasize that although a one-dimensional example problem is considered, the
techniques demonstrated easily scale to higher dimensions.
3.1. Parametric geostatistical models and sensitivity indices. For a given probability space (Ω,F , P )
we consider the two-point boundary value problem
(19) − (aθ(ω, x)u′(ω, x))′ = 1, for x ∈ [0, 1],
subject to u(ω, 0) = 0 and aθ(ω, 1)u′(ω, 1) = 1, where randomness enters only through a scalar-valued
log-normal process aθ that depends on a vector of hyperparameters θ ∈ Rk. In particular, we consider
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log aθ with mean µ and squared-exponential type two-point covariance function C given by,
(20) C(r) =
{
σ2e−|r/
√
2`|2 , for r > 0,
τ2 + σ2, for r = 0,
where r = |x− x˜| for x, x˜ ∈ [0, 1].
For the mean and covariance above, aθ is a stationary, isotropic random field where the hyperparam-
eters of interest are θ = (µ, σ2, `, τ2) ∈ R4. In applications, these hyperparameters have geostatistical
interpretations that play a role in fitting the model for aθ from data; µ is related to the overall trend,
σ2 is related to the sill measurement, ` is related to the spatial correlation length, and τ2 is related to
the nugget effect or microscale variability ([27]). The sample paths of the process aθ exhibit qualitatively
different behavior across a range of hyperparameter values and it is therefore natural to question the
sensitivity of a QoI with respect to parametric modeling assumptions on the conductivity field. With a
view toward employing the hybrid information divergences in section 2, we denote the finite dimensional
distributions (a¯θn) ∼ γ and (a¯θ
′
n ) ∼ γ′ where θ′ = θ + v is a small perturbation for  > 0 in the direction
v ∈ R4 with |v| = 1. Then we consider the joint probability measures P θ = γ ⊗ ν and P θ′ = γ′ ⊗ ν that
correspond to the nominal and perturbed parameters of the geostatistical model where we denote the
distribution of the corresponding finite element solution by (u¯n) ∼ ν(dz | ·). We would like to understand
the sensitivity of EP θ [g(u¯)] with respect to distributional assumptions on P
θ and in particular to quantify
worst-case scenarios concerning this sensitivity with a view toward informing decision tasks.
For a given goal functional g, we define the sensitivity index,
(21) S(v, θ; g) = θ lim
→0
EP θ+v [g(u¯)]−EP θ [g(u¯)]

,
that describes the sensitivity of a given goal functional g with respect to θ in the direction v, pro-
vided S depends continuously on θ. In the limit of small , S converges to the logarithmic derivative
∂log θ EP θ [g(u¯)] = θ∂θ EP θ [g(u¯)], a scaling chosen to control for differences in the orders of magnitude of
the hyperparameters.
Computing a classical gradient approximation of S in each parameter direction for each QoI repre-
sents a nontrivial computational cost even for the simple model problem (19). A naive finite difference
approximation of the sensitivity index would require sampling with respect to both P θ and P θ
′
where
each sample involves a call to a PDE solver for each direction v in θ′ = θ+ v. Moreover, such a gradient
approximation introduces a bias error that must be taken into account; for a better approximation of
the sensitivity, corresponding to small , the variance of the approximation increases and therefore our
confidence of it decreases. While reduced variance methods for gradient approximations exist ([29, 30]),
our direction here is an altogether different one. In contrast, (12) in Theorem 1 yields tight non-gradient
based estimates for the sensitivity (21) that only require sampling with respect to the nominal model
P θ. Before considering these more accurate bounds in section 3.3, we first demonstrate in section 3.2
a cheaply computed bound, derived from expansion (13) in Theorem 1, that can be used to screen for
insensitive parameter directions.
3.2. Fast screening for small perturbations. While it is always advantageous if the number of pa-
rameters to include in the full sensitivity analysis can be reduced, the efficiency gain is acute when
simulations are computationally expensive such as involving successive calls to a PDE solver. Following
from (13) in Theorem 1, we consider a linearization specialized to small perturbations that relies on the
Fisher Information matrix (FIM). As the FIM and can be computed cheaply, that is, without sampling,
the linearized bound can be used to efficiently screen for insensitive parameter directions. We recall that
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the FIM for a parametric family of distributions P θ is given by
I(θ) :=
∫
Rd
∇θ log p(x; θ)(∇θ log p(x; θ))>p(x; θ)dx,
where p(x; θ) is the density conditional on the value of θ (a classical definition from [58]).
Corollary 2 (Efficient Screening). For a smooth parametric family P θ and  > 0,
1

|EP θ′ [g(u¯)]−EP θ [g(u¯)]| ≤
√
Varγ [Hg]
√
v>I(θ)v +O()
where I(θ) is the FIM associated with P θ. Hence
(22) |S(v, θ; g)| ≤ θ
√
Varγ [Hg]
√
v>I(θ)v.
The bounds suggested in Corollary 2 are for small  perturbations of the nominal model in terms of
the variance of the marginal performance measure Hg and the FIM. Recall that Hg is related to the
distribution of the QoI given the distribution of input parameters. Reminiscent of the variance-bias
trade-off of other information information-based criterion for assessing model selection in statistics (for
example Akaike Information Criterion and Bayesian Information Criterion [8]), importantly (22) is a
goal-oriented quantity that incorporates the output of the forward model Hg.
Corollary 2 follows from the general non-infinitesimal linearization (13) by noticing that the relative
entropy has the expansion
R(P θ+v | P θ) = 
2
2
v>I(θ)v +O(3)
when considering small perturbations to a smooth parametric family of probability measures; the complete
proof follows from results in [21]. A similar linearization has been used in chemical kinetics to screen
for insensitive parameter directions in the situation where the number of parameters is large ([3, 56]).
For both a multivariate normal distribution and log-normal distribution characterized by mean µ(θ) and
covariance Σ(θ), the i, j component of FIM can be expressed as
(23) v>i I(θ)vj =
∂µ>
∂θi
Σ
∂µ
∂θj
+
1
2
tr
(
Σ−1
∂Σ
∂θi
Σ−1
∂Σ
∂θj
)
,
(see for example [39]). An analysis of the singular value decomposition of the FIM can then reveal
arbitrary parameter directions that are relatively insensitive to perturbations.
Recall that S, defined in (21), is the sensitivity index based on the logarithmic derivative to control
for differences in magnitude between the parameters. At present we assume that choice of solver is
independent of the choice of parameters; in this case, the variance term of the marginal performance
measure in (22) is fixed and the sensitivity of parameters can be screened based on the appropriately
scaled FIM appearing in (22). In general, the solver and hence ν might depend on the parameters as
these affect the regularity of the random field. In Figure 4, the screening index,
(24) J(i, i) = θi
√
v>i I(θ)vi,
is calculated for each i = 1, . . . , 4, that is for each of the principal parameter directions {µ, σ2, `, τ2}
corresponding to the diagonals of the FIM. These indices are compared across a range of nominal models
for a fixed goal functional. Figure 4 demonstrates the relative insensitivity of perturbations in µ and σ2
over the range of nominal models where ` and τ2 vary for µ = 0.8 and σ2 = 4. J is computed without
sampling using expression (23) and identifies that the directions µ and σ2 might be excluded from the
full sensitivity analysis for the given goal functional since the screening index is small relative to the value
for other directions.
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Figure 4. The screening index J in (24) for the logarithmic-derivative based parametric
sensitivity depends on the FIM and can be computed cheaply (without sampling) thus
providing an efficient method for screening parameters. In this instance, J indicates the
directions µ and σ2 are relatively insensitive compared to perturbations in ` and τ2 over
nine different nominal models for a fixed QoI corresponding to a failure probability.
3.3. Robust bounds and worst-case scenarios. Next, we demonstrate bounds based on (12) in
Theorem 1 that are more accurate than the linearized bounds at the cost of being more computationally
expensive. To investigate the performance for parametric sensitivity analysis, we fix a nominal model
P θ, with hyperparameters θ = (µ = 0.8, σ2 = 4, ` = 0.005, τ2 = 0.045), and consider the sensitivity with
respect to alternative models P θ+v corresponding to small perturbations in the ` and τ2 which we denote
by (`) and (τ2) (see also Figure 5c). We also fix the goal functionals
g1(u¯) = 1{u¯(1)>1.2} ,(25a)
g2(u¯) = 1{0.25<u¯(1)<0.75} , and(25b)
g3(u¯) = min(u(1), 3) .(25c)
(25a) and (25b) are indicator functions (QoI corresponding to failure probabilities cf. Theorem 2) and
(25c) is a point estimate with an enforced upper bound.
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In Figures 5a and 5b, a scaled hybrid information divergence (11)
(26)
θ

Ξ±(γ′ | γ;Hgi),
is compared to the reference quantity,
(27) ∆ˆ(,M ; gi) =
θ

(
EMγ′ [gi]− EMγ [gi]
)
,
a finite difference approximation of the sensitivity S where
(28) EMγ (f) =
1
M
M∑
j=1
f(ωj)
denotes the sample average based on M independent and identically distributed samples of f drawn with
respect to γ. Each observation appearing in Figures 5a and 5b is based on the mean of 102 runs of
M = 103 samples and the confidence intervals denote two standard deviations from the corresponding
sample mean.
We observe in Figures 5a and 5b that for each QoI (facet corresponding to rows), the bounds (26)
provide an accurate estimate of the sensitivity for (`) and (τ2). In particular, the plots are suggestive
of the tightness of the bounds derived from the hybrid information divergence. Further, a comparison of
Figure 5a to Figure 5b, indicates that the bounds (26) are robust. For this particular nominal model,
the relative entropy landscape in Figure 5c shows that (τ2) always fall within the information budget
established by (`), that is, the level sets relating to (`) contain the corresponding (τ2). Thus, the
bounds (26) in Figure 5a are guaranteed to contain the bounds in Figure 5b by Corollary 1 and can
be interpreted as giving the worst-case scenario for each QoI, providing a natural way to rigorously
incorporate worst-case scenarios into the decision support framework in Figure 1.
3.4. A posteriori computability. We emphasize that the components appearing in the argument
of the optimization problem in (11), and in particular in the right-hand side of (26), are a posteriori
computable quantities that represent significant computational savings over gradient approximations.
Moreover, (26) incorporate worst-case scenarios that might not be efficiently observed using traditional
estimates of the sensitivity. In the previous numerical experiment, we approximate (26) by
Ξ±(γ′ | γ;Hg) ≈ ±ξ(c∗,±Hg)
where c∗ = arg minc>0 ξ(c,H
g) and
(29) ξ(c,Hg) := Λˆγ(c,H
g) +
1
c
R¯(γ′ | γ)
for suitable approximations Λˆγ and R¯ of the risk-sensitive performance measure and relative entropy,
respectively. The optimal c∗ as a function of ρ := R(λ | γ) has the representation
(30) c∗(ρ) =
√
2ρ√
Varγ [Hg]
+O(ρ),
which follows from equation (2.28) of [21]. For perturbations resulting in small ρ (30) can be used;
otherwise, we find the optimal c∗ by a one-dimensional Newton-Raphson method, a step that must be
repeated for each QoI for every alternative model under consideration.
The Λˆγ appearing in (29) can be sampled using a standard MC approximation,
Λˆγ(c,H
g) =
1
c
logEMγ (exp{c(Hg − Ĥg)}) ≈ Λγ(c,Hg),
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Figure 5. In (a) and (b), the bounds (26) provide a tight estimate of the logarithmic-
derivative based parametric sensitivity index (27) for bounded goal functionals (25a)
to (25c). The shaded regions in Figure 5a and Figure 5b denote confidence intervals of
two standard deviations from the corresponding sample mean (28) based on 102 runs
of M = 103 samples. Comparing (a) to (b) we observe that the bounds in (b) are
captured by the corresponding bounds in (a); the relative entropy landscape in (c) reveals
an explanation, namely, that the information budget established by (`), i.e. small 
perturbations in `, contains corresponding perturbations (τ2). Thus, we note the bounds
(26) in (a) are robust, providing a worst-case scenario envelope for all perturbations
within an information budget (cf. Corollary 1).
for Ĥg := EMγ (H
g) ≈ Eγ [Hg] where EMγ denotes the sample average (28). This quantity needs to be
computed only once for each QoI, according to the nominal model γ, and can then be used as in (17)
to test any number of alternative models within the established information budget as in Corollary 1.
In contrast, the relative entropy appearing in (29) needs to be computed for every alternative model
under consideration. However, the relative entropy can be computed without sampling using the analytic
formula (9) together with Remark 1 to replace the distribution of the conductivity with the corresponding
Gaussian. In the preceding experiments the approximation R¯(γ′ | γ) ≈ R(γ′ | γ) is obtained by taking
the Gaussians to have the same dimension as the finite element discretization.
Remark 2: Forming an estimator involving the hybrid information divergence Ξ as in (26) requires sam-
pling a cumulant generating functional (Λˆγ). Although sampled with respect to the nominal model, if the
variance of the marginal performance measure is large then this variance could potentially be amplified
by Λˆγ ; in Figure 5a, the estimator of Ξ+ for goal functional g3 (25c) is observed to have higher variance
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than the indicator functionals (25a) and (25b). In section 5, we demonstrate concentration inequality
bounds for Λγ that results in reduced variance predictions the information divergences Ξ±.
Remark 3: The formula (9) depends on the discrete projection (a¯n) ≈ a. In some instances Σ may be
close to singular, hampering the computation of the precision matrix Σ−1 or the log-determinant. In the
numerical experiments presented here, such issues were easily addressed using a Cholesky-like covariance
decomposition and facts about Toeplitz matrices. Geostatistical models based on Markov random fields
([53]), as opposed to parametric covariance models, is an approach that sidesteps this difficulty and we
note the techniques outlined here also apply to conductivities given by Markov random fields (see [32]).
In the next section, we examine non-parametric perturbations to a geostatistical model. In particular,
Theorem 1 yields tight and robust UQ bounds in the context of model misspecification due to sparse
data.
4. Data-informed error bounds for non-parametric perturbations
In the present section, we consider model-form uncertainty in connection with misspecification of the
geostatistical model due to lacking or incomplete data. As emphasized in the introduction, data for our
applications of interest are sparse and small perturbations to data result in geostatistical models that
are non-parametric perturbations of the nominal model (see Figure 3). By allowing us to compare the
effect that distributional assumptions on model inputs have on model outputs, the hybrid information
divergence provides a link between data and decision tasks. In this vein, we explore how the hybrid
information divergences complement an existing inference procedure by providing robust, data-informed
bounds that give a sense of worst-case scenarios under modeling errors. Next, we review the data set and
the inference procedure used in our experiments.
4.1. Conductivity data and model problem. We utilize permeability data for a Brent sequence
(365.76 m by 670.56 m by 51.816 m) from SPE10 model 2 in [12]. Due to its importance in the North
Sea petroleum industry, the Brent sequence is well studied from a geological perspective ([51]). The
sequence has two distinct phases; the upper layers of the sequence comprise a Tarbert formation and the
bottom layers comprise an Upper Ness formation. The log-permeability of these two formations both
vary by several orders of magnitude and exhibit strikingly different spatial correlations. In our numerical
experiments, we will fit various geostatistical models based on data from a one-dimensional slice of the
upper-most level of the Tarbert formation displayed in Figure 6a.
For the experiments that follow, we fix both a parametric form for the geostatistical model and an
inference procedure. We then consider different geostatistical models fit from incomplete samples of the
full data set. Specifically, we assume that the available log-data are Gaussian and then fit the parameters
of the geostatistical model using the maximum likelihood method. For a given parametric model, this
method gives parameter values that are found to maximize the likelihood of making an observation of
a particular data point given the parameter value; this process is entirely automated by a number of
software packages and the present experiments use ‘RandomFields’ ([54]) available in R. For convenience
we shall again use the covariance (20) from section 3. Although we posit a parametric form, geostatistical
models resulting from fits relying on incomplete observations of the full data set are not in general small
parametric perturbations of one another. Even small changes to these discrete degrees of freedom may
result in global changes to parameters and hyperparameters, in contrast to the localized sensitivity
analysis in section 3.
We again consider the one-dimensional model problem (19), where the conductivity fields (a¯n) are
generated on a regular uniform mesh of n equally spaced cells and this projection is used in forming the
stiffness matrix for the FEM computation as well as the covariance matrices required for the relative
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Figure 6. In (a), a one-dimensional slice of the Tarbert formation data (from SPE10
model 2 in [12]) used in numerical experiments in section 4 varies by orders of magnitude
over the problem scale. In (b), three frequency distributions for the relative entropy are
depicted for non-small perturbations of three different nominal models corresponding to
P1, P2 and P3 in (a). We observe that relative entropy distributions with respect to
the family of alternative models (33) are multi-modal and depend in a nontrivial fashion
on the nominal model (cf. the relative entropy landscape in Figure 5c where the small
parametric perturbations result in a relatively flat landscape in the (τ2) direction with
a smooth ascent in (`)).
entropy calculations (i.e. n = d). The FEM solution (u¯2n) is then computed using standard, piecewise
linear elements on a coarse mesh with diameter 2n.
In the remainder of the present section, we describe two numerical experiments that use the hybrid
information divergence (12) to obtain data-informed bounds. The first experiment in section 4.2 provides
a sense of the modeling error due to misspecification stemming from incomplete data over a range of
changes to the discrete degrees of freedom. In the second experiment in section 4.3, we fix a nominal
model based on a portion of the full data set and examine the distribution of the relative entropy to
identify an information budget such that the hybrid information divergences give robust bounds that
include worst-case scenarios.
4.2. Hybrid information divergences for model misspecification. In Figures 7 and 8, we demon-
strate the sensitivity of the modeling error (3) with respect to changes in the geostatistical model resulting
from the inclusion or exclusion of a small number of data points. This sensitivity is with respect to dis-
crete changes to the degrees of freedom used to fit the parametric model and is not understood in the
same sense as (21). The weak errors in Figures 7 and 8 are between a nominal model, based on a portion
of the available data set, and alternative models that correspond to including or excluding a fixed number
of points from the data used to construct the nominal model. The data-informed bounds derived from
the hybrid information divergence give tight and robust predictions for this weak error.
In particular, we begin by fixing a data set for the nominal model γ by sampling, uniformly at random,
50 percent of the full data set depicted in Figure 6a. We then fit a squared exponential covariance model
(20) using the maximum likelihood method. We also fit a collection of alternative models {λ10, . . . , λ100}
where λq is related to a geostatistical model that is fit using q percent of the full data set where a small
number of points are added or deleted from the subset of data used for neighboring alternative models.
For example, the data set used to construct λ60 is formed by sampling 10 percent of the data points from
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Figure 7. For the failure probability goal functionals (32a) and (32b), the data-informed
bounds Ξ± (31) give a tight and robust prediction of the weak error E (3) over a range
of changes to the discrete degrees of freedom. In (a) and (b) above, box plots are given
for 102 observations, each of M = 103, samples where trend lines through the mean are
added to indicate how the bounds form an envelope around model predictions.
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Figure 8. The data-informed bounds Ξ± (31) provide a tight and robust estimate of
the weak error E (3) for an unbounded g3 (32c), however Ξ+ have high variance (cf.
Remark 2). We emphasize that the predictions here and in Figure 7 are robust in that
Ξ± bound the weak error for all alternative models that fall within a given information
budget thus including a sense of worst-case scenarios. Above, box plots are given for 102
observations, each of M = 103, samples where trend lines through the mean are added
to indicate how the bounds form an envelope around model predictions.
the full data set not included in λ50 and then adding them to the partial set used for λ50. In keeping
with the notation used in previous sections, we then denote the nominal product measure P = γ⊗ ν and
the alternatives Qq = λq⊗ν. Thus, the weak error displayed in Figures 7 and 8 correspond to alternative
models related to a perturbation of the observed data set used to fit the models, that is, to a perturbation
of discrete degrees of freedom.
For this collection of nominal and alternative geostatistical models, the bounds
(31) Ξ±(λq | γ;Hg) ≈ ±ξ(c∗,±Hg)
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are computed using an expression similar to (29) in the spirit of section 3.4. Box plots for 102 observations
of each bound and weak error, each based on M = 103 samples, are displayed in Figures 7 and 8 along
with a trend line corresponding to the mean of the observations. The bounds and the weak errors are
examined for the goal functionals,
g1(u¯) = 1{u¯(x1)>m} ,(32a)
g2(u¯) = 1{m+s>u¯(x1)>m−s} , and(32b)
g3(u¯) = u¯(x1)/m ,(32c)
wherem is the sample average of u¯(x1) at the right-hand endpoint of the domain and s is the corresponding
standard deviation. We note that for (32a) and (32b) the weak error is bounded in [−1, 1] whereas for
(32c) it is unbounded and we therefore anticipate any estimate related to (32c) to naturally have higher
variance.
In Figure 7, related to (32a) and (32b), we observe that there is a fairly wide spread in the values
for the weak errors corresponding to different alternative models. In this instance, the data-informed
bounds (31) form a tight envelope around this spread. Even in the case of (32c), Figure 8 illustrates that
(31) gives a reliable estimate of the weak error. However, we observe that the estimator for Ξ+ has high
variance in this instance due to sampling strategy used for the risk-sensitive performance measure Λˆγ .
As noted in as in Remark 2, an alternative method will be discussed in section 5.
4.3. Finding worst-case scenarios related to incomplete data. Presently we examine worst-case
scenarios due to changes in the discrete degrees of freedom. The distribution of the relative entropy with
respect to a training set is used to determine an information budget that yields robust, data-informed
bounds encapsulating worst-case scenarios.
We consider three different nominal models, P1 = γ1 ⊗ ν, P2 = γ2 ⊗ ν, and P3 = γ3 ⊗ ν, that are
related to fitting a parametric geostatistical model γi to 70 percent of the full data set sampled uniformly.
In Figure 6a, the full data set is displayed in addition to the corresponding “gaps” in the three different
nominal models. As in previous sections, these models are fit to a squared exponential covariance model
(20) using the maximum likelihood method. For each nominal model, we build the training set
(33) Qi = {Q+ = λ+ ⊗ ν} , i = 1, 2, 3 ,
a collection of alternative models based on λ+ that are fit to enlargements of the nominal model data (i.e.
to 80 percent of the full data set) where points are added by sampling those excluded from the nominal
model set uniformly. The corresponding frequency distribution of the relative entropy for each Pi with
respect to |Qi| = 105 alternative models is displayed in Figure 6b. The distributions, which exhibit
multi-modality, demonstrate the non-trivial dependence of the relative entropy on the nominal model
under consideration. These frequency distributions play a similar role to the relative entropy landscape
in Figure 5c since in this case there is no natural ordering among the alternative models (cf. Figure 5c
where the small epsilon perturbation provides a basis for ordering the models). The tightness of the
hybrid information divergence suggests that the modeling error (3) may cluster according to the peaks in
the relative entropy distribution. Further, the information budget established by the maximum observed
relative entropy can be used to bound all the alternative models in Qi according to Corollary 1.
From each Qi, we select four alternative models Qmax = λmax⊗ν, Qmin = λmin⊗ν, Qmean = λmean⊗ν,
and Qmed = λmed ⊗ ν that correspond to the maximum, minimum, mean, and median relative entropy
with respect to Pi, respectively, see also Figure 6b. In Figure 9, we observe that once again that the
bounds Ξ± yield robust predictions for the modeling error between the nominal and each of the alternative
models. As expected, we observe that the weak error corresponding to Qmax appear to be worst-case
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Figure 9. Choosing an alternative model Qmax related to the maximum relative entropy
observed in a training set yields robust, data-informed bounds Ξ± that include a sense
of worst-case scenarios related to the impact of incomplete data on the modeling process
for the nominal models P1, P2, and P3 in Figure 6. The matrix of plots above contains
box plots of 102 observations, each of M = 103 samples, where trend lines through the
means have been added to indicate how the bounds form an envelope around model
predictions.
scenarios and that this error is reliably contained in the envelope defined by Ξ±. In the present setting,
these goal-oriented bounds Ξ± represent data-informed quantities that encapsulate worst-case scenarios
for the errors in misspecifying the geostatistical model due to epistemic uncertainty.
5. Efficient computation of hybrid information divergences
The variance of the hybrid information divergence Ξ depends on the variance of the risk-sensitive
hybrid performance measure Λγ(c,H
g) defined in (10). As Λγ has the form of a cumulant generating
functional of the marginal performance measure Hg in (8), the variance of Λγ behaves like the variance
of an exponential function of the random variable Hg. If Ξ exhibits large variance, as observed for the
upper bound Ξ+ for the goal function g3 in Figures 5a, 8 and 9, then attempting to reduce the overall
variance by running additional simulations for Hg may be infeasible if the solver for the forward model
is computationally expensive. Presently, we outline a different strategy that involves estimating Λγ by
concentration inequalities from Large Deviations Theory ([7]). This approach was recently introduced and
applied to model problems in [32] and we extend these ideas to complex systems involving random PDE
where the stochastic fields are infinite dimensional and inferred from real-world data. The concentration
inequality estimates that we explore rely on statistics of Hg, such as mean and variance, and provide a
bound on Λγ , that can be used as a surrogate in Ξ, accounting for any available data. Thus, not only are
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these concentration inequality estimates computationally non-intrusive but they also rely on quantities
that one is already likely to compute in the normal course of a simulation.
5.1. Variance of the standard estimator for Ξ. The variance of the standard MC estimator for Ξ+
is given by
Varγ [Ξ+(λ | γ;Hg)] = Varγ [e
c∗Hg ]
(c∗)2M(Eγ [ec
∗Hg ])2
,
a quantity that depends exponentially on both c∗ and Hg. We recall that the optimal c∗ is linked to the
information budget ρ = R(λ | γ) by (30). For alternative models that are close in relative entropy to
the nominal model, such as small parametric perturbations, then (30) provides a good approximation of
the optimal c∗ up to first order in ρ. However, for alternative models that are a large relative entropy
distance from the nominal model, we see from (30) that the optimal c∗ grows at least linearly in ρ.
Attempting to sample an estimator with large variance poses a difficulty for the present application of
interest as sampling involves calls to a random PDE solver. In such settings, it is therefore of interest to
find an alternative strategy to sampling Λγ . As suggested by the right-hand side of (10), Λγ may have
a known description as a cumulant generating functional for particular Hg. In other instances, γ might
have a form amenable to the numerical integration of Eγ [e
c(Hg−Eγ [Hg ])], for example via thermodynamic
integration techniques ([40]).
In the remainder of this section, we indicate an alternative approach, recently introduced in [32],
that relies on concentration inequalities from large deviations theory to bound Λγ . The concentration
inequalities, at least in their simplest form, require bounded observables Hg but rely on quantities that we
are already likely to be sampling in our simulation such as the expected value and the variance. Although
in the form of concentration inequalities discussed below the observable must be bounded, we show that
such bounds produce fairly reliable results even when the observable is merely finite and an artificial
bound is imposed (see Remark 4). We refer to [32] for a complete discussion on UQ methods based on
concentration inequalities for both bounded and unbounded observables in several model problems.
5.2. Concentration inequalities for risk-sensitive performance measures. We recall the following
bound on the moment generating function of a random variable in terms of its first two moments (see
e.g. [17]).
Lemma 2 (Bennett). Supposed X ≤ b is a real-valued random variable with m = E[X] and E[(X−m)2] ≤
s2 for some s > 0. Then, for any c ≥ 0,
E[ecX ] ≤ ecm
(
(b−m)2
(b−m)2 + s2 e
− cs2b−m +
s2
(b−m)2 + s2 e
c(b−m)
)
.
Thus we formulate a bound for Λγ(c,H
g) where the estimator of this quantity does not involve sampling
an exponentially large quantity, i.e. the moment generating functional.
Theorem 3 (Concentration). For a bounded observable Hg ≤ b¯ and c ≥ 0,
Λγ(c,H
g) ≤ 1
c
log
(
(b¯− Ĥg)2
(b¯− Ĥg)2 + s2g
e−cs
2
g/(b¯−Ĥg) +
s2g
(b¯− Ĥg)2 + s2g
ec(b¯−Ĥ
g)
)
,
where Ĥg = Eγ [H
g] and s2g = Varγ [H
g].
Proof. This follows immediately from Lemma 2 by considering the centered X = Hg−Ĥg with b = b¯−Ĥg,
m = E[Hg − Ĥg] = 0, and s2g = E[X2] = Varγ [Hg]. 
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We note from Theorem 2, that for failure probabilities the risk-sensitive performance measure has
the form (18) thus the bound appearing in Theorem 3 holds with equality. An immediate extension to
Lemma 2 bounds the moment generating function in terms of its mean and support and can be used
when Hg has both an upper and lower bound.
Lemma 3 (Bennett-(a, b)). Suppose X ∈ [a, b], for fixed a < b, is a real-valued random variable with
m = E[X]. Then for any c ∈ R,
E[ecX ] ≤ m− a
b− a e
cb +
b−m
b− a e
ca.
We end by demonstrating these alternative bounds for the experiment in section 3.
5.3. Implementation for a parametric model. In the spirit of (29), we let
(34) ζ(c,Hg) := Λ¯γ(c,H
g) +
1
c
R¯(γ′ | γ),
and obtain
(35) B+(H
g) ≈ ζ(c∗, Hg) and C+(Hg) ≈ ζ(c∗, Hg),
for an optimal c∗ where Λ¯γ(c,Hg) in (34) is approximated using Theorem 3 and Lemma 3, respectively.
These surrogates for the cumulant generating functional account for any available data through suitable
statistical quantities of the marginal performance measure Hg in (8) that is related to the propagation of
model-form uncertainty from the geostatistical model to the forward model in Figure 1. Corresponding
lower bounds, B−(Hg) and C−(Hg), are derived in a similar manner. In Figure 10, we demonstrate all
of the bounds for the goal functional g3 (32c), noting that the bounds B± and C± have much smaller
variance than the estimator for Ξ± and in each case form an envelope around the sensitivity for the QoI
that remains tight and robust. In Figure 10, the shaded regions denoting confidence intervals for the
concentration inequalities B± and C± are negligible compared to the shaded region for the estimator of
Ξ±. The smaller variance of the concentration inequalities comes at the cost of some tightness in the
estimates for E .
Remark 4: Although the concentration inequalities as quoted here are indicated only for a bounded QoI,
we note that there exist other formulations for unbounded QoIs such as for sub-Gaussian random variables
([32]). In practice Theorem 3 is a useful computational tool for a finite QoI; we observe the tight bounds
demonstrated in Figure 10 are for g3(u¯) = min(u¯(1), 3) where the cut-off was arbitrarily chosen using a
training set of 103 observations of u¯(1).
6. Conclusions
The present work develops UQ tools for a random PDE model of steady-state subsurface flow in
Figure 1 with potential impacts in hydrology, carbon sequestration, and petroleum engineering. These
tools are realized through the novel application of hybrid information divergences that balance observable
and data dependent quantities. The hybrid nature of the divergences allows us to represent and distinguish
various sources of uncertainty entering into the model by attaching different levels of confidence to parts of
the model. Ultimately, this allows us to address a key challenge concerning the propagation of model-form
or epistemic uncertainty from the geostatistical model via the pathway in Figure 2.
We derive tight and robust estimates for modeling errors or biases from the hybrid information di-
vergences and apply these to important UQ tasks including parametric sensitivity analysis and model
misspecification arising from sparse data. In particular, we demonstrate the use of these bounds for
making data-informed predictions such as quantifying the impact of incomplete data as in section 4. The
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Figure 10. The bounds Ξ±, B±, and C± are compared above for predictions of the
weak error E between small parametric perturbations of ` (a) and τ2 (b) for the para-
metric geostatistical model with mean µ and covariance (20) (cf. Figures 5a and 5b).
The bounds B± and C± in (35) based on the Bennett and Bennett-(a, b) concentration
inequalities in Lemmas 2 and 3 provide a computationally efficient alternative to sam-
pling the cumulant generating functional for the marginal performance measure directly
when the goal functional has high variance as is the case for (32c). Notice in (a) that
the shaded regions denoting confidence intervals for the concentration inequalities B±
and C± are negligible compared to shaded region for the estimator of Ξ±. The smaller
variance of the concentration inequalities comes at the cost of some tightness in the es-
timates for E ; in this case Ξ ≤ B± ≤ C±. In particular, we observe in (b) that C± over
predicts the weak error E .
robustness, when interpreted as including worst-case scenarios within a given information budget (i.e.
within a family of acceptable alternative models, see Figure 3), suggests that these bounds are an appro-
priate deliverable in the context of the decision support framework in Figure 1. We emphasize that the
bounds derived here are also goal-oriented and non-intrusive in nature, that is, can be used in conjunction
with any algorithm or solver for the random PDE problem in Figure 1. Finally, we also make connections
between the hybrid information divergences and certain concentration inequalities from Large Deviations
Theory that can be leveraged for efficient computing and account for any available data through suitable
statistical quantities.
Appendix A. Source code
Source code and links to observational data are available at
https://github.com/ejhall/robust-uq-divergences.
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