Introduction
Electrical Impedance Tomography (EIT) is an imaging modality that can be potentially used to distinguish between benign and malignant tissues, through measurement of tissue's bio-impedance. Traditional EIT instruments apply AC current and measure induced potentials on a number of electrodes in contact with a specific tissue or body region of interest. Previous research on EIT has led to development of several instruments to record and image bio-impedance [1] , [2] , [3] , [4] , [5] .
The motivation of this work was development of a system that can be quickly prototyped, and upgraded. Instrumenting state-of-the-art EIT systems requires the latest embedded controllers and robust software architecture, along with any external circuitry that has been built using the best performing components. This is challenging because with continuous progress in fabrication of better electronics, there always are components in the system that can be upgraded. To overcome these issues, we chose National Instruments' (NI) LabVIEW platform along with NI hardware to design the EIT system control hardware and software. The user control interface, FPGA controls software and calibration code was developed using LabVIEW. Our system comprises a computer as a controller (also called Host) connected via a PCI bus to the NI hardware. For analog signal conditioning of the input signal, we developed an Analog Front End (AFE) board that interfaces the hardware with the electrodes. The inherent compatibility of the LabVIEW programming environment with the NI hardware and the hot-swap-upgrade possible with NI modules, allowed us to develop a system in which future upgrade can be rapidly made. Suitability of the PXI platform for EIT has been previously reported as well [6] .
Another significant goal of this project was to develop a system that has high frame rate of acquisition, so that variation of parameters during fast physiological processes, such as heart cycle, can be observed. However, imaging systems with high frame rates require high throughput rates for data transfer from ADC to host, if all of the data processing is performed on the PC. To work around this bottleneck, we implemented signal demodulation and spectral characterization on the FPGA itself.
Hardware Design
The DAQ system comprises of the following devices and components: 
We compute the numerator on the FPGA itself and use it to analyze the transient abnormalities or signal quality deterioration. Division is a computationally expensive operation to perform on the FPGA thus the THD is computed on the PC. Calculation of the numerator on FPGA allows us to keep the throughput low, while having a metric to ensure that the signal quality is satisfactory 3.4. Data Transfer Block: DT block queues the transfer of elements from the intermediate FIFOs to the Direct Memory Access (DMA) FIFOs from which PC control software can read the data. DMA FIFOs are implemented using block memory and thus allow simultaneous read and write access and offer deterministic performance across clock domains for loss-less data sharing.
3.5. Averaging Block: Averaging block (not shown in the block diagram) performs signal averaging on the acquired samples before they are read by the FFT block. The averaging block can average at a user-selectable factor up to 64 waveform cycles.
To reduce fabric usage and operation time on the FPGA, design optimizations were performed. The data-sharing blocks were programmed with a pipelined architecture to shorten the longest combinatorial path of gates and were fine-tuned to clock at highest possible clock frequency (without violating timing constraints and determinism), ranging from 50 MHz to 95 MHz. 
System Characteristics & Future Work
In the current configuration, our system uses 8 channels and a set of 28 source/sink patterns to alternate injecting and sinking electrodes; we are able to record a full spectrum of data (with FFT and spectral characterization, for 47 discrete frequencies spaced logarithmically from 100 Hz to 11.25 MHz, 8 Million samples) within 14 seconds. At a fixed signal frequency of 100 KHz, to acquire data from 12 channels for 100 patterns with no signal averaging, the system takes nearly 13ms to do the acquisition, FFT, spectral characterization and calibration. With 28 patterns per frame (or image), this translates to roughly 274 frames (or images) per second, with averaging factor 4; this number drops to 188 frames/sec. Further, by hard coding spectral characterization of the samples on the FPGA itself, we were able to reduce the required throughput between the PC and the FPGA by a factor of 32:1, when compared to the throughput required to transfer all of the samples to the PC. Figure 3 shows the voltage measurement SNR vs. Number of Average plot for 6 different frequencies with and without the AFE connected. For the ADC test, a 2V pp sinusoidal signal (ADC full-scale) at 100 KHz was applied at the ADC input. For the AFE test, a 2K resistor was connected between a channel and current to voltage converter's virtual ground. The net gain on the source and sink side was 0.28 and 1.11 respectively (current sense resistor is 499 ). With input signal set to 2V pp sine wave at 100 KHz, V pp at the ADC input was 0.56 V. It can be observed that: 1) Increasing the number of averages improved the SNR (by reducing the Gaussian noise power); 2) With the AFE connected, SNR dropped by about ~4 dBs. In future, we plan to comprehensively evaluate the system performance and to identify and reduce the number of noise sources in it. Figure 3 . SNR versus number of averages for discrete frequency levels from 6 decades.
