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In this thesis, we present the design and implementation of a stand-alone tool for
metabolic simulations. This system is able to integrate custom-built SBML models along
with external user’s input information and produces the estimation of any reactants
participating in the chain of the reactions in the provided model, e.g., ATP, Glucose,
Insulin, for the given duration using numerical analysis and simulations. This tool offers
the food intake arguments in the calculations to consider the personalized metabolic
characteristics in the simulations. The tool has also been generalized to take into
consideration of temporal genomic information and be flexible for simulation of any given
biochemical model. After implementation, experimental results have demonstrated the
numerical effectiveness of optimization for model selection and the feasibility of the
proposed tool for the given metabolic simulation. The proof of concept analysis on the
energy metabolism and insulin-glucose metabolism revealed this tool can be promising for
a variety of healthcare applications.
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Chapter 1

1 Introduction
The biochemical systems contain chains of chemical reactions. Each of these chemical
reactions may include numerous chemicals which are called substrates that participate in
the reactions. Each reaction has its own rate which may be low or high for its forward or
backward direction. These rates show how fast a reaction is likely to move forward or in a
reverse direction.

1.1 Motivation
Metabolic networks are the networks of biochemical reactions inside a living organism
that are responsible for energy production alongside with some other substrates. Usually,
in the metabolic networks, the enzymes are responsible for the rates of the reactions. The
higher activity of the enzymes inside a cell can lead to have faster reactions between the
species having those enzymes in their way of transforming to another product. This will
affect the other reactions indirectly. Therefore, the study of biochemical networks
simulation is critical to understand the living organisms.
One way to study the metabolism inside a cell goes through the experimental studies.
The experiments take place on the organisms to estimate the concentration of the specific
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chemicals. Although this method is reliable, the process is very expensive and is not proper
to be used in repetitive researches. Reconstructing the results is very important in
bioinformatics studies, as the data generated using a specific method will be used in
different researches or be the input of some simulation tools. A simulation tool, gives more
freedom to a researcher to analyze a reaction faster and with more reliability, while the cost
of experiment remains low. The disadvantage of a simulation tool is in the absence of
enough knowledge to make a complete model. The small models do not represent all the
characteristics of a big system, and the more complex models are very costly to be used in
a computational method. Thus, a flexible tool, that is not dependent on the size of the input
model is the key to a reliable analysis.
The metabolism is an area in which, its simulation tools need to have some extra
features, such as considering the food intakes and gene expression levels, compared to the
other tools [1]. The currently used tools only consider the metabolic networks as a basic
chemical reaction chains which do not have the foretold features.

1.2 Summary of Contribution
Currently, the tools being used are limited to the small fraction of abilities required to
analyze the metabolic networks. The biochemical simulations having the initial
concentrations and the System Biology Markup Language (SBML) [2] model are the only
feature that is accessible in most of the tools like COPASI [3]. The other tools are not that
different to be considered designed specifically for the metabolic analysis.
In this research, we aimed to propose a new tool that is specifically designed for the
analysis and simulation of the metabolic networks. In this tool, some useful features other
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than the SBML import have been added to make it more flexible for the research purposes.
This tool is a stand-alone package designed using the libraries in Java and is capable of
being used for different purposes.
The features importable by the user are gathered based on the needs of a stand-alone
metabolic simulation tool. In every step of the tool preparation, the required features are
estimated, and finally the below list has been concluded.
•

The simulation duration

•

Number of steps

•

The specie to be observed

•

SBML model import

•

External initial concentration import

•

Gene expression data import

•

Food intake import

•

Steps of the food intake

•

Weight of the study subject

Based on the design target proposed above, we have designed a tool that benefits a
variety of capabilities alongside the Taylor method [4] which is used to simulate the
outcome numerically. In our tool, the simulation time is the total number of simulation
duration in seconds. The simulation duration is divided by the number of steps which gives
the step sizes. A specific specie can be chosen from the list of substrates to be seen as a
primary target.
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SBML model includes the initial concentrations, but sometimes, there is a need to
import the external concentrations to adjust the previously imported initial concentrations.
This is another feature that has been added.
The enzymes can also be related to the gene expression levels inside a cell. In many
cases, the high expression of a specific gene in long term can lead to increase in activity of
the associated enzymes in that cell. We added the ability to import the gene expression
levels for the future studies.
The other important feature that was considered is the food intake characteristics. In
the food intake arguments, the total carbohydrate, sugar, lipids, and proteins are given to
the program. The number of steps in which the food is injected to the cell is also added.
The calculations are not completed until the weight of the subject is considered. The weight
and type of the subject define the total blood volume available in that test subject, which
are in relation with the observable changes in concentrations. These changes are implied
by the food intake in a given period.

1.3 Outline
This study follows by Chapter 2 which discusses the background of this work and
some literature on biochemical simulations. Then, Chapter 3 presents the theory behind the
tool design. Chapter 4 discusses the challenges on the implementation of the tool. Chapter
5 demonstrates the numerical results and their validation. At the end, Chapter 6 illustrates
our conclusion and some proposed future work.
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Chapter 2

2 Background
The simulation of chemical systems and specifically the biochemical reactions has
been studied for several years. In this chapter, the background of study on metabolic
networks and some useful tools and methods developed for this aim are discussed.

2.1 Metabolic Networks
Cell metabolism, as the main focus in this thesis, has been the study subject in a lot of
experimental and computational researches. Different studies have discussed the role of
glucose on the metabolic pathways [5] and its effect on the functionality of the living
organisms. [6], [7], [8], and [9] studied the insulin-glucose relationship. Another study [10]
showed how oxidative phosphorylation or aerobic glycolysis can affect the proliferation of
cancer cells.
Other research focused on protein metabolism. The amino acids are the main
components of the proteins. Their role in different metabolic pathways has been studied in
several publications. [11]–[14] demonstrated the findings on the catabolism of amino acids
and how this affects their related metabolic pathways. On the other hand, [15]–[17] focused
on the lipids’ role on the metabolism of living organisms.

6

Some databases are also implemented, as their organization affects the performance
of the metabolic networks analysis due to high volume data. [18], [19] introduced a
universal database of the metabolic pathways called MetaCyc to show the chemical
reactions supported by the experimental data. Other databases like KEGG [20] and HMDB
[21] are used for the extraction of metabolic pathway models. In smaller scale, data is
stored using Systems Biology Markup Language (SBML) [2] model due to its ability to
store all the information required by the biochemical reactions’ simulation.

2.2 Proposed Biochemical Simulation Tools
Since the time researchers developed a method to simulate the behavior of some
reactions using other chemicals [22] or mathematical models [23], the chemical system’s
simulation has been in the center of attentions. Different tools have been developed to help
the simulation of chemical reactions. Different programming languages and techniques
have been manipulated to implement these tools.
In [24] a Hill’s formal theory of physical clusters was used to find the equilibrium
constants for the formation of physical clusters of molecules. This led to a molecular
dynamic calculation that calculates the average potential energy of the molecule cluster.
Besides, [25] discussed that the classical reaction kinetics are unsatisfactory when the
reactants are spatially bounded by any physical constraint or force field. Other literature
such as [26] presented a Monte Carlo method for the simulation of chemical systems
undergoing any combination of reaction and phase equilibria. In addition, [27] tried to
introduce a new method for modeling of the chemical reactions instead of using the Monte
Carlo method to optimize the throughput and parallelism instead of minimizing the
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operation count. [28] used FORTRAN to develop a new method for the simulation of
kinetic progress curves in the chemical reactions. [29] and [30] again used FORTRAN to
develop a prediction tool for gas phase chemical kinetics using sensitivity analysis. Some
other literatures discussed on how to increase the accuracy of the computer simulation
tools. In [31], a procedure is described to elevate the accuracy of the computer chemical
models to study the chemical reaction.
In the matter of chemical reaction pathways, there are some literatures specifically
studied this problem. In [32] a theoretical approach was specially designed to determine
the energy along the reaction path of a specific enzyme. This paper discusses how the
represented simulation predicts the role of the enzyme in the reactions. Other computer
simulation techniques for analysis of enzyme involved reactions are discussed in [33],
[34]–[36], [37], and [38].
There are also some useful tools developed based on various methods to ease the
analysis of the chemical systems. Spyder-Py3 is one of these tools that provides a command
line interface using Python 3 to the users to simulate the chemical reactions at different
instances. COPASI [3] is the other tool which uses a graphical user interface to import and
export data. While this tool benefits a lot of great features such as importing various file
types and reaction definitions, it lacks the flexibility needed for metabolic networks
analysis such as feeding and user characteristics’ compatibility.
A tool was developed in [1] to display genomic data onto diagrams of metabolic
pathways. The combination of this tool with other chemical kinetic simulation tools can
benefit both the chemical and genomic data of the metabolic systems to have a more
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accurate simulation, as the genomic data can help the researchers to understand the activity
of the enzymes participating in the reactions.
For the metabolic simulation purposes only, some tools have been developed by
different research groups. MOST [39], which is a software environment for constraintbased metabolic modeling and strain design, has been developed to solve the flux balance
analysis problems. Other tools are available if nucleotide or protein sequence data is
available. KAAS [40] and PathoLogic [41] are categorized in this group. SEED [42]
focuses on the high throughput generation of genome-scale metabolic models.
None of the introduced literature practically have studied the food intake in their
calculation. Moreover, the gene expression level data is not considered into account as a
factor that may affect the enzyme activities.

9

Chapter 3

3 The Design of Biochemical Simulation Tool
In this research, a tool was developed and implemented to perform the simulation of
metabolic networks and analyze its performance in biochemical analysis. The tool that we
developed in this research was assumed to be capable of modeling the metabolic pathways,
investigating any chemical system, and predict the concentrations of the species
participating in the chemical reactions by previously proven numerical methods. The
model needs to be prepared by the user, which in our research SBML model is the best
representation that can hold all the necessary data from the chains of reactions and is easy
to extract data from it. In this thesis, the theory and modeling of the proposed tool is
summarized in three sections. First, an introduction will be given on numerical analysis of
the biochemical systems. Then, the modeling of metabolic pathways will be discussed. At
last, a model will be discussed for the glucose-insulin interactions as an implementation
made using the proposed tool.

3.1 Numerical Analysis of Biochemical Systems
The first step in simulation of the biochemical systems is to prepare a feasible model
to represent all the characteristics of chemical reactions participating in it. A feasible model
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should contain all the required information for simulation such as, rates of the reactions,
the species participating in those reactions, their initial concentrations, the favorability of
the reactions, and their reversibility. The scales of the values, the interaction between the
species, and other extra parameters also should be contained in such a model.
System Biology Markup Language (SBML) is one of the most powerful and favorable
databases in biochemical systems used by the researchers to import and export data into
the simulation tools. SBML model uses XML language basics to represent the chemical
reactions. A basic of the SBML model and what information it provides is shown in
Figure 3.1.

Figure 3.1 The basics of SBML model and the information that it provides

The information provided by the SBML model indicates that initial concentrations,
reaction constants, reaction rates, reversibility of the reactions, the substrates, the products,
and so on can be extracted. An example of a SBML model’s structure is shown in
Figure 3.2. A normal SBML model consists of annotations, list of unit definitions, list of
compartments, list of species, and list of reactions. Each of which follows a data structure
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that links all the quantities together in a way that is extractable by different machine
language.

Figure 3.2 An example for the structure of a SBML model for a set of chemical reactions

3.1.1

Numerical Modeling

To solve a numerical problem, proper methods are needed to solve the simulation
process. One of the most common methods is to use the Taylor series [4] which is
represented in Equation 1 as a limit form.
𝑓 𝑡 + 𝑡$ = lim+
)→$

. .
1 ,- ∆4 5(,)
/2$ /!
).

(1)

where 𝑓 𝑡 + 𝑡$ represents the function needed to be estimated at time 𝑡 + 𝑡$ , 𝑡 is the
current time, 𝑡$ is the time interval, 𝑛 is the harmonic number, and ∆/) is the 𝑛,) finite
gradient operator, while ℎ is the limit variable.
𝑓 𝑡 + 𝑡$ = 𝑓 𝑡 + 𝑓 : 𝑡 ×𝑡$ + 𝑒

(2)

By simplifications, Equation 1 is transformed to the first-degree Taylor series that
simply can be used for the simulation purposes in which, 𝑓′(𝑡) represents the rate of change
which can be found using traditional classical chemical kinetics (CCK), and e shows the
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error. Although the first-degree Taylor series does not represent the full spectrum of a
function, its error in short enough step sizes is negligible.
Having the SBML model, a general form of a standard chemical reaction with four
species is shown in Equation 3. This equation can represent a more general form of a
chemical reaction that the number of species participating in it are more than four.
𝑘? 𝐴 + 𝑘A 𝐵

CD ,CFD

𝑘G 𝐶 + 𝑘I 𝐷

where, A and B are considered as substrates, C and D are the products both in

(3)
KLMN
MOPNQ

or related

scales, k1 and k-1 are the forward and reverse reaction rates, and 𝑘? to 𝑘I are the coefficients
of the species A to D.
For the chemical concentration simulation purposes, 𝑓′(𝑡) can be represented as

[S](P)
U,

for a general specie S. In a chemical reaction, every specie can have a trend for its
concentration. This trend is possible to be simulated using Equation 2 that finds the value
for the next iteration using the ordinary differential equations (ODE) and the value from
the previous iteration.
To learn more about the ordinary differential equations, model in [43] was used. In
this model, the chemical reactions are characterized as the more general form of equation
1. The chain of reactions, the variable species and their coefficients work together to
estimate the total gradient in the concentration change of a specific specie. Based on this
model, the concentration of a specie is not independent from the other species participating
in the same list of reactions.
The ODE can be calculated from the SBML file provided by the user of the simulation
tool. The SBML contains all the required data necessary to start the calculation of [S]: (t)
which generally can be referred to as the equivalent of the ODE for the specie S at time t.
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Although there are some tools like COPASI in which, the reaction data and ODEs can be
extracted, the information gathered with this tool is not easy to use and is not in a string
format correctly to be associated with the variables participating in the reactions. COPASI
only provides a small portion of the ODEs as the independent ODEs and the rest should be
calculated indirectly with the given ODEs. Therefore, another advance in the proposed tool
can be in developing a method to find the ODEs in a proper format. The ODEs given with
this format are more reliable and easier for presentations and quality check. A general form
of an ODE for a specie Si derived from [43] is presented in below.
U[SX ](P)
U,

=

𝑉\ = 𝑘_

^
\2_ 𝑣[\ 𝑉\
FD

aXb
/
[2_[𝑆[ ]

(4)
− 𝑘d_

D

aXb
/
[2_[𝑆[ ]

(5)

Equation 4 follows the Equation 5 in which, 𝑉\ is defined. The 𝑉\ values are found for
each reaction separately, which will be calculated prior to the Equation 4, where 𝑣[\ =
_
d_
_
d_
𝑣[\
− 𝑣[\
while, 𝑣[\
and 𝑣[\
associate with the forward and reverse coefficients of the 𝑖 ,)

specie in 𝑗,) reaction respectively, 𝑚 is number of the reactions, and 𝑉\ is defined in
Equation 5 in which, n is the total number of species in all of the reactions [43].
These two formulations are the key to the modeling and simulation of the biochemical
systems as they represent the derivation of a specific concentration at any given time. The
higher positive of negative ODE, at any given time, represents the higher change at the
next iteration in the concentration of a specific specie. At each iteration, the list of all the
species which contains the substrates and products in all of the reactions will be assigned
with the new concentration values to be used in the future steps. This process is done by
chronological orders as there is no preference of doing the analysis at this time. The other
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ordering heuristics can be implemented accordingly. The order of this calculation has been
shown in Figure 3.3.

Figure 3.3 The order of concentrations updates for the given i and i+1 iterations

In the figure, C1 (i), Ck(i), and Cn(i) represent the concentrations of the metabolites 1,
k, and n at iteration i respectively, while the indices show the iteration number. As it is
shown in the Figure 3.3, the first specie in the order is updated using the last assignments
of the complete set of species from the previous iteration. The next specie is updated using
the latest assignment of the first specie of the current iteration alongside with the last
assignments of the other species from the last iteration. This process goes on, until the last
specie, which only uses the latest assignments of the previous species at the current
iteration.
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3.1.2

An Example for the Enhanced Biochemical System Simulation Model

As an example, for the given theory, a system of two main reactions has shown below:
2A

CD ,Cj

𝐵

B+C+E

(6)
Cn ,Co

𝐷

Cp

𝐵+𝐶+𝐸+𝐹

(7)

where, in the two-way reactions, the first reaction rate represents the forward reaction rate,
and the second term shows the backward reaction rate. The initial concentrations for the
given chemicals and the reaction rates associated with the reactions have been shown in
Table 3-1 and Table 3-2.
Table 3-1 The initial concentrations of the chemicals participating in the example system

Reaction Rate Names
Value

k1
1

k2 k3
0.1 1

k4
1

k5
0.1

Table 3-2 The reaction rates of the given example system

Chemical
Initial Concentration

A B C D E F
10 0 1 0 30 0

Equation 7 shows a one line representation of two chain reactions. For the ease of
understanding, one can separate the two reactions. Each of the chemicals participating in
this system has its own ODE. These ODEs are calculated using the Equations 4 and 5 and
is demonstrated in Equations 8-13.
U[s](P)
U,
U[u](P)
U,
U[y](P)
U,

= −2(𝑘_ 𝐴
= 𝑘_ 𝐴

t

t

− 𝑘t [𝐵])

− 𝑘t 𝐵

− 𝑘v 𝐵 𝐶 𝐸 − 𝑘w 𝐷

= 𝑘x 𝐷 − (𝑘v 𝐵 𝐶 𝐸 − 𝑘w 𝐷 )

(8)
+ 𝑘x 𝐹

(9)
(10)
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U[z](P)
U,
U[{](P)
U,
U[|](P)
U,

= 𝑘v 𝐵 𝐶 𝐸 − 𝑘x 𝐷 )

(11)

= 𝑘x 𝐷 − (𝑘v 𝐵 𝐶 𝐸 − 𝑘w 𝐷 )

(12)

= 𝑘x 𝐷

(13)

After simulating this example system, the concentrations for 10 iterations with the step
size of 0.1 second are computed using Equation 2 and the results are illustrated in
Table 3-3.

Iteration Number

Table 3-3 The concentrations of the chemicals participating in the example system

0
1
2
3
4
5
6
7
8
9
10

A

B

C

D

E

F

10.000
8.000
6.721
5.820
5.145
4.618
4.194
3.845
3.553
3.304
3.089

0.000
0.640
0.938
1.117
1.255
1.378
1.495
1.606
1.710
1.806
1.894

1.000
1.000
0.811
0.591
0.403
0.264
0.167
0.104
0.066
0.044
0.032

0.000
0.191
0.414
0.603
0.745
0.842
0.906
0.944
0.967
0.979
0.986

30.000
29.808
29.583
29.393
29.250
29.152
29.089
29.050
29.028
29.015
29.009

0.000
0.000
0.001
0.001
0.002
0.003
0.004
0.005
0.006
0.007
0.008

Table 3-3 shows the gradual change in the concentrations of the chemicals
participating in the example system.

3.2 Modeling of Metabolic Pathways
The tool that is represented in this thesis is particularly developed for the analysis of
the metabolic networks. The metabolic networks consist of various pathways that are
categorized as the metabolic pathways. The knowledge on the reactions inside a cell is
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limited to the areas as the metabolic, genetic information processing, environmental
information processing, cellular processes, systems or living organisms, human diseases,
and drug development [20]. The focus in this thesis is on the metabolic pathways. In these
pathways, unlike the signaling pathways, the chemical reactions play more important roles
in the intracellular interactions, as they focus on releasing energy from the metabolites
using the chemical reactions to help the continuing operation of the vital processes inside
the cell. Using the KEGG database [20], the main branches of the metabolic pathways are
extracted. The database is available online and although it is still under growth, its
influence in different aspects of cell metabolism is not deniable.
In the KEGG database, the metabolism pathways are divided into 12 categories:
1. Carbohydrate Metabolism
2. Energy metabolism
3. Lipid metabolism
4. Nucleotide metabolism
5. Amino acid metabolism
6. Metabolism of other amino acids
7. Glycan biosynthesis and metabolism
8. Metabolism of cofactors and vitamins
9. Metabolism of terpenoids and polyketides
10. Biosynthesis of other secondary metabolites
11. Xenobiotics biodegradation and metabolism
12. Chemical structure transformation maps
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In this thesis, we have used the carbohydrate, lipid, and amino acid pathways for most
of our research. Although the pathways usually crosstalk with each other, the general
schema of the model to be implemented for this research as a case study has been focused
on the given three pathways. Figure 3.4 shows the general schema of the current KEGG
database for the metabolic pathways. As it is shown, it represents a very complex network,
in which the various pathways are mapped over each other.

19

Figure 3.4 The complete schema of metabolic pathway presented by KEGG
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Each node in this map demonstrates a specific specie in the list of reactions of all the
known pathways. There are some species which are participating in different pathways.
These species are hard to predict, as there is not enough information on their behavior in
different pathways.
The protein, lipid, and glucose pathways are the main pathways that will be used in
the modeling of a sample metabolic pathway as a test case for the proposed tool. The three
pathways crosstalk with each other in some points. The Glucose is the main specie that
contributes in the carbohydrate related metabolism and has the most effect in the energy
generation inside the cell. The amino acids are found inside the proteins, and the lipids are
found in fats. Each of these contribute to the whole model and the change in them may
change the outcome of the whole network. As stated earlier, the metabolic networks are
very complex and it is not possible to predict the behavior of a specific specie based on an
incomplete model. The purpose of this study is to provide a strong tool to analyze the big
models with ease and providing enough flexibility to the user. The general model used in
this thesis for the required metabolic pathways are shown in Figure 3.5. These pathways
are the main pathways that contribute in the generation of ATP and also in glucose
regulation. ATP can be a good representation of the energy level inside the cell as ATP
regulates the glucose consumption. At first, ATP is consumed to make some products from
glucose, then in other steps, ATP is generated at the end. One of the main ATP production
pathways are the TCA cycle in which, the generated ATP imposes the ATP consumed in
the glycolysis pathway earlier.
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Figure 3.5 Major metabolic pathways participating in ATP production

This model can be used to analyze different metabolites. We used this model in two
different projects of analyzing the user’s dietary intake [44] by developing a mobile
application to observe the person’s diet, and also in glucose insulin regulation. In the first
project, the user is able to take a picture of the food and get the nutrient information, which
includes the main groups of carbohydrates, lipids, and proteins. These values alongside
with the model imported with the SBML, make the food intake information to affect the
simulations.
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Chapter 4

4 Implementation of the Tool
Based on the theory that we illustrated in the previous chapter, the tool was
implemented in Java. The implementation of each feature into the program had its own
difficulties, which solving any of them required more attention. Some arguments are added
into the tool for the user inputs, which their complete list is shown in Table 4-1.

Table 4-1 The complete list of the arguments

Argument
"-d"
"-s"
"-m"
"-w"
"-f"
"-e"

Description
The simulation duration
The number of steps
The simulation method
Observed specie
The SBML model
Associated genes

Comments
In seconds
The total number of iterations
Taylor as default
One name in SBML model
To be imported to program
The genes expressing each
enzyme

"-g"

Gene expression levels

Gene expression levels for each
gene

"-i"

Food intake information

Total ingredients, effective
iterations, and subject's weight

"-c"

External initial
concentrations

External concentrations to
replace SBML initial
concentrations
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4.1 Structure of the Program
The structure of the program follows model-view-controller structure. The user uses
the controller packages to model the problem and at the end, a view will be provided to the
user in a numerical tab delimited format. This structure is provided in Figure 4.1 that
follows the model-view-controller [45] structure. All the packages are connected clearly
and the classes are defined accordingly to follow the structure presented in the above figure.

Figure 4.1 Program Structure of the proposed tool

4.2 Data Extraction
A class and its related methods were defined to extract all the required data from the
user input models and values. This class used the Java library called jsbml to read all the
data inside the SBML model.
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4.2.1

SBML Model Parser

The first feature that is needed to be considered for the stand-alone metabolic
simulation tool is the ability to have the SBML model as an input. A SBML model can be
generated by any way or tool, and as long as it is in the standard form, it follows the
requirements necessary for the data parsing.
As mentioned earlier, the SBML model is in XML format. The data in this format is
stored using non-relational databases. In these databases, the information from the model
must be imported using the associated methods in a Java library to parse SBML files called
jsbml [46]. In this library, all of the functions to extract the reactions, species, rates, initial
concentrations, direction of the reactions, their reversibility and so on are implemented.
Once the values were extracted, they will be stored in linked hash tables, as using
dictionaries for the non-relational databases increase the speed and efficiency. The
extracted values were appointed to the calculations with no order, while the species were
ordered chronologically. The keys to each hash table varies by its type. The data associated
with the species have the specie names as their keys, while the data associate with the
reactions have the reaction names for their keys. For here, the standard KEGG annotations
were used for both species and reactions in the test case model.
4.2.2

External Concentration Import

The tool is also flexible to import any external initial concentration if it does not
conform with the SBML model initial concentrations. This feature has been added to test
any given SBML model for several times with different initial concentrations. The values
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imported to the program should follow the tab delimited structure having the specie name
and the initial concentration value in mili mole per mili liter.

4.3 ODE Calculation
One of the most interesting features that was added to the tool is the ability to extract
the ODEs for each specie in string or numerical formats. The ODE is a representation of
the gradient change in the concentration of that specific specie at a given time. The program
finds all of the related values to the specie and follows the equations 4 and 5 to make the
ODEs. One of the sample ODEs for a specie having KEGG ID of C00267 also known as
alpha-D-Glucose is shown in Figure 4.2. This ODE is extracted from a very complex model
of almost 123 species and 85 reactions.

Figure 4.2 A sample ODE extracted by the proposed stand-alone tool

In the given ODE, the brackets are the representation of concentrations for each
species. This ODE shows how rate of change in C00267 is related to the concentrations of
C00002, C00008, C00668, Exo70, CIP4_2, and itself and also the related reaction rates.
Other than the string form, the ODE data is extractable as hash tables. The values, the
signs, the directions, and the species involved are stored for every specie to be used in the
simulations later.

4.4 Gene Expression Data Implementation
One of the very important factors in the biochemical systems’ simulations is the rate
of the reactions. Each reaction has a specific rate. These rates are highly related to the
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enzyme activity associated with each reaction in any direction. The enzymes are proteins
which their structure is forced by some genes. Each gene can be associated with some
enzymes and vice versa. This means that the expression level of each gene can affect the
activity of some enzymes.
Although the gene expression levels are not always concordant with the enzyme
activities, the observation of some persistent gene expression increase or decrease in a long
period of time can be a sign of change in the associated enzyme activities. Therefore, it
will be smart to consider a logical method to take into account the change of the expressions
during those periods. Considering the expression levels at time 0 as the base level, the
enzyme activities are assumed to be changing by the expression levels at the future
intervals. This process takes place right before the numerical simulations start.
The method proposed in this thesis considers linear change in the gene expression
levels when. The intervals between each expression level is given by the user. Each interval
is divided into sub-intervals by user’s preference. In this case, the change can be modeled
linearly, but to fill the gap of knowledge for the intervals in-between, some randomness is
considered into the calculations. For now, maximum of 10% is assumed to be a good
randomness in deviation from this linear behavior. Figure 4.3 shows this idea of
considering gene expression levels into account.

Figure 4.3 Effect of the gene expression on the reaction rates
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4.5 Food Intake Implementation
The developed program is maintained to consider the food intake information in
simulations. The food contains four main ingredients of carbohydrates, sugar, lipids and
protein. For each of them, different approaches were considered to make the values
imported by the user feasible to be used in the metabolic simulations.
The carbohydrates and sugars are mostly considered as alpha-D-Glucose. This
metabolite is the main specie in the chain of glucose transformation into energy. The weight
of the subject under study is also imported by the user. According to [47], for human
subjects 7% and for mouse subjects 5% of the body weight can be considered as the total
amount of blood in the body. Using these values, the added carbohydrate concentration can
be summed up with the current alpha-D-Glucose in any iteration. Every iteration will be
calculated using these values until it reaches to the final iteration of the food intake. The
total number of food intake iterations is a user input value. The user should justify this
number using the experimental data.
The lipids are normalized in another way. Most lipids are 4 to 28 carbon structures
called long chain fatty acids [48]. Most of the large fatty acid molecules do not cross the
cell membrane due to their big size. Therefore, the medium level and smaller fatty acid
molecules are the ones that pass this gate. This gives a rough estimation on the total number
of lipid molecules. By having the subject weight and the lipids molecular weights and the
amount of blood in the subject, the added concentration is calculated and will be added to
the given iterations.
The proteins are different in some ways. The proteins are made of amino acids. The
amino acids separate from the structure of the protein after the digestion. These amino acids
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go to the blood stream and add up to the current amino acid deposit inside the cell. Five
most common amino acids were extracted using [49] as the most observed amino acids in
digestable proteins. Table 4-2 shows the considered amino acids and their molecular
weights.
Table 4-2 Some of the most common amino acids and their molecular weight

Amino Acid
Serine
Valine
Isoleucine
Lysine
Tyrosine

Molar Weight (grams)
105.09
117.15
131.18
146.19
181.19

KEGG Annotation
C00065
C00183
C00407
C00047
C00082

The total amount of proteins in the food intake is converted to the total amino acids
molecule count, and then the total concentration increment in the blood will be calculated.
𝐶[.+D = 𝐶[. +

G}
~•X ×•×A€

(14)

Equation 14 shows how the new concentrations after the protein intake is calculated.
CO•+D is the n + 1P„ iteration concentration of the metabolite i, CO• is the same parameter for
iteration n, C… is the gram weight of the injected metabolite, MWO is the molecular weight
of the metabolite, W is the body weight kg and BP is the blood percentage in the body for
that specific specie found in [47].

4.6 The Workflow
By gathering all the information required for the simulation of metabolic networks and
developing the methods like ODE extraction, a workflow was developed to be used in the
implementation of the tool. Figure 4.4 shows the proposed workflow of the tool.
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At first, the arguments are imported in the tool by the user. These arguments express
the duration of simulation, step sizes, the input files, and the food intake information. Then,
the data from the SBML model will be extracted to find all the required fields necessary
for simulation. The ODE will be extracted using this data. At this step, the initial
concentrations and the gene expression data are also added to the ODE model. At this state,
the tool is ready to start the simulations. For the given food intake information, the tool
updates the simulations having the information about the dietary behavior of the subject
under study.

Figure 4.4 The workflow of the proposed stand-alone metabolic simulation tool

The proposed tool is available in the SBBI server at the address https://sbbi.unl.edu.
In the page, a download request form gives access to the jar file of the program along with
the instructions on how to run different simulations is placed.
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Chapter 5

5 Validation and Results
After implementation, using the theory and structures from the last chapters, we tested
the tool on different cases. At first, we prepared a model to test our tool. Then, we used the
model in two different projects with some changes. The results showed that the tool is able
to present the required output given the input data.

5.1 Model Preparation and Simulations
A SBML model was developed using the available databases to be used as a case study
for the proposed tool. Besides, the simulations were performed to test the abilities of the
tool.
5.1.1

SBML Model Preparation

Using the KEGG database, a list of related metabolic pathways was studied and added
to the local database to make a proper test case for the given stand-alone tool. To do so,
glycolysis, TCA, Pyruvate to Acetyl-CoA, Gala-Degradation, Oxidative phosphorylation,
lipids and amino acid pathways were extracted. All of the reactions were listed and all of
the participating species were added to the program’s database. The direction of the
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reactions and their reversibility were other parameters that were extracted using the
literature and KEGG step by step.
The initial concentrations of the species and rates of the reactions were reached using
HMDB and [21], [50] and BRENDA which is an enzyme information system. A web
crawling program was developed to help the search in the online databases. The data
acquisition process ended up with a very complex network of 123 species and 85 reactions.
When the chemical reactions database was ready, we extracted a SBML model using
COPASI as an easy tool which provides a friendly interface to import a system of chemical
reactions and export the model. The SBML helped us to compress all of the information
into a single database format.
Besides, we used the gene expression level data from mouse to help test the model
under the effect of gene expressions alongside the case with no expression available. The
tool helps to observe the change in any of the species participating in the model.
5.1.2

Case Study Simulations

The tool was tested with the prepared model. Because of the model’s complexity, a
simple prediction for the behavior of the reactions’ substrates is not possible without a
simulation tool. Therefore, the program that we developed helps to have a better
understanding on the behavior of the biochemical systems with more ease. The running
settings of this program are as follows:
•

The simulation duration:

6000 seconds

•

Number of steps:

600

•

The specie to be observed:

alpha-Aminoadipoyl-S-acyl
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•

Gene expression data import:

Three external files

•

Food intake import:

4.25,11.55,74.83,42.62 (Car., Su., Li., Pr.)

•

Steps of the food intake:

260

•

Weight of the study subject:

180 lb

Figure 5.1 shows the concentration of alpha-Aminoadipoyl-S-acyl for the given
settings. Two different cases were studied in which, for the blue line, the gene expression
data was considered into account using the proposed method, and for the red line, no gene
expression level change was considered. By the simulation results, we conclude that, this
metabolite is active in the Lysine metabolism which its concentration gives information on
how Lysine metabolism is active in the given model.
In absence of the gene expression data, this protein is more abundant at the first 3500
seconds, while it drops dramatically after its peak at around 1800 seconds. The correlation
of the simulated data can be modeled experimentally to adjust every metabolic model and
help the researchers to consider more parameters while studying the metabolic networks.
Although there is not enough experimental data or a complete model in hand to proof
the correctness of the simulations, the current simulation result shows a very good response
given the prepared model. The gene expression data helped the faster convergence to the
final value for the given specie. This result makes more sense as we expect the higher
activity at the beginning of the chemical reaction process.
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Figure 5.1 The change in concentration of alpha-Aminoadipoyl-S-acyl as one of the species
participating in the model for 100 minutes

A similar behavior was observed for Adenosine 5-monophosphate (AMP), which is
one of the first products of the glucose synthesis in glycolysis pathway, to help the reaction
from alpha-D-glucose to alpha-D-glucose 6-phosphate. The change in the concentration of
AMP shows that, although the glucose degradation is fast, the model without the gene
expression data does not show the associated reaction as fast as it should be. The reaction
of R09085 of AMP from KEGG, and the alpha-D-glucose and AMP responses are shown
in Figure 5.2, Figure 5.3, and Figure 5.4 respectively. As glucose level goes higher, the
product should go higher, as AMP is produced again in this pathway, but without the gene
expression data, this increase is not significant nor does not show the peaks in the alpha-
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D-glucose concentration. Thus, the model considering the gene expression levels is more
effective and is another proof that the proposed tool can be effective in analysis of the
models with the proper inputs.

Figure 5.2 The reaction associated with degradation of alpha-D-glucose to alpha-D-glucose 6phosphate. C00267, C00008, C00020, and C00668 represent alpha-D-glucose, ADP, AMP, and alpha-Dglucose 6-phosphate.
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Figure 5.3 The change in concentration of alpha-D-glucose as one of the species participating in the
model for 100 minutes
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Figure 5.4 The change in concentration of AMP as one of the species participating in the model for
100 minutes

Another interesting behavior was observed in the concentration of Ammonia in the
given model. Ammonia’s trend followed another direction than alpha-Aminoadipoyl-Sacyl in presence of gene expression data. Ammonia showed higher concentrations
compared to the presence of gene expression data. Figure 5.5 demonstrates this simulation
for 100 minutes, which shows how the proposed tool is effective in analysis of any specie
participating in a form of SBML model given the proper inputs and arguments.
In the results, it can be seen that the Ammonia concentration is higher in the presence
of gene expression data. This proves that, the tool not always considers higher activity at
the beginning of the reaction for the given gene expression level data and shows a better
result for the given specie as it is converging to a stable point for the given input compared
to the case where it is diverging.
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Figure 5.5 The change in concentration of Ammonia as one of the species participating in the model
for 100 minutes

5.1.3

Time Complexity

Based on the nature of this problem, the complexity of the algorithm that we followed
is polynomial. This program is highly dependent to the size of the input model. With
increase in the size of the model, the speed drops, but this is not a significant amount for
the smaller models. The tests showed that for the simulations without the gene expression
analysis, the simulations take less than two seconds, while the gene expression analysis
increases the simulation time to more than 4 seconds for the model proposed in this section.
Although this processing time is not high, for the bigger models the process will be much
more costly. The processing time for 123 species and 85 reactions are shown in Table 5-1.
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Table 5-1 Processing time in presence and absence of gene expression data

Number of Cores
Processor
RAM

Processing Time

4
2.2 GHz
16 GB
No Gene
Expression
Analysis

1.8 Sec

With Gene
Expression
Analysis

4.5 Sec

5.2 Mobile Based Diet Monitoring System
Another implementation of the program was to provide a model to enable the use of
this simulation tool for those who are using mobile-based food logging systems. In this
implementation, an application was developed [44] to help the user in choosing the best
dietary style by first, using the image analysis tools to predict the type and the amount of
the food that the user is consuming, and then by simulating the effect of the taken food on
the user’s body. In this project, new methods were developed to increase the accuracy of
the food detection, and then a library in Java was developed to be used as the core of
processing unit to consider the personalized SBML model and simulate the behavior of
ATP, Glucose and effect of the loads on the cell. A cell can be a very good representation
of the body. Higher or lower energy levels in the cell can be problematic and the maintained
interval is preferred. Figure 5.6 Shows the response of the model to a specific feeding
behavior.
Figure 5.6 illustrates the body’s response to starvation and to the intake of three meals
(breakfast, lunch and dinner) by the user with the moving window of 100 seconds. In this

38

example, the user has consumed 118 grams of banana (1 medium size) with 244 grams of
2% milk (1 cup) as the breakfast at 8am, 185 grams of white rice with 100 grams of chicken
breast for the lunch at 12pm, and 182 grams of apple with 178 grams of pear at 6pm as
dinner. Here, we set 100 seconds as interval in a period of 1 hour for each small portion of
the meal to be absorbed.
After running the simulations, the ATP and glucose concentrations are shown starting
from 8am within a day. In Figure 5.6(a), the glucose concentration is shown for the entire
day in the starvation state. Once starvation starts, the free glucose is consumed at first; then,
glycogen starts to be consumed for the next 8 to 10 hours to maintain the glucose level in
normal condition. If glycogen is completely burned, the third phase will start by consuming
the fat resources. Figure 5.6(b) and (c) show the trend of glucose and ATP concentration
with three different meals during a day, respectively. In Figure 5.6(d), an arbitrary periodic
load was applied to the system to mimic the ATP consumption captured by the exercise
tracker. At the end in Figure 5.6(e), the overall ATP balance after applying the load has
been demonstrated where the ATP concentration goes to the same level at 8am of the
previous day. This information is helpful to alert the user to adjust his/her diet and exercise
to manipulate the energy balance.
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Figure 5.6 (a) Glucose concentration in starvation state, (b) Glucose concentration for a normal diet
of three main meals within a day, (c) ATP concentration of the normal diet, (d) the load applied to mimic the
activity (the ATP consumption) captured by exercise tracker, and (e) the ATP concentration for one day after
applying the given load.

This response, generated using a 100 second moving window, is a very good example
of the proposed tool’s abilities. The model used in this implementation is a flexible SBML
file. It can be updated later with more versatile one having more parameters with better
accuracy.
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5.3 Glucose-Insulin Model Simulations
The integration between glucose and insulin is an important role in integration of
metabolic and signaling pathways. To study the model described in the previous section,
another layer, to study the glucose-insulin relation, was added to the model to show the
abilities of the proposed model other than the concentration estimation.
We added the insulin signaling pathway extracted from KEGG to the test model. In
the new model, the insulin concentration in the blood will affect the glucose concentration
using some genes such as APS, Cb1, and GRF2 to affect the glutamine in the carbohydrate
pathways, after the signaling pathway is triggered by the INSR which is the insulin
receptor. The model extracted from KEGG is shown in the figure below.

Figure 5.7 The insulin signaling pathway extracted from KEGG
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Because of the complexity of this model, only a few steps were added to the SBML
model to add a delay in glucose concentration in the reference glucose. Insulin is an
important parameter in the glucose regulation. The high level of insulin in the blood trigs
chains of reactions in which, the glucose will be absorbed inside the cell leading to intake
of the extra glucose from the blood stream. Without the insulin regulatory procedure, the
glucose can increase in the blood stream no regard to its vital limits. We studied this effect
in another research and we present it in this thesis as a case study.
The metabolic model and the developed tool was used in the study of glucose and
insulin correlation. In the simulations having two food intakes at time 1 and 400 seconds,
the study showed that the insulin follows the trend of glucose. Another proof that the
provided tool is able to be used in different studies. The delay of insulin in following of
glucose is mostly because of some extra reactions defined in the database.

Figure 5.8 Glucose-Insulin correlation tested using the proposed model
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5.4 OSG Implementation
An implementation of the given tool was made on Open Science Grid (OSG) to
perform parallel analysis on several samples. OSG provides a very good support for
parallel computing. We used this ability to test the program for several test cases of the
same model and various initial concentrations. This method can also be followed to test
the tool with numerous models, but making a new model is extremely costly and is not
always dependable.
In the OSG implementation, a stand-alone jar file was generated to be addressed in the
simulations. The other models, initial concentrations, and gene expression data, feedings
and other required documents imported into the OSG. A script was written to extract the
files and run the jar file having the arguments and 100 random initial concentration
instances. After the simulations, the results will be compressed and returned to the user.
Although the tool expressed in this thesis is fast in biochemical simulations, using OSG
increases the ability to test on high numbers of different test cases after the data is gathered
from various databases. Some different test cases showed the necessity of the given
approach in biochemical simulations. Of course, the improvement in the SBML model can
lead to a more accurate simulation result.
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Figure 5.9 Two OSG simulation results for high initial glucose concentrations

Figure 5.9 shows that how parallel computing helps to detect the special cases with
special behaviors. As it is shown, the simulation is run for 10 minutes on the proposed
metabolic SBML model. The result expresses that the high abundance of glucose leads to
lower ATP level as at first, it consumes all of the ATP. While the glucose is gradually
decreasing, the ATP is compensated and reaches higher values.
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Figure 5.10 Two OSG simulation results for high initial glucose concentrations

Figure 5.10 shows the results for some moderate level glucose initial concentrations.
It is demonstrated that even though the initial concentrations are in a more moderate level,
the systems response follows the same pattern. In this case, the moderate glucose level
drops to a certain point. This will consume the ATP which makes the concentration of ATP
to drop rapidly to very low values. As ATP is no longer highly available, the reverse
glycolysis pathway takes more glucose. This pattern can be seen in some of the other peaks
in the demonstrated results.
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Chapter 6

6 Conclusion and Future Work
The main focus in this thesis was to present a dependable stand-alone java developed
tool to help the simulation of metabolic biochemical networks. This tool was expected to
be a stand-alone unit able to import any SBML model, any necessary external source or
input like adjusted initial concentrations, gene expression level data, simulation duration,
number of step sizes and the number of iterations, and the food intake data to simulate the
concentration of every metabolite in the network using Taylor method.
The tool was implemented in Java to be used in the terminal environment other than
the IDEs, using the extracted jar file. The arguments were defined to accept any necessary
information in the text or xml formats. The program was given the ability to extract all of
the information necessary for the simulations from the SBML model. For this aim, the
jsbml library was used, which is the most complete library found to read the SBML data in
Java.
The ability to read the gene expression levels, in order to be effective in the simulations,
is another important feature of the proposed tool. The genes associated to each enzyme
were found and their expressions were modeled to represent the change in the activity of
the enzymes participating in the reactions in each direction.
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To check the tool, a model was developed using the necessary main pathway data
extracted from KEGG. All of the reactions were listed; all of the species were marked; and
the different literatures were studied to get the model characteristics and a web crawling
program was developed in python to extract the initial concentration data from HMDB
[50]. Furthermore, the reaction rates were assigned from the ranges found in Brenda, a
comprehensive enzyme information system which was designed at the technical university
of Braunschweig.
Different simulations were tested using the prepared model and the proposed tool.
Simple to more complex models were the test subjects to check the feasibility of the given
simulator. Besides, this tool and the model along with it were used in two different projects
which their manuscripts were sent to be published accordingly.
For the future, there are some suggestions are needed to be made from the tool design
and implementation, to the model design, extraction, and estimation. The next generation
of this tool can be more flexible with the numerical simulation methods. At this stage, only
Taylor method has been considered to be the main method available to the users. The
powerful methods like different orders of Runge-Kutta [51] are very good examples of
gradient methods to appear in the arguments.
Another development is to have a better model estimation. Due to high complexity of
the metabolic networks, finding the best parameter assignments to the model parameters
makes a big difference in the study and analysis of the metabolic networks. Most of the
metabolic parameters, including the rates and the initial concentrations, are not a constant
number and only conform a particular range for any reaction or specie. Even in a specie,
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the ranges vary based on the environment that a subject is tested. Besides, the model that
represents a normal metabolism of a cell can contain more pathways which helps it to be
more general to be considered in other studies, too. Adding more pathways having
dependable parameters which are extracted from experimental researches will have a more
comprehensive result.
The tool, that we developed for this thesis, is designed for the analysis of one cell.
Certainly, the response for a pack of cells will be different as it depends on the distribution
of nutrients inside the organism. The faster metabolite gets distributed inside the body leads
to a better similarity to the experimental results. This forces us to design the simulation
method with a more efficient method or enhancing the parallel computing to analyze all of
the participating cells at the same time.
The last but not least improvement in the tool can be in development of the gene
expression level analysis method. For now, linear interpolation of the gene abundances
seems to be working, but considering the huge number of genes and enzymes and their
correlations, the introduction of a more advanced method seems necessary.

48

7 Bibliography
[1]

O. Thimm et al., “MAPMAN: A user-driven tool to display genomics data sets onto
diagrams of metabolic pathways and other biological processes,” Plant J., vol. 37,
no. 6, pp. 914–939, 2004.

[2]

M. Hucka et al., “The systems biology markup language (SBML): A medium for
representation and exchange of biochemical network models,” Bioinformatics, vol.
19, no. 4, pp. 524–531, 2003.

[3]

S. Hoops et al., “COPASI - A COmplex PAthway SImulator,” Bioinformatics, vol.
22, no. 24, pp. 3067–3074, 2006.

[4]

W. Feller, “An introduction to probability theory and its applications,” Second Ed.,
vol. 2, p. xxiv-669, 2008.

[5]

J. KATZ and H. G. WOOD, “The use of glucose-C14 for the evaluation of the
pathways of glucose metabolism.,” J. Biol. Chem., vol. 235, pp. 2165–2177, 1960.

[6]

S. Marshall, V. Bacote, and R. R. Traxinger, “Discovery of a metabolic pathway
mediating glucose-induced desensitization of the glucose transport system: Role of
hexosamine biosynthesis in the induction of insulin resistance,” J. Biol. Chem., vol.
266, no. 8, pp. 4706–4712, 1991.

[7]

A. R. Saltiel and C. R. Kahn, “Insulin signalling and the regulation of glucose and
lipid metabolism,” Nature, vol. 414, no. 6865, pp. 799–806, 2001.

[8]

E. Bugianesi, A. J. McCullough, and G. Marchesini, “Insulin resistance: A
metabolic pathway to chronic liver disease,” Hepatology, vol. 42, no. 5. pp. 987–
1000, 2005.

[9]

K. A. Frauwirth et al., “The CD28 signaling pathway regulates glucose

49

metabolism,” Immunity, vol. 16, no. 6, pp. 769–777, 2002.
[10]

M. G. Vander Heiden, L. C. Cantley, and C. B. Thompson, “Understanding the
Warburg Effect: The Metabolic Requirements of Cell Proliferation,” Science (80-.
)., vol. 324, no. 5930, pp. 1029–1033, 2009.

[11]

M. H. Stipanuk, “SULFUR AMINO ACID METABOLISM: Pathways for
Production and Removal of Homocysteine and Cysteine,” Annu. Rev. Nutr., vol. 24,
no. 1, pp. 539–577, 2004.

[12]

M. Yvon and L. Rijnen, “Cheese flavour formation by amino acid catabolism,” in
International Dairy Journal, 2001, vol. 11, no. 4–7, pp. 185–201.

[13]

L. Szabados and A. Savouré, “Proline: a multifunctional amino acid,” Trends in
Plant Science, vol. 15, no. 2. pp. 89–97, 2010.

[14]

G. Wu, “Intestinal mucosal amino acid catabolism.,” J. Nutr., vol. 128, no. 8, pp.
1249–1252, 1998.

[15]

Y. Pewzner-Jung et al., “A critical role for ceramide synthase 2 in liver homeostasis:
I. alterations in lipid metabolic pathways,” J. Biol. Chem., vol. 285, no. 14, pp.
10902–10910, 2010.

[16]

J. T. Rodgers and P. Puigserver, “Fasting-dependent glucose and lipid metabolic
response through hepatic sirtuin 1,” Proc. Natl. Acad. Sci., vol. 104, no. 31, pp.
12861–12866, 2007.

[17]

L. Gurcel, L. Abrami, S. Girardin, J. Tschopp, and F. G. van der Goot, “Caspase-1
Activation of Lipid Metabolic Pathways in Response to Bacterial Pore-Forming
Toxins Promotes Cell Survival,” Cell, vol. 126, no. 6, pp. 1135–1145, 2006.

[18]

R. Caspi et al., “The MetaCyc database of metabolic pathways and enzymes and the

50

BioCyc collection of pathway/genome databases,” Nucleic Acids Res., vol. 38, no.
suppl_1, pp. D473–D479, Jan. 2010.
[19]

R. Caspi, T. Altman, R. Billington, and K. Dreher, “The MetaCyc Database of
metabolic pathways and enzymes and the BioCyc collection of Pathway/Genome
Databases -- Caspi et al. 36 (Supplement 1): D623 -- Nucleic Acids Research,”
Nucleic Acids Res., vol. 36, no. Database, pp. D623–D631, Dec. 2014.

[20]

H. Ogata, S. Goto, K. Sato, W. Fujibuchi, H. Bono, and M. Kanehisa, “KEGG:
Kyoto encyclopedia of genes and genomes,” Nucleic Acids Research, vol. 27, no. 1.
pp. 29–34, 1999.

[21]

D. S. Wishart et al., “HMDB: The human metabolome database,” Nucleic Acids
Res., vol. 35, no. SUPPL. 1, 2007.

[22]

M. Nishizawa, H. Takenaka, and Y. Hayashi, “Chemical Simulation of Polycyclic
Diterpenoid

Biosynthesis

Using

Mercury(II)

Triflate/N,N-Dimethylaniline

Complex: Mechanistic Aspects of a Biomimetic Olefin Cyclization,” J. Org. Chem.,
vol. 51, no. 6, pp. 806–813, 1986.
[23]

D. T. Gillespie, “Exact stochastic simulation of coupled chemical reactions,” J.
Phys. Chem., vol. 81, no. 25, pp. 2340–2361, 1977.

[24]

W. C. Swope, H. C. Andersen, P. H. Berens, and K. R. Wilson, “A computer
simulation method for the calculation of equilibrium constants for the formation of
physical clusters of molecules: Application to small water clusters,” J. Chem. Phys.,
vol. 76, no. 1, pp. 637–649, 1982.

[25]

R. Kopelman, “Fractal Reaction Kinetics,” Science (80-. )., vol. 241, no. 4873, pp.
1620–1626, 1988.

51

[26]

W. R. Smith and B. Triska, “The reaction ensemble method for the computer
simulation of chemical and phase equilibria. I. Theory and basic examples,” J.
Chem. Phys., vol. 100, no. 4, 1994.

[27]

D. B. Thomas and H. Amano, “A fully pipelined FPGA architecture for stochastic
simulation of chemical systems,” in 2013 23rd International Conference on Field
programmable Logic and Applications, 2013, pp. 1–7.

[28]

B. A. Barshop, R. F. Wrenn, and C. Frieden, “Analysis of numerical methods for
computer simulation of kinetic processes. Development of Kinsim, a flexible,
portable system,” Anal. Biochem., vol. 130, no. 1, pp. 134–145, 1983.

[29]

a E. Lutz, R. J. Kee, and J. a Miller, “A FORTRAN PROGRAM FOR
PREDICTING HOMOGENEOUS GAS PHASE CHEMICAL KINETICS WITH
SENSITIVITY ANALYSIS,” Sandia Natl. Lab. Rep., no. November, p. 31, 1997.

[30]

J. Robert, “Chemkin-II: A Fortran chemical kinetics package for the analysis of gasphase chemical kinetics,” Sandia Natl. Lab. Rep., no. September, p. SAND89-8009B, 1991.

[31]

P. A. Bash, L. L. Ho, A. D. Mackerell Jr, D. Levine, and P. Hallstrom, “Progress
toward chemical accuracy in the computer simulation of condensed phase
reactions,” Proc. Natl. Acad. Sci., vol. 93, no. 8, pp. 3698–3703, 1996.

[32]

P. A. Bash, M. J. Field, R. C. Davenport, G. A. Petsko, D. Ringe, and M. Karplus,
“Computer Simulation and Analysis of the Reaction Pathway of Triosephosphate
Isomerase,” Biochemistry, vol. 30, no. 24, pp. 5826–5832, 1991.

[33]

A. Warshel, “Computer Modeling of Chemical Reactions in Enzymes and
Solutions,” Wiley Interdisciplinary Reviews: Computational Molecular Science. p.

52

256, 1997.
[34]

H. Angerstein-Kozlowska, B. E. Conway, and J. Klinger, “Computer simulation of
the kinetic behaviour of surface reactions driven by a linear potential sweep. Part
III. Monolayer formation by a nucleation and growth mechanism,” J. Electroanal.
Chem., vol. 87, no. 3, pp. 301–320, 1978.

[35]

H. A. Kozlowska, B. E. Conway, and J. Klinger, “Computer simulation of the kinetic
behaviour of surface reactions driven by a linear potential sweep.\rPart I. Model 1Electron reaction with a single adsorbed species,” J. Electroanal. Chem., vol. 75,
no. 1, p. 45-, Jan. 1977.

[36]

H. Angerstein-Kozlowska, J. Klinger, and B. E. Conway, “Computer simulation of
the kinetic behaviour of surface reactions driven by a LSV,” J. Electroanal. Chem.,
vol. 75, pp. 45–60, 1977.

[37]

M. Garcia-Viloca, J. Gao, M. Karplus, and D. G. Truhlar, “How enzymes work:
analysis by modern rate theory and computer simulations.,” Science, vol. 303, no.
5655, pp. 186–95, 2004.

[38]

J. Ingham, I. J. Dunn, E. Heinzle, J. E. Přenosil, and J. B. Snape, Chemical
Engineering Dynamics: An Introduction to Modelling and Computer Simulation:
Third Edition. 2007.

[39]

J. J. Kelley et al., “MOST: A software environment for constraint-based metabolic
modeling and strain design,” Bioinformatics, vol. 31, no. 4, pp. 610–611, 2015.

[40]

Y. Moriya, M. Itoh, S. Okuda, A. C. Yoshizawa, and M. Kanehisa, “KAAS: An
automatic genome annotation and pathway reconstruction server,” Nucleic Acids
Res., vol. 35, no. SUPPL.2, 2007.

53

[41]

P. D. Karp, S. Paley, and P. Romero, “The Pathway Tools software,” Bioinformatics,
vol. 18, no. Suppl 1, pp. S225–S232, 2002.

[42]

M. DeJongh, K. Formsma, P. Boillot, J. Gould, M. Rycenga, and A. Best, “Toward
the automated generation of genome-scale metabolic networks in the SEED,” BMC
Bioinformatics, vol. 8, no. 1, p. 139, 2007.

[43]

C. J. Myers, “Engineering Genetic Circuits,” p. 306, 2009.

[44]

J. C. Bruno Vieira Resende e Silva, Milad Ghiasi Rad, “A Mobile-Based Diet
Monitoring System for Obesityanagement,” Under Rev. IEEE J. Biomed. Heal.
Informatics.

[45]

T. Reenskaug and J. O. Coplien, “The DCI Architecture : A New Vision of Object Oriented

Programming,”

Artima

Developer,

2009.

[Online].

Available:

http://www.artima.com/articles/dci_vision.html.
[46]

N. Rodriguez et al., “JSBML 1.0: Providing a smorgasbord of options to encode
systems biology models,” Bioinformatics, vol. 31, no. 20, pp. 3383–3386, Oct. 2015.

[47]

Iacuc, “A compendium of drugs used for laboratory animal anesthesia, analgesia,
tranquilization and restraint,” pp. 1–136.

[48]

M. Nič, “IUPAC Compendium of Chemical Terminology 2nd Edition (1997),”
IUPAC Compend. Chem. Terminol. Gold B., vol. 2, no. 1997, pp. 1997–1997, 1997.

[49]

K. F. Dyer, “The Quiet Revolution: A New Synthesis of Biological Knowledge,” J.
Biol. Educ., vol. 5, no. 1, pp. 15–24, 1971.

[50]

D. Wishart, D. Tzur, C. Knox, and et al, “Human Metabolome Database: Showing
metabocard for Phenylpyruvic acid (HMDB00205),” HMDB: the Human
Metabolome Database, 2005. .

54

[51]

E. Fehlberg, “Low-order classical Runge-Kutta formulas with stepsize control and
their application to some heat transfer problems,” NASA Tech. Rep., no. July, p. R315, 1969.

