Abstract. In this paper, we extend the original non-negative matrix factorization (NMF) to kernel NMF (KNMF). The advantages of KNMF over NMF are: 1) it could extract more useful features hidden in the original data through some kernel-induced nonlinear mappings; 2) it can deal with data where only relationships (similarities or dissimilarities) between objects are known; 3) it can process data with negative values by using some specific kernel functions (e.g. Gaussian). Thus, KNMF is more general than NMF. To further improve the performance of KNMF, we also propose the SpKNMF, which performs KNMF on sub-patterns of the original data. The effectiveness of the proposed algorithms is validated by extensive experiments on UCI datasets and the FERET face database.
Introduction
Many data analysis tasks in machine learning require a suitable representation of the data. Typically, a useful representation can make the latent structure in the data more explicit, and often reduces the dimensionality of the data so that further computational methods can be applied [6] . Non-negative matrix factorization (NMF) [7] [8] is a recent method for finding such representation. NMF imposes the non-negativity constraints in its bases and coefficients. Due to its part-based representation property, NMF and its variations have been applied to image classification [2] [5], face expression recognition [3] , face and object recognition [9] [10] [12] , document clustering [13] , etc.
However, NMF and many of its variants are essentially linear, and thus cannot disclose nonlinear structures hidden in the data. Besides, they can only deal with data with attribute values, while in many applications we do not know the detailed attribute values and only the relationships (similarities or dissimilarities) are available. NMF cannot be directly applied to such relational data. Furthermore, one requirement of NMF is that the values of data should be non-negative, while in many real-world problems the non-negative constraints can not be satisfied.
Non-negative Matrix Factorization
The key ingredient of NMF is the non-negativity constraints imposed on matrix factors. Assume that the observed data of the objects are represented as an n × m matrix V, each column of which contains n non-negative attribute values of one of the m objects. In order to represent the data or reduce the dimensionality, NMF finds two non-negative matrix factors W and H such that
Here the r columns of W are called NMF bases, and the columns of H are its combining coefficients. The dimensions of W and H are n × r and r × m , respectively. The rank r of the factorization is usually chosen such that (n+m)r<nm, and hence the dimensionality reduction is achieved.
To find an approximate factorization V ≈ W H, a cost function is needed to quantify the quality of the approximation. NMF uses the divergence measure as the objective function
NMF factorization is a solution to the following optimization problem: minimize ( || ) D V WH with respect to W and H, subject to the constraints W, H 0 ≥ , i.e.
all terms in the matrix are non-negative. In order to obtain W and H, a multiplicative update rule is given in [11] as follows 1 ( 
For the m objects, denote
Similar as NMF, KNMF finds two non-negative matrix factors W φ and H such that
Here, W φ is the bases in feature space and H is its combining coefficients, each column of which denotes now the dimension-reduced representation for the corresponding object. It is worth noting that since ( )
In what follows, we will derive a practical method to solve this problem. From Eq. (6), we obtain
Before further explaining the meaning of Eq. (8), we first give the definition of kernels. According to [15] , a kernel is a function in the input space and at the same time is the inner product in the feature space through the kernel-induced nonlinear mapping. More specifically, a kernel is defined as
Some commonly-used kernels in literature are [15] :
From Eq. (8), the left side of Eq. (7) can be rewritten as
From Eqs. (12) and (13), Eq. (7) changes to
Comparing Eq. (14) with Eq. (6), it can be found that the combining coefficient H is the same. Since W φ is the learned bases of ( )
, similarly we call Y in Eq. (14) as the bases of the kernel matrix K. Eq. (14) provides a practical way for obtaining the dimension-reduced representation H by performing NMF on kernels.
For a new data point, the dimension-reduced representation is computed as follows Eqs. (14) and (15) construct the key components of KNMF when used for classification. it is easy to see that, the computing of KNMF need not know the attribute values of objects, and only the kernel matrix K and K new are required. Note that some kernels (e.g. Gaussian) can be seen as similarity measures between objects. Thus, the classification problem which KNMF can deal with is formulated as:
Given m training objects, we do not know their detailed attribute values, but the pair wise relationship between them can be measured (recorded in K). Also, the attribute values of the test object is not known, but the relationship between it and the training objects can be computed (recorded in K new ). Then, classify the new object into one of the training objects given K and K new .
Obviously, KNMF is more general than NMF because the former can deal with not only attribute-value data but also relational data. Another advantage of KNMF is that it is applicable to data with negative values since the kernel matrix in KNMF is always non-negative for some specific kernels (e.g. Gaussian). 
Factorizing Eq. (18) using Eq. (14), we obtain the dimension-reduced representation H={h j } with dimension of r by mp, where r is the number of reduced dimensions. Then reassemble the matrix H into rp by m matrix R as { } { } 
Finally, Eqs. (19) and (22) can be used for classification. For example, if the nearest neighborhood classifier is adopted, then classify the new data point to the same class of i-th column vector of R with minimum distance from new R .
Experiments
In this section, we present a set of experiments to evaluate our proposed algorithms: KNMF and SpKNMF, compared with traditional NMF, on several UCI Machine Learning Repository datasets [1] and the FERET face database [11] . In our experiments Gaussian kernel is adopted and the kernel width is set to the standard vari- for classification. It is worthy noting that NMF, KNMF and SpKNMF are unsupervised dimensionality methods, and hence it is not comparable between them and some supervised dimensionality techniques or supervised classifiers.
UCI Data Sets
Four UCI datasets are used. No extra criterion is adopted for the selection of datasets except that the datasets should have relatively more dimensions and only numeric attributes without missing values are considered. Table 1 gives the statistics of them. For each dataset 10 independent runs are carried out and the results are averaged. At each run, half of the data are randomly picked for training, and the rest for testing.
For each data set, we test the accuracies of NMF, KNMF and SpKNMF under different dimensions. Fig. 1 depicts the accuracies of NMF, KNMF and SpKNMF under different dimensions. It can be found that on all these data sets, SpKNMF consistently outperforms KNMF and NMF no matter which dimension is considered. For Ionosphere and Glass, KNMF outperforms NMF greatly. While for Bupa and PID, the performances of KNMF and NMF are close, while KNMF is slightly better under bigger dimensions. Table 2 shows the accuracies averaged acrossthe dimensions shown in Fig. 1 . From Table 2 it can be found that SpKNMF and KNMF outperform NMF on average, and SpKNMF always achieves the beest performance (see the bold). 
FERET Face Database
In this experiment, a partial FERET face database containing 400 gray-level frontal view face images from 200 persons are used, each of which is cropped with the size of 60×60. There are 71 females and 129 males; each person has two images (fa and fb) with different facial expressions. The fa images are used as gallery for training while the fb images as probes for test. Fig. 2 shows the accuracies of the three algorithms under different feature dimensions on the partial FERET face database. From Fig2 it can be found that SpKNMF and KNMF consistently outperform NMF no matter how many dimensions are used. SpKNMF is slightly superior to KNMF on this database. The accuracies of NMF, KNMF and SpKNMF averaged across all the dimensions shown in Fig. 2 are 69 .23, 80.37 and 84.44, respectively. The performance of SpKNMF is still the best (the size of its reassembled matrix is 900x4). it is impressive that SpKNMF and KNMF achieve nearly 10% and 15% higher accuracies than NMF, respectively. 
Conclusions
In this paper, KNMF is developed. Compared with conventional NMF, KNMF can: 1) extract more useful features hide in the original data using some kernel-induced nonlinear mapping; 2) deal with relational data where only the relationships between objects are known; 3) process data with negative values by using some specific kernel functions (e.g. Gaussian). Thus, KNMF is more general than NMF. Furthermore, another algorithm SpKNMF is proposed to further improve the performance of KNMF by performing KNMF on sub-patterns of the original data. Experimental results on UCI datasets and the FERET face database validated the effectiveness of the proposed algorithms.
There are several issues for future research. First, as in other kernel-based methods, the selection of kernels and their parameters is crucial for the performances of KNMF and SpKNMF. In this paper, we only consider the Gaussian kernel and set the kernel width to the standard variance. We will investigate how to adaptively choose the kernels and parameters in the future. Also, choosing the appropriate size for the reassembled matrix in SpKNMF is also an interesting issue for future research. Moreover, comparing KNMF and SpKNMF with other dimensionality reduction methods, such as LDA and KFD, in particular, on their performances in classification, is left for future research.
