Abstract-Many everyday tasks performed by people, such as reaching, pointing or drawing, resolve redundant degrees of freedom in the arm in a similar way. In this paper we present a novel method for learning the strategy used to resolve redundancy by exploiting the variability in multiple observations of different tasks. We demonstrate the effectiveness of this method on three simulated plants: a toy example, a three link planar arm, and the KUKA lightweight arm.
I. INTRODUCTION
Humans arms are often redundant with respect to a particular task since the freedom in joint space is usually greater than that required for the task. For example, keeping the hand at a fixed location on a desk still allows the elbow to move through a range of motions. Humans often employ a single strategy to resolve joint redundancy for a range of tasks, for example, the position of the elbow is usually low down, close to the body in a variety of tasks such as pointing, pouring and wiping, as shown in Fig. 1 . In robotics, control of redundant manipulators is often decomposed into two orthogonal components using the well known pseudoinverse solution [10] , [9] , [15] , [11] . A task space component determines the control of joint angles required to achieve a task and a nullspace component determines how any redundancy with respect to the task is resolved. The latter is used to accomplish a secondary, lower priority task to complement the first, for example, for avoidance of joint limits [2] , singularities [17] or obstacles [9] . In principle, humans must also solve these problems in task-oriented behaviour, motivating research into methods that can do this decomposition from data. An important benefit to finding this decomposition is as follows.
If a robot has a similar morphology to a demonstrator, it is desirable to learn the nullspace component for transfer to the robot. For example, a humanoid robot has roughly the same degrees of freedom as a human. To facilitate interaction between it and humans, it should move in ways similar to humans with corresponding patterns of joints. This allows humans to predict the robot's movements more easily, making them more comfortable with the robot. In this case we wish to learn the redundancy resolution in such a way as to be able to transfer to the robot, and to generalise to a range of novel tasks.
Udwadia [16] describes the pseudo-inverse solution in terms of constraints. The task space component of a motion in the pseudo-inverse solution can be thought of as a constraint on the nullspace component. Much work has been done to exploit statistical regularities in constrained demonstrations in order to extract features relevant to the task (for example [4] , [5] , [1] , [6] ). Typically such work learns c.c.towell@sms.ed.ac.uk from demonstrations with fixed constraints. Howard [8] has pursued the alternative of learning unconstrained policies that are maximally consistent with observations under different constraints.
In this paper, we make use of the idea that the pseudoinverse solution to the inverse kinematics problem is a problem of constraints. We extend the approach in [8] to seek inconsistencies in the demonstrations of different tasks in order to learn the nullspace resolution. We demonstrate that this method clearly outperforms the standard form of direct policy learning and that it can then be successfully applied to novel tasks. 
II. PROBLEM DEFINITION
In this section, we characterise the approach of direct policy learning (DPL) [14] , [12] as applied to the problem of learning from observations under task constraints. The general form of DPL is as follows. If x ∈ R n and u ∈ R d represent states and actions respectively, we seek to learn the mapping
given paired observations of u(t) and x(t) in the form of trajectories. For example, in kinematic control the states and actions may be the joint positions and velocities, respectively. Alternatively, in dynamics control, the state may include joint positions and velocities, with torques as actions. Importantly, it is typically assumed that in demonstrations, the actions u of the policy π are directly observed [14] , [12] . In this paper, we wish to learn policies that describe how redundancy is resolved with respect to higher priority task constraints. Specifically, we assume that our observations contain different components of motion due to both the nullspace policy, and the task constraints. In such cases, standard approaches to DPL encounter several difficulties.
For example, consider the problem of learning the policy used to resolve redundancy in a pointing task, as shown in Fig. 2 . There, the task is to move the finger tip to a specific position (red target). The nullspace policy resolves the redundancy by attempting to move the joints to the most comfortable posture (here, a posture with joint angles near zero where the finger is slightly bent). Fig. 2(a) shows the movement in the absence of the task, and the corresponding vector field representation of this is shown in black in Fig. 2(c) . As can be observed, in the absence of the task constraints, each of the vectors point to the zero (central) position. On the other hand, Fig. 2(b) shows the the finger's movement to the target under the task constraints. The red arrows in Fig. 2(c) show the corresponding observed joint velocities, with the nullspace component shown in blue and the task space component shown in green. Clearly, directly applying DPL on the observed movements (red arrows) will give a poor approximation of the underlying policy (black) or the nullspace component (blue). Instead, we must consider the structure of the data in terms of the task constraints in order to inform learning in this setting.
A. Constraint Model
One way of thinking about the combination of task and nullspace policy in the above example is to think of the task as a constraint on the nullspace policy. This, unlike standard DPL, allows us to account for the fact that part of the policy is obscured by the constraint, and the remaining part will have some task component added to it. The dimension in which the policy is obscured is the same as that in which the task space component is added. Consider the set of consistent
with x ∈ R n and u ∈ R d . The general solution to this set of equations is
where A † denotes the unique Moore-Penrose pseudo-inverse of the matrix A and N(x)
is an arbitrary vector. For clarity, we will now drop the dependence on x and t.
In the case of kinematic control of the end-effector of a manipulator we can identify (1)-(2) with the well known pseudo-inverse solution to inverse kinematics control. The states are the joint angles x = q and the actions are the joint velocities u =q. b is a policy which outputs end-effector velocities and A is the Jacobian J relating joint velocities to end-effector velocities. For redundant manipulators, the nullspace of J is not empty and π can be used to control motion in the joint space without affecting the task-space motion. Policies π indexed by joint angles can be used to drive the joint configuration towards a comfortable position and are compatible with the human cost functions proposed in [3] .
If our observations of u and x are generated by (2) with the same policy π, then the general problem of constrained DPL is to recover this policy. In [8] , constraints of the form given by (1) are considered where b = 0. Here we consider the more complex case of non-zero b.
We will term the two parts of (2) the task space component ts u and the nullspace component ns u
As noted earlier, it would be useful to obtain this decomposition into the two components and even to obtain the nullspace policy π. This would allow us to model the redundancy resolution observed in a variety of tasks (such as in Fig. 1 ) or to apply the same strategy to a new task, defined in a different space.
For learning π, we assume that multiple training examples are available across a variety of tasks. The difficulty here is that, for any given observation, we do not know the exact form of the task, i.e., we may not know A, b or N. This is especially apparent in learning from human demonstrations where, for example, the exact end-effector Jacobian is unknown, and, even if it were, it is often not clear exactly which end-effector degrees of freedom are controlled as part of the task. For example, if you point at a far away target, the orientation of the hand is controlled such that it points towards the target. It is less clear whether the x, y, z position of the hand is part of the task or whether a comfortable position is chosen as part of the redundancy resolution.
In addition to this, the problem of learning π is also non-convex in two ways. The observed action u can appear differently under different tasks due to variations in b for the same π. Also, two nullspace components can appear differently under two different task spaces due to variation in the constraint matrix A for the same π. For DPL, this means that we cannot expect the mean of observations to give us the nullspace policy.
The problem is also degenerate in two ways. There may be multiple policies π that are projected by N to the same nullspace component and there may be multiple ways to decompose u into two orthogonal components depending on what the true task space consists of.
Despite these difficulties, we consider a class of problems where we are able to group observations as having been generated in a specific task space (having the same constraint matrix A). Such tasks may be those which require the x, y, z Cartesian position of the end-effector (for example drawing) or those which require control over orientation (for example pouring liquid from a cup) and, in a real world scenario, would be straightforward to label. If we make this assumption, although we may not know the nature of the constraint, and given sufficient variation in tasks, then we will show that a model of the nullspace policy π can still be learnt.
III. METHOD
Our method works on data that is given as tuples (x n , u n ) of observed states and constrained actions. We assume that all commands u are generated using the same underlying policy π(x) to resolve redundancy, which for a particular observation might have been constrained by task constraints, that is u n = A † n b n + N n π(x n ) for task space movement b n and constraint A n . We assume that the latter (A n and b n ) are not explicitly known for any given observation, but that observations may be grouped into K subsets of N data points 1 , each recorded under a different constraint (i.e., the kth data set contains observations under the kth task constraint A k (x)). Our goal is to reconstruct the nullspace policy π(x).
Given only x n and u n , one may be tempted to simply minimise the standard risk
which would correspond to the standard DPL approach. However, this would ignore the constraints and task space movements, and correspond to a naive averaging of commands from different circumstances.
Since we know that our data contains constraints, a second tempting possibility is to directly use constraint consistent learning (CCL) [7] . This estimates a policyπ(x) by minimising the inconsistency error [7] 
However, as discussed in Sec. II, constraint consistent learning relies on the assumption that b(x, t) = 0, i.e. that the task constraints are stationary. In our setting, the non-zero task space movement ts u(x, t), interferes with learning, resulting in poor performance.
Instead, our proposal is to use a new two-step approach to learning. In the first step, we use the K data subsets to learn a set of intermediate policies
The latter should capture the nullspace component of motion ns u(x, t) under each of the K task constraints A k (x), while eliminating as far as possible the task space component ts u(x, t). Having learnt these intermediate models, we can then combine our observations into a single model that captures the policy used for redundancy resolution across tasks. For learning the latter, we propose to bootstrap CCL on the predictions from the intermediate policies, in order to estimate the true underlying policy π(x). A schematic of the approach is illustrated in Fig. 3 .
Step 1: Learning the Nullspace Component In this step, we process each of the K data subsets to learn a set of intermediate policies
that capture the nullspace component of motion ns u(x). In other words, for the kth data subset, we seek a policy that minimises
where ns u k,n is the true nullspace component of the nth data point in the kth data subset. Note that, by assumption, we do not have access to samples ns u k,n , so we cannot directly optimise (6) .
Instead, we seek to eliminate the components of motion that are due to the task constraints, and learn a model that is consistent with the observations. The key to our approach, is to use a projection to do that elimination, that is, we seek a projection P for which
One such projection is the matrix N(x) since, by definition, its image space (or any subspace of this) is orthogonal to the task (ref. Fig. 3(a) ). However, this is also not possible since N(x) is also unavailable by assumption. A second possibility would be to replace P, with a projection onto the true nullspace component ns u, i.e., defining P ≡ ns u ns u T / ns u 2 = ns P. Since ns u is, by definition, orthogonal to ts u, this would effectively eliminate any task space components in the observed data (as can be seen, for example, in the projections of u 1 , u 2 onto ns u 1 in Fig. 3(b) ). However, since samples of ns u are also not directly available, such an approach is also not possible with the data assumed given.
However, motivated by this observation, we can instead make an approximation of the required projection. Our proposal is to replace P, with a projection based on an estimate of the nullspace component, and proceed to iteratively refine that estimate in order to optimise consistency with the observations. For this, we propose to minimise the error function
Here, u k,n is the nth data point in the kth data subset, and we defined nsπ k,n = nsπ k (x n ). Minimising (8) corresponds to minimising the difference between the current model of the nullspace movement, nsπ k (x), and the observations projected onto that model. An illustration is shown in Fig. 3(b) -(c).
Effectively, in (8) we approximate N(x) with a projection onto a 1-D space in which, if our current estimate of nsπ k (x) is accurate, the true nullspace component ns u n lies. At this point we note that the quality of this approximation will, in general, depend on our on how well the current estimate nsπ k (x) captures the true underlying policy. Since we pursue an iterative approach, this means that the initialisation of model parameters has a significant effect on the accuracy of our final estimate. In practice, in the absence of any prior information about the policy, we can draw several random sets of parameters for initialisation, run the optimisation, and select the model that best minimises (8) . A second point to note is that by framing our learning problem as a risk minimisation task, we can apply standard regularisation techniques such as adding suitable penalty terms to prevent over-fitting due to noise.
The proposed risk functional can be used in conjunction with many regression techniques. However, for the experiments in this paper, we restrict ourselves to two classes of function approximator for learning the nullspace component of the observations. These are (i) simple parametric models with fixed basis functions (Sec. III-A), and (ii) locally linear models (Sec. III-B). In the following we briefly outline how these models can be trained using the proposed approach.
A. Parametric Policy Models
A convenient model for capturing the nullspace component of the kth data subset is given by
d×M is a matrix of weights, and
is a vector of fixed basis functions. This notably includes the case of (globally) linear models where we set b k (x) =x = (x T , 1) T , or the case of normalised radial basis functions
For the kth data subset, with this model, the error (8) becomes
where we defined b k,n = b k (x n ). Due to the 4th-order dependence on W k , this is a non-linear least squares problem which cannot easily be solved for W k in closed form.
However, in order to find the optimal weights
we can apply fast numerical optimization techniques suited to solving such problems. In our experiments, we use the efficient Levenberg-Marquardt (LM) algorithm to optimise the parameters based on (9).
B. Locally Linear Policy Models
The parametric models of the previous section quickly encounter difficulties as the dimensionality of the input space increases. As an alternative, we can use local learning techniques. For this, we fit multiple locally weighted linear models
T to the kth data subset, learning each local model independently [13] .
For a linear model centred at c m with an isotropic Gaussian receptive field with variance σ 2 , we would minimise
where
2 ) weight the importance of each observation (x n , u n ), giving more weight to nearby samples. The optimal slopes
are retrieved with a non-linear least squares optimiser. Similar to the parametric approach, in our experiments we use the LM algorithm for this. Finally, for the global prediction of the nullspace policy, we combine the local linear models using the convex combination Step 2: Learning the Underlying Policy Applying the approach described in the previous sections to each of the K data subsets, we are then left with a set of intermediate models nsπ k (x) that approximate the nullspace component of motion for tasks performed in the K different task spaces. Our task now is to combine these intermediate models This is relatively straightforward using CCL [7] . Specifically, we make predictions from the intermediate models to form a concatenated data set {x n , nsπ k,n } N n=1 for k = 1, . . . , K, where nsπ k,n ≡ nsπ k (x n ). We then directly apply CCL on this data by seeking a policy estimate that minimises the objective function
As described in [7] , a closed-form solution to this optimisation exists for both parametric and local linear policy models, making this final step highly efficient. The outcome is a policy model that is consistent with each of the intermediate Output predictions for ns u k,n using learnt policy. 5: end for 6: Combine predictions into a single dataset. 7: Use CCL [7] to learn the underlying nullspace policy π. models (ref. Fig. 3(d) ), and can be used to make predictions about redundancy resolution, even under task constraints that are previously unseen in the data. The whole process is summarised in Algorithm 1.
IV. EXPERIMENTS To demonstrate the performance of the algorithm, we applied it to scenarios on three simulated plants. Firstly an artificial toy two-dimensional system, then a planar three link arm and finally a higher dimensional 7-DOF Kuka lightweight arm. Data was generated by numerically integrating (2).
A. Toy Example
The goal of the first set of experiments was to demonstrate the principles involved in our approach, and characterise its performance for learning polices of varying complexity, under different noise conditions and with varying amounts of data.
For this, we set up a simple toy system consisting of a linear attractor policy
with states x ∈ R 2 and actions u ∈ R 2 representing position and velocities, respectively. The policy has a single attractor point which we set to x 0 = 0, and the scaling factor was set to β = 0.1. Policies such as (14) are commonly used for joint limit avoidance in many inverse kinematics control schemes [2] .
The policy (14) was subject to 1-D task constraints of the form A =α
so that for any given choice of A, the task space is defined as the direction parallel to the normalised vectorα (for example, ifα = (1, 0) T , then the task space consists of the first dimension of the state-space).
To simulate the effect of observing multiple tasks in different spaces, we collected data in which, for each demonstration, a randomly generated task space policy acted in a random subspace of the system. Specifically, for each trajectory, the elements of α were chosen from the uniform distribution α i ∼ U [0, 1]. Using this as the task space, movements were then generated with a linear attractor policy
Here, r denotes the current position in task space, r * denotes the task space target and we chose β ts = 0.1. For each trajectory the task space target was drawn uniform randomly, i.e., r * ∼ U [−2, 2]. The task, therefore, is to move with fixed velocity to the target point r * along the direction given bŷ α.
Under this set up, we collected data under K = 2 different task constraints, where, for each constraint, we collected 40 trajectories from random start states, each of length 40 steps (in total N = 1600 data points per task constraint), reserving 10% of the total data set as unseen test data.
For the learning, we used a parametric policy representation (see Sec. III-A) consisting of 6×6 grid of Gaussian radial basis functions arranged around the maximum extents of the data. The widths σ 2 were fixed to give suitable overlap between basis functions. For comparison, we also tried learning with the direct regression approach, whereby we directly trained on the raw observations u by minimising (4), using the same parametric policy model. We repeated this experiment for 50 data sets and evaluated (i) the normalised mean-squared error (nMSE) in the estimation of the nullspace component of the data E ns , (ii) the normalised error according to the proposed objective function E 1 , (iii) the normalised constrained policy error (nCPE), and (iv) the normalised unconstrained policy error (nUPE) [7] on the test data. The latter two measure the difference between the estimated policyπ and that of the true underlying policy π either when subject to the same constraints as in the data, or when fully unconstrained [7] , and as such, give an estimate as to how well the policy will generalise to new, unseen constraints. We also repeated the experiment for two additional nullspace policies with differing functional forms, namely, 1) a sinusoidal policy: π(x) = ∇ x φ(x) where φ(x) = −β sin(x 1 ) cos(x 2 ) and β = 0.1; 2) a limit cycle policy:ṙ = r(ρ 2 − r 2 ),θ = ω with radius ρ 2 = 2, angular velocity ω = −2 rad s −1 , where x 1 = βr cos θ, x 2 = βr sin θ and β = 0.01. Tables I & II show the results averaged over 50 trials for each experiment.
The scores of E ns in Table I tell us that the estimation of the nullspace component ns u using the proposed approach is orders of magnitude better than using the naive method, a fact confirmed the corresponding low scores for E 1 . Looking at Table II we see that this also translates to low error in estimating the underlying underlying policy π, as evinced by the very low values for the nUPE and nCPE. (again, orders of magnitude lower in error compared to the direct regression approach).
Comparing the figures for the three different policy types, we also see that increasing complexity of the policy results in a harder learning problem: compare the error figures for the linear policy to those of the of the limit cycle and sinusoidal policies.
Finally, we note that in all cases the nCPE was at least one order of magnitude better for the policies learnt with the proposed method as compared to those learnt with direct regression. This supports the view that, even if we cannot exactly reconstruct the original nullspace policy, we can at least obtain a single policy which matches the nullspace component under the observed constraints.
To further characterise the performance, we also looked at the effect of varying levels of noise and amounts of training . Top: Normalised UPE, CPE and Ens for increasing noise levels in the observed xn and un for the limit cycle nullspace policy. Bottom: Normalised UPE, CPE and Ens versus data set size as the number of training trajectories increases.
data for the limit cycle policy. Fig. 4(top) shows how the nUPE, nCPE and normalised nullspace error E ns error vary with increasing levels of noise in the observed state x n and commands u n , up to 20% of the scale of the data. Fig. 4 (bottom) shows how these errors vary with different numbers of input trajectories. As can be seen, our method shows a gradual decrease is error as the amount of data increases and an increase in the error as noise increases.
B. Three Link Arm
The goal of our next set of experiments was to evaluate the efficacy of the method on a more realistic problem, and test our ability to generalise across different tasks defined in different spaces. For this, we chose to investigate a scenario in which we wish to learn the redundancy resolution for a kinematically controlled planar three link arm. The set up was as follows: The state and action spaces of the arm were described by the joint angles x = q ∈ R 3 and velocities u =q ∈ R 3 , respectively. For ease of comparison with the toy example, we used the same linear policy (14) for redundancy resolution, this time with β = 1 and with attractor point x 0 = (10
T . This point was chosen as a safe, default posture, away from singularities and joint limits.
Under this redundancy resolution regime, we collected data from the arm as it performed different tasks in several task spaces. Specifically, tasks were defined in (i) the 2-D space describing the Cartesian position of the end-effector (i.e., r = (x, y) T ); (ii) the space defined by the x-coordinate and orientation of the end-effector (i.e., r = (x, θ) T ), and; (iii) the space defined by the y-coordinate and end-effector orientation (i.e., r = (y, θ) T ). Within each of these spaces the arm was controlled to randomly perform different tasks. Specifically, in each space the arm followed a linear policy (16) (this time with β = 1) to track to randomly selected targets. The latter were drawn uniformly for each trajectory from x
. These values were chosen to limit the arm to approximately the top half of the workspace with y > 0. Only targets with a valid inverse kinematics solution were considered.
For each task space, 40 trajectories each of length 40 steps were generated at a sampling rate of 50Hz. The start states for each trajectory were drawn from the uniform distribution
Of the total data, 10% was reserved as unseen test data.
For the learning, we used parametric models (see Sec. III-A) consisting of 100 Gaussian RBFs with centres chosen according to k-means and with widths taken as the mean of the distances between centres. We trained the same parametric model (i) with the proposed approach, and, for comparison; (ii) with direct regression on the raw observations u. We repeated this experiment for 50 trials, and evaluated the normalised error in terms of the four metrics: (6), (8) , the UPE, and the CPE. Table III shows the results for step 1 and Table IV shows the results for the whole process. Table III shows that we can learn a very good approximation of the nullspace component ns u and that minimizing E 1 again tends to minimize E ns . Table IV shows we can learn the nullspace policy far better than the direct method and obtain a reasonable estimate of π. The very low nCPE again demonstrates that if the same constraints as those observed are applied to our single learnt policy, then the output closely matches the constrained true nullspace policy. target. The true nullspace policy and the policy learnt using the naive direct method are shown as a comparison. It can be seen that the novel method follows the true joint trajectories extremely well. The direct method, although forced to finish at the correct task space target, ends up with quite different joint angles.
In Fig. 5 (c) and 5(d), the task space is one that has not been seen in the training data. It is to control the orientation of the end effector only in order to move to an angle of 45
• . The learnt nullspace policy generalises well, matching the true joint trajectories closely -resolving the redundancy in the correct way. The direct method again arrives at a quite different set of joint angles. Table V shows the nCPE when the learnt policies are constrained by unseen task spaces i.e. how well we can predict ns u under the indicated constraints. The low score shows that as in Fig. 5 (c) and 5(d), the learnt nullspace policy can be expected to generalise well to new task spaces.
C. Kuka Lightweight Arm
The goal of our final set of experiments was to characterise how well the algorithm scales to higher dimensional problems, with more complex, realistic constraints. For this, we used a kinematic simulation of the 7-DOF Kuka lightweight robot (LWR-III) Fig. 6 .
The experimental procedure was as follows. We generated a random initial posture by drawing 7 joint angles uniformly around a default start posture q 0 in the range of ±0.4 rad, that is q i ∼ q 0,i + U [−0.4; 0.4] rad. We then selected 4 different spaces in which different tasks were performed, denoted here as (x, y, z), (x, y, θ x ), (x, z, θ x ), and (y, z, θ x ). Here, the letters denote which end-effector coordinates were controlled as the task space, that is, (x, y, z) means the task was defined in end-effector position coordinates, but ignored the orientation. Similarly, (x, y, θ x ) means the task was defined in the x-and y-coordinates and the orientation around the x-axis, while leaving the z-position and orientation around the y-and z-axes unconstrained.
Within these different spaces, we then set up a closed loop inverse kinematics policy for tracking to a variety of targets at different speeds. Specifically, we used the linear attractor policy (16) ] (where θ z,0 is the z-angle of the end-effector at joint position q 0 ). To increase the variation in the task-directed movements we also varied the speed of task space movement by drawing the scaling parameter from β ts ∼ U [0, .04]. Depending on which of the 4 spaces is used, this policy corresponds to qualitatively different task-oriented behaviours. For example, in the (x, y, z) task space (i.e., endeffector positions) the behaviour is similar to reaching to a target. In the (x, y, θ x ) space, the behaviour is more like a pouring behaviour (tracking to a desired orientation at a point in the horizontal plane).
For resolving redundancy, we used a non-linear joint limit avoidance type policy as π(x) = −α∇Φ(x), with the potential given by Φ(x) = 7 i=1 |x i | p for p = 1.5 and p = 1.8. We then generated 250 trajectories with 40 points each, following the combined task and nullspace policies for the 4 different task constraints.
For learning in the 7-D state space, we selected locally linear models as described in Sec. III-B, where we used receptive fields of fixed width (σ 2 = .25) and placed the centres {c m } of the local models such that every training sample (x n , u n ) was weighted within at least one receptive field with w m (x n ) ≥ 0.7. On average, this yielded between 30-60 local models. For all constraint types (task spaces), we estimated the policy from a training subset, and evaluated it on test data from the same constraint. The results are enumerated in Tables VI & VII. Looking at Table VI we see that in all cases the proposed approach performed better than direct regression for learning the nullspace component of motion ns u. Comparing errors for the different policies, we see that the learning problem became increasingly harder for the more non-linear policies (p = 1.8 and p = 1.5). We also note that the performance was also affected by the different constraint types (with the (x, y, θ x ) and (x, z, θ x ) task spaces presenting the harder learning problems). These trends are reflected in terms of the performance of Step 2 (ref . Table VII) , however, we note that in all cases the proposed approach achieved lower nUPE that the direct approach, indicating that policies learnt with this approach have better generalisation across different task constraints.
V. CONCLUSION In this work, we introduced a novel technique for learning redundancy resolution (nullspace) policies from demonstrations. We assume that demonstrations are generated with a consistent redundancy resolution strategy and that this acts within the nullspace of the task. Importantly, no knowledge of the task space or task policy is required. In experiments with three simulated plants, we demonstrated that our method learns better nullspace policy estimates compared to standard DPL on the raw observations. A key benefit is that the single learnt nullspace policy can be used to resolve redundancy with any tasks in the observed task spaces, and will often generalise to new task spaces.
In future work we aim to demonstrate the method on human data where no ground truth nullspace policy is known. Currently we learn velocity based nullspace policies. Exactly the same framework can be used for acceleration and force based policies. We aim to examine performance in this case. We also aim to investigate an alternative benefit of learning the nullspace decomposition whereby the nullspace component is removed from observations in order to learn policies for the task space component.
