This paper is concerned with the development of a new method for the design of energy transfer filters (ETFs). ETFs are a new class of non-linear filters recently proposed by the authors, which employ non-linear effects to transfer signal energy from one frequency band to a different frequency location. The new method uses the powerful orthogonal least squares (OLS) algorithm to solve the least squares problem associated with the design and compared with previous methods achieves much better filtering performance.
Introduction
Filtering is an operation which is concerned with processing a signal so that a new signal with improved characteristics can be produced. Conventional linear filter design is based on the principle that signal energy in unwanted frequency bands is attenuated. The traditional lowpass and bandpass filters such as Butterworth filters, Chebyshev filters, etc. (Zelniker and Taylor 1994) are examples of conventional designs, and are widely used in electrical and electronic, communication and control engineering areas.
There have been many studies which include the term non-linear filter in the title. However the majority of these investigations relate to designing low order Volterra series models that minimize a cost function or which implement channel equalization or other similar time domain objectives (Mathews 1991 , Sicuranza 1992 , Zelniker and Taylor 1994 , Heredia and Arce 2000 . There appears to have been very few, if any, attempts to design non-linear filters based on frequency domain objectives.
Recently, a new filtering concept known as energy transfer filtering has been proposed and an algorithm for the design of a class of energy transfer filters (ETFs) has been developed (Billings and Lang 2002) . Energy transfer filtering is based on the principle that signal energy in one frequency band can be moved or transferred to other frequency locations by exploiting the properties of non-linear dynamic effects.
It is well known that, in contrast to the case of linear systems where the possible output frequencies are exactly the same as the frequencies of the input, the possible output frequencies of non-linear systems are much richer than the frequencies of the input. Consequently, a desired frequency domain energy transfer effect can be realized by a proper design of a non-linear system. This non-linear system is referred to as the energy transfer filter (ETF) by Billings and Lang (2002) . By using an ETF, signal energy can be moved or transferred to higher frequencies or lower frequencies, or it can be focused around one frequency location. There are many design possibilities, and subject to realizability constraints, these general principles can be applied in many areas to provide extra degrees of freedom and additional benefits to filter design. Currently a series of research studies are underway at Sheffield to investigate the application of the principles of energy transfer filters in different engineering areas. It is important to clarify the difference between ETF and the well known concept of modulation. Modulation basically involves two input signals, which are transmitted and carrier signals; and a modulation device can be regarded as a two input and one output ETF filter.
In Billings and Lang (2002) , the design of energy transfer filters, which can be described by the NARX (Nonlinear AutoRegressive with eXogenous input) model with input non-linearities, was investigated. The algorithm proposed for the design consists of three steps and was successfully applied to the design of many energy transfer filters dealing with both one and two input signals. However, as pointed out in the original paper on the study of ETF designs, there is a upper limit to the maximum lag K u for the input in the NARX model. If K u has reached that realistic limit, but the performance of the designed ETF is still not satisfactory, the design has to stop without a stationary solution. Consequently, an improved design procedure is needed to overcome this problem.
Motivated by the requirement to improve the original ETF design approach in Billings and Lang (2002) , in the present study, a new algorithm is proposed for the design of ETF filters. The new method uses the orthogonal least squares (OLS) (Billings et al. 1989a, Wang and Cluett 1996) approach to determine both an optimal structure and the parameters of the non-linear part of a NARX model for the design. This novel idea circumvents the difficulties using the original design approach. Compared with the previous designs, energy transfer filters designed using the new approach can not only have significantly improved performance but also considerably reduced complexity. This could make the designs easier to implement using DSP chips, dedicated processors, or in electronic circuits and communication systems for signal processing purposes.
Energy transfer filters

The concept
In conventional linear filtering unwanted energy is attenuated, whereas in energy transfer filters the unwanted energy is moved or transferred to new frequency locations which can be different from the frequency range of the input. This is achieved by exploiting the frequency domain properties of nonlinear dynamic systems where the possible output frequencies are normally richer than the frequencies of the corresponding input.
Consider as an example the case of the generation of harmonics and intermodulations in non-linear systems. When a non-linear system is subject to a sinusoidal input of frequency !, the input could contain frequencies at the harmonics !, 2!, 3!. Some of the input signal energy is therefore moved by the system to the second, third, and higher order harmonics. When the frequency components of the input are ! 1 , ! 2 , ! 3 , the output frequencies of the non-linear system could include the original input frequencies ! 1 , ! 2 , ! 3 ; harmonics 2! 1 , 2! 2 , 2! 3 ; intermodulation frequencies: ! 1 À ! 2 , ! 3 À ! 2 , ! 1 À ! 3 and many others. Consequently, a more complicated frequency domain energy transfer phenomenon could be observed. The basic idea of energy transfer filters is to exploit these well known non-linear effects to achieve a desired frequency domain energy transfer via an appropriate design of a non-linear dynamic system in the frequency domain.
Energy transfer filters of a NARX model with input non-linearity
The NARX model with input non-linearity is a specific case of the NARMAX model Billings 1989, Pearson 1999 ) and is given by
where y(k) and u(k) are the output and input of the model at discrete time k, c 0n ðl 1 , . . . , l n Þ and c 10 (l 1 ) are the model coefficients, K nu , n ¼ 1, . . . , N, and K y are the maximum lags with respect to the model input and output respectively. Under certain conditions, the NARX model with input non-linearity (1) is an equivalent description to the well-known discrete possibly infinite Volterra systems of the form (Kotsios 1997) yðkÞ
Compared with a truncated Volterra series approximation to equation (2), the advantage of the model (1) is obvious. First, stability can be checked, due to the existence of a number of useful theorems (De Nicolac et al. 1997 , Dzielinski 1999 , which is very important in filter design. Second, the finite expression equation (1) can easily be transformed to a linear-in-the-parameters form. More specifically, model (1) can be written in the form
where N 0 and N are the minimum and maximum order of system non-linearity respectively, and " c 0n ðl 1 , . . . , l n Þ ¼ ðl 1 , . . . , l n Þ c 0n ðl 1 , . . . , l n Þ, ð4Þ
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The summation in equation (5) is over all distinct permutations of the indices l 1 , . . . , l n , ðl 1 , . . . , l n Þ represents the number of such permutations and is given by
where r is the number of distinct values in a specific set of (l 1 , . . . , l n ), k 1 , . . . , k r denote the number of times these values appear in (l 1 , . . . , l n ). Generally speaking, the design of an energy transfer filter based on a NARX model with input non-linearity involves determining the structure parameters N 0 , N, K y , K nu and the coefficients c 10 (l 1 ), l 1 ¼ 1, . . . , K y , " c 0n ðl 1 , . . . , l n Þ, l 1 ¼ 1, . . . , K nu , . . . , l n ¼ l nÀ1 , . . . , K nu in equation (3) to achieve a desired frequency domain energy transfer effect for one or several given specific input signals. In Billings and Lang (2002) , an algorithm was developed for the ETF design and the effectiveness of the algorithm was demonstrated by several simulation examples, where both one and two input signal situations were considered. This original algorithm is the basis of the research studies presented in this paper.
The original design algorithm
Given a specified input, the relationship between the output spectrum of the ETF model (3) and the spectrum of the input can be written as (Lang and Billings 1996) 
where Gð j!Þ ¼ 1
Based on equation (7) and other theoretical results about the output frequency characteristics of non-linear systems (Lang and Billings 1997) , the ETF design algorithm was proposed by Billings and Lang (2002) . The algorithm consists of three steps and can be summarized as follows.
Step 1: Determination of N 0 and N. Given the frequency band (a, b) of the input signal to process and the desired output frequency band (c, d), N 0 is determined by evaluating the output frequency range f Y n according to (Lang and Billings 1997) 
is an operand to take the integer part:
n such that at least part of the desired output frequency band (c, d) falls into f Y n . The value N 0 is then taken as
Step 2: Determination of the parameters in the nonlinear part of the model (3) for a priori given maximum lags K nu , n ¼ N 0 , . . . , N. Given the desired output spectrum Y # (j!), the parameters " c 0n ðl 1 , . . . , l n Þ,
to make the right-hand side of the equations approach the desired output spectrum as closely as possible. In the equation, M is an a priori given integer and !(p) 2 (c, d),
This is achieved in the algorithm by using a least squares routine to solve the group equations where
is the Fourier transform of the time series u(kÀl 1 )u(kÀl 2 ) Á Á Á u(kÀl n ), which can be readily evaluated from the given input.
Step 3: Determination of the parameters in the linear part of the model (3). Denote the results obtained in Step 2 aŝ
This step is to determine a stable linear filter with frequency response function G 1 (j!) to minimize the criterion
where
and then design a traditional bandpass filter with frequency response function G 2 (j!) to remove any unwanted residual frequency components in G 1 ð j!Þ "
Yð j!Þ which are outside the output frequency band (c, d) to make G 1 ð j!ÞG 2 ð j!Þ "
Yð j!Þ approach Y # (j!) as required by the design. Consequently the linear part of the ETF model (3) is determined as
In this algorithm K nu , n ¼ N 0 , . . . , N are important structure parameters to be given a priori and these were all taken as K u in Billings and Lang (2002) for simplicity. To achieve a final design, the original algorithm uses an iterative approach to find an appropriate value for K u . For example, K u can initially be set as K u ¼ 1, the design using this K u is completed and the performance of the resulting filter is checked to see if this is satisfactory or not. If the result is satisfactory, then the design is finished. Otherwise, take K u ¼ 2 and repeat the procedure. This process can be continued with K u ¼ 3, 4, . . . , until a satisfactory result is achieved. However, as indicated by Billings and Lang (2002) , for a given M, the maximum value of K u which can be taken for the design is limited by the inequality
If the value of K u is close to the upper limit but the performance of the filter is still not satisfactory, the design has to stop without a satisfactory solution. Therefore, an improved design method needs to be developed to overcome these problems with the original design algorithm. This requirement is the motivation of the development of a new method for the design of energy transfer filters in the present study.
The new design approach
It can be observed that the problem with the original ETF design algorithm in x 2.3 is caused by the conventional least squares solution to equation (10) where K nu ¼ K u is increased to a limit such that the number of the parameters n p
become close to the number of the equations which is 2M. Given a particular K nu ¼ K u , equation (10) actually uses a linear combination of all the terms q l 1 ,..., l n ð j!Þ, l 1 ¼ 1, . . . , K u , . . . , l n ¼ l nÀ1 , . . . , K u ; n ¼ N 0 , . . . , N to approximate the desired output spectrum Y # (j!) over the frequency set {!(1), . . . , !(M)}. However, some of these terms may not be needed and some other terms which are not covered by these terms such as the terms the form of g " l 1 ,..., " l n ð j!Þ, " l 1 > K u , . . . , " l n > K u , n ¼ N 0 , . . . , N may provide significant contributions if included. The second step of the original algorithm takes the effects of all terms into account with K u up to a limit, and can neither avoid any unnecessary terms within these choices nor include terms which are outside these choices but can provide significant contribution to the desired output spectrum. Consequently, when terms like g " l 1 ,..., " l n ð j!Þ, " l 1 > K Ã u , . . . , " l n > K Ã u , n ¼ N 0 , . . . , N are needed to achieve a desired approximation for Y # (j!), where K Ã u happens to be the limit of K u , the original algorithm often fails to produce a desired design. In order to circumvent this problem, the use of the powerful orthogonal least squares method is proposed in the present study to solve the least squares problem defined by (10) so as to improve the design results at the second step of the original algorithm. This is the basic idea of the new ETF design approach.
The orthogonal least squares algorithm
Consider a linear regression model, that is linear-inthe-parameters
where z(k) represents the kth measurement, " N is the data length, m is the number of regressors, i ðkÞ and i , i ¼ 1, . . . , m denote the regressors and parameters respectively, and e(k) is the modelling error, assumed to be a zero mean white noise sequence.
When using the orthogonal least squares algorithm (Billings et al. 1989a, b) , the parameters i are estimated by transforming model (17) to an equivalent auxiliary model
Then the parameters g i , i ¼ 1, . . . , m of the auxiliary model (18) can be readily obtained aŝ
Finally, the original model parameters can be calculated fromĝ i according to m ¼ĝ m ð23Þ
Considering ð1= " NÞAE " N k¼1 w i ðkÞw j ðkÞ ¼ 0, i 6 ¼ j , multiplying equation (18) by itself and taking an average over the data records gives
Equation (25) shows that the reduction in the mean squared error by including the ith term, g i w i (k), in the auxiliary model of equation (18) is g 2 i ð1= " NÞAE " N k¼1 w 2 i ðkÞ: Expressing this as a fraction of the total model output energy yields the error reduction ratio (ERR) for the ith term as
The ERR values can be computed together with the parameter estimates to indicate the significance of each candidate term in the auxiliary model so as to determine the structure and associated parameters of the original model, the corresponding procedure is summarized as follows:
(i) Consider all regressors i ðkÞ, i ¼ 1, 2, . . . , m as possible candidates for w 1 (k), calculating
ERR ðiÞ 1 ¼ĝ ðiÞ 1
find the maximum of ERR ðiÞ 1 , such that ERR ð jÞ 1 ¼ maxfERR ðiÞ 1 , 1 i mg. Then the first term selected should be the jth term. i.e. j ðkÞ, and therefore define w 1 ðkÞ ¼ j ðkÞ: 
find the maximum of ERR ðiÞ 2 , such that ERR ðlÞ 2 ¼ maxfERR ðiÞ 2 , 1 i m, i 6 ¼ jg: Then the second term selected should be the ith term, i.e. l ðkÞ, and therefore define w 2 ðkÞ ¼ l ðkÞ À ðlÞ 12 w 1 ðkÞ: (iii) Continue the process, the term with the maximum error reduction ratio is selected and the corresponding w i (k) is produced. (iv) Step (iii) continues until the summation of the error reduction ratios of the selected terms AEERR i is larger than a required approximation accuracy or close to 100%.
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The OLS algorithm allows the selection of possible regressors from the m candidates i ðkÞ, i ¼ 1, . . . , m and the determination of the coefficients associated with the selected terms to be implemented at the same time.
Consequently, an effective regression model with the regressors which really have considerable contribution to the model output can be obtained.
The new method
The new ETF design method also consists of three steps. The first and the last step are the same as steps 1 and 3 in the original algorithm as described in x 2.3. In the second step, however, the OLS replaces the conventional least squares algorithm to solve equation (10) for the filter parameters " c 0n ðl 1 , . . . , l n Þ, l 1 ¼ 1, . . . , K u , . . . , l n ¼ l nÀ1 , . . . , K u ; n ¼ N 0 , . . . , N: In the application of the OLS method, z(k) and i ðkÞ in the linear regression model (17) takes the specific form
where " N ¼ 2M:
where n p is the number of parameters defined in (16), and g ðiÞ l 1 ,..., l n ð j!ðkÞÞ is the ith of the n p terms of g l 1 ,..., l n ð j!ðkÞÞ, l 1 ¼ 1, . . . , K u , . . . , l n ¼ l nÀ1 , . . . , K u ; n ¼ N 0 , . . . , N arranged in an arbitrary order. i is " c ðiÞ 0n ðl 1 , . . . , l n Þ, which is the ith of the n p filter parameters " c 0n ðl 1 , . . . , l n Þ, l 1 ¼ 1, . . . , K u , . . . , l n ¼ l nÀ1 , . . . , K u ; n ¼N 0 , . . . , N arranged in the same order as g ðiÞ l 1 ,..., l n ð j!ðkÞÞ, i ¼ 1, . . . , n p . Because of the capability of the OLS algorithm to determine both the most significant regressors and associated parameters from all the possible candidates, the lag K u in the design can be selected to be large enough to cover the maximum lags needed. OLS normally only selects a relatively small number of terms from all the candidate regressors which make a significant contribution to the desired output spectrum Y # ( j!) over the M discrete frequency points f!ð1Þ, . . . , !ðMÞg. As a result, only a subset of the n p regressors g l 1 ,..., l n ð j!ðkÞÞ, l 1 ¼ 1, . . . , K u , . . . , l n ¼ l nÀ1 , . . . , K u ; n ¼ N 0 , . . . , N may finally be selected. These selected regressors may include some terms associated with maximum lag K u but not all the n p regressors corresponding to the maximum K u have to be used as in the original algorithm. Consequently, the problem with the original algorithm is overcome.
In Billings and Lang (2002) , the ETF design was also considered for the cases of several specified inputs. By using the OLS method to solve the least squares problem in the second step of these more complicated ETF designs, the new algorithm can readily be extended to the several input cases. In the next section, a design example for both one and two specified input situations will be described to demonstrate the effectiveness of the new design approach.
Case studies
In this section, a design example will be shown to demonstrate the effectiveness of the new method for ETF designs. The design in x 4.1 involves a single input case to move the signal energy from a lower frequency band to a higher frequency location. The design in x 4.2 involves a case where the signal energy from a higher frequency band is moved to a lower frequency location. The example in x 4.3 considers a design for two specific inputs to move the energy of the two signals from a lower frequency band to a higher frequency location using a single energy transfer filter.
Example 1
Consider a continuous time signal u(t) generated from a white noise uniformly distributed over (0, 4) and band-limited within the frequency range (3.4, 6.2) rad/s. The sampling interval was set as T s ¼ 0.01 s. Figure 1(a) shows the signal in the time domain. Figure 1(b) shows the magnitude of the input signal spectrum. From figure 1(b) it can be observed that the frequency range of u(t) is approximately ð " a, " bÞ ¼ 2:351, 7:054Þ rad=s:
The objective is to design a frequency domain energy transfer filter to transfer the energy of u(t) to a higher frequency band ð " c, " d Þ ¼ ð20:4, 30:2Þ rad=s and shape the magnitude of the filter output frequency response as specified by the desired spectrum
where ! c denotes the continuous frequency in radians. The ETF design is performed using the new method as described in x 3.2 where ða, bÞ ¼ T s ð " a, " bÞ ¼ ð0:02351, 0:07054Þ ð37Þ
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! 2 T s ð20:4, 30:2Þ 0 otherwise:
In step 1, the minimum and maximum order of the filter non-linearity were determined as N 0 ¼ 3 and N ¼ 5 from the frequency range (a, b) of the input signal and the frequency range (c, d) of the desired filter output. In step 2, M is taken as
" M ¼ 4008 is the length of data used to evaluate the input spectrum U(j!) for the design. !(1), . . . , !(M) are taken as
With the maximum lag K u ¼ 8, the OLS method determines eight significant candidate terms for the non-linear part of the energy transfer filter, which are given by
þ ðÀ609236:3234Þuðk À 1Þuðk À 8Þuðk À 8Þ þ ðÀ818639:6217Þuðk À 7Þuðk À 7Þuðk À 8Þ þ ð2198016:1539Þuðk À 3Þuðk À 7Þuðk À 7Þ þ ðÀ606899:6399Þuðk À 5Þuðk À 6Þuðk À 8Þ þ ð691317:0953Þuðk À 1Þuðk À 1Þuðk À 1Þ þ ðÀ2283561:8752Þuðk À 7Þuðk À 8Þuðk À 8Þ
and achieves a summation of ERRs as AEERR ¼ 0.99789965595147. The great magnitudes of the parameter values in (44) are determined by the design to achieve the desired magnitude for the output spectrum over the output frequency range (c, d) . This is the same for the following examples. In step 3, the structure of the first linear filter G 1 (j!) was chosen as 
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The structure of the second linear filter G 2 (j!) was configured as
and G 2 ( j!) 1/2 is designed as the required bandpass filter. This is to enhance the filtering performance of G 2 (j!) (Zelniker and Taylor 1994). For G 2 (j!) 1/2 , the structure was chosen to be Consequently,
Conv(x, y) denotes the convolution of vectors x and y. Figures 2(a) and (b) show the output response of the filter in the time and frequency domain respectively. The performance of this design can be assessed from figure 2(b) where a comparison between the real output spectrum of the filter and the desired result can be observed. Clearly, a good result has been achieved by the design and the energy of the specified input has been moved from (2.351, 7.054) rad/s in figure 1 (b) to the frequency band (c, d) ¼ (20.4, 30. 2) rad/s in figure 2(b) and the shape of the magnitude matches the desired spectrum defined by equation (36).
In order to demonstrate the improvement the new method has achieved compared with the original design method, the original method was used to conduct the same design. The maximum lag K u for the original method in this case is 4, and the non-linear part of the designed ETF is
with altogether 111 terms, including all candidate terms under the structure parameters of N 0 ¼ 3, N ¼ 5, and K u ¼ 4. Figure 3 shows the comparison of the output frequency response of the original ETF design with the desired spectrum. Obviously, the design is not satisfactory and the newly proposed method is therefore ½ " b 1 , " b 2 , " b 3 ¼ 0:99499719798339, À 1:90471481813288, 0:98082626153888 Â Ã ½ " a 1 , " a 2 , " a 3 ¼ 1:00000000000000, À 1:91469651730086, 0:98610235849883 Â Ã :
necessary for this case to achieve a desired energy transfer effect.
Example 2
Consider a continuous time signal u(t) generated from a while noise uniformly distributed over (0.4) and bandlimited within the frequency range (13.2, 20.7) rad/s. The sampling interval was set as T s ¼ 0.01 s. Figure 4(a) shows the signal in the time domain. Figure 4(b) shows the magnitude of the signal spectrum which indicates that the frequency range of u(t) is approximately ð " a, " bÞ ¼ ð11:443, 25:553Þ rad=s.
The objective is to design a frequency domain energy transfer filter to transfer the energy of the signal u(t) to the lower frequency band ð " c, " d Þ ¼ ð2:0, 4:2Þ rad=s and shape the magnitude of the filter output frequency response as specified by the desired spectrum
! c 2 ð2:0, 4:2Þ 0 otherwise:
The ETF design is performed using the procedure described in x 3.2 where ða, bÞ ¼ T s ð " a, " bÞ ¼ ð0:11443, 0:25553Þ ð48Þ
and Y # ( j!) is given by
! 2 T s ð2:0, 4:2Þ 0 otherwise:
In step 1, the minimum and maximum of system non-linearity were determined to be N 0 ¼ N ¼ 2.
In step 2, i c , i d , M, and !(p), p ¼ 1, . . . , M were again determined using equations (40) (41) (42) and (43) ½b 1 , b 2 , b 3 ¼ ½0:94295008419603, À1:88366288231094, 0:94178381830524 ½a 1 , a 2 , a 3 ¼ ½1:00000000000000, À1:99737222802043, 0:99852038477311
Example 3
In this example two continuous time signals u 1 (t) and u 2 (t) are produced by the same method as in previous subsections. Figure 7 
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frequency band ð " c, " d Þ ¼ ð11:6, 13:6Þ rad=s and shape the magnitudes of the filter output frequency responses as specified by the equations
! c 2 ð11:6, 13:6Þ 
respectively.
The ETF design was performed using basically the same procedure as described in x 3.2. The non-linear part of the design is
c 02 ðl 1 , l 2 Þuðk À l 1 Þuðk À l 2 Þ ¼ þ ðÀ1441924:3292Þuðk À 1Þuðk À 1Þ þ ð285379:0137Þuðk À 8Þuðk À 8Þ þ ð18541750:5851Þuðk À 1Þuðk À 2Þ þ ðÀ22756229:2545Þuðk À 2Þuðk À 2Þ þ ð40355664:3173Þuðk À 3Þuðk À 3Þ The output responses of the ETF to the specified inputs are shown in figure 8(a) and (b) in the time and frequency domain respectively. Figure 8 (b) obviously indicates that an excellent result is again achieved by the new method for the more complicated design case.
For the same design problem, the original method produced an energy transfer filter with non-linear part including 45 terms, which are all candidate terms under the structure parameters N 0 ¼ N ¼ 2, K u ¼ 9. Figure 9 shows the comparison of the output frequency responses of this energy transfer filter with the desired spectra.
The result again indicates that the new design method has to be used to achieve the required energy transfer performance.
For all the design cases, the filtering tests have been performed to use 8 significant digits for the filter parameters. The results are only slightly different from the filtering results achieved when 14 significant digits are used as above, which indicates the robustness of the designs.
Conclusions
A new method for the design of energy transfer filters of a NARX model with input non-linearity has been developed in the present study. The method uses the orthogonal least squares approach to determine the nonlinear part of the energy transfer filter. This overcomes the problem with the original method which may not achieve an expected design when an upper limit for the maximum lag K u of the filter input is reached but the filtering performance is still not satisfactory. Several design examples demonstrate the performances and advantage of the new method. The new OLS based design should make energy transfer filters easier to implement with potential applications in electronic and communication system. An idea for the ETF applications is to use two specific input signals to represent ''1'' ½b 1 , b 2 , b 3 ¼ 0:46296892264257, À0:91831862499173, 0:46279723749927 ½ ½a 1 , a 2 , a 3 ¼ 1:00000000000000, À1:98314681365700, 0:99927891831368 ½ 980 X. Wu et al.
and ''0'' respectively and design an ETF to process the two signals to implement digital communications.
