Entorhinal Brodmann's area 28 Perirhinal Brodmann's area 35 Mapping Localization Recent advancements in radio frequency coils, field strength and sophisticated pulse sequences have propelled modern brain mapping and have made validation to biological standardshistology and pathologypossible. The medial temporal lobe has long been established as a pivotal brain region for connectivity, function and unique structure in the human brain, and reveals disconnection in mild Alzheimer's disease. Specific brain mapping of mesocortical areas affected with neurofibrillary tangle pathology early in disease progression provides not only an accurate description for location of these areas but also supplies spherical coordinates that allow comparison between other ex vivo cases and larger in vivo datasets. We have identified several cytoarchitectonic features in the medial temporal lobe with high resolution ex vivo MRI, including gray matter structures such as the entorhinal layer II 'islands', perirhinal layer II-III columns, presubicular 'clouds', granule cell layer of the dentate gyrus as well as lamina of the hippocampus. Localization of Brodmann areas 28 and 35 (entorhinal and perirhinal, respectively) demonstrates MRI based area boundaries validated with multiple methods and histological stains. Based on our findings, both myelin and Nissl staining relate to contrast in ex vivo MRI. Precise brain mapping serves to create modern atlases for cortical areas, allowing accurate localization with important applications to detecting early disease processes.
Introduction
This review on the MRI parcellation of ex vivo medial temporal lobe outlines the importance of accurate localization, summarizes the critical advantages of ex vivo brain mapping, and describes the architectural features used to delineate them. This review also discusses ex vivo contrast and details the pattern of neuropathological markers that affect the cortical ribbon in the medial temporal lobe.
In 1909, Brodmann published his cytoarchitectonic map and it is hard to believe that a hundred years later it still serves as the standard in structural and neuroanatomical brain mapping (Brodmann, 1909) . The Brodmann map accurately distinguishes cortical areas of the cerebrum. Brodmann's map withstood the test of time because it defined 52 areas based on laminar organization, the presence or absence of cells, cell density neuronal size and shape. Likely due to the massive undertaking of such a project, Brodmann's comments about each area were relatively sparse. He left many details for future anatomists to describe. Substantial progress has been made, and comparable to Brodmann's work, a similar mission has begun for brain mapping in neuroimaging. The task to define cortical areas architectonically, validate and apply to an MRI reconstruction has been cultivated in modern brain mapping.
In biology, structure usually dictates function. The accurate localization of structural features in an architectonic or MRI approach facilitates our understanding of specific brain function. The medial temporal lobe plays a critical role in memory, emotion, olfaction and the convergence of multimodal association areas. The hippocampus, dentate gyrus, amygdala and overlying parahippocampal gyrus are medial temporal lobe structures that subserve an array of functions (Van Hoesen, 1995) . Entorhinal (Brodmann's area 28) and perirhinal (Brodmann's area 35) cortices make up the anterior half of the parahippocampal gyrus, entorhinal on the crown and perirhinal in the depths of the rhinal and collateral sulci. The entorhinal and perirhinal cortices are collectively referred to as mesocortices of the parahippocampal gyrus and these cortical areas will be the focus of this review.
When the memory circuitry in the medial temporal lobe region undergoes neuropathological changes, memory competencies degrade and advanced Alzheimer's disease follows. Alzheimer's disease severely affects the cerebral cortex but also involves limbic structures such as the hippocampus, amygdala and septal/basal forebrain region. Neuropathological markers in Alzheimer's diseaseneurofibrillary tangles and senile plaquesmanifest throughout the cerebral cortex, although in different places, densities and timing. Beta-amyloid plaques develop early in the disease primarily in parietal cortex, while neurofibrillary tangles, composed of hyper-phosphorylated tau, manifest later in perirhinal and entorhinal cortices (Arnold et al., 1991b; Braak and Braak, 1991; Kordower et al., 2001; Van Hoesen et al., 2000) . These mesocortices of the medial temporal lobe display the first site of neurofibrillary tangles in the human brain (Braak and Braak, 1995) . With the demise of these critical areas, when entorhinal and perirhinal fall to neurofibrillary tangles, the hippocampus becomes isolated and the resultant memory damage is not reversible (Hyman et al., 1984) . Thus, neurofibrillary tangles and neuronal loss strongly correlate with dementia (Arriagada et al., 1992; Gomez-Isla et al., 1997; Savva et al., 2009) .
Given its critical clinical and neuroscientific significance, precise identification of medial temporal lobe area boundaries is essential in modern neuroimaging. Past neuroimaging methods have relied on sulcal and gyral topography and morphometry. Anyone who has ever worked with or studied the human brain understands the challenges that arise due to the enormous variability of the gyri and sulci, especially in higher association cortical areas (Fischl et al., 2001; Fischl et al., 2008; Ono et al., 1990; Van Essen, 1997) . Using topographic or volumetric registration to an atlas coordinate system (Talairach and Tournoux, 1988) has become outdated. As neuroimaging assessment becomes more sophisticated with specific cortical thickness measures and laminar sampling, better outcome measures result. Surface and laminar based brain mapping offers a much improved scenario from the global volumetric changes that were advanced only a decade ago.
Ex vivo imaging has advanced as an important brain mapping technique due to several reasons. The ex vivo imaging model enables the two best parts of the neuroimaging and biologythe ability to make surfaces and basic histologic stainingand combines them. Thus, the ex vivo model pulls in the biological components, whether that is cytoarchitectural, myeloarchitectural, chemoarchitectural or even pathoarchitectural (Amunts and Zilles, 2001; Amunts et al., 2005; Augustinack et al., 2005; Augustinack et al., 2013; Eickhoff et al., 2005; Geyer et al., 2011; Morosan et al., 2005) , and applies this validation to a surface reconstruction and this surface reconstruction may be applied to in vivo datasets (Augustinack et al., 2013; Fischl et al., 2009) . Ex vivo modeling allows validation of area boundaries for precise and accurate localization and enables the future application to multiple datasets based on histological verification. Ex vivo models are constructed from high resolution imaging with custom radio frequency coils and long motionless scan sessions (Augustinack et al., 2005; Blamire et al., 1999; Nagara et al., 1987; Pfefferbaum et al., 2004) . The resultant images detail architectonic properties once reserved for the biologist only.
The objective of this review is to highlight the architectonic features observed in the medial temporal lobe using ex vivo methods to define its boundaries and pass along lessons learned for ex vivo modeling in neuroanatomy and neuroimaging.
General procedure
A few important attributes in human brain samples are noteworthy for ex vivo imaging. While it's difficult to narrow down exactly what traits give good ex vivo contrast in a practical sense, a couple of items have emerged from our personal experience using this model (Augustinack et al., 2005 (Augustinack et al., , 2010 (Augustinack et al., , 2013 Fischl et al., 2009 ). Here, we list a few specific lessons that we have learned from our ex vivo investigations. First, the brain must be fully fixed to avoid artifacts. If not, a fixation artifact will show a difference in contrast where the brain is fixed on the outer cortical areas but not fixed in the interior of the white matter and subcortical areas. Thorough fixation requires approximately 4 weeks depending on the strength of the fixative. A standard protocol is typically 10% formalin. Second and related, the samples must be fairly recently fixed (less than one year). A brain that has been fixed for years will not generate good ex vivo contrast. For fixation, a time frame between two months and one year reveals the optimal ex vivo contrast. The third trait relates to post-mortem interval (the time between death and tissue fixation). It is unclear to what degree post-mortem interval time contributes to good ex vivo contrast. Generally, post-mortem interval times are limited to less than 24 h. Shorter post-mortem interval times such as 6 h have not affected or significantly improved ex vivo contrast, but this evidence remains to be fully documented.
A typical ex vivo neuroimaging protocol is different than an in vivo protocol. The most outstanding difference centers on the fact that fixation changes the contrast. T1 is shortened in ex vivo imaging, especially in gray matter (Blamire et al., 1999; Nagara et al., 1987; Pfefferbaum et al., 2004; Tovi and Ericsson, 1992) , and little T1 contrast remains between gray and white matter. T2* contrast dominates the ex vivo image (Dawe et al., 2009; Tovi and Ericsson, 1992) , while in vivo contrast relies to a greater extent on T1. Fast low angle shot (FLASH, Siemens, Erlangen Germany) images display exquisite neuroanatomical detail for ex vivo brains. The FLASH sequence (or spoiled gradient echo (SPGR) for GE scanners) with appropriate choice of timing parameters and radio frequency (RF) and flip angle, generates images with a favorable combination of T2* and proton density contrasts. For high resolution ex vivo imaging, a relatively long echo time enhances T2* contrast. In our optimization using the steady-state Bloch equations (Bloch, 1946) , we have estimated that a flip angle of approximately 20°with a TR/TE of 40/20 ms produces optimal FLASH contrast for visualizing anatomical properties at 7 T. Finally, collecting three to four volumes reduces noise and enables one to observe architectonic structures that are well beyond our ability to detect in vivo. Each volume is approximately 1.5 h.
Custom radio frequency coils have had a significant impact on high-resolution neuroimaging in ex vivo acquisitions and experiments. Specialized surface array coils (typically 4-8 coils) help collect the standard resolution images (1 mm 3 ) of the entire hemisphere, while efficient solenoid coils that encompass the sample entirely boost SNR and enable ultra-high resolution (≤100 μm 3 ) images. High-resolution images can also be collected with surface array coils but the solenoid coils offer superior contrast to noise ratios relative to phased-array coils.
Practical issues emerge with ex vivo imaging and these issues must be addressed. Notably, in the ex vivo model, the brain is removed from the skull, immersed in fixative liquid and packed in a holder or bag during scanning. Given this, bubbles can occur. If the pia matter remains intact, more bubbles are trapped in this membrane. For a hemisphere scan, it is nearly impossible to extricate every bubble, a particular problem at the high field strengths (e.g. 7.0 T) needed to obtain high-resolution images of the anatomy. Removal of the pia mater with careful and gentle dissection is recommended before MRI scanning. In addition, packing the sample in a holder the day prior to the scanning has helped decrease the number of bubbles. Careful handling of the brain and surrounding liquid is necessary to avoid generating new bubbles once packed. The bubbles are less of a problem for the smaller excised blocks typically scanned in a solenoid coil. These tissue samples are generally small enough to void all bubbles. The other issue to be aware of is the orientation of the orthogonal planes. If the brain is carefully positioned in the scanner, that is helpful. If not, the brain hemisphere requires reorientating so that all structures appear in the coronal orientation that anatomists are accustomed to. The arbitrary planes (other than coronal, axial and sagittal) offer many additional views in brain organization, especially with high-resolution detail using ex vivo tissue and can be quite educational. Finally, the MR images and histologically stained tissue must be registered if we wish to relate histological properties to MRI ones. Histological processing and staining involve physical manipulation such as mounting tissue by hand onto slides and tissue dehydration before cover slipping, thus the histology section undergoes tremendous change compared to the MRI images. For this reason, a set of blockface images is collected during sectioning. A blockface image is a photograph of the fixed but unstained gross tissue at each slice, acquired before sectioning with a sliding microtome. Thus, there is one blockface for each histological section. The blockface image ( Fig. 1B) acts as an intermediary between the MRI (Fig. 1A) and histological tissue images (Fig. 1C ) for registration. Another advantage of the blockface volume is that it is fully 3D and does not contain interruptions, as do the histology slices. Histological slices are typically stained in series (e.g. every 10th section) and therefore each consecutive section is not stained with the same histochemical dye. Our registration method follows these critical steps (Reuter et al., 2012) . First, the blockface (foreground) is segmented from the surrounding dry ice background (Ceritoglu et al., 2010) . All images are normalized (Wachinger, 2010) . The blockface is registered with the MRI with linear registration followed by non-linear registration (Sand and Teller, 2008) . Then, each MRI slice is extracted from the non-linear registration for each respective blockface image. Subsequently each histological slice is (both linearly and then non-linearly) registered to the corresponding MR slice. Thus, the blockface to MRI registration is fully 3D while the registration of each histological slice to the MRI is 2D.
Probabilistic mapping techniques
Probabilistic mapping analyses include several steps to generate the final prediction of the cortical field. Two MRI scans are acquired; one of the excised tissue block at ultra-high resolution (100 μm 3 isotropic, 7.0 T, fast-low-angle-shot sequence, TE = 20 ms, TR = 40 ms, flip angles 15°, 20°and 25°, three image averages for each flip angle) ( Fig. 2A ) and the other of the entire hemisphere with a standard resolution (1 mm isotropic, 1.5 T, a multi-echo fast-low-angle-shot sequence, TR = 20 ms, TE = 1.85 + n × 2.0 ms, n = 0, …, 7 and flip angle = 20°) (Fig. 2C) . Acquisitions with different flip angles were used to invert the steady state Bloch equations and estimate T1/T2*/PD, and form a single volume with a high SNR/CNR (Fischl et al., 2004) . Once the cortical field and its laminar properties are identified, a label is drawn to delineate the area boundary (Fig. 2B ). This manual labeling is performed throughout the rostrocaudal extent. Perirhinal area 35 is the example used in this figure and is labeled in blue along the medial bank of the collateral sulcus (Fig. 2B) . Once the entire anterior-posterior extent of the cortical area is labeled, the label is transformed from the 100 μm 3 MRI to 1 mm 3 MRI of the entire hemisphere (Fig. 2C) , where the 1 mm is sampled onto surface models and used to create the probabilistic map on a spherically warped FreeSurfer average. For this affine registration, Register in the MNI toolkit MNI toolkit, Montreal, Canada, (http://www.bic.mcgill.ca) is used to obtain correspondence between the lower resolution image and the higher resolution image with manual fiduciary tags.
Area boundaries
Entorhinal cortex (Brodmann's area 28) boundaries
The architecture of the entorhinal cortex has been well studied with traditional neuroanatomical methods (Augustinack et al., 2005; Braak and Braak, 1992; Cajal, 1995; Fischl et al., 2009; Insausti et al., 1995; Krimer et al., 1997; Lorente de No, 1933; Van Hoesen, 1995; Van Hoesen and Solodkin, 1993) and ex vivo MRI (Augustinack et al., 2005; Fischl et al., 2009) . Entorhinal cortex borders parasubiculum on its medial side and perirhinal cortex (area 35) on its lateral side. Entorhinal cortex exhibits a cortical organization that is unique. Neurons of layer II cluster and form neuronal rich islands and neuronsparse inter-islands. Large multiple polar (i.e. stellate) and pyramidal neurons comprise the second lamina. The entorhinal islands can be observed on 100 μm 3 ex vivo MRI and embody a substantial part of the supragranular lamina of entorhinal cortex, displaying a bright intensity on FLASH images (Fig. 3A) but a dark chromophilic contrast in Nissl stained tissues (Fig. 3B ). Entorhinal cortex lamina III contains small pyramidal neurons and is relatively wide. Lamina dissecans is a cell free zone between the supragranular and infragranular layers in entorhinal cortex. The lamina dissecans layer produces a dark contrast in the FLASH images (Fig. 3A) . Lamina IV in entorhinal cortex contains medium sized pyramidal neurons. This layer receives inputs from CA1/subiculum of the hippocampus. Layers IV, V and VI display relatively homogenous contrast on FLASH ex vivo MRI. Layers V and VI are closely opposed and difficult to distinguish even under the microscope.
In general, the entorhinal cortex is not heavily myelinated. However, there are several distinct myelinated structures to note. The infragranular layers have more myelin than the supragranular layers. A light hue of myelin is stained in the infragranular layers just inferior to the angular bundle (the white matter of parahippocampal gyrus) ( Fig. 3C ). Additional medial temporal lobe structures that are further downstream of entorhinal cortex are highlighted in the Gallyas staining, notably the hippocampus and subiculum (Fig. 3C ). Moderate myelination occurs at the presubiculum where the perforant pathway (of layers II and III of entorhinal cortex) fibers project through the subicular cortex to arrive at the distal one third of the dendrites of the dentate gyrus and CA3 hippocampal neurons. The layer II neurons project via the perforant route but also use the temporal alvear pathway to the hippocampus. The alveus (mostly dorsal to hippocampus) and superficial presubicular pathway (dorsal to presubiculum) both show robust myelin staining. In Fig. 3 , the myelin staining ( Fig. 3C ) corresponds well with the dark contrast in FLASH MRI (Fig. 3A) .
The features that define area boundaries frequently follow general cortical divisions, which include allocortex (or paleocortex), periallocortex, proisocortex and isocortex. Allocortical (hippocampal) and paleocortex (olfactory cortex) each have three layers. Periallocortex contains six layers and is the oldest cortex that has six layers.
Periallocortex is agranular cortex and includes parasubiculum, presubiculum, entorhinal and perirhinal area 35a. Next, proisocortex is dysgranular cortex and perirhinal area 35b portrays the prime example in the medial temporal lobe. The dysgranular description of layer IV implies variability where layer IV is transitioning from agranular to granular cortex. Isocortex is the newest evolutionary cortex and accounts for the vast majority of cerebral cortex in the human brain. Temporal isocortical area 36 borders the medial temporal lobe laterally and is an example of isocortex (Gloor, 1997; Van Hoesen et al., 2000) .
Perirhinal cortex (Brodmann's area 35) boundaries
The architecture of the perirhinal cortex has been described with traditional histological methods (Augustinack et al., 2013; Braak and Braak, 1985; Ding and Van Hoesen, 2010; Ding et al., 2009; Insausti et al., 1998; Taylor and Probst, 2008; Van Hoesen, 1995; Van Hoesen and Solodkin, 1993; Van Hoesen et al., 2000) and ex vivo MRI (Augustinack et al., 2013) . For the majority of its domain, perirhinal cortex borders entorhinal cortex medially and has the temporal isocortex area 36 as its lateral neighbor. Of course, neuroanatomy is rarely simple. Anteriorly, piriform cortex borders the perirhinal cortex medially and temporal isocortical area 36 borders perirhinal area 35 laterally. Layers II and III in area 35a organize into vertical columns and elongate laterally. The dark oblique band in FLASH MRI reveals the elongation of layers II and III in area 35a (Fig. 3A) . This same band is extremely faint but present in the myelin stained section (Fig. 3C ). The neuronal size in layer II in 35 is smaller than entorhinal layer II neurons. Layer IV in area 35a is agranular and contains no cells. Layer V is unorganized but is composed of medium sized pyramidal neurons in area 35a. As noted above, area 35a is characteristic of periallocortex as is entorhinal area 28, but perirhinal area 35b represents proisocortex. Layer II neurons in 35b are smaller than area 35a and lose the columnar pattern in superficial layers. Layer III consists of small pyramidal neurons while layer IV in 35b exhibits a dysgranular organization. Layer V in 35b becomes organized with a thin but distinct pyramidal layer. The dark intensity in the deep layers in area 35b represents the chromophilic medium sized pyramidal neurons of layer V. Layer VI is closely opposed to V and consists of polymorphic neurons. Here, contrast of layers III and V begins to resemble isocortical internal and external pyramidal layers, but not fully organized until temporal isocortical area 36. The contrast in ex vivo MRI is higher in the deeper layers in isocortical area 36. Together, the cytoarchitectural lamina and the myeloarchitectural fibers validate the contrast observed in ex vivo MRI.
Mapping perirhinal and entorhinal cortices
Once the perirhinal (n = 14) and entorhinal (n = 17) labels were validated with Nissl and (Gallyas) myelin staining, the individual cases were mapped collectively to an existing FreeSurfer template (fsaverage) (Fig. 4 ). Fig. 4 shows a ventromedial view of the right and left hemisphere averages for the perirhinal (A and B) and entorhinal cortices (C and D). Upon visual inspection, it is evident that the perirhinal average displays greater variability. This finding was demonstrated in our previous publications where the Hausdorff distance showed greater variability in perirhinal cortex than entorhinal cortex (Augustinack et al., 2013; Fischl et al., 2009 ). The predictability of entorhinal cortex may be due to its location as the first ring of cortex away from the hippocampal fissure and that perirhinal lies exclusively in the depths of the rhinal and collateral sulci. More specifically, perirhinal area 35 lies lateral to the rhinal sulcus and medial to the collateral sulcus. However, the variability in the perirhinal cortex may also be due to fewer subjects (n = 14) than the entorhinal study (n = 17). Although entorhinal predicted location has less variability, cortical thickness measures are complicated by the presence of the tentorium cerebelli. Current T1-weighted in vivo MRI does not easily distinguish tissue and dura, requiring additional image types with T2 or T2*-weighted contrast. The perirhinal cortex may be a better marker for changes in mild cognitive impairment or early Alzheimer's changes because perirhinal is not close to the dura and the first neurofibrillary tangles manifest here. One final comment, to strengthen the medial temporal lobe boundary determinationsbetween parasubiculum and entorhinal, the boundary between entorhinal and perirhinal and the boundary between perirhinal and temporal isocortical area 36, one can look to patho-architecture as well. In mesocortices (perirhinal and entorhinal cortices), neurofibrillary tangles occur in normal non-demented aging (albeit significantly fewer in number) (Bennett et al., 2006; Braak and Braak, 1985; Knopman et al., 2003) and Alzheimer's disease (Arnold et al., 1991a; Braak and Braak, 1991; Van Hoesen and Solodkin, 1993) . Early neurofibrillary tangles distinctly demarcate medial temporal lobe boundaries and manifest in entorhinal islands, perirhinal columns and at later stages in temporal isocortical layers III and V (Van Hoesen et al., 2000) . The pattern of neurofibrillary tangles in mild Alzheimer's disease provides an additional marker to elucidate area boundaries in the medial temporal lobe.
Nomenclature
In some non-human primate studies, the perirhinal cortex was defined as Brodmann's areas 35 and 36 (Buckley and Gaffan, 1997 , 1998a , 1998b Amaral, 1994a, 1994b) . In another instance, entorhinal (area 28) and perirhinal (area 35) cortices were grouped together as rhinal cortex (Eacott et al., 1994; Meunier et al., 1996; Murray and Mishkin, 1986) . In either case, confusion has occurred and the exact function of area 35 in the primate brain remains unknown. It is anticipated that with accurate localization of more specific cortical areas (e.g. area 35 alone) (Augustinack et al., 2013) , functional imaging studies may elucidate more precise functions.
Ex vivo MRI contrast
It is important to discuss what exactly accounts for contrast in ex vivo brains. Ex vivo contrast is predominately provided by T2 and proton density weighting (Eickhoff et al., 2005; Fukunaga et al., 2010; Tovi and Ericsson, 1992) but T1 (Bock et al., 2009; Geyer et al., 2011) and susceptibility weighted phase contrast also contribute (Duyn et al., 2007; Langkammer et al., 2012) . The FLASH image contains multiple types of contrast but it is dominated by T2* and PD through our choice of flip angle, TR and TE. Although myelin likely forms the biophysical source for the majority of ex vivo contrast, it could be argued that both fibers and organization of cells account for ex vivo contrast, given that the MRI resembles the Nissl stain and myelin stain. Moreover, the fact that the myelin staining of the oblique slant in perirhinal cortex is so light, suggests that factors other than myelin contribute to the observed contrast. Additionally, fiber orientation may aid the visibility of neuroanatomical boundaries and help determine another dimension of contrast (Cohen-Adad et al., 2012; Duyn et al., 2007; Lee et al., 2010 Lee et al., , 2011 Lee et al., , 2012 Wharton and Bowtell, 2012) . As additional analyses are added to the validation of structural features and contrast in ex vivo imaging, the brain mapping field will benefit in its specificity and complementation.
The current method rests on the fact that the histology validates the MRI. It is interesting to postulate whether MRI may supersede histological examination of the post-mortem brain. The visualization of the cortical architecture in the medial temporal lobe has an advantage that these cortices display strong modularity. The modularity of structures in the medial temporal lobe, the relative large size of neurons and the abrupt change in laminar pattern helps considerably to demarcate its cortical boundaries. It has been our experience that correspondence between the ex vivo MRI and the ground truth histology in the entorhinal and perirhinal cortices is reliable and histology is not required to delineate boundaries in a new case. The last statement has two exceptions, 1) a particularly large cortical area (or large brain) may exceed the region of maximum sensitivity of the solenoid coil, resulting in signal loss at the far ends of the sample, 2) occasionally, brain specimens have poor ex vivo contrast for known (greater than one year fixation) and unknown reasons (general variability of human tissue). Thus, ex vivo MRI provides an excellent approach to characterize and validate histological properties of medial temporal lobe but other cortical areas with more subtle boundaries create a challenge and may require better contrast and resolution to distinguish boundaries. Considerable technical advances will be needed to achieve sufficient resolution and appropriate contrast to match these results in vivo, especially in the deep medial structures of the temporal lobe.
Future work
Histologically stained tissue provides critical validation to MRI slices. However, histology is limited to 2D slices. Obtaining high quality histological images in 3D is an attractive alternative and optical coherence tomography may provide such a solution. Optical coherence tomography is an optical technique that uses the backscattering of light, detects the scattering and resolves structural differences between different tissue types (Huang et al., 1991) . Recent studies in in vivo rodent models have correlated optical properties and laminar architecture (Srinivasan et al., 2012) . Optical coherence tomography has the ability to achieve high resolution and acquire undistorted three-dimensional images over multiple centimeters of brain, when combined with scanning and cutting procedures (Ragan et al., 2012) . Collecting architectural data in depth (the third dimension) is an exciting prospect and a feat that is not possible with traditional histology. Fig. 5 shows the boundary between entorhinal and perirhinal cortex but also beautifully demonstrates the perirhinal subdivisions, areas 35a and 35b. The average intensity projection image is somewhat analogous to a neuronal stain in histochemistry where differences in cell density are shown (i.e. a Nissl stain) and the maximum intensity projection (MIP) image is analogous to a fiber stain (i.e. Gallyas myelin) but can also show individual cells. The cell dense areas appear white in both the maximum intensity projection and average intensity images ( Figs. 5A and B) . The cell dense areas are especially notable in layers II and IV in entorhinal cortex and layers II and III in perirhinal cortex. The oblique layer is a classic attribute of area 35 and shows a dark contrast in the sum and MIP images. It is interesting to note that the continuity of layer IV in entorhinal cortex extends well into perirhinal 35a suggesting that area 35a truly is a transitional cortex. The MIP optical coherence tomography image shows the orientation of fibers at the entry to the temporal lobe and perirhinal cortex.
Conclusion
Precise localization of cortical areasspecifically entorhinal and perirhinal corticeswill benefit future aging and Alzheimer's analyses as well as basic science in functional and behavioral studies. These mesocortices contain the neurons that manifest neurofibrillary tangles in the human brain. Changes that occur throughout the aging continuum may be mapped specifically to subdivisions of cortical areas. Brodmann would be pleased. Fig. 5 . Optical coherence tomography images shown as an average (A) and maximum intensity projection (B). Optical coherence tomography reveals laminar detail and delineates the area 28, as well as area 35a and area 35b boundaries in the parahippocampal coronal slice.
