ABSTRACT Network traffic in cloud computing is characterized by a large volume of data, with potential high dimensionality and high levels of redundancy. ''Big data'' not only retard the execution process of intrusion detection systems (IDS) but they can also lead to unsatisfactory classification accuracy. The efficient correlation-based feature selection (ECOFS) approach proposed in this paper, can handle linearly and nonlinearly dependent data and it can eliminate redundant and irrelevant features. Its effectiveness has been evaluated through its employment in an intrusion detection system. A Libsvm-IDS has been built to operate using the features selected by the proposed ECOFS algorithm. The performance of the hybrid Libsvm-IDS + ECOFS approach has been evaluated using two well-known intrusion detection evaluation datasets, namely the KDD Cup 99 and the NSL-KDD. The evaluation results show that our ECOFS algorithm selects the smallest number of features, resulting in the lowest computational cost for the Libsvm-IDS, without any performance compromise. In fact, our algorithm has achieved higher accuracy compared with two well established methods.
I. INTRODUCTION
At present, cloud computing [1] has become an irreversible service trend, but there are some problems that need to be addressed. Among them, the security concern is the first and has become a huge impediment to the development of cloud computing. Intrusion detection system (IDS) in cloud computing environment plays a very important role as the active security defense against intruders. However, the cloud infrastructure is constructed under the technology of virtualization, thus the virtual network flow between virtual machines (VMs) is invisible and uncontrolled by the traditional IDS. Some work [2] - [5] proposed that network traffic between virtual machines (VMs) can be redirected to snort-IDS, which is based on the software defined network (SDN), to detect security threats. As known as snort is a signaturebased detection system that has high accuracy levels and low rate of false positives, but it cannot detect unknown attacks. However, its performance suffers during detection of unknown or new attacks due to the limitation of rules that can be installed beforehand. On contrary, anomaly detection, which is can be developed as classifiers to differentiate the anomalous traffic from the normal traffic, is well suited for the detection of unknown and new attacks but it has a high false alarm rate. In recent years, with the extensive research and application of machine learning technologies such as neural network (NN), support vector machine (SVM), anomaly detection technology is playing an increasingly important role.
However, the network traffic in cloud computing, which are characterized as huge-volume, high-dimensionality and high-redundancy, present a major challenge to anomaly detection system. These ''big data'' retards the development of IDS, it slows down the entire detection process and it leads to unsatisfactory classification accuracy. Furthermore, Large-scale dataset usually includes features may be irrelevant with poor prediction ability to the class, and contain some features may be redundant since they are highly intercorrelated with one or more of the other features. These uninformative features can easily lead to ''dimensionality disaster'', and this issue is particularly acute when real-time performance has become an important indicator of intrusion detection.
Feature selection can solve the aforementioned problems by filtering and eliminating irrelevant or redundant features to reduce the number of tuples of the database and extract the contributing features which are more suitable for classification. Therefore, feature selection can be used in the preprocessing phase before classification, with the aims of improving classification accuracy and reducing computational complexity, and finally the intrusion detection can achieve the maximum overall performance. In this paper, we propose an efficient feature selection method and SVM classification algorithm to build a cloud intrusion detection system (CIDS).
The key contributions of this paper are listed as follows: 1) We propose an Efficient Correlation-based Feature Selection (ECOFS) algorithm. ECOFS is a novel method that estimates the correlation between the features of a class, and the correlation between them. It is an extension of the Correlation-based Feature Selection (CFS) [6] , [7] and the Mutual Information Feature Selection (MIFS) [8] . ECOFS does not have any predefined parameters, such as the stale values in CFS and the predefined parameter β in MIFS. Therefore, the performance of ECOFS is free from being influenced by any inappropriate assignment of parameter. Moreover, compared to the CFS, the proposed method reduces the number of traversals and the pairwise calculations of the correlations between features.
2) Libsvm is an Open Source Library for Support Vector Machines, which was developed at the National Taiwan State University [9] . Recently, the 2018 version has been released. We have designed a CIDS framework which utilizes a novel feature selection algorithm to select the most relevant and important features which are used to train a multi-class Libsvm classifier. The developed and trained Libsvm classifier is used to identify various types of abnormal activities and to achieve efficient and accurate intrusion detection.
3) Complete experiments are implemented on two wellknown intrusion detection evaluation datasets, namely the KDD Cup 99 [10] and the NSL-KDD [11] dataset that are frequently used in the literature to evaluate the detection performance of IDS. We can verify the effectiveness of the proposed algorithm by comparing to the performance of the CFS, MIFS algorithms on these two datasets respectively.
The remainder of this paper is as follows: In section 2, we outline the related works to this study. Section 3 introduces the theoretical framework of feature selection which forms the base of our proposed approach, and proposes our feature selection algorithm ECOFS that is based on correlation estimation. Section 4 discusses the cloud-platform intrusion detection framework, showing the different detection stages involved in the proposed scheme. In section 5 we present the experimental results and a comparative analysis. Finally, in section 6 we draw conclusions and we discuss future directions.
II. RELATED WORKS
Recently, CIDSs have been proposed by many researchers and most of them have shown that combining feature selection methods can improve the detection performance. Feature selection as a preprocessing step is becoming an essential part to realize the reduction of the dimensionality curse and achieve faster and more accurate classification. There are two generic classes of feature selection methods, the filter and the wrapper ones [12] . The filter methods are independent of the learning algorithms and they select features according to the contribution of each one to the determination of the class. Such methods are particularly efficient when dealing with high-dimensional and large-scale dataset, as compared to wrapper methods that provide a more precise result but are more time consuming [13] . Wrapper methods require a predetermined learning algorithm to evaluate each candidate feature subset. In this study hence, we focus on filter method for CIDS.
Watson et al. [14] introduced an overall cloud resilience architecture for the implementation of one-class Support Vector Machines (OC-SVM) in the context of online anomaly detection under virtualized cloud environments. The experimental results have proven that anomalies can be effectively detected online. This can be achieved with minimal temporal cost, on reasonably realistic dataset (i.e. system, network-based or joint datasets) per virtual machine, using the OC-SVM approach. The overall accuracy was higher than 90% in most of the cases. However, based on this approach, m class classification would require the use of m × (m-1)/2 OC-SVMs. Kannan et al. [15] proposed an intrusion detection model, using Genetic Algorithms for feature selection, and fuzzy SVM for the classification under a cloud environment. The accuracy of this approach increased when it was tested with the KDD cup 99 dataset. Kannan et al. [16] extended their work by proposing a novel cloud IDS. The system used an effective feature selection algorithm called Temporal Constrain-Based Feature Selection, and a classification algorithm called enhanced C4.5 Decision Tree (DT). Experiments have shown that the proposed cloud IDS, provides higher detection accuracy on the Cloud Intrusion Detection Datasets (CIDD). Osanaiye et al. [17] proposed an Ensemble-Based Multi-Filter Feature Selection (EMFFS) method, which combines four filter techniques, to achieve optimum selection. They have also performed an extensive experimental evaluation, using DT classifiers and the NSL-KDD dataset, under cloud computing. Javadpour et al. [18] combined Pearson's linear correlation feature selection method and mutual information, whereas the former is used to remove plugin features and the latter is used to delete features which are irrelevant to the target class. The features that were finally retained, were used to build the neural network (NN) classifier. The KDD Cup 99 dataset was used to evaluate the proposed method. Ambusaidi et al. [19] proposed a filter feature selection algorithm based on mutual information, which is capable to select the optimal features for classification. The selected feature set was used to train an LS-SVM classifier and to build the IDS. Performance evaluation of the LSSVM-IDS approach, was done by using the KDD Cup 99, the NSL-KDD and the Kyoto 2006+ datasets. Ibrahim and Zainal [20] employed Ant Colony Optimization (ACO) and DT to enhance the detection accuracy of the cloud IDS. Several experiments have been made using datasets generated from the ESX hypervisor and the vSphere. The results have shown that the proposed feature selection method, outperforms other existing feature selection approaches, such as Genetic Algorithms and Rough Sets.
III. FEATURE SELECTION BASED ON CORRELATION A. CORRELATION-BASED MEASURES
Correlation is one of the optimal measures in the realm of variable statistics dependence. There exist broadly two approaches to measure the correlation between two random variables. One is based on classical linear correlation and the other is based on information theory. Pearson correlation coefficient (PCC) is a classical statistical metric that measures the strength and direction of a linear relationship between two random variables [21] . For two continuous variables X and Y , the PCC(X, Y) is given by the following formula (1) . To overcome these shortcomings, researchers have proposed some another different correlation measures based on the information-theoretical concept of entropy, such as Information Gain (IG), Mutual Information (MI) and Symmetric Uncertainty (SU). These measures can capable of analyzing the relation between two variables no matter it is linear or not. Equations 2 and 3 define the entropy of X before and after observing values of another variable Y , respectively
where p(x i ) is the prior probabilities for all values of random variable X , and p(x i |y i ) is the conditional probabilities of X given another variable Y .
The amount by which the entropy of X decreases, reflects additional information about X provided by Y , and it is called Information Gain [22] , refer to (4) below.
IG(X
Mutual Information [23] reflects the strength of the interdependence between two random variables, that is, the amount of information they contain together, defined as (5) . It can be seen that MI and IG share similarities in expression form.
However, the range of MI is not from 0 to 1, and it is more prone to selecting high frequency features in the unbalanced dataset, so it needs to be corrected by normalizing the corresponding entropy values. The Symmetric Uncertainty [24] is derived from the IG and the MI, and it has been used to evaluate the goodness of features for classification by a number of researchers [6] , [7] , [25] - [28] . Therefore, we have chosen SU to measure the correlation between either features with target classes or features themselves. It is defined as in the following equation (6) .
The SU compensates for IG's bias toward features with more values, and it normalizes its values to the range [0, 1]. SU value equal to 1 indicates that the value of either feature completely predicts the value of the other. On the contrary, when SU equals to 0 then the two variables are independent. According to this measure, features can be ranked in descending order according to their degrees of association to the target class Y such that SU (Y ; X i ) ≥ SU (Y ; X j ) where X i and X j are two features.
B. STATE-OF-THE-ART FEATURE SELECTION ALGORITHMS BASED ON CORRELATION
The Correlation-based Feature Selection (CFS) algorithm uses SU as the correlation measure [6] , [7] , and the Mutual Information Feature Selection (MIFS) algorithm uses MI [8] . They all recognize a good feature is highly correlated to the class but not highly correlated to the other features. In this section, we introduce how CFS and MIFS select good features for classification based on correlation analysis.
CFS algorithm is a heuristic for evaluating the merit of a subset of features, the evaluation criteria is shown as follows in (7).
where Merit s is the ''merit'' of a feature subset s containing k features, r cf is the mean of feature-class correlation, and r ff is the mean of feature-feature inter correlation. CFS uses a forward best first search and sets thestale value equal to 5 as stopping criterion, that is CFS stops searching if the Merit s value of five consecutive fully expanded subsets does VOLUME 7, 2019 not improve. In each traversal of CFS, the correlation between any two features needs to be calculated. The calculation and the time complexity are relatively high. The evaluation criteria of MIFS algorithm is shown as follows in (8) .
Where f i belongs to the initial feature set F and f s belongs to the selected feature subset S. I (c; f i ) is the amount of information that the feature carries about the class c. Also,
indicates the total amount of mutual information between the current feature and all of the selected ones. The parameter β is related to the redundancy and it has a crucial impact on the selection of the optimal subset of features. However selecting an appropriate value for the redundancy parameter β remains an open question.
C. AN EFFICIENT CORRELATION-BASED FEATURE SELECTION
In order to avoid pairwise calculation among features in CFS, to eliminate constraints of stale value required in CFS and removed the burden of setting an appropriate parameter β required in MIFS, we have attempted to explore this problem and to proposed an efficient correlation-based feature selection (ECOFS) criterion. Equation (9) shows a new formulation of the feature selection criterion.
where f i ∈ F and f s ∈ S, SU (f i , c) is the contribution of the correlation between feature f i and class c, max(SU (f s , f i )) is the maximum value of redundancy that measures the correlation between a feature f i and the selected feature f s . There exists a common phenomenon that a feature correlated to one concept (e.g., the class) at a certain level may also be correlated to some other concepts (features) at the same or an even higher level. Therefore, we have accepted that a feature is ''good'' if its contribution to a class is greater than the redundancy of the selected feature. As long as the contribution is higher than the redundancy, the feature f i is informative to a class and should be retained, otherwise it is redundant and should be removed. In the case of SU (f i , c) = 0, the feature f i can be discarded without computing the value of equation (9) because it is irrelevant or unimportant to class c. Thus, to reduce the number of features that need to be examined, a numerical threshold δ = 0 value is applied to J ECOFS in (9) so that J ECOFS has the following properties: 1) If (J ECOFS > 0), then the current feature f i is relevant or important to the class c because the contribution to c is larger than the redundancy between f i and the selected features. Thus, the current candidate f i should be added into S.
2) If (J ECOFS < 0), then the current feature f i is redundant because the redundancy of f i is larger than the contribution. Thus, feature f i is removed from F.
3) If (J ECOFS = 0), the redundancy is equal to the contribution, and the current feature f i should be removed from F to achieve the purpose of dimensionality reduction.
The process of ECOFS is demonstrated in the following algorithm1.
Algorithm 1 Efficient Correlation-Based Feature Selection
Input: Feature set F = (f i , i = 1, . . . , n) Output: Selected feature subset S = (f s , i = 1, . . . , m) 1) begin 2) initialization:
select the feature f i such that:
The algorithm consists of two major parts. In the first part (lines 1-10), the algorithm will select the most relevant or important feature according to its degree of contribution to the target class and remove the irrelevant features from original feature set. In the end of this phase, there is one feature f s in S which has the maximum SU value. And some features with SU value greater than 0 are retained in F.
In the second part (lines 11-18), the algorithm aims to select features that highly relevant to the class c but not relevant to the selected features. It starts with calculating J ECOFS value for each feature retained in F. Firstly, taking the first feature f p in F and calculating J ECOFS , If J ECOFS <= 0, the f p should be removed from F, otherwise, it is added into S, so there are two features in S. Next, getting the new first feature fp to calculate the SU value with the two features in S respectively, and selecting the larger SU value to perform J ECOFS and to judge whether the feature fp should be removed or appended into S. The above process is repeated and it iterates until there are no more features in F, that is, F is NULL.
The above algorithm needs to traverse the feature set only twice, in order to avoid the pairwise calculations and to reduce the computational complexity. It has a linear time complexity in terms of the number of features N . Moreover, there is no need to predefine the values of any parameters in the algorithm. 
IV. CLOUD INTRUSION DETECTION FRAMEWORK BASED ON SVM
In the approach proposed herein, the idea of Cloud Intrusion Detection System (CIDS), is to collect and preprocess network data from the virtual environment. The important features are extracted by using a feature selection algorithm. Finally, SVM are employed to classify the extracted feature data and to identify abnormal network activities. The CIDS framework is presented clearly in Fig.1 . CIDS borrows some characteristics from the intrusion detection algorithm proposed by Ambusaidi et al. [19] as it includes distributed sensors and a Network Analysis Engine (NAE). Sensors and NAE are used to achieve five main functions: (1) data collection, where network packets are collected from the cloudplatform, (2) data reprocessing, where network packets are discretized, transferred and normalized, (3) feature selection, where relevant or important features that can distinguish one class from the others are selected, (4) classifier training, where the model for classification is trained using SVM and the class-label data, (5) attack recognition, where the trained classifier is used to detect intrusion on the online network data. 
A. DATA COLLECTION
Data collection is the first and a critical step to intrusion detection. In our work, we collect network data from Xen cloud-platform, as shown in Fig.2 . Each physical machine (PM) consists of a privileged domain named dom0 and a non-privileged domain named domU. PMs are connected by a traditional network switch, and VMs in physical machine are connected by a virtual bridge called xenbr0. A VM can communicate with another VM in the same PM or different through xenbr0. Sensors that can be Wireshark or Sniffer are responsible for acquiring virtual traffic, and they are deployed in domU as a virtual application, so it is easy to dynamically migrate to any physical machine and alleviate the burden of the privilege domain.
B. DATA REPROCESSING
Data preprocessing mainly includes data discretization, transferring and normalization. Since SU is calculated for discrete features only, all the continuous features in a given dataset are required to be discretized before the feature selection. By using the features of KDD Cup 99 dataset as an example, the type of features is either discrete or continuous, the former is qualitative and the latter is quantitative [27] . For qualitative scales, the value of features could be nominal or numeric but has no ''numeric'' meaning. Such as the type of protocol (i.e., TCP, UDP and ICMP), service type (i.e., http, telnet and so on), and TCP status flag (i.e., SF, REJ and so on) are nominal sets. The numeric value of feature logged_in is 1 or 0 to represent the user successfully logged in the system or not. For quantitative scales, the features are characterized by numeric values within a finite interval. Such as feature duration where it is given by numeric values to represent the lengths of record, and the values are within an interval [0, 58329]. Thus, we apply discretization to transform continuous features to discrete ones. In this paper, equal frequency binning technique [6] , an unsupervised discretization method with no class involved, is applied to each continuous feature individually.
Since SVM can only handle numeric data, every nominal feature should be converted into numeric. The method simply replaces the values of nominal features with numeric values. In addition, in order to eliminate the bias in favor of features with greater values, we can scale the value of each feature into a well-proportioned range. For example, every feature within each record is normalized by the respective maximumminimum values and falls into the same range of [0-1].
C. FEATURE SELECTION
Even though every connection in a dataset is represented by various features, but not all of these features are needed to build the IDS, the irrelevant or redundant features will not VOLUME 7, 2019 provide new information for the intrusion detection and they might also reduce the efficiency and accuracy. Therefore, it is important to identify the most informative features to achieve higher performance. The algorithm proposed herein uses the ECOFS feature selection algorithm (that was proposed in the previous section) to select ''good'' features whose contribution to a class is greater than their redundancy. However, the ECOFS algorithm cannot reveal the best number of features needed to build a classifier. In order to determine the optimal number, we add features to the classifier one by one. The optimal number of features is taken once the highest classification accuracy is achieved for the training dataset.
D. CLASSIFIER TRAINING
Once the subset of features is selected, this subset is then taken into the classifier where Libsvm is employed. It should be mentioned that Libsvm is an open source Machine Learning Library for the development of SVM [29] . Since basic SVM can only handle binary classification problems and because some dataset can be divided into multiple classes, more than one classifiers need to be employed. Each classifier distinguishes one class of records from the others. There are two techniques to deal with the multiclass classification problem, ''one-versus-one'' (OVO) and ''one-versus-all'' (OVA) [30] . The OVA approach divides an m-class problem into m binary classifiers, and the OVO needs m × (m − 1)/2 classifiers. Although the OVO approach requires more classifiers, experiments indicate that the OVO method is faster for training and more suitable for practical than the other methods [31] .
Libsvm uses the OVO approach to build the intrusion detection model to distinguish all different classes. For the training data of the ith and the jth classes, we solve the following two-class classification problem:
Here, Libsvm uses a voting strategy: Each binary classification is considered to be a voting. In this way it is determining for all binary classifiers, the class with the maximum number of votes which is decided to be the class of the data. For example, a record is considered as DOS if it is designated to be in the DOS class with the maximum number of votes.
E. ATTACK DETECTION
After completing all the above steps, we have trained the multi-class Libsvm classifier to contain the most important and relevant features, and we have used the saved trained classifier to determine the type of testing data or the type of the online traffic. When the testing data as input is directed to the saved trained classifier and an output is generated, the content of the output indicates whether the data correspond to normal or to an attack situation.
V. EXPERIMENTS AND RESULTS

A. EXPERIMENTAL DETASETS
In our experiments, we have used two different datasets to verify the effectiveness of the proposed algorithm. The KDD Cup 99 dataset is one of the most comprehensive datasets that have been widely applied to validate some of the CIDSs [15] , [18] , [19] . It contains training data with approximately five million connection records and testing data with about two million connection records. The Libsvm classifier used in the training phase cannot adapt such a large volume of data, so we have evaluated the classifier using 10% of the KDD Cup 99 vectors that contains about 494,021 records. Each record has 41 different features and is labeled as either five classes, such as Normal, Probe, DOS (Denial of Service), R2L (Remote to Local) and U2R (Root to User).
The NSL-KDD is a new revised version of the KDD Cup 99 that has been proposed by Tavallaee et al. [32] . This dataset addresses some problems included in the KDD Cup 99 dataset such as removing a huge number of redundant records. It contains training data with 125,973 connection records and testing data with 22,544 connection records. Each record in the NSL-KDD dataset is also composed of 41 different features.
B. EXPERIMETNAL PROCEDURE AND ENVIRONMENT
The experiment tries to answer two questions: 1) whether ECOFS can recognize important features and if it can reduce dimensionality. 2) Whether the features selected by ECOFS can effectively improve the performance and the classification accuracy of the intrusion detection. Therefore, the experimental procedure mainly includes two aspects. On the one hand, we use ECOFS, CFS and MIFS algorithms to select important features from the preprocessed dataset respectively. In MIFS algorithm, the parameter β need to be set properly, empirical evidence shows that 0.3 is the best value for β in the two datasets [8] , so we have adopted this optimal β value for comparison. Then, we compare these three algorithms to obtain the feature subset and the number or the proportion of selected features for each dataset.
On the other hand, in order to demonstrate the superiority of ECOFS, four types of Libsvm classifiers have been trained, based on all features and on the features selected by using three different feature selection algorithms. When evaluating the performance of the feature selection algorithms, three metrics such as Accuracy rate, Precision rate and Recall rate, have been used [19] . They are defined as in the following equations 11, 12, 13.
Pr ecision = TP TP + FP (12) 
C. EXPERIMENTAL RESULTS AND ANALYSIS 1) ABILITY OF ECOFS TO RECOGNIZE IMPORTANT FEATURES
In this section, we present the experimental results of feature selection. At first, we have selected features incrementally one by one to form a feature subset from the original feature set KDD Cup 99 and NSL-KDD, and then we have used the feature subset as input to evaluate the Libsvm classifier. The change tendency of classification accuracy is shown in Fig.3 (a-b) .
For the datasets KDD Cup 99 and NSL-KDD, it is easy to see that the classification accuracy does not improve with the increase of the number of features after it tends to be stable. This states that the classifier can get the same classification accuracy with a smaller number of features, just like using the complete dataset. This is because more and more redundant or irrelevant features are included, which cannot provide new information to the classification detection algorithms or even it can mislead them. We need to pick out useful and relevant features to the class. We have run ECOFS, CSF and MIFS (β = 0.3) feature selection algorithms on each dataset respectively. Table 1 (a-b) shows the following metrics: 1) the time to obtain the feature subset, 2) the number and the proportion of selected features, 3) the feature ranking indices of the selected feature subsets. The proportion of selected features is the ratio of the number of features selected by a feature selection algorithm to the original number of features of a dataset. From Table 1 , we can observe that: 1) ECOFS runs obviously faster than the other two algorithms, which verifies the ECOFS's superior computational efficiency. This is due to the fact that ECOFS traverses the feature set once, and it avoids pair-wise calculation between features. 2) Generally, all three algorithms achieve significant reduction of dimensionality by selecting only a small portion of the original features. The ECOFS selects the smallest number of features and the lowest proportion of selected features. This proves the ECOFS's ability to identify redundant features.
2) CLASSIFICATION PERFORMANCE ABILITY OF THE ECOFS
In order to further explore the validity of the proposed feature selection algorithm, it has been employed to run together with the Libsvm-IDS, and to be evaluated based on its detection speed and detection performance. Overall, the detection speed considers both building and testing time. The detection performance is measured using accuracy, precision and recall rates. The results are presented in Fig.4 , Table 2 and Fig.5 . We must specify that the evaluation of the CFS and MIFS detection speed, was carried out in our computer, in order to ensure consistency. Obviously, it was necessary to make the comparisons under the same hardware platform. Fig.4 (a-b) shows the comparison of the detection speed results for different methods. This process considers the building (training) and testing time of the Libsvm-IDS model, using all features and the model combined with ECOFS, CFS, and MIFS respectively. Figure 4 clearly shows that the time required to build and test the classifier using the smallest number of features, depends on the proposed feature selection algorithms. The overall required time is reduced and the detection speed is significantly improved. The ECOFS algorithm performs fastest than the other two feature selection algorithms, so it is computationally efficient when employed to build the Libsvm-IDS. Table 2 (a-b) summarizes the classification results of the Libsvm-IDS model combined with different selection algorithms in regard to Accuracy rate, Precision rate, Recall rate. In order to obtain the statistically significant experimental results, 5-fold cross-validation was used to evaluate the classification in training. The training dataset that was selected by feature selection was randomly divided into 5 non-overlapping subsets of basically equal size. Then, five-fold-cross classification (5FCC) efforts were executed. During each 5FCC effort, the four folds were used for training and the one was left out to be used for testing. The average value of the testing results was calculated as the evaluation standard of the classifier under 5-fold cross validation, which could effectively avoid the ''under-learning'' and ''over-learning'' of the classifier.
After a close examination of Table 2 we have reached the following conclusions: 1) For the KDD CUP 99 dataset, compared with the original training dataset, the Libsvm-IDS models combined with the ECOFS, CFS, and MIFS approach have slightly decreased classification accuracy by 0.07, 0.54 and 2.06 percent, respectively. However, the Libsvm-IDS + ECOFS enjoy the highest accuracy rate, precision rate and recall rate in comparison with the other two algorithms.
2) For the NSL-KDD dataset, compared with the original training dataset, the Libsvm-IDS models combined with the ECOFS, CFS, and MIFS have also slightly lower classification accuracy by 0.72, 0.68 and 2.89 percent, respectively. The Libsvm-IDS + ECOFS achieved an accuracy rate of 98.64%, which is slightly lower than the Libsvm-IDS + CFS with an accuracy rate of 98.68%, and they all have a higher accuracy than the Libsvm-IDS + MIFS.
3) ECOFS can obtain classification accuracy similar to that of a complete dataset by selecting relatively few features. Therefore, ECOFS can effectively achieve the goal of dimensionality reduction and maintaining high classification accuracy. Fig.5 shows the variation trend of the classification accuracy of the Libsvm-IDS model combined with ECOFS, CFS and MIFS algorithm, when the features are selected one by one according to the order of Table 1 . The X-axis means adding one feature in turn and the Y-axis represents the accuracy of classification.
It can be seen from the classification accuracy curve, that the performance of the ECOFS algorithm is better than the other two methods for the KDD Cup 99 and for the NSL-KDD datasets. The curve of ECOFS and CFS algorithms are improved step by step, indicating that the addition of each feature improves the accuracy. The first feature of ECOFS has the highest precision and can select the most important one. However, one segment of the MIFS algorithm curve is stable, indicating that there is redundancy between these features.
VI. CONCLUSION
Security concern has become a huge impediment to the development of cloud computing, CIDS can be responsible for security detection tasks. Recent studies have shown that the choice of an efficient feature selection algorithm and the selection of the effective classification method are essential to build CIDS. In this paper, we propose an efficient correlationbased feature selection (ECOFS) algorithm. ECOFS as an enhancement of CFS and MIFS, eliminates the required predefined parameter values in CFS and MIFS. It also reduces the pairwise calculations of the correlation between features and the traversal time in comparison with CFS. ECOFS is then combined with the Libsvm classifier to build an CIDS to distinguish all different classes. The proposed ECOFS + Libsvm-IDS have been evaluated using two wellknown intrusion detection datasets namely the KDD Cup 99 and the NSL-KDD. Experimental results show that the proposed method has exhibited the least number of features, the fastest running time, and the best classification performance in terms of classification Accuracy, Precision rate, and Recall rate than other approaches mentioned in this paper. We can conclude that the proposed detection system has achieved promising performance in detecting intrusions over cloud computing networks.
Although the proposed ECOFS + Libsvm-IDS approach, has shown encouraging performance, it could be further enhanced by further optimizing the classifier. The Libsvm classifier cannot effectively recognize some new attacks existing in the testing dataset, that unseen in the training dataset. So, designing an optimal classifier needs to be given a careful consideration in our future studies. 
