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Abstract. The continuous assessment process does not have tools models that
can be used as a standard and so, many combinations of criteria and values
are applied. This work presents application of knowledge discovery process
with data of continuous assessment, aiming at analysing the models previously
utilized. Tests of aplicability with two data mining techniques -decision trees
and association rules- were carried out. The target is to verify the viability to
solve problems related to identification of more efficient evaluation mechanisms.
Resumo. O processo de avaliac¸a˜o continuada na˜o possui modelos de instru-
mentos que possam ser tomados como padra˜o e por isto va´rias combinac¸o˜es
de crite´rios e pesos sa˜o utilizados. Este trabalho apresenta a aplicac¸a˜o do
processo de descoberta de conhecimento com dados de avaliac¸a˜o continuada,
visando a ana´lise dos modelos utilizados. Foram realizados testes de aplicabi-
lidade com duas te´cnicas de minerac¸a˜o de dados: a´rvores de decisa˜o e regras
de associac¸a˜o, a fim de verificar sua viabilidade para solucionar os problemas
relacionados a` identificac¸a˜o dos mecanismos mais eficientes de avaliac¸a˜o.
1. Introduc¸a˜o
Reviso˜es de regulamentos dida´tico-pedago´gicos teˆm determinado diferentes padro˜es de
avaliac¸a˜o. Provas e frequ¨eˆncia mı´nima passam a dar lugar a um universo que compreende
competeˆncias, habilidades, atividades pra´ticas e comprometimentos, verificados de forma
continuada. Estas mudanc¸as incluem a utilizac¸a˜o de novos paraˆmetros de avaliac¸a˜o.
Entretanto, ha´ muitas dificuldades para a implantac¸a˜o destas novas pra´ticas, em
virtude do volume de dados gerado. Neste contexto, identifica-se a necessidade de fer-
ramentas computacionais para auxiliar na extrac¸a˜o de informac¸o˜es u´teis, processo de-
nominado de descoberta de conhecimento em banco de dados. Por meio da utilizac¸a˜o
desta abordagem, poder-se-ia identificar quais crite´rios de avaliac¸a˜o sa˜o mais relevantes,
os padro˜es de comportamento dos alunos frente aos modelos de avaliac¸a˜o adotados, bem
como definir os modelos que apresentam melhores resultados.
Este trabalho aborda duas te´cnicas para extrair conhecimento aplicadas a`s bases
de dados de avaliac¸a˜o continuada. A sec¸a˜o 2. apresenta o processo de descoberta de
conhecimento em bases de dados e as te´cnicas estudadas. A sec¸a˜o 3. descreve os testes
realizados e a sec¸a˜o 4. apresenta as concluso˜es deste trabalho.
2. Descoberta de conhecimento em bases de dados
O processo de descoberto de conhecimento em bases de dados ou Knowledge Discovery
in Databases (KDD) [Fayyad et al. 1996] tem como objetivo a utilizac¸a˜o de mecanismos
automa´ticos de extrac¸a˜o de conhecimento que auxilie na tomada de deciso˜es.
A sequ¨eˆncia de esta´gios e´ definida como [Adriaans and Zantinge 1996]: (a)
selec¸a˜o dos dados a serem utilizados; (b) pre´-processamento e limpeza; (c) transformac¸a˜o;
(d) minerac¸a˜o de dados; (e) ana´lise de resultados. A sec¸a˜o 2.1. descreve as te´cnicas de
a´rvores de decisa˜o e regras de classificac¸a˜o.
2.1. Te´cnicas de Minerac¸a˜o de Dados
A abordagem de a´rvores de decisa˜o possibilita a classificac¸a˜o de objetos a partir dos
valores de seus atributos [Quinlan 1986]. O algoritmo de gerac¸a˜o de a´rvores de decisa˜o
baseado em ID3 (Induction of Decision Trees) e´ dependente dos conceitos de grau de
pureza, entropia e ganho dos atributos [de Amo 2004]. Tais elementos sa˜o utilizados
para definir qual e´ o melhor atributo para particionar os dados durante o processo de
construc¸a˜o da a´rvore. O grau de pureza indica o quanto de informac¸a˜o e´ necessa´ria para
especificar como sera´ classificada uma nova tupla do banco de dados. A entropia mede
estatisticamente a distribuic¸a˜o das tuplas entre as classes e contribui para o ca´lculo do
grau de pureza. O ganho de informac¸a˜o e´ a diferenc¸a entre o grau de pureza antes e apo´s
a divisa˜o do no´.
Para a gerac¸a˜o de regras de associac¸a˜o utilizou-se o algoritmo Apriori, por meio
do qual obte´m-se os conjuntos de itens relacionados em uma base de dados. Tem como
base os conceitos de suporte e confianc¸a. Define-se suporte como sendo a porcentagem
de transac¸o˜es em que a regra se verifica. Confianc¸a mede o grau de certeza de uma
associac¸a˜o [de Amo 2004].
3. Testes realizados
Com o intuito de comparar as duas te´cnicas, foram realizados testes com um conjunto
pequeno de dados. ´E sabido que a etapa de minerac¸a˜o extrai conhecimento u´til a partir
de grandes volumes de dados. Entretanto, estes testes apenas verificam a viabilidade de
utilizac¸a˜o do ID3 e do Apriori com dados de avaliac¸a˜o.
Os dados de entrada esta˜o na Tabela 1, oriundos de um semestre, com uma turma
da disciplina Banco de Dados. As colunas com ro´tulo CH avaliam competeˆncias e habi-
lidades: primeira prova (CH1), relato´rio (CH2), primeira fase de projeto (CH3), segunda
prova (CH4) e segunda fase do projeto (CH5). A coluna AP refere-se a atividades pra´ticas.
As colunas C1 e C2 sa˜o crite´rios de comprometimento e indicam, respectivamente, assi-
duidade e pontualidade na entrega de trabalhos. A coluna R indica o resultado de cada
aluno na disciplina. As ce´lulas com conteu´do representado pelas letras A, B e C definem
os conceitos atribuı´dos a cada crite´rio, conforme a Tabela 2.
Para testar os algoritmos, aplicou-se o processo de KDD, atrave´s das seguintes
atividades: (a) selec¸a˜o da base de dados; (b) supressa˜o de dados de colunas que pontuam
itens para gerar notas de outros crite´rios; (c) pre´-processamento, eliminando tuplas refe-
rentes a alunos matriculados que na˜o cursaram a disciplina de fato; (d) transformac¸a˜o das
notas representadas inicialmente por nu´meros reais de 0 a 10 em conceitos.
Tabela 1. Dados de entrada
Aluno CH1 CH2 CH2 CH4 CH5 AP C1 C2 R
1 A A A A A B A A Apto
2 B B A A A A B A Apto
3 A B A B A B B B Apto
4 B A A A A A A A Apto
5 A A A C B B A A Na˜o apto
6 A A A A A A A A Apto
7 B B C B C C C C Na˜o apto
8 A A A B A A A A Apto
9 B A A B A B C A Na˜o apto
10 A A A B A B A A Apto
11 B C C C C C C C Na˜o apto
12 A A A A A B A A Apto
13 B A A B B B A A Na˜o apto
Tabela 2. Relac¸a˜o entre intervalos de notas e conceitos
Conceito Nota
A 7,0 a 10,0
B 4,0 a 6,9
C 0,0 a 3,9
3.1. Aplicac¸a˜o do algoritmo ID3
A a´rvore de decisa˜o produzida esta´ representada na Figura 1. Percebe-se que o pri-
meiro atributo selecionado para particionar a amostra foi projeto2. Considerando que
este crite´rio avalia a aplicac¸a˜o pra´tica dos conceitos ensinados, o fato de ser a raiz da
a´rvore aponta-o como decisivo para o desempenho do aluno. Caso o aprendiz obtenha
conceito positivo (A) neste quesito, apenas a sua reprovac¸a˜o por faltas poderia prejudicar
seu desempenho. Isto esta´ representado na a´rvore pelo no´ assiduidade, que desce do ramo
A.
Constata-se, com este pequeno teste, uma interpretac¸a˜o plausı´vel da a´rvore de
decisa˜o gerada pelo algoritmo ID3 que corresponde com a realidade da disciplina. Cons-
cientizar os alunos da importaˆncia de dedicarem-se a este projeto, ou mesmo reforc¸ar os
pontos que devem ser aplicados na sua execuc¸a˜o podem ser medidas que melhorem o
nı´vel de aproveitamento dos alunos.
Figura 1. ´Arvore de decisa˜o
3.2. Aplicac¸a˜o do algoritmo Apriori
A execuc¸a˜o do algoritmo resultou nas regras de associac¸a˜o apresentadas na Tabela 3,
utilizando suporte 0,7 e grau de confianc¸a foi 0,9. O nu´mero de regras geradas foi grande
para o pequeno volume de dados. Algumas delas na˜o possuem associac¸a˜o direta, como
a de nu´mero 1, que indica associac¸a˜o entre pontualidade na entrega de trabalhos (C2) e
Projeto1 (CH3).
Destaca-se a regra 5, que indica associac¸a˜o entre o Projeto2 (CH5) e o Projeto1
(CH3). Apesar de na˜o revelar conhecimento u´til, haja vista que um projeto e´ continuidade
do outro, o fato dela ser gerada revela a aplicabilidade do algoritmo, que seria questionada
caso ela na˜o fosse produzida. Outro aspecto interessante sa˜o as regras 9 e 10. Elas
indicam relacionamento entre Relato´rio (CH2), Projeto1 (CH3) e Pontualidade na entrega
de Trabalhos (C2), o qual observa-se durante a disciplina, uma vez que o crite´rio C2 e´
avaliado na entrega de CH2 e CH3.
Tabela 3. Regras de associac¸a˜o produzidas
Regra ] Premissa ⇒ Consequ¨ente
1 C2 = A ⇒ CH3 = A
2 CH2 = A ⇒ CH3 = A
3 CH2 ∧ CH3 = A ⇒ C2 = A
4 CH2 = A ∧ C2 = A ⇒ CH3 = A
5 CH5 = A ⇒ CH3 = A
6 CH2 = A ⇒ C2 = A
7 CH2 = A ⇒ CH3 = A
8 CH3 = A ⇒ C2 = A
9 C2 = A ⇒ CH2 = A ∧ CH3 = A
10 CH3 = A ∧ C2 = A ⇒ CH2 = A
4. Conclusa˜o
Observando os problemas relacionados a volume de dados produzido e avaliac¸a˜o dos
instrumentos e paraˆmetros utilizados, considera-se importante a utilizac¸a˜o de te´cnicas
computacionais para melhorar o processo avaliativo. Neste trabalho foi possı´vel verifi-
car a viabilidade e aplicabilidade dos algoritmos ID3 e Apriori com dados de avaliac¸a˜o
continuada.
Identifica-se como trabalhos futuros a implementac¸a˜o de novas te´cnicas de
minerac¸a˜o de dados e a criac¸a˜o de ferramentas de visualizac¸a˜o para auxiliar na ana´lise
do conhecimento extraı´do. Ale´m disto, nota-se a importaˆncia de aplicar os algoritmos
estudados com maior volume de dados. Visualiza-se, ainda, a combinac¸a˜o das te´cnicas
apresentadas com o objetivo de selecionar automaticamente as regras mais importantes
conforme o posicionamento dos no´s da a´rvore de decisa˜o.
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