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In a biomedical field, existent cell observation methods have problems of shallow depth
of field and invasiveness. This study solves the problems by using quantitative phase
imaging (QPI). The QPI based on the transport of intensity equation (TIE) is adopted
because of its simple optical setup. This study proposes three methods as follows.
First, a numerical autofocusing method based on the TIE is proposed to solve the prob-
lem of shallow depth of field. The method, termed autofocus TIE, enables one to focus
on a thin object or multiple thin objects in a single plane. Three kinds of statistics are
introduced and evaluated by numerical and optical experiments. The suitable statistic is
determined for the autofocus TIE.
Second, adaptive autofocusing is proposed, which expands the autofocus TIE to allows
focusing on three-dimensional objects in different depth positions. The depth informa-
tion can be determined pixel by pixel by the adaptive autofocusing. Therefore, focused
complex amplitudes can be obtained in an entire field of view. The effectiveness of the
adaptive autofocusing is confirmed by an optical experiment using living plant cells.
Third, the TIE-based QPI is applied to computational ghost imaging (CGI) to solve
the problem of invasiveness. The method, termed transport-of-intensity CGI (TI-CGI)
achieves the QPI under low-intensity illumination and allows noninvasive cell observa-
tion. A numerical experiment is performed to evaluate random noise tolerance of the
TI-CGI. An optical experiment is carried out to compare the phase imaging quality of the
TI-CGI and phase-shifting digital holography.
The three methods are expected to contribute to the development of a biomedical field
by solving the problems of shallow depth of field and invasiveness.
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ら，位相差顕微鏡 1, 2)，微分干渉顕微鏡 3, 4) が用いられてきた. 位相差顕微鏡では，対
物レンズの瞳面（フーリエ面）において回折光もしくは非回折光のいずれかに位相遅
延を与えることにより，観察対象の位相を明暗のコントラストに変換し可視化する．




























マルチバンドなものに変更 17)，もしくは空間光変調器 (SLM: Spatial Light Modulator)
などの光学素子を追加する 18–20) ことにより，単一露光による位相計測も可能である．












手法 計測精度 空間分解能 計算コスト ロバスト性
干渉計測（ホログラフィ） ○ ○ ○ ×
強度輸送方程式 △ ○ ○ ○
Shack-Hartmann波面センサ ◯ × ◯ ○
反復位相回復アルゴリズム △ ◯ × ◯
微分位相コントラスト △ ◯ ○ ◯
– 2 –
1.2 研究目的
微分位相コントラスト 29) は物体照明パターンを変化させる 30)，もしくは結像光学
系の瞳面において物体フーリエスペクトルに振幅マスクを施す 31) ことによって取得
した複数の強度分布をもとに位相分布を算出する．簡易な結像光学系により実現され














では 2014 年にノーベル化学賞を受賞した STED (STimulated Emission Depletion) 顕










再生医療の分野では iPS細胞 (induced Pluripotent Stem cells)の評価観察方法が必要と

























に示すように光学系が比較的簡易である強度輸送方程式 (TIE: Transport of Intensity
Equation) を用いた定量位相イメージング 12) に着目した．強度輸送方程式は近軸近
似に基づくが，光の吸収が大きくなく局所的な位相差が小さい薄い生細胞（大きさ：
数 µm～十数 µm，位相差：1～π rad程度）を計測対象とした場合，位相計測精度は問
題にならない 13, 16, 66)（近軸近似による物体の制限は第 2.2節において議論する）．干
渉を必要としないため，強度輸送方程式を用いた定量位相イメージングは既存の光学
顕微鏡に容易に組み込むことが可能である．その光学系の簡易さから強度輸送方程式




















学系の比較．(a) 干渉計測に用いられる Mach-Zehnder 型干渉計，(b) 強度
輸送方程式を用いた定量位相イメージングに用いられるテレセントリック





ない（細胞固有の評価基準 (cellular duty ratio)を用いる特殊な手法 72) や機械的オート
フォーカシングを伴う手法 73) は提案されている）．本研究ではホログラフィック顕微
鏡において用いられる鮮鋭度の評価指標として代表的な分散，勾配，2次微分に基づく




























































































ゴーストイメージング (TI-CGI: Transport-of-Intensity Computational Ghost Imaging)




は，評価試料としてマイクロドットレンズ 100) を用いた光学実験により TI-CGI を実
証する．
以下に，本論文において提案する手法をまとめる．
　 1) オートフォーカス TIE：強度輸送方程式を用いた定量位相イメージングにおい
てオートフォーカシングが実現可能な手法
　 2) 適応的オートフォーカシング：オートフォーカス TIEを改良した，画素ごとに
物体位置を特定可能な手法
































とを示した．その後，Gureyev らが強度輸送方程式を Neumann 問題として解くこと
により，境界上の位相計測が不要となった 101)．すなわちデフォーカス強度分布の取
得のみにより，対象の位相分布の計測が可能となった．強度輸送方程式に対して当初，
Teagueによって Green関数による解法 12) が示されたが，後年，Zernike多項式 101, 102)
やフーリエ変換 102–105) を用いる解法などさまざまなもの 104, 106, 107) が示された．文







Green関数 12, 109) 理論的解析解 膨大な計算量
マルチグリッド 104) 実装が容易 低周波ノイズ，反復計算













ンシーの問題については，はじめに Streiblが 1984年に相互強度関数 (mutual intensity
function)に基づき解析し 111)，その後，Paganinらが Poyntingベクトルの時間平均に
基づき解析した 112)．2018年には Zuoらが円環照明を用いた部分的にコヒーレントな


















u(x, y; z) = 0 (2.1)
から導出される 12, 114)．ここで，(x, y; z) は z を光軸とする近軸座標系，
∇⊥ = (∂/∂x, ∂/∂y) は光軸 z に垂直な平面 (x, y) に対する 2 次元微分作用素，




u(x, y; z) =
√
I(x, y; z) exp{iϕ(x, y; z)} (2.2)
とおく．ここで，I(x, y; z)は強度分布，ϕ(x, y; z)は位相分布である．式 (2.2)を式 (2.1)
に代入し，その虚部を取ることにより 115) 強度輸送方程式









強度輸送方程式の物理的意味を考える．左辺の [...] 内の I(x, y; z)∇⊥ϕ(x, y; z) は
Poynting ベクトルをあらわす 112, 116)（Born らの解説にしたがえば幾何光学におけ
る Poyntingベクトルと呼べる 117)）．I(x, y; z)がエネルギ密度の時間平均をあらわし，
∇⊥ϕ(x, y; z) は Poynting ベクトルの方向をあらわす．すなわち，強度輸送方程式は
Poynting ベクトルの発散が強度分布の光軸方向微分に比例することをあらわしてい
る．また，Ichikawaらは式 (2.3)左辺を
∇⊥ · [I(x, y; z)∇⊥ϕ(x, y; z)] = ∇⊥I(x, y; z) · ∇⊥ϕ(x, y; z) + I(x, y; z)∇2⊥ϕ(x, y; z) (2.4)
と展開して強度輸送方程式の物理的意味を解釈している 118)．右辺第 1 項を局所的
な傾斜波面 ∇⊥ϕ(x, y; z) に起因する強度分布の横方向シフトによる強度変化をあら
わすプリズム項，第 2 項を局所的な波面の曲率 ∇2⊥ϕ(x, y; z) に起因する光波の発散・
収束による強度変化をあらわすレンズ項と呼んでいる．本論文ではより直感的な理
解のために Woods らの解析 109) にしたがい，光軸位置 z において一様な強度分布
I(x, y; z) = I (const.)をもつ光波（純位相物体を観察する場合）に対して成立する強度
輸送方程式






の物理的意味を示す．式 (2.5) は式 (2.3) の左辺の強度分布を定数 I とみなし，両辺
を I により割り算することによって導出される．式 (2.5)左辺は位相（波面）の曲率，
右辺は光軸方向の強度変化をあらわす．式 (2.5)が示す光波の振る舞いを図示すると，







|λµmax| ≪ 1 and |λνmax| ≪ 1 (2.6)




式 (2.6)から明らかなように，強度輸送方程式は波長の短い電子顕微鏡 120–122) や X線
顕微鏡 103, 123) において真価を発揮する．また，可視光においても薄い細胞試料 13, 16, 66)
やレンズ 124, 125) など，局所的な位相差の小さい物体を計測する場合には最大の空間周
波数が小さいため，十分な精度で位相計測が可能である．
2.3 フーリエ変換による解法
式 (2.3)に立ち戻り，これを位相分布 ϕ(x, y; z)について解く．ここで，Poyntingベ
クトルを Helmholtz分解し，
I(x, y; z)∇⊥ϕ(x, y; z) = ∇⊥ψ(x, y; z) + ∇⊥ × V(x, y; z) (2.7)
とおく 12, 105, 112, 116)．右辺第 1 項と第 2 項はそれぞれ，スカラーポテンシャル，ベク
トルポテンシャルと呼ばれる．ψ(x, y; z)は，最終的に ϕ(x, y; z)を求める過程で補助的






















波を扱う場合，ベクトルポテンシャルは無視できるため，式 (2.3)は補助変数 ψ(x, y; z)
を用いて







回復する手法も提案されている 116)）．式 (2.8) は補助変数 ψ(x, y; z) に関する Poisson
方程式である．Poisson 方程式はフーリエ変換を用いて解けることが知られている．
式 (2.8)の両辺を 2次元フーリエ変換すると

















となる．ここで，Ψ(µ, ν; z)は ψ(x, y; z)の 2次元フーリエ変換，FT[...]は 2次元フーリ
エ変換演算子をあらわす．式 (2.9)を Ψ(µ, ν; z)について解く場合に，(µ, ν)は原点を含
むため，単純に両辺を 4π2(µ2 + ν2)で割り算することはできない（不良設定問題と呼
ばれる）．したがって，式 (2.9)左辺の 4π2(µ2 + ν2)を A(µ, ν)，右辺を B(µ, ν; z)とおい
た際の最小化問題
Ψ̂(µ, ν; z) = min[ ||A(µ, ν)Ψ(µ, ν; z) − B(µ, ν; z)||22 + ||αΨ(µ, ν; z)||22 ] (2.10)
を設定する 126, 127)．ここで，||...||2 は Euclid ノルム，α は正則化パラメータである．
式 (2.10)を Tikhonovの正則化を用いて解くと，











となる 67, 126, 127)．右辺の A(µ, ν)/{A2(µ, ν)+α2} = W(µ, ν)はWienerフィルタのような
はたらきをする．W(µ, ν)を単純に 1/{A(µ, ν) + α}とおいた場合も同様の効果が得られ
る 123) ため，本論文ではそれを採用する．Ψ̂(µ, ν; z)を Ψ(µ, ν; z)と書き改め，式 (2.11)
の両辺を 2次元逆フーリエ変換すると，
















式 (2.7)においてベクトルポテンシャルを無視したのち，両辺を I(x, y; z)で割り算す
ると，























となる．式 (2.14) は位相分布 ϕ(x, y; z) に関する Poisson 方程式である．したがって，
ψ(x, y; z)の場合と同様，フーリエ変換を用いて解くことが可能であり，

















を得る 105, 128)．式 (2.15) において λ はイメージングに用いる光源の波長であり，
W(µ, ν)は撮像素子により取得した強度分布の画素サイズ pおよび画素数 Nimage から
求められる値であり，実験条件により定まる．µ，ν は µ = ν = N/(pNimage)より算出
可能である（ただし，N は原点からの距離 [pixel] である）．すなわち，式 (2.15) 内
の未知変数は強度分布 I(x, y; z)とその光軸方向微分 ∂I(x, y; z)/∂zであり，これらの値
を実験的に取得することにより観察対象の位相分布 ϕ(x, y; z) が計測できる．ただし，














似 122, 129) や多項式近似 129, 130)，Savitzky-Golayフィルタ 131)，Gauss過程回帰 66)，空
間周波数マルチフィルタ 132) などを用いることにより，さらに高精度な推定も実現で






るため，本論文では撮像素子の走査を採用している．結像光学系を用いて (x, y; z) に
物体（計測対象）面を結像した場合，I(x, y; z) はインフォーカス像，I(x, y; z ± ∆z) は
デフォーカス像となる．それらを式 (2.15)に代入して計測対象の位相分布 ϕ(x, y; z)が
算出される．この定量位相イメージングのプロセスを図 2.2(b)に示す．あるいは，物
体面から光軸方向に離れた平面を (x, y; z)としてその平面における位相分布を式 (2.15)
により算出して複素振幅分布 u(x, y; z)を算出し，それに伝搬計算をおこなうことによ
り物体面の複素振幅分布を算出することが可能である．第 3章と第 4章ではこの操作
に基づいて計測をおこなう．また特に，純位相物体についてはインフォーカス像が一
様 I となるため，デフォーカス像 I(x, y; z+∆z)（もしくは I(x, y; z−∆z)）の平均や背景
強度から I が算出可能なことが知られている 99, 133)．すなわち，式 (2.16)を用いるこ
Image sensor
















0I(x, y; z) I(x, y; z+Dz)I(x, y; z-Dz)
TIE solver
Intensity distributions




とにより，1枚のデフォーカス像のみの取得によって位相分布 ϕ(x, y; z)が算出可能で






対して支配的となる．この場合は上述した推定精度向上手法 66, 122, 129, 131, 132) を用いる
か，∆zを長く取りノイズよりも強い強度変化を得，ノイズの影響を低減する必要があ
る．低次の差分近似，式 (2.16)，(2.17)を用いる場合は，差分近似の精度とノイズ低減
のバランスを取るように ∆zを決定する 15)．また，正則化パラメータ αはノイズの度
合いや物体の空間周波数成分に応じて経験的に決定される 67)．
– 18 –







理を述べる．分散，勾配，2次微分に基づく 3種類の振幅分布の鮮鋭度評価方法 59, 74)










(x, y; z)と定め，撮像素子を光軸方向に走査して (x, y; z)とその前後 (x, y; z ± ∆z)の 3
平面において強度分布 I(x, y; z)，I(x, y;±∆z)を取得する．式 (2.15)と式 (2.17)を用い
てデフォーカス面 (x, y; z) における位相分布 ϕ(x, y; z) を算出する．算出された位相分
布と取得された強度分布から複素振幅分布 u(x, y; z) =
√




u(x, y; z + d) = IFT
[






− µ2 − ν2
)]
(3.1)
をおこなう．ここで d は伝搬距離であり，u(x, y; z + d)は距離 d 伝搬後の複素振幅分
布である．伝搬距離 d を dmin ≤ d ≤ dmax と変化させ複素振幅分布 u(x, y; z) を数値伝
– 19 –






















Intensity distributions obtained at different depth positions
TIE
solver














from smallest focus value
Best focus
図 3.1 (a)オートフォーカス TIEに用いる光学系，(b)デフォーカス面に
おける位相計測，(c)オートフォーカシングの概要．
搬し，各伝搬距離において振幅分布








Nimage p + p′
d (3.3)
程度に定める．p′ は伝搬後の画素サイズであり，角スペクトル法を用いる場合は
































{a(x − 1, y; z + d) + a(x + 1, y; z + d) + a(x, y − 1; z + d) + a(x, y + 1; z + d)
−4a(x, y; z + d)}2 , (3.6)
に基づく 3種類の評価方法 59, 74) を導入する．ここで，ā(z+ d)は a(x, y; z+ d)の (x, y)
平面内の平均値である．式 (3.5)および式 (3.6)の 2行目に示したものは離散表現のう
ちの一例である．光軸方向に評価値 (focus value)を比較することにより，物体光軸位
置 zobject を特定する．特定方法は物体の特徴によって異なる．対象が吸収に分布をも








































おいて複素振幅分布 u(x, y; zobject)の偏角
ϕ(x, y; zobject) = argument{u(x, y; zobject)} (3.7)





幅分布は一様 a(x, y; zobject) = 1とした．したがって，各評価関数が最小値を取る光軸
位置を物体位置として特定した．物体の画素数は 256 [pixel] × 256 [pixel]，画素サイ
ズは 4.65 [µm] × 4.65 [µm] である．図 3.1(a) に示す光学系を想定し，光源の波長は
685.2 nmとした．物体から撮像素子面（TIEによる位相分布の算出面）(x, y; z)までの















図 3.3 (a)計測物体，(b)取得された強度分布，(c) TIEにより計測された位相分布．
評価関数の物体位置の特定精度を




i) 物体の複素振幅分布 exp{iϕ(x, y; zobject)} に角スペクトル法による伝搬計算をお
こなった．伝搬距離を 50 mm, 50 ± 1.0 mm として数値伝搬し，図 3.3(b) に
示す異なる光軸位置における 3枚の強度分布 I(x, y; z)，I(x, y; z ± ∆z)を取得し
た．なお，伝搬に伴う光波の回り込み（離散 Fourier変換による円状畳み込み）
を防ぐために，物体の位相分布を 1024 [pixel] × 1024 [pixel] までゼロ詰めし
て伝搬した 136)．ゼロ詰めした範囲の振幅は 1 である．図 3.3(a)，3.3(b) には
1024 [pixel] × 1024 [pixel]のうち，256 [pixel] × 256 [pixel]を抽出したものを
示している．
ii) 3.2節の第 1段階に示すように，取得された強度分布から式 (2.15)と式 (2.17)を
用いて図 3.3(c)に示す位相分布を算出した．その後，複素振幅分布 u(x, y; z) =
– 23 –
第 3章 オートフォーカス TIE
√
I(x, y; z) exp{iϕ(x, y; z)}を算出した．
iii) 算出された複素振幅分布に対して，3.2節の第 2段階に示すように，角スペクト
ル法による伝搬計算をおこない，振幅分布の 3次元スタックを取得した．ここ
で，dmin，dmax，dstep はそれぞれ，−60 mm，−40 mm，0.10 mmとした．
3 種類の評価関数の振る舞いを図 3.4 に示す． 図 3.4 中には，伝搬距離 −45 mm，
−50 mm，−55 mmにおける振幅分布を示している．伝搬距離 −50 mmにおいて，ほ
ぼ一様な振幅分布が得られており，各評価関数はその伝搬距離において最小値を取っ
ている．したがって，オートフォーカス TIEにより物体位置が特定可能なことが示さ
れた．図 3.5に，評価関数によって特定された伝搬距離 −50 mmにおいて算出された
位相分布を示す．計測対象と同様の位相分布が得られ，これによりオートフォーカス






































ズなしのシミュレーション手順の ii) において取得された強度分布すべてに Gaussian
ノイズを付加した．入射光の平均強度 1に対して，Gaussianノイズの平均値は 0，標準
偏差は 0.030（SNR = 33に相当）とした．再現性を確認するために，異なる Gaussian
ノイズのパターンを用いて ii)，iii)の操作を 30回繰り返し，物体光軸位置の特定精度
を比較した．式 (3.8)の算出結果を 30回の計測に対して平均したものを表 3.1に示す．
表 3.1から分散に基づく評価方法が，他の評価方法よりも特定精度が低いことがわか
る．この原因を明らかにするため，30回の計測のうちの評価関数の振る舞いの一部と
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いた定量位相イメージングにおいて特有のこの誤差は cloudy noise と呼ばれている．
この誤差は空間周波数フィルタW(µ, ν)に起因する．空間周波数フィルタW(µ, ν)は低























光学実験により 3 種類の評価方法の性能を比較した．図 3.8 に示すゾウリムシ (P.
multimicronucleatum) の標本を計測対象とした．図 3.8 は計測対象の一部を白色照明
の下，光学顕微鏡を用いて拡大して取得した強度分布である．この標本はキシロール
バルサムにより封入されて赤紫色に染色され，染色部はほぼ一様な振幅分布をもつ．








第 3章 オートフォーカス TIE
等の計測精度で位相計測が可能であることが示されている 130)．撮像素子の画素サイ
ズは 4.65 [µm] × 4.65 [µm]である．標本内には複数のゾウリムシが散在しているが，
それらと撮像素子の距離が等しく 65 mmと一定になるように標本を光軸に垂直に配置
した．すなわちすべてのゾウリムシは同一平面内に存在する．走査間隔 ∆zを 1.0 mm
として自動ステージを用いて撮像素子を移動させ，物体からの距離が 65 mm，65±1.0
mmの光軸位置においてそれぞれ，強度分布 I(x, y; z)，I(x, y; z±∆z)を取得した．ここ





距離を 64 mmとした．物体を移動させたのち，物体からの距離が 64 mm，64±1.0 mm





I(x, y; z) I(x, y; z+Dz)





算出された位相分布を用いて複素振幅分布 u(x, y; z) =
√
I(x, y; z) exp{iϕ(x, y; z)}を算出




位置として特定した．物体移動前の図 3.11(a) において 3 種類の評価関数は −63 mm
から −65 mm の間で最小値を取っている．一方，物体移動後，図 3.11(b) において 2
次微分に基づく評価関数 (LAP)は −67 mmにおいて最小値を取っているが，物体位置
は −63 mmから −64 mmであると考えられるため，最小値ではなく極小値を取る伝搬
距離を LAPにより特定された物体光軸位置とした．物体移動前後に各評価方法によっ
て特定された物体光軸位置（伝搬距離）を表 3.2に示す．VAR，GRA，LAPにより物
体移動前後に特定された物体光軸位置の差はそれぞれ，0.8 mm，1.1 mm，1.2 mmで































































-61 -62 -64 -66 -67
Propagation distance [mm]
-65-63















評価方法 伝搬距離（移動前）[mm] 伝搬距離（移動後）[mm] 差 [mm]
VAR −63.4 −62.6 0.8
GRA −64.8 −63.7 1.1




































































































































1 段階ではオートフォーカス TIE 同様，3 枚のデフォーカス像取得後，強度輸送方
程式を用いて位相分布 ϕ(x, y; z) を算出し，デフォーカス面における複素振幅分布
u(x, y; z) =
√
I(x, y; z) exp{iϕ(x, y; z)}を取得する．第 2段階では図 4.1に示す手順にし
たがって物体の光軸位置を画素ごとに探索し特定する．まず，i)取得された複素振幅
分布に式 (3.1)を用いて伝搬計算をおこない，式 (3.2)を用いて異なる深さ位置におけ
る振幅分布の 3 次元スタックを算出する．ここまではオートフォーカス TIE と同様





i) Propagation of the obtained complex amplitude
ii) Evaluation of the sharpness for each pixel and depth
     while changing the size of evaluation area n










分布の全面 Nimage [pixel] × Nimage [pixel]において鮮鋭度を評価したが，適応的オート


































































































{a(x + i, y + j; z + d) − an×n(z + d)}2, (4.1)
を用いる．ここで，an×n(z + d) は局所領域 n × n 内の振幅分布の平均値をあらわす．




あった GRA に対する CV の利点を図 4.3 を用いて述べる．図 4.3 は振幅値が 0 で一
定の領域の中心に振幅値 1の突出値をもつ画素が一つ存在する場合に GRAと CVの










0 0 00 0
0 0 00 0
0 0 00 0
0 0 0 0
0 0 00 0 for n = 3
     GRA = 3.4
     CV = 3.8
for n = 5
     GRA = 3.4
     CV = 4.8














離，すなわち基準距離を 38 mm とした．光源の波長はヒメツリガネゴケの吸収が小
さい緑色の波長帯域を使用し，532 nm とした．吸収が小さい波長帯域を用いた理由
は，近軸近似の精度を向上させるためである．実験に用いた撮像素子の画素サイズは
4.65 [µm] × 4.65 [µm]である．撮像素子の走査間隔 ∆zを 1.0 mmとして，図 4.5(a)に
示すように 3 枚の強度分布を取得した．取得された強度分布から式 (2.15)，(2.17) を
用いて算出した位相分布を図 4.5(b)に示す．dmin，dmax，dstep をそれぞれ，−40 mm，
−36 mm，0.10 mm として適応的オートフォーカシングを用いた．なお，評価領域 n
は nmin = 3 [pixel] から nmax = 155 [pixel] まで 2 pixel 刻みで変化させた．nmin には




























(a) Captured intensity distributions
I(x,y;z)
I(x,y;z-Dz)

























ない．深さマップから物体の光軸位置の特定精度を評価する．Leaf 1 の左端と Leaf
2の右端の伝搬距離の差の絶対値は 1.9 mmである．それら 2か所の x 軸方向の距離
は 3.3 mmである．これらの値からプレパラートの光軸 zに対する傾きを算出すると，





す 82)．比較のため，まず，図 4.6(b)に伝搬距離を 38 mmとして取得した複素振幅分
布を示す．振幅分布を比較すると，適応的オートフォーカシングを用いた場合では視
野全体において合焦しているのに対し，単に伝搬計算をおこなった場合では拡大画像
(b) Complex amplitude obtained by direct propagation of 38 mm
0 2p[rad]















する．図 4.7 に深さマップの比較を示す．図 4.7(b)，4.7(c) に示す n を固定した場合
の深さマップでは端の領域（黒枠状の領域）で深さ情報が得られていない．これは局
所領域を設ける性質上，(n − 1)/2 [pixel]の領域で CV値が算出できないためである．
適応的オートフォーカシングでは，最小のサイズ 3 [pixel] × 3 [pixel]を用いることが
可能であるため，深さ情報が欠落するのは 1 pixel のみである．図 4.7(b) に示された




図 4.7(a)の左側の拡大図では物体の深さ情報が得られている．n = 155 [pixel]と固定
-36 -40[mm]
(b) Depth map obtained by constant n of 77 pixels
-36 -40[mm]
(c) Depth map obtained by constant n of 155 pixels
-36 -40[mm]
(a) Depth map obtained by the proposed method
Corresponding amplitude
Corresponding amplitude
図 4.7 深さマップの比較．(a) 適応的オートフォーカシング，(b) n = 77














続いて複素振幅分布を比較する．図 4.8(a)，4.8(b)にそれぞれ，評価領域を n = 77
[pixel]，n = 155 [pixel] と固定して取得した複素振幅分布を示す．図 4.6(a) に示す
適応的オートフォーカシングにより取得された振幅分布と，図 4.8(a) に示す n = 77
[pixel]として取得された振幅分布を比較すると，定性的に同様のものが得られている．

















(a) Complex amplitude obtained by constant n of 77 pixels
0 2p[rad]
PhaseAmplitude
(b) Complex amplitude obtained by constant n of 155 pixels
0 2p[rad]
PhaseAmplitude
図 4.8 評価領域の大きさを固定して取得された複素振幅分布．(a) n = 77






トが膨大である（本実験条件の場合，Intel Core i5 2.8 GHzの性能のコンピュータを用



































































































る手法も提案されている 137)．以降は Hadamard マスクを用いることを前提に原理を




とにより Nimage × Nimage 枚の Hadamardマスクが算出される 95)．図 5.1(b)の Original
seriesに示すように Hadamardマスクは −1の値をもつ．−1は光学的に実現できない
ため，図 5.1(b)の Positive seriesに示すように −1を透過率 0に置き換えて Mr(x, y)と
して用いる．Positive series のみでも強度分布の再構成が可能であるが，図 5.1(b) の
Negative series に示すように，Positive series の 0 と 1 を反転させたものも同時に用











Mr(x, y)I(x, y; z) dxdy (5.1)
を点検知器により計測する．ここで，物体面を (x, y; z)とした．I(x, y; z)は物体の強度
分布であり，強度総和 br は分布をもたない．分布をもたない計測 “点”強度から物体




Mr,positive(x, y)I(x, y; z) dxdy −
"
Mr,negative(x, y)I(x, y; z) dxdy
= br,positive − br,nagative (5.2)
として後の計算に用いる．iii) i) と ii) をマスクを変更して m 回繰り返す．Positive
seriesのみを用いる場合は，イメージングに要求される画素数 Nimage × Nimage が繰り返











(br − ⟨b⟩)Mr(x, y)
= ⟨bM(x, y)⟩ − ⟨b⟩ ⟨M(x, y)⟩ (5.3)
を用いて物体強度分布 I(x, y; z) を再構成する．ここで，⟨...⟩ は集合平均をあらわす．
式 (5.3) はスペックル場の 2 次統計に基づき，スペックル強度分布の相関関数より導
出され 139–141)，天文学や量子光学の分野では Hanbury Brown-Twiss効果として知られ
る（導出の詳細は付録 A-2に示す）．相関関数 G(x, y)は強度計測回数 r の増加ととも




を回復する．TI-CGIに用いる光学系を図 5.2に示す．ここでは物体面を (x, y; z)とし，
計測物体を振幅分布が一様な物体 u(x, y; z) =
√


















Mr,positive(x, y)I(x, y; z + ∆z) dxdy −
"
Mr,negative(x, y)I(x, y; z + ∆z) dxdy
(5.4)
と書き改められる．したがって，式 (5.3)を用いて物体のデフォーカス像 I(x, y; z+∆z)
が再構成される．前進差分近似を用いるために，再構成されたデフォーカス像の平均
値を取り物体のインフォーカス強度を推定する 99, 133)．すなわち，
I(x, y; z) = I ≈ Ī(z + ∆z) (const.) (5.5)
を計算する．最終的に，式 (2.15)および式 (2.16)を用いて物体の位相分布 ϕ(x, y; z)が
算出可能である．
物体からの回折光が変調マスクで十分に覆える場合に，物体面 (x, y; z) とデフォー
カス面 (x, y; z + ∆z) において光のエネルギが保存されるため，デフォーカス像か
らインフォーカス強度を近似的に算出できる．振幅に分布をもつ物体 u(x, y; z) =√
I(x, y; z) exp{iϕ(x, y; z)}を計測する場合は，上述の近似を用いることができないため，
(x, y; z+∆z)とは異なるデフォーカス面もしくは物体面における強度分布を計算ゴース
トイメージングの原理にしたがい取得する必要がある．その場合は，変調素子を光軸




シミュレーションにより TI-CGI の原理を実証する．図 5.2 に示す光学系を想定
し，光源の波長は 532 nm とした．SLM の画素サイズは 36 µm× 36 µm とした．
変調パターンとして，64 [pixel] × 64 [pixel] の Hadamard マスクを用いた．なお，
イメージング品質の向上のために Negative series も用いたため，強度計測回数は
m = 64 × 64 × 2 = 8192 である．図 5.3 に示す二つの純位相物体を計測対象とした．



































i) 物体の複素振幅分布 u(x, y; z) =
√
I exp{iϕ(x, y; z)}を与え，SLM面まで ∆zの距
離角スペクトル法を用いて数値伝搬した．差分近似の精度とノイズの影響を低
減することのバランスを考慮し，伝搬距離 ∆zは図 5.3(a)，5.3(b)に対してそれ





iii) すべてのマスクに対して上の操作をおこない，式 (5.3) によりデフォーカス像
I(x, y; z + ∆z)を再構成した．再構成されたデフォーカス像の平均値 Ī(z + ∆z)を
算出してインフォーカス強度を推定し，式 (2.15)および式 (2.16)を用いて物体
の位相分布 ϕ(x, y; z)を算出した．







{ϕtrue(i, j; z) − ϕret(i, j; z)}2 (5.6)























微弱照明下における光学実験により TI-CGI の有用性を示す．図 5.2 に示す光学系
を用いた．出力 50 mW，波長 532 nm のファイバレーザを光源として用い，透過率
1.0%，0.10%の 2枚の ND (Neutral Density)フィルタを光源の後方に配置し，光量を
10 万分の 1 にした．この光量は，一般の撮像素子では露光時間を数十秒にしなけれ
ば撮像が不可能なほどの極微弱光である．画素サイズが 36 [µm] × 36 [µm] の SLM
(LC2012, Holoeye Photonics AG) を Hadamard マスク表示用に用いた．Hadamard マ
スクの画素数は 64 [pixel] × 64 [pixel]としたため，強度計測回数は m = 8192である．
点検知器の代わりに画素サイズ 4.65 [µm] × 4.65 [µm] の CCD カメラを用いた．1.0
[mm] × 1.0 [mm]の点検知器を想定し，撮像素子の画素数 1280 [pixel] × 960 [pixel]の
うち，中央 215 [pixel] × 215 [pixel]の領域の強度総和を計算ゴーストイメージングの















































































































































































Dots and gaps have different







































































た場合の光量は，1度の強度計測に対して通常の 10万分の 1であり，一連の 8192回
の強度計測に要する光の総量は通常の 8192/100000≈1/12 である．一般の撮像素子を
用いる場合，50 mW光源の光量を 10万分の 1にして撮像すると露光時間を数十秒に
しなければならない．長い露光時間を要すると，生きた細胞の観察は困難であり，露
光中に生じる振動によりイメージングの品質が劣化する．一方，TI-CGIの場合，本実
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から出発する．光波の複素振幅分布
u(x, y; z) =
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となる．式 (A.8)を ∇⊥ を用いてあらわすと，














より導出される．異なる 3次元空間の座標において観測されるスペックル場 S (x, y; z)，
S (x′, y′; z′)の相互相関関数は
⟨S (x, y; z)S (x′, y′; z′)⟩ = ⟨S (x, y; z)⟩ ⟨S (x′, y′; z′)⟩ + | ⟨s∗(x, y; z)s(x′, y′; z′)⟩ |2
= ⟨S (x, y; z)⟩ ⟨S (x′, y′; z′)⟩ [1 + |h(x, y, x′, y′; z, z′)|2] (A.10)
とあらわされる 140, 141)．ここで，s(x, y) はスペックル場の複素振幅分布，
h(x, y, x′, y′; z, z′)は
h(x, y, x′, y′; z, z′) =
⟨s∗(x, y; z)s(x′, y′; z′)⟩√
⟨S (x, y; z)⟩ ⟨S (x′, y′; z′)⟩
(A.11)
である．さらにフレネル領域では，h(x, y, x′, y′; z, z′) が 2 点の座標間の距離にのみ依
存するため，
h(x, y, x′, y′; z, z′) = h(x − x′, y − y′; z − z′) (A.12)
と書ける 140)．
図 1.2(a)に示すゴーストイメージングの光学系において，物体強度分布を I(x, y; z)，
物体に照明されるスペックルパターンを S r(x, y; z)，エリアセンサにより取得される強
度分布を S r(x′, y′; z′)とおく．ここで，r = 1, 2, ...,mは測定回数である．スペックルパ




S r(x, y; z)I(x, y; z) dxdy (A.13)
とあらわされる．異なるスペックルパターンで m回照明した際の br の平均は，
⟨b⟩ =
"
⟨S (x, y; z)⟩ I(x, y; z) dxdy (A.14)
となる．ここで，⟨...⟩ は m 回の集合平均をあらわす．br と S r(x′, y′; z′) の積を考え
ると，
⟨bS (x′, y′; z′)⟩ =
"
⟨S (x, y; z)S (x′, y′; z′)⟩ I(x, y; z) dxdy (A.15)
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となる．式 (A.15)に式 (A.10)を代入すると，
⟨bS (x′, y′; z′)⟩ =
"
⟨S (x, y; z)⟩ ⟨S (x′, y′; z′)⟩ [1 + |h(x, y, x′, y′; z, z′)|2]I(x, y; z) dxdy
= ⟨b⟩ ⟨S (x′, y′; z′)⟩
+ ⟨S (x, y; z)⟩ ⟨S (x′, y′; z′)⟩
"
I(x, y; z)|h(x, y, x′, y′; z, z′)|2dxdy
(A.16)
となる．式 (A.16)の 1行目から 2行目の変形において，スペックルパターンは十分に
ランダムかつ計測回数 mが十分多いとして
⟨S (x, y; z)⟩ = ⟨S (x′, y′; z′)⟩ ≈ const. (A.17)
を用いた（Hadamardマスクを S r(x, y; z)および S r(x′, y′; z′)とした場合，集合平均は
完全に定数となる）．式 (A.12)の関係を用いて，式 (A.16) 2行目の積分をあらわすと，"
I(x, y; z)|h(x, y, x′, y′; z, z′)|2dxdy =
"
I(x, y; z)|h(x − x′, y − y′; z − z′)|2dxdy
(A.18)
となる．スペックルパターンが十分細かい場合，h(x − x′, y− y′; z− z′)は原点付近に鋭
いピークをもつため，デルタ関数と近似できる．すなわち，式 (A.18)は，"
I(x, y; z)|h(x − x′, y − y′; z − z′)|2dxdy ≈
"
I(x, y; z)|δ(x − x′, y − y′; z − z′)|2dxdy
= I(x, y; z) ⊗ δ(x′, y′; z′)
= I(x, y; z) (A.19)
とあらわされる．ここで，⊗ は畳み込み積分演算子である．したがって，式 (A.16)
より
⟨bS (x′, y′; z′)⟩ = ⟨b⟩ ⟨S (x′, y′; z′)⟩ + ⟨S (x, y; z)⟩ ⟨S (x′, y′; z′)⟩ I(x, y; z) ,
I(x, y; z) =
⟨bS (x′, y′; z′)⟩ − ⟨b⟩ ⟨S (x′, y′; z′)⟩
⟨S (x, y; z)⟩ ⟨S (x′, y′; z′)⟩ (A.20)
が得られる．再び，式 (A.17)を用いることにより，式 (A.20)右辺の分母を定数とみな
せるため，相関関数
I(x, y; z) = ⟨bS (x′, y′; z′)⟩ − ⟨b⟩ ⟨S (x′, y′; z′)⟩ (A.21)
が得られる（I(x, y; z)を G(x, y)，S (x′, y′; z′)を M(x, y)とすることにより，式 (5.3)に
一致する）．
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