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Abstract 
The latest semiconductor optoelectronic structures usually possess 
residual strain fields within the active region. The strains have a 
direct influence on device characteristics and must be determined. 
Current numerical methods used to determine such strains are of- 
ten computationally intensive, and possess a range of other short- 
comings. To address these problems, Green's function integrals 
are presented which yield strain distributions for generally shaped, 
buried inhomogeneities. Initially materials are considered assuming 
isotropic elastic constants, but it is demonstrated that the approach 
may be extended to materials with anisotropic elastic constants. Fi- 
nally the analytical approach is exploited to determine analytical 
forms for piezoelectrical potentials in nitride based materials and 
to produce theoretical TEM images of buried inhomogeneities. 
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Chapter 1 
Introduction 
Several classes of laser have emerged in the forty years since its concep- 
tion [4,5]. Examples are the doped insulator (ruby), gas (He-Ne), liquid 
dye and semiconductor laser. Each type uses a different media to achieve 
lasing but all must (i) satisfy the conditions for optical gain overcoming loss, 
(ii) incorporate a mirror mechanism to allow continuous resonance of the 
coherent light within a cavity and (iii) allow light to escape. 
The laser was not seen as `application orientated' in the early days after its 
invention. However now, in the modern world, lasers have been incorporated 
into a huge variety of devices, and are utilized in the daily routines of most 
citizens. In fact, lasers may be considered crucial to the smooth running of 
our society. For example: 
9 The telecommunications world was revolutionized after the introduc- 
tion of `clean' fibre-optic networks. Information is transmitted and 
amplified optically instead of electronically, allowing huge (typically 
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1000 Gbit s-1) amounts of information to be passed through a single, 
inexpensive optical fibre. 
" Lasers are used to retrieve archived information. The information is 
stored on a single or multi-layered disc (e. g. a CD or DVD) which is 
then read using a laser-lens system. Huge amounts of information may 
be stored in this way, typically 700 Mbytes for a CD and 5000 Mbytes 
for a DVD. In retail and commerce, information is often stored in the 
form of a bar-code and read using a laser bar-code scanner. 
" Mid infrared lasers are used as gas sensors. Organic molecules (e. g. 
CO, C02i CH4) absorb infrared light at discrete frequencies into their 
rotational/vibrational levels and hence a laser/detector system allows 
a very precise method of detecting the presence of even very diffuse 
gases. Optical gas sensors are beginning to make a major impact in 
the field of remote air quality and pollution monitoring, allowing real- 
time analysis to be performed with results being automatically relayed 
to a central control station. 
" Precise distances may be measured by using lasers. A typical example 
is the Michelson interferometer, where the precision in a measurement 
is of the order of the wavelength of light used. Famously, during the 
first moon landing Armstrong and Aldrin set up a mirror array for 
Earth based scientists to measure the Earth-Moon distance using a ruby 
laser. They determined this distance to an accuracy of 0.02 metres- a 
measurement of unprecedented accuracy at the time. 
9 Lasers have found many uses in the field of medicine. In 1966 it was 
demonstrated that argon lasers could be used to treat diseases of the 
retina. Nd: YAG lasers emit high power infrared radiation, which may 
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be used to vaporise cancer tissue in the oesophagus, large intestine 
and trachea. Pulsed dye lasers may be used to cosmetically change 
the pigmentation of skin, to disguise birthmarks, varicose veins and 
tattoos. Carbon dioxide lasers may be used as scalpels, since the mid 
infrared output is highly absorbed by water in tissue and provides a 
very clean cut with minimal bleeding. 
The type of laser that is commonly used for many of these applications is the 
semiconductor laser. They are small, light, use very little power, can be 
easily incorporated into electronic devices and can be mass produced at very 
little cost. Figure 1.1 illustrates the small size of a typical semiconductor 
laser. 
Figure 1.1: GaAs ticiniconductor laser and pencil lead (0-7 iüiii) [6]. 
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Improved semiconductor lasers through strain and quantum con- 
finement 
In the 1980's and 1990's improvements in semiconductor laser operation was 
sought through (i) increased quantum confinement of carriers and (ii) the 
incorporation of strained structures. Heterostructures which incorporate a 
very thin layer of material as the active region, i. e. quantum wells (QWs), 
operate more efficiently than bulk lasers: the restriction of carrier motion 
to a 2D plane means that less carriers will be trapped in high energy levels 
(and be wasted) within the QW, giving efficient lasing. Reducing the dimen- 
sionality further introduces the concept of quantum wires (QWRs), where 
carriers are confined to 1D motion, and ultimately to quantum dots (QDs) 
in which the carriers are confined in all spatial directions. A schematic dia- 
gram illustrating quantum confinement is provided in Figure 1.2. 
Figure 1.2: Schematic diagram of bulk (0 small dimensions), 
QW (1), QWR (2) and QD (3) structures. The small dimen- 
sion is ,: 10 nm 
The reduced dimensionality causes a breakdown of the classical band struc- 
ture model of a continuous dispersion of energy as a function of momentum. 
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The resulting `band structure' of QDs is discrete, and the density of states 
is delta function like. Figure 1.3 shows the density of states for different 
degrees of quantum confinement. E,, is the energy of the bottom of the bulk 
conduction band. 
Figure 1.3: Density of electronic states for bulk, QW and QD 
materials. The QD density of states is delta-function like. 
Therefore QD lasers are predicted to operate with a much 
greater efficiency than bulk and QW lasers. 
Fabrication complications made the realisation of reduced dimensionality 
structures difficult for optoelectronic devices. Originally the fabrication of 
QWRs and QDs was through fine-line lithography and photo-chemical etch- 
ing. These processes were very time-consuming, often introducing defects 
into the crytalline structures. It is more desirable to encourage growth 
through direct crystallisation. 
Molecular beam epitaxy (MBE) and metal-organic chemical vapour deposi- 
tion (MOVCD) are popular methods of providing layer-by-layer growth of 
defect-free cystalline lattices. The material composition and deposition rate 
may be controlled to high precision, this is useful for the growth of low dimen- 
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Figure 1.4: Schematic cross-section of GaAs/AlGaAs QWR 
heterostructure. The growth technique was pioneered by 
Kapon et al [7]. 
sionallity structures, where control of the epitaxial layer thickness is critical. 
A highly successful growth technique for QWRs was first demonstrated by 
Kapon et al [7]. By using MOVCD upon `V' shaped substrates, channels of 
AlGaAs were laid which formed high-quality, defect-free QWRs. A simple 
cross sectional diagram of the QWR is provided in Figure 1.4. They suc- 
cessfully obtained, for the first time, stimulated emission from a QWR laser 
based on such a structure. 
The natural progression was to lithographically further reduce the QWR di- 
mensionality to obtain QDs. However self-organised growth of through 
high lattice-mismatch had been observed long before their optoelectronic 
possibilities were acknowledged. In 1958 Bauer (original untranslated pa- 
per [8]) characterised two QD growth processes: (i) Volmer-Weber, in which 
epitaxial strain is released by the direct formation of QDs immediately above 
the mismatched substrate material and (ii) Stranski-Krastanow, in which 
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strain build-up is initially accommodated by a thin QW wetting-layer, up to 
a critical thickness, beyond which point the strain energy is released via QD 
formation above the wetting layer. In the strained-layer growth of semicon- 
ductor QDs, Stranski-Krastanow growth is prevalent (Figure 1.5). 
ME3E 
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Figure 1.5: Schematic representation of Stranski-Krastanow 
growth, in which QDs form through release of epitaxial strain. 
Stranski-Krastanow growth is a strain-release process and it has been demon- 
strated theoretically by Drucker [9] and through high-resolution transmission 
electron microscopy (TEM) by Leonard et at and Guha et at [10,11] that be- 
low a critical size, the strain in the epitaxial material can be accommodated 
through elastic deformation of the layer plus defect-free QDs. If the depo- 
sition is allowed to continue then the material volume of the QDs increases 
beyond the critical value and QDs containing dislocations become more ener- 
getically favourable. Ramachandran [12] et at probed the formation of QDs 
in detail using a combination of in-situ ultrahigh vacuum scanning tunnelling 
microscopy (STM), atomic force microscopy (AFM), and ex-situ photo lumi- 
nescence (PL). They showed that prior to stable QD formation, quasi QDs 
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periodically appear and disappear, finally co-existing with the QDs. The 
presence of the quasi QDs stabilises the QD lateral size through mass ex- 
change. 
There are strict size constraints for defect-free QDs intended for optoelec- 
tronic applications. The lower size limit is defined by the condition that at 
least one electron and/or hole energy level must be present inside the QD. 
A calculation for spherical QDs shows that a diameter greater than 4 nm 
is required. At high temperatures the diameter should be slightly larger to 
reduce thermal evaporation of electrons from the QD. There also exists a 
maximum size of such QDs. A thermal population of higher-lying energy 
levels is undesirable for laser applications. The condition to limit such a 
population to 5% may be expressed as kT <3 (EQD - EQD), and establishes 
an upper diameter (at room temperature) of 12 nm for GaAs/AlGaAs QDs 
and 20 nm for InAs/AlGaAs QDs [ [1] (page 6)]. 
Strain-induced band structure modification 
The incorporation of strain into heterojunction semiconductor lasers for im- 
proved optoelectronic characteristics is now taken for granted. This was not 
always the case. In fact, it was only in the late 1980's that the huge im- 
portance of strain was discovered. It was assumed that the fusing of two or 
more materials with different lattice constants would immediately rupture 
the structure through the formation of dislocations, therefore rendering the 
device useless. On the contrary, it was discovered that there are huge bene- 
fits by encouraging a strained-state structure. The experimental findings of 
Adams [13] and Yablanovitch et al [14] in quantum well (QW) semiconductor 
lasers sparked a revolution that still fuels much research today. 
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The introduction of strain via a lattice misfit allows the use of many more 
material combinations, massively increasing the wavelength range of semicon- 
ductor lasers. Strained semiconductor lasers are found to offer a lower inter- 
nal loss, higher quantum efficiency, lower threshold current density, smaller 
linewidth enhancement factor, higher temperature operation, higher modu- 
lation frequency, higher power output and longer operation lifetimes when 
compared with their lattice matched predecessors [15-18]. 
The electronic structure of a crystal is altered by the presence of strain 
through a geometrical deformation of the lattice. Strain modifies energy 
gaps and instigates degeneracies [19-25]. The effects of strain may be treated 
within k"p perturbation theory (a mathematical description of the electronic 
band structure of crystals) [26-28]. In this formalism, the conduction band, 
the heavy and light hole valence bands, and the spin-orbit interaction split- 
off valence band for both spin directions (eight band model) are incorporated 
into the Hamiltonian. For QD structures, where the strain is inhomogeneous, 
a strain and strain-gradient dependent Hamiltonian should be treated [27]. 
The general properties of the strain-induced modification of the band struc- 
ture are described by a product of strain components and deformation po- 
tentials. The values of typical deformation potentials are between 1 and 10 
eV; they determine the amount of band structure modification and enter cal- 
culations as basic material parameters. 
For a discussion of electronic structure modification, a decomposition into 
hydrostatic (eh) and biaxial (eb) strains is useful. The definitions of such 
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quantities are provided on pages 27 and 28. At the r point (k=0) of the 
lattice (for a discussion of the Brillouin zone see, for example [29]), the con- 
duction bands are decoupled from the valence bands. The conduction band 
energy is modified by a hydrostatic shift SEH = aCeh, where ar is the conduc- 
tion band hydrostatic deformation potential. The effect on the hole levels 
depends largely on the symmetry of the strain. A simple case is biaxial strain 
in the [001] plane: the heavy and light holes exhibit a shift SEH' = aeh and 
a splitting SESi°01l = 2beb, where a, is the hydrostatic deformation potential 
of the valence band and ba shear deformation potential. The change of the 
bandgap, which dictates the lasing wavelength (assuming a band to band 
emission), due to hydrostatic strain scales with the total hydrostatic defor- 
mation potential SEH I= (ac + aV)eh. 
Experimental QD growth, characterisation and laser operation 
A high areal density with good uniformity in QD size and shape is desirable to 
minimize inhomogeneous broadening of the lasing wavelength range. Leonard 
et al [10] used MBE to grow QDs with good size uniformity. They reported 
areal size variations in coherent QDs that were within 10% of the average 
size of 28 nm. A typical planar TEM image illustrating ensembles of buried 
QDs is provided in Figure 1.6. The interplay between structural properties 
and growth conditions (temperature, deposition rate, material composition, 
substrate orientation) has been studied to improve growth quality. Oshinowo 
et al [30,311 reported that for MOCVD growth, QD size increases linearly 
with growth temperature, whilst the QD areal density decreases logarith- 
mically. For a constant temperature they also noticed that QD density is 
also highly dependent on the substrate orientation. 
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Figure 1.6: Typical TEM image of densely packed self- 
assembled QDs [32]. 
The material composition and geometry of QDs is a rather contentious sub- 
ject. Knowledge of such characteristics are crucial for hand-structure cal- 
culations: the effective mass of carriers is highly dependent on the material 
composition, whilst the electron and hole coi fitting potentials of QDs are 
material and geometry dependent. The recognised tools for structural char- 
acterisation of buried QDs are TEM, STEM and x-ray diffraction techniques, 
whilst for QDs on a surface AFM is commonly used. For cubic setniconduc- 
tor crystals many groups have reported a square based pyramidal structure 
for QDs on a surface. However for buried structures, the geometry is far 
less certain. Columnar [33], cylindrical [34], lens and ring [35] and truncated 
pyramidal [36-38] geometries have all been suggested for self-organised QDs. 
R. uvimov et at [39] have argued that a pyramidal geometry is rnaintaitted for 
buried IrnAs/GaAs QDs and due to a lower indium content at the apex of' 
the QD, along with high strain fields around the QD, TEM images give a 
false truncated representation. They ran multi-slice TEM image simulations 
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which reinforced their argument. 
Figure 1.7: STEMMT iinage depicting evidence that, buried 
GaAs/IiiAs VCQDs may be of truncated pyramidal geotue- 
try [38]. 
A recent development in the. GaAs/InAs inaterial system is the interest in 
laterally and vertically coupled qu 111111ni clots (VCQDs), produced by suc- 
cessive Straiiski-hrastanow growth cycles. The arrangement, occurs due to 
CAD-induced strain profiles iii the capping material affecting the nucleation 
positions of subsequent QDs [40]. The adatoins preferentially diffuse to po- 
sitions where the local lattice constant in the strained spacer material is 
comparable to that of the unstrained QD material. Using x-ray cliffrac- 
tion recihroca1l space snapping, Darhmui)er N. al showed that GaAs/InAs QDs 
fOrinecl a square lattice iii the planar direction [41]. Nie et al used TENT to 
illustrate that the probability of QD coupling between two adjacent layers 
decreases as the spacer thickness increases (strain decreases) [42]. . 
l'ie's re- 
sults are sunirnarised ill Figure 1.8. 
12 
m 
0 
oA 
.ý 
.ý 
a 
1.0 
0.5 
correlated 
regime 
regime 
with 
reduced 
correlation 
uncorrelated 0.2 regime 
10 100 1000 
Spacer thickness (ML) 
Figure 1.8: Pairing probability trend as a function of spacer 
thickness, reproduced from Xie [42]. QDs in successive layers 
are correlated if the spacer layer thickness is small, allowing 
residual strain profiles to interact with adatoms. 
The optoelectronic characteristics of such VCQD lasers have been stud- 
ied [43-51]. Tsalsul'nikov et al [46,47] investigated the characteristics of 
the output radiation of GaAs/InAs VCQD lasers whilst varying the number 
of deposition cycles and spacer thickness. It was found that increasing the 
number of deposited layers or reducing the thickness of the GaAs spacer layer 
shifts the peak in the PL spectra to longer wavelengths. They attributed this 
to a tunnelling effect, in which carriers accumulated in the very lowest energy 
level in the ensemble of QDs. 
Maksimov et al and Ustinov et al [49,50] found that the threshold current in 
VCQD lasers is highly dependent on the number of QD layers. For InGaAs 
QDs a decrease from 950 A/cm2 (n=1) to 100 A/cm2 (n=10) was observed. 
They attributed this to an increasing optical confinement factor. They also 
reported a corresponding improvement in the threshold current temperature 
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sensitivity and differential efficiency as the number of layers increase. 
Structure of the thesis 
The purpose of this thesis is to present simple methods of determining the 
strain distributions within semiconductor QD structures. The strain distri- 
butions are important, non-trivial and are difficult to determine experimen- 
tally; therefore a theoretical approach of determining the strain distributions 
is required. The thesis is arranged as follows: 
Chapter 2 introduces the mathematical notation and strain theory upon 
which the results in this thesis are based. The benefits and limitations of 
current computational techniques are highlighted. Elastic quantities are pre- 
sented in terms of real-space Green's function integrals assuming (i) isotropic 
and (ii) anisotropic elastic constants. Chapters 3 and 4 focus on strain distri- 
butions in isotropic and anisotropic GaAs/InAs QDs respectively. In Chapter 
5 the isotropic Green's function results are utilised to (i) generate piezo- 
electric potentials and piezoelectric fields for nitride QDs and (ii) simulate 
TEM contrast images for GaAs/InAs QDs. To conclude this thesis, the main 
findings are summarised and several suggestions are made of the nature of 
possible future work. 
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Chapter 2 
Theory 
The theory of elasticity pertaining to buried inhomogeneous inclusions within 
a surrounding matrix material is a problem of classical elasticity theory that 
had been addressed many years before semiconductor nanostructures were 
fabricated. The problem is now revisited to solve the strain problem for 
buried QDs. 
Index notation is commonly used as shorthand in elasticity theory and will be 
used extensively throughout this thesis. Cartesian coordinates are expressed 
in index form as x- x1, y. x2 and z x3. Also common in index notation 
is the `summation convention' where the outer index represents a sum over 
all possible indices. For example r= xi + yj + zk = xini. The Dirac delta 
function, ö, j is often used, where 8=0 for i 54 j and Sid =1 for i=j. The 
components of stress(Qi1), strain(e, 3) and displacement (u; ), it will be seen 
later, may be conveniently related using index notation. 
15 
2.1 Anisotropic and isotropic elasticity 
It is assumed that the strains experienced by the QD and matrix material 
are small. This allows the application of conventional second order, linear 
elasticity theory. In this thesis the terms isotropic and anisotropic refer 
to the variation of elastic constants, or `hardness' of the material in different 
crystalline directions. 
In a general crystal structure with anisotropic elastic constants, the stresses 
(Q) and strains (e) are related by a rank four tensor of elastic constants (C 
and S): 
oij = CCpkae, t (2.1) 
eij = Sijklak! 
with the constraint CS = 1. It can be shown [52], that by suitably defining 
the stress and strain matrices, Equations 2.1 can be reduced to the form 
Q; = C13e1 and e; = S; jvr, where C and S are 6x6 matrices. The C and 
S matrices hold 21 independent elastic constants. For crystals of a cubic 
structure, the high symmetry further reduces the number of independent 
elastic constants to three. In such crystals (e. g. GaAs, InAs, AlAs), the first 
three diagonal elements of the `C' matrix are labeled C11, the last three C44 
and the off-diagonal elements of the top left 3x3 matrix C12. All other 
elements are zero. This simplification allows the elastic tensors C and S to 
be related: 
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Cl, +C12 Sll = (C11- C12)(C11 + 2C12) 
C12 
s12 
(C11 - C12)(Cii + 2C12) 
1 
S44 = C44 
(2.2) 
Throughout this thesis the `C' elastic constants are used rather than the `S' 
constants, since they are more easily determined experimentally and hence 
accurate values are more accessible in the literature. 
However, elasticity theory is hugely simplified if one assumes that the ma- 
terial is equally `hard' in any crystalline direction. Various authors have 
written entire volumes using this assumption (for example [53,54]), mainly 
for macroscopic applications, and have found that isotropic theory agrees 
very well with experimental data. 
For isotropic materials only two elastic constants are necessary: Young's 
modulus, E and Poisson's ratio, v. Young's modulus quantifies the hardness 
of the material, while Poisson's ratio describes the volume change of a unit 
block of material under a unit compression. If v= 1/2 then there is no 
volume change. For the cubic semiconductor crystals v is often less than 
this, typically being 0.2-0.3. The isotropic Hooke's laws relating stress and 
strain are: 
(1 + v)Q; j - SijVUkk E[(1 - 2v)ezj + Stjvekk} e; j =E and Q; ý _ (1 + v)(1 - 2v) 
(2.3) 
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The anisotropic and isotropic elastic constants may be related by considering 
the shear modulus. This is defined as the inverse of the angular deformation 
per unit pressure and is denoted by G. The shear modulus is related to the 
`C' elastic constants and is dependent upon the crystalline direction. For 
example in the [110] and [100] directions in cubic crystals this quantity is: 
G(iioý = 
Cu - C12 and G11001 = C44 (2.4) 2 
If the material is isotropic then these two values are equal and thus the three 
`C' elastic constants are related by: 
Cll = C12 + 2C44 (2.5) 
It can be shown that by substituting Equation 2.5 into the cubic crystal 
version of Equation 2.1 and writing each strain component explicitly, the `C' 
elastic constants can be directly related to Young's modulus and Poisson's 
ratio: 
E_ 
3C44(3C12 + 2C44) 
2(C12 + C44) 
V= 
C12 
(2.6) 
2(C12 + C44) 
This allows estimated of v and E to be made from anisotropic elastic con- 
stants published in the literature. When isotropic elasticity is discussed in 
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this thesis, E and v will be used. For anisotropic elasticity the `C' elastic 
constants will be used. 
2.2 Molecular dynamics and finite element 
analysis 
Molecular dynamics (MD) and finite element analysis (FEA) are two ex- 
tremely powerful computational techniques that have been implemented to 
model many problems in physics, chemistry and engineering. Several authors 
have found such methodologies beneficial for the determination of strain due 
to QDs on a surface and buried QDs [55-60]. 
MD is used to find the equilibrium positions (and hence strain and stress) 
of an ensemble of atoms or molecules. Each particle is assigned a mass and 
dynamic start conditions and the inter-atomic forces between each particle 
are calculated. A pre-determined interatomic potential is assumed which in- 
corporates bond-bending and bond-stretching effects. Time is discretised so 
that the new dynamics after interaction can be recalculated at a time t+ St, 
where öt is typically the order of a femtosecond. The strains are recalculated 
iteratively until the change between subsequent time steps is negligible. 
MD calculations are beneficial for several reasons. Since individual atoms 
are considered in the calculation, one may expect high precision results in all 
regions, including the corners and edges of the QD, where the concentration 
of atoms is small. Also the initial positions of the particles may be speci- 
fied to the users desire, so that the QDs may be any geometry, composition 
and may lie on a free surface. Since new atoms may be introduced into the 
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simulation at any time, the dynamics of in-situ strain calculations can be 
modelled. 
The standard numerical technique for the solution of strain in macroscopic 
applications is FEA. However the same proceedure may be used to treat 
strained QDs. This technique solves the strain equations (in differential 
form) by splitting the problem into many constituent parts by introducing a 
mesh, solving for each part by imposing boundary conditions and ensuring 
that the solutions are continuous across the mesh boundaries. In this ap- 
proach the material is assumed to be continuous, not composed of discrete 
atoms. 
Figure 2.1: Typical mesh for use in FEA. A strained conical 
QD on a surface is modelled, reproduced from Carlsson et 
al [61]. A finer mesh is used where the strain is expected to 
be highly variable. 
The benefits of FEA are also numerous. As in molecular dynamic calcula- 
tions, the QD may lie on a surface or be buried. In some cases the symmet- 
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rical geometry of the problem may be exploited, reducing the computational 
time. There are also many commercial packages available, such as ANSYS, 
which also incorporate excellent graphical interfaces for easy display and pre- 
sentation of results. 
The main disadvantages of both these techniques are: 
" They require large amounts of computational time and memory. For 
example MD calculations typically require thousands of atoms in each 
simulation. The calculation time increases roughly as n2 (where n is 
the number of atoms in the simulation), as does the amount of RAM 
required to store particle observables, so simulations make take several 
days on time-sharing systems. 
" They are always based on a discretised grid and so the strain at a 
general coordinate cannot be obtained without interpolation of grid 
values, introducing the possibility of errors. 
" It is often problematic to determine accurate strains in all regions of 
the QD and surrounding material. For example in FEA, very fine 
meshes are required to obtain results of reasonable accuracy in edge 
or corner regions of QDs. MD simulations are highly dependent upon 
the quality of the potential assumed, which may only be reliable over 
a certain range of inter-atomic distances. 
Analytical solutions can act to minimize such difficulties and often reveal sim- 
ple trends along important crystalline directions in the structures or asymp- 
totically. 
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2.3 Analytical strain 
The limitations of computational methods call for a simple approach which 
allows the rapid determination of strain in QD structures. The following the- 
ory provides real-space analytical solutions to the strain problem. In Section 
2.3.1 isotropic materials are considered and the strain is neatly expressed in 
terms of a real-space Green's function integral. Section 2.3.2 extends the 
analysis to anisotropic materials where a series of higher order Green's func- 
tion integrals offer a correction to the simple isotropic results. All strain 
results presented in this thesis are based on the following assumptions: 
" The QD and surrounding material are continuous; they are not com- 
posed of atoms. Experimental work has verified that the continuum 
approach is valid for crystals comprising as little as three monolay- 
ers [62]. 
" The QD is infinitely buried; there are no free surfaces. This can be 
justified since typical QD burial depths within devices are considerably 
larger than the QD dimensions. 
" The elastic constants of the QD and surrounding material are the same. 
This has been justified from Keyes' theory [63], which demonstrates 
that the elastic constants in III-V materials depend mainly on their 
atomic spacings. For strained QD structures, it is most appropriate 
to choose the elastic constants of the barrier material because prior to 
strain release both the QD and the matrix material possess the same 
lattice spacing. Thus the elastic constants of a strained QD material 
may be closer to the matrix material than the QD material in an un- 
strained state. 
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2.3.1 Green's functions for isotropic strain 
The isotropic results that follow are adapted from original work by Es- 
helby [64]. Eshelby's approach was to construct an inhomogenous `inclusion' 
of arbritary shape by mathematically performing various slicing, removal, 
transmutation and relaxation operations within the `matrix'. In this appli- 
cation of the general theory the `inclusion' is a QD and the `matrix' is the 
barrier material. He found that for an inclusion that is buried within an 
matrix of infinite extent, the displacements inside and outside are described 
by: 
Ui (X) 
% eýy9ijk (L) dV'. (2.7) 
87r(1 - v) JQD (r - r')2 
Primed superscripts denote coordinates within the QD. Integration is per- 
formed over the volume of the QD to obtain the displacement at a general 
coordinate. There are important quantities to define in the Equation 2.7. L 
is a coordinate vector defined in Cartesians by L; = (xi - x; )/(r - r'), where 
r- r' = (xl -x1)2 + (x2 - x2)2 + (x3 - x3)2, and gijk is a dimensionless 
rank three tensor: 
9, jk = (1 - 2v)(d, 3Lk + a; kLj - 5JkL; ) + 3L, L, Lk. (2.8) 
The initial misfit strain between the matrix and QD is described by the 3x3 
matrix e7 . 
These strains are obtained from the lattice constants of the QD 
and matrix materials. For example e° = (amat - aQD)/aQD. In this the- 
sis, positive values indicate tensile strains and negative values compressive 
strains. The diagonal elements represent the three axial misfit strains and 
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Matrix material 
OD material (x x?, x. ) 
(x, xi x) 
jr-r I 
etat_ jelax initial 
Figure 2.2: The problem as defined by Eshelby [64]. A gener- 
ally shaped QD is embedded within a matrix of infinite extent. 
A lattice mismatch exists between the two. A field point x 
and a source point x' are illustrated along with the modulus 
of the distance between these two points, Ir - r'j. 
the off-diagonal the three shear misfit strains, (eý'k = eke). However in the 
special case of a buried QD the misfit strain matrix is hydrostatic and devoid 
of shears. So it takes the form: 
ea 00 
em =0 eb 0 (2.9) 
00 e` 
where the superscripts in each strain describe the crystalline direction (see, 
for example Figure 2.3). The fact that the off -diagonal elements are zero 
simplifies the analysis, and: 
mmmm ejkgijk _- e119i11 + e229i22 + e339i33 
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= eagill + eb9i22 + eCgi33 
= ec(9i11 + 9122 + 9i33) + (ea - ec)9i11 + (eb - e°)9i22 (2.10) 
where the final two terms in the last line represent the misfit strain differ- 
ence in the growth (for [001] QDs) and lateral directions. Explicitly, using 
Equation 2.8 
e7kg=jk = ec[(1 - 2v)(2511L1 + 2622L2 + 2S13L3 - 3L; ) + 3L; (L2 I+ L2 + Lä)] 
+ (ea - e')[(1 - 2v)(2811L1 - Li) + 3LiLi] 
+ (e' - e`)[(1- 2v)(2522L2 - Ls) + 3LjL2] (2.11) 
Substituting this into Equation 2.7, the displacements at a general Cartesian 
coordinate are given by: 
= 
e'(1+v) l; dV' 
ut(x) 47r(1 - v) 
fQD 
if 
+ 3li]dV' (eß - ec) fQD 1)(1- 2v)l* 22 + 
87r(1 - v) 1,5. 
+ 
(eb - ec) r li[(2bi2 - 1)(1- 2v)l* + 3l2]dV' (2.12) 
87r(1- v) JQn 1,5. 
where the notation li = x; - x; and l,. =r- r' has been introduced to contract 
the expression. The strain Green's functions are then determined from the 
standard relation: 
1 a2G{ a26j 
e13 2 
lax 
j+ ax, 
(2.13) 
yielding 
eii(X) = 
ec(1 + v) fqD b; j lý 3ltli dV' (2.14) 
47r(1 - v) Is 
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(ea - ec) (bil + 5j1 - 1)(1 - 2y)[lrbij - 3lilj] 
87(l - v) QD lr 
+3[l16ij 
+ 11 [li6il + lj8jl] 
- 
15liljll } 
dV' 
15 r 17 r 
(eb - ec) (Si2 + bj2 - 1)(1 - 2v)[lr6ij - 3lilj] 
8ir(1 - v) 
fQD 
lr 
+3[126i; 
+ l2[liSi2 + 1; 5; 2] 
_ 
1511l l 
dV' 
15 17 Tr J 
Finally the isotropic Hooke's laws in Equation 2.3 enables the stresses to be 
found, although for the purpose of this thesis the stresses are not required. 
For the zinc-blende structures the lattice constants (and hence misfit strains) 
a, b and c are similar. By setting ea = eb = ec = e', Equation 2.14 simplifies 
to: 
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Figure 2.3: The cubic (zinc-blende) crystal lattice structure [65] 
eij(x) = 
e"ß(1 + v) &, j12 - 3lil'dV' (2.15) 
47r(1 - v) 
JQD 
l* 
This is the well known strain relaxation expression that has been reported 
previously [66-68]. Isotropic elastic parameters of several semiconductor cu- 
bic materials are listed in Table 2.2. These are intended for use in Equation 
2.15. 
Material a (nm) vE (x 1011 N m-1) 
AlP 0.5451 0.25 2.33 
AlAs 0.5660 0.25 2.02 
GaP 0.6136 0.23 2.59 
GaAs 0.5653 0.24 2.19 
InP 0.5869 0.28 1.76 
InAs 0.6058 0.26 1.52 
Table 2.2: Isotropic elastic parameters of various III-V zinc- 
blende semiconductor materials [69]. 
Singularities in the integrand mean that a constant value of -X5;, e'"(1 + v)/3(1 - v) 
must be added to the strains, as evaluated from Equation 2.15. X is a char- 
acteristic function of the QD which equals unity inside the QD and zero 
outside. The strains presented in integral form are the relaxation strains 
and to obtain the total strain requires the re-addition of the initial misfit 
strain, so et°t = erelax + e""t'al, where e j'ti'al = X61, em. The hydrostatic strain, 
defined by eh = ell + e22 + e33, can then be obtained immediately and is 
found to be: 
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eh _ 
2X(1 - 2v)el (2.16) 
(1 - v) 
Another useful combination of strain components is the biaxial strain, defined 
(for [001] growth) by: 
1 
eb = e33 - 2(ei, + e22) 
=2 (3e33 - eh) (2.17) 
The strain theory presented is linear, so the strain due to an ensemble of 
QDs or QDs of variable composition can be easily determined by a simple 
superposition of strain fields due to individual QDs. Several examples of this 
technique are presented in Chapter 3. 
Analogies in isotropic elasticity 
A thermoelastic matrix/inclusion analogy was presented by Nowaki [68]. 
Nowaki sought the Green's function for stress, from which the strains are 
found using the Hooke's law relations (Equation 2.3). Instead of using the 
lattice mismatch as the initial source of strain, he used an inclusion with a 
temperature mismatch and invoked thermal expansion. 
An electrostatic analogy was recently presented by Davies [67]. Strain results 
were obtained by using Green's function theory akin to that in electrostatics. 
Davies recognised that the radial displacement of material due to uniformly 
strained, buried spheres is analogous to the electric field produced by uni- 
formly charged spheres. He used the usual electrostatics Green's functions to 
find the scalar potential, 0, satisfying u= grad¢ for spherical and generally 
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shaped QDs. The subsequent strain Green's functions agree with Equation 
2.15. 
2.3.2 Green's functions for anisotropic strain 
For many problems an isotropic approximation may be justified because there 
are greater uncertainties (such as QD shape and size or elastic constant val- 
ues) which dominate the accuracy of the calculation. However, for certain 
applications it is necessary to obtain anisotropic strain solutions. For ex- 
ample, Holy [40] et al and Pinczolits et al [70] have demonstrated that the 
lateral ordering of QDs can only be explained and predicted if a full crys- 
talline anisotropy is taken into account. 
Andreev et al have presented a Fourier-space Green's function approach to 
determine anisotropic strains for an infinite array of evenly spaced QDs, 
which is semi-analytical for simple QD geometries [71]. However calculation 
times may be lengthy and the accuracy depends upon the number of Fourier 
terms used. Nevertheless, these results will be useful to test the accuracy of 
a new method presented below. 
Mura and Kinoshita [72] described, from first principles, how the Green's 
functions for anisotropic elasticity can be determined in series form. Their 
expressions, which are mathematically complex in the general case, can be 
simplified for anisotropic cubic crystals. Mura and Kinoshita did not evalu- 
ate explicitly the Green's functions, instead, they provided a series expression 
involving differentials with respect to the cartesian spatial coordinates. In 
principle, the differentials can be executed by hand but this process is suffi- 
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ciently tedious to be impractical. 
The advent of modern computer algebra packages enables the problem to 
be re-addressed. Below, the results of Mura and Kinoshita's theory for 
anisotropic cubic crystals are summarised using, as far as practical, their no- 
tation. The Green's functions are then obtained explicitly for the first time. 
Readers seeking the full mathematical treatment leading to equation (2.18) 
are referred to Mura and Kinoshita [72]. 
The calculation begins with the evaluation of a 3x3 matrix Vk, 6,, +5(w) whose 
elements are polynomials of degree 6n +5 and where w= (w1, w21 w3) is a 
unit vector. There is one matrix for each spatial direction represented by 
k=1,2,3. Vk, 6,, +5(c) is given by 
Vk, 6n+5(w) = 
IWI6n+8a 
19Ck5ý 
S=W 
(2.18) 
in which O, ) is a 3x3 matrix and C= (e1, e2, e3) is a vector. The term 
IwIsn+s is equal to 1 (because w is a unit vector) and is included to ensure this 
expression remains dimensionally correct and homogeneous of order 6n + 5. 
The function Gn(. ) may be written, 
Gn(u) = a-1(-1)' (C)" ICI 
N(ý)6n+6 (2.19) 
ýlS) = bISI2(ý253 + ý3 1+ b1 2) + 1ý2 3 
(2.20) 
a= µ2(a+2µ+d) (2.21) 
b= ä-1µµ'(2a + 2µ + p') (2.22) 
c=ä 1µ'2(3A+3µ+µ') (2.23) 
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where µ= C44, A= C12 are the usual Lame constants and µ' = C11 - C12 - 
2C44. Cubic crystals are isotropic when a' =0 in which case b=c= Il =0 
and only the n=0 term of equation 2.19 remains. N(t) is the matrix, 
2IS14 + QIS12( 2+ 
ý3) +7 2C -(A + µ)C1e2(µ! Cl2 + µ'C3) ... 
N(S) 
- -(A+µ)e2e1(pISl2+µ'C3) µ21S14+NIe12(C2+S1)+«a ... 
-(A+µ)e3e1(, 2I 
I2+µ' 2) 
-(A +µ) 3e2(/t1 
12+µ' 
1) ... 
... -(A + µ)S1S3(µII2 + 142) 
... -(A + µ)e2ea(. Ie12 + µ'e) (2.24) 
... µ21SI4 + QICI2(Ci + ei) +'yC2ý2 
where 
Q= µ(A (2.25) 
ry = µ'(2a + 2µ + µ') (2.26) 
The expansion of equation (2.19) is valid if r<1 where r= max(Ib/41, ! b/3+ 
c/271). Mura and Kinoshita included a table of some common materials, 
mainly metals, and showed that typical values of r range from 0.5 to 0.7. No 
semiconductor compounds were included. For semiconductor compounds the 
value of r typically ranges from 0.3 to 0.45, using the parameters in Table 
2.3, and so the series expansion will converge more rapidly for semiconductor 
materials than for most metals. 
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Material a (nm) C11 C12 C44 
A1P 0.5451 1.32 0.63 0.62 
AlAs 0.5660 1.25 0.53 0.54 
GaP 0.6136 1.41 0.62 0.70 
GaAs 0.5653 1.18 0.54 0.59 
InP 0.5869 1.02 0.58 0.46 
InAs 0.6058 0.83 0.45 0.40 
Table 2.3: Anisotropic elastic parameters of various III-V 
zinc-blende semiconductor materials [69]. The `C' elastic con- 
stants are expressed in units of 1011 N m-'. 
The real space Green's function matrix can be obtained by summation over 
k nd n, thus, 
00 
_lk i7 a (6n + 6)! 1z12 
vk, sn+5(a) 1z1sn+s (2.27) 
n=O k =I 
where the supersripts "a" and "0" have been added to indicate that the 
Green's function matrix is for stress and for the case of QDs, respectively, 
and where x= (x1, X29 x3) are the usual cartesian coordinates. 
In Equation (2.27) the components of the unit vector w in Equation (2.18) 
have been replaced by the differential operator 8 so that, for instance, a term 
in the matrix Vk, 6n+5(w) involving w; is replaced by the differential operator 
03/äx; acting on jxj6n+5 As terms in the matrix Vk, 6n+5 are homogeneous 
of order 6n +5 in (wl, w2, w3), Vk, 6n+5 involves terms in which w1, w2 and w3 
may each be raised to a power between 0 and 6n + 5, but where the sum 
of the powers is equal to 6n + 5. This means that Vk, 6n+5(8) contains terms 
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with operators of the form 8x1 ä ae"ex3`_' with each i and j taking values 
between 0 and 6n + 5. If, for example, the n=2 term is taken (XI6n+5 has 
to be differentiated a total of 17 times in each of 18 x 18 different ways. This 
would be a formidable task for even the most ardent theorist. 
Mura and Kinoshita proceeded no further than Equation 2.27 but the calcu- 
lation can be performed using an algebraic package such as Xmaple. The aim 
is to obtain a Green's function expansion where the first term is the isotropic 
Green's function and subsequent terms are successive orders of correction for 
the anisotropic case. A new quantity, 0, may be defined where 
-ap (2.28) µ 
The elements contained in the n=0,1 """ matrices can be expanded in terms 
of 0, provided BAI < 1, and terms involving increasing powers of 0, namely 
Ao, O1 """ can be collected to yield a matrix expansion of the form 
Gao = p°Go® + &G1® + p2G2®... (2.29) 
G$° is obtained from terms in the n=0 matrix only, Gig is obtained from 
terms in the n=0 and n=1 matrices, G2° from the n=0, n=1 and 
n=2 matrices, and so on. In the isotropic limit, µ' = 0, all terms disappear 
except for the zeroth which therefore contains the well-known stress Green's 
functions for isotropic elasticity. The dimensionless quantity 0 can be eval- 
uated for a range of semiconductors and is typically equal to ti -3. 
The results presented so far are Green's function tensors. Thus: 
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Q(x) = 
JQD G°(l1,12)l3) dV' (2.30) 
The strain Green's functions follow using the stress-strain relations in Equa- 
tion 2.1 and are now explicitly presented. To contract this and subsequent 
expressions, the spatial variables i and 1, have again been introduced (see 
page 25). The Green's functions are: 
G/ em x (2.31) n n14n+17r(i44\2C44 + C12)llr14n+5 
G*+I1(111 12i 13) Cn1(11,12113) Gnl(lle l3r l2) 
... Gn11 (d2,13 11) Gnl(l21 131 ll) (2.32) 
... ... Gnll(l31 l1)12) 
where the symbols 11 and 1 indicate axial and shear strain components. 
The Green's function matrix is symmetrical. Each element of the matrix in 
Equation 2.32 is a polynomial function of coordinates, order 4n + 2. For 
example: 
G011(111121l3) _ (2C44 + 3C12)[12 - 312 (2.33) 
Göl(l1, l2º l3) _ -3(2C44 + 3C12)1112 (2.34) 
Equations 2.33-2.34 combined with the n=0 version of Equation 2.32 in- 
deed reproduce the isotropic Green's functions for the axial and shear strain 
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components for isotropic crystals derived in Section 2.3.1. 
The higher-order terms are new results. The Green's functions for n=1 and 
n=2 may be concisely written using a double sum and a suitable definition 
of coefficients K, L, M and N: 
3 3-i 
Gill (li, 12, l3) _ EE Kijl1 2ýl3-2i-2ý (2.35) 
i=Oj=O 
2 2-k 
Gil(li, 12,13) = 1112 Lkil3kl1 '2-zý-2k. (2.36) 
k=O i=o 
5 5-i 
G211(11112) 13) _ Miil1 2ýl3o-2i-2ý (2.37) 
i=off=o 
4 4-k 
1: 1: Nkl3k11t12-2i-2k (2.38) G21(11,12,13) = 1112 
k=0 i=0 
where the coefficients K, L, M and N are listed in Appendix A. In the next 
two chapters the isotropic and anisotropic Green's function strain integrals 
will be evaluated to determine the strain distributions in and around buried 
QDs which are characteristic of those grown in true heterostructures. 
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2.4 Appendix A 
The coefficients Ki2 (upper table) and Lki (lower table) are of the form fx 
(aC 4+ ßC44C12 + 7C12)" 
i j f a 0 'y 
3 0 2 14 19 9 
2 0,1 -9 14 35 17 
1 0,2 9 6 19 15 
1 -36 2 3 0 
0 0,3 -1 2 1 9 
1,2 6 4 12 3 
k i f a /3 ry 
2 0 3 22 51 39 
1 0,1 -3 26 83 42 
0 0,2 3 22 41 24 
1 -3 26 93 57 
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The coefficients M; 3 (upper table) and Nk; (lower table) are of the form 
fx (aC44 +/ C44C12 + 7C44C12 + 6C12)" 
ijfa ,Q ry S 
5 0 -2 -6 35 44 3 
4 0,1 -1 1350 2477 2060 741 
3 0,2 2 1860 7336 7405 2373 
1 4 1350 5611 4975 1158 
2 0,3 -1 1690 7307 11080 4371 
1,2 3 1170 3223 340 -621 
1 0,4 2 80 -74 -25 273 
1,3 -2 1270 5291 5755 1158 
2 6 150 197 380 621 
0 0,5 1 2 -17 92 3 
1,4 5 14 -11 122 39 
2,3 -5 86 457 230 75 
k i f a 0 ry j 
4 0 3 38 37 8 117 
3 0,1 -6 374 1221 1524 531 
2 0,2 3 818 3687 4248 1677 
1 8 176 1094 666 -81 
1 0,3 -6 294 871 929 276 
1,2 2 784 5566 5499 981 
0 0,4 3 118 177 78 57 
1,3 -2 1042 3103 3312 1233 
2 1 2054 10781 14004 5121 
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Chapter 3 
Results I: Strain using isotropic 
elastic constants 
The isotropic strain Green's function integrals are now evaluated, and strain 
distributions are presented for various QD geometries and compositions. The 
material combination considered is the III-V zinc-blende GaAs/InAs system. 
Therefore the simplified version of the isotropic Green's function (Equation 
2.15) will be treated. This material combination is well established in semi- 
conductor QD lasers, since it produces laser light at wavelengths of 1.3 pm, 
crucial for use in optical telecommunications. 
3.1 Analytical strain expressions for cuboidal 
and pyramidal QDs 
The isotropic strain Green's functions in terms of volume integrals may in 
principle be used to generate strains for a generally shaped QD. The choice 
of coordinate system used for the integration variable is dependent upon the 
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QD geometry. Cuboidal and pyramidal QDs are best treated using Cartesian 
coordinates as the integration variables, spherical and hemispherical QDs 
using spherical polar coordinates and cylindrical and conical geometries using 
cylindrical polar coordinates. By explicitly evaluating the Green's function 
integral (see Equation 2.14), analytical strain expressions may be obtained 
for cuboidal (Downes et al [66]) and pyramidal QDs at a general coordinate. 
Cuboidal QDs 
Although the geometry of self-assembled QDs is still, to a large degree un- 
certain, it is generally accepted that they are not of a cuboidal geometry. 
However, cuboidal QDs may be used to provide a first approximation of QD 
strain magnitude, since height to base ratio is a quantity of primary impor- 
tance in the context of strain. It will be shown in Section 3.5 that analytical 
strain solutions of a cuboidal QD are crucial for the determination of strain 
distributions of a generally shaped QD. In Cartesian coordinates, the inte- 
gration limits of the strain Green's functions for a cuboidal QD, illustrated 
in Figure 3.1, are simply: 
-a<xi<a 
-b<x2<b (3.1) 
-C<23 :5C 
where the cuboid is of volume 2a x 2b x 2c. Since the cuboid edges are 
orientated parallel to X1 X2 and x3 and it is centred at (0,0,0), analytical 
integration is particularly simple. Strain solutions are: 
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Figure 3.1: Schematic diagram of the cubiodal QD, illustrat- 
ing the geometrical parameters a, b, c 
ell (XI7 Xai xs) _ npq arctan 47(1-v)q=f1 XnVX2+ Yp2+Z9 
p=i 1 
n=±1 
- 
em. X(1 + v) (3.2) 
3(1 - v) 
e 13 (x 11 x2 7 x3) 
e-(1 + v) niJq log [Zq +'2+ Y2 + Z2 - 47f(1 
- v) 
it p9 
(3.3) 
q=t 1 
p=±1 
n=±1 
where Xn, = (xl + na), Yp = (x2 + pb) and Zq = (x3 + qc). The remaining 
four components of strain may be found by cyclic permutations: 
xl -+ x2 -4 X3 
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a-4 b-+ c 
n-5p-3q 
These results were recently published by Downes et al [66], who elegantly 
described the strain at a point inside the cuboid in terms of the solid angles 
subtended to its faces. 
Pyramidal QDs 
A potentially more realistic geometry for buried QDs is a truncated pyramid 
(see Figure 1.7, page 12). Consider a truncated pyramid with a rectangu- 
lar base of sides 2a x 2b, centred at (0,0,0). The pyramid is height h, and 
possesses a truncation factor 0<f<1, as shown in Figure 3.2. When 
f=1a complete pyramid exists, whereas when f=0 the pyramid is totally 
truncated (zero height). 
The integration limits of the strain Green's function are simplest when ex- 
pressed in the order xi, x2, x3, being: 
-(a-aha)<xi<(a-aha) 
-(b - 
bh3) 
< x2 < (b - 
bh3) (3.4) 
0<x3<hf 
Unlike the cubic case, truncated pyramidal strains are not cyclical and thus 
results for all six strain components are presented in full. These expressions 
are complicated, due to the nature of the final integral over x', and a notation 
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x3 
hf 
1 
x, 
Figure 3.2: Schematic diagram of the truncated pyramidal 
QD, detailing the geometrical parameters a, b, h and f. 
is introduced which allows a more concise presentation. These results have 
recently been published [73]: 
eii(xi, x2, x3) _ 
e3(11 
v)) 
+ 
47r(1 
+ 
v) 
Hl(-1)'ý x (3.5) 
q=±1 
n=2,3 
( n, P, q 
S aB In yn, P, 9 - hq arctan[_ 
p, 
a] +a 
1n[(aiip, 9)2 + (ßiin, q)2] 
l an, 2 
emX(1 + v) e'ß(1 + v) H2 1"x e2a(xiý ý2, xs) -- 3(1 - v) 
+ 
47T(1 - v) 
(-) (3.6) 
p=f1 
q=f1 
-2,3 
(bAIn , n, p, q - 
hgarctan[1n2_ +b In[(Cn, P, q)2 + ()2I} 
l a22 
p, q 2 22 
The final axial strain component, e33 is difficult to obtain by direct inte- 
gration, but can be readily obtained from knowledge of ell, e22 and the 
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--- ý, - 
hydrostatic strain (Equation 2.16). The shear strains take a similar form to 
the axial strains, except e12 which is particularly simple: 
ei2(xi, X2, x3) = 47r(1- v) a2 + b2 + h2 
(-1)n in n'P, 9, (3.7) 
q-f1 
n=2,3 
e23(XI, x2, x3) _ 
6m(1 + v) H2 (-1)n X (3.8) 
47r(1 - v) P=t1 q=±1 
n=2,3 
n P, 9 q n, P, 9 2 n, P, 9 2 
ß23 
hAq In ryn'P'9 +b arctan[ n, P, g 
]+- ln[(a23 )+ (023 ) 
a23 2 
e13111, x2, x3ý = 
em 
`1 'F 
v) H, (-1)n x 
(3.9) 
47r(1 - v) p[-imf, 
n=2,3 
hBpln'yn, n, 9 + aparctan[_013 n, p, 9] - 
hp ln[(al3 n, p, q)2 + (013P>9)2]} 
{ 
a13 2 
These strain expressions contain the geometrical parameters A, B and H, 
and the quantities a,, Q, and y which depend on the indices n, p and q in the 
eightfold summation. Any parameters that contain double indices relate to 
that particular strain component. These parameters are defined in Appendix 
B. 
43 
3.2 Compositionally varying QDs and QD ar- 
rays 
The theory of strain relaxation in self-assembled QDs presented so far as- 
sumes that the matrix and QD are two distinctly different but uniform ma- 
terials. It is reasonable to assume in true structures, during the growth 
process some interdiffusion of material occurs between the two, since growth 
temperatures are typically 400-500 K and the thermal energies of the adatoms 
are large. Mixing of the matrix and QD materials may be accommodated in 
the Green's functions by allowing the lattice misfit of the QD to be spatially 
dependent, so that em = em(x). 
Compositional `grading' within QDs has recently been proposed to explain 
Stark effect spectroscopy results in pyramidal GaAs/InAs QDs [74]. A non- 
zero Stark shift shift was observed at zero applied electric field which indi- 
cated that a permanent dipole moment existed. The sign of the Stark shift 
suggested that holes are confined to the top region of the QDs, above the 
electrons. This is the converse of what was expected, since the strain effects 
in QDs of uniform composition tend to localise the holes in the base of the 
QD. The sign reversal of the dipole moment could be only be achieved in 
their theoretical model by assuming the QD is composed of low to high InAs 
content from base to the top of the QD, combined with a severe truncation 
(f = 0.6) of the pyramid [74]. 
A variable composition through em (x) introduces a further degree of com- 
plexity to the Green's function, and so to exploit the benefits of analytical 
solutions it is easier to use a superposition of uniform QD strains. Two ex- 
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amples of compositional grading are shown in Figure 3.3. 
Figure 3.3: A cross-section of a compositionally graded QD 
through variation in lattice mismatch a) grading in the growth 
direction b) grading from the centre outwards. In this exam- 
ple nsteps = 10. Darker colours represent a larger mismatch. 
In Figure 3.3a the lattice mismatch is greatest at the top, and is constant 
in the planar direction. This composition may be modelled by performing 
the following steps (i) find strain solutions for the tallest truncated pyra- 
mid with truncation factor f= fmax and lattice mismatch e öp, (ii) find the 
strain solutions for the next tallest truncated pyramid with truncation factor 
f= nfmax/nsteps and lattice mismatch of -(etöp - ebase) /nsteps. It is impor- 
tant to note that both pyramids have their base at x3 = 0, (iii) sum these two 
solutions to obtain the grading effect for the top two sections, (iv) continue 
this process, reducing f each time, until all sections are included. 
In Figure 3.3b the lattice mismatch is greatest in the central region of the 
QD, decreasing toward the edge, and may be modelled by summing strain 
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solutions of successively larger pyramidal QDs with the same aspect ratios 
and lattice mismatches. 
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Figure 3.4: Two examples of QD arrays a) a perfectly or- 
dered structure: the QD spacings dl, d2 and d3 are uniform 
throughout the periodic structure b) a quasi-random arrange- 
ment: the QDs offer some ordering due to the strain profiles 
of the previous row. 
The superposition technique that allows compositionally varying QDs to be 
modelled can also be used to model QD arrays. The simplest case is a regu- 
lar array of QDs, where the spacings in the lateral directions dl, d2 and the 
growth direction d3 are uniform. The strain due to the ensemble is modelled 
by a simple superposition of the strains of the individual QDs. For real struc- 
tures this degree of uniformity is exceptionally difficult to achieve and the 
actual distribution of QDs is partly random. This effect may also be easily 
modelled. 
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Wetting layer 
The precursor to Stranski-Krastanow growth is the presence of a thin wetting 
layer. So far the solutions presented have been for buried QDs without such a 
layer. In this sense the results are applicable to Volmer-Weber QDs only. To 
model Stranski-Krastanow growth, all that is required is a superposition of 
the strain solution for a thin cuboidal `slab' beneath the QD. Strain solutions 
for a wetting layer with a growth direction [001] are: 
ell = e22 = em 
2vem 
e33 = 
1-v 
e12 = e23 = e13 =0 (3.10) 
3.3 Strain profiles using isotropic elastic con- 
stants in pyramidal QDs 
The analytical strains of pyramidal QDs will be used to generate profiles 
for (i) uniformly composed, (ii) compositionally graded and (iii) arrays of 
uniformly composed GaAs/InAs QDs, all with GaAs wetting layers. The 
effect of truncating pyramidal QDs while keeping the height and base area 
constant will be investigated and discussed. The growth direction is [001]. 
Each strain plot will be through the scan line (0,0, x3). 
The QD and wetting layer dimensions are based on recent TEM measure- 
ments of uncapped QDs (see Figure 3.5) [74]. To represent the average size 
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of their QDs, the pyramid base is 15.5 x 15.5 nm2 with hf=5.5 nm. Four 
differing truncation factors are used within these base and height constraints, 
f=0.25,0.50,0.75,1.00. The wetting layer is of thickness 0.565 nm with the 
QDs forming immediately above this at x3 = 0. 
The misfit strain for uniformly composed GaAs/InAs QDs is -0.0670. The 
uniformly composed QDs are labeled as structures (A-D) where A corre- 
sponds to f=0.25 and D to f=1.00. For QDs of variable composition the 
base-top and centre-edge gradings are considered (i) the base is composed of 
Ino. 5Gao. 5As, while the top consists purely of InAs (structures E-H), (ii) the 
centre of the QD is composed purely of InAs while the edge is In0.5Gao. 5As 
(structures I-L). The composition varies linearly using 100 grading steps in 
both cases with the misfit strain ranging from -0.0335 to -0.0670. The QD 
array (structures M-P) has lateral period 25 nm and vertical period 8 nm 
and consists of 5x5x5 uniformly composed QDs. 
Before proceeding, the choice of the value of Poisson's ratio to be used in the 
calculations is justified. In Section 2.1 the isotropic approximation allowed 
the elastic constant C11 to be eliminated from the discussion, and Poisson's 
ratio was expressed in terms of C12 and C44, yielding v=0.24 for GaAs. 
However inserting the GaAs elastic constants into (C11 - C12)/2C44 results 
in a value of 0.55 as opposed to 1 for isotropic materials. This illustrates that 
GaAs in markedly anisotropic. If, instead C44 is eliminated from Equation 
2.6 the value of Poisson's ratio becomes 0.31. Clearly a decision must be 
made as to which value is chosen. 
To clarify the situation one may draw on anisotropic theory where, like 
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in the isotropic case, the hydrostatic strain is constant inside an ellipsoidal 
QD. This can be used to find a `best fit' Poisson's ratio of v=0.24 for use 
in the isotropic strain Green's functions for a spherical QD. Davies also used 
this approach [67], and found that ellipsoids of differing major to minor axis 
ratios yielded different best fit values. For example, in the case of a flat ellip- 
soid akin to a QW, the effective Poisson's ratio was found to be 0.31. Clearly 
this value is dependent upon the aspect ratio of the QD and introduces an 
uncertainty into the accuracy of the isotropic strain results. Nevertheless, 
the value of v=0.24 is chosen in the modelling of isotropic pyramidal QDs 
and is expected to yield reliable results, since the width to height ratios of 
the QD used in these calculations never approach those of QWs. 
Figure 3.5: TEM image depicting it typical Cell recently grown 
by Fry et al [74]. The geometrical parameters of the QDs 
modelled in this section are based on their structures. 
Figures 3.6-3.9 illustrate the strain component cº, for the structures A-P. 
For all cases the strain eºº inside the QD is compressive, but lower than the 
initial lattice ºnisfit strain. This indicates that, strain relaxation has occurred. 
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Grading the QD from base to top reduces the magnitude of this strain at 
the base, while grading from centre to edge decreases the strain at the edge. 
Both are a direct consequence of lower lattice mismatch in these regions of 
the structure. Discontinuity of strain occurs at the QD/matrix interface, 
whereby the strain becomes tensile and rapidly decreasing at points away 
from the QD. Discontinuity in strain also occurs at the WL/QD interface for 
structures E-L, where the indium concentration is small at the base of the 
pyramids. For structures A-D and M-P the strains (and material composi- 
tion) at the WL/QD interface are continuous. As the truncation factor f 
decreases, the sloping edges of the QD become steeper (due to the constraint 
h=5.5 nm) and the strain distribution approaches that of a cuboidal QD. 
The magnitude of the strain inside the QD array diminishes for QDs in the 
central region; in the spacer material the strain magnitude is increased. For 
example at x3 =0 the strain magnitude for the central QD in the array with 
f=1.00 is -0.046, as compared with -0.053 for an isolated QD. This is due 
to a superposition of tensile strain emanating from the adjacent QDs. 
Along this line of interest ell and e22 are equivalent; the remaining axial 
strain component e33 is not and is illustrated in Figures 3.10-3.13. The ma- 
trix material is in a state of compressive strain, the converse of the previous 
case. This is because the QD relaxes outwards, compressing the local region 
in the x3 direction. For QDs with a low truncation factor tensile strains exist 
within the QD. However as the truncation factor increases (the QD becomes 
more pyramidal), the volume at the top of the QD becomes small and the 
Poisson strain from the components ell and e22 is also small, resulting in a 
highly compressive e33. The strain e33 due to a base-top graded QD shows 
similar trends as the component ell (though of the opposite sign); namely 
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that the strain magnitude increases from the base to the top of the QD. The 
centre-edge graded QD has its strain magnitude largest in the central region 
for f=0.25, f=0.50 and f=0.75, but for f=1.00 the volume effects 
in the apex region dominate and the strain decreases and becomes highly 
compressive. An interesting observation is that for the QD array the strain 
is always compressive in the central QDs. This is due to superposition of 
high compressive strain from the spacer material and low tensile strain from 
within the QDs. As the QD separations increase this effect is reduced, un- 
til the strain within the array resembles the strain of a series of isolated QDs. 
Figures 3.14-3.17 illustrate the biaxial strains for the four QD structures. 
The biaxial strain is always negative in the matrix material. For the trun- 
cated pyramids the biaxial strain is always positive along (0,0, x3) within 
the QDs; however for the complete pyramid it rapidly decreases from positive 
to highly negative in the apex region. In highly truncated base-top graded 
QDs the strain increases from the base to the top, hence the heavy holes tend 
to be localised in top region. For the centre-edge QDs the position of the 
biaxial strain maximum is independent of truncation, being in the central 
region of the QDs. In the QDs of uniform composition the biaxial strain 
magnitude is largest in the base/WL region and decreases in the top region. 
For the array structures (M-P) the biaxial strain is reduced roughly by a 
factor of two inside the central QD, when compared to an isolated QD, and 
is increased by a similar amount in the spacer layer region. 
It is clear why the QDs grown by Fry et al [74] (see page 44) require a graded 
composition to achieve a reversal of the expected dipole moment. The hole 
probability density tends to be largest in regions of positive biaxial strain. 
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In base-top graded QDs the holes reside in the top region of the QDs above 
the electrons and the dipole moment agrees with that seen experimentally. If 
the QDs were of uniform composition the holes reside in the base/WL below 
the electrons, resulting in a dipole moment of the opposite sign. 
The character of the hydrostatic strains are known before the calculations 
are performed, from considerations in Chapter 2, but are useful as a verifi- 
cation that they have been performed correctly. The hydrostatic strains of 
the compositionally varying QDs are illustrated in Figures 3.18-3.19, and are 
equal to 2Xem(x)(1 - 2v)/(1 - v). 
In Figure 3.20, the shear strain component e13 is presented. Shear strains are 
zero along (0,0) x3) so, for illustration the values of the strain are calculated 
along the line (3.875,3.875, x3) nm for structures A-D. This line intersects 
one of the vertices in the f=0.50 case and so the discontinuity is larger. 
The shear strain magnitudes are generally small until either a face or a vertex 
is met, at which point the shear magnitude sharply increases. It is in these 
regions where shears may severely increase the piezoelectric potential of the 
QDs. The wetting layer does not contribute to the shear strain distribution. 
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Figure 3.6: Strain component ell plotted along 13 for InAs 
pyramidal QDs of uniform composition and various trunca- 
tions buried within a GaAs matrix. 
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Figure 3.7: Strain component ell plotted along x3 for 
(Ga)InAs pyramidal QDs of graded composition (base-top) 
and various truncations buried within a GaAs matrix. 
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Figure 3.8: Strain component ell plotted along x3 for 
(Ga)InAs pyramidal QDs of graded composition (centre-edge) 
and various truncations buried within a GaAs matrix. 
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Figure 3.10: Strain component e33 plotted along x3 for InAs 
pyramidal QDs of uniform composition and various trunca- 
tions buried within a GaAs matrix. 
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Figure 3.11: Strain component e33 plotted along x3 for 
(Ga)InAs pyramidal QDs of graded composition (base-top) 
and various truncations buried within a GaAs matrix. 
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Figure 3.12: Strain component e33 plotted along x3 for 
(Ga)InAs pyramidal QDs of graded composition (centre-edge) 
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Figure 3.13: Strain component e33 plotted along x3 for a reg- 
ular 5x5x5 array of InAs pyramidal QDs of uniform compo- 
sition and various truncations buried within a GaAs matrix. 
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Figure 3.14: Biaxial strain plotted along x3 for InAs pyrami- 
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Figure 3.15: Biaxial strain plotted along x3 for (Ga)InAs pyra- 
midal QDs of graded composition (base-top) and various trun- 
cations buried within a GaAs matrix. 
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Figure 3.16: Biaxial strain plotted along x3 for (Ga)InAs pyra- 
midal QDs of graded composition (centre-edge) and various 
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Figure 3.18: Hydrostatic strain plotted along x3 for (Ga)InAs 
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Figure 3.19: Hydrostatic strain plotted along x3 for (Ga)InAs 
pyramidal QDs of graded composition (centre-edge) buried 
within a GaAs matrix. 
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3.4 Analytical strains for generally-shaped QDs, 
surface integral approach 
In Section 2.3.1 it was shown that the stress, strain and displacements may 
be obtained by integrating the particular Green's function over the volume 
of the QD. By using the divergence theorem, strain solutions can instead be 
obtained by integrating a vector, A, over the surfaces of the QD: 
e= 
f A"dS (3.11) 
s 
where dS is normal to the QD surface and directed away from it. The vectors 
are obtained by using the general relationship: 
a(Aij) k=G 
OXk :j 
(3.12) 
There are multiple sets A that satisfy this equation. An example of a valid 
set is: 
All = (r1_ r 
)3' A22 = 
(r 
-r 
23 3 
Agg = 
(X3 
- )3 k - x12) 
' 
A12 =( 
2 
31 -r 
(r r ) r 
A23 
(r - r, )g 
1 A13 = 
((rl 
rýý 
k (3.13) 
Inserting these vectors into Equation 3.12 regains the original Green's func- 
tions. It is to be noted that any solenoidal function of the form VxF may 
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be added to this set of vectors, due to the vector identity V" (V x F) = 0. 
Evaluating integrals over surfaces of QDs analytically may often become dif- 
ficult because (i) some geometries may be comprised of many surfaces (ii) 
evaluating the integral for surfaces that are not parallel to one of the ma- 
jor Cartesian axes means that components must be taken, complicating the 
task. One method of overcoming these limitations is by using an analytical 
transformation method. 
X2 
)) 
xl 
ý) 
Figure 3.21: Definition of the master triangle, lying in the 
plane (xl, x2) 0). 
Geometries composed of flat surfaces can be decomposed to consist of many 
right-angled triangles. So if a solution for strain can be found for a `master' 
triangle on a surface then this single triangle may be translated, rotated and 
superimposed to comprise the total surface. The strain solutions may also 
be transformed accordingly. 
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Analytical strain solutions are sought for a right-angled triangle with per- 
pendicular edges length a and b, lying on the x3 =0 plane, as shown in 
Figure 3.21. The strain solutions for a generally-orientated triangle can then 
be determined by performing coordinate and strain matrix transformations: 
3 
Xi=>cijxj+ti (3.14) 
j=1 
33 
ek! = ckicljeij (3.15) 
i=1 j=1 
where c is the 3x3 matrix containing the cosines of the nine angles be- 
tween the original and transformed coordinate frames, and t describes the 
translation. The nine cosines cj should not be confused with the `C' elastic 
constants. 
Because the master triangle has been defined to lie on the (x1, x2,0) plane, 
the only A; 3 vectors in Equations 3.13, that contribute to the strain are A33 
and A13. Analytical solutions for these two strain components have been 
found for this triangle. They are: 
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_ 
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n log 
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+ 
a2 
b- 
ba 
log [ Xn2 + Yp + x3 
- 
aXn + bYp=n 1 (3.16) 
a2+b2 ' 
where the parameters X, Yp and Z9 were introduced on page 40. The strains 
presented here do not explicitly contain the parameter n, p and q- the values 
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to be substituted into their place are indicated by the subscripts in Equations 
3.16. 
Ti, T2 
T5, T6 ----- ------ 
T11, T12 
T9, T1 O T7, T8 
T3, T4 
Figure 3.23: A cubic surface may be composed of twelve right 
angled triangles, labeled T1-T12. 
To illustrate the analytical surface technique, it is shown how a cubic QD of 
dimensions 2a x 2a x 2a may be reconstructed using the cosines and transla- 
tions in Table 3.2. For the six faced cube, a minimum of twelve right angled 
triangles are required. Note that the order of translation and rotation is 
critical, and in this formalism the translations of the triangles are performed 
before rotations. 
The benefit of this technique is that strain solutions can be obtained for a 
general QD geometry, given that flat surfaces are assumed. Solutions are 
obtained rapidly, due to the analytical nature of the strains in the original 
reference frame. The drawback is that for non-cuboidal geometries deterini- 
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nation of the translation and rotations required to reconstruct the surface 
is tedious and so in practice it is often more convenient to generate strains 
using a volume technique, as discussed in the next section. 
Triangle cil C12 C13 C21 C22 C23 C31 C32 C33 tl t2 t3 
1 1 0 0 0 1 0 0 0 1 0 0 a 
2 -1 0 0 0 -1 0 0 0 1 0 0 a 
3 1 0 0 0 -1 0 0 0 -1 0 0 a 
4 -1 0 0 0 1 0 0 0 -1 0 0 a 
5 0 0 1 0 1 0 -1 0 0 0 0 a 
6 0 0 -1 0 -1 0 -1 0 0 0 0 a 
7 0 0 -1 0 1 0 1 0 0 0 0 a 
8 0 0 1 0 -1 0 1 0 0 0 0 a 
9 1 0 0 0 0 1 0 -1 0 0 0 a 
10 -1 0 0 0 0 -1 0 -1 0 0 0 a 
11 1 0 0 0 0 -1 0 1 0 0 0 a 
12 -1 0 0 0 0 1 0 1 0 0 0 a 
Table 3.2: Rotations and translations of the master triangle 
required to reconstruct a cuboidal QD of sides 2a x 2a x 2a. 
The perpendicular side lengths of each triangle are both 2a. 
3.5 Analytical strains for generally-shaped QDs, 
volume integral approach 
Earlier in this chapter the analytical strain results for cuboidal QDs were 
presented (Equations 3.2-3.3). Although real buried QDs are unlikely to be 
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of this geometry, these analytical results are extremely useful for generat- 
ing rapid isotropic strain distributions for a generally shaped QD, using the 
principle of superposition of strain. 
For geometries other than the cube and pyramid, analytical integration of 
the strain Green's functions is difficult and numerical integration would seem 
to be necessary. If the integration is to be performed over Cartesian coor- 
dinates the usual procedure is to separate the volume into a grid of many 
small cuboidal sections, evaluating the integrand with the integration point 
at the centre of each cuboid. The sum of the contributions (with a particular 
weighting factor on each) then gives the value of the integral. Instead, one 
can simply sum the analytical strains of cuboidal QDs, which have dimen- 
sions of the grid elements. 
To illustrate the power of this technique, a comparison is drawn between the 
biaxial strains of a pyramidal QD using (i) the analytical strains in Equa- 
tions 3.5-3.6 and (ii) the strains derived from the summation of cuboidal 
QDs. The difference between the two distributions as shown in Figure 3.24 
is negligible. In addition to being very accurate, the speed of computation 
using this cuboidal superposition technique is several times more rapid than 
numerical integration of Green's functions, and does not suffer from numer- 
ical difficulties associated with singularities in the integrand. 
The biaxial strain distributions are presented for spherical, hemispherical, 
conical, cuboidal, cylindrical and ring shaped GaAs/InAs QDs of uniform 
composition through the plane (xl, 0, x3) in Figures 3.25-3.28. The geomet- 
rical parameters are detailed in the figure captions and the wetting layer has 
67 
Cuboid superposition, 20 mins XTerminal 
E 
C 
co x 
8 
2 
0 
-2 
Analytical 
Biaxial Strain 
M 0.07250 -- 0.08000 
M 0.06500 -- 0.07250 
0.05750 -- 0.06500 
0.05000 -- 0.05750 
0.04250 -- 0.05000 
0.03500 -- 0.04250 
0.02750 -- 0.03500 
0.02000 -- 0.02750 
0.01250 -- 0.02000 
M 0.00500 -- 0.01250 
W -0.00250 -- 0.00500 
A-0.01000 -- -0.00250 
4-0.01750 -- -0.01000 
4-0.02500 -- -0.01750 
1 -0.03250 -- -0.02500 
-0.04000 -- -0.03250 
M -0.04750 -- -0.04000 
-0.05500 -- -0.04750 
-0.06250 -- -0.05500 
-0.07000 -- -0.06250 
Figure 3.24: Comparison of pyramidal biaxial strains using 
(i) a superposition of many cuboidal strains, (ii) analytical 
expressions. 
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been omitted from the calculations. It is interesting to observe similarities in 
the strain distributions between certain distinctly different geometries. The 
strain distributions of conical and pyramidal, and cylindrical and cuboidal 
QDs closely resemble each other through this plane. The conclusion is that 
strain distributions may not be heavily dependent upon geometry, especially 
in the central regions of the QD, where electrons and holes are generally 
confined. 
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Figure 3.25: Biaxial strain for a) cuboidal GaAs/InAs QD 
(a =b=6 nm, c=3 nm), b) cylindrical GaAs/InAs QD 
(r=6nm, h=6nm). 
Other observations are made: firstly it can be seen that a superposition of 
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two hemispheres produces a net zero biaxial strain inside a spherical QD, 
since the strain distribution is symmetrically equal and opposite about the 
plane (Ili x2,0). An interesting strain effect occurs for the ring shaped QD. 
The QD itself exhibits a very small positive biaxial strain, but the inner hole 
region exhibits a much larger positive biaxial strain. However since electrons 
and holes are quantum confined inside the QD, this large biaxial strain does 
not influence the optoelectronic properties of the QD. 
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Figure 3.26: Biaxial strain for a) pyramidal GaAs/InAs QD 
(a =b=6 nm, h= 12 11111, f=0.5 ), b) conical GaAs/InAs 
QD (r =6 nm, h= 12 nm, f =0.5). 
In summary, the elastic properties of many different QD geometries and corn- 
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positions may be determined using the isotropic analytical strains presented 
in this chapter. The speed and ease of computation using isotropic theory 
balances or even outweighs the limitations of the simplistic approximations. 
Nevertheless a knowledge of anisotropic strain distributions are necessary for 
accurate simulation of QD formation and hence one cannot totally neglect 
these calculations. Strain results produced using the anisotropic Green's 
function series are presented in the next chapter. 
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Figure 3.27: Biaxial strain for a) hemispherical and b) spher- 
ical GaAs/InAs QDs (r=6 nm). 
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Figure 3.28: Biaxial strain for a ring shaped GaAs/InAs QD 
(r =6 nm, h=6 nm, hole radius =3 nm). 
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3.6 Appendix B 
The geometrical parameters for use in Equations 3.5-3.9 are listed in full 
below. 
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Chapter 4 
Results II: Strain using 
anisotropic elastic constants 
In Section 2.3.2 it was shown that anisotropic strain may be expressed using 
a series of real-space Green's functions. The zeroth order term is equivalent 
to the isotropic strains. The integrands of the first (Equations 2.35-2.36) and 
second (Equations 2.37-2.38) order terms of the Green's function series are 
rather complicated so analytical integration is not practical. Therefore full 
numerical solutions are sought. The anisotropic strain is then obtained by 
summing the isotropic and higher order strains. A three dimensional Simp- 
son's rule algorithm is implemented to perform the integration of the Green's 
functions series over the volume of the QD. Some of the results obtained us- 
ing the series Green's function (SGF) approach, detailed in this chapter, has 
recently been published [75]. 
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4.1 Numerical evaluation of Green's function 
integrals 
The fractional form of the Green's functions within the series makes numer- 
ical integration problematic at points inside the QD. Simple algorithms such 
as Simpson's rule fail at points x= x' since the denominator in the Green's 
function is then zero and the function evaluated at this point is infinite. 
Several standard methods exist for evaluating 1D integrals containing sin- 
gularities; most remove the singularity by writing the function in a different 
but equivalent form, allowing solutions to be obtained part analytically and 
part numerically. 
For the class of Green's functions considered in this thesis this approach is 
impractical because (i) the form of the 1st and 2nd order Green's functions 
are extremely complex (ii) the function is to be integrated over three vari- 
ables (iii) a requirement of the integration package is portability; the Green's 
functions and limits of integration may be altered according to how many 
terms in the series are required and the QD geometry considered. To gener- 
ate part-analytical solutions is clearly not possible for the general case. 
An extremely simple but effective method of dealing with the singularity is to 
simply add a small, positive, real constant, 5 to the denominator so that the 
function which is evaluated is almost equal to the true Green's function. At 
integration points far from the coordinate of interest, x, E is small compared 
to Ix - x9 and has a negligible effect, whilst when x= x' it forces a non-zero 
denominator. If the grid is sufficiently fine, the effect of this small denomi- 
nator becomes negligible. A brief investigation into the required magnitude 
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of this contribution is performed before the higher order Green's functions 
are integrated using this approach. 
Figure 4.1 illustrates numerical solutions of the ell isotropic strain Green's 
function integral inside and outside a cuboidal QD, as the value of S is varied. 
The integration grid is size 100 x 100 x 100. These results are then compared 
to the exact (analytical) solution. By examining Figure 4.1, it is clear that 
an optimal value for 6 exists. 
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Figure 4.1: Comparison of numerical and analytical e 11 in and 
around a cubic QD, using various 6. 
For a value of S=1x 101 the function being numerically integrated is suffi- 
ciently different from the true Green's function to produce a poor correlation 
to the exact solution at the matrix/QD interface. For the very small value of 
6=1x 10-4 the function closely resembles the true Green's function but the 
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denominator may still be sufficiently small at certain x' to introduce numer- 
ical problems. This causes the oscillatory behaviour of the results inside the 
QD. This problem may be reduced by using a finer integration grid, but at 
the cost of computation time (as n3 grid). 
An optimal value of S=1x 10-3 is 
used for this size integration grid. All subsequent numerical calculations will 
use this value of S and a 100 x 100 x 100 integration grid, accepting that the 
reliability of the results obtained at the matrix/QD interface may questioned. 
4.2 Strain profiles using anisotropic elastic 
constants in spherical and pyramidal QDs 
It is important to determine how many terms in the SGF are necessary to 
obtain accurate, reliable results. The SGF strains are compared to results 
obtained using the inverse space anisotropic model of Andreev et al [71] in 
which 200 x 200 x 200 Fourier terms were implemented. To demonstrate the 
convergence of the SGF strains to anisotropic strains, the isotropic, isotropic 
plus n=1 and isotropic plus n=1 and n=2 corrections are compared 
to their results along [001]. The radial strain component, e,.,. in a spheri- 
cal GaAs/InAs QD of radius 3 nm is presented. The elastic constants are 
taken from Table 2.3 and are: C11 = 11.8 x 1011 Pa, C12 = 5.4 x 1011 Pa, 
C44 = 5.9 x 1011 Pa. The lattice mismatch in the GaAs/InAs system is -0.067. 
The Fourier space approach incorporates an implicit assumption that the QD 
is a member of an infinite regular QD array, hence the series Green's function 
and Fourier space models are not entirely equivalent. Andreev et al used a 
lateral and vertical QD period of 18 nm. The nearest neighbour QDs are 
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sufficiently close to cause a slight strain interaction which may be reflected 
in the discrepancy between the SGF and inverse space results inside the QD. 
Figure 4.2 shows that the first order correction to the isotropic strain provides 
a very good approximation to Andreev's results, both inside and outside the 
QD. The second order correction offers a further improvement, providing an 
almost exact correlation to full anisotropic strains. It is clear that only the 
first few terms in the SGF are required to obtain very good approximations 
to true anisotropic strain profiles. 
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Anisotropic strains are now calculated for spherical and truncated pyramidal 
geometries along the growth directions [001], [110] and [111], using the SGF 
method with terms up to and including n=2. The growth direction will 
be labeled x3. For a growth direction of [110] the perpendicular xi and x2 
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directions are taken to be along ý10] and [001] while for a growth direction 
of [111] the xi and x2 are along [110] and [11] respectively. The hydrostatic 
strain becomes eh = el. + e2* + e3* where the subscript in the strains denote 
the axial strain component in the direction of the associated major axis. Us- 
ing this convention the biaxial strain is therefore eb = e3« - 1(el. + e2, ). 
Figures 4.3-4.4 illustrate the SGF hydrostatic and biaxial strains due to a 
spherical QD with growth directions [001], [110] and [111]. As mentioned in 
Chapter 3, these strains are more useful than the individual axial compo- 
nents, since the combinations act to influence the character of the valence 
and conduction bands of the crystal. The scans are along the particular 
growth direction, through the centre of the QD. 
Figure 4.3 verifies the standard result for anisotropic ellipsoidal inclusions; 
namely that the hydrostatic strain is constant inside the QD, and variable 
outside. The effect of anisotropy is largest in the region x3 1.5r, where the 
maximum differences between isotropic and anisotropic strains are 0.0052 
for [001], -0.0011 for [110] and -0.0031 for [111]. The differences between 
the isotropic and anisotropic strains in this case are not highly significant. 
The SGF biaxial strains in Figure 4.4 shows inside the QD the isotropic and 
Green's function biaxial strains are identical, namely zero, and immediately 
outside they are most different. At the first sample point outside the QD the 
isotropic (-0.0686) and anisotropic results differ by -0.0206 for [001], 0.0138 
for [110] and 0.0232 for [111]. 
The hydrostatic and biaxial strains are also presented along growth directions 
[001], [110] and [111] for the truncated pyramidal QD (Figures 4.5-4.6). The 
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geometrical parameters are equivalent to those of the uniformly composed 
QD in Section 3.3, with f=0.5 (page 48). The elastic parameters equal 
those of the spherical QD in this section. The horizontal scale in the figures 
again represents the distance along the growth direction; the matrix/QD in- 
tersection occurs at distances of 0 and 5.5 nm. 
Outside the QD, the largest differences between isotropic and anisotropic 
hydrostatic strains occur in the region immediately above the upper facet. 
They are -0.0121 [001], 0.0181 [110] and 0.0071 [111]. The largest change 
in biaxial strain outside the QD again occurs in this region. This time the 
differences are 0.0100 [001], -0.0123 [110] and -0.0126 [111]. Reasonable dif- 
ferences between isotropic and anisotropic strains also occur below the QD 
base. 
It is more important to examine the strain components inside the QD, since 
that is where the electrons and holes are quantum confined. Unlike the spher- 
ical QD, the hydrostatic strain inside the QD is dependent upon growth di- 
rection (albeit very weakly). The largest differences between the isotropic 
(-0.0917) and anisotropic values inside the QD occur toward the QD base, 
with values differing by 0.0039 [001], -0.0029 [110] and -0.0039 [111]. The 
greatest convergence with the isotropic result occurs at x3 =4 nm. 
The anisotropic and isotropic biaxial strains inside the QD show common 
trends for all growth directions; the biaxial strain is most positive at the QD 
base, decreasing to a minimum at x3 = 3.7 nm before increasing again to- 
ward the top of the QD. The difference between the isotropic and anisotropic 
biaxial strains inside the QD is roughly constant, the value being dependent 
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on the growth direction. For [001] the strain is raised by 0.0137, for [110] 
it is lowered by 0.0078 and for [111] it is lowered by 0.0148. These results 
indicate that the band gap, and hence lasing wavelengths of QD lasers, may 
be significantly altered according to the growth direction chosen. 
To illustrate anisotropic shear strains Figure 4.7 is provided. In [001] this 
corresponds to e13 through (3.875,3.875, x3) nm. Below the top surface of 
the QD, the strain in [110] is raised with respect to the isotropic result and 
lowered above the QD. The reverse situation is found for [001]. The isotropic 
and anisotropic strains with growth direction [111] are very similar at all 
points along this scan line. For all growth directions, the strain magnitude 
becomes large and compressive at the intersection of the scan line and the 
vertex. 
In summary, it is found that the SGF may produce, to high accuracy, full 
anisotropic strains, using a sum of the zeroth, first and second order terms. 
The benefits of this method over the Fourier-space approach are (i) it is 
possible to model disordered QD arrays- the Fourier approach cannot since 
periodicity is a requirement (ii) the QDs are not required to be a member of 
an infinite ensemble and (iii) anisotropic strains are produced very rapidly. 
The calculation times of each SGF data set was typically one hour on a UNIX 
time-sharing system. Furthermore, implementation of a generalised Gaussian 
quadrature technique may reduce the computation time enormously [76]. 
It has been shown that isotropic theory may describe strain trends in III-V 
semiconductor materials to a reasonable accuracy; in general being a rough 
average of the anisotropic strains in [001], [110] and [111]. This justifies 
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the extensive analysis in Chapters 2 and 3. Strains based on the isotropic 
assumption will now be used in the next chapter, to model the electrical and 
structural properties of QDs. 
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Figure 4.3: Hydrostatic strains along various crystallographic 
axes for isotropic and n=2 series Green's function for a 
spherical GaAs/InAs QD, radius 3 nm. 
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Figure 4.4: Biaxial strains along various crystallographic axes 
for isotropic and n=2 series Green's function for a spherical 
GaAs/InAs QD, radius 3 nm. 
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axes for isotropic and n=2 series Green's function for a 
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Figure 4.6: Biaxial strains along various crystallographic axes 
for isotropic and n=2 series Green's function for a truncated 
pyramidal GaAs/InAs QD. 
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Figure 4.7: Shear strain along various crystallographic axis 
for isotropic and n=2 series Green's function for a truncated 
pyramidal uniform composition GaAs/InAs QD. 
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Chapter 5 
Results III: Applications of 
strain with isotropic elastic 
constants 
This chapter details two applications of strain within the isotropic approxi- 
mation. In Section 5.1, Green's functions are derived which describe strain- 
induced piezoelectric potentials for the specific case of nitride QDs. Knowl- 
edge of such potentials is important, since they act to localise electrons and 
holes to specific regions of QDs, and may significantly modify the transition 
energies of the QD. 
Local strain variations in a crystal divert probing electron beams from an 
ideal path and have made QD characterisation through TEM difficult. In 
Section 5.2, isotropic strain distributions are used to generate theoretical 
contrast images using the Howie-Whelan equations. Images produced using 
strains from various trial pyramidal geometries and compositions are com- 
pared to experimental planar and cross-sectional images for GaAs/InAs QDs. 
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5.1 Piezo-electrical properties of nitride QDs 
Nitride material systems have recently attracted huge interest, since their 
wide band gap may enable ultraviolet and blue wavelength lasers. Re- 
cently, growth of self-organised structures has been possible. Wang et at and 
Tachibana et at have successfully grown GaN/InGaN QDs through MOCVD 
[77,78]. These should emit in the same wavelength range as GaN/InGaN QW 
structures used for UV and visible LEDs, as well as for blue lasers. AIN/GaN 
QD structures are also of interest, allowing the possibility of light emission 
at even shorter wavelengths. Widmann et al and Arley et at have grown 
A1N/GaN QDs by MBE, and using reflective high-energy electron diffraction 
(RHEED) have characterised the QD geometry as hexagonal-based trun- 
cated pyramids [79-81]. They reported ensembles of QDs with heights 
ranging from 2 to 5 nm (average 4 nm), bottom diameters 10 to 30 nm (aver- 
age 20 nm), the diameter to height ratio is roughly constant, being 5.2±0.2. 
From the information published in reference [80] one may infer that the top 
diameters are 2 to 6 nm. 
In unstrained cubic crystals, the sum of the dipole moments about the atoms 
in each unit cell is zero. The material exhibits a constant potential and zero 
electric field. Conversely, a strained-state material may develop a polarisa- 
tion, since the crystal lattice is distorted from the ideal symmetry and the 
dipole moment sum is no longer zero: a piezoelectric potential, 0et`, and 
an electric field exist throughout the crystal (Figure 5.1). The precise re- 
lationship between the strain-state and the piezoelectric potential is highly 
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dependent upon the symmetry of the crystal considered. 
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Figure 5.1: a) The unstrained cubic crystal; the vectors rep- 
resent dipole moments. The sum of the dipole moments is 
zero, resulting in a constant piezoelectric potential and zero 
electric field. b) The strained crystal may develop a polari- 
sation, since the distortion of the lattice produces a non-zero 
net dipole moment. A piezoelectric potential and electric field 
may exist in the crystal. 
Most nitride-based matrix/QD systems crystallise into the hexagonal (wurtzite) 
lattice depicted in Figure 5.2. The `c' lattice constant is significantly larger 
than the `a' constant. For perfect wurtzite materials the c to a ratio is such 
that no net polarisation results. However the semiconductor nitride alloys 
crystallise in a way that results in a non-ideal c to a ratio. Even in an un- 
strained state the sum of the dipole moments in each unit cell is non-zero. 
This results in an additional permanent or spontaneous polarisation, di- 
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rected along the `c' direction, the estimated numerical values of which were 
recently calculated by Bernardini et al [82]. The spontaneous potential in- 
duces a charge at the matrix/QD interface and an electric potential, O'P', 
throughout the crystal [82,831. 
C 
The spontaneous and strain-induced potentials affect the confinement of car- 
riers in any nitride-based QD structure and must be determined. The sub- 
stantial benefits of expressing the strain distribution in terms of Green's 
functions have been highlighted in Chapter 2, and it is also desirable to ex- 
press the piezoelectric potentials in this way. If this is possible, then the 
numerical methods used to evaluate the Green's function integrals in Chap- 
ters 3 and 4 may be employed to determine the piezoelectric potentials for 
general QD geometries and compositions. 
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Figure 5.2: The wurtzite crystal lattice structure [84]. 
5.1.1 Spontaneous piezoelectric potential Green's func- 
tion 
A real-space Green's function integral is sought to describe the spontaneous 
potential in the matrix/QD system. This may be achieved by summing 
the potentials due to the individual dipoles, Odip =p" r/4lr6oe,. r3, in the 
crystal. p is the dipole moment. The summation of dipoles is converted to 
a continuous integral by introducing P, the polarisation or dipole moment 
per unit volume. The spontaneous potential at a point r, due to a region V 
is therefore: 
ýspo -1 
/' P" (r - r')dV' (5.1) 
41rcp, -r 
fv Ir - r'l 
3 
where ea and er are the permittivity of free space and the relative permittivity 
of the sample material. Integration is performed over source points (primed 
coordinates). For nitride materials the spontaneous polarisation vector is 
constant and directed parallel to the growth direction (the x3 axis). Therefore 
for QDs that are deeply buried (strain assumption) within the matrix: 
OBpo 
- 
pQD IQD (x3 - x)dV' + 
pMat (- x3)dV' ý5.2ý 
4ýD Ir - r'13 
41rý'0EMat Mat Ir - r'13 
If the matrix is represented as an infinite volume minus the QD volume then: 
ý8 
_ 
ýMatpQD - QDpMat 
/x3 
- x311 dV' P0 l 
47rep&QDEMat QD Ir - r'13 
pMat (x3 x') dV' +47rEDeMat 
All space Jr - r'13 
(5.3 
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The second integral is zero (since it is symmetric in xi, 22 but antisymmetic 
in x3). Therefore the spontaneous polarisation expressed as a volume integral 
is: 
SP° = kl 
1 (fig - x3)dV' (5.4) 
QD Ir-r'13 
where 
Er - eQDpMat kl _-rr) QD Mat 
(5.5) 
47reasr er 
For the nitrides the relative permittivities of the matrix and QD materials 
are roughly equal and Equation 5.5 may be simplified further. 
5.1.2 Strain-induced piezoelectric potential Green's function 
A simple method of determining the strain-induced piezoelectric potential 
using classical electromagnetism theory and basic vector calculus is also pre- 
sented. The strains are assumed to be isotropic with a matrix/QD misfit 
strain em, and are expressed as volume integrals (see Equation 2.15). If the 
QD experiences small strains then to first order the strain-induced polarisa- 
tion may be obtained by employing a linear combination of strain components 
and piezoelectric constants: 
pstr _ (ijkejk (5.6) 
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where e are the piezoelectric constants of the material and e are the strain 
components. The materials polarisation and electric field vectors then form 
the electrical displacement vector: 
D= -oe7E +P (5.7) 
In the absence of free charge, Maxwell's first equation states that V"D=0. 
This, coupled with the electric field-potential relation E= -V¢, enables the 
piezoelectric potential to be related to the polarisation by 
eoefV20str =Q. pstr (5.8) 
The wurtzite materials have three independent piezoelectric constants e113 = 
E223 = E15i ¬311 = 0322 = E31 and ¬333 = ¬33, so from Equation 5.6 the strain- 
induced polarisation may be explicitly expressed as: 
pstr = 2E15e131 + 2E15e23i + [f31(e11 + e22) + E33e33]k (5.9) 
The strain components ell and e22 may be rewritten in terms of e33 using 
Equation 2.16, and Equation 5.9 becomes: 
2Xem(1 
- 2v)E31 pstr = 2E15e131 + 2E15e23. ý + (E33 - E31)e33k + (1 
- U) 
k (5.10 
where v is Poisson's ratio, em is the misfit strain and X is the characteristic 
function, defined as being zero outside the QD and one inside. A treatment 
of the same problem in Fourier space has yielded the real-space potential [85] 
which satisfies the Equation 5.8: 
ostr = k2 
j (x3 - x3)dV' + k3 
f (x3 - x3)3dV' 5.11) 
QD Ir-r'I3 QD Ir-r'I5 
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where 
em r (1 + v) (2E15 + E31 - 3E33) k2 
87fEpEr 
IL4E31 + 2E33 + 
(1 
- v) 
J 
J 
k3 _ 
3em(1 + y)(2E15 + E31 - (33) (5.12) 
8ireoef(1- v) 
The total piezoelectric potential in and around a wurtzite QD is therefore ob- 
tained from 0tot = gspon + Ostr. These spontaneous and strain-induced piezo- 
electric potentials, expressed as real-space integrals are new results which 
shall shortly be submitted for publication [86]. 
5.1.3 Electric field Green's functions 
The electric field vector and the potential are related by the standard for- 
mula E= -0q, which is valid for both the spontaneous and strain-induced 
contributions. By direct differentiation of Equations 5.4 and 5.11, the spon- 
taneous and strain-induced piezoelectric field components are: 
E, spo = k1 
r 3(x1 - xi)(x3 - x3)dV' (5.13) JQD Ir-r'15 
E82' p° = kl 
fQ 3 (x2 - x2)(x3 - x3)dV' 
D Ir - r'15 
spo 
ý(xl 
- xi 
)2 + (x2 - 22)2 - 2(x3 - x3)2]dV' Eg -ki 
QD Ir - r'I5 
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EStr = k2 
IQ 3(xß - xi)(x3 - x')dV' +1D Ir - r'15 
(5.14) 
5(x1 - x, 
) (x3 
- x3)3dV' k3 
IT-r'17 
tr % 
3(x2 - 
X2) (x3 
- x3)dV' E2' = k2 JQD Ir 
- r'15 
+ 
k3 r 
5(x2 - x2)(x3 - x3)3dV' 
JQD Ir - r'17 
E3' tr J 
[(xi - xi)2 + (x2 - x2)2 - 2(x3 - x3)2]dV' + 2 QD lr - r115 
(x3 
- x1, )2[3(xl - xi)2 + 3(x2 - x2)2 - 
2(x3 - x3)2]dV' 
-k3 
QD Ir-r'17 7 
where k1, k2 and k3 are the constants defined in Equations 5.5 and 5.12. The 
spontaneous electric field components are directly proportional to the 
isotropic strain relaxations e13, e23 and e33 first presented in Equations 
2.15. This is a useful observation because analytical solutions of such Green's 
functions have been presented for various QD geometries. The first contri- 
bution to the strain-induced electric field components is also proportional to 
these isotropic strains but the second contribution is an integral that has not 
been treated previously and, at present, must be solved numerically. 
It is also possible to express Equations 5.4 and 5.11 in terms of surface 
integrals: 
ºº 
OSpo -i*L 
ns"dS (5.15) fs Ir - r') 
l 
T I3 
" dS (5.16) Or = 
, 
i2 JS Ir 
-T 
I+ 33 J3 S 
ý3 
Ir 
- 
)2 
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where 
MatpQD 
- , 
QDpMat 
rr 
. 
i1 = 
47I6o&QDEMat 
em (1 + 1i) (6E15 + 3E31 - 3f33) 
] 
32 8reo, cr 
[4E31 
+ 2E33 + 
(1 
- V) 
J 
em(1 + y)(2¬15 + C31 - (33) 
33 =- (5.17) 8ireoer(1 - v) 
By direct integration of Equations 5.4 and 5.11, analytical solutions for spon- 
taneous and strain-induced potentials are possible for spherical, cylindri- 
cal, cuboidal and conical QDs with growth direction along [001], through 
(0,0, x3). This is an important direction, since electron and hole wavefunc- 
tions are generally large along this central line. 
Consider a spherical QD of radius a, a cylindrical QD of radius a and height 
2h, and a cuboidal QD of dimensions 2a x 2b x 2c. These three geometries 
are centred on the origin. Also consider a conical QD with base radius a 
and height h, which may be truncated by a factor f, in the same fashion as 
the pyramidal geometry introduced in Chapter 3. Its base is centred on the 
origin. Figure 5.3 illustrates the spherical and cylindrical geometries. The 
cubic and pyramidal geometries were illustrated earlier in Figures 3.1 and 3.2. 
The spontaneous piezoelectric potential is described by a single Green's func- 
tion integral, denoted by Il, so ¢SP° = k1I1. The strain-induced piezoelectric 
potential is described by two Green's functions integrals; one is identical to 
that describing the spontaneous piezoelectric potential and the second is dif- 
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Figure 5.3: Definition of the geometrical parameters for spherical and cylin- 
drical QDs 
ferent, denoted by 12, so Ostr = k211 + k312. The analytical results of the 
integrals, I, for the four geometries are presented in Appendix C. 
5.1.4 Piezoelectric potential distributions in A1N/GaN 
QDs 
To conclude this section the real-space piezoelectric potential Green's func- 
tions are applied to the material system A1N/GaN. This material system 
is chosen over GaN/InN since: 
" The size and shape of QDs has been well characterised. 
" It has been shown that the QD composition is uniform [81]. This 
reduces possible errors in the results due to uncertainties in the form 
of compositional grading. 
" Both spontaneous and strain-induced potentials contribute significantly 
to the total potential. In the GaN/InN system, the spontaneous con- 
tribution is negligible since the difference in the matrix and QD po- 
larisations OP, which induces the charge at the interface, is small. 
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Therefore of the two candidate material systems only AIN/GaN allows 
the opportunity of exploring its effects. 
Material a (nm) c (nm) v E15 C31 C33 P8PO Er 
GaN 0.3189 0.5185 0.29 -0.49 -0.49 0.73 -0.029 9.6 
AIN 0.3112 0.4982 0.27 -0.60 -0.60 1.46 -0.081 9.6 
InN 0.3548 0.5760 0.35 -0.57 -0.57 0.97 -0.032 9.6 
Table 5.1: Elastic [87] and piezoelectric [88] constants (C m-2) 
of nitride alloys. Poisson's ratio is defined in Equation 2.6, 
using the C12 and C44 elastic constants. 
Spontaneous and strain-induced piezoelectric potentials are determined for 
QDs modelled on recently grown hexagonally-based pyramidal types. A com- 
parison is drawn between the potentials obtained using the simple approach 
presented here, and those recently published by Andreev et al [85,90], in 
which full anisotropic strain is utilised and allows the use of differing elas- 
tic constants for the QD and matrix materials. In A1N the anisotropy is 
small (A = 0.07, see page 33), therefore the two models should be in good 
agreement. Andreev et al considered the truncated hexagonal pyramid of 
base radius (that which circumscribes the hexagonal vertices) of rb = 8.5 
nm, top radius rt = 2.0 nm and height 3.6 nm. The choice of parameters is 
justified by examining the experimental evidence in the aforementioned ref- 
erences [79-81]. The geometrical parameters used in the current calculations 
relate to those used in their work. The hexagonal geometry may be approxi- 
mated by a truncated cone, and should yield good results along (0,0) x3), for 
which analytical solutions have been presented. 
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Figure 5.4: Cross section TEM image of Straüski-Nrastanow 
A1N/GaN QDs grown by MBE [89] 
The geometrical parameters for the conical QD are selected so that the vol- 
ume, height and sloping edge angle of the hexagonal QDs is maintained. This 
yields rb = 7.960 um, h=4.409 nm and f=0.817. To further approach the 
nºodelling of Andreev et al, a vertically stacked array with vertical period 
d3 = 12 nm, lying on wetting layers of thickness 0.5 m11 (2 ML) is iucorpo- 
rated. Andreev et al used both vertically and laterally ordered QDs, in which 
the lateral spacing is over twice the vertical spacing. The lateral coupling 
should not significantly influence the overall potential through (0,0, x; 3) and 
thus it is not considered in this work. The matrix value of Poisson's ratio is 
used in all regions of the matrix/QD; this approach was justified in Section 
2.3. The piezoelectric constants used are those of the CAD material, since (i) 
the strain magnitude and variation is largest inside the QD and (ii) strain 
effects are most important inside the QD in the context of the potentials and 
electric fields. 
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Unlike the cubic crystals considered in Chapters 3 and 4, the hexagonal 
A1N/GaN misfit strains in the `a' and `c' directions are significantly different 
(en = -0.0241 and el = -0.0392). Therefore the derivation of the strain- 
induced potential, in which a uniform misfit strain is assumed is not valid. 
A careful choice of an effective single valued misfit strain em must be made 
for the calculation of strain-induced piezoelectric potential. 
In Chapter 2 it was shown that the isotropic strain Green's functions, if 
necessary, can accommodate differing misfit strains (although this greatly 
increases their complexity). To obtain an estimate of el, the strain compo- 
nents determined (numerically) using e° and el are compared to those using 
several trial values of em. The value of em which yields: 
e° e° ITllri eil' e'" e° e° - ell 
I 
-}- 
1e22' e'" e° ec 
- e22 
I+ Ie33' e'^ - e33 
° e° 
-} 
l ei2' e'" e° e` - e12 + 
1e23' e'" e° ec 
- e23 + 
1e13' e^+ / 
- e13 
1 (5.18) 
for points inside the QD, along (0,0, x3) is used in subsequent calculations. 
Figure 5.5 illustrates the results of this procedure and the value chosen is 
em = -0.022. Although this may be the best choice of em, it cannot ex- 
actly reproduce the strains obtained using ea and el (the minimum in Figure 
5.5 is not zero), so small errors may be introduced into the calculation of 
strain-induced piezoelectric potential for the material of interest, A1N/GaN. 
For material systems where e° and eC are more uniform (e. g. GaN/InN) the 
strain-induced piezoelectric Green's function should yield particularly good 
results. 
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become spatially separated with the holes localised just below the QD base, 
within the wetting layer. These values of piezoelectric potential are much 
larger than those occurring in zinc-blende crystals, where the magnitude of 
the potential may reach +0.20 V for similarly sized QDs, as determined by 
Davies [67]. This is predominantly because the piezoelectric constants are 
several times larger in nitrides than arsenides. Therefore in nitride materials 
the piezoelectric potential affects the character of energy levels to a much 
larger extent. 
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Figure 5.6: A comparison of piezoelectric potential based on 
simple analytical forms (isotropic strain and isotropic em = 
-0.022) and Andreev et at calculations (anisotropic strain and 
ea, ec). Geometrical parameters of cone: rb = 7.960 nm, fa = 
4.409 nm, f=0.817. 
A cross-sectional (x1,0, x3) contour plot of Otot is presented to view the lat- 
eral distribution of piezoelectric potential (Figure 5.7). The location of the 
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QD and wetting layer is emphasized by the black outline. Since analytical 
potentials for cones have not been found at a general coordinate, these re- 
suits are produced numerically using the integration algorithm developed in 
Chapter 4. Figure 5.7 shows that the potential difference of roughly 2.0 V 
between the pyramid base and top creates a deep potential well for holes at 
the bottom and electrons at the top. Since the QD geometry is conical, the 
3D confining potential possesses circular symmetry in the planar direction. 
The hole well is deepest below the QD, in the wetting layer. Both electrons 
and holes experience additional lateral confinement, which therefore makes 
the effective lateral size of the QD smaller than the physical QD size. 
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Figure 5.7: 0tot due to a truncated conical GaN/AIN CAD in 
(xl) 0, x3). The geometrical parameters are rb = 7.60 nm , ii 
=3.6nm, f =0.817. 
In conclusion, it has been demonstrated that the spontaneous and strain- 
induced piezoelectric potentials and electric fields in nitride wurtzite ma- 
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terials may be neatly expressed using real-space Green's function integrals, 
consistent with the approach of Chapter 2 for strains. Analytical solutions 
are possible for certain geometries along the important (0,0, x3) direction, 
and it has also been shown, for the first time, that the spontaneous electric 
field is directly proportional to isotropic strain components. 
5.2 Simulation of TEM contrast images 
An experimental TEM image is constructed by successively firing electron 
beams through a `column' of a sample. A raster map of transmitted electron 
intensity is built-up across the emergent surface, producing a contrast image 
which enables different materials in the sample to be resolved. It is for this 
reason that TEM is thought of as an excellent characterisation tool for buried 
QD structures. 
Local strain relaxation in the region of the QD displaces the atomic posi- 
tions of the QD and the matrix materials; the crystal is no longer an ideally 
periodic structure and the exact Bragg condition is not satisfied. Therefore 
experimental TEM images often appear undefined and the determination of 
a precise QD geometry is difficult. 
However by using the Howie-Whelan (H-W) coupled differential equations 
[91-93], a TEM image may be reproduced theoretically, given the strain 
distribution is provided. The H-W equations describe the interaction be- 
tween the electron beam and the distorted crystal lattice and predicts the 
magnitudes of the transmitted and refracted beams at the emergent surface. 
Comparisons between the theoretical and experimental images may be made 
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using trial geometries and compositions; the geometry and composition which 
shows most similarity to the experimental TEM image may be considered a 
good candidate for true QD structures. 
The H-W equations are: 
d¢o 
_ 
7rioo + 7ri-s exp[21ri(sx3 +g" R)] dx3 
So Sg 
d¢y ýio9 + ýioo exp[-2iri(sx3 + 9, R)] (5.19) dx3 60 6g 
where x3 is the distance the electron beam has progressed through the sam- 
ple, symbols involving subscripts 0 and g denote transmitted and diffracted 
electron waves. 0 represents the electron wave amplitude and phase, g is 
the reciprocal lattice vector, ý is the known as the extinction distance and 
quantifies the range over which the electron wave cycles from complete trans- 
mission to complete diffraction. s is known as the deviation parameter of the 
crystal. If s=0 and g-R=0, then the crystal obeys the exact Bragg 
condition. 
Equation 5.19 neglects `anamolous absorption' effects, in which inelastic scat- 
tering of the electrons in the beam occur, since these are generally small for 
defect-free crystals. Nevertheless since such effects are not included in the 
calculations, the results presented here may be considered to generate first- 
order approximations to true TEM contrast images. 
By changing the phase factors of 09 and 00, the two equivalent coupled 
differential equations are obtained. If 
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00 = q5o exp[-ilrx3/eo} 
o9 = 0g exp[2lri(S23 +g- R) - iirx3/e0] 
(5.20) 
then 
d0ö 7rzo9 
dx3 e9 
d9= 
27ri s+g" 
dR 
0'9 +° (5.21) 
3 
dx3 
g 
This transformation does not change the intensity, since Ic I2 = 100 12 and 
lot 12 =I ¢912. The strain shows its influence through the displacement R, 
and it can be shown that [94] 
dR (5.22) g dx3 = gjntesj 
Where g is the reciprocal lattice vector, n is the beam direction and e are 
the strains. For example, if g= (2,2,0) and n= (0,0,1) then 
gante,, = 0xe11+0xe12+2xe13 
+ 0xe12+0xe22+2xe23 
+Ox e13 +Ox e23 +Ox e33 (5.23) 
To obtain a simulated TEM image for general g and n, all the strain compo- 
nents are required within a 3D region of the crystal. Several hundred thou- 
sand strain values are required for high-resolution simulated images. Since 
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the analytical solutions for pyramidal QDs presented in Chapter 3 yield very 
rapid results, this is an excellent application of their use. The reciprocal 
lattice and beam directions may be arbitrarily chosen and the coupled dif- 
ferential equations are solved using a standard Runge-Kutta algorithm to 
obtain the magnitude of the transmitted and diffracted electron beams. 
The planar and cross-sectional images that follow (Figures 5.10-5.11) were 
obtained for several trial QD geometries and compositions; a key is presented 
in Table 5.4. All geometries are the pyramid type with base 6x6 nm, us- 
ing f=0.50 and f=1.00, keeping the height 3 nm. The bulk deviation 
parameter s is taken to be zero since this produces the greatest contrast. 
Harvey found the the experimental values of ý9 for GaAs and Gao, BIno, 2As 
were identical [94]. His conclusion was that C9 is independent of indium con- 
centration. Although the concentration of InAs in the QDs modelled here is 
larger than in his calculations, the value of 87 nm will be used for both the 
matrix and QD materials. For cross section contrasts g= (0,4,0) is often 
used and n= (1,0,0); for planar cross sections g= (2,2,0) is often used and 
n= (0,0,1). For the Runge-Kutta algorithm, the sample `block' of material 
(10 x 10 x 10 nm) was descritised into a regular grid consisting of 81 x 81 x 81 
isotropic strain values. 
Uniform Graded (base-top) Graded (centre-edge) 
f=0.50 (i) (iii) (v) 
f=1.00 (ii) (iv) (vi) 
Table 5.4: Key to the contrast images presented in Figures 
5.10-5.11 
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Comparisons are made between the simulated and the experimental cross 
section and planar images presented in Figures 5.8-5.9. The theoretical 
cross-sectional images (Figure 5.10) show that strain distributions in and 
around the QD clearly distort the image from that of the pyramidal geome- 
try. This effect becomes more prevalent as the truncation decreases (Figures 
5.10 (ii), (iv), (vi)), due to the low indium volume at the top of the QD, and 
a complete pyramidal geometry is no longer recognisible under TEM con- 
ditions. The experimental and theoretical images show many similarities, 
for example the QDs seem `dome' shaped in the central regions with high 
contrast areas outside the QD toward the base. 
The planar views (Figure 5.11) show the characteristic `lobes' that have 
been reported experimentally, a direct consequence of shear strain distri- 
butions along the QD facets. Truncating the pyramid seems to produce a 
more favourable comparison to the experimental images of Heinrichsdorff et 
al [95] in Figure 5.9. The planar images strongly support the theory that 
GaAs/InAs QDs may be of truncated form, rather than fully pyramidal. 
However a confident determination of composition from TEM image simula- 
tion alone is not possible at this resolution. 
In summary, using the isotropic theory presented in Chapter 2, several direct 
consequences of local strain distribution have been considered and used to 
facilitate the determination of the electrical and structural properties of QDs. 
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Figure 5.8: TEM cross section of vertically coupled 
GaAs/InAs (. CDs [42]. 
109 
äd dum"a 
,O nrn 
(c ) 
. MW 
:_ 
100 rl 
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Figure 5.10: Simulated TEM contrast image of buried 
GaAs/InAs QDs (cross section) 
Figure 5.11: Simulated TEM contrast image of buried 
GaAs/IiiAs QDs (planar view). 
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5.3 Appendix C 
The analytical solutions of the spontaneous and strain-induced piezoelectric 
potentials for spherical, cylindrical, cuboidal and conical QDs are presented 
below. 
jlphere = 
3x23 [Sgn(x3 - a) + sgn(x3 + a)] + 
3 
233 [sgn(a - x3) + sgn(a + x3)] 
sgn(x) =1 for x>0 
= -l for x<0 (5.24) 
I2phere _ 
2ir3x4a3 Ix2 2a2 
3-5 [sgn(x3 - a) + sgn(x3 + a)] + 
3 
1\ 
253 [sgn(a - x3) + sgn(a + x3)] (5.25) 
Ilylinder = 27r[ a2 + (x3 - h)2 a2 + 
(x3 + h)2 - 
-(x3 - h)sgn(x3 - h) + (x3 + h)sgn(x3 + h)] (5.26) 
IZylinder = 
27r (x3 - h)2 + 2a2 
(x3 + h)2 + 2a2 
3 (Lx3_h2+a2x3+h2+a2 
- (x3 - h)sgn(x3 - h) + (x3 + h)sgn(x3 + h)] (5.27) 
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Iluboia 2a log 1- 
2b 
(5.28) 
n=±1 b+ na2+b2+(x3+nc)2 
+2b log 11 - 2a La+n a2 + b2 + (x3 + nc)Z 
-4n(-T3 + nc) arctan -ab 
[(x3 
+ nc) a2 -{- b2 + (x3 -4- nc) 2 
Icuboid =4 alog 1- 
2b 
(5.29) 2 3n=±1 b +n a2+b2+(x3+nc)z 
+b log 11 - 2a 
L a+n a2+b2+(x3+nc)2 
-n(x3 + nc) arctan - 
ab 
(x3 + nc) a2 +-b2 + (x3 + nc)2 
hone - 27rS a2+h2 
[a2(h 
- hf)2 + h2(x3 - hf)2 - a2h2+h2x3J 
- 
(a22 h+ ý2)(3/)) (ý-[a2(h -h f) +h 2(x3 - hf )) (5.30) [log 
a 
+ a2(h - hf)2 + h2(x3 - hf)2) 
- log 
(_[a2h + h2x3ý 
a2 + h2 
+ a2h2 + h2x3) 
- (x3 - hf)Sgn(x3 - Ibf) + x3Sgn(x3)} 
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I2one -33h t(a2+h2)2 
[ 
a2(h - hf )2 + h2(x3 - hf )2 - h2(a2 + x3), 
ha2(x3 - h) (a2 - h2)(h - hf) - 2h2(x3 - hf) (5.31) + (a2 + h2)2 a2(h - hf)2 + h2 (X3 - hf)2 
h(a2 - h2) - 2h2x3 
rh2(a2 + x3) 
-3a2h3(x3 
- h) [log -[a2(h - hf) + h2(x3 - hf )] 
(a2 + h2)(5/2) 
[log 
a2 + h2 
+ a2(h - hf)2 + h2(x3 - hf)2J 
- log I 
-[a2a 
+ 
h2 3] + h2 (a2 + xs) 
- 
(x3 
- hf)sgn(x3 - hf) + x3sgn(x3)} 
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Chapter 6 
Conclusions 
This research was undertaken to ascertain whether strain relaxation in buried 
QD heterostructures could be determined quickly and accurately for a general 
QD geometry in a general material system. It can now be reported that the 
objectives of the project have been successfully accomplished and the results 
are summarised below: 
" From STEM observations a truncated pyramid is the favoured geome- 
try for III-V cubic (zinc-blende) self assembled QDs. Using an isotropic 
assumption, analytical formulae for all strain components due to this 
geometry have been derived, for the first time. Analytical solutions 
translate to rapid determination of strains, which allow elastic and ge- 
ometrical parameters to be varied easily and allow regular and irregular 
QD arrays and/or QDs of variable composition to be modelled through 
superposition of strain. 
" Although the cuboidal geometry is unlikely to form in III-V self-assembled 
QDs, the analytical solutions for such QDs are useful for deriving the 
strains due to a QD of general geometry, using a simple superposition. 
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This technique offers a rapid alternative to tackling a problematic nu- 
merical integration. 
" An infinite series of Green's functions were introduced to model anisotropic 
strain relaxation. Due to the complexity of these functions, numerical 
integration is the only practical option. A crude but effective method 
of dealing with the singularity in each Green's function was introduced 
and justified by comparing numerical and analytical isotropic strains. 
Isotropic strains, SGF strains and Fourier space anisotropic strains were 
compared for several QD geometries in the GaAs/InAs system. It was 
shown that the Green's function series converges very rapidly for III-V 
semiconductors, only the zeroth, first and second order terms being 
necessary. SGF strains were presented for. truncated pyramidal QDs, 
highlighting that the strains are highly dependent on growth direction, 
but that isotropic strains are representative of the crystal in a general 
growth direction. 
" The piezoelectric potentials and electric fields of III-V hexagonal crys- 
tals, which have attracted much interest recently, were determined us- 
ing Green's function integrals. Analytical forms for both the sponta- 
neous and strain-induced piezoelectric potentials were determined along 
(0,0, x3) for several QD geometries. It was shown that due to the low 
anisotropy of the nitrides, the analytical potentials of conical QDs gave 
excellent approximations to results obtained using a full anisotropy and 
hexagonal pyramidal geometry. 
9 TEM images were simulated using the H-W equations for pyramidal 
QDs of various truncations and compositions. It was shown that the top 
of a pyramidal QD is not visible under TEM conditions, due to the small 
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volume of material in the region. However by comparing the theoretical 
images to experimental cross section and, in particular, planar images 
it was shown that a truncated pyramid is a better candidate geometry 
for GaAs/InAs QDs. 
Despite these successes more work is still necessary. A major discussion in 
QD theory is the topic of nucleation sites of adatoms in the formation of 
vertically coupled QD arrays. A knowledge of the strain distribution on a 
free surface is required to determine the likely position that diffusing QD 
adatoms will take. The work in this thesis is limited by the assumption 
that the QDs are infinitely buried. There has also been speculation that 
the differing elastic constants of the matrix and QD materials may influence 
the strain distribution, again this is not taken into account in the theory 
presented here, since nonlinear elasticity theory is necessary. Analytical so- 
lutions to both these strain problems are required; at the present time only 
atomistic calculations would seem to offer the answers to such questions. 
Publications 
"Analytical solutions for strain in pyramidal quantum dots" 
G. S. Pearson, D. A. Faux, 
J. Appl. Phys., 88 (2), 730 (2000) 
"Green's Tensors for Anisotropic Elasticity: Application to Quantum Dots" 
D. A. Faux, G. S. Pearson, 
Phys. Rev. B., 62 (8), R4798 (2000) 
118 
"Surface integral approach for calculation of built-in electric fields in nitride- 
based quantum dots" 
A. D. Andreev, E. P. O'Reilly, G. Pearson, D. A. Faux, 
In preparation. 
119 
Bibliography 
[1] "Quantum dot heterostructures" 
D. Bimberg, M. Grundmann, N. N. Ledentsov, 
John Wiley and Sons Ltd. Chichester (1999). 
[2] "Optoelectronics an introduction (third edition)" 
J. Wilson, J. Hawkes, 
Prentice Hall Europe. Hemel Hepstead (1998). 
[3] "Introduction to solid state physics (seventh edition)" 
C. Kittel, 
John Wiley and Sons Ltd. Chichester (1996). 
[4] "Molecular microwave oscillator and new hyperfine structure in microwave spec- 
trum of NH3" 
J. P. Gordon, H. J. Zeiger, C. H. Townes, 
Phys. Rev., 95,282 (1954). 
[5] "Stimulated optical radiation in ruby" 
T. H. Maiman, 
Nature, 187,493 (1960). 
[6] From http: //utopia. cord. org/cm/leot/Module3/module3. htm 
[7] "Stimulated emission in semiconductor quantum wire heterostructures" 
E. Kapon, D. M. Hwand, R. Bhat, 
Phys. Rev. Lett., 63 (4), 430 (1989). 
[8] E. Bauer, 
Z. Kristallogr. 110 372. 
120 
[9] "Coherent islands and microstructural evolution" 
J. Drucker, 
Phys. Rev. B, 48 (24), 18203 (1993). 
[10] "Direct formation of quantum-sized dots from uniform coherent islands of InGaAs 
on GaAs surfaces" 
D. Leonard, M. Krishnamurthy, C. M. Reaves, S. P. Denvaars, P. M. Petroff, 
Appl. Phys. Lett., 63 (23), 3202 (1993). 
[11] "Onset of incoherency and defect introduction in the initial stages of molecular 
beam epitaxical growth of highly strained In,, Gal_, As on GaAs(100)" 
S. Gura, A. Madhukar, K. C. Rajkumar, 
Appl. Phys. Lett., 57 (03), 2110 (1990). 
[12] "Re-entrant behavior of 2D to 3D morphology change and 3D island lateral size 
equalization via mass exchange in Stranski-Krastanow growth: InAs on GaAs 
(001)" 
T. R. Ramachandran, R. Heitz, N. P. Kobayashi, A. Kalburge, W. Yu, P. Chen, 
A. Madhukar, 
J. Crys. Grwth, 175/176,216 (1997). 
[13] "Band-structure engineering for low-threshold high-efficiency semiconductor lasers" 
A. R. Adams, 
Elec. Lett, 22 (5), 249 (1986). 
[14] "Reduction of Lasing Threshold Current Density by the Lowering of Valence Band 
Effective Mass", 
E. Yablanovitch and E. 0. Kane, 
J. Lightwave Technol. LT-4,504 (1986). 
[15] "Low threshold highly efficient strained quantum-well lasers at 1.5 micrometer 
wavelength" 
U. Koren, M. Oton, M. G. Young, B. I. Miller, J. L. Demiguel, G. Raybon, 
Elec. Lett, 26 (7), 465 (1990). 
[16] "High-power phase-locked InGaAs strained-layer quantum well hetetostructure pe- 
riodic laser array" 
K. J. Baillargeon, P. K. York, C. A. Zmudzinski, G. E. Fernandez, K. J. Beernink, 
121 
J. J. Coleman, 
Appl. Phys. Lett, 53 (6), 457 (1988). 
[17] "Excellent uniformity and very low (< 50A/cm2) threshold current density strained 
InGaAs quantum well diode lasers on GaAs substrate" 
N. Chand, E. E. Becker, J. P. Vanderziel, S. N. G. Chu, N. K. Dutta, 
Appl. Phys. Lett, 58 (16), 1704 (1991). 
[18] "High quantum efficiency, high-power, modulation doped GaInAs strained-layer 
quantum well laser diodes emitting at 1.5 µm" 
P. J. A. Thijs, T. Vandongen, 
Elec. Lett, 25 (25), 1735 (1989). 
[19] "Axial strain effects on superlattice band structures" 
E. P. O'Reilly, 
Semicond. Sci. Technol. vol. 1,128 (1986). 
[20] "Valence band engineering in strained-layer structures" 
E. P. O'Reilly, 
Semicond. Sci. Technol. 4,121 (1989). 
[21] "Influence of strain relaxation on the electronic properties of buried quantum wells 
and wires" 
J. R. Downes, D. A. Faux, E. P. O'Reilly, 
Mat. Sci. and Eng., B35,357 (1995). 
[22] "Strain induced valence-subband splitting in III-V semiconductors" 
M. Silver, W. Batty, A. Ghiti, E. P. O'Reilly, 
Phys. Rev. B, 46 (11), 6781 (1992). 
[23] "Strain induced conduction-band nonparabolicity of GaAs - GaAsl_xPx superlat- 
tices" 
L. D. L. Brown, M. Jaros, 
Phys. Rev. B, 37 (8), 4306 (1988). 
[24] "[001] strain-induced band mixing in zinc-blende semiconductors: Intravalence ver- 
sus upper-conduction - valence band effects" 
D. Berthos, J. Jancu, C. Jouanin, 
Phys. Rev. B, 50 (23), 16956 (1994). 
122 
[25] "Prediction of a strain-induced conduction band minimum in embedded quantum 
dots" 
A. J. Williamson, A. Zunger, A. Canning, 
Phys. Rev. B, 57 (8), R4253 (1998). 
[26] "Eight-band k"p model of strained zinc-blende crystals" 
T. B. Bahder, 
Phys. Rev. B, 41,11992 (1990). 
[27] "Motion of electrons in semiconductors under inhomogeneous strain with applica- 
tion to laterally confined quantum wells" 
Y. Zhang, 
Phys. Rev. B, 49,14352 (1994). 
[28] "k "p theory of energy bands, wave functions, and optical selection rules in strained 
tetrahedral semiconductors" 
P. Enders, A. Bärwolff, M. Woerner, D. Suisky, 
Phys. Rev. B, 51 (23), 16695 (1995). 
[29] "Semiconductor devices an introduction" 
Section 2.4.3 
J. Singh, 
McGraw-Hill. Singapore (1994). 
[30] "Area density control of quantum-size InGaAs/Ga(Al)As dots by metalorganic 
chemical vapor deposition" 
J. Oshinowo, M. Nishioka, S. Ishida, Y. Arakawa, 
Japan. J. Appl. Phys., 33, L1634 (1994). 
[31] "Highly uniform InGaAs/GaAs quantum dots (ý 15 nm) by metalorganic chemical 
vapor deposition" 
J. Oshinowo, M. Nishioka, S. Ishida, Y. Arakawa, 
Appl. Phys. Lett., 65 (11), 1421 (1994). 
[32] S. Ruvimiov, K. Scheerschmidt, 
Phys. Stat. Sol. (a), 150,471 (1995). 
[33] "Low threshold and high output power lasing of columnar-shaped self-assembled 
In/GaAs quantum dots" 
123 
K. Mukai, Y. Nakata, H. Shoji, M. Sugawara, K. Ohtubo, Y. Sugiyama, N. 
Yokoyama, H. Ishikawa, 
Proc. IEEE 16th International Semiconductor Laser Conference (ISLC Nara '98), 
WA4, p213. 
[34] "Self-Organization of boxlike microstructures on GaAs (311)B surfaces by metalor- 
ganic vapor-phase epitaxy" 
R. Nötzel, It. Temmyo, T. Tamamura, 
Japan. J. Appl. Phys., 33 L275 (1994). 
[35] "Spectroscopy of nanoscopic semiconductor rings" 
A. Lorke, R. J. Luyken, A. 0. Govorov, J. P. Kotthaus, J. M. Garcia, P. M. Petroff, 
Phys. Rev. Lett 84 , 2223 
(2000). 
[36] "Transmission electron-microscopy of InP Stranski-Krastanow islands buried in 
GaInP" 
L. R. Wallenberg, K. Georgsson, W. Seifert, N. Carlsson, J. Lindahl, L. Samuelson, 
Phys. Stat. Sol. A- Applied research, 150 (1), 479 (1995). 
[37] "Direct formation of vertically coupled quantum dots in Stranski-Krastanow 
growth" 
N. N. Ledentsov, V. A. Shchukin, M. Grundmann, N. Kirstaedter, J. Böhrer, 0. 
Schmidt, D. Bimberg, V. M. Ustinov, A. Yu. Egorov, A. E. Zhukov, P. S. Kop'ev, 
S. V. Zaitsev, N. Yu. Gordeev, Zh. I. Alferov, A. I. Borovkov, A. 0. Kosogov, S. 
S. Ruvimov, P. Werner, U. Gösele, J. Heydenreich, 
Phys. Rev. B 54,8743 (1996). 
[38] "Shape analysis of InAs quantum dots at the atomic level by cross-sectional STM" 
D. M. Bruls, P. M. Koenraad, M. Skolnick, M. Hopkinson, J. H. Wolter, 
Proceedings of the 25th international conference on the physics of semiconductors 
(ICPS 25), September 2000. 
[39] "TEM/HREM visualization of nm-scale coherent InAs islands (quantum dots) in 
a GaAs matrix" 
S. Ruvimov, K. Scheerschmidt, 
Phys. Stat. Sol. (a) 150,471 (1995). 
124 
[40] "Strain induced vertical and lateral correlations in quantum dot superlattices" 
V. Holy, G. Springholz. M. Pinczolits, G. Bauer, 
Phys. Rev. Lett. 83 (2), 356 (1999). 
[41] "Lateral and vertical ordering in multilayered self-organized InGaAs quantum dots 
studied by high resolution x-ray diffraction" 
A. A. Darhuber, V. Holy, J. Stangl, G. Bauer, A. Krost, F. Heinrichsdorff, M. 
Grundmann, D. Bimberg, V. M. Ustinov, P. S. Kop'ev, A. 0. Kosogov, P. Werner, 
Appl. Phys. Lett. 70,955 (1997). 
[42] "Vertically self-organized quantum box islands on GaAs(100)" 
Q. Xie, A. Madhukar, P. Chen, N. P. Kobayashi, 
Phys. Rev. Lett. 75 (13), 2542 (1995). 
[43] "InAs-GaAs quantum pyramid lasers: In situ growth, radiative lifetimes and po- 
larization properties" 
D. Bimberg, N. N. Ledentsov, M. Grundmann, K. Kirstaedter, 0. G. Schmidt, M. 
H. Mao, V. M. Ustinov, A. Yu. Egorov, A. E. Zhukov, P. S. Kop'ev, Zh. I. Alferov, 
S. S. Ruvimov, U. Gösele, J. Heydenreich, 
Jpn. J. Appl. Phys., 35,1311 (1996). 
[44] "Radiation characteristics of injection lasers based on vertically coupled quantum 
dots" 
S. V. Zaitsev, N. Yu. Gordeev, Yu. M. Sherniakov, V. M. Ustinov, A. E. Zhukov, 
A. Yu. Egorov, M. V. Maximov, P. S. Kop'ev, Zh. I. Alferov, N. N. Ledentsov, N. 
Kirstaedter, D. Bimberg, 
Superlattices and Microstructures 21,559 (1997). 
[45] "Vertically coupled quantum dot lasers: First device orientated structures with 
high internal quantum efficiency" 
S. V. Zaitsev, N. Y. Gordeev, V. I. Kopchatov, V. M. Ustinov, A. E. Zhukov, A. 
Y. Egorov, N. N. Ledentsov, M. V. Maksimov, P. S. Kopev, A. 0. Kosogov, Z. I. 
Alferov, 
Jpn. J. Appl. Phys., 36,4219 (1997). 
[46] "Lateral association of vertically coupled quantum dots" 
A. F. Tsatsul'nikov, A. Yu. Egorov, A. E. Zhukov, A. R. Kovsh, V. M. Ustinov, N. 
125 
N. Ledentsov, M. V. Maksimov, B. V. Volovik, A. A. Suvorara, N. A. Bert, P. S. 
Kop'ev, 
Semiconductors 31 (7), 722 (1997). 
[47] "Photoluminescence of arrays of vertically coupled, stressed InAs quantum dots in 
a GaAs (100) matrix" 
A. F. Tsatsul'nikov, N. N. Ledentsov, M. V. Maksimov, A. Yu. Egorov, A. E. 
Zhukov, V. M. Ustinov, B. V. Volovik, I. L. Krestnikov, A. R. Kovsh, A. V. 
Sakharov, N. A. Bert, P. S. Kop'ev, Zh. I. Alferov, 
Semiconductors 30 (10), 953 (1996). 
[48] "Vertically alligned and electronically coupled growth induced InAs islands in 
GaAs" 
G. S. Solomon, J. A. Trezza, A. F. Marshall, J. S. Harris (Jr. ), 
Phys. Rev. Lett. 76,952 (1996). 
[491 "Optical properties of vertically coupled InGaAs quantum dots in a GaAs matrix" 
M. V. Maksimov, Yu. M. Shernyakov, S. V. Zaitsev, N. Yu. Gordeev, A. Yu. Egorov, 
A. E. Zhukov, P. S. Kop'ev, A. 0. Kosogov, A. V. Sakharov, N. N. Ledentsov, V. 
M. Ustinov, A. F. Tsatsul'nikov, Zh. I. Alferov, J. Böhrer, D. Bimberg, 
Semiconductors 31,571 (1997). 
[50] "Low-threshold injection lasers based on vertically coupled quantum dots" 
V. M. Ustinov, A. Yu. Egorov, A. R. Kovsh, A. E. Zhukov, M. V. Maksimov, A. 
F. Tsatsul'nikov, N. Yu. Gordeev, S. V. Zaitsev, Yu. M. Sherniakov, N. A. Bert, P. 
S. Kop'ev, Zh. I. Alferov, N. N. Ledentsov, J. Böhrer, D. Bimberg, A. 0. Kosogov, 
P. Werner, U. Gösele, 
Journal of Crystal Growth 175/176,689 (1997). 
[51] "Ordered arrays of quantum dots: Formation, electronic spectra, relaxation phe- 
nomena, lasing" 
N. N. Ledentsov, M. Grundmann, N. Kirstaedter, 0. Schmidt, R. Heitz, J. Böhrer, 
D. Bimberg, V. M. Ustinov, V. A. Shchukin, A. Yu. Egorov, A. E. Zhukov, S. 
Zaitsev, P. S. Kop'ev, Zh. I. Alferov, S. S. Ruvimov, A. 0. Kosogov, P. Werner, U. 
Gösele, J. Heydenreich, 
Solid-state electronics 40,785 (1996). 
126 
[52] "Strong solids third edition" 
Appendix C, 
A. Kelly, 
Clarendon Press. Oxford (1986). 
[53] "Theory of elasticity, third edition" 
S. P. Timoshenko and J. N. Goodier, 
McGraw-Hill Kogokusha Ltd. Tokyo, 1970. 
[54] "A treatise on the mathematical theory of elasticity" 
A. E. H. Love, 
Dover, 1927 
[55] "Strained state of Ge(Si) islands in Si: FE calculations and comparison to conver- 
gent beam electron-diffusion measurement" 
S. Cristiansen, M. Albrecht, H. P. Strunk, 
Appl. Phys. Lett., 64 (26) (1994). 
[56] "Stress relaxation in highly strained InAs/GaAs structures as studied by finite 
element analysis and transmission electron microscopy" 
T. Benabbas, P. Francios, Y. Androussi, A. Lefebvre. 
J. Appl. Phys. 80,2763 (1996). 
[57] "InAs/GaAs pyramidal quantum dots: Strain distribution, optical phonons, and 
electronic structure" 
M. Grundmann, 0. Stier, D. Bimberg, 
Phys. Rev. B., 52,11969 (1995). 
[58] "Electronic structure of InAs/GaAs self-assembled quantum dots" 
M. A. Cusack, P. R. Briddon, M. Jaros, 
Phys. Rev. B 54, R2300 (1996). 
[59] "Molecular dynamics study of coherent island energetics, stresses, and strains in 
highly strained epitaxy" 
W. Yu, A. Madhukar, 
Phys. Rev. Lett., 79,905 (1997). 
[60] "Strain distribution and electronic spectra of InAs/GaAs self-assembled dots: An 
eight band study" 
127 
H. Jiang, J. Singh, 
Phys. Rev. B 56,4696 (1997). 
[61] "Strain state in semiconductor quantum dots on surfaces: a comparison of electron 
microscopy and finite element calculations" 
A. Carlsson, L. R. Wallenberg, C. Persson, W. Seifert, 
Surface Science 406,48 (1998). 
[62] "Breakdown of continuum elasticity theory in the limit of monatomic films" 
0. Brandt, K. Ploog, R. Bierwolf, M. Hosenstein, 
Phys. Rev. Lett., 68 1339 (1992). 
[63] "Elastic properties of diamond-type semiconductors" 
R. W. Keyes, 
J. Appl. Phys, 33,3371 (1962). 
[64] "The determination of the elastic field of an ellipsoidal inclusion, and related prob- 
lems" 
J. D. Eshelby, 
Proc. R. Soc. London. Ser. A 241,376 (1957). 
[65] From http: //www. chem. ox. ac. uk/icl/heyes/structure-of-solids/Lecture2/Lec2. html#anchor6 
[66] "A simple method for calculating strain distributions in quantum dot structures" 
J. R. Downes, D. A. Faux, E. P. O'Reilly, 
J. Appl. Phys. 81,6700 (1997). 
[67] "Elastic and piezoelectric fields around a buried quantum dot: A simple picture" 
J. H. Davies, 
J. Appl. Phys. 84,1358 (1998). 
[68] "Thermoelasticity (2nd edition)" 
Chapter II p. 68. 
W. Nowaki, 
Pergamon. Warsaw (1986). 
[69] "Heterojunction band offsets and effective masses in III-V quaternary alloys" 
M. P. C. M. Krijn, 
Semicond. Sci. Tech., 6,27 (1991). 
128 
[70] "Evolution of hexagonal lateral ordering in strain-symmetrized PbSe/Pbl_. Eu. Te 
quantum-dot superlattices", 
M. Pinczolits, G. Springholz, G. Bauer, 
Phys. Rev. B, 60,11524 (1999). 
[71] "Strain distributions in quantum dots of arbitrary shape" 
A. D. Andreev, J. R. Downes, D. A Faux, E. P. O'Reilly, 
J. Appl. Phys. 86,297 (1999). 
[72] "Green's functions for anisotropic elasticity" 
T. Mura, N. Kinoshita, 
Phys. Stat. Sol. (b) 47,607 (1971). 
[73] "Analytical solutions for strain in pyramidal quantum dots" 
G. S. Pearson, D. A. Faux, 
J. Appl. Phys, 88 (3), 730 (2000). 
[74] "Inverted electron-hole allignment in InAs-GaAs self-assembled quantum dots" 
P. W. Fry, I. E. Itskevich, D. J. Mowbray, M. S. Skolnick, J. A. Barker, E. P. 
O'Reilly, L. R. Wilson, I. A. Larkin, P. A. Maksym, M. Hopkinson, M. Al-Khafaji, 
J. P. R. David, A. G. Cullis, G. Hill, J. C. Clark, 
Phys. Rev. Lett. 84,733 (2000). 
[75] "Green's tensors for anisotropic elasticity: application to quantum dots" 
D. A. Faux, G. S. Pearson, 
Phys. Rev. B., 62 (8), R4798 (2000). 
[76] "Generalized gaussian quadrature rules for systems of arbitrary functions" 
J. Ma, V. Rokhlin, S. Wandzura, 
Saim. J. Numer. Anal., 33 (3), 971 (1996). 
[77] "Nanometer-scale InGaN self-assembled quantum dots grown by metalorganic 
chemical vapor deposition" 
K. Tachibana, T. Someya, Y. Arakawa, 
Appl. Phys. Lett., 74 (3), 383 (1999). 
[78] "Metalorganic chemical vapour deposition selective growth and characterization of 
InGaN quantum dots" 
129 
J. Wang, M. Nozaki, M. Lachab, Y. Ishikawa, R. S. Qualid Fareed, T. Wang, M. 
Hao, S. Sakai, 
Appl. Phys. Lett., 75 (7), 950 (1999). 
[79] "Blue light emission from GaN self-assembled quantum dots due to giant piezo- 
electric effect" 
F. Widmann, J. Simon, D. Daundin, G. Feuillet. J. L. Rouviere, N. T. Pelekanos, 
G. Fishman, 
Phys. Rev. B, 58,15989 (1998). 
[80] "Growth kinetics and optical properties of self-organized GaN quantum dots" 
F. Widmann, B. Daudin, G. Feuillet, Y. Samson, J. L. Ruviere, N. Pelekanos, 
J. Appl. Phys, 83,7618 (1998). 
[81] "Quantitative characterization of GaN quantum-dot structures in AIN by high- 
resolution transmission electron microscopy" 
M. Arley, J. L. Rouviere, F. Widmann, B. Daudin, G. Feuillet, H. Mariette, 
Appl. Phys. Lett., 74,3287 (1999) 
[82] "Spontaneous versus piezoelectric polarization in III-V nitrides: conceptual aspects 
and practical consequences" 
F. Bernardini, V. Fiorentini, 
Phys. Stat. Sol. (b) 216,391 (1999). 
[83] "Spontaneous polarization and piezoelectric field in nitride semiconductor het- 
erostructures" 
H. Morkoc, R. Cingolani, W. Lambrecht, B. Gil, D. Pavlidis, H. -X. Jiang, J. Lin, 
J. Kor. Phys. Soc. 34, S224 (1999). 
[84] From http: //www. chem. ox. ac. uk/ic1/heyes/structure. of-solids/Lecture2/Lec2. htm1#anchor9 
[85] "Theoretical study of the electronic structure of self-orgnanized GaN/A1N QDs" 
A. D. Andreev, E. P. O'Reilly, 
Nanotechnology 11,1 (2000). 
[86] "Surface integral approach for calculation of built-in electric fields in nitride-based 
quantum dots" 
A. D. Andreev, E. P. O'Reilly, G. S. Pearson, D. A. Faux, 
In preparation. 
130 
[87] "Elastic properties of zinc-blende and wurtzite A1N, GaN and InN" 
A. F. Wright, 
J. Appl. Phys., 82 (6), 2833 (1997). 
[88] "Spontaneous polarisation and piezoelectric constants of III-V nitrides" 
F. Bernardini, V. Fiorentini, 
Phys. Rev. B 56 (16), 10024 (1997). 
[89] "Evidence of 2D-3D transition during the first stages of GaN growth on A1N" 
F. Widmann, B. Daudin, G. Feuillet, Y. Samson, M. Arlery, J. L. Rouviere, 
Internet journal of nitride semiconductor research, 2 
http: //nsr. mij. mrs. org/2/20/ 
[90] "Theoretical analysis of the electronic structure of truncated-pyramidal GaN/A1N 
quantum dots" 
A. D. Andreev, E. P. O'Reilly, 
Accepted for publication, Physica E (2001). 
[91] "Electron microscopy of thin crystals" 
Chapter 8, 
P. Hirsch, A. Howie, B. Nicholson, D. W. Pashley, M. J. Whelan, 
Robert E. Krieger Publishing Company. Florida (1977). 
[92] "Diffraction contrast of electron microscope images of crystal lattice defects" 
N. Howie, M. J. Whelan, 
Proc. R. Soc. A., 263,217 (1961). 
[93] "The explicit solutions of the Howie-Whelan differential-equations of electron- 
microscopy" 
A. K. Head, 
Phil. Mag. A 44 (4), 827 (1981). 
[94] "Strain evaluation in III-V semiconductor compounds from measurement of thick- 
ness fringe displacements" 
A. J. Harvey, 
Ph. D. Thesis. University of Surrey (1990). 
[95] "Self-organization processes of InGaAs/GaAs quantum dots grown by metalorganic 
chemical vapor deposition" 
131 
F. Heinrichsdorff, A. Krost, M. Grundmann, D. Bimberg, A. 0. Kosogov, P. 
Werner, 
Appl. Phys. Lett., 68 (23), 3284 (1996). 
132 
