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Coupled time discretisation of dynamic
damage models at small strains1,2
Toma´sˇ Roub´ıcˇek3
Abstract
The dynamic damage model in viscoelastic materials in Kelvin-Voigt rheology is
discretised by a scheme which is coupled, suppresses spurious numerical attenuation
during vibrations, and has a variational structure with a convex potential for small
time-steps. In addition, this discretisation is numerically stable and convergent for the
time step going to zero. When combined with the FEM spatial discretisation, it leads
to an implementable scheme and to that iterative solvers (e.g. the Newton-Raphson)
used for the nonlinear algebraic systems at each time level have guaranteed global
convergence. Models which are computationally used in some engineering simulations
in a non-reliable way are thus stabilized and theoretically justified in this viscoelastic
rheology. In particular, this model and algorithm can be used in a reliable way for a
dynamic fracture in the usual phase-field approximation.
Keywords: evolution variational inequalities, damage, fracture, phase-field approxi-
mation, numerical approximation, implicit monolithic time discretisation.
AMS Classification: 35R45, 65K15, 74H15, 74R05, 74R10.
1 Introduction
Damage (possibly interpreted as a phase-field approximation of fracture) is an important
phenomenon in continuum mechanics of solids and many models have been devised in engi-
neering and partly also analyzed in mathematical literature, cf. e.g. [24, 42] and references
therein. Mostly, a scalar-valued damage field is considered. Historically, this concept dates
back to Kachanov [20], and has been widely used both at finite and at small strains, cf. e.g.
the monographs [16, 21, 29, 46, 47].
In agreement with experiments, one other aspect is often built into damage models,
namely an internal length scale through the gradient of damage, cf. [3, 16], and, in some
situations, also inertial effects. The former aspect expresses certain nonlocality in the sense
that damage of a particular spot is to some extent influenced by its surrounding, leading
to possible hardening or softening-like effects and, by introducing a certain internal length
scale, eventually prevents damage microstructure development. The latter aspect is often
important, in particular because damage may evolve very fast and elastic waves or vibrations
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Numerical Analysis, DOI 10.1093/imanum/drz014, later as (2020) 40, 1772--1791, and placed
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may vitally accompany the damage process itself, and also the finite speed of propagation
of information naturally avoids nonphysical long-range interactions sometimes involved in
quasistatic damage models. This happens in geophysics during ruptures of lithospheric
faults when seismic waves are emitted or in material testing in engineering. In some other
situations, the external load may be extremely fast (e.g. during explosions or impacts of
projectiles or asteroids) so that dynamical effects may play a vital role.
Although the split (called also fractional-step, or staggered) schemes are robust and
even may conserve energy, cf. also [30, 33, 41, 43] or [32, Sect. 5.1-5.2], the fully-coupled
scheme are often used in engineering inspite of no guaranty for numerical stability and
convergence, or even for a global convergence of iterative solvers which must be necessarily
used for (generally) nonconvex incremental problems arising at each time level. To the last
point, typically the Newton-Raphson or the alternate minimization algorithm (AMA) are
used. Especially the former option is explicitly reported in literature as unreliable in the
context of damage or phase-field crack models, cf. [6,13,35,44,48,49], although one can even
find an opposite (not correct in general) belief and a (rather particular) experience that a
fully coupled monolithic solution can even prevent numerical instabilities or converges, cf.
e.g. [37,38]. As a matter of fact, the Newton-Raphson algorithm, if converges, can find only a
general critical points which does not need to be physically relevant and cannot yield apriori
estimates and thus numerical stability of the discretisation scheme.
Let us only mention that the AMA procedure works differently because it monotonically
increases energy and, if converges, it founds critical points which minimize the energy at least
separately at the displacement and at the damage variables, cf. [7] for a theoretical analysis.
The relation of AMA and the Newton-Raphson algorithm is discussed in [10]. Sometimes,
the variant of AMA which updates the damage constraints within each iteration is used,
which is then basically the staggered scheme, cf. [22]. Cf. also [14] for a comparison and
some other variants.
Sometimes, attempt for stabilization of such unreliable schemes has intuitively been done
by inventing some viscosity into the damage flow rule [23, 28, 31, 52], although even this is
not reliable, cf. Remark 3.3. For some others, even more phenomenological and theoretically
unjustified attempts to cope with failing iterative solvers, see e.g. [35].
The goal of this article is to investigate a true physically-motivated stabilization by means
of the viscosity in the bulk, i.e. by inventing Kelvin-Voigt rheology instead of a purely elastic
model, or a less robust stabilization by mere inertia in a purely elastic model, cf. Remark 5.3.
This viscosity has a physical motivation in particular during fast crack growth or fast loading,
cf. the discussion in [17, $8.2]. The fully-coupled schemes thus become amenable for a-priori
estimates (numerical stability) and their convergence can be shown, too. In addition, we
keep the variational structure of the incremental problems and, for small time step, the
guaranty of global convergence of iterative numerical algorithms.
It should be emphasized that fully coupled (also, in engineering literature, sometimes
called monolithic) schemes do not rely on component-wise convex (or even quadratic) struc-
ture and, if working, they can be used for more general problems without any algorithmic
changes, in contrast to split schemes that typically take a benefit from implementation of
quadratic-programming. In particular, it concerns the very natural phenomenon (not consid-
ered here) that damage may act very differently on compression than on tension so that the
stored energy is not quadratic in terms of strains. Even stored energies nonconvex in terms
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of strains are considered in some applications in rupturing-rock mechanics, cf. [19, 27] and
references therein. This is a certain advantage of the monolithic schemes, beside their more
straightforward implementation in some software packages as e.g. Abaqus, cf. e.g. [26, 34].
The plan of this paper is following: The model is formulated in Sect. 2 by specifying the
governing energies and by using the Hamilton variational principle. Its time discretisation
is devised in Sect. 3 and its basic properties are proved, namely the variational structure,
existence of discrete solutions, and convexity of the governing potentials for sufficiently small
time steps. In Sect. 4, the numerical stability analysis (i.e. a-priori estimates) of the time-
discrete model is performed, and its convergence towards the original continuous model is
proved. Eventually, the paper ends with several remarks in Sect. 5 outlining the phase-field
fracture, and various modifications and further usage.
2 The model of damage at small strains
We deal with a relatively simple model of damage in Kelvin-Voigt viscoelastic solid without
influencing the viscous part. We consider also inertial effects, so that we can capture also
vibrations or waves that can be generated during fast damage or rupture. Yet, our results
do not rely on the presence of inertia so that the quasistatic variant is covered, too.
The independent variables of the model are the displacement u : Ω→ Rd and the damage
α : Ω→ [0, 1], both varying in time, with Ω ⊂ Rd being a fixed bounded domain in Rd with
a Lipschitz boundary Γ, d = 2, 3. The viscoelastic material is considered with the viscous
response undergoing (quite naturally) damage in the same way as the elastic response. The
mass density ̺ which is responsible for inertia is naturally independent of damage because
the mass is not destroyed by damaging of interatomic links.
The rational-mechanical approach builds models on the base of energies. Here, we want
to use a model governed by the energies:
stored energy: E (u, α) :=
∫
Ω
1
2
C(α)e(u):e(u)− φ(α) + κ
p
|∇α|p dx, (1a)
dissipation potential: D(α; v,
.
α) :=
∫
Ω
1
2
D(α)e(v):e(v) + ζ(
.
α) dx, (1b)
kinetic energy: T (v) :=
∫
Ω
̺
2
|v|2 dx, (1c)
external loading: F (t, u) :=
∫
Ω
f(t)·u dx+
∫
Γ
g(t)·u dS, (1d)
where ̺ > 0 is the mentioned mass density, the variable v is the placeholder for velocity
.
u,
i.e. the time derivative of u, e(u) = 1
2
∇u⊤+ 1
2
∇u the small-strain tensor, φ = φ(α) is the
stored energy of damage reflecting the phenomenon that, on a microscopical level, damage
means some microcracks or microvoids which increase micro-surfaces inside material and
thus its internal stored energy. Thus, physically, φ is increasing or at least nondecreasing.
The negative sign in (1a) is thus related with the convention that α = 1 means no damage
while α = 0 means maximal damage.
Based on the energies (1), the evolution is governed by the Hamilton variational prin-
ciple generalized for nonconservative systems. More specifically, defining the Lagrangian
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L (v, u, α) and the nonconservative dissipative force Fdiss(v, α,
.
α) := D ′
(v,
.
α)
(α; v,
.
α) by
L (t, v, u, α) = T (v)− E (u, α)−F (t, u), (2a)
〈Fdiss(v, α˜,
.
α˜), (u, α)〉 =
∫
Ω
D(α˜)e(v):e(u) + ζ ′(
.
α˜)α dx. (2b)
The evolution on a fixed time interval I = [0, T ] will be a trajectory t 7→ (u(t), α(t)) with
t ∈ I forming a critical point of the functional
(u, α) 7→
∫ T
0
L (t,
.
u, u, α)− 〈Fdiss(v, α˜,
.
α˜), (u, α)〉 dt (3)
provided v =
.
u and α˜ = α. For Fdiss = 0, this is known as the Hamilton variational principle
for conservative systems. The extension (3) for nonconservative dissipative force Fdiss 6= 0
is a bit formal, cf. [4].
From (3), we obtain the system of partial differential equations (or inclusions):
̺
..
u − div(C(α)e(u)+D(α)e(.u)) = f in Q, (4a)
∂ζ(
.
α) +
1
2
C
′(α)e(u):e(u)− div(κ|∇α|p−2∇α) ∋ φ′(α) in Q, (4b)
where Q := I × Ω, accompanied by the boundary conditions (C(α)e(u)+D(α)e( .u))~n = g
and ∇α·~n = 0 on Σ := I × Γ, with ~n denoting the outward unit normal to Γ. The notation
“∂ζ” stands for the usual convex subdifferential, i.e. formally (4b) means the inequality
ζ(z) +
(1
2
C
′(α)e(u):e(u)− div(κ|∇α|p−2∇α)− φ′(α)
)
(z − .α) ≥ ζ( .α) (5)
to be valid on Q for all z ∈ R.
Throughout this article, we will accept the modelling assumptions
C
′(0) = 0, φ′(0) ≥ 0, and ζ( .α) = +∞ for .α > 0, (6a)
D(α) = D0 + χRC(α) with χR > 0 a fixed relaxation time. (6b)
The assumption (6a) ensure that the evolution of damage α is unidirectional in the sense
that healing
.
α > 0 is not allowed, and that α stays valued in [0, 1] within the evolution
provided it is such at the initial time, so that these constraints 0 ≤ α ≤ 1 do not need to be
considered explicitly, which simplifies the formulation as well as the analysis. Like in [25],
(6b) represents a bit special but not much application-restricting case that viscous dissipative
processes are of the same character as the elastic storage. Some results (in fact, all except
Proposition 4.4) would hold even without assuming (6b). In fact, (6b) is only needed for
proving a strong convergence of the strains without relying on the energy conservation in
the damage flow rule, which is not guaranteed in our rate-dependent uni-directional damage
model (in contrast to the rate-independent model as in [25] or [32, Sect. 5.2.5]).
The energetics of the system (4) is revealed when testing (4a) by
.
u and (4a) by
.
α. This
gives, at least formally (i.e. it the solution would be smooth enough so that div(|∇α|p−2∇α)
would be in L2(Q) and thus in duality with
.
α), the energy balance
T (
.
u(t)) + E (u(t), α(t)) +
∫ t
0
Ξ(α;
.
u,
.
α) dt = T (v0) + E (u0, α0) +
∫ t
0
F (t,
.
u) dt, (7)
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where the dissipation rate is
Ξ(α; v,
.
α) = v · ∂vD(α; v) +
.
α∂ .αD(
.
α) =
∫
Ω
D(α)e(v) : e(v) +
.
α∂ζ(
.
α) dx . (8)
Typically, ζ is smooth except only at
.
α = 0, so that
.
α∂ζ(
.
α) is well defined as a single-valued
function on Q.
In terms of the variable v for velocity, instead of the 2nd-order force-equilibrium equation
(4a) involving the inertial force ̺
..
u, we rewrite (4) in the form of a 1st-order system
.
u = v in Q, (9a)
̺
.
v − div(D0v + C(α)e(u+χRv)) = f in Q, (9b)
∂ζ(
.
α) +
1
2
C
′(α)e(u):e(u)− div(κ|∇α|p−2∇α) ∋ φ′(α) in Q. (9c)
We consider the initial-boundary value problem(
D0v + C(α)e(u+χRv)
)
~n = g and ∇α·~n = 0 on Σ, (9d)
u(0) = u0,
.
u(0) = v0, α(0) = α0 on Ω. (9e)
A very similar model has already been analysed by C.J. Larsen, C.Ortner, and E. Su¨li by
using the semi-implicit (fractional-step) time-discretisation in [25] for the rate-independent
unidirectional damage, cf. also [32, Sect.5.1.1 and 5.2.5]. In fact, for a special choice of the
damage energy φ, and for p = 2, our model nearly equals to that one in [25] except that we
consider a rate-dependent damage evolution, in contrast to [25] where a rate-independent
damage is considered. Yet, to gain the variational structure of our monolithic time disreti-
sation, we will make a semi-implicit discretisation of the viscous term and will need p > d in
the proof of convergence in Proposition 4.4. Of course, the choice p = 2 is more straightfor-
ward and common in engineering computations. Here, let us only remark that a compromise
model replacing |∇α|p−2 in (9) by 1 + ε|∇α|p−2 with some (pressumably small) ε > 0 and
again p > d would work, too.
The rate-independent models represent a certain asymptotical abstraction for slow exter-
nal loading activating internal processes which may evolve much faster, and can sometimes
be simpler than their rate-dependent variants, cf. [32, Example 1.2.7] for a damage problem.
Even the rate-dependent model allows for analytical existence result, cf. [24, 42] for p = 2;
the existence results presented here are only new for p 6= 2. Yet, our focus is on numerical
approximation scheme and on its stability and convergence. In these aspects, there are sev-
eral differences comparing to [25] beside rate-dependent variant of the damage-flow rule: the
fully coupled scheme is used here (while [25] uses the split, staggered scheme) and the inertial
term is here discretised in an energy-conservative way to suppress spurious numerical atten-
uation during vibrations which would otherwise effectively kill computational simulations of
such problems.
3 Coupled implicit time discretisation
Although for some C(·) and D(·) the functionals (1a) and (1b) can be convex, the damage
models inevitably need to work with nonconvex energies. This nonconvexity is responsible
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for the desired phenomenon of sudden damage/rupture. Some engineering algorithms in-
tentionally want to keep this nonconvexity even on the discrete level, exploiting also that
software packages as e.g. Abaqus accent rather coupled, so-called monolithic scheme, cf.
e.g. [26].
We apply here the coupled implicit time discretisation to the system (9) rather than (4)
in a particular way. Namely:
• we discretise the inertial part by the mid-point (Crank-Nicolson) formula rather than
the backward Euler one in order to reduce unwanted numerical attenuation which
would otherwise be exhibited by the implicit 2nd-order scheme, and
• we intentionally use the fully implicit backward-Euler formula for the stored-energy
terms to be as close as possible to the usual engineering implementation,
• we use a semi-implicit (but not the fully implicit backward-Euler) formula for the
viscous stress D(α)e(v) in order to keep the variational structure of the incremental
problems, cf. Proposition 3.2 below.
The resulting iterative coupled boundary-value problems here are:
ukτ−uk−1τ
τ
= vk−1/2τ with v
k−1/2
τ :=
vkτ+v
k−1
τ
2
, (10a)
̺
vkτ−vk−1τ
τ
− div
(
C(αkτ )e(u
k
τ ) + D(α
k−1
τ )e(v
k−1/2
τ )
)
= fkτ
with fkτ :=
∫ kτ
(k−1)τ
f(t) dt, and (10b)
∂ζ
(αkτ−αk−1τ
τ
)
+
1
2
C
′(αkτ )e(u
k
τ ):e(u
k
τ)− div(κ|∇αkτ |p−2∇αkτ ) ∋ φ′(αkτ ) (10c)
considered on Ω while completed with the corresponding boundary conditions(
C(αkτ )e(u
k
τ ) + D(α
k−1
τ )e(v
k−1/2
τ )
)
·~n = gkτ and (11a)
κ∇αkτ ·~n = 0, where gkτ :=
∫ kτ
(k−1)τ
g(t) dt. (11b)
It is to be solved iteratively for k = 1, ..., T/τ with
u0τ = u0, v
0
τ = v0, α
0
τ = α0. (12)
The important property of the underlying energy functionals is convexity. In damage-type
problems, the mentioned nonconvexity of the stored energy is suppressed in the time-discrete
problems due to the quadratic viscosity potentials, and it suffices to guarantee only some
semiconvexity of the stored energy, cf. [40, Remark 8.24] or for damage-type problems [39].
We should emphasize that the attribute of semiconvexity is not automatic and e.g. for C(·)
affine, i.e. for (e, α) 7→ αC′e:e, it does not hold cf. (15) below for γ′′ = 0 and realize that
even considering also the term φ cannot help for |e| → ∞. Anyhow, here fortunately, we are
able to state even a bit strengthened version of the semiconvexity, using the convexification
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by only the e-component but not α. This will enable to devise the robust scheme by using
the viscosity only in strains but not in α, although we will use (and later need) the rate-
dependent flow rule for α for simplifying some analytical arguments.
Let us first summarize the assumptions needed partly here and especially later:
C(α) := γ(α)C1 with C1 positive definite and
with γ : R→ R+ smooth, positive, and strictly convex, (13a)
D0(·) in (6b) symmetric positive definite, (13b)
φ : [0, 1]→ R continuously differentiable and concave, (13c)
ζ : R→ R ∪ {+∞} convex lower semicontinuous and
coercive in the sense that inf
v 6=0
ζ(v)/|v|2 > 0, (13d)
̺ ∈ L∞(Ω), ess infΩ̺(·) > 0, f ∈ L2(Q;Rd), g ∈ L2(Σ;Rd), (13e)
u0 ∈ H1(Ω;Rd), v0 ∈ L2(Ω;Rd), and α0 ∈ W 1,p(Ω). (13f)
Lemma 3.1 (Strenghtened semiconvexity of the stored energy.) Let (13a) hold.
Then the function (e, α) 7→ 1
2
C(α)e:e + 1
2
K|e|2 is convex provided K large enough.
Proof. The Hessian of the function in question, i.e.(
γ(α)C1 +KI , γ
′(α)C1e
γ′(α)C1e ,
1
2
γ′′(α)C1e:e
)
=
(
γ(α)C1 , 0
0 , 0
)
+
(
KI , γ′(α)C1e
γ′(α)C1e ,
1
2
γ′′(α)C1e:e
)
, (14)
is to be positive semidefinite for sufficiently big K. The former matrix on the right-hand of
(14) is surely positive semidefinite. Therefore we are to prove the positive semidefiniteness
of the latter one. For any (e˜, α˜) ∈ Rd×dsym × R, we can estimate(
e˜
α˜
)⊤(
KI , γ′(α)C1e
γ′(α)C1e ,
1
2
γ′′(α)C1e:e
)(
e˜
α˜
)
= K|e˜|2 + 1
2
α˜2γ′′(α)C1e:e+ 2α˜γ
′(α)C1e:e˜
≥ α˜2
(1
2
γ′′(α)C1e:e− 1
K
γ′(α)2|C1e|2
)
≥ α˜2
( γ′′(α)
2|C−11 |
− 1
K
γ′(α)2|C1|2
)
|e|2 ≥ 0 , (15)
where 1/|C−11 | is the positive-definiteness constant of C1, i.e. 1/|C−11 | = min|e|=1C1e:e. It
reveals that, for the last inequality in (15), it suffices to take
K ≥ 2|C1|2|C−11 |
max γ′([0, 1])2
min γ′′([0, 1])
. (16)

The important attribute behind the scheme (10)–(11) is its variational structure, holding
even for any time steps τ > 0 without the mentioned convex structure, cf. also [41, 43] for
the form of (17) if the stored energy were convex:
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Proposition 3.2 (Variational structure.) Let (6) and (13a-e) be valid, uk−1τ ∈
H1(Ω;Rd), vk−1τ ∈ L2(Ω;Rd), αk−1τ ∈ L∞(Ω), 0 ≤ αk−1τ ≤ 1, and let p > 1. Then the
functional
(u, α) 7→
∫
Ω
̺
2τ
∣∣∣u−uk−1τ
τ
−vk−1τ
∣∣∣2+ 1
2
C(α)e(u):e(u)− φ(α) + κ
p
|∇α|p − fkτ ·u
+
1
2τ
D(αk−1τ )e(u−uk−1τ ):e(u−uk−1τ ) + τζ
(α−αk−1τ
τ
)
dx−
∫
Γ
gkτ ·u dS (17)
is weakly lower semicontinuous on H1(Ω;Rd)×H1(Ω). For any (ukτ , vkτ , αkτ ) ∈ H1(Ω;Rd)×
L2(Ω;Rd)×W 1,p(Ω) solving (in the usual weak sense) the boundary value problem (10)–(11),
the couple (ukτ , α
k
τ ) is a critical point of this functional. Also, conversely, any critical point
(u, α) of (17) gives a weak solution (ukτ , v
k
τ , α
k
τ ) to (10)–(11) when putting
ukτ = u, v
k
τ =
2
τ
(ukτ−uk−1τ )− vk−1τ , αkτ = α. (18)
In particular, such solutions do exist. Moreover, the potential (17) is strictly convex provided
τ is sufficiently small, namely
τ ≤ τ0 = min γ
′′([0, 1])
2|D−10 | |C1|2|C−11 |max γ′([0, 1])2
with D0 := D(0) as in (6b) . (19)
Proof. The system (10) does not satisfy the usual symmetry condition and thus does not
have any potential, but eliminating vkτ by substituting v
k
τ as in (18), we obtain a potential
for the couple (ukτ , α
k
τ ), and it is not difficult to identify its form as (17).
For the convexity, we use Lemma 3.1 for the C-term, which is the only nonconvex term
in (17), with K replaced by ε/τ with ε = 1/|D−10 | the positive-definiteness constant of D0,
i.e. D0e: e ≥ ε|e|2. Then (16) yields (19). The strict convexity of the overall functional (17)
then follows from the strict convexity of the ̺- and κ-terms in (17). 
Let us note that, as the physical dimension of C1 is Pa and of D0 is Pa s, the right-hand
side of (19) has the physical dimension indeed seconds, as expected.
In particular, for sufficiently small time steps, the formula (10)–(11) possesses just one
weak solution.
Remark 3.3 (Insufficiency of viscosity in damage.) It is notable that inventing some
viscosity into the damage flow-rule (as sometimes considered in engineering literature [23,
28, 31, 52]) cannot stabilize the monolithic scheme. This is because the function (e, α) 7→
1
2
C(α)e:e+ 1
2
Kα2 is not convex in general, no matter how K is big. This can be seen even for
d = 1 by analysing the positive definiteness of the corresponding Hessian, whose determinant,
in contrast to (15), would then contain the factor 1
2
γ′′(α)C1e:e +K − γ′(α)2eC1C−1(0)C1e
which, for |e| → ∞, eliminates the influence of K and the positive definiteness is surely
corrupted if C(0) is small (as usually accepted as a modelling assumption).
Remark 3.4 (Fully implicit scheme.) Note that the scheme (10)–(11) is truly fully im-
plicit only if χ
R
= 0 because we took the viscous moduli “delayed”, i.e. χ
R
C(αk−1τ ), instead
of χ
R
C(αkτ ) which would be a considerable alternative but would corrupt the variational
structure which was proved in Proposition 3.2 and which may be advantageous for some op-
timization algorithms. Yet, e.g. the mentioned Newton-Raphson may not rely on existence
of some potentials and then such a fully implicit scheme can be considered, even for p > 1
since the last term in (29) and its estimation (35) below would be avoided.
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4 A-priori estimates and convergence for τ → 0
Thorough the whole paper, we will use the standard notation for the Lebesgue Lp-spaces and
W k,p for Sobolev spaces whose k-th distributional derivatives are in Lp-spaces. We will also
use the abbreviation Hk = W k,2. In the vectorial case, we will write Lp(Ω;Rn) ∼= Lp(Ω)n
and W 1,p(Ω;Rn) ∼= W 1,p(Ω)n. On the time interval I = [0, T ], we consider the Bochner
spaces Lp(I;X) of Bochner measurable mappings I → X whose norm is in Lp(I), with X
being a Banach space, while Cw(I;X) will denote the Banach space of weakly continuous
mappings I → X . We recall using the notation Q = I × Ω and Σ = I × Γ.
Considering a fixed (sufficiently small to make (17) convex) time step τ > 0 and
{ukτ}k=0,...,T/τ with T/τ ∈ N, we define the piecewise-constant and the piecewise affine inter-
polants respectively by
uτ (t) = u
k
τ , uτ (t) = u
k−1
τ , uτ (t) =
1
2
ukτ +
1
2
uk−1τ , and (20a)
uτ (t) =
t− (k−1)τ
τ
ukτ +
kτ − t
τ
uk−1τ for (k−1)τ < t ≤ kτ. (20b)
For {(vkτ , αkτ , fkτ , gkτ )}k=0,...,T/τ , the similar meaning has also vτ , ατ , ατ , f τ , gτ , etc. In terms
of these interpolants, the scheme (10)–(11) can be written “more compactly” as:
.
uτ = vτ and ̺
.
vτ − div
(
C(ατ )e(uτ ) + D(ατ )e(vτ )
)
= f τ , (21a)
∂ζ
( .
ατ
)
+
1
2
C
′(ατ )e(uτ ):e(uτ )− div(κ|∇ατ |p−2∇ατ ) ∋ φ′(ατ ) (21b)
with the boundary conditions(
C(ατ )e(uτ ) + D(ατ )e
(
vτ
))
~n = gτ and ∇ατ ·~n = 0 on Σ. (21c)
Proposition 4.1 (Discrete energetics.) Let the assumptions (6) and (13) be fulfilled and
p > 1, and let τ0 > 0 be taken from (19). Then the analog of (7) as an inequality
T (
.
uτ (t)) + E (uτ(t), ατ (t)) +
(
1−
√
τ
τ0
)∫ t
0
Ξ(ατ ;
.
uτ ,
.
ατ ) dt
≤ T (v0) + E (u0, α0) +
∫ t
0
F (t¯τ ,
.
uτ ) dt (22)
holds for any t = kτ with k = 1, ..., T/τ , with t¯τ (t) := kτ for t ∈ ((k−1τ, kτ), provided τ > 0
is sufficiently small satisfying (19).
Proof. To pursue the physical energy estimates, we test the first equation in (21a) by ̺
.
vτ ,
the second equation in (21a) by
.
uτ = vτ , and (21b) by
.
ατ . The first test leads, by the
binomial formula, to the equality∫ T
0
̺
.
vτ ·.uτ dt =
∫ T
0
̺
.
vτ ·vτ dt =
T/τ∑
k=1
̺
vkτ−vk−1τ
τ
·v
k
τ+v
k−1
τ
2
=
T/τ∑
k=1
̺
2
|vkτ |2 −
̺
2
|vk−1τ |2 =
̺
2
|vτ (T )|2 − ̺
2
|v0|2 (23)
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a.e. on Ω. For the second and the third mentioned tests, we use the notation (7b,c) to write
(10b,c)–(11) shortly in an abstract way as
T
′ v
k
τ−vk−1τ
τ
+ E ′(ukτ , α
k
τ ) + D
′
(v,α)
(
αk−1;
ukτ−uk−1τ
τ
,
αkτ−αk−1τ
τ
)
∋ F kτ
with F kτ as in (1d) but with f
k
τ and g
k
τ from (10b)–(11b), and we test it by
(ukτ , α
k
τ )−(uk−1τ , αk−1τ ). The first term was already done in (23). The second and the third
terms can be estimated by using the semiconvexity proved in Lemma 3.1, cf. also [40, Re-
mark 8.24] for this estimation technique. Here, denoting D0(v) :=
∫
Ω
1
2
D0e(v):e(v) dx and
Ξ0(v) :=
∫
Ω
D0e(v):e(v) dx and taking some reference time step τ0 > 0, it gives〈
D
′
(v,α)
(
αk−1;
ukτ−uk−1τ
τ
,
αkτ−αk−1τ
τ
)
+ E ′(ukτ , α
k
τ ),
(ukτ , α
k
τ )−(uk−1τ , αk−1τ )
τ
〉
≥ Ξ0
(ukτ−uk−1τ
τ
)
+
〈
E
′(ukτ , α
k
τ ),
(ukτ , α
k
τ )−(uk−1τ , αk−1τ )
τ
〉
=
〈
D
′
0
(ukτ−uk−1τ
τ
)
+ E ′(ukτ , α
k
τ ),
(ukτ , α
k
τ )−(uk−1τ , αk−1τ )
τ
〉
=
〈 1√
τ0τ
D
′
0(u
k
τ ) + E
′(ukτ , α
k
τ ),
(ukτ , α
k
τ )−(uk−1τ , αk−1τ )
τ
〉
−
〈 1√
τ0τ
D
′
0(u
k−1
τ ),
ukτ−uk−1τ
τ
〉
+
(
1−
√
τ
τ0
)
Ξ0
(ukτ−uk−1τ
τ
)
≥ 1
τ
(
1√
τ0τ
D0(u
k
τ) + E (u
k
τ , α
k
τ )−
1√
τ0τ
D0(u
k−1
τ )− E (uk−1τ , αk−1τ )
)
−
〈 1√
τ0τ
D
′
0(u
k−1
τ ),
ukτ−uk−1τ
τ
〉
+
(
1−
√
τ
τ0
)
Ξ0
(ukτ−uk−1τ
τ
)
=
E (ukτ , α
k
τ )− E (uk−1τ , αk−1τ )
τ
+
(
1−
√
τ
τ0
)
Ξ0
(ukτ−uk−1τ
τ
)
. (24)
Here we use convexity of E + D0/
√
τ0τ provided τ > 0 is small enough, which follows from
the convexity of (e, α) 7→ C(α)e:e + D0e:e/√τ0τ for τ ≤ τ0 with τ0 from (19).
The resting contribution to the dissipation rate Ξ is even with the factor 1. Altogether,
(22) is proved. 
Proposition 4.2 (Numerical stability – a-priori estimates.) Let the assumptions of
Proposition 4.1 be fulfilled, and let now τ ≤ τ0/2 with τ0 from (19). Then, the following
a-priori estimates hold with C independent of τ :
‖uτ‖H1(I;H1(Ω;Rd)) ≤ C and ‖uτ‖W 1,∞(I;L2(Ω;Rd)) ≤ C, (25a)
‖vτ‖L2(I;H1(Ω;Rd)) ≤ C and ‖uτ‖L∞(I;L2(Ω;Rd)) ≤ C, (25b)
‖ατ‖L∞(I;W 1,p(Ω)) ≤ C and ‖ατ‖H1(I;L2(Ω)) ≤ C, (25c)
and, if in addition ̺ ∈ W 1,p(Ω) with p > 2 if d = 2 or p = 3 if d = 3, then also
‖√̺.vτ‖L2(I;H1(Ω;Rd)∗) ≤ C. (25d)
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Proof. We have (22) with the factor (1−√1/2) in front of the Ξ-term at disposal. The right-
hand side of (22) estimated from above by
∫ t
0
C‖f(t)‖2L2(Ω;Rd)+C‖g(t)‖2L2(Ω;Rd)+ 14Ξ0(
.
uτ (t)) dt
with some C large enough, and then 1
4
Ξ0(
.
uτ ) can be absorbed in the dissipation term in the
left-hand side. From the coercivity of T , E , and Ξ(α; ·, ·), we eventually obtain (25).
The estimate (25d) can be proved by a comparison ̺
.
vτ = div(C(ατ )e(uτ )+D(ατ )e(vτ ))+
f τ , cf. (21a). More in detail, when testing it by z ∈ L2(I;H1(Ω;Rd)) and using also the
boundary conditions (21c), one arrives to
∥∥√̺.vτ∥∥L2(I;H1(Ω;Rd)∗) = sup
‖z‖
L2(I;H1(Ω;Rd))
≤1
(∫
Σ
gτ ·
z√
̺
dSdt
+
∫
Q
f τ ·
z√
̺
− (C(ατ )e(uτ ) + D(ατ )e(vτ )) : ∇ z√̺ dxdt
)
,
from which (25d) follows by the Ho¨lder inequality and by using the already obtained esti-
mates (25a,b), cf. also [24, Sect. 6.4]. 
The concept of weak solutions to the original continuous problem (4) is a bit delicate
because the damage driving force (or a “pressure”) 1
2
C′(α)e(u): e(u) is bounded only in L1(Q)
and testing it by
.
α ∈ L2(Q) as occurs in (5) is not legitimate. To cope with this problem,
this possibly not-integrable term can be substituted by∫
Q
1
2
C
′(α)e(u): e(u)
.
α dxdt =
∫
Ω
1
2
C(α(T ))e(u(T )): e(u(T )) dx
−
∫
Q
C(α)e(u): e(
.
u) dxdt−
∫
Ω
1
2
C(α)0e(u0): e(u0) dx .
Similar note is about the gradient term div(κ|∇α|p−2∇α). This last term can be just in-
tegrated by parts, i.e.
∫
Q
div(κ|∇α|p−2∇α) .α dxdt = ∫
Ω
κ
p
|∇α0|p − κp |∇α(T )|p dx. Thus we
obtain the following:
Definition 4.3 (Weak solutions.) The pair (u, α) ∈ H1(I;H1(Ω;Rd)) × Cw(I;W 1,p(Ω))
is a weak solution to the initial-boundary-value problem (9) if
.
u ∈ Cw(I;L2(Ω;Rd)), ζ( .α) ∈
L1(Q), 0 ≤ α ≤ 1 a.e. on Q, and
∀v ∈ L2(I;H1(Ω;Rd)) ∩ H1(I;L2(Ω;Rd)), v|t=T = 0 :∫
Q
D(α)e(
.
u) + C(α)e(u): e(v)− ̺.u ·.v dxdt
=
∫
Ω
̺v0 ·v(0, ·) dx+
∫
Q
f ·v dxdt +
∫
Σ
g ·v dSdt, (26a)
∀z ∈ L1(I;W 1,p(Ω)) ∩ L∞(Q) :∫
Q
(1
2
C
′(α)e(u):e(u)− φ′(α)
)
z + κ|∇α|p−2∇α·∇z + ζ(z) dxdt
≥
∫
Q
ζ(
.
α) + C(α)e(u): e(
.
u) dxdt +
∫
Ω
(
1
2
C(α(T ))e(u(T )):e(u(T ))− φ(α(T ))
+
κ
p
|∇α(T )|p − 1
2
C(α0)e(u0):e(u0) + φ(α0)− κ
p
|∇α0|p
)
dx, (26b)
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and if also the resting initial conditions hold, i.e. u|t=0 = u0 and α|t=0 = α0 (while .u|t=0 = v0
is already involved in (26a)).
Proposition 4.4 (Convergence for τ → 0.) Let the assumptions of Proposition 4.1 be
fulfilled now with p > d. Then there exists a selected subsequence and its limit (u, α) such
that
uτ⇀u in H
1(I;H1(Ω;Rd)) (weakly) and uτ
∗⇀u in L∞(I;L2(Ω;Rd)) (weakly∗), (27a)
vτ⇀v in L
2(I;H1(Ω;Rd)) (weakly) and v =
.
u, (27b)
ατ
∗⇀α in L∞(I;W 1,p(Ω)) (weakly∗) and ατ⇀α in H1(I;L2(Ω)) (weakly) (27c)
for τ → 0. Moreover, every such a subsequence converges also as
uτ → u in H1(I;H1(Ω;Rd)) (strongly), (27d)
and every such a limit (u, α) is a weak solution to the initial-boundary-value problem (9)
according Definition 4.3.
Proof. After selecting a subsequence converging weakly* in the topologies indicated in (25)
and using the Aubin-Lions theorem for the damage and then continuity of the superposition
operator induced by C(·), we can pass to the limit first in the semilinear force-equlibrium
equation, obtaining (9a,b,d,e) in the weak form (26a).
For the damage flow rule, we need the strong convergence (27d), however. The strategy
for this strong convergence is to use the new variable w = u+χ
R
v as in [25], and denote the
piecewise affine and the piecewise constant interpolants respectively as
wτ = uτ + χRvτ and wτ = uτ + χR
.
uτ = uτ + χRvτ . (28)
Then we can write the time-discrete approximation of the force equilibrium (21a) equivalently
as
̺
χ
R
.
wτ − div
(
D0e(vτ ) + C(ατ )e(wτ )
)
= f τ +
̺
χ
R
.
uτ + div
(
(C(ατ )−C(ατ ))e(
.
uτ )
)
(29)
accompanied with the initial/boundary conditions (9c,d) and similarly also the mentioned
limit force equilibrium can be written in such a form, namely
̺
χ
R
.
w − div(D0e(v) + C(α)e(w)) = f + ̺
χ
R
.
u (30)
accompanied with the initial/boundary conditions (D0e(v) + C(α)e(w))~n = g and w(0) =
w0 := u0 + χRv0. An important fact is that, by comparison, we also know
.
w ∈
L2(I;H1(Ω;Rd)∗) because div(D0v) and div(C(α)e(w)) belong to L
2(I;H1(Ω;Rd)∗) so that
.
w and div(D0v) and div(C(α)e(w)) are in duality with w ∈ L2(I;H1(Ω;Rd)). Thus, testing
(30) by w and integrating over Q, we obtain the conservation of mechanical energy in the
form∫
Ω
̺
2χ
R
|w(T )|2 + 1
2
D0e(u(T )):e(u(T )) dx+
∫
Q
D0χRe(v):e(v) + C(α)e(w):e(w) dxdt
=
∫
Ω
̺
2χ
R
|w0|2 + 1
2
D0e(u0):e(u0) dx+
∫
Q
(
f+
̺
χ
R
.
u
)
·w dxdt +
∫
Σ
g·w dSdt. (31)
12
We further test (30) by wτ , and integrate over the time interval [0, kτ ] with k = 1, ..., T/τ .
We use∫
Q
̺
.
wτ ·wτ dxdt =
∫
Q
̺(
.
uτ + χR
.
vτ )·(uτ + χRvτ ) dxdt
=
∫
Q
̺(
.
uτ + χR
.
vτ )·(uτ + χRvτ ) + (
.
uτ + χR
.
vτ )·(uτ − uτ ) dxdt
=
∫
Ω
̺
2
|uτ (T ) + χRvτ (T )|2 −
̺
2
|u0 + χRv0|2 dx+
τ
2
∫
Q
̺(
.
uτ+χR
.
vτ )· .uτ dxdt︸ ︷︷ ︸
= O(τ)
(32)
where we used also (23) and the estimate (25a) for the last integral. Further, we use∫ T
0
D0e(vτ ):e(wτ ) dt =
∫ T
0
χ
R
D0e(vτ ):e(vτ ) + D0e(
.
uτ ):e(uτ ) dt
≥
∫ T
0
χ
R
D0e(vτ ):e(vτ ) dt+
1
2
D0e(uτ (T )):e(uτ (T ))− 1
2
D0e(u0):e(u0) (33)
a.e. on Ω. We thus obtain the estimate
lim sup
τ→0
∫
Q
χ
R
D0e(vτ ):e(vτ ) dxdt ≤
∫
Ω
̺
2χ
R
|u0+χRv0|2 +
1
2
D0e(u0):e(u0) dx
− lim inf
τ→0
(∫
Q
C(ατ )e(wτ ):e(wτ ) dxdt
+
∫
Ω
̺
2χ
R
|uτ(T )+χRvτ (T )|2 +
1
2
D0e(uτ (T )):e(uτ (T )) dx
)
+ lim
τ→0
(∫
Q
f τ ·wτ + (C(ατ )−C(ατ )e(
.
uτ ): e(wτ ) dxdt+
∫
Σ
gτ ·wτ dSdt+ O(τ)
)
≤
∫
Ω
̺
2χ
R
|u0+χRv0|2 +
1
2
D0e(u0):e(u0) dx+
∫
Q
f ·w − C(α)e(w):e(w) dxdt
−
∫
Ω
̺
2χ
R
|u(T )+χ
R
v(T )|2 + 1
2
D0e(u(T )):e(u(T )) dx+
∫
Σ
g·w dSdt
=
∫
Q
χ
R
D0e(v):e(v) dxdt, (34)
where O(τ) if from (32). Here we used also that
√
̺vτ (T )⇀
√
̺v(T ) in L2(Ω;Rd), which
follows from the second convergence in (27a) together with the estimate (25d). In (34), we
used also ∣∣∣∣
∫
Q
(
C(ατ )−C(ατ )
)
e(
.
uτ ): e(wτ ) dxdt
∣∣∣∣
≤ ∥∥C(ατ )−C(ατ )∥∥L∞(Q;Rd4)∥∥e(.uτ )∥∥L2(Q;Rd×d)∥∥e(wτ )∥∥L2(Q;Rd×d) → 0 . (35)
Here we used the first estimates in (25a,b) together with the convergence (27c) and the com-
pact embedding of L∞(I;W 1,p(Ω)) ∩ H1(I;L2(Ω)) into C(Q) for p > d. This is actually the
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only spot where p > d is vitally needed. The last equality in (34) is the energy conservation
in the mechanical-equilibrium part (31).
As we already know e(vτ )⇀e(v) in L
2(Q;Rd×d), from (34) we can see even the strong
convergence (27d). Since e(
.
uτ ) = e(vτ ), it also says e(
.
uτ ) → e( .u), from which the desired
strong convergence e(uτ )→ e(u) needed for the limit passage in the damage flow rule follows.
Now we can perform the limit passage in the discrete damage flow rule. This is, however,
a bit technical. Actually, (21b) means:∫
Q
ζ
(
z
)
+
1
2
C
′(ατ )e(uτ ):e(uτ )(z− .ατ )− φ′(ατ )(z− .ατ )
+ κ|∇ατ |p−2∇ατ ·∇(z− .ατ ) dxdt ≥
∫
Q
ζ
( .
ατ
)
dxdt. (36)
Note that, on the time-discrete level, this inequality is indeed legitimate since
.
ατ ∈ L∞(Q)
so that it is in duality with 1
2
C′(ατ )e(uτ ):e(uτ ) ∈ L1(Q); here we again use p > d although
some regularization could relax this requirement at this point. Anyhow,
.
ατ is not uniformly
bounded in L∞(Q) and we must integrate this term by using also the discrete momentum
equilibrium to lead (36) closer to the limit inequality (26b). More specifically, we need to
use a discrete analog of the identity 1
2
.
αC′(α)e(u): e(u) = ∂
∂t
1
2
C(α)e(u): e(u)− C(α)e(u): e( .u)
integrated over time as used already in casting (26b) in Definition 4.3. Standardly, this gives
the desired inequality if the (e, α) 7→ C(α)e: e were convex. In our case, we need to rely only
on its (strengthened) semiconvexity: actually, from (24), we can also read the estimate
E (ukτ , α
k
τ )− E (uk−1τ , αk−1τ )
τ
≤
〈
E
′(ukτ , α
k
τ ),
(ukτ , α
k
τ )−(uk−1τ , αk−1τ )
τ
〉
+
√
τ
τ0
Ξ0
(ukτ−uk−1τ
τ
)
.
When summing it up for k = 1, ..., T/τ and writing in terms of the interpolants, we have∫
Ω
1
2
C(ατ (T ))e(uτ(T )):e(uτ(T ))− 1
2
C(α0)e(u0):e(u0) dx
≤
∫
Q
1
2
.
ατC
′(ατ )e(uτ ):e(uτ ) + C(ατ )e(uτ ):e(
.
uτ ) +
√
τ
τ0
D0e(
.
uτ ):e(
.
uτ ) dxdt . (37)
Due to the estimate of e(
.
uτ ) in L
2(Q;Rd×d), the last term (37) converges to 0 as O(√τ).
A similar note is about the term κ|∇ατ |p−2∇ατ ·∇ .ατ whose treatment is however simpler,
namely
∫
Ω
κ
p
|∇ατ (T )|p − κp |∇α0|pdx ≤
∫
Q
κ|∇ατ |p−2∇ατ ·∇ .ατ dxdt. By all these estimates,
(36) yields also∫
Q
ζ(z) +
(1
2
C
′(ατ )e(uτ ):e(uτ )− φ′(ατ )
)
z + κ|∇ατ |p−2∇ατ ·∇z dxdt
≥
∫
Q
ζ
( .
ατ
)
+ C(ατ )e(uτ ):e(
.
uτ ) dxdt +
∫
Ω
(
1
2
C(ατ (T ))e(uτ(T )):e(uτ (T ))
− φ(ατ (T )) + κ
p
|∇ατ (T )|p − 1
2
C(α0)e(u0):e(u0) + φ(α0)− κ
p
|∇α0|p
)
dx . (38)
The limit passage towards the inequality (26b) is then easy by weak (lower) semicontinuity,
using also that e(uτ(T ))⇀e(u(T )) in L
p(Ω;Rd×d) and ∇ατ (T )⇀∇α(T ) in Lp(Ω;Rd). 
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Remark 4.5 (Convergence of iterative procedures.) When applying a (here unspec-
ified) conformal finite-element space discretisation for the boundary-value problem (10)–
(11), it becomes equivalent to a minimization of (17) on the respective finite-dimensional
subspace H1(Ω;Rd) × H1(Ω) respecting also the (discretised) constraints 0 ≤ α ≤ αk−1τ .
This leads to a convex mathematical-programming problem. The iterative procedures of
the Newton-Raphson type (which are in the potential case then identical with sequential
quadratic programming) enjoys a global guaranteed convergence to the only one global min-
imizer of (17). More in detail, these methods need a globalization (so-called trust-region
strategy) in general, but when the positive-definite Hessian has a bounded condition num-
ber, a global convergence is ensured provided the step-length used in particular iterations is
controlled appropriately, cf. e.g. the monographs [12,36,50]. For this, we need here that the
time-step criterion (19) is satisfied. Let us note that (17) is then uniformly convex and the
Hessian can effectively be considered bounded. For this last attribute, one should consider
the constraints on α valued in the interval [0, 1] and, because of the term γ(α)C1e(u):e(u),
also the constraints on e(u) which is a-priori bounded in L2(Ω;Rd×d) uniformly due to the
estimate (25c) and, when considering a fixed space discretisation, also in L∞(Ω;Rd×d). Thus
the condition number of the Hessian of (17) is effectively bounded and iterative methods
enjoy (at least theoretically) global convergence on the mentioned trust region, although it
may be very ill-conditioned for fine space discretisations.
Remark 4.6 (Uniqueness issue.) The uniquenees of the weak solution to the system (9),
which would in particular guarantee convergence of the whole sequence (not only selected
subsequences) in Proposition 4.4), seems open. Some results can be found e.g. in [24,
Prop. 7.5.5] but it requires D independent of α. On the other hand, a possible nonuniqueness
is even a desired phenomenon reflecting high sensitivity and unstability in real experiments
typically occuring in damage and fracture mechanics.
5 Concluding remarks
Some special cases of the model and various modifications the model are worth mentioning:
Remark 5.1 (Phase-field fracture.) The concept of bulk damage can (approximately)
imitate the philosophy of fracture along surfaces if the damage stored energy φ′ is big. The
popular ansatz is
ϕ
E
(e, α,∇α) := γ(α)Ce:e+ Gc
( 1
2ε
(1−α)2+ ε
p
|∇α|p
)
︸ ︷︷ ︸
crack surface density
with γ(α) =
(ε/ε0)
2+α2
2
(39)
with ε0 > 0 and Gc > 0 fixed. For p = 2, this is known as the so-called Ambrosio-Tortorelli
functional. In the static case, this approximation was proposed in [1, 2] for the scalar case
and the asymptotic analysis for ε → 0 was rigorously executed. The generalization for the
vectorial case is due to Focardi [15]. Later, it was extended for evolution situation, namely
for a rate-independent cohesive damage in [18], see also also [8, 9, 25, 32] where also inertial
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forces are sometimes considered. It is vastly used in engineering under the name a phase-field
model, cf. e.g. [31, 45, 51, 53] where also various modifications of the stored energy (39) and
various dissipation potentials have been devised, although without any rigorous analytical
justification of the resulted models. In fact, this fits with (1a) with φ(α) = −Gc(1−α)2/(2ε)
and κ = εGc. The dissipation ζ = ζ(
.
α) is considered zero for
.
α ≤ 0 and +∞ otherwise.
When accompanied by viscosity, it fits with the assumptions (6a) and (13a). For a small
length-scale parameter ε > 0, this model allows for a nearly complete damage and with a
tendency to be localized on very small volumes along evolving surfaces where the cracks
propagates, while elsewhere α ∼ 1 not to make the term (1−α)2/ε too large. By this way, it
approximates the infinitesimally thin cracks and in particular their propagation. However,
it is well known that such phase-field model (as well as Griffith fracture model) does not
work well for initiation of cracks unless some notches are presented, cf. e.g. the discussion
in [51]. Some attempt for improvement consists in nonquadratic degradation function γ,
cf. [11, 45, 53]. The monolithic discretisation is particularly suitable for such modification
because it does not rely on componentwise quadratic structure of (39) for p = 2, in contrast to
staggered schemes with linear-quadratic solvers. On the other hand, to achieve the mentioned
good initiation and propagation and simultaneously allow for small values of ε, one should
choose γ such that γ′(1) = O(1/ε) but then τ0 in the criterion (19) is as O(ε2) for ε → 0,
which makes this restriction quite strong.
Remark 5.2 (General φ’s.) For a non-concave φ, one can modify (10c) by replacing φ′(αkτ )
by the difference quotient (φ(αkτ )−φ(αk−1τ ))/(αkτ−αk−1τ ) where-ever αkτ 6= αk−1τ . The approx-
imate energetics (22) as well as the a-priori estimates (25) keep holding, as well as the
existence of a potential behind the incremental problems, cf. [43].
Remark 5.3 (Purely elastic models.) The inertial term itself helps to convexify the in-
cremental problems but, in contrast to the Kelvin-Voigt viscosity, this stabilization is de-
pendent also on the spatial discretisation. Typically, the ratio between conditional numbers
of the mass and the elasticity operator div(Ce(·)) after space discretisation is O(h2) with
h > 0 the mesh size of the spatial discretisation. This makes τ0 in the criterion (19) with
D0 replaced by the mass matrix dependent on h as O(h
2) for h → 0, which would force for
practically unbearably too small time steps. On top of it, the convergence analysis of purely
elastic model requires to enhance the model by strain gradients, cf. [24, Sect. 7.5.3], which is
sometimes used in the context of damage mechanics to model dispersion of elastic waves [5].
Moreover, sometimes even inertia gradients are used, see again [5], which then would have
the same mesh-independent convexifying effect as the Kelvin-Voigt viscosity.
Remark 5.4 (Plasticity, creep, phase transformations, mass transfer.) Let us em-
phasize that one can relatively routinely combine the above presented damage (or phase-
field fracture) model with other phenomena when involving some other internal variables as
plastic/creep strain, or volume fraction of various phases (e.g. in shape-memory materials), or
concentration in poro-elastic materials. Then one immediately gets monolithic schemes for a
combination with plasticity (i.e. so-called ductile damage or fracture, in contrast to brittle)
or visco-elastic creep rheology, or for a combination with a diffusant flow in damageable
poro-visco-elastic media.
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