Abstract. We prove edge universality for a general class of correlated real symmetric or complex Hermitian Wigner matrices with arbitrary expectation. Our theorem also applies to internal edges of the self-consistent density of states. In particular, we establish a strong form of band rigidity which excludes mismatches between location and label of eigenvalues close to internal edges in these general models.
β-ensembles. While Dyson Brownian motion did not play a direct role in [ ], the proof used the addition of a small Gaussian component and the concept of local ergodicity of the Gibbs state; ideas developed originally in [ , ] in the context of bulk universality.
A fully dynamical approach to edge universality, following an earlier development in the bulk based on the threestep strategy, has recently been given in [ ]. In general, the first step within any three-step strategy is the local law providing a priori bounds. The second step is the fast relaxation to equilibrium of the Dyson Brownian motion that proves universality for Gaussian divisible ensembles. The third step is a perturbative comparison argument to remove the small Gaussian component. Recent advances in the bulk have crystallized that the only model dependent step in this strategy is the first one. The other two steps have been formulated as very general "black-box" tools whose only input is the local law see [ , -] . Using the three-step approach and [ ], edge universality for sparse matrices was proved in [ ] and for correlated Gaussian matrices with a specific two-scale correlation structure in [ ]. All these edge universality results only cover the extremal edges of the spectrum, while the self-consistent (deterministic) density of states may be supported on several intervals. Multiple interval support becomes ubiquitous for Wigner-type matrices [ ], i.e. matrices with independent entries and general expectation and variance profile. The square root singularity in the density, even at the internal edges, is a universal phenomenon for a very large class of random matrices since it is inherent to the underlying Dyson equation. This was demonstrated for Wigner-type matrices in [ ] and more recently for correlated random matrices with a general correlation structure in [ ].
In the current paper we show that the eigenvalue statistics at the spectral edges of the self-consistent density follow the Tracy-Widom distribution, assuming only a mild decay of correlation between entries, but otherwise no special structure. We can handle any internal edge as well. In the literature internal edge universality for matrices of Wigner-type has first been established for deformed GUE ensembles [ ] which critically relied on contour integral methods, only available for Gaussian models in the Hermitian symmetry class. We remark that a similar method handled extreme eigenvalues of deformed GUE [ , ] . A more general approach for internal edges has been given in [ ] that could handle any deformed Wigner matrices with general expectation, as long as the variance profile is constant, by comparing it with the corresponding Gaussian model. Our method requires neither constant variance nor independence of the matrix elements.
In order to prove our general form of edge universality at all internal edges we used three key inputs in addition to [ ]. First, we rely on a detailed shape analysis of the self-consistent density of states ̺ from [ ]. Secondly, we prove a strong version of the local law that excludes eigenvalues in the internal gaps. Thirdly, we establish a topological rigidity phenomenon for the bands, the connected components that constitute the support of ̺. This band rigidity asserts that the number of eigenvalues within each band exactly matches the mass that ̺ predicts for that band. The topological nature of band rigidity guarantees that this mass remains constant along the deformations of the expectation and correlation structure of the entries as long as the gaps between the bands remain open. A similar rigidity (also called "exact separation of eigenvalues") has first been established for sample covariance matrices in [ ] and it also played a key role in Tracy-Widom universality proof at internal edges in [ ]. Note that band rigidity is a much stronger concept than the customary rigidity in random matrix theory [ ] that allows for an uncertainty in the location of N ǫ eigenvalues. In other words, there is no mismatch whatsoever between location and label of the eigenvalues near the internal edges along the matrix Dyson Brownian motion, the label of the eigenvalue uniquely determines to which spectral band it belongs.
Our result also highlights a key difference between Wigner-type matrix models and invariant β-ensembles. For self-consistent densities with multiple support intervals (the so called multi-cut regime), the number of particles (eigenvalues) close to some support interval fluctuates for invariant ensembles with general potentials [ ]. As a consequence internal edge universality results (see e.g. [ , ] ) require a stochastic relabelling of eigenvalues.
Our setup is a general N × N random matrix H = H * with a slowly decaying correlation structure and arbitrary expectation, under the very same conditions as the recent bulk universality result from [ ]. Regarding strategy of proving the local law, the starting point is to find the deterministic approximation of the resolvent G(z) = (H − z) −1 with a complex spectral parameter z in the upper half plane. This approximation is given as the solution M = M (z) to the Matrix Dyson Equation (MDE)
where the expectation matrix A . .= E H and the linear map S[R] . .= E(H − A)R(H − A) on the space of matrices R encode the first two moments of the random matrix. The resolvent G(z) approximately satisfies the MDE with an additive perturbation term which was already shown to be sufficiently small in [ ]. This fact, combined with a careful stability and shape analysis [ ] of the MDE imply that G is indeed close to M . In order to prove edge universality we use a correlated Ornstein-Uhlenbeck process H t which adds a small Gaussian component of size t to the original matrix model, while preserving expectation and covariance. We prove that the resolvent satisfies the optimal local law uniformly along the flow and appeal to the recent result from [ ] to prove edge universality for H t whenever
. In the final step we perform a Green function comparison together with our band rigidity to show that the eigenvalue correlation functions of H t matches those of H as long as t ≪ N −1/6 which yields the desired edge universality.
After presenting our main results in Section , we then prove the optimal local law at regular edges (and in the spectral bulk), as well as eigenvector delocalization and both types of rigidity in Section . Section is devoted to the proof of edge universality.
Notations. We now introduce some custom notations we use throughout the paper. For non-negative functions f (A, B), g(A, B) we use the notation f ≤ A g if there exist constants C(A) .
Main results
We consider correlated real symmetric and complex Hermitian random matrices of the form
and sufficiently fast decaying correlations among the matrix elements of W . The matrix entries w ab = w α are often labelled by double indices
. The randomness W is scaled in such a way that √ N w α are random variables of order one . This requirement ensures that the spectrum of H is kept of order 1, as N tends to infinity. Our first aim is to prove that the resolvent
in the bulk and around the regular edges of the spectrum. We suppress the dependence of G and M , and similarly of many other quantities, on the spectral parameter z in our notation. Estimates on z-dependent quantities are always meant uniformly for z in some specified domain. From the solution M we define the self-consistent density of states
which approximates the density of states of H increasingly well as N tends to infinity. The support of ̺ is known to consist of several compact intervals with square root behaviour at the edges. An edge is called regular if it is well separated from other edges. The spectral bulk refers to points E where ̺(E) ≥ ζ with some fixed threshold ζ > 0. We now list our main assumptions, which are identical to those from [ ]. All explicit and implicit constants in Assumptions (A)-(F) are called model parameters.
Assumption (A) (Bounded expectation). There exists some constant
C such that A ≤ C for all N .
Assumption (B) (Finite moments). For all
Assumption (CD) (Polynomially decaying metric correlation structure). For the k = 2 point correlation we assume a decay of the type
for some s > 12 and all square integrable functions f 1 , f 2 . For k ≥ 3 we assume a decay condition of the form
In some previous works, as in [ ], the convention H = A + W/ √ N with order one wα was used. Our main technical result is an optimal local law in the spectral bulk and at regular edges. According to the shape analysis from [ ] it follows that ̺ can also feature almost-cusp points which we have to exclude from our spectral domain. For E ∈ R \ supp ̺ we define ∆(E) = ∆ ̺ (E) as the length of the largest interval around E in R \ supp ̺. Accordingly, we define the set of almost-cusp points P cusp = P ζ cusp for small ζ as
denotes the distance from the almost-cusps. We will always work with spectral parameters z such that the solution M to ( ) remains bounded in a neighbourhood of z. To define this condition precisely, we fix a large constant M * and define the set
away from almost-cusp and large M points by
for some arbitrary fixed C 0 . We remark that the boundedness of M in a small interval around the spectral parameter is automatically satisfied in the spectral bulk. At regular edges, however, the boundedness cannot be guaranteed under our general assumptions but has to be checked for each concrete model (see [ , Section ] for a large class of models for which M is guaranteed to be bounded). Our goal is to establish an optimal local law for those spectral parameters z = E + iη whose imaginary part η = ℑz is slightly larger than 1/N , i.e. in the spectral domain
for some γ > 0.
Theorem . (Bulk and edge local law). Under Assumptions (A)-(E)
and for any D, M * , γ, ǫ, δ, ζ > 0, there exists some C < ∞ depending only on these and the model parameters such that we have the isotropic local law,
for all deterministic vectors x, y ∈ C N and the averaged local law,
for all deterministic matrices B ∈ C N ×N . Moreover, outside the spectrum at a distance of κ(z) . .= dist(ℜz, ∂ supp ̺) we have the improved averaged local law for any ω > 0
with C also depending on ω.
We remark that in the spectral bulk Theorem . is identical to the local law in [ ]. The novelty of the present paper is the optimal local law and its corollaries at the regular edges.
We warn the reader that cumulants and the distance to the boundary of the spectrum are both denoted by κ. Because cumulants are usually written with explicit random variables in the argument, this should not create any confusions.
Corollary . (No eigenvalues outside the support of the self-consistent density). Under the assumptions of Theorem
. we have for any ω, ζ, δ, D, M * > 0
Corollary . (Delocalization). Under the assumptions of Theorem . it holds for an
Corollary . (Band rigidity and eigenvalue rigidity). Under the assumptions of Theorem . the following holds. For any ǫ, D > 0 there exists some C < ∞ such that for any E ∈ R \ supp ̺ with dist(E, supp ̺) ≥ ǫ the number of eigenvalues less than E is with high probability deterministic, i.e. that
( a)
We also have the following strong form of eigenvalue rigidity. Let λ 1 ≤ · · · ≤ λ N be the ordered eigenvalues of H and denote the classical position of the eigenvalue close to energy
It then holds that
for any ǫ, ζ, δ, D > 0, where the supremum is taken over all
Remark . (Integer mass). Note that ( a) entails the non trivial fact that for
E ∈ supp ̺, N E −∞ ̺(x) dx is always an integer, see [ , Proposition . ]. Moreover, it then trivially implies that N [a,b] ̺(x) dx is an integer for each band [a, b], i.e. connected component of supp ̺. Finally, ( a) also
shows that the number of eigenvalues in each band is given by this integer with overwhelming probability. This is in sharp contrast to invariant β-ensembles where no such mechanism is present. For example, for an odd number of particles in a symmetric double-well potential,
The main application of the optimal local law from Theorem . is edge universality, as stated in the following theorem, generalising several previous edge universality results listed in the introduction. For definiteness we only state and prove the result for regular right-edges. The corresponding statement for left-edges can be proven along the same lines.
Theorem . (Edge Universality). Under the Assumptions (A)-(F) the following statement holds true. Assume that E ∈ R is a regular right-edge of ̺ with a gap of size c for some
dx labels the largest eigenvalue λ i0 close to the band edge E with high probability. Furthermore, for test functions
for some ǫ > 0. Here µ 1 , . . . , µ N are the eigenvalues of a standard GUE/GOE matrix, depending on the symmetry class of
From Theorem . we can immediately conclude that the eigenvalues of H near the regular edges follow the TracyWidom distribution. We remark that the direct analogue of Theorem . does not hold true for invariant β-ensembles with a multi-cut density. This is due to the fact that the number of particles close to a band of the self-consistent density, commonly known as the filling fraction, is known to be a fluctuating quantity for general classes of potentials. We refer the reader to [ ] for a description of this phenomenon, to [ , ] for non-Gaussian linear statistics in the multi-cut regime and to [ ] for results on the fluctuations of filling fractions. Variants of Theorem . which allow for a relabelling of eigenvalues for invariant β-ensembles can be found in [ , ] .
.
Proof of the local law
The proof of a local law consists of three largely separate arguments. The first part concerns the analysis of the stability operator B . .= 1 − M S[·]M and shape analysis of the solution M to ( ). The second part is proving that the resolvent G is indeed an approximate solution to ( ) in the sense that
is small. Finally, the third part consists of a bootstrap argument starting far away from the real axis and iteratively lowering the imaginary part η = ℑz of the spectral parameter while maintaining the desired bound on G − M .
For brevity we will carry out the proof of Theorem . for |z| 1. Following the very same steps also proves the general result but requires carrying correction terms for the large z regime in many estimates. Since the large z-regime is already covered by the results from [ ] we focus on the |z| 1 regime in the present paper.
. . Stability. We denote the right-eigenmatrix corresponding to an, in absolute value, smallest eigenvalue β of B by B, i.e. B [B] = βB, and the corresponding left-eigenmatrix and spectral projections by P and P = P, · B, Q . .= 1 − P with P, B = 1. From ( ) and ( ) we have
is unstable in some particular direction near the edge, which is why we separate this unstable direction and establish bounds in terms of Θ . .= P, G − M and D from ( ). This separation is not necessary away the edge, but to keep our presentation shorter, we refrain from distinguishing these two cases and we just mimic the edge proof for the bulk as well. We begin by collecting some qualitative [ ] and quantitative [ , ] information about the MDE. We recall the definition of κ = κ(z) in Theorem . as the distance of ℜz to ∂ supp ̺. 
Proposition . (Stability of MDE and properties of the solution). The following hold true under Assumption (A)-(E). (i) The MDE ( ) has a unique solution
Proof. Claims ( We now design a suitable norm following [ ]. For cumulants of matrix elements κ(w ab , w cd ) we use the short-hand notation κ(ab, cd). We also use the short-hand notation κ(xb, cd) for the x = (x a ) a∈[N ] -weighted linear combination a x a κ(ab, cd) of such cumulants. We use the notation that replacing an index in a scalar quantity by a dot (·) refers to the corresponding vector, e.g. A a· is a short-hand notation for the vector (A ab ) b∈ [N ] . We fix two vectors x, y and some large integer K and define the sets
where κ c + κ d = κ is a decomposition of κ according to the Hermitian symmetry. Due to Assumption (CD) such a decomposition exists in a way that the operator norms of the matrices κ d (xa, ·b) and κ c (xa, b·) , indexed by (a, b) , are bounded uniformly in x with x ≤ 1. We now define the norm 
In terms of this norm we obtain the following easy estimate on G − M in terms of its projection Θ = P, G − M onto the unstable direction of the stability operator B. We remark that if the, in absolute value, smallest eigenvalue of B is of order 1, then this projection onto the corresponding direction is not necessary.
Proposition . . For fixed z such that G − M * N −3/K there are deterministic matrices R 1 , R 2 with norm 1 such that
with an error term E, where Θ satisfies the approximate quadratic equation
and any implied constants are uniform in x, y and z ∈ D.
Proof. We begin with an auxiliary lemma about the · * -norm of some important quantities, the proof of which we defer to the appendix.
Lemma . . Depending only on the model parameters we have the estimates for any
Decomposing ] and inverting B in ( ) on the range of Q yields
where O (·) is meant with respect to the · * -norm and the second equality followed by iteration, Lemma . and the assumption on G − M * . Going back to the original equation ( ) we find
and thus by projecting with P we arrive at the quadratic equation
We now proceed by analysing the coefficients in this quadratic equation. We estimate the quadratic term in µ 0 directly by N 2/K D 2 * , while we write the linear term as R 1 D for the deterministic R 1
. .= −M * P with R 1 1. For the linear coefficient µ 1 we similarly find a deterministic matrix R 2 such that R 2 1 and µ 1 = R 2 D + β. Finally, we find from Proposition . (v) that |µ 2 | + |β| ∼ 1 and |β| ∼ √ κ + η. By incorporating the |Θ| N 2/K term into ξ 2 we obtain ( b).
. . Probabilistic bound. We now collect the averaged and isotropic bound on D from [ ]. We first introduce a commonly used (see, e.g., [ ]) notion of high-probability bound.
Definition . (Stochastic Domination). If
are families of non-negative random variables indexed by N , and possibly some parameter u, then we say that X is stochastically dominated by Y , if for all ǫ, D > 0 we have
In this case we use the notation X ≺ Y .
It can be checked (see [ , Lemma . ] ) that ≺ satisfies the usual arithmetic properties, e.g. if
To formulate the result compactly we also introduce the notations
for random matrices R and a deterministic control parameter Λ = Λ(z), where B, x, y are deterministic matrices and vectors. We also define an isotropic high-moment norm, already used in [ ], for p ≥ 1 and a random matrix R,
Proposition . (Bound on the Error). Under the Assumptions (A)-(E)
there exists a constant C such that for any fixed vectors x, y and matrices B and spectral parameters |z| 1, and any p ≥ 1, ǫ > 0,
where
Proof. This follows from combining [ , Theorem . ] , the following lemma from [ , Lemma . ] and M ≤ M * .
Lemma . . Let R be a random matrix and Φ a deterministic control parameter. Then the following implications hold: (i) If
. . Bootstrapping. We now fix γ > 0 and start with the proof of Theorem . . Phrased in terms of the · * -norm we will prove Proof of Proposition . . We now suppose that ( ) has been proven for some D = D γ0 and aim at proving ( ) for
The proof has two stages. Firstly, we will establish the rough bounds
and then in the second stage improve upon this bound iteratively until we reach ( ) for D = D γ1 .
Rough bound. By ( ), Lemma . and monotonicity of the map η → η G(E + iη) p (see e.g. ( ) in [ ]) we find
. As long as 2γ s < µ we thus have
We now fix x, y and it follows from ( b) that
and consequently by Lipschitz continuity of the lhs. with a Lipschitz constant of η
, and choosing K, γ s large and respectively small enough depending on γ we find that with high probability ξ 1 Θ + ξ 2 Θ 2 ≤ N −10/K in all of D γ1 . The following lemma translates the bound on ξ 1 Θ + ξ 2 Θ 2 into a bound on |Θ|.
C.f. Remark . , where we argue that the proof of [ ] about · * hold true verbatim in the present case despite the slightly larger sets I k . We remark referring to [ ] for the initial bound is purely a matter of brevity and convenience. Equally well we could also prove ( ) in some initial domain, say, D2 from scratch, where we have the trivial bound G − M ≤ 2 N . Using this rough bound we could then iteratively improve the bound as detailed in the paragraph Strong bound below, until ( ) follows in D2. 
and
Proof. This proof is basically identical to the analysis of the solutions to the same approximate quadratic equation, as appeared in various previous works, see e.g. [ ]. In the spectral bulk this is trivial since then |ξ 1 | ∼ √ κ + η ∼ 1. Near a spectral edge we observe that (κ + η)/d is monotonically increasing in η. First suppose that (κ + η)/d ≫ 1 from which it follows that |Θ| d/ √ κ + η √ d in the relevant branch determined by the given estimate on Θ at z 0 . Now suppose that below some η-threshold we have (κ + η)/d 1. Then we find |Θ|
and the claim follows also in this regime. . Consequently we have also that Strong bound. All of the following bounds hold uniformly in the domain D γ1 which is why we suppress this qualifier. By combining Propositions . and . we find for deterministic
( )
The bound on |G − M | in ( ) is a self-improving bound and we find after iteration that
We now distinguish whether ℜz is inside or outside the spectrum. Inside we have ̺ ∼ √ κ + η, so we fix θ and use Lemma . with 
. Iterating this bound, we obtain
By an analogous argument, outside of the spectrum we have an improved bound on Θ
Finally, for the claimed bound on |G − M | av we use ( a) in order to obtain a bound on |G − M | av in terms of a bound on Θ.
Due to ( ), we now have all the ingredients to prove the local law, as well as delocalization of eigenvectors, and the absence of eigenvalues away from the support of ̺. , then at, say,
Proof of
. On the other hand we know from the improved local law ( ) that with high probability
and we obtain the claim. We now turn to the proof of Corollary . . For the eigenvectors u k and eigenvalues λ k of H we find from the spectral decomposition and the local law with high probability
, where the last inequality followed assuming that E is chosen η-close to λ k . With the choice η = N −1+γ
for arbitrarily small γ > 0 the claim follows. Note that for this proof only ( a) of Theorem . was used.
Finally, we establish ( c) and consider z with |z| 1, dist(ℜz, supp ̺) ≥ N −2/3+ω , d cusp ≥ δ, d M ≥ δ and x, y, B fixed. We note that the regime |z| 1 was already covered in [ ] and we therefore do not have to track the large |z|-dependence again in the present paper. As in the proof of [ , Corollary . ] , the optimal local law ( ) implies rigidity up to the edge as formulated in Corollary . . The only difference is that this standard argument proves ( b) only if the supremum is restricted to E ∈ supp ̺ with dist(E, ∂ supp ̺) ≥ N −2/3+ǫ . The cause for this restriction is a possible mismatch of the labelling of the edge eigenvalues, in other words the precise location of N ǫ eigenvalues near an internal gap is not established yet; they may belong to either band adjacent to this gap. This shortcoming will be remedied by the band rigidity in the proof of Corollary . below. However, for the current argument, the imprecise location of N ǫ eigenvalues does not matter. In fact, already from this version of rigidity, together with the delocalisation of eigenvectors (Corollary . ) and the absence of eigenvalues outside of the spectrum by Corollary . we have, at z = E + iη (recall that we consider z with
for any normalised vector x. From the square root behaviour of ̺ at the edge and κ(z) ≥ N −2/3+ω
we can easily infer
and from ( b) and Lemma . that |Θ| ≺ N 2/K−1 /(κ + η). Finally, we thus obtain,
from ( a) and ( c) follows.
Proof of Corollary . . We begin with the proof of ( a) and consider a flow that interpolates between H = H 0 and a deterministic matrix
and is designed in such a way that M t (E), the solution evaluated in E, is kept constant. The flow of solutions M t was considered in the proof of [ , Proposition . ] , where it was shown that the self-consistent spectrum supp ̺ t stays away from E uniformly along the flow, i.e. that dist(E, supp ̺ t ) ≥ ǫ 1, see [ , Lemma . (ii) ]. We will now show that along the flow, with overwhelming probability, no eigenvalue crosses the spectral parameter E. More precisely we claim that
, ( ) implies that with overwhelming probability
where the last identity used the fact that
It remains to show ( ). We first consider the regime of values t close to 1. Since E is separated away from supp ̺, and M (E) is bounded we conclude from ( ) that the spectrum of A − S[M (E)] is also separated away from E. Moreover, applying Corollary . to H = W yields W ≤ C with overwhelming probability as the corresponding self-consistent density of states has compact support by Proposition . (ii). Since therefore H t is a small perturbation of A − S[M (E)] as long as t is close to 1, we conclude that the spectrum of H t is bounded away from E as well for every fixed t ≥ 1 − c for some small enough constant c > 0. We are thus left with the regime t ≤ 1 − c, where the flatness condition from Assumption (E) is satisfied. In this regime we use Corollary . . Since dist(E, supp ρ t ) ≥ ǫ 1 this corollary implies that the spectrum of H t is bounded away from E with overwhelming probability for every fixed t ≤ 1 − c. Applying a discrete union bound in t together with the Lipschitz continuity of the eigenvalues in t for the flow ( ) on the set W ≤ C yields ( ).
Finally, ( b) follows from the optimal local law as in the proof of Theorem . and Corollary . above. This time, however, ( a) ensures that there is no mismatch between location and label of eigenvalues close to internal edges. In the spectral bulk this potential discrepancy between label and location does not matter as ( b) allows for an N ǫ -uncertainty. At the spectral edge, however, neighbouring eigenvalues can lie on opposite sides of a spectral gap and we need ( a) to make sure that each eigenvalue has, with high probability, a definite location with respect to the spectral gap.
Proof of Universality
In order to prove Theorem . , we define the Ornstein Uhlenbeck (OU) process starting from H = H 0 by
where B t is a matrix of, up to symmetry, independent (real or complex, depending on the symmetry class of H) Brownian motions and Σ
1/2
is the square root of the positive definite operator Σ :
. We note that the same process has already been used in [ , , ] to prove bulk universality. The proof now has two steps: Firstly, we will prove edge universality for H t if t ≫ N −1/3 and then we will prove that for t ≪ N −1/6 , the eigenvalues of H t have the same k-point correlation functions as those of H = H 0 .
. . Dyson Brownian Motion. The process ( ) can be integrated, and we have
The process is designed in such a way that it preserves expectation E H t = A and covariances Cov (h
Cov (h ab , h cd ) along the flow. Due to the fullness Assumption (F) there exists a constant c > 0 such that
denotes the covariance operator of the GOE/GUE ensembles. It follows that we can write
where κ t here denotes the cumulants of H t , and U is chosen to be independent of H t . Due to the the fact that Gaussian cumulants of degree more than 2 vanish, it is easy to check that H t , H t satisfy the assumptions of Theorem . uniformly in, say,
. From now on we fix
with some small ǫ > 0. Since the MDE is purely determined by the first two moments of the corresponding random matrix, it follows that
is close to the same M in the sense of a local law for all t. For G t
we have the MDE
that can be viewed as a perturbation of the original MDE with t = 0. The corresponding self-consistent density of states is ̺ t (E) . .= lim ηց0 ℑ M t (E + iη) /π. The fact that M t remains bounded uniformly in t ≤ N −1/10 follows from the MDE perturbation result in [ , Proposition . ] with S = −cS GOE/GUE as the last condition in [ , Eq. ( . ) ] is obviously satisfied for these choices of S. In particular the shape analysis from [ ] also applies to M t .
The free convolutions of the empirical spectral density of H t and ̺ t with the semicircular distribution generated by √ ctU are given implicitly as the unique solutions to the equations
We denote the corresponding right-edges close to E by E t and E t . By differentiating the defining equations for m t fc and m t fc we find
From the first two equalities in ( a) we conclude
by considering the z → E t and z → E t limits and that (m
′ blow up at the edge due to the well known square root behaviour of the density along the semicircular flow. We now compare the edge location and edge slope of the densities ̺ We split the analysis into four claims.
It thus follows that M t (ξ t (z)) approximately satisfies the MDE for M at z. By using the first bound in Proposition . (v) expressing the stability of the MDE against small additive perturbations it follows that
( ) CORRELATED RANDOM MATRICES: BAND RIGIDITY AND EDGE UNIVERSALITY
Suppose first that E = E t + δ for some positive δ > 0. Then
where the first bound follows from the square root behaviour of ̺ at the edge E, while the second bound comes from ( ) at z = E t + δ/2 and ℑm t fc (E t + δ/2) = 0. We thus conclude δ t/N . If on the contrary E = E t − δ for some δ > 0, then with a similar argument √ δ ℑm t fc (E + δ/2) t/N and we have δ t/N also in this case and the claim follows.
Claim . |γ t − γ| (t/N ) 
, then using the elementary integrals
we obtain the precise divergence asymptotics of the derivatives (m ′′ (z) as z = E t + iη → E t and conclude
We now use ( ) at, say, z = x . .= E − t/N . By Claim we have E t − x ∼ t/N and thus
where we used Claim again in the third equality. This completes the proof of the claim.
Claim .
Since M t has a square root edge at some E t , it follows from the first equality in ( b) that
. Using rigidity in the form of Corollary . for the matrix H t to estimate G ′ t from below at a spectral parameter outside of the support, we have the bound
Consequently using the local law in the form of Lemma A. it follows that
where we again used the square root singularity of M t at E t . We can conclude, starting from ( b), that
where we used that | M
for c < r < C and the improved local law G
away from the spectrum, as stated in Lemma A. . We thus find that |ξ t (E t ) − ξ t ( E t )| ≺ 1/N t. It remains to relate this to an estimate on |E t − E t |. We have
where we bounded the second term by
2 ) | ∼ 1/t and the third term by t| (M t − G t )( ξ t ( E t )) | ≺ 1/N t using the local law t 2 away from supp ̺ t . Thus we can conclude that
. Therefore it suffices to estimate
for c < r < C and the local law from Lemma A. at a distance of κ ∼ t 2 away from the spectrum. Thus we have |γ t − γ t | ≺ 1/N t 3 . We now check that H t is η * -regular in the sense of [ , Definition . ] 
. It follows from the local law that c̺ t (z) ≺ ℑ G t (z) ≺ C̺ t (z) for some constants c, C, whenever ℑz ≥ η * . Now ( . )-( . ) in [ ] follow in high probability from the assumption that ̺ t has a regular edge at E t . Furthermore, the absence of eigenvalues in the interval [E t + η * , E t + c/2] with high probability follows directly from Corollary . . Finally, H t ≤ N with high probability follows directly from
. We can thus conclude that with high probability, H t is
regular for any positive ǫ > 0.
We denote the eigenvalues of H
Then it follows from [ , Theorem . ] 
that for
with high probability for test functions F : R k+1 → R with F ∞ + ∇F ∞ 1 there exists some c > 0 such that
from Claims -, we obtain
. . Green's Function Comparison. It remains to prove that the local correlation functions of H t agree with those of H. We want to prove that for any fixed x i ∈ R,
is independent of t as long as, say,
. We first note that the local law holds uniformly in t also for H t . This follows easily from the fact that the assumptions stay uniformly satisfied along the flow because expectation and covariance are preserved while higher order cumulants also remain unchanged up to a multiplication with a tdependent constant.
, and smooth monotonous cut-off functions K i with K i (x) = 0 for x ≤ i − 1 and K i (x) = 1 for x ≥ i we have
We note that the strategy of expressing k-point correlation functions of edge-eigenvalues through a regularized expression involving the resolvent was already used in [ , , , ] for proving edge universality. The precise formula ( ) has been already used, for example, in [ , Eq. ( . ) ]. In order to compare the expectations in ( ) at times t = 0 and t = N −1/3+ǫ
, we claim that we have the bound
yN −2/3 ±l Tr G t (E + x + iη) dx, E g(X x0 , . . . , X x k ) dX xj dt N 1/6+3ǫ ( ) for any 0 ≤ j ≤ k and smooth function g. Assuming ( ), it follows for the smooth functions K j and by Taylor expansion that that for t N −1/3+ǫ
xiN −2/3 ±l
xiN −2/3 ±l Tr G 0 (x + E + iη) dx 1 N 1/6−4ǫ .
Together with ( ) we obtain for any k, and the general neighbourhood cumulant expansion involving pre-cumulants, as introduced in [ , Proposition . ] . This expansion formula was a key input to the Green's function comparison argument in the spectral bulk in [ , Corollary . ] for correlated matrix models under Assumptions (CD). Given the local law, Theorem . , the extension of this proof to the edge is a routine power counting argument even for g ≡ 1 and is left to the reader.
Proof of Theorem . . The theorem follows directly from ( ) and ( ). 
Proof. We will fix z = x + iη throughout the proof. Let χ : R → R be a smooth cut-off function such that χ(x ′ ) = 1 for κ ′ = dist(x ′ , supp ̺) ≤ κ/3 and χ(x ′ ) = 0 for κ ′ ≥ 2κ/3 and let χ be a cut-off function such that χ(η ′ ) = 1 for η ′ ≤ 1 and χ(η ′ ) = 0 for η ′ ≥ 2. We also assume that the cut-off functions have bounded derivatives in the sense 
It follows from the Cauchy Theorem and the absence of eigenvalues outside { χ = 1 } in the sense of Corollary . that with high probability
Due to the fact that χ ′ = 0 for η ′ ≤ 1 the second term in ∂ z f and we have shown that
We now use the local law of the form | G − M | ≺ 1/N (κ + η ′ ) and that in the second and third term the integration regime is only of order κ to obtain the final bound of N γ /N κ k+1 for any γ > 0.
