Abstract. In this paper, we investigate the L p bilinear quasimode estimates on compact Riemannian manifolds. We achieve the results in the full range p ≥ 2 on all n-dimensional manifolds with n ≥ 2. This in particular implies the L p bilinear eigenfunction estimates. We further show that all of these estimates are sharp by constructing various quasimodes and eigenfunctions. As an application, we give well-posedness results of the cubic nonlinear Schrödinger equations on the spheres S n , n ≥ 3.
Introduction
Let (M, g) be a smooth and compact Riemannian manifold without boundary. We denote ∆ = ∆ g the Laplace-Beltrami operator on M. An eigenfunction u of −∆ satisfies −∆u = λ 2 u with λ its eigenfrequency. In 1988 Sogge [So1, So2] proved that In 2007 Koch, Tataru, and Zworski [KTZ] extended this result to approximate quasimodes, i.e. approximate eigenfunctions in the sense that
where C is independent of λ. In fact, their result holds for Laplace-like semiclassical pseudodifferential operators. Taking a slightly different direction, Burq, Gérard, and Tzvetkov [BGT2] obtained the L 2 bilinear eigenfunction estimates on Riemannian surfaces. They found that if u and v are two eigenfunctions of −∆ with eigenvalues λ 2 and µ 2 , respectively. Then
That is, the L 2 norm of the product uv is controlled by the lower frequency. In fact, (1.2) remains valid for spectral clusters. Theorem 1.1 (L 2 bilinear spectral cluster estimates, Theorem 2 in [BGT2] ). Let (M, g) be a compact surface and χ ∈ C ∞ 0 (R). Write χ λ = χ √ −∆ − λ . Then for all λ, µ ≥ 1,
They then used Theorem 1.1 to study the cubic (focusing or defocusing) nonlinear Schrödinger equation on compact Riemannian surfaces: i∂ t u + ∆u = ±|u| 2 u, u(0, x) = u 0 (x).
(1.3)
In this paper, we generalize (1.2) to the L p bilinear estimates for p > 2. In this case, both frequencies appear in the right-hand side. In fact, we prove the L p bilinear estimates for quasimodes. To this end, it is convenient to work in the semiclassical setting. In this setting we consider bilinear estimates in higher dimensions and we are able to derive a full range of sharp estimates for all dimensions.
Denote h = λ −1 the semiclassical parameter. Then an eigenfunction u satisfies P (h)u(h) = 0, where P (h) = −h 2 ∆ − 1.
We write P (x, hD) as a semiclassical pseudodifferential operator with symbol p(x, ξ) and study O L 2 (h) quasimodes as given by the following definition.
Definition 1.2 (Quasimodes)
. A family {u(h)} (0 < h ≤ h 0 ≪ 1) is said to be an O L 2 (h) quasimode of a semiclassical pseudodifferential operator p(x, hD) if
In the semiclassical framework, we can treat quasimodes of semiclassical pseudodifferential operator that is similar to −h 2 ∆ − 1 in the same manner. We call such operators Laplace-like (see Definition 2.2). 
1). Then
where for n = 2, for 6 ≤ p ≤ ∞; and for n ≥ 3, (n, p) = (3, 2), G n,p (h, σ) = h . Moreover, all these estimates are sharp (modulo the log loss in the case (n, p) = (3, 2)).
We point out that χ λ (f ) considered in Theorem 1.1 is an O L 2 (h) quasimode of −h 2 ∆ − 1 with h = λ −1 . (See Section 5.5.) Similarly, χ µ (g) is an O L 2 (σ) quasimode of −σ 2 ∆ − 1 with σ = µ −1 . Therefore, the L p bilinear spectral cluster estimates follow as a simple consequence of the above theorem. Moreover, they are also sharp. Theorem 1.4 (L p bilinear spectral cluster estimates). Suppose that µ ≥ λ ≥ 1. Then
where G n,p is as given in Theorem 1.3. Specially, let u and v be two L 2 normalized eigenfunctions with eigenvalues λ 2 and µ 2 . Then
Moreover, the estimates are sharp on the sphere.
It is known that Sogge's L p estimates in (1.1) are sharp on the sphere S n : The Gaussian beams saturate the maximal L p norm growth when p ≤ 2(n + 1)/(n − 1) and zonal harmonics saturate the maximal L p norm growth when p ≥ 2(n+1)/(n−1). For the L p bilinear estimates, two zonal harmonics on the sphere saturate the bounds when p ≥ 2(n + 1)/(n − 1). The case when p ≤ 2(n+1)/(n−1) is however more complicated. In dimension two, two Gaussian beams saturate the bounds when 2 ≤ p ≤ 3; in the midrange 3 ≤ p ≤ 6, two Gaussian beams do not achieve the sharp bound.
To construct the sharp examples in midrange p (3 ≤ p ≤ 6) on S 2 , we choose u with the lower frequency as a zonal harmonic, and design v with the higher frequency as a superposition (linear combination) of Gaussian beams. The L 2 norm of such superposition can be controlled thanks to an "almost orthogonal" theorem of well-separated Gaussian beams in Han [H] ; while it also has the required concentration property to saturate the bound together with u when 3 ≤ p ≤ 6.
Remark. Note that in all dimensions the L 2 bilinear spectral cluster bound is controlled by the lower frequency only: Let µ ≥ λ ≥ 1 and f L 2 = g L 2 = 1. Then
(1.4)
Application to nonlinear Schrödinger equations. An important application of the L 2 bilinear spectral cluster estimate in Theorem 1.1 is to show the well-posedness of the Cauchy problem (1.3). We recall the notion of local well-posedness here:
Definition 1.5 (Well-posedness). Let s ∈ R. We says that (1.3) is uniformly well-posed in H s (M) (the Sobolev space on M) if, for any bounded subset B ⊂ H s (M), there exists T > 0 such that the flow map
is uniformly continuous, when the source space is endowed with the H s norm and the target space is endowed with
Let (M, g) be S 2 or more generally a Zoll surface. Using Theorem 1.1 and the eigenvalue distribution on these manifolds, Burq, Gérard, and Tzvetkov [BGT2, Theorem 1] proved that (1.3) is uniformly well-posed in H s for s > 1/4. On the ill-posedness, their earlier work [BGT1] showed that (1.3) is ill-posed in H s for s < 1/4. Therefore, H 1/4 is the critical regularity on S 2 . We express this by saying that the critical threshold s c (S 2 ) = 1/4, following the notation in [BGT2] .
From Bourgain [B] , s c (T 2 ) = 0, where T 2 is the two-dimensional torus. It is open to find the critical threshold on general Riemannian surfaces, and to relate it to the geometry of the surface or the distribution of eigenvalues.
In this paper, we apply the same argument as in [BGT2] and extend the well-posedness to higher dimensions. Theorem 1.6. Let n ≥ 3 and (M, g) be S n or more generally an n-dimensional Zoll manifold. Assuming
for some s 1 < s. On S n or more generally n-dimensional Zoll manifolds (n ≥ 3), the above statement can be verified for s = (n − 2)/2 by combining the L 2 bilinear eigenfunction estimates in Theorem 1.4 with the eigenvalue distribution. The proof is analogous to [BGT2, Section 3] , and we omit the details.
The sharpness of H 1/2 regularity on S 3 follows from [BGT1, Remark 1.4]: Let (M, g) be an n-dimensional manifold (n ≥ 2) with a closed stable (elliptic) geodesic. The instability example is constructed by letting the initial data be (a family of) Gaussian beam-like quasimodes concentrated around the stable geodesic. (See Section 4.2 for the discussion on Gaussian beams.) Clearly, every great circle on the sphere is a closed stable geodesic. Therefore, (1.3) is not well-posed in H s (S n ), s < (n − 1)/4. When n = 3, (n − 2)/2 = (n − 1)/4 = 1/2 = s c (S 3 ).
Remark. We remark that Yang [Y] recently obtained the same result on well-posedness of (1.3) in higher dimensions. In fact, he studied more general nonlinear Schrödinger equations i∂ t u + ∆u = ±|u| 2k u (k = 1, 2, ...) using L 2 multilinear estimates.
Organisation. We organise the paper as follows. In Section 2, we use semiclassical analysis and localisation to reduce the problem to a local one; In Section 3, we prove Theorem 1.3; In Section 4, we show that the L p bilinear estimates are sharp by constructing appropriate quasimodes and spherical harmonics.
Throughout this paper, A B (A B) means A ≤ cB (A ≥ cB) for some constant c independent of λ or h; A ≈ B means A B and B A; the constants c and C may vary from line to line.
Semiclassical analysis and localisation
In this section, we use semiclassical analysis to reduce the L p bilinear quasimode estimates to a localised problem. For the readers' convenience, we include a brief discussion on the background of semiclassical analysis in the appendix.
As any two quantisation procedures differ only by an O L 2 (h) term, we adopt the left quantisation for symbols, that is,
We require that both functions u(h) and v(σ) are semiclassically localised with respect to the relevant parameter h or σ, respectively (see Definition 2.1) and that p(x, ξ) is Laplace-like (see Definition 2.2).
Definition 2.1 (Semiclassical localisation). A tempered family {u(h)} is semiclassically localised if there exists a function smooth compactly supported χ such that
An immediate consequence for a family u = u(h) to be localised is that
Note that the eigenfunctions u j = u(λ −1 j ) admit localisation property. However, the above inequality gives a worse estimate than Sogge's estimates in (1.1).
Definition 2.2 (Laplace-like symbols and operators). We say that a symbol p(x, ξ) (or its associated semiclassical pseudodifferential operator) is Laplace-like if
(1) For all (x 0 , ξ 0 ) ∈ T * M such that p(x 0 , ξ 0 ) = 0, ∇ ξ p(x 0 , ξ 0 ) = 0; (2) For all x 0 ∈ M, the hypersurface {ξ ∈ T * x M : p(x 0 , ξ) = 0} has positive definite second fundamental form.
If u(h) is semiclassically localised, we can further decompose it to study contributions from small areas of phase space. Let
where N < ∞ and χ i has arbitrarily small support. Since semiclassical pseudodifferential operators commute up to an O(h) error (see Section 5.6), we have
Now suppose that u(h) and v(σ) are L 2 normalised semiclassically localised quasimodes of p(x, hD) and p(x, σD), respectively:
where 0 ≤ σ ≤ h ≤ h 0 . From the assumption, they both admit the localisation property. We may assume that
Inspecting the definition of G n,p (h, σ) and δ(n, p), we see that σ
G n,p (h, σ). We hence only need to estimate the first term. We further localise each quasimode. Let
where N < ∞ and χ i has arbitrarily small support. Thus,
We then reduce the problem to a local one and estimate each term
in the summation. In each patch, we may assume the Riemannian volume coincide with the Lebesgue density in local coordinates. Since the localisation property is consistent with O L 2 (h) quasimodes, we have
We further reduce to studying a product χ i (x, hD)u(h)χ j (x, σD)v(σ) where p(x, ξ) is zero somewhere on supp χ i ∪ supp χ j . Suppose this were not the case, then one of the following two cases happens.
and p(x, hD) is invertible on the support of χ i , we have
and so
This implies by (2.1) that 
which is a better estimate than given by Theorem 1.3.
, which is also better than that of Theorem 1.3.
Therefore, we assume that there is an (x 0 , ξ 0 ) ∈ supp χ i and an (x 0 ,ξ 0 ) ∈ supp χ j such that p(x 0 , ξ 0 ) = 0, and p(x 0 ,ξ 0 ) = 0.
Proof of L p bilinear quasimode estimates
Following the reduction in the previous section, we may now work with the product
where χ i and χ j have small support, and there is an (x 0 , ξ 0 ) ∈ supp χ i and an (x 0 ,ξ 0 ) ∈ supp χ j such that p(x 0 , ξ 0 ) = 0, and p(x 0 ,ξ 0 ) = 0. At this point we use our assumptions on p(x, ξ) to factorise the symbol. Recall that the first assumption for p(x, hD) to be Laplace-like is that whenever p(x 0 , ξ 0 ) = 0 the gradient ∇ ξ p(x 0 , ξ 0 ) = 0. Therefore, there is some ξ k for which ∂ ξ k p(x 0 , ξ 0 ) = 0. In fact, we may choose a ξ k (which we will call ξ 1 ) so that if ξ = (ξ 1 , ξ ′ ), then
We now divide our problem into two cases. Case 1.
∂ ξ 1 p(x 0 ,ξ 0 ) = 0. We point out that in these coordinate patches, we drop χ i and χ j and use u and v in the estimates for notational convenience.
3.1. Case 1. By the implicit function theorem, we may factorise the symbol p(x, ξ) such that
where both |e 1 (x, ξ)|, |e 2 (x, ξ)| > c > 0. Hence, we may invert e 1 (x, hD) and e 2 (x, σD) to obtain (hD
. We will treat this case in Propositions 3.1 and 3.3 by setting x 1 = t and reducing the problem to one involving semiclassical evolution equations. Picking up on that notation we say that in Case 1, u and v propagate in the same direction. Note that
Since ∇ ξ ′ a 1 (x 0 , ξ 0 ) = 0, the second fundamental form is given at this point by
So we invert e 1 (x, hD) and e 2 (x, σD) to obtain
. We will treat this case in Proposition 3.4 by setting x 1 = t 1 and x 2 = t 2 and reducing the problem to one involving semiclassical evolution equations propagating in different directions. We adopt the notation x = (x 1 , x 2 ,x) and ξ = (ξ 1 , ξ 2 ,ξ). Note that by choosing the support small enough we may assume that
As in Case 1, we obtain that the matrices of second derivatives ∂ 2 (ξ 2 ,ξ)
We are now in a position to complete the estimates of Theorem 1.3 by studying the above two cases.
3.3. Propagating in the same direction (Case 1). We split this into two further cases. The first when σ < Ch (for some constant C dependent only on the manifold), in this case the frequencies of the quasimodes are significantly different. The second case is of course when Ch ≤ σ ≤ h, in this case the frequencies are close enough to be treated as the same.
Proposition 3.1. Assume the notations in Case 1:
and
Proof. We adopt the notation t = x 1 and write x ∈ M as x = (t, x ′ ). Let
Using Duhammel's principle, we have
where
We may then write uv as
Since both
, it is enough to prove that
Using the parametrix construction in Section 5.7, we have
Therefore, we need to study the
We will view this as a Strichartz type estimate with equal weighting on space and time. For unitary operators V (t), Keel and Tao [KT] give a framework for such estimates showing that they depend only on the dispersive bounds
Our operator W h,σ (t) is not unitary but we may still use this framework as in Tacy [T] by proving L 2 → L 2 estimates to replace unitarity. We prove
Then by interpolating between then obtain
As in Keel and Tao [KT] we use Young and Hardy-Littlewood-Sobolev inequalities to resolve the |t − s| integral. Therefore, we need to calculate W h,σ (t)W ⋆ h,σ (s), where
Here,
As the stationary point is always non-degenerate, we obtain
We now need to calculate stationary phase in (ξ ′ , η ′ ). We have a critical point (with stationary phase parameter 1/h) at
1) and one with stationary phase parameter 1/σ at
Note that
So (3.1) tells us that
and for critical points to occur we must have
The Hessian is given by
A similar calculation holds for the η ′ critical point. We need to split the kernel into three parts
We also remarks that in the following computation, we slightly abuse the notation and use W i (t, s) as the operator with integral kernel
3.3.1. Regime 1. In this case, we cannot use stationary phase to calculate the ξ ′ or η ′ integrals. However, note that as there cannot be a critical point in either
for any natural number N. Therefore, applying Young's inequality (see e.g. [So3, Corollary 2.1.2]) we obtain that if W 1 (t, s) is the operator associated with the integral kernel
3.3.2. Regime 2. We still cannot use the method of stationary phase in the ξ ′ variable, we can however use it in the η ′ variable and integrate by parts when |x
where 5) and thus,
We can repeat the process to get
Clearly, this also holds for W 2 (t, s) the operator with kernel W 2 (t, x ′ , s, z ′ ):
We expand this by a Taylor series about y ′ = z ′ to obtaiñ
Therefore, we need an expression for ∂ 2
(3.9) Differentiating (3.9) in z ′ and x ′ we obtain
and in matrix form
A similar process gives us
Together with this, we have
Therefore,
So each integration by parts with respect to x ′ in (3.8) gains a factor of
but loose a factor of |t − s| −1 from hitting the symbol in the view of (3.6). Overall each integration by parts gains a factor of σ |y ′ − z ′ | .
Therefore, we obtain
So by Hölder and Young inequalities,
3.3.3. Regime 3. Finally we treat the third regime where |t − s| ≥ Kh. In this regime we may calculate both the ξ ′ and the η ′ integrals by stationary phase. Therefore, we obtain
for any multi-index γ thanks to (3.6). From this representation, we can directly read off the
As in Regime 2, we have
Note that as σ is much smaller than h the major oscillatory terms come from this parameter. We need to calculate
Again we expand around the point y ′ = z ′ and obtain
We already know from (3.10) that
So we may proceed in the same fashion as in the second regime to obtain
This implies that
The proposition is therefore finished if we prove
We use the modified Keel and Tao [KT] formalism to reduce it to the bilinear form of the estimate:
(3.14)
We break it to the following lemma.
Lemma 3.2. Adopt the notations in Proposition 3.1, (3.14) is true.
Proof of Lemma 3.2. Now we gather the
x ′ estimate is in (3.13). It it then straightforward to obtain that
. Interpolating between the two gives
and its bilinear form
To resolve the t, s integrals, we still divide the cases into three regions as before.
Region 1: |t − s| ≤ Kσ. We use Hölder's and Young's inequalities to get
Region 2: Kσ ≤ |t − s| ≤ Kh. We use Hölder's and Young's inequalities to get
, we instead use Hardy-Littlewood-Sobolev inequality in dimension one to get
Notice that here we use the condition in Hardy-Littlewood-Sobolev inequality that 1
which gives the case p = 2(n+1) n−1
.
Region 3: |t − s| ≥ Kh. We use Hölder's and Young's inequalities to get
when p = (n + 1)/(n − 1). But (n + 1)/(n − 1) < 2 unless n = 2, 3. So we only need to consider the cases (n, p) = (2, 3) and (n, p) = (3, 2).
We use Hardy-Littlewood-Sobolev inequality in dimension one to get
• (n, p) = (3, 2). Note that
we can not use Hardy-Littlewood-Sobolev inequality as in the above case. However, a similar argument as in [T, Proposition 5 .1] gives the following estimate with a log loss.
To finish the proof of Proposition 3.1, we point out that for n = 2,
and for n ≥ 3,
Proposition 3.3. Assume the notations in Case 1:
, and in this case Proposition 3.3 gives the L p bilinear quasimode estimates in full range.
Proof. Note that since Ch
Therefore, we can treat both u and v as quasimodes with exactly the same order. We adopt the notation t = x 1 and write x ∈ M as (t, x ′ ). Then consider the function
We want to calculate the L p norm of f restricted to the submanifold x ′ = z ′ . Note that
Therefore, we may directly apply the submanifold restriction estimates of [T, Theorem 1.7] . When n = 2, we are restricting from a 3-dimensional space to a-2 dimensional hypersurface, so we obtain
For n ≥ 3, we are restricting from a (2n−1)-dimensional space to an n-dimensional submanifold, so we obtain F n,p (h) = h −n+1+ n p . Note that as in [T] we must concede a log loss for the case (n, p) = (3, 2), (in which case, we restrict a 5-dimensional space to a 3-dimensional submanifold).
Propagating in different directions (Case 2).
Recall the notation x = (x 1 , x 2 ,x) and ξ = (ξ 1 , ξ 2 ,ξ). 
We set x 1 = t 1 and x 2 = t 2 and express u and v via the propagators (hD t 1 − a 1 (t 1 , x 2 ,x, hD x 2 , hDx))U h (t) = 0, U(0) = Id, and (σD t 2 − a 2 (x 1 , t 2 ,x, hD x 1 , hDx)) U σ (t) = 0, U(0) = Id. Now we may write
, it is enough to prove
Using the parametrix construction, we have
where ∂ t 1 φ 1 (t 1 , t 2 ,x, ξ 2 ,ξ) − a 1 (t 1 , t 2 ,x, ∂ x 2 φ 1 , ∇xφ 1 ) = 0, φ 1 (0, t 2 ,x, ξ 2 ,ξ) = t 2 ξ 2 + x,ξ , and ∂ t 2 φ 2 (t 2 , t 1 ,x, η 1 ,η) − a 2 (t 2 , t 1 ,x, ∂ x 1 φ 2 , ∇xφ 2 ) = 0, φ 2 (0, t 1 ,x, η 1 ,η) = t 1 η 1 + x,η .
We will sometimes write t = (t 1 , t 2 ) for notational convenience. Therefore, we need to study the
To this end, we evaluate
Here, W (t,x, s,z) = 1 (hσ) 2(n−1) e iψ h,σ (t,r,s,x,ȳ,w,z,ξ 2 ,ξ,ζ 2 ,ζ,η 1 ,η,τ 1 ,τ ) b(t, r, s,x,z, ξ 2 ,ξ, ζ 2 ,ζ, η 1 ,η, τ 1 ,τ ) dΛ, where dΛ = drdȳdwdξ 2 dξdζ 2 dζdη 1 dηdτ 1 dτ , and ψ h,σ (t, r, s,x,ȳ,w,z, ξ 2 ,ξ, ζ 2 ,ζ, η 1 ,η, τ 1 ,τ )
We use stationary phase to calculate the (r 2 ,ȳ, ζ 2 ,ζ, r 1 ,w, τ 1 ,τ ) integral. As the stationary point is always non-degenerate, we obtain
Now as in the proof of Proposition 3.1, we calculate the critical point in (ξ 2 ,ξ, η 1 ,η) and therefore need the critical point to satisfy
Since both |∂ (ξ 2 ,ξ) a 1 | and |∂ (η 1 ,η) a 2 | are less than ε, to have both critical points we require |t 2 − s 2 | ≤ |t 1 − s 1 |ε, and |t 1 − s 1 | ≤ |t 2 − s 2 |ε.
Clearly, if ε is chosen small enough this is impossible. Therefore, we are always able to integrate by parts in one of (ξ 2 ,ξ) and (η 1 ,η). We split the kernel into two parts
On the support of W 1 (t,x, s,z), we have |t 2 − s 2 | ≤ |t 1 − s 1 | and therefore we cannot find a critical point in (η 1 ,η). So integrating by parts we obtain
x norms of W 1 (t, s) with the above kernel, then use Strichartz formalism as in Case 1 to get the L
Now on the support of W 2 we have |t 1 − s 1 | < |t 2 − s 2 | therefore we can perform the (η 1 ,η) integral by stationary phase but not the (ξ 2 ,ξ) integral. This is the same as in the second regime in the proof of Proposition 3.1 so we inherit the same estimates here.
4. Sharpness of the L p bilinear estimates 4.1. Flat Model. We study the flat model, that is, quasimodes of the Laplacian in R n , to gain insight into sharp examples.
Suppose that u is an L 2 normalised O L 2 (h) quasimode of ∆ R n . Then under Fourier transform
where F h is the semiclassical Fourier transform defined as
Then F h [u] must be located near the sphere of radius 1 in the ξ-space. We create a family of quaismodes indexed by α which controls the degree of angular dispersion of ξ. Write ξ = (r, ω) where ω ∈ S n−1 and set the coordinate system so that ω 0 corresponds with the unit vector in the ξ 1 direction. Let
Note that f α is L 2 normalised. Now set
Note that if |x 1 | < εh 1−2α and |x ′ | < εh 1−α for sufficiently small ε > 0, the factor
does not oscillate so in this region
Now suppose we have two semiclassical parameters σ < h. For each we have a family of tubes T σ α and T h β . We will construct sharp examples by studying the products of such tubes.
4.1.1. L p bilinear quasimode estimates for large p. First we treat the case when p > 2(n+1) n−1
. We set α = β = 0 and consider the product
which therefore saturates the estimates of Theorem 1.3 when p ≥ 2(n+1) n−1 . 4.1.2. L p bilinear quasimode estimates for small p in dimension n ≥ 3 and midrange p in dimension two. We now construct saturating examples for 2 ≤ p ≤
2(n+1)
n−1 in dimension n ≥ 3, these examples also saturate the estimates for 3 ≤ p ≤ 6 in dimension two. We choose T h 0 . Then we select the tube T σ α h such that
Then for |x 1 | < εh and |x ′ | < εσ 1−α , we have
This saturates the sharp L p bilinear quasimode estimates for 2 ≤ p ≤ 2(n+1) n−1 in dimension n ≥ 3 and 3 ≤ p ≤ 6 in dimension two.
L
p bilinear quasimode estimates for 2 ≤ p ≤ 3 in dimension two. Here we set α = β = 1/2 and consider the produce T 1/2 (σ)T 1/2 (h). For |x 1 | < ε and |x 2 | < εσ 1/2 , we have
which saturates the estimates for 2 ≤ p ≤ 3 in dimension two.
Spherical harmonics.
In this subsection, we construct eigenfunctions on the sphere S 2 that saturate the L p bilinear eigenfunction estimates in Theorem 1.4. These examples also reflect the flat models in the previous subsection.
We first recall some standard facts about spherical harmonics as the eigenfunctions on the sphere. The spherical harmonics are the homogeneous harmonic polynomials restricted on the sphere; we use SH k to denote the set of such functions with homogeneous degree k. For each u ∈ SH k , u is an eigenfunction of −∆ S 2 on S 2 with eigenvalue k(k + 1):
Therefore, the eigenfrequency λ = k(k + 1) ≈ k; the multiplicity of the eigenvalue k(k + 1) is the dimension of its eigenspace, dim SH k = 2k + 1. In spherical coordinates φ ∈ [0, π]
and θ ∈ [0, 2π) so that S 2 ∋ x = (sin φ cos θ, sin φ sin θ, cos φ), one can write the standard orthonormal basis of
in which C k,m is the L 2 normalisation factor, and P m k is the associated Legendre polynomial. We remark that the phase of Y k m is constant on each longitude (i.e. θ = const), and their modulo is constant on each latitude (i.e. φ = const). Two special cases of spherical harmonics are as follows.
(i). m = 0: Z k = Y k 0 are called zonal harmonics. Z k concentrates on the two antipodal points φ = 0 and φ = π. They achieve the maximal norm growth in Sogge's L p estimate (1.1) for large p:
If |φ| k −1 , i.e. within a k −1 neighborhood of the north pole, |Z k | k 1/2 . Similar estimation holds also around the south pole.
(ii). m = ±k: Q ±k = Y k ±k are called highest weight spherical harmonics or Gaussian beams. Q ±k concentrate in a k −1/2 neighborhood of the equator φ = π/2 and achieve the maximal norm growth in Sogge's L p estimate (1.1) for small p:
Notice that Q ±k decreases exponentially away from the concentration and Q ±k L ∞ ≈ k 1/4 . To construct the sharp examples for L p bilinear eigenfunction estimates in Theorem 1.4, we divide the range of p into large p (p ≥ 6), midrange p (3 ≤ p ≤ 6), and small p (2 ≤ p ≤ 3). 
, which saturates the estimate in Theorem 1.4 when 2 ≤ p ≤ 3.
L
p bilinear eigenfunction estimates for 3 ≤ p ≤ 6. For the smaller eigenfrequency λ, we
Let α ∈ [0, 1/2). We set µ = λ 1 1−2α , (4.1) and construct the eigenfunction v such that
Recall that in our notation, S 2 ∋ (x 1 , x 2 , x 3 ) = (sin φ cos θ, sin φ sin θ, cos φ). One sees immediately that this is the eigenfunction version of the flat modal in §4.1.2. And
in the view of (4.1). To construct the required spherical harmonic v, we use linear combination of Gaussian beams. Set k = ⌊µ⌋. According to the different propagating directions of Q k and Q −k , we say that Q k has the north pole φ = 0 as its pole and Q −k has the south pole φ = π as its pole. Since ∆ is rotational invariant, given any point p ∈ S 2 , we can find a Gaussian beam with pole p by rotating Q k . Two Gaussian beams with the same pole only differ by a phase shift. (See [H, Lemma 8] for more details.) Hence, a Gaussian beam in SH k is uniquely determined by its pole and the phase of some point on the sphere.
Next we need a theorem in [H] , which shows that for a family of well-separated poles {p j } 
for all i, j, the eigenvalues of the Hermitian matrix ( q i , q j ) are all in [1/2, 2]. Here, q j is the Gaussian beam with pole p j and ·, · denotes the inner product in L 2 (S 2 ).
The proof can be found in [H, Section 3] . Let m = ⌊k 1/2−α ⌋. We choose the poles {p j } m j=1 around θ = π/2 on the equator φ = π/2 with distance between each pair satisfying dist(q i , q j ) = d · k −1/2 . Then all p j fall into a θ 0 -neighborhood of θ = π/2 on the equator, where
Without loss of generality, assume that p 1 = (0, 1, 0), that is, φ = π/2 and θ = π/2 in spherical coordinates. Then the corresponding Gaussian beam q 1 concentrates around the great circle defined by the equation θ = 0, π. Any other corresponding Gaussian beam q j concentrate on the great circle which has an angle ≤ θ 0 with the one of q 1 . And q ′ j s intersect at the north pole p n . Write
Then thanks to Lemma 4.1, we have
We now set the phase of all q ′ j s at the north pole to be e ik0 = 1. Hence,
We need further to show that the above lower bound holds in the neighbourhood of p n :
for sufficiently small ε. Notice that S falls into the concentration tube of every q j since α ∈ [0, 1/2) and |x 2 | < εk
To determine the phases of q j (x) for j = 1, ..., m, we let p j be the new north pole and denote d j (x) as the longitudinal difference of x and p n in this new coordinate system. Hence, the phase difference of q j (x) and q j (p n ) is e ikd j (x) , therefore the phase of q j (x) is e ikd j (x) since the phase of q j (p n ) is set to be 1.
We observe that for any x ∈ S,
Thus, by choosing ε small, the real part
Hence,
and then
in the view of (4.4). Let v = w/ w L 2 . Then by (4.3),
for all x ∈ S, which gives the required spherical harmonic in (4.2).
Appendix: Semiclassical analysis
In the appendix, we provide the background on semiclassical analysis that is used in this paper. We refer to Zworski [Z] for a complete treatment in this subject.
5.1. Phase space. (M, g) can be an open set in R n (in which case, g is just the Euclidean structure) or a Riemannian manifold. An element in the cotangent bundle T * M is denoted as (x, ξ) with x ∈ M and ξ ∈ T * x M. We write |ξ| x as the induced norm of ξ ∈ T * x M by the Riemannian structure g. 
These classes are independent of the choice of coordinates in M.
5.3. Semiclassical pseudodifferential operators. Every classical observable in the symbol class corresponds to a quantum observable as a semiclassical pseudodifferential operator (ΨDO) acting on functions.
Definition 5.1 (Standard and Weyl quantisations). Given a ∈ S m (R n ), we define (i). the left (or standard) quantisation as a(x, hD)u(x) = 1 (2πh) n R n R n e i(x−y)·η/h a x, η; h u(y) dydη for u ∈ S(R n );
(ii). the Weyl quantisation as
Remark. a w (x, hD) is self-adjoint if a is a real-valued symbol.
Here are some basic estimates of semiclassical pseudodifferential operators in
This can be used to show that
More generally, (see e.g.
We now define the algebra Ψ m (M) of semiclassical pseudodifferential operators with symbols in S m (M), and establish the correspondence of A ∈ Ψ m (M) and its semiclassical principal symbol a. The correspondence is one-to-one modulo lower order terms. Denote
and its right inverse, a non-canonical quantisation map for a ∈ S m (M): 
Example. The semiclassical Laplacian −h 2 ∆ has principal symbol |ξ|
The usual operations involving semiclassical pseudodifferential operators are as follows. Let 5.4. Elliptic estimates. We say that a ∈ S(R n ) is elliptic if |a(x, ξ)| ≥ c > 0 for all (x, ξ) ∈ T * R n . If a is elliptic, then there exists b ∈ S(R n ) such that b(x, hD) is the inverse of a(x, hD) modulo a smoothing operator. In fact, this assertion holds in the microlocal sense: 
The latter is the finest quasimode.
Example. Let P (h) = −h 2 ∆ − 1. Then the quasimodes are approximate eigenfunctions. In particular, the eigenfunctions is a family of O S (h ∞ ) quasimodes of P (h). Let {u j } ∞ j=0 be an orthonormal basis of eigenfunctions, −∆u j = λ 2 u j , that is, P (h j )u(h j ) = 0 with h j = λ −1 j , 0 = λ 0 < λ 1 ≤ λ 2 ≤ · · · . Define the spectral clusters as linear combinations of eigenfunctions in a spectral window with fixed length:
Then u(h) = u 1/h is a family of O L 2 quasimodes to P (h). The same conclusion also holds if one considers the smoothed spectral cluster (i.e. Sogge operator) χ µ u = χ √ −∆ − µ u with χ ∈ C ∞ 0 (R). That is, u(h) = χ 1/h u is a family of O L 2 quasimodes to P (h). See [Z, §7.4 .1] for more discussions on quasimodes.
5.6. Semiclassical wavefront sets and localisation. The semiclassical wavefront set WF h (u) of a tempered family u(h) is the complement of the set of points (x, ξ) ∈ T * M such that there exists a ∈ C ∞ 0 (T * M) with support sufficiently close to (x, ξ) with a(x, hD)u(h) = O S (h ∞ ).
Let A ∈ Ψ m (M) with principal symbol p ∈ S m (M) and u(h) be a O S (h ∞ ) family of quasimodes, i.e.
A(h)u(h) = O S (h ∞ ).
Then WF h (u) ⊂ {(x, ξ) ∈ T * M : a(x, ξ) = 0}.
Example. The eigenfunctions (as a tempered family) {u j } ∞ j=0 = {u(h j )} ∞ j=0 are the solutions to P (h)u(h) = 0, where P (h) = −h 2 ∆ − 1 has symbol p(x, ξ) = |ξ| 2 x − 1. Then the semiclassical wavefront set WF h (u) is contained in p −1 (0) = {(x, ξ) ∈ T * M : |ξ| x = 1} = S * M, the cosphere bundle.
Definition 5.4 (Semiclassical localisation). Let K be a compact subset of T * M. We say a tempered family {u(h)} is localized to K in the phase space if there exists a function χ ∈ C ∞ 0 (K) for which u(h) = χ(x, hD)u(h) + O S (h ∞ ).
An immediate consequence for a family u = u(h) to be localized is that
in which 1 ≤ p ≤ q ≤ ∞. This follows the semiclassical L p estimate in Theorem 5.2 easily.
Example. The eigenfunctions {u j } because χ(x, hD) is bounded in L 2 (M) and we gain a factor h from the commutator thanks to (5.1). Hence, χ(x, hD)u(h) is also a family of O L 2 quasimodes to A(h). This means that the O L 2 quasimode condition can be achieved without relying on the global properties of A(h), and is consistence with the localisation property. 5.7. Evolution equation and semiclassical Fourier integral operators. Consider the evolution equation (hD t + A(t))u(t, x) = f (t, x), for (t, x) ∈ R × R n , u(0) = u 0 .
Here, A(t) ∈ S(R × R n ) is a family of ΨDOs with t as the parameter. The principal symbols a(t, x, ξ) = σ(A(t)) are real-valued and independent of h. Then
The proof can be found in [Z, Lemma 7.11] . It in particular implies that on every "time-slice",
given that f L 2 = O(h) and u 0 L 2 = O(1).
We also need the "approximate propagator" U(t) of this evolution equation. That is, (hD t + A(t))U(t)u = O L 2 (h ∞ ), for |t| ≤ T,
Then U(t) is a semiclassical Fourier integral operator, and for T small, U(t)u(x) = 1 (2πh) n R n R n e i(ϕ(t,x,η)−y·η)/h b(t, x, η; h)u(y) dydη + E(t)u(x),
where E(t) = O(h ∞ ) : S ′ → S, ϕ satisfies ∂ t ϕ(t, x, η) + a(t, x, ∂ x ϕ(t, x, η)) = 0, ϕ(0, x, η) = x · η, and b(t, x, η; h) ∈ C ∞ 0 (R × T * R n × R).
The proof can be found in [Z, Chapter 10] .
