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ON THE K-THEORY OF CROSSED PRODUCTS BY
AUTOMORPHIC SEMIGROUP ACTIONS
JOACHIM CUNTZ, SIEGFRIED ECHTERHOFF, AND XIN LI
Abstract. Let P be a semigroup that admits an embedding into a group G.
Assume that the embedding satisfies the Toeplitz condition of [24] and that the
Baum-Connes conjecture holds for G. We prove a formula describing the K-
theory of the reduced crossed product A ⋊α,r P by any automorphic action of
P . This formula is obtained as a consequence of a result on the K-theory of
crossed products for special actions of G on totally disconnected spaces. We
apply our result to various examples including left Ore semigroups and quasi-
lattice ordered semigroups. We also use the results to show that for certain
semigroups P , including the ax + b-semigroup R ⋊ R× for a Dedekind domain
R, the K-theory of the left and right regular semigroup C*-algebras C∗λ(P ) and
C∗ρ (P ) coincide, although the structure of these algebras can be very different.
1. Introduction
A semigroup (or monoid) is a set with an associative multiplication. Recently the
authors of this article - in various combinations - have become interested in the study
of the C*-algebra C∗λ(P ) defined by the left regular representation of a left cancella-
tive semigroup P on the Hilbert space ℓ2(P ). This interest was motivated by the fact
that specific semigroups arising from number theory give examples with an intricate,
yet tractable, structure. While generalities about semigroup C*-algebras had been
studied before by various authors, only little was known about more complicated
examples and concerning questions such as nuclearity, K-theory, ideal structure etc.
The C*-algebra C∗λ(P ) contains a natural commutative subalgebra D generated by
the range projections of products of the isometries representing the elements of P
and their adjoints. These range projections correspond to the “constructible” right
ideals in P , i.e. to those right ideals that can be constructed from the principal ideals
of the form xP by finitely many operations such as intersection etc.. The spectrum
of D is a totally disconnected space which we denote by ΩP . Each constructible
right ideal in P corresponds to a compact open subset in ΩP .
In [9] we studied the K-theory of C∗λ(P ) assuming that P satisfies the left Ore
condition. This condition provides a systematic way to embed P into an enveloping
group G and also allows to dilate actions of P to actions of G, [22]. In particular the
natural action of P on ΩP can be dilated to an action of G on a totally disconnected
locally compact space ΩP⊆G. The C*-algebra C
∗
λ(P ) is then Morita equivalent to
the reduced crossed product C0(ΩP⊆G)⋊r G.
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In [9] we had then computed the K-theory (in fact in a bivariant setting) of this
crossed product using a particular feature (“independence”, see below) of ΩP to-
gether with the following “descent to compact subgroups” principle taken from
[13],[5].
(DC) Assume that G satisfies the Baum-Connes conjecture with coefficients in the
G-algebras A and B. Let x be a class in KKG(A,B) which induces, via
descent, isomorphisms K∗(A⋊H) ∼= K∗(B ⋊H) for all compact subgroups
H of G. Then x also induces an isomorphism K∗(A⋊r G) ∼= K∗(B ⋊r G).
Note that, by [16], the Baum-Connes condition required for G in (DC) holds when-
ever G is a-T -menable, and hence in particular, if G is amenable.
Using the independence of the set of constructible right ideals in P and principle
(DC) we determined in [9] the K-theory of C∗λ(P ) for some prominent semigroups
from algebraic number theory. This includes the multiplicative semigroup or the
ax+b-semigroup for the ring of algebraic integers in a number field or the semigroup
of its principal ideals. The answer involved well known concepts from number theory
such as the ideal class group and the group of units.
In the present paper we take a new look at the results of [9] from a more general
perspective. We start with a general study of group actions on totally disconnected
spaces Ω under an independence condition similar to the one mentioned above.
Roughly speaking, given a totally disconnected G-space Ω we require that one can
find a G-invariant family V of compact open subsets of Ω which generates the set of
all compact open sets via finite intersections, unions and difference sets, and which
is independent in the sense that no element U of V can be written as a finite union
of elements of V different from U . Let I = V \ {∅}. We are then able to construct a
canonical element x ∈ KKG(C0(I), C0(Ω)) which satisfies the requirements of (DC).
We are also able to improve the arguments used in [9] to allow for general coefficients.
We show that for any action α : G → Aut(A) the class [idA] ⊗C x ∈ KK
G(A ⊗
C0(I), A ⊗ C0(Ω)) will also satisfy the conditions in (DC). Assume, then, that G
satisfies the Baum-Connes conjecture with coefficients in A⊗C0(I) and A⊗C0(Ω)
and denote by τ resp. µ the action of G on Ω resp. I. Using the principle (DC), we
obtain an isomorphism
K∗
(
(A⊗ C0(Ω))⋊α⊗τ,r G
)
∼= K∗
(
(A⊗ C0(I)) ⋊α⊗µ,r G
)
(1.1)
Moreover, by Green’s imprimitivity theorem the right hand side is in turn isomorphic
to the sum, over the G-orbits in I, of the K-theory of the crossed products by the
stabilizer groups, i.e. to ⊕
[i]∈G\I
K∗(A⋊α,r Gi) (1.2)
where Gi denotes the stabilizer of i ∈ I.
These results have an independent interest. Most important for us however is again
the application to the K-theory of semigroup C*-algebras and semigroup crossed
products. We study semigroup crossed products A ⋊α,r P in which the semigroup
P acts by automorphisms on the C*-algebra A in section 4.
In [24] it was shown by the third author that, given independence of the set of
constructible right ideals, for our purposes, the left Ore condition for P can be
weakened. It suffices to assume that the semigroup P is embedded into a group
G and that the inclusion P ⊆ G satisfies the Toeplitz condition introduced in [24].
Under this weaker condition too, the full and reduced C*-algebras of P embed as full
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corners into full and reduced crossed products by the group G. As we will see, there
are natural examples of semigroups satisfying the Toeplitz condition but not the left
Ore condition. Because of the embedding as a full corner, again the computation
of the K-theory of a crossed product by P can be reduced to the computation of
the K-theory of a crossed product by G. This crossed product by G is of the form
(A ⊗ C0(Ω)) ⋊α⊗τ,r G considered above, and we can therefore apply formulas (1.1)
and (1.2).
We are now in a position to apply our results to explicit classes of semigroups.
Consider first a semigroup P which is given as the positive cone in a quasi-lattice
ordered group G which satisfies the Baum-Connes conjecture with coefficients. The
inclusion P ⊆ G satisfies the Toeplitz condition. For the crossed product of a C*-
algebra A by an action α of P by automorphisms, we obtain the striking result
K∗(A) ∼= K∗(A⋊α,r P )
i.e. the K-theory of the crossed product does not depend on P nor on α. This is a
far reaching generalization of the well known corresponding result for the action of
the Toeplitz algebra by an automorphism on A which in fact was the basis for the
proof by Pimsner-Voiculescu of the six term exact sequence for a crossed product
by Z, [27].
Another important example is the following. Let R be the ring of algebraic integers
in a number field (or a more general Dedekind domain). Denote by R× its mul-
tiplicative semigroup and by S = R ⋊ R× its ax + b-semigroup. The K-theory of
C∗λ(S) was determined in [9]. Consider now the opposite semigroup S
op. Its left
regular C*-algebra C∗λ(S
op) is the right regular C*-algebra C∗ρ(S) of S. We mention
that C∗λ(S) and C
∗
ρ(S) are very different algebras. For instance, the second algebra
admits non-trivial one-dimensional representations while the first one admits only
infinite-dimensional representations. Also S satisfies the left Ore condition while
Sop does not. However, Sop satisfies independence and the Toeplitz condition. We
can therefore again compute the K-theory. Somehow surprisingly, it turns out that
C∗λ(S) and C
∗
ρ(S) have the same K-theory, indeed they are KK-equivalent. We also
determine the K-theory of C∗λ(S) and C
∗
ρ(S) for a semidirect product of the form
S = H⋊N whereH is a group. Again these two C*-algebras are completely different
but still have the same K-theory.
The paper is organized as follows: After a brief discussion of totally disconnected
spaces in §2 we present in §3 our main results on the K-theory of crossed products
(A⊗C0(Ω))⋊r G. In §4 we deduce our results on the K-theory of crossed products
A⋊rP by automorphic actions of semigroups and we briefly discuss the consequences
for crossed products by the left Ore semigroups studied in [9]. Crossed products by
quasi-lattice semigroups P ⊆ G are studied in §5. Indeed, the beautiful K-theory
formula for such crossed products follows from the fact that for quasi-lattice ordered
semigroups P ⊆ G the action of G on the set of nonempty constructible left P -ideals
in G is transitive. We present further examples which show that transitivity of this
action is not restricted to this case, and therefore similar K-theory formulas can be
obtained in more generality. Our results on the left and right regular semigroup C*-
algebras C∗λ(P ) and C
∗
ρ(P ) are presented in §6. Finally, in the appendix we discuss
some basic constructions in equivariant KK-theory of finite dimensional algebras
acted upon by compact groups which we need for checking the principle (DC) in §3.
These KK-results might be known to experts, but seem not to be present in the
literature.
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2. Preliminaries on totally disconnected spaces
Recall that a locally compact Hausdorff space Ω is totally disconnected if and only if
its topology has a basis of compact open subsets. The corresponding algebras C0(Ω)
of continuous functions which vanish at infinity are precisely the commutative AF-
Algebras. In what follows, if V ⊆ Ω, then 1V : Ω → C denotes the characteristic
function of V .
Definition 2.1. Let Ω be a totally disconnected locally compact Hausdorff space
and let V be a family of compact open subsets in Ω. Moreover, let Uc(Ω) denote the
set of all compact open subsets of Ω. Then we say that V is a generating family of
the compact open sets of Ω if Uc(Ω) coincides with the smallest family U of compact
open sets in Ω which contains V and which is closed under finite intersections, finite
unions, and under taking differences U rW with U,W ∈ U .
Lemma 2.2. Suppose that V is a family of compact open sets in the totally discon-
nected space Ω. Then the following are equivalent
(1) The set {1V : V ∈ V} generates C0(Ω) as a C*-algebra.
(2) The set V generates Uc(Ω) in the sense of Definition 2.1.
Moreover, if V is closed under taking finite intersections, then (1) and (2) are equiv-
alent to
(3) span{1V : V ∈ V} is a dense subalgebra of C0(Ω) containing span{1U : U ∈
Uc(Ω)}.
Proof. Let U be the smallest family of compact open sets in Ω which contains V
and is closed under finite intersections, finite unions, and taking differences. Since
a finite product of characteristic functions is the characteristic function of the finite
intersection of the given sets, we may assume without loss of generality that V is
closed under finite intersections. In that case it is easy to see that the algebra
generated by {1V : V ∈ V} coincides with span{1V : V ∈ V}. Since 1V1∪V2 =
1V1 + 1V2 − 1V1∩V2 and 1V1\V2 = 1V1 − 1V1∩V2 we see that this span contains all
characteristic functions 1U with U ∈ U . Thus we may replace V by U . Note
that every function in span{1U : U ∈ U} can be written as a linear combination∑k
i=1 λi1Ui in which all λi are non-zero and in which the Ui are pairwise disjoint.
Suppose now that (1) holds. Then for every compact open set W in Ω we find a
linear combination
∑k
i=1 λi1Ui with pairwise disjoint U1, . . . , Uk in U and λi 6= 0
such that ‖1W −
∑k
i=1 λi1Ui‖∞ <
1
2 . This implies that each set Ui is either a subset
of W or Ui ∩W = ∅. In any case, it follows that W is the union of those Ui’s which
are contained in W . Conversely, if U = Uc(Ω), then every continuous function with
compact support can be approximated by locally constant functions with compact
supports, which are finite linear combinations of elements in {1U : U ∈ U}. 
Lemma 2.3. Suppose that D is a commutative C*-algebra such that D is generated
as a C*-algebra by a set of projections {ei : i ∈ I} ⊆ D. Then the Gelfand spectrum
Ω = Spec(D) of D is totally disconnected and the family of sets V = {êi
−1({1}) :
i ∈ I} is a family of compact open sets in Ω which generates Uc(Ω). Here, for an
element d ∈ D, d̂ ∈ C0(Ω) denotes the Gelfand-transform of d.
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Proof. For each finite F ⊆ I let DF ⊆ D denote the C*-algebra generated by
{ei : i ∈ F}. Then DF is finite dimensional and D = limF DF . Thus, D is a
commutative AF-algebra and therefore Ω = Spec(D) is totally disconnected. The
second assertion then follows from Lemma 2.2 and the fact that projections e ∈ D
correspond to characteristic functions 1V ∈ C0(Ω) under the Gelfand transform for
V = ê−1({1}). 
The above lemmas show that it is equivalent to study sets of projections {ei : i ∈ I}
generating a commutative C*-algebra D or sets of compact open subsets of totally
disconnected spaces Ω which generate the compact open sets Uc(Ω) in the sense of
Definition 2.1. For our K-theoretic studies we need generating sets which satisfy
a certain independence condition. The following definition is taken from [23] and
plays an important roˆle in [9] and [24].
Definition 2.4. Let J be a subset of the power set P(Y ) of a set Y . We call
J independent, if for every finite family X,X1, . . . ,Xk of elements in J such that
X =
⋃k
i=1Xi, there must be an index i ∈ {1, . . . , k} such that Xi = X.
Making the connection between sets and projections, it makes sense to extend the
notion of independence to projections in arbitrary commutative C*-algebras. We
need
Lemma 2.5. Suppose that {ei : i ∈ I} is a set of projections in the commutative
C*-algebra D. Then for each finite subset F ⊆ I there exists a smallest projection
e ∈ D such that ei ≤ e for all i ∈ F . We then write e =:
∨
i∈F ei.
Proof. One checks that
∨
i∈F ei =
∑
∅6=H⊆F (−1)
|H|−1
∏
i∈H ei. 
Definition 2.6. Suppose that {ei : i ∈ I} is a set of projections in the commutative
C*-algebra D. We say that {ei : i ∈ I} is independent if for all finite sets F ⊆ I and
i0 ∈ I such that
∨
i∈F ei = ei0 it follows that i0 ∈ F .
Remark 2.7. Let D be a commutative C*-algebra generated by the set of projections
{ei : i ∈ I}. Let Ω = Spec(D) denote the Gelfand dual of D and let Vi := êi
−1({1})
for all i ∈ I. Then it is straightforward to check that {ei : i ∈ I} is independent
in the sense of Definition 2.6 if and only if V = {Vi : i ∈ I} is independent in the
sense of Definition 2.4. Conversely, if we start with a family V of compact open
sets in a totally disconnected space Ω, then V is independent if and only if the set
{1V : V ∈ V} is an independent set of projections.
The following lemma is obvious, but also follows from [24, Proposition 2.4]:
Lemma 2.8. Suppose that {ei : i ∈ I} is a family of projections in the commutative
C*-algebra D which is closed under multiplication up to 0. Then {ei : i ∈ I} is
independent in the sense of Definition 2.6 if and only it is linearly independent.
Definition 2.9. Suppose that Ω is a totally disconnected locally compact Hausdorff
space. A family V of non-empty compact open subsets of Ω is called a regular basis
(for the compact open sets in Ω) if the following are satisfied:
(1) V ∪ {∅} is closed under finite intersections;
(2) V generates the compact open sets of Ω;
(3) V is independent.
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Similarly, if {ei : i ∈ I} is a set of non-zero projections in a commutative C*-algebra
D, we say that {ei : i ∈ I} is a regular basis for D if it is (linearly) independent,
closed under multiplication (up to 0) and generates D as a C*-algebra, which by
Lemma 2.2 implies that span{ei : i ∈ I} is a dense subalgebra of D.
We have the following countability result for totally disconnected spaces. Recall
that a topological space Ω is called second countable if it has a countable basis for
its topology.
Lemma 2.10. Let Ω be a totally disconnected locally compact Hausdorff space. Then
Ω is second countable if and only if the set Uc(Ω) of compact open subsets of Ω is
countable.
Proof. If Ω is second countable we can find a countable basis U for the topology
of Ω consisting of compact open subsets of Ω. But then each compact open subset
of Ω is a finite union of elements in U , which shows that Uc(Ω) is countable. The
converse is clear. 
Remark 2.11. It follows from the above lemma that if Ω is a second countable
totally disconnected locally compact Hausdorff space, then every regular basis V for
the compact open sets of Ω is countable.
For second countable spaces Ω we can prove the existence of a regular basis for the
compact open sets in Ω:
Proposition 2.12. Let Ω be a second countable totally disconnected locally compact
space. Then there exists a regular basis V for the compact open sets of Ω.
Proof. We first observe that it suffices to consider the case where Ω is compact. This
follows from the fact that every locally compact totally disconnected space Ω can
be written as the disjoint union of compact open sets {Ωi : i ∈ I}. Then, if Vi is
a regular basis for the compact open sets of Ωi for all i ∈ I, then V =
⋃
i∈IVi is a
regular basis for the compact open sets in Ω.
So assume from now on that Ω is compact. Since Ω is second countable, it can be
realized as a projective limit Ω = prolimn∈N Fn for some projective system {Fn; ϕn :
Fn+1 → Fn} in which all sets Fn are finite. Recall from the construction of this
projective limit that a basis U of the topology of Ω consisting of compact open sets
is given by U = {µ−1n (x) : n ∈ N, x ∈ Fn}, where, for each n ∈ N, µn : Ω → Fn
denotes the canonical mapping.
In order to construct a regular basis V for the compact open sets of Ω we first con-
struct bijections ψn : {1, . . . , kn} → Fn, with kn = |Fn|, which satisfy the following
compatibility condition:
(C) For each n ∈ N letm0 := 0 andml := |ϕ
−1
n (ψn({1, . . . , l}))| or l ∈ {1, . . . , kn}.
We require that ϕn : Fn+1 → Fn sends ψn+1
(
{ml−1 + 1, . . . ,ml}
)
to ψn(l)
for all l ∈ {1, . . . , kn}.
The construction can be done easily by starting with an arbitrary bijection ψ1 :
{1, . . . , k1} → F1 and then defining the other bijections recursively by obeying condi-
tion (C) in each step. Having done this, we may assume as well that Fn = {1, . . . , kn}
and that ϕn({ml−1 + 1, . . . ,ml}) = {l} for each 1 ≤ l ≤ kn.
We then define V := {Vn,l := µ
−1
n ({1, . . . , l}) : n ∈ N, 1 ≤ l ≤ kn}. To see that
this is a regular basis for the compact open sets of Ω we first observe that each
basic open set ϕ−1n ({l}) can be obtained as a difference of two sets in V, so it is
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clear that V generates the compact open sets of Ω. To check the other conditions,
observe first that condition (C) together with the equation ϕn ◦ µn+1 = µn implies
that Vn,l = Vn+1,ml for all n ∈ N, 1 ≤ l ≤ kn, with ml as in (C). By induction, it
follows that Vn,l = Vm,l′ for some suitable 1 ≤ l
′ ≤ km whenever, m ≥ n. So, if
finitely many elements W1, . . . ,Wr in V are given, we may assume that there exist
n ∈ N and 1 ≤ l1 ≤ l2 ≤ · · · ≤ lr ≤ kn such that Wi = Vn,li for all 1 ≤ i ≤ r. The
intersection of these sets then equals Vn,l1 . This proves that V is closed under finite
intersections. The union of the Wi equals Vn,lr , which proves independence. 
We close this section with a simple example which illustrates the concept of regular
bases for the compact open sets of a totally disconnected space Ω.
Example 2.13. Consider the space Ω = {1,−1}Z equipped with the product topol-
ogy. Then Ω is homeomorphic to the Cantor space. Recall that the basic open
neighborhoods of an element x = (xn)n∈Z ∈ Ω are given by the sets WF (x) := {y ∈
Ω : yn = xn for all n ∈ F}, where F runs through the finite subsets of Z.
For every finite set F ⊆ Z (including ∅) we define VF := {z ∈ Ω : zn = 1 for all n ∈
F} and we let V denote the family of all such sets VF . Since VF1 ∩ VF2 = VF1∪F2 we
see that V is closed under finite intersections. To see that it is independent, observe
that for finite sets F1, . . . , Fl we have
VF1 ∪ VF2 ∪ · · · ∪ VFl = {z ∈ Ω : ∃k ∈ {1, . . . , l} such that zn = 1 for all n ∈ Fi}
which is equal to a set VF if and only if there exists i0 ∈ {1, . . . , k} such that F = Fi0
and Fi ⊆ F for all i ∈ {1, . . . , l}. Thus it follows that V is a regular basis for the
compact open sets of Ω if it generates the compact open sets Uc(Ω) of Ω. For this let
U denote the smallest subset of Uc(Ω) which contains V and is closed under taking
differences, finite intersections and finite unions. It suffices to show that U contains
all basic neighborhoodsWF (x). To see this we first observe that Ω = V∅ ∈ V . Then
for any fixed n0 ∈ Z the complement V
−
n0 := Ω r Vn0 = {z ∈ Ω : zn0 = −1} lies in
U . For a given finite subset F of Z and any given x ∈ Ω we then have
WF (x) = (
⋂
{Vn : n ∈ F, xn = 1}) ∩ (
⋂
{V −m : m ∈ F, xm = −1}),
so WF (x) ∈ U .
3. K-theory of crossed products by actions on totally disconnected
spaces
In this section we extend the ideas of [9, §6] to study theK-theory of crossed products
of the form C0(Ω)⋊τ,rG for a continuous action of a second countable locally compact
group G on a second countable totally disconnected locally compact space Ω. More
generally, we study the K-theory of a crossed product (A ⊗ C0(Ω)) ⋊α⊗τ,r G by a
diagonal action where α : G → Aut(A) is an action of G by ∗-automorphisms on
a separable C*-algebra A. We will assume that we can find a G-invariant regular
basis V for the compact open sets in Ω. Moreover, we will use the assumption that
G satisfies the Baum-Connes conjecture for suitable coefficients (see the discussion
below).
At the end of this section we will use the K-theoretic results of this section to show
that a G-invariant regular basis for the compact open sets of Ω cannot always exist
(see Examples 3.18 and 3.20 below). But the results in [24] show that such a basis
does exist in many interesting situations connected to the study of crossed products
by semigroups (e.g., see §5 for explicit examples). Let us give a first positive example:
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Example 3.1. Consider the Cantor set Ω = {1,−1}Z of Example 2.13. Then Z acts
on Ω by the shift, i.e., (m · x)n := xn−m for m ∈ Z and x = (xn)n∈Z ∈ Ω. It is then
clear that the regular basis V = {VF : F ⊆ Z finite} as constructed in Example 2.13
is Z-invariant.
From now on we assume that V = {Vi : i ∈ I} is a G-invariant regular basis for
the compact open sets in Ω. We then may assume without loss of generality that
G acts on the index set I via a homomorphism µ : G → SI of G into the group of
permutations of I such that g · Vi = Vgi for all i ∈ I and g ∈ G. Note that it follows
from Lemma 2.10 that I is countable (we always assume that the assignment i 7→ Vi
is bijective). In what follows, we equip I with the discrete topology.
Remark 3.2. We should remark that, although G is not assumed to be discrete, the
action of G on I is automatically continuous, which just means that the stabilizers
Gi = {g ∈ G : gi = i} are open in G for all i ∈ I. This follows from the fact that
Gi coincides with the stabilizer G1Vi = {g ∈ G : τg(1Vi) = 1Vi} for the function 1Vi
under the continuous τ action of G on Ω. But G1Vi = {g ∈ G : ‖τg(1Vi)−1Vi‖∞ < 1}
which is open in G.
We are going to construct a class x ∈ KKG(C0(I), C0(Ω)) which, under some extra
condition on G which we explain below, induces via descent an isomorphism
K∗
(
(A⊗ C0(I)) ⋊α⊗µ,r G
)
∼= K∗
(
(A⊗ C0(Ω))⋊α⊗τ,r G
)
,
and, in good cases, even a KK-equivalence between these algebras. The relevant
extra conditions are related to the Baum-Connes conjecture for the group G, which,
in case it holds, identifies the K-theory of a reduced crossed product B ⋊β,r G with
the topological K-theory Ktop∗ (G;B) of G with coefficients in B. To be more precise,
for every C*-dynamical system (B,G, β) there is a canonical assembly map
µβ : K
top
∗ (G;B)→ K∗(B ⋊β,r G)
and we say that G satisfies the Baum-Connes conjecture for B if this map is an iso-
morphism. By work of Higson and Kasparov [16], the Baum-Connes conjecture holds
for all G-algebras B if one can find a proper G-algebra A which is G-equivariantly
KK-equivalent to C. (Recall that A is called a proper G-algebra if there exists
a locally compact proper G-space X such that there exists a nondegenerate G-
equivariant ∗-homomorphism Φ : C0(X) → ZM(A).) In this case we say that G
satisfies the strong Baum-Connes conjecture with arbitrary coefficients. For our
purposes we do not need to know anything about the definition of the topological
K-theory group, but the interested reader is referred to [2] for an introduction to
this interesting theory.
The result which is important for us is the following proposition. It is taken from
[13], but is based on earlier work in [5, 25, 12], and gives a more detailed formulation
of the principle (DC) of the introduction:
Proposition 3.3. Let A and B be G-algebras and let x ∈ KKG(A,B). Let jG(x) ∈
KK0(A⋊α,r G,B ⋊β,r G) denote the descent of x for the reduced crossed products.
For every compact subgroup H of G let
ϕH : K∗(A⋊α H)→ K∗(B ⋊β H); ϕH(y) = y ⊗ jH(res
G
H(x)).
where “⊗” denotes the Kasparov product. Then the following are true:
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(1) If G satisfies the Baum-Connes conjecture for A and B and if ϕH is an
isomorphism for every compact subgroup H of G, then ·⊗ jG(x) : K∗(A⋊α,r
G)→ K∗(B ⋊β,r G) is an isomorphism.
(2) If G satisfies the strong Baum-Connes conjecture and if jH(res
G
H(x)) is a
KK-equivalence between A⋊α H and B ⋊β H for all compact subgroups H
of G, then jG(x) is a KK-equivalence between A⋊α,r G and B ⋊β,r G.
The Baum-Connes conjecture with coefficients in arbitrary G-algebras admits a
counter-example (see [17]). On the other hand, the validity of the conjecture has
been checked for many interesting classes of groups. One of the strongest results is
given by Higson and Kasparov in [16] where they show that all a-T -menable groups
(this includes all amenable groups and all countably generated free groups) satisfy
the strong Baum-Connes conjecture.
For the construction of x we start with homomorphisms ϕi : C→ C0(Ω) which map
1 ∈ C to the projection ei := 1Vi ∈ C0(Ω). This gives a class in KK(C, C0(Ω)).
Viewing now this copy of C as the ith component of C0(I) =
⊕
i∈I C and using the
well-known isomorphism
KK(C0(I), C0(Ω)) ∼=
∏
i∈I
KK(C, C0(Ω))
we obtain a class x ∈ KK(C0(I), C0(Ω)). We need to make this class G-equivariant.
This is a special case of the following general construction:
Notation 3.4. Suppose that C =
⊕
i∈I Ci is a direct sum of C*-algebras Ci and
suppose that for all i ∈ I we have a homomorphism ϕi : Ci → B into some fixed C*-
algebra B. Then there is a KK-class x ∈ KK(C,B) given by the Kasparov-triple
(E , ϕ, 0) with E = ℓ2(I)⊗B (with grading given by E0 = E , E1 = {0}) equipped with
the canonical B-valued inner product and with
ϕ : C → K(E) ∼= K(ℓ2(I)) ⊗B; ϕ =
⊕
i∈I
ϕi.
Alternatively, x is represented by the ∗-homomorphism ϕ : C → K(ℓ2(I)) ⊗ B via
the identification KK(C,K⊗B) ∼= KK(C,B) given by multiplication with the KK-
class mI ⊗ idB, where mI = [(ℓ
2(I), idK, 0)] ∈ KK(K(ℓ
2(I)),C) denotes the class of
the canonical Morita equivalence K(ℓ2(I)) ∼M C.
Suppose, moreover, that γ : G → Aut(C), β : G → Aut(B) are actions such that
γ induces an action µ : G → SI of G on I by permutations and such that ϕ
becomes G-equivariant with respect to the action Adµ⊗ β on K(ℓ2(I)) ⊗B. Then
the action µ ⊗ β : G → Aut(ℓ2(I) ⊗ B) turns x into a class in KKG(C,B). (Note
that the corresponding class in KKG
(
C,K(ℓ2(I)) ⊗ B
)
is just given by the G-map
ϕ : C → K(ℓ2(I))⊗B.)
We use this to construct equivariant KK-elements as follows:
(E1) Let B = C0(Ω), C = C0(I) =
⊕
i∈I C and let ϕi : C → C0(Ω) be given
by ϕi(1) = ei = 1Vi as above. Then it is straightforward to check that
the resulting homomorphism ϕ =
⊕
i∈I ϕi : C0(I) → K(ℓ
2(I)) ⊗ C0(Ω) is
G-equivariant as required in the previous paragraph, and we obtain a class
x ∈ KKG(C0(I), C0(Ω)).
(E2) More generally, let α : G → Aut(A) be an action of G on a C*-algebra
A. Consider the case B = A ⊗ C0(Ω) and C = A ⊗ C0(I) ∼=
⊕
i∈I A,
ψi = idA⊗ϕi : A ⊗ C → A ⊗ C0(Ω). Then ψ :=
⊕
i∈I ψi : A ⊗ C0(I) →
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K(ℓ2(I)) ⊗ A ⊗ C0(Ω) can be identified with idA⊗ϕ after applying the flip
isomorphism K(ℓ2(I)) ⊗ A ⊗ C0(Ω) ∼= A ⊗ K(ℓ
2(I)) ⊗ C0(Ω). Hence the
corresponding class in KKG(A⊗C0(I), A⊗C0(Ω)) coincides with [idA]⊗Cx
where x ∈ KKG(C0(I), C0(Ω)) is as in (E1).
We need some observations regarding this construction. We start with
Lemma 3.5. Let H be a closed subgroup of G and suppose that C =
⊕
i∈I Ci
and x ∈ KKG(C,B) are as in the general construction above. Then for each H-
invariant subset J ⊆ I let CJ :=
⊕
i∈J Ci ⊆ C and let BJ ⊆ B denote the smallest
H-invariant C*-subalgebra of B which contains all images ϕi(Ci), i ∈ J . Then the
above construction applied to CJ , BJ and H gives a class
xJ = [(ℓ
2(J)⊗BJ , ϕJ , 0)] ∈ KK
H(CJ , BJ),
with ϕJ =
⊕
i∈J ϕi. Moreover, if ι
C
J : CJ → C and ι
B
J : BJ → B denote the
inclusions, then
[ιCJ ]⊗C res
G
H(x) = xJ ⊗BJ [ι
B
J ] ∈ KK
H(CJ , B).
Proof. The product xJ ⊗BJ [ι
B
J ] is represented by the Kasparov triple
(
ℓ2(J) ⊗
BJ) ⊗BJ B,ϕJ ⊗ 1B , 0
)
∼=
(
ℓ2(J) ⊗ B, (1ℓ2(J) ⊗ ι
B
J ) ◦ ϕJ , 0
)
, while the product
[ιCJ ] ⊗CJ res
G
H(x) is represented by the triple
(
ℓ2(I) ⊗ B, (ιKJ ⊗ ι
B
J ) ◦ ϕJ , 0
)
, where
ιKJ : K(ℓ
2(J)) → K(ℓ2(I)) denotes the canonical inclusion. Since both triples differ
by the degenerate triple
(
ℓ2(I \ J)⊗B, 0, 0
)
, the result follows. 
We note that in the alternative picture where we regard x as an element in
KKG(C,K(ℓ2(I)) ⊗ B) and xJ as an element in KK
H(CJ ,K(ℓ
2(J)) ⊗ BJ), the
equation of the above lemma translates into the equation
[ιCJ ]⊗CJ res
G
H(x) = xJ ⊗K(ℓ2(J))⊗BJ [ι
K
J ⊗ ι
B
J ].
This follows from the equation ϕ ◦ ιCJ = (ι
K
J ⊗ ι
B
J ) ◦ ϕJ (which is easily checked on
each summand Ci of CJ). In the following lemma, K
H
∗ (C) = KK
H
∗ (C, C) denotes
H-equivariant K-theory for the compact subgroup H of G. Note that since I is
discrete, it follows from Remark 3.2 that the orbits for the action of H on I are
automatically finite.
Lemma 3.6. Suppose that H ⊆ G is a compact subgroup and let F denote the
set of all finite H-invariant subsets of I ordered by inclusion. Then KH∗ (C) =
limJ∈F K
H
∗ (CJ), K
H
∗ (BI) = limJ∈F K
H
∗ (BJ) and we obtain a commutative diagram
limJ∈F K
H
∗ (CJ)
limJ∈F ([·]⊗CJ xJ )−−−−−−−−−−−→ limJ∈F K
H
∗ (BJ)
∼=
y y∼=
KH∗ (C) −−−−−−−−→
[·]⊗Cres
G
H(x)
KH∗ (BI).
In particular, if all maps [·] ⊗CJ xJ : K
H
∗ (CJ ) → K
H
∗ (BJ) are isomorphisms, the
same is true for [·]⊗C res
G
H(x) : K
H
∗ (C)→ K
H
∗ (BI)
Proof. We note first that equivariant K-theory KH∗ (C) is continuous for compact
groups H, since it can be identified with K∗(C⋊H) via the Green-Julg theorem, and
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hence continuity follows from continuity of ordinary K-theory. Now the previous
lemma implies commutativity of the diagram
KH∗ (CJ)
[·]⊗CJ xJ−−−−−−→ KH∗ (BJ)
ιCJ
y yιBJ
KH∗ (C) −−−−−−−−→
[·]⊗Cres
G
H(x)
KH∗ (BI).
and the result then follows from taking limits. 
Remark 3.7. Suppose that H is a compact group and x ∈ KKH(C,B). Let jH(x) ∈
KK(C⋊H,B⋊H) denote the descent of x. Recall that the Green-Julg isomorphism
µHC : K
H
∗ (C) = KK
H
∗ (C, C)
∼=
→ K∗(C ⋊H)
can be described as the composition
KKH∗ (C, C)
jH→ KK∗(C
∗(H), C ⋊H)
p∗
→ KK(C, C ⋊H)
where p : C→ C∗(H) sends 1 ∈ C to the projection 1H ∈ C(H) ⊆ C
∗(H) (which is
the projection corresponding to the trivial representation 1H of H in the Peter-Weyl
decomposition of C∗(H)). Then the diagram
KH∗ (C)
[·]⊗x
−−−−→ KH∗ (B)
µHC
y yµHB
K∗(C ⋊H) −−−−−−→
[·]⊗jH(x)
K∗(B ⋊H)
commutes. This follows from the fact that jH preserves Kasparov products, and
hence
µHC (y)⊗C⋊H jH(x) = ([p]⊗C∗(H) (jH(y))⊗C⋊H jH(x)
= [p]⊗C∗(H) jH(y ⊗C x) = µ
H
B (y ⊗C x)
for all y ∈ KKH∗ (C, C). We therefore may replace H-equivariant K-theory by the
K-theory of the corresponding crossed products everywhere in the above lemma. In
particular, we see that if all maps [·] ⊗CJ xJ : K
H
∗ (CJ) → K
H
∗ (BJ ) in that lemma
are isomorphisms, then the map
[·]⊗ jH(x) : K∗(C ⋊H)→ K∗(BI ⋊H)
is an isomorphism, too.
We are now coming back to the special situation where the commutative C*-algebra
D = C0(Ω) is generated by the collection {ei = 1Vi : i ∈ I} of projections corre-
sponding to the G-invariant regular basis V = {Vi : i ∈ I}. Since V is closed under
finite intersections (up to ∅) it follows that the family of projections {ei : i ∈ I} is
invariant under multiplication (up to 0). Let us consider the case where I is finite:
Lemma 3.8. Let D be a commutative C*-algebra generated by a multiplicatively
closed (up to 0) and independent finite family of projections {ei : i ∈ I}. For each
i ∈ I let e′i := ei −
∨
ej<ei
ej . Then {e
′
i} is a family of nonzero pairwise orthogonal
projections spanning D. The transition matrix Γ = (γij) determined by the equations
ej =
∑
i∈I γije
′
i, is unipotent and therefore invertible over Z.
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Proof. Independence shows that e′i 6= 0 for all i. For i 6= j we have at least one of
both, e′iej = 0 or eie
′
j = 0. Both equalities imply e
′
ie
′
j = 0. Since dim(D) ≤ |I|, the
e′i linearly span D.
If e′i ≤ ej, then e
′
i ≤ eiej ≤ ei, whence eiej = ei by definition of e
′
i. This shows
that γij = 1 if ei ≤ ej and γij = 0 otherwise. Thus, for the partial ordering
i ≤ j ⇔ ei ≤ ej , the matrix Γ is upper triangular with 1’s on the diagonal. Thus
1− Γ is nilpotent of order |I| (because there are no strictly increasing sequences of
length ≥ |I| in I). It follows that Γ is invertible with inverse
∑|I|
n=0(1− Γ)
n. 
Remark 3.9. Let C and B be two finite dimensional commutative C*-algebras with
bases {c1, . . . , cn} and {b1, . . . , bm} consisting of pairwise orthogonal projections and
equipped with actions of H given by permutations of the bases induced by homo-
morphisms µC : H → Sn, µB : H → Sm. In the appendix we show that every
H-equivariant matrix Γ ∈M(m× n,Z) gives rise to a canonical element
xΓ ∈ KK
H(C,B)
which by Lemma 7.2 is invertible if and only if Γ is invertible. We want to compare
that construction with the construction of the element xJ ∈ KK
H(C0(J),DJ ) in
which J ⊆ I is a finite H-invariant set and DJ ⊆ C0(Ω) is the subalgebra of C0(Ω)
generated by {ei : i ∈ J} which we assume to be closed under multiplication up to
0.
Let {e′i : i ∈ J} be the set of orthogonal projections constructed from {ei : i ∈ J} as
in the above lemma and let {ci : i ∈ J} be the standard basis of C0(J). Identifying J
with {1, . . . , n} for n = |J |, we see from the above lemma that the transition matrix
Γ for passing from {ei : i ∈ J} to {e
′
i : i ∈ J} is invertible and has only entries
0 or 1. Moreover, the element xJ ∈ KK
H(C0(J),DJ ) coming from our general
construction with C = C0(J) and B = DJ is given by the Kasparov cycle [EJ , ϕJ , 0]
with EJ = ℓ
2(J) ⊗ DJ =
⊕n
j=1DJ and in which ϕJ(cj) acts via the projection ej
in the jth component of this direct sum and as 0 in all other components. Thus
we may restrict the module to the nondegenerate part E0 := ϕJ(C0(J))EJ , which is
E0 =
⊕n
j=1 ejDJ .
On the other hand, the element xΓ ∈ KK
H(C0(J),DJ ) constructed in the appendix
from the transition matrix Γ and the bases {c1, . . . , cn} of C0(J) and {e
′
1, . . . , e
′
n} of
DJ is given by the Kasparov cycle [E , ψ, 0] in which E =
⊕n
j=1 (
⊕n
i=1(C
γij ⊗Ce′i))
and where ψ(cj) acts via the projection of the j-th summand
⊕n
i=1(C
γij ⊗ Ce′i) of
this module. Now, since ej =
∑n
i=1 γije
′
i and γij only takes values 0 or 1, one easily
checks that ejDJ ∼=
⊕n
i=1 γije
′
iDJ
∼=
⊕n
i=1(C
γij ⊗ Ce′i) as Hilbert DJ -modules and
that this isomorphism intertwines ϕ(cj) with ψ(cj) for all 1 ≤ j ≤ n. This proves
xJ = xΓ ∈ KK
H(C0(J),DJ ). In particular, it follows that xJ is invertible!
We are now ready for the main result of this section.
Proposition 3.10. Let x ∈ KKG(C0(I), C0(Ω)) be as in Notation 3.4 (N1) and let
A be any G-algebra. Then for any compact subgroup H ⊆ G the restriction
resGH([idA]⊗C x) ∈ KK
H
(
A⊗ C0(I), A ⊗ C0(Ω)
)
of the class [idA]⊗C x ∈ KK
G
(
A⊗ C0(I), A ⊗C0(Ω)
)
induces isomorphisms
[·]⊗ resGH([idA]⊗C x) : K
H
∗
(
A⊗ C0(I)
) ∼=
→ KH∗ (A⊗ C0(Ω))
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and, via descent,
[·]⊗ jH(res
G
H([idA]⊗C x)) : K∗
((
A⊗ C0(I)
)
⋊H
) ∼=
→ K∗
(
(A⊗ C0(Ω))⋊H
)
.
Moreover, if H ⊆ G is compact such that A ⋊ Hi lies in the bootstrap class for all
stabilizers Hi = {h ∈ H : hi = i} (this is for example always true if A is type I)
or if H = {e} is the trivial group, then (A⊗ C0(I)) ⋊H and (A ⊗ C0(Ω))⋊H are
KK-equivalent.
Proof. It follows from Lemma 3.6 (applied to the class [idA]⊗C x constructed as in
(E2)) that it suffices to show that the corresponding classes [idA]⊗CxJ ∈ KK
H(A⊗
C0(J), A ⊗ DJ) are invertible for any H-invariant finite subset J ⊆ I such that
{ei : i ∈ J} ∪ {0} is multiplicatively closed, where DJ ⊆ C0(Ω) is the subalgebra
generated by {ei : i ∈ J}. But this is the case if for all such J ⊆ I the classes
xJ ∈ KK
H
(
C0(J),DJ
)
are invertible, which follows from Remark 3.9 above.
Suppose now that A ⋊ Hi lies in the bootstrap class for all i ∈ I. Then for each
finite H-invariant subset J ⊆ I we have
(A⊗ C0(J))⋊H ∼=
⊕
[i]∈H\J
(A⊗ C0(H/Hi))⋊H ∼M
⊕
A⋊Hi,
where the Morita equivalence on the right hand side follows from Green’s imprimi-
tivity theorem [14, Theorem 17]. It follows that (A⊗C0(J))⋊H is in the bootstrap
class. On the other hand if e′i = ei−
∨
ej<ei
ej for all i ∈ J is as in Lemma 3.8, then
the morphism A⊗C0(J)→ A⊗DJ which sends a⊗ 1{i} to a⊗ e
′
i for all i ∈ J is an
H-equivariant isomorphism, and hence (A⊗C0(J))⋊H ∼= (A⊗DJ )⋊H. Since the
bootstrap class is closed under inductive limits, it follows that (A⊗C0(I))⋊H and
(A ⊗ C0(Ω))⋊H both lie in the bootstrap class, and hence satisfy the UCT. Thus
the desired KK-equivalence follows from isomorphism in K-theory.
If H = {e} is the trivial subgroup of G, then it follows from the above arguments
(with A = C) that x ∈ KK(C0(I), C0(Ω)) is a KK-equivalence, from which it
follows that [idA]⊗C x is a KK-equivalence between A⊗C0(I) and A⊗C0(Ω). 
Remark 3.11. The assertion on type I algebras A in the above proposition follows
from the fact that all type I C*-algebras lie in the bootstrap class (e.g. see [1]) and
the fact (see [29]) that crossed products of type I C*-algebras by compact groups
are type I.
Note that the proposition implies in particular, that for all second countable to-
tally disconnected spaces Ω and any choice V = {Vi : i ∈ I} of a regular ba-
sis for the compact open sets in Ω (which exists by Proposition 2.12) the class
x ∈ KK(C0(I), C0(Ω)) constructed above is a KK-equivalence.
Combining Proposition 3.10 with Proposition 3.3 we now get:
Theorem 3.12. Suppose that G satisfies the Baum-Connes conjecture with coeffi-
cients in A⊗ C0(I) and in A⊗ C0(Ω). Then
[·]⊗ jG([idA]⊗C x) : K∗
((
A⊗ C0(I)
)
⋊α⊗µ,r G
)
→ K∗((A⊗ C0(Ω))⋊α⊗τ,r G)
is an isomorphism. Moreover, if G satisfies the strong Baum-Connes conjecture and
A⋊H lies in the bootstrap class for all compact subgroups H of G which lie in some
stabilizer Gi for the action of G on I, or if G satisfies the strong Baum-Connes
conjecture and has no non-trivial compact subgroups, then
jG([idA]⊗C x) ∈ KK
(
(A⊗ C0(I)) ⋊α⊗µ,r G, (A⊗ C0(Ω))⋊α⊗τ,r G
)
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is a KK-equivalence.
Remark 3.13. If I is a countable discrete G-space, then it follows from the results
of [3, Theorem 2.5] and [4, Proposition 2.6] and the decomposition of A⊗ C0(I) as
given in (3.1) below, that G satisfies the Baum-Connes conjecture with coefficients
in A ⊗ C0(I) if (and only if) all stabilizers Gi for the action of G on I satisfy the
conjecture with coefficients in A with respect to the restriction of the given action
of G on A to the subgroups Gi.
On the other hand, G satisfies the Baum-Connes conjecture with coefficients in
A ⊗ C0(Ω) if and only if the transformation groupoid Ω ⋊G satisfies the groupoid
version of the Baum-Connes conjecture with coefficients in A ⊗ C0(Ω) induced by
the given G-action on A. We refer to [30] for the formulation of the Baum-Connes
conjecture for groupoids. There it is shown that Ω ⋊ G satisfies the Baum-Connes
conjecture with arbitrary coefficients if the groupoid Ω ⋊ G is amenable (or, more
generally, a-T -menable). This situation is much more general than simply assuming
that G is amenable or a-T -menable. Thus we see that the conditions on the Baum-
Connes conjecture in Theorem 3.12 are in particular satisfied for every G-algebra A
if the following two conditions hold:
(1) All stabilizers Gi for the action of G on I are amenable (or a-T -menable),
and
(2) the transformation groupoid Ω⋊G is amenable (or a-T -menable).
Since I is discrete, we get a decomposition of A⊗C0(I) as a direct sum of G-algebras
A⊗ C0(I) ∼=
⊕
[i]∈G\I
A⊗ C0(G · i) ∼=
⊕
[i]∈G\I
A⊗C0(G/Gi) (3.1)
where Gi denotes the stabilizer Gi := {g ∈ G : g · i = i} for i ∈ I under the G-action.
We therefore get a decomposition of the reduced crossed products
(A⊗ C0(I)) ⋊α⊗µ,r G ∼=
⊕
[i]∈G\I
(A⊗ C0(G/Gi))⋊α⊗µi,r G,
where µi : G→ Aut(C0(G/Gi)) is the action by left translation. Thus, by a version
of Green’s imprimitivity theorem (see [14, Theorem 17] and [21]) we have a canonical
Morita equivalence
(A⊗ C0(G/Gi))⋊α⊗µi,r G ∼M A⋊α,r Gi.
Therefore, by Morita invariance and continuity of K-theory, we obtain a canonical
isomorphism ⊕
[i]∈G\I
K∗(A⋊α,r Gi) ∼= K∗
(
(A⊗ C0(I))⋊α⊗µ,r G
)
.
Combining this with the isomorphism of Theorem 3.12, we obtain
Corollary 3.14. Suppose that G, Ω, α : G→ Aut(A) and V = {Vi : i ∈ I} are as in
Theorem 3.12. Then there is a canonical KK-equivalence yI ∈ KK0
(⊕
[i]∈G\I A⋊α,r
Gi, (A⊗C0(I))⋊α⊗µ,rG
)
. Combined with the isomorphism of Theorem 3.12 we get
an isomorphism ⊕
[i]∈G\I
K∗(A⋊α,r Gi) ∼= K∗
(
(A⊗ C0(Ω))⋊α⊗τ,r G
)
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If we have KK-equivalence in Theorem 3.12, then the above isomorphism is also
induced by a KK-equivalence.
In particular, in the special case A = C we get an isomorphism⊕
[i]∈G\I
K∗(C
∗
r (Gi))
∼= K∗
(
C0(Ω)⋊τ,r G
)
.
If G satisfies the strong Baum-Connes conjecture, this isomorphism is obtained from
a KK-equivalence
⊕
[i]∈G\I C
∗
r (Gi) ∼KK C0(Ω)⋊τ,r G.
Remark 3.15. We point out that the isomorphism⊕
[i]∈G\I
K∗(A⋊α,r Gi) ∼= K∗
(
(A⊗ C0(Ω))⋊α⊗µ,r G
)
of the theorem is induced by a ∗-homomorphism
Ψ :
⊕
[i]∈G\I
A⋊α,r Gi → K(ℓ
2(I))⊗
(
(A⊗ C0(Ω))⋊α⊗µ,r G
)
.
which can be described as follows. First of all we have a homomorphism
ηi : A⋊α,r Gi → (A⊗ C0(G · i))⋊α⊗τ,r G
given by the inclusion A ⋊α,r Gi →֒ (A ⊗ C0(G · i)) ⋊α⊗τ,r Gi induced from the
Gi-equivariant inclusion A →֒ A ⊗ C0(G · i); a 7→ a ⊗ δi followed by the inclusion
(A ⊗ C0(G · i)) ⋊α⊗τ,r Gi →֒ (A ⊗ C0(G · i)) ⋊α⊗τ,r G (use [9, Lemma 2.5.2]). This
maps A ⋊α,r Gi bijectively onto a full corner of (A ⊗ C0(G · i)) ⋊α⊗τ,r G which
establishes Green’s Morita equivalence A⋊α,rGi ∼M (A⊗C0(G · i))⋊α⊗τ,rG. Using
the decomposition
(A⊗ C0(I))⋊α⊗τ,r G ∼=
⊕
[i]∈G\I
(A⊗ C0(G · i))⋊α⊗τ,r G,
we then obtain a ∗-homomorphism
η =
⊕
[i]∈G\I
ηi :
⊕
[i]∈G\I
A⋊α,r Gi →
(
A⊗ C0(I))⋊α⊗τ,r G
which induces the KK-equivalence yI of Corollary 3.14.
We then recall from our constructions in Notation 3.4 that, after passing from A⊗
C0(Ω) to the stabilization A⊗ K(ℓ
2(I)) ⊗ C0(Ω) (with action on K(ℓ
2(I)) given by
Adµ, where by abuse of notation we let µ denote the unitary representation of G on
ℓ2(I) induced by the given action µ of G on I), the equivariant KK-class [idA]⊗x ∈
KKG(A⊗C0(I), A⊗C0(Ω)) ∼= KK
G
(
A⊗C0(I), A⊗K(ℓ
2(I))⊗C0(Ω)
)
) is represented
by the G-equivariant ∗-homomorphism idA⊗ϕ : A⊗C0(I)→ A⊗K(ℓ
2(I))⊗C0(Ω)
with ϕ =
⊕
i∈I ϕi as in Notation 3.4. Recall that ϕi sends the element a ⊗ δi ∈
A ⊗ C0(I) to the element a ⊗ pi ⊗ 1Vi , where pi denotes the orthogonal projection
onto the ith component of ℓ2(I). Thus, the descent of [idA] ⊗ x is represented, up
to stabilization, by the ∗-homomorphism
ψ := (idA⊗ϕ)⋊G : (A⊗C0(I))⋊α⊗µ,r G→ (A⊗K(ℓ
2(I))⊗C0(Ω))⋊α⊗Adµ⊗τ,r G.
Finally note that the algebra (A ⊗ K(ℓ2(I)) ⊗ C0(Ω)) ⋊α⊗Adµ⊗τ,r G is canonically
isomorphic to K(ℓ2(I))⊗
(
(A⊗C0(Ω))⋊α⊗τ,r G
)
by sending a typical element (a⊗
k⊗ f)ug of the first algebra to the element k ·µg ⊗ ((a⊗ f)ug) of the second algebra
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(here we denote by g 7→ ug the embedding of G into both crossed products). Taking
compositions, we obtain the desired ∗-homomorphism Ψ.
We show that restricted to each component K∗(A⋊α,rGi) the isomorphism of Corol-
lary 3.14 has a nicer description. For this observe that for any given i ∈ I we have
a Gi-equivariant embedding A →֒ A ⊗ C0(Ω) which sends a ∈ A to a ⊗ 1Vi . This
induces an embedding A ⋊α,r Gi →֒ (A ⊗ C0(Ω)) ⋊α⊗µ,r Gi. Composing this with
the inclusion (A⊗C0(Ω))⋊α⊗µ,rGi →֒ (A⊗C0(Ω))⋊α⊗µ,rG (use [9, Lemma 2.5.2])
we obtain a canonical inclusion
πi : A⋊α,r Gi → (A⊗ C0(Ω))⋊α⊗τ,r G (3.2)
given on a typical element aug, a ∈ A, g ∈ Gi by πi(aug) = (a⊗ 1Vi)ug.
Lemma 3.16. For each i ∈ I let ji : A ⋊α,r Gi →
⊕
[j]∈G\I A ⋊α,r Gj denote the
canonical inclusion and let πi be as in (3.2) above. Then we have
[πi] = [ji]⊗yI⊗jG([idA]⊗C x) ∈ KK
(
A⋊α,r Gi, (A⊗ C0(Ω))⋊α⊗τ,r G
)
.
Therefore, the restriction of the isomorphism⊕
[i]∈G\I
K∗(A⋊α,r Gi) ∼= K∗
(
(A⊗ C0(Ω))⋊α⊗µ,r G
)
of Corollary 3.14 to the summand K∗(A⋊α,r Gi) is given by
(πi)∗ : K∗(A⋊α,r Gi)→ K∗
(
(A⊗ C0(Ω))⋊α⊗µ,r G
)
.
Proof. Let pi ∈ K(ℓ
2(I)) be the projection on the ith component of ℓ2(I) and let
θi : (A⊗C0(Ω))⋊α⊗τ,r G→ K(ℓ
2(I))⊗ (A⊗ C0(Ω))⋊α⊗τ,r G,
θi(x) = pi⊗x be the KK-equivalence induced by pi (note that this KK-equivalence
does not depend on the particular choice of the rank-one projection pi ∈ K(ℓ
2(I))).
By Remark 3.15 we have
yI ⊗ jG([idA]⊗C x)⊗[θi] = [Ψ]
in KK
(⊕
[i]∈G\I A⋊α,r Gi , K(ℓ
2(I))⊗ (A⊗ C0(Ω))⋊α⊗τ,r G
)
with
Ψ :
⊕
[i]∈G\I
A⋊α,r Gi → K(ℓ
2(I))⊗ (A⊗ C0(Ω))⋊α⊗τ,r G
as in the remark. So it suffices to show that θi ◦ πi = Ψ ◦ ji. By construction, on
a typical element aug ∈ A ×α,r Gi we have θi ◦ πi(aug) = pi ⊗ (a ⊗ 1Vi)ug. On
the other hand, following the description of Ψ in the remark, we get Ψ(ji(aug)) =
piµg ⊗ (a ⊗ 1Vi)ug. But remember that at this point, µg is the unitary operator
acting on ℓ2(I) via the action of G on I. Since g ∈ Gi lies in the stabilizer of i ∈ I,
we get piµg = pi. Thus θi ◦πi(aug) = Ψ ◦ ji(aug) for all a ∈ A, g ∈ Gi and the result
follows. 
Example 3.17. As a first example we want to study the K-theory of the Cantor set
Ω = {1,−1}Z of Example 3.1, i.e., we consider the action of Z on Ω given by the shift
(m · x)n = xn−m for m ∈ Z and x = (xn)n∈Z ∈ Ω. Let F(Z) denote the family of
finite subsets of Z and let V = {VF : F ∈ F(Z)} be the regular basis for the compact
open sets in Ω as constructed in Example 2.13. Then the corresponding action of Z
on F(Z) is given by translation. It is free on F(Z)∗ := F(Z) r {∅} and it fixes the
empty set. Thus, since Z satisfies the strong Baum-Cones conjecture, Corollary 3.14
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shows that for any action α : Z → Aut(A), we obtain a KK-equivalence between(
A⋊α Z
)
⊕
(⊕
[F ]∈Z\F(Z)∗ A
)
and (A⊗C(Ω))⋊α⊗τ Z. In particular, we obtain an
isomorphism
K∗(A⋊α Z)⊕
 ⊕
[F ]∈Z\F(Z)∗
K∗(A)
 ∼= K∗((A⊗ C(Ω))⋊α⊗τ Z).
On the summand K∗(A) corresponding to some [F ] ∈ Z\F(Z)
∗, the isomorphism is
induced by the inclusion a 7→ a ⊗ 1VF ∈ A ⊗ C(Ω) ⊆ (A ⊗ C(Ω)) ⋊α⊗τ Z. On the
summand A⋊αZ it is given by the descent of the Z-equivariant inclusion a 7→ a⊗1Ω
of A into A⊗ C(Ω). In the special case where A = C we obtain a KK-equivalence
between C(T)⊕ C0(Z\F(Z)
∗) and C0(Ω)⋊τ Z.
We now present examples of actions for which a G-invariant regular basis of the
compact open sets of Ω cannot exist. Our first example shows that there are indeed
many Z-actions on the Cantor set, which do not allow a Z-invariant regular basis
for the compact open sets.
Example 3.18. For any prime p let Zp denote the ring of p-adic integers. The un-
derlying additive group is totally disconnected and compact and, as a space, is
homeomorphic to the Cantor set. Moreover, Z embeds into Zp as a dense subgroup
via n 7→ n · 1p, where 1p denotes the multiplicative unit of Zp. Consider the trans-
lation action τ of Z on Zp given by τn(x) = x + n1p. This is a minimal action of
the type as studied by Riedel in [28]. Let χ : Ẑp → T denote the character given
by evaluation at 1p. Since 1p generates a dense subgroup of Zp, the character χ is
faithful. The image G := χ(Ẑp) is the Pru¨fer p-group, i.e., the union of all cyclic
subgroups of T with order a power pm of p. Let τ̂ denote the translation action of
Ẑp
∼= G on T. Then there is a canonical isomorphism
C(T)⋊τ̂ Ẑp ∼= C(Zp)⋊τ Z
which can be obtained by representing the crossed products faithfully on L2(Ẑp×T)
and L2(Z×Zp) via the canonical regular representations, respectively, and then check
that conjugation with the Plancherel isomorphism Ψ : L2(Ẑp × T)→ L
2(Zp × Z) ∼=
L2(Z× Zp) induces the desired isomorphism. Thus we can apply [28, Theorem 3.6]
which implies that K0(C0(Zp)⋊Z) is isomorphic to the group Z[
1
p ] = {
k
pl
: k ∈ Z, l ∈
N0} (note that the crossed product in question is also isomorphic to the well known
Bunce-Deddens algebra). The abelian group Z[1p ] is not isomorphic to any direct
sum of copies of Z. But if there were a Z-invariant regular basis V for Zp, Corollary
3.14 would imply that K0(C0(Zp)⋊Z) is isomorphic to a direct sum of copies of Z.
More examples of the above type can be obtained from the results in [28]. For
example, the odometer actions described in [20, p. 332] give a big class of Z-actions
on the Cantor set for which a Z-invariant regular basis for the compact open sets
cannot exist. The following corollary of Theorem 3.12 will be used to give such an
example with an action of the free group Fn.
Corollary 3.19. Let G, Ω be as in Theorem 3.12 (in particular, we assume that Ω
has a G-invariant regular basis). In addition, let G be discrete and K-amenable in
the sense of [7]. Then K0(C0(Ω)⋊τ,r G) contains a copy of Z as a direct summand.
18 JOACHIM CUNTZ, SIEGFRIED ECHTERHOFF, AND XIN LI
Proof. Corollary 3.14 tells us that
⊕
[i]∈G\I K0(C
∗
r (Gi))
∼= K0
(
C0(Ω)⋊τ ,r G
)
. Now
since G is K-amenable, each of the subgroups Gi is also K-amenable by [7]. Thus
K0(C
∗
r (Gi))
∼= K0(C
∗(Gi)) contains a copy of K0(C) ∼= Z as a direct summand. 
With the help of this corollary, we can now present more examples for which a G-
invariant regular basis cannot exist. We thank M. Rørdam who drew our attention
to the existence of such examples.
Example 3.20. Consider the dynamical system from [24, § 8.2] with the free group
Fn acting on the positive part (∂Fn)+ of its Gromov boundary by left translations.
As observed in [24, § 8.2], the crossed product C0((∂Fn)+)⋊rFn is Morita equivalent
to On, so K0(C0((∂Fn)+)⋊rFn) ∼= Z/(n−1)Z. Thus we conclude using the previous
corollary that there cannot exist an Fn-invariant regular basis for the compact open
subsets of (∂Fn)+.
Question 3.21. Is there an intrinsic characterization for the existence of such invari-
ant regular bases for the compact open subsets in terms of the underlying topological
dynamical system?
Remark 3.22. Even if we cannot find a G-invariant regular basis there is always the
following regularization procedure:
Let Ω be a totally disconnected, second countable, locally compact G-space and
consider the G-algebra D = C0(Ω). We can always find a generating family of
compact open subsets V of Ω such that
• V ∪ {∅} is closed under finite intersections,
• V is G-invariant.
One possibility would be V = Uc(Ω). More generally, we can start with an arbitrary
generating family V0 and let V be the smallest family satisfying the two desired
conditions above and containing V0. Of course, in general, V will not be independent.
But we can define D 〈V〉 as the universal C*-algebra C∗({eV : V ∈ V} R) with the
set of relations R given by:
eV = e
∗
V = e
2
V and eV1eV2 =
{
eV1∩V2 if V1 ∩ V2 6= ∅
0 else
.
As explained in [24, § 2], the family of projections {eV : V ∈ V} ⊆ D 〈V〉 is inde-
pendent. And by universal property, there is a canonical surjective homomorphism
D 〈V〉 → D given by eV 7→ 1V . Let D1 be the kernel of this surjection. We then
obtain a short exact sequence 0 → D1 → D 〈V〉 → D → 0, and D1 will be {0} if
and only if the family V we started with was already independent.
In addition, by universal property of D 〈V〉, every g ∈ G gives rise to an automor-
phism of D 〈V〉 which is determined by eV 7→ egV . With this G-action on D 〈V〉, the
canonical homomorphism D 〈V〉 → D becomes G-equivariant. Thus if G is exact,
we obtain from the exact sequence above the following exact sequence of the reduced
crossed products:
0→ D1 ⋊r G→ D 〈V〉⋊r G→ D ⋊r G→ 0.
We could also dualize and obtain with Ω1 = SpecD1 and Ω 〈V〉 = Spec(D 〈V〉) the
following exact sequence:
0→ C0(Ω1)⋊r G→ C0(Ω 〈V〉)⋊r G→ C0(Ω)⋊r G→ 0. (3.3)
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Since {eV : V ∈ V} ⊆ D 〈V〉 is independent, this family of projections corresponds
to a regular basis of Ω 〈V〉, so that our method of computing K-theory applies to
the crossed product in the middle of (3.3). The idea would then be to try to use the
six term exact sequence in K-theory for (3.3) to compute K-theory for C0(Ω)⋊r G.
This of course means that we have to compute K-theory for the ideal in (3.3) first.
Since D1 = C0(Ω1) is again of the same form as D = C0(Ω), we could iterate this
regularization process. However, the question is whether in this iteration, we will
at some point be able to determine K-theory for the kernel, i.e. for the analogue of
D1 ⋊r G.
4. K-theory of semigroup crossed products
In this section we want to apply the results of the previous section to the study of the
K-theory of certain semigroup crossed products. Throughout this section we assume
that P ⊆ G is a subsemigroup of the group G which contains the unit element e ∈ G.
By a right ideal of P (resp. a right P -ideal in G), we mean a subset X of P (resp.
G) such that XP = X. For an arbitrary subset X of G and for g ∈ G we write
g ·X = {gx : x ∈ X} ⊆ G for the translate of X by g. Moreover, if X ⊆ P and p ∈ P
we write pX := p ·X and p−1X = {y ∈ P : py ∈ X} = (p−1 ·X)∩P . It is important
to observe the difference between the set p−1 ·X ⊆ G and the set p−1X ⊆ P defined
above! We recall from [24] the following definition of constructible right ideals in P
and G:
Definition 4.1. Let P ⊆ G be as above. Then the set of constructible right ideals
JP of P is defined as the smallest family of subsets of P which contains the empty
set ∅ as well as P and also pX, p−1X for all X ∈ JP and p ∈ P .
The set of constructible right P -ideals JP⊆G in G is the smallest left translation
invariant family of subsets X ⊆ G which contains JP and which is closed under
taking finite intersections.
As observed in [23, § 3], JP is automatically closed under finite intersections.
If Y is a discrete space and X ⊆ Y we let EX : ℓ
2(Y ) → ℓ2(X) ⊆ ℓ2(Y ) denote
the orthogonal projection, which is given by multiplication with the characteristic
function 1X of X. If J ⊆ P(Y ), we let
D(J ) = C∗({EX : X ∈ J }) ⊆ L(ℓ
2(Y )) (4.1)
denote the commutative C*-algebra generated by the projections EX , X ∈ J and we
write Ω(J ) for the Gelfand dual Spec(D(J )). Recall from Lemma 2.2 and Lemma
2.3 that Ω(J ) is totally disconnected and that the family V = {VX : X ∈ J }, with
VX := ÊX
−1
({1}), generates the compact open subsets of Ω(J ). Moreover, it is
clear that the representation M : ℓ∞(Y ) → L(ℓ2(Y )) by multiplication operators
M(f)ξ = f · ξ restricts to an isomorphism between C∗({1X : X ∈ J }) ⊆ ℓ
∞(Y ) and
D(J ).
If P ⊆ G is a subsemigroup of a group G, we put DP := D(JP ) and DP⊆G :=
D(JP⊆G) where D(JP ) and D(JP⊆G) are as in (4.1). Similarly, we shall simply
write ΩP and ΩP⊆G for the corresponding totally disconnected spaces Ω(JP ) and
Ω(JP⊆G), respectively. Recall that the reduced left semigroup C*-algebra C
∗
λ(P )
is defined as the sub-C*-algebra of L(ℓ2(P )) which is generated by the isometries
Vp : ℓ
2(P ) → ℓ2(P ) given by Vpδq = δpq, where δq denotes the Dirac-function at
20 JOACHIM CUNTZ, SIEGFRIED ECHTERHOFF, AND XIN LI
q ∈ P . For X ⊆ P let EX denote the orthogonal projection from ℓ
2(P ) onto
ℓ2(X) ⊆ ℓ2(P ) as in the above discussion. Then
VpEXV
∗
p = EpX and V
∗
p EXVp = Ep−1X .
This shows that C∗λ(P ) contains all projections EX with X ∈ JP , the set of con-
structible right ideals in P . Thus, we see that DP ∼= C(ΩP ) is a commutative
C*-subalgebra of C∗λ(P ). On the other hand, since the set JP⊆G of constructible
right P -ideals in G is closed under left translation with elements of G, the C*-
algebra DP⊆G = D(JP⊆G) ⊆ ℓ
∞(G) is also invariant under the left translation ac-
tion τ : G→ Aut(ℓ∞(G)). Thus we obtain a well defined action τ : G→ Aut(DP⊆G)
given on the generators by
τg(EX) = Eg·X , ∀X ∈ JP⊆G .
In what follows we want to compare C∗λ(P ) with the reduced crossed product
DP⊆G ⋊τ,r G ∼= C0(ΩP⊆G) ⋊τ,r G. Indeed, we want to consider a more general
situation in which we start with an action α : G→ Aut(A) of G on a C*-algebra A.
Then α restricts to an action of P on A by automorphisms, and we can form the
reduced semigroup crossed product A⋊α,r P as follows:
Assume that A is represented faithfully and nondegenerately on the Hilbert space
H. We then obtain a faithful representation α˜P : A→ L(H⊗ ℓ
2(P )) by
α˜P (a)(ξ ⊗ ǫx) := α
−1
x (a)ξ ⊗ ǫx ∀ξ ∈ H, x ∈ P. (4.2)
The reduced semigroup crossed product A⋊α,r P is then defined as
A⋊α,r P := C
∗ ({α˜P (a)(1H ⊗ Vp) : a ∈ A, p ∈ P}) ⊆ L(H⊗ ℓ
2(P )) (4.3)
(see [24] for more details).
Let us now recall some results of [24] concerning the question under what conditions
on P ⊆ G we can realize A ⋊α,r P as a full corner of the reduced crossed product(
A⊗DP⊆G
)
⋊α⊗τ,r G. We start by recalling [24, Lemma 3.6]:
Lemma 4.2. Let π : A⊗DP⊆G → L(H⊗ ℓ
2(G)) be the representation defined by
π(a⊗ d)(ξ ⊗ ǫx) = α
−1
x (a)ξ ⊗ dǫx.
Then (π, 1H ⊗ λG) is a covariant homomorphism of
(
A ⊗ DP⊆G, G, α ⊗ τ
)
on
H ⊗ ℓ2(G) which induces a faithful representation of the reduced crossed product(
A⊗DP⊆G
)
⋊α⊗τ,r G on L(H⊗ ℓ
2(G)).
Following the notation of [24] we introduce the following
Notation 4.3. We let A ⋊α,r (P ⊆ G) denote the (isomorphic) image of
(
A ⊗
DP⊆G
)
⋊α⊗τ,r G in L(H ⊗ ℓ
2(G)) under the representation π ⋊ (1H ⊗ λG) of the
above lemma.
Since P ∈ JP ⊆ JP⊆G we have 1A⊗EP ∈M(A⊗DP⊆G) which embeds canonically
into the multiplier algebra of (A ⊗DP⊆G) ⋊α⊗τ,r G. Extending the representation
π⋊ (1⊗λG) of Lemma 4.2 to the multiplier algebra maps 1A⊗EP to the projection
1H ⊗ EP ∈ L(H⊗ ℓ
2(G)). We therefore may consider the corner
(1H ⊗EP )
(
A⋊α,r (P ⊆ G)
)
(1H ⊗ EP ) ⊆ L(H⊗ ℓ
2(P ))
inside A⋊α,r (P ⊆ G).
The following important lemma is the combination of [24, Lemma 3.8] with [24,
Lemma 3.9]:
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Lemma 4.4. Let P ⊆ G be a subsemigroup of the group G. Then for every system
(A, G, α) we have that (1H ⊗ EP )
(
A ⋊α,r (P ⊆ G)
)
(1H ⊗ EP ) is a full corner of
A⋊α,r (P ⊆ G) which contains A⋊α,r P , and the following are equivalent:
(1) A ⋊α,r P = (1H ⊗ EP )
(
A ⋊α,r (P ⊆ G)
)
(1H ⊗ EP ) for every C*-dynamical
system (A, G, α),
(2) C∗λ(P ) = EPC
∗
r (P ⊆ G)EP , where we set C
∗
r (P ⊆ G) := C ⋊id,r (P ⊆ G)
∼=
DP⊆G ⋊τ,r G,
(3) For all g ∈ G we have EPλgEP ∈ C
∗
λ(P ),
and either of these statements implies EPDP⊆GEP ⊆ DP .
We now recall the definition of the Toeplitz condition from [24]:
Definition 4.5 (cf. [24, Lemma 3.9 and Definition 4.1]). Let P ⊆ G be a subsemi-
group of the group G. We say that
(1) P ⊆ G satisfies the Toeplitz condition if for all g ∈ G with EPλgEP 6= 0,
there exist pi,qi in P such that EPλgEP = V
∗
p1Vq1 · · ·V
∗
pnVqn ,
(2) P ⊆ G satisfies the weak Toeplitz condition if the equivalent conditions (1),
(2) and (3) of Lemma 4.4 are satisfied, and
(3) P ⊆ G satisfies theK-theoretic Toeplitz condition if for every system (A, G, α)
the inclusion map ι : A ⋊α,r P → (1H ⊗ EP )
(
A ⋊α,r (P ⊆ G)
)
(1H ⊗ EP )
induces an isomorphism of K-theory groups.
It is clear from condition (3) of Lemma 4.4 that the Toeplitz condition implies the
weak Toeplitz condition and it is clear from condition (1) of Lemma 4.4 that the
weak Toeplitz condition implies the K-theoretic Toeplitz condition. The following
result of [24] turns out to be extremely useful
Lemma 4.6 (cf [24, Lemma 4.2]). Let P ⊆ G such that the set JP of constructible
right ideals in P is independent in the sense of Definition 2.4 above and assume that
P ⊆ G satisfies the Toeplitz condition. Then the following are true:
(1) The set JP⊆G of constructible right P -ideals in G is independent.
(2) For all g ∈ G and X ∈ JP we have g ·X ∩ P ∈ JP .
(3) JP⊆G = {g ·X : g ∈ G,X ∈ JP }.
Since the set JP⊆G of constructible right P -ideals in G is closed under finite inter-
sections, it follows that the set of projections {EX : X ∈ JP⊆G} is closed under
multiplication. Moreover, since DP⊆G is generated by this set of projections, it fol-
lows that {EX : X ∈ JP⊆G} r {0} forms a regular basis for DP⊆G ∼= C0(ΩP⊆G) if
and only if JP⊆G is independent in the sense of Definition 2.4 (which implies that
{EX : X ∈ JP⊆G} r {0} is independent in the sense of Definition 2.6). Thus, if
this is satisfied, we are precisely in the situation of Theorem 3.12 (which we may
apply to the totally disconnected space ΩP⊆G and the regular basis V = {VX :
X ∈ JP⊆G} r {∅} for the compact open sets of ΩP⊆G, with VX = ÊX
−1
({1}) for
X ∈ JP⊆G ). As a consequence we get
Theorem 4.7. Let IP⊆G := JP⊆G r {∅}, let α : G → Aut(A) be an action of
a countable group G on a separable C*-algebra A and assume that the following
conditions are satisfied for P ⊆ G and A:
(1) P ⊆ G satisfies the K-theoretic Toeplitz condition;
(2) The set JP⊆G of constructible right P -ideals in G is independent;
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(3) G satisfies the Baum-Connes conjecture with coefficients in A ⊗ C0(IP⊆G)
and A⊗DP⊆G.
Then there is a canonical isomorphism⊕
[X]∈G\IP⊆G
K∗(A⋊α,r GX) ∼= K∗(A⋊α,r P ). (4.4)
Proof. Conditions (2) and (3) imply that Corollary 3.14 applies to the regular basis
of projections {EX : X ∈ IP⊆G} and to the commutative C*-algebra DP⊆G ∼=
C0(ΩP⊆G) generated by this set. Thus the corollary gives a canonical isomorphism⊕
[X]∈G\IP⊆G
K∗(A⋊α,r GX) ∼= K∗
(
(A⊗DP⊆G)⋊α⊗τ,r G
)
∼= K∗(A⋊α,r (P ⊆ G)),
where the second isomorphism follows from Lemma 4.2. Since P ⊆ G satisfies the
K-theoretic Toeplitz condition, we further have
K∗(A⋊α,r P ) ∼= K∗
(
(1H ⊗EP )(A⋊α,r (P ⊆ G))(1H ⊗EP )
)
∼= K∗
(
A⋊α,r (P ⊆ G)
)
,
where the second isomorphism follows from the fact that 1H⊗EP is a full projection
in M(A⋊α,r (P ⊆ G)). 
Remark 4.8. Using Lemma 4.6 we see that conditions (1) and (2) in Theorem 4.7
can be replaced by the following (stronger) conditions
(1’) P ⊆ G satisfies the Toeplitz condition, and
(2’) the set JP of constructible right ideals in P is independent.
It is often easier to check these conditions rather than conditions (1) and (2) of the
theorem.
We should also remark that if JP⊆G is independent and P ⊆ G satisfies the Toeplitz
condition, then (A ⊗DP⊆G) ⋊α⊗τ,r G ∼= A ⋊α,r (P ⊆ G) is Morita equivalent, and
hence KK-equivalent to A ⋊α,r P . Thus if G satisfies the strong Baum-Connes
conjecture and if A ⋊ H lies in the bootstrap class for every finite subgroup H
of G which stabilizes some ideal X ∈ IP⊆G or if G satisfies the strong Baum-
Connes conjecture and has no non-trivial finite subgroups, then we even get a KK-
equivalence ⊕
[X]∈G\IP⊆G
A⋊α,r GX ∼KK A⋊α,r P.
In case of trivial coefficients A = C, we obtain the following
Corollary 4.9. Assume that P ⊆ G satisfies conditions (1), (2) and (3) of Theorem
4.7 for A = C. Then there is a canonical isomorphism⊕
[X]∈G\IP⊆G
K∗(C
∗
r (GX))
∼= K∗(C
∗
λ(P )).
If, moreover, G satisfies the strong Baum-Connes conjecture, this isomorphism is
induced by a KK-equivalence.
Remark 4.10. Recall that a semigroup P satisfies the left Ore condition if and only
if it can be imbedded as a subsemigroup of a group G such that G = P−1P . It
follows directly from this condition that the inclusion P ⊆ G satisfies the Toeplitz
condition. Therefore, if the set JP of constructible right deals in P is independent,
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the same holds for JP⊆G by Lemma 4.6. Thus, if in addition G satisfies the Baum-
Connes conjecture for suitable coefficients, the results of the previous section will
apply.
This was the situation studied in [9] in which we gave a proof of the above corollary
in this situation together with a large number of interesting applications. The results
obtained here also allow the study of crossed products by left Ore semigroups by
automorphic actions.
Interesting examples of left Ore semigroups are given by semigroups attached to
Dedekind domains R. Let R× := R \ {0} be its multiplicative semigroup and let R∗
denote the group of units in R. Consider the semigroups R×, R×/R∗ and R ⋊ R×
as studied in detail in [9]. Let Q(R) denote the quotient field of R and let ClQ(R)
denote the ideal class group of Q(R). For each γ ∈ ClQ(R) we let Iγ ⊆ Q(R) be a
representative for γ (see [9, §8] for a more detailed discussion).
Theorem 4.11. Let R be a Dedekind domain. Then the following are true:
(1) For every action α : R× → Aut(A) there is a canonical isomorphism
K∗(A⋊α,r R
×) ∼=
⊕
γ∈ClQ(R)
K∗(A⋊α,r R
∗).
(2) For every action α : R×/R∗ → Aut(A) there is a canonical isomorphism
K∗(A⋊α,r (R
×/R∗)) ∼=
⊕
γ∈ClQ(R)
K∗(A).
(3) For every action α : R⋊R× → Aut(A) there is a canonical isomorphism
K∗
(
A⋊α,r (R⋊R
×)
)
∼=
⊕
γ∈ClQ(R)
K∗
(
A⋊α,r (Iγ ⋊R
∗)
)
.
All computations necessary for deducing this theorem from Theorem 4.7 have been
done in [9, §8]. Note that in all cases of the above theorem, the enveloping groups
are amenable, hence satisfy the strong Baum-Connes conjecture. Thus whenever A
is type I, the isomorphisms in the above theorem are induced by KK-equivalences.
5. The case of principal constructible ideals and quasi-lattice
ordered groups
In this section we discuss a situation which is particularly nice for our purposes.
Assume that P is a subsemigroup of a group G such that all constructible right
P -ideals in G are principal, i.e. JP⊆G = {g · P : g ∈ G} ∪ {∅}. As observed in
[24, § 8.1],it follows that P ⊆ G is Toeplitz. Moreover, another consequence is
that JP = {pP : p ∈ P} ∪ {∅} so that JP is clearly independent. Conversely, if
all constructible ideals of P are principal, i.e. if JP = {pP : p ∈ P} ∪ {∅}, and
if P ⊆ G is Toeplitz, then JP⊆G = {g · P : g ∈ G} ∪ {∅}. This is a consequence
of [24, Lemma 4.2]. Therefore, we may apply our general K-theoretic result to
this situation. Since the stabilizer GP at P ∈ IP⊆G is equal to the group P
∗ of
invertible elements in P , we see that the left hand side of the isomorphism (4.4)
equals K∗(A⋊α,r P
∗).
Recall from (4.3) the construction of the crossed product A ⋊α,r P . Let ιA = α˜P :
A → A ⋊α,r P be as in (4.2) and let ιP ∗ : P
∗ → U(ℓ2(P )) given by ιP ∗(p) = Vp,
where we recall that for all p ∈ P we have Vpǫx = ǫpx, x ∈ P . Then (ιA, ιP ∗) is
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covariant for (A,P ∗, α) and we obtain a corresponding homomorphism ιA ⋊ ιP ∗ :
A ⋊α P
∗ → A ⋊α,r P ⊆ B(H ⊗ ℓ
2(P )). Now if we decompose ℓ2(P ) into the direct
sum
⊕
[x]∈P ∗\P ℓ
2(P ∗x), and if we identify ℓ2(P ∗) with ℓ2(P ∗x) via the bijection
p 7→ px, we may check that ιA ⋊ ιP ∗ decomposes into a multiple of the left regular
representation of A ⋊α,r P
∗ on the Hilbert space B(H ⊗ ℓ2(P ∗)). Thus ιA ⋊ ιP ∗
factors through a faithful ∗-homomorphism
ιA⋊rP ∗ : A⋊α,r P
∗ →֒ A⋊α,r P. (5.1)
Theorem 5.1. Suppose that JP⊆G = {g · P : g ∈ G} ∪ {∅}. Let G act on a C*-
algebra A by α such that G satisfies the Baum-Connes conjecture for A ⊗ DP⊆G
with respect to the diagonal action and that the group of invertible elements P ∗ in
P satisfies the Baum-Connes conjecture for A. Then the homomorphism ιA⋊rP ∗ :
A⋊α,r P
∗ → A⋊α,r P induces an isomorphism in K-theory
K∗(A⋊α,r P
∗) ∼= K∗(A⋊α,r P ).
If, moreover, A⋊α,rH is in the bootstrap class for every finite subgroup of P
∗ and if
G satisfies the strong Baum-Connes conjecture, then ιA⋊rP ∗ is a KK-equivalence.
Proof. Note first that g 7→ g · P induces a bijection G/P ∗ ∼= IP⊆G and hence
it follows from [3, Theorem 2.6] that G satisfies the Baum-Connes conjecture for
A ⊗ C0(IP⊆G) if and only if P
∗ satisfies the conjecture for A. It follows that the
conditions of Theorem 4.7 are satisfied and that the left hand side of the isomorphism
(4.4) equals K∗(A ⋊α,r P
∗). Hence Theorem 4.7 implies the desired result as soon
as we have checked that the resulting isomorphism (or KK-equivalence)
Φ : K∗(A⋊α,r P
∗)
∼=
−→ K∗(A⋊α,r P )
is implemented by the inclusion ιA⋊rP ∗ : A⋊α,r P
∗ → A⋊α,r P .
For this recall that by Lemma 3.16 the isomorphism Φ is obtained by the KK-class
[πP ]⊗[µ]
−1 ∈ KK0(A⋊α,rP
∗, A⋊α,rP ) with πP : A⋊α,rP
∗ → (A⊗DP⊆G)⋊α⊗τ,rG
given by πP (aug) = (a ⊗ EP )ug and where µ : A ⋊α,r P → A ⋊α,r (P ⊆ G) ∼=
(A⊗DP⊆G)⋊α⊗τ,r G denotes the realization of A⋊α,r P as the full corner
(1H ⊗ EP )
(
A⋊α,r (P ⊆ G)
)
(1H ⊗ EP ) ⊆ A⋊α,r (P ⊆ G) ∼= (A⊗DP⊆G)⋊α⊗τ,r G.
Consider the diagram
A⋊α,r P
∗ πP−−−−→ (A⊗DP⊆G)⋊α⊗τ,r G
ιA⋊α,rP∗
y ∼=yπ⋊(1⊗λ)
A⋊α,r P −−−−→
µ
A⋊α,r (P ⊆ G)
where the isomorphism π⋊ (1⊗λ) in the right vertical arrow is described in Lemma
4.2. We need to show that this diagram commutes. Following the definitions we see
that
ιA⋊α,rP ∗(aug) = α˜P (a)(1 ⊗ Vg) ∈ B(H⊗ ℓ
2(P ))
with notations as in (4.2) and (4.3). On the other side we have
π ⋊ (1H ⊗ λ)
(
πP (aug)
)
= π ⋊ (1H ⊗ λ)
(
a⊗EP )ug
)
= π(a⊗ EP )(1H ⊗ λg).
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By Lemma 4.2 we get for ξ ∈ H and ǫx ∈ ℓ
2(G):
π(a⊗ EP )(1H ⊗ λg)(ξ ⊗ ǫx) = α(gx)−1(a)ξ ⊗ EP ǫgx
=
{
0 if x /∈ P
α˜P (a)(1H ⊗ Vg)(ξ ⊗ ǫx) if x ∈ P
which gives the desired result. 
As a special case, we can treat quasi-lattice ordered groups. Recall from [26] that
P ⊆ G is called quasi-lattice ordered if the following conditions are satisfied:
(QL0) P ∩ P−1 = {e};
(QL1) for all g ∈ G the intersection P ∩ (g · P ) is either empty or of the form pP
for some p ∈ P .
Condition (QL2) from [26] is automatically satisfied as was observed in [6]. (QL1)
implies that JP⊆G = {g · P : g ∈ G} ∪ {∅}. So we are in the situation that all
constructible right P -ideals in G are principal. The Toeplitz condition is shown in
[24, §8.1]. Hence, since (QL0) implies P ∗ = {1} we obtain from Theorem 5.1:
Theorem 5.2. Suppose that P ⊆ G is quasi-lattice ordered as defined above. Let
α : G → Aut(A) be a G-action on a C*-algebra A such that G satisfies the Baum-
Connes conjecture for A ⊗ DP⊆G with respect to the diagonal action. Then the
canonical inclusion ιA : A →֒ A⋊α,r P induces an isomorphism
K∗(A) ∼= K∗(A⋊α,r P ).
If, moreover, G satisfies the strong Baum-Connes conjecture and if G is torsion-free
or A lies in the bootstrap class, then ιA is a KK-equivalence.
Remark 5.3. The easiest example of a quasi-lattice semigroup is the case N ⊆ Z
where N denotes the non-negative integers. If α : Z → Aut(A) is an action by
automorphisms, then the crossed product A ⋊α,r N coincides with the Toeplitz al-
gebra T = T (A) as constructed by Pimsner and Voiculescu in [27]. Indeed, the
main work in proving the famous six-term sequence for computing the K-theory
of A ⋊α Z as given in [27, Theorem 2.4] is to show that the canonical imbedding
ιA : A→ A⋊α,rN = T (A) induces an isomorphism in K-theory. The above theorem
gives a very general version of this important result of Pimsner and Voiculescu.
We should also point out that for positive cones P in certain quasi-lattice ordered
groups G (right-angled Artin groups of a special type) and for the trivial coefficient
A = C, the result K∗(C) ∼= K∗(C
∗
λ(P )) was already obtained in [18, Theorem 3.3
and Proposition 3.4].
We proceed by constructing natural examples of subsemigroups of groups which
satisfy JP⊆G = {g · P : g ∈ G} ∪ {∅} without being quasi-lattice ordered:
Let R be a principal ideal domain and M×n (R) := {p ∈Mn(R) : det(p) 6= 0}.
Lemma 5.4. The constructible right ideals of P =M×n (R) are principal.
Proof. We want to show that JP = {pP : p ∈ P} ∪ {∅}. The only thing which we
have to prove is that for every p, q ∈ P , the right ideal q−1pP is also of the form rP
for some r ∈ P .
Let q˜ ∈ P satisfy qq˜ = q˜q = det(q) · 1n (1n is the identity matrix). Then q
−1pP =
(q˜q)−1(q˜p)P = (det(q) · 1n)
−1(q˜p)P = (det(q) · 1n)
−1((q˜pP ) ∩ det(q) · P ). Now
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consider the Smith normal form of q˜p, i.e. find u, v in SLn(R) ⊆ P such that uq˜pv
is diagonal, uq˜pv = diag(α1, . . . , αn). Thus
(q˜pP ) ∩ det(q) · P = (u−1diag(α1, . . . , αn)v
−1P ) ∩ (det(q) · P )
= u−1(diag(α1, . . . , αn)P ∩ det(q) · P )
= u−1diag(lcm(α1,det(q)), . . . , lcm(αn,det(q)))P.
Therefore q−1pP can be written as
(det(q) · 1n)
−1((q˜pP ) ∩ det(q) · P )
= (det(q) · 1n)
−1u−1diag(lcm(α1,det(q)), . . . , lcm(αn,det(q)))P
= u−1diag(det(q)−1 lcm(α1,det(q)), . . . ,det(q)
−1 lcm(αn,det(q)))P.
Set r := u−1diag(det(q)−1 lcm(α1,det(q)), . . . ,det(q)
−1 lcm(αn,det(q))), and we ar-
rive at q−1pP = rP . 
Going through the proof, it becomes clear that our argument applies whenever P is
a subsemigroup of M×n (R) such that
• SLn(R) ⊆ P ,
• for every q in P , the element q˜ ∈M×n (R) uniquely determined by qq˜ = q˜q =
det(q) · 1n also lies in P ,
• whenever a diagonal matrix diag(α1, . . . , αn) lies in P , then for every q in
P , the diagonal matrix
diag(det(q)−1 lcm(α1,det(q)), . . . ,det(q)
−1 lcm(αn,det(q)))
also lies in P .
The second condition implies that P is left Ore. Thus P ⊆ P−1P =: G is Toeplitz.
As we have shown that all constructible ideals of P are principal, it follows from our
discussions above that JP⊆G = {g · P : g ∈ G} ∪ {∅}.
In general, for such semigroups, our conditions concerning the Baum-Connes con-
jecture are very difficult to verify. But at least for n = 2 we get:
Theorem 5.5. Suppose that R is a principal ideal domain with field of fractions
K and let P ⊆ M×2 (R) be a subsemigroup satisfying the above conditions. Let
G = P−1P ⊆ GL2(K). Then for every action α : G → Aut(A) the inclusion
ιA⋊α,rP ∗ : A⋊α,r P
∗ → A⋊α,r P induces an isomorphism
K∗(A⋊α,r P
∗) ∼= K∗(A⋊α,r P ).
Moreover, if A ⋊α F satisfies the UCT for every finite subgroup F of P
∗ (which is
true if A is type I), then ιA⋊α,rP ∗ induces a KK-equivalence.
Proof. Since G is a countable subgroup of GL(2,K) it is a-T -menable by [15, Theo-
rem 4]. Thus it follows from [16] that G satisfies the strong Baum-Connes conjecture
and the proof follows from Theorem 5.1 and Remark 4.8. 
6. The left and right regular C*-algebra for a semidirect product
Let S be a cancellative semigroup. In this section we are interested not only in
the left regular C*-algebra C∗λ(S), but also in the right regular C*-algebra C
∗
ρ(S)
generated by the right regular representation ρ of S on ℓ2(S). Since C∗ρ(S) is obvi-
ously isomorphic to the left regular C*-algebra of the opposite semigroup, we might
formulate the corresponding arguments in terms of the left regular representation of
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the opposite semigroup. However it will be more convenient to work directly with
the right regular representation. We will be especially interested in comparing the
K-theory for the right and left regular C*-algebras.
6.1. Ideal independence and Toeplitz condition for the right regular C*-
algebra of a semidirect product semigroup. Assume that the semigroup S is
embedded into a group S¯ and let E denote the orthogonal projection of ℓ2(S¯) onto
ℓ2(S). Denote by ρ, ρ¯ the right regular representations of S and S¯, respectively. We
say that S ⊆ S¯ satisfies the right Toeplitz condition if every operator Eρ¯(t)E 6= 0
with t ∈ S¯ can be written as a finite product of elements of the form ρ(s), s ∈ S
and their adjoints. Of course, this is just saying that the embedding of the opposite
semigroups S op ⊆ S¯ op satisfies the ordinary Toeplitz condition. By a constructible
left ideal in S we mean a left ideal I such that the opposite ideal I op is a constructible
right ideal in S op.
Let now P be a semigroup with unit which acts (on the left) by injective endomor-
phisms on the group H. We can form the semidirect product S = H ⋊ P . The
elements of H ⋊P are pairs (h, p), h ∈ H, p ∈ P and the multiplication rule is given
by (h1, p1)(h2, p2) = (h1p1(h2), p1p2). Note that H ⋊ P is left or right cancellative
if and only if P is.
Proposition 6.1.1. The left ideals in S are exactly the subsets of the form H × I
where I is a left ideal in P . The constructible left ideals in S are exactly those ideals
H × I where I is a constructible left ideal in P .
Proof. The subsets of the given form are obviously left ideals. Conversely, assume
that K is a left ideal in S. Then (x, q) ∈ K implies that (H, q) ⊆ K and (y, Pq) ⊆ K
for all y ∈ H. Thus K is as claimed.
Moreover, if K = H × I is a left ideal and (h, p) ∈ H ⋊ P , then K(h, p) = H × Ip
and K(h, p)−1 = H × Ip−1. This shows the assertion concerning the constructible
left ideals. 
Corollary 6.1.2. If the constructible left ideals of P form an independent family,
then the same is true for the constructible left ideals of S.
Proof. Obvious from Proposition 6.1.1. 
Assume now that P satisfies the left Ore condition so that P can be embedded into
a group P¯ for which P¯ = P−1P .
Moreover then P¯ can be written as lim−→p∈P P , i.e. as the limit of the inductive system
(Lp)p∈P where Lp = P and the map Lp → Lqp is given by multiplication by q. We
set H¯ = P−1H = lim
−→p∈P
H with the analogous inductive limit.
Proposition 6.1.3. The semigroup S has a natural embedding into the group S¯ =
H¯ ⋊ P¯ .
We denote by ρ the right regular representation of S on ℓ2(S) and by ρ¯ the right
regular representation of S¯ on ℓ2(S¯). As above E denotes the orthogonal projection
ℓ2(S¯)→ ℓ2(S). We consider P, P¯ and H, H¯ as subsemigroups of S, S¯.
Lemma 6.1.4. Let (g, z) be an element of S¯, g ∈ H¯, z ∈ P¯ . Then Eρ¯((g, z))E =
Eρ¯(z)Eρ¯(g)E.
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Proof. Both operators evaluated on an element ξ(a,x) of the standard orthonormal
basis of ℓ2(S) give ξ(ax(h),xz) if x is such that ax(h) ∈ H, xg ∈ P , and give 0
otherwise. 
Lemma 6.1.5. Let z ∈ P¯ , h ∈ H and g = z(h) ∈ H¯. Assume that
{x ∈ P : xz ∈ P} = {x ∈ P : x z(h) ∈ H}. (6.1)
Then Eρ¯(g)E = Eρ¯(z)∗Eρ(h)Eρ¯(z)E.
Proof. Let ξ(a,x), a ∈ H, x ∈ P be an element of the standard orthonormal basis in
ℓ2(S). We have
Eρ¯(z)∗Eρ(h)Eρ¯(z) ξ(a,x) =
{
Eρ¯(z)∗Eρ(h) ξ(a, xz) = ξ(axz(h), x) if xz ∈ P,
0 otherwise.
On the other hand
Eρ¯(g) ξ(a,x) = Eρ¯(z(h)) ξ(a,x) =
{
ξ(axz(h),x) if xz(h) ∈ H,
0 otherwise.

Lemma 6.1.6. Assume that P satisfies the right Toeplitz condition. Then for each
z ∈ P¯ the operator Eρ¯(z)E is a product of operators of the form ρ(p) or ρ(p)∗,
p ∈ P .
Proof. Let ρ0, ρ¯0 denote the right regular representation of P , P¯ on ℓ
2(P ), ℓ2(P¯ ),
respectively, and let E0 be the orthogonal projection of ℓ
2(P¯ ) onto ℓ2(P ). By
assumption, there are pi, qi ∈ P such that E0ρ¯0(z)E0 is a product of the form
ρ0(p1)ρ0(q1)
∗ . . . ρ0(pn)ρ0(qn)
∗.
The Hilbert space ℓ2(S¯) has the following filtration by subspaces
ℓ2(S) = ℓ2(H ⋊ P ) ⊆ L = ℓ2(H × P¯ ) ⊆ ℓ2(H¯ ⋊ P¯ )
On the subspace L ∼= ℓ2(H)⊗ ℓ2(P¯ ), the operator ρ¯(z) acts like 1⊗ ρ¯0(z). Similarly
E acts like 1⊗E0 on L. Thus, Eρ¯(z)E acts like
1⊗ ρ0(p1)ρ0(q1)
∗ . . . ρ0(pn)ρ0(qn)
∗
and therefore Eρ¯(z)E = ρ(p1)ρ(q1)
∗ . . . ρ(pn)ρ(qn)
∗. 
Proposition 6.1.7. Assume that P satisfies the right Toeplitz condition and that
the following condition is satisfied:
for every h¯ ∈ H¯, there exists z ∈ P¯ and h ∈ H such that (6.2)
h¯ = z(h) and P ∩ Pz−1 = {x ∈ P : x(h¯) ∈ H}.
Then S ⊆ S¯ satisfies the right Toeplitz condition.
Proof. This follows by combining Lemmas 6.1.4, 6.1.5, 6.1.6. In fact, let (g,w) be
an element of S¯. Then by Lemma 6.1.4 we have Eρ¯((g,w))E = Eρ¯(w)Eρ¯(g)E. By
Lemma 6.1.6, Eρ¯(w)E is a product of operators of the form ρ(p) or ρ(p)∗, p ∈ P .
Let finally z ∈ P¯ and h ∈ H such that g = z(h) and such that
{x ∈ P : xz ∈ P} = {x ∈ P : x z(h) ∈ H}
(this is equivalent to P ∩ Pz−1 = {x ∈ P : x(g) ∈ H}). Then, by Lemma 6.1.5,
Eρ¯(g)E = Eρ¯(z)∗Eρ(h)Eρ¯(z)E. Moreover, by Lemma 6.1.6, Eρ¯(z)E and Eρ¯(z)∗E
are also products of the desired form. 
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6.2. K-theory for the right regular C*-algebra of a semidirect product.
Let us now compute the K-theory of C∗ρ(H ⋊P ). We apply our general K-theoretic
result switching from right actions of H⋊P to left actions of (H⋊P )op. To do so, we
need to compute the orbits of the (right) H¯⋊ P¯ -action on the family of constructible
left H⋊P -ideals in H¯⋊ P¯ . If H⋊P ⊆ H¯⋊ P¯ is right Toeplitz and has independent
constructible left ideals, then by Lemma 4.6 applied to (H ⋊ P )op, we know that
every constructible left H ⋊ P -ideal in H¯ ⋊ P¯ is in the orbit of a constructible left
ideal of H ⋊P . Thus it suffices to consider constructible left ideals of H ⋊P . They
are of the formH×X for some constructible left ideal X of P (see Proposition 6.1.1).
For every such non-empty X, the stabilizer {g ∈ H¯ ⋊ P¯ : (H ×X) · g = H ×X} is
given by
S¯(X) := X−1(H)⋊ (X P¯ )
where X−1(H) = {h¯ ∈ H¯ : x(h¯) ∈ H for all x ∈ X} and X P¯ = {p¯ ∈ P¯ : Xp¯ = X}.
Therefore, combining Corollary 6.1.2, Proposition 6.1.7 and Theorem 4.7, we obtain
Corollary 6.2.1. Let α : (H¯ ⋊ P¯ )op → Aut(A) be an action of (H¯ ⋊ P¯ )op on
a C*-algebra A. Let X be a set of constructible left ideals of H ⋊ P such that
{H × X : X ∈ X} is a complete system of representatives for the H¯ ⋊ P¯ -orbits of
the family of non-empty constructible left H ⋊ P -ideals in H¯ ⋊ P¯ .
Assume that P has independent constructible left ideals, that the action of P on H
satisfies the condition in Proposition 6.1.7 and that (H¯ ⋊ P¯ )op satisfies the Baum-
Connes conjecture with coefficients. Then we have a canonical isomorphism
K∗(A⋊α,r (H ⋊ P )
op) ∼=
⊕
X∈X
K∗(A⋊α,r S¯(X)
op).
In particular, we obtain the following K-theoretic formula for the right regular C*-
algebra C∗ρ(P ):
K∗(C
∗
ρ(H ⋊ P ))
∼=
⊕
X∈X
K∗(C
∗
λ(S¯(X))).
6.3. Right and left C*-algebras for semidirect products by N. To deduce the
right Toeplitz condition for H ⋊P ⊆ H¯ ⋊ P¯ , we used in Proposition 6.1.7 condition
(6.2) which says: for every h¯ ∈ H¯ there exists z ∈ P¯ and h ∈ H such that h¯ = z(h)
and P ∩ Pz−1 = {x ∈ P : x(h¯) ∈ H}. Note that the set {x ∈ P : x(h¯) ∈ H} is
always a left ideal of P . Moreover, we have:
Lemma 6.3.1. (6.2) holds if for every h¯ in H¯, the left ideal {x ∈ P : x(h¯) ∈ H} is
principal, i.e. of the form Pp for some p ∈ P .
Proof. If {x ∈ P : x(h¯) ∈ H} = Pp, then p itself satisfies p(h¯) ∈ H. Thus there
exists h ∈ H such that h¯ = p−1(h), and setting z = p−1, we see that (6.2) is
satisfied. 
In general, it is not clear which left ideals of P arise as sets of the form {x ∈ P :
x(h¯) ∈ H} for some h¯ ∈ H¯. So in general, we can only deduce the following
Corollary 6.3.2. Assume that all non-empty left ideals of P are principal. Then
for every action of P on some group H, condition (6.2) holds true. In particular,
(6.2) holds for every N-action.
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Lemma 6.3.3. Assume that the (additive) semigroup N acts by injective endomor-
phisms αn on the group H. The set of constructible right ideals in H ⋊N coincides
with the set of principal ideals. The principal right ideals are exactly the subsets of
the form hαn(H)× (n) with h ∈ H/αn(H), where (n) = {n+ k : k ∈ N} denotes the
principal ideal generated by n in N.
Proof. The principal right ideals in H⋊N are of the form (h, n)(H⋊N) = hαn(H)×
(n). We show that the set of principal ideals is closed under the operation I 7→
(g, k)−1I. One easily checks that
(g, k)−1(hαn(H)× (n)) =
{
H × N if g−1h ∈ αn(H),
∅ otherwise,
(g, k)−1(hαn(H)× (n)) =
{
aαn−k(H)× (n− k) if g
−1h = αk(a), a ∈ H,
∅ if g−1h /∈ αk(H),
depending if k ≥ n in the first case or k ≤ n in the second one. 
Theorem 6.3.4. Let N act by injective endomorphisms on the group H and assume
that the enveloping group H¯⋊N¯ = H¯⋊Z satisfies the Baum-Connes conjecture with
coefficients. Let C∗ρ(H ⋊ N) and C
∗
λ(H ⋊ N) denote the right and left regular C*-
algebra of H ⋊N, respectively. Then
(a) K∗(C
∗
ρ(H ⋊N))
∼= K∗(C
∗
λ(H)).
(b) K∗(C
∗
λ(H ⋊N))
∼= K∗(C
∗
λ(H)).
In particular C∗ρ(H ⋊N) and C
∗
λ(H ⋊N) have the same K-theory.
Proof. (a) is an immediate consequence of the description of the constructible left
ideals of H ⋊ N in Proposition 6.1.1 together with the formula for K∗ in Corollary
6.2.1.
(b) The set J of constructible right ideals in H ⋊N is described in Lemma 6.3.3. It
is obviously independent. Every ideal in J has full orbit under the action of H¯ ⋊Z
and the stabilizer group of the ideal H ⋊ N is H. Thus the assertion follows from
Theorem 4.7. 
It is by no means obvious that C∗ρ(H ⋊N) and C
∗
λ(H ⋊N) should have the same K-
theory. In fact, as C*-algebras they look very different from each other. For instance
in the situation of the following remark (H abelian and H/ϕ(H) finite) C∗ρ(H ⋊N)
admits non-trivial one-dimensional representations (see [23]) while every non-zero
quotient of C∗λ(H ⋊ N) contains a non-trivial isometry and therefore C
∗
λ(H ⋊ N)
admits no non-trivial finite-dimensional representations.
Remark 6.3.5. Consider the special case where H is abelian and N acts via the
injective endomorphism ϕ on H. Assume also that H/ϕ(H) is finite and that⋂
n≥0 ϕ
n(H) = {0}. Then the left regular C*-algebra C∗λ(H ⋊ N) has the alge-
bra A[ϕ] studied in [11] as natural quotient. In [11] it was shown that the K-theory
of A[ϕ] is determined by a six term exact sequence of the form
K∗C
∗(H)
1−b(ϕ)
// K∗C
∗(H) // K∗A[ϕ]
kk
(6.3)
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On the other hand, we know by Theorem 6.3.4 that K∗(C
∗
λ(H ⋊N))
∼= K∗(C
∗(H)).
It can be shown that the long exact sequence associated with the extension
0→ Kerπ → C∗(H ⋊N)
π
−→ A[ϕ]→ 0
is exactly the exact sequence in (6.3).
6.4. Right and left C*-algebras for ax + b-semigroups of Dedekind rings.
Recall that a Dedekind ring is a noetherian integrally closed integral domain in
which every non-zero prime ideal is maximal. The prime example of a Dedekind
ring is the ring of algebraic integers in a number field. If R is a Dedekind ring, its
ax+b-semigroup is, by definition, the semidirect product R⋊R× where R× = R\{0}
denotes the multiplicative semigroup of the ring and R (by abuse of notation) its
additive group.
Proposition 6.4.1. Let R be a Dedekind domain with field of fractions Q. Then
the inclusion of ax + b-semigroups R ⋊ R× ⊆ Q ⋊ Q× satisfies the right Toeplitz
condition.
Proof. We apply Proposition 6.1.7 with H = R, P = R×. Since the inclusion
R× ⊆ Q× satisfies the left Toeplitz condition, by commutativity it also satisfies the
right condition. Moreover, given 0 6= h¯ ∈ Q, choose h = 1 and z = h¯. These
elements obviously have the properties required in Proposition 6.1.7. 
Theorem 6.4.2. Let R∗ be the group of units in R and choose for every ideal class
γ ∈ ClQ(R) an ideal Iγ of R which represents γ. The K-theory of the right regular
C*-algebra C∗ρ(R⋊R
×) is given by the formula
K∗(C
∗
ρ(R ⋊R
×)) ∼=
⊕
γ∈ClQ(R)
K∗(C
∗
λ(I
−1
γ ⋊R
∗)).
Here we use the notation, familiar from number theory,
I−1γ = {x ∈ Q : xy ∈ R, ∀y ∈ Iγ}
for the fractional ideal I−1γ in the quotient field Q of R (it satisfies I
−1
γ Iγ = R).
Proof. By Proposition 6.1.1, the constructible left ideals of R⋊R× are in bijection
with the constructible ideals of R×. These ideals are exactly of the form I× where I
is a ring ideal in R, see [9]. The orbits under the action of the enveloping group of R×
are labeled by the elements γ of the class group ClQ(R). According to the discussion
before Corollary 6.2.1 the stabilizer group for such an element γ is I−1γ ⋊ R
∗. The
assertion now follows from Corollary 6.2.1. 
In particular, comparing with the result obtained in [9], we see that the left and right
regular C*-algebras of R⋊R× are KK-equivalent (they both are KK-equivalent to⊕
γ C
∗
λ(I
−1
γ ⋊R
∗)). Again, this is by no means obvious since C∗ρ(R⋊R
×) and C∗λ(R⋊
R×) are quite different (again the first algebra admits non-trivial one-dimensional
representations while by [8] the second one admits a largest ideal (which contains
any other non-trivial ideal) with a simple quotient (the ring C*-algebra of [10])).
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6.5. Wreath products. We here discuss another important class of specific semidi-
rect products, so-called wreath products. For this we take a left Ore semigroup P ,
a group Γ with unit e and form
ΓP∞ =
⊕
x∈P
Γ = {f : P → Γ : f(x) = e for almost all x ∈ P}.
P acts on ΓP∞ by shifting from the left, i.e. p(f)(x) = e if x /∈ pP and p(f)(x) =
f(p−1x) if x ∈ pP . Let Γ ≀ P = ΓP∞ ⋊ P be the semidirect product attached to this
action of P on ΓP∞. The semigroup Γ ≀ P is in a canonical way a subsemigroup of
Γ ≀ P¯ (with P¯ = P−1P ).
We first consider the left regular representation. Let JP , JΓ≀P be the families of
constructible right ideals in P , Γ ≀ P , respectively. Then we have
Lemma 6.5.1. JΓ≀P = {(f · (Γ
X
∞))×X : f ∈ Γ
P
∞,X ∈ JP}.
Proof. It is clear that the right hand side contains ∅, Γ ≀P and that it is closed under
left multiplication. Moreover, given f ∈ ΓP∞, X ∈ JP and (h, p) ∈ Γ ≀ P , either
(h, p)−1((f · (ΓX∞)) ×X) is empty or there is f˜ ∈ Γ
P
∞ with hp(f˜) ∈ f · (Γ
X
∞). In the
latter case, it is immediate that
(h, p)−1((f · (ΓX∞))×X) = (f˜ · (Γ
p−1X
∞ ))× p
−1X.

Corollary 6.5.2. If JP is independent, then JΓ≀P is independent.
Proof. Assume that we have
(f · (ΓX∞))×X =
n⋃
i=1
(fi · (Γ
Xi
∞ ))×Xi
for some f , f1, ..., fn in Γ
P
∞ and X, X1, ..., Xn in JP . Projecting down onto the
P -coordinate, we see that X =
⋃n
i=1Xi. Hence by independence of JP , we must
have X = Xi for some i. Therefore, Γ
X
∞ = Γ
Xi
∞ . But because f · (Γ
X
∞) and fi · (Γ
X
∞)
are either equal or disjoint, we deduce that (f · (ΓX∞))×X = (fi · (Γ
Xi
∞ ))×Xi. 
We now turn to the right regular representation. In the particular situation of the
action of P on ΓP∞, we can say a bit more about condition (6.2) in Proposition
6.1.7. Namely, take f ∈ ΓP¯∞ with support {x1, . . . , xn}, i.e. f(x) = e whenever
x ∈ P¯ \ {x1, . . . , xn} and f(xi) 6= e for all 1 ≤ i ≤ n. Then
{p ∈ P : p(f) ∈ ΓP∞} = P ∩
n⋂
i=1
Px−1i .
Therefore, the ideals which arise as sets of the form {p ∈ P : p(f) ∈ ΓP∞} are
precisely the constructible left ideals of P if P ⊆ P¯ is assumed to be right Toeplitz
(see [24, Lemma 4.2]). So by Lemma 6.3.1 and Proposition 6.1.7, we deduce
Corollary 6.5.3. If P ⊆ P¯ is right Toeplitz and all the constructible left ideals of
P are principal, then Γ ≀ P ⊆ Γ ≀ P¯ is right Toeplitz.
K-THEORY OF CROSSED PRODUCTS BY SEMIGROUP ACTIONS 33
As a particular example, take Γ = Z/2Z and P = N. Then the enveloping group
of Γ ≀ P is the classical lamplighter group (Z/2Z) ≀ Z. To compute K-theory, we can
simply apply Theorem 6.3.4, and we obtain
K∗(C
∗
λ((Z/2Z) ≀ N))
∼= K∗(
∞⊗
i=1
C∗(Z/2Z)) ∼= K∗(C
∗
ρ((Z/2Z) ≀ N)).
7. Appendix: A remark on equivariant K-theory for finite
dimensional commutative C*-algebras
Suppose that C and B are finite dimensional commutative C*-algebras, i.e., there
exist positive integers n and m such that C ∼= Cn and B ∼= Cm and we may choose
bases of pairwise orthogonal projections {c1, . . . , cn} and {b1, . . . , bm} of C and B.
Recall that by the UCT-theorem we have isomorphisms
KK(C,B) ∼= Hom(K0(C),K0(B)) ∼=M(m× n,Z)
where the first one is given by sending a class x ∈ KK(C,B) to the associated
homomorphism [·]⊗Cx : K0(C)→ K0(B) and the second one is given by describing
this map with respect to the canonical generators {[c1], . . . , [cn]} and {[b1], . . . , [bm]}
of K0(C) and K0(B), respectively, i.e., the matrix Γ = (γij) corresponding to x is
determined by
[cj ]⊗Cx =
m∑
i=1
γij [bi]
for all 1 ≤ j ≤ n.
Let us describe how we may construct for a given matrix Γ ∈ M(m × n,Z) the
corresponding class xΓ ∈ KK(C,B). For this we first decompose Γ as the difference
Γ = Γ+− Γ− where Γ+ is the matrix built out of Γ by replacing all negative entries
by 0 and Γ− := Γ+−Γ. We then construct a graded Kasparov module E = E+⊕E−
with
E+ =
n⊕
j=1
(
m⊕
i=1
(
C
γ+ij ⊗Bi
))
and E− =
n⊕
j=1
(
m⊕
i=1
(
C
γ−ij ⊗Bi
))
equipped with the canonical B-valued inner products, where Bi = Cbi ⊆ B denotes
the ideal generated by bi. For each 1 ≤ j ≤ n let p
+
j ∈ K(E
+) denote the orthogonal
projection on the jth summand
⊕m
i=1
(
C
γ+ij ⊗Bi
)
of E+, and, similarly, we let p−j ∈
K(E−) denote the orthogonal projection onto the jth summand
⊕m
i=1
(
C
γ−ij ⊗Bi
)
of
E−. We then define a homomorphism
ϕ+ : C → K(E+); ϕ+
( n∑
j=1
λkcj
)
=
n∑
i=1
λjp
+
j
and, in a similar way, we define the homomorphism ϕ− : C → K(E−). Then one
easily checks that
xΓ = [(E
+ ⊕ E−, ϕ+ ⊕ ϕ−, 0)] ∈ KK(C,B)
is the class corresponding to Γ ∈M(m× n,Z).
Suppose now that G is a locally compact group which acts on C and B via permu-
tations of the bases {c1, . . . , cn} and {b1, . . . , bm}, respectively. Let µC : G → Sn
and µB : G → Sm denote the corresponding homomorphisms into the permutation
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groups Sn and Sm, respectively. We shall often simply write g · j (resp. g · i) for
µC(g)(j) (resp. µB(g)(i)). We note that these actions will always factor through
actions of some finite quotient G/N of G, so that in the following discussion one
could assume as well that G is finite.
For x ∈ KKG(C,B), the corresponding element in Hom(K0(C),K0(B)) is equi-
variant with respect to the actions of G on K0(C) and K0(B) induced by the
given actions on C and B, respectively. This implies that the corresponding matrix
Γ ∈ M(m × n,Z) satisfies the relation Γ ◦ µC(g) = µB(g) ◦ Γ for all g ∈ G. This
easily translates to the condition γg·i,g·j = γij for each entry γij of Γ. It therefore
follows that the same relations hold for Γ+ and Γ− and we may define an action
µE : G→ Aut(E
+/−) by
µE(g)
 n⊕
j=1
( m⊕
i=1
vij ⊗ bi
) = n⊕
j=1
( m⊕
i=1
vg−1·i,g−1·j ⊗ bi)
)
.
Let us check that ϕ = (ϕ+, ϕ−) : C → K(E+ ⊕ E−) is G-equivariant. For this
let cl be a fixed basis element of C. We want to compare ϕ
+(µC(g)(cl)) with
µE(g)ϕ
+(cl)µE(g
−1) and we do this by computing what both operators do to the
(i, j)-th summand Cγ
+
ij ⊗Bi of E
+. First of all, the projection ϕ+(µC(g)(cl)) = p
+
g·l
fixes the element vij⊗ bi if j = g · l and sends it to 0 if j 6= g · l. In order to compute
µE(g)ϕ
+(cl)µE(g
−1)(vij ⊗ bi) we first observe that µE(g
−1) moves vij ⊗ bi to the
element vij ⊗ bg−1·i at the (g
−1 · i, g−1 · j)-th place. Then ϕ+(cl) = p
+
l will fix this
element if l = g−1 · j (i.e. j = g · l) and will send it to 0 else. Finally µE(g) will
move vij ⊗ bg−1·i to the element vij ⊗ bi at the (i, j)-th place if j = g · l. This shows
the desired result. The same computation yields equivariance of ϕ−.
Remark 7.1. We could have constructed the same element by any other decom-
position Γ = Γ˜+ − Γ˜− as long as both matrices Γ˜+, Γ˜− only have positive inte-
ger entries and satisfy the relations γ˜
+/−
g·i,g·j = γ˜
+/−
ij . In fact, if we do the con-
struction with the help of such an alternative decomposition to obtain a class
x˜Γ = [(E˜
+ ⊕ E˜−, ϕ˜+ ⊕ ϕ˜−, 0)], then the difference x˜Γ − xΓ is represented by the
Kasparov triple [(F+ ⊕F−, ψ+ ⊕ ψ−, 0)] with
F+ = E˜+ ⊕ E−, F− = E˜− ⊕ E+ and ψ+ = ϕ˜+ ⊕ ϕ−, ψ− = ϕ˜− ⊕ ϕ+.
Using the equation Γ+ + Γ˜− = Γ− + Γ˜+, one checks that
F+ = F− =
n⊕
j=1
(
m⊕
i=1
(
C
γ˜+ij+γ
−
ij ⊗Bi
))
and ψ+ = ψ−,
which implies that the triple (F+ ⊕ F−, ψ+ ⊕ ψ−, 0) is operator homotopic to the
degenerate triple (F+ ⊕F−, ψ+ ⊕ ψ−, ( 0 11 0 )) via t 7→ t (
0 1
1 0 ).
We shall need
Lemma 7.2. Suppose that C = Cn, B = Cm, A = Ck are equipped with actions of
the locally compact group G given by homomorphisms µC : G → Sn, µB : G → Sm,
and µA : G→ Sk. Let Γ ∈M(m× n,Z) and Λ ∈M(n× k,Z) such that
Γ ◦ µC(g) = µB(g) ◦ Γ and Λ ◦ µB(g) = µA(g) ◦ Λ
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for all g ∈ G. Then xGΓ ⊗B x
G
Λ = x
G
Λ·Γ in KK
G(C,A). In particular, if m = n and
Γ ∈ GL(n,Z), then xGΓ ∈ KK
G(C,B) is invertible with inverse given by the class
xGΓ−1 ∈ KK
G(B,C).
Proof. Let (E+⊕E−, ϕ+⊕ϕ−, 0) and (F+⊕F−, ψ+⊕ψ−, 0) denote the corresponding
Kasparov triples as constructed above from Γ and Λ. Then the product xΓ ⊗B xΛ
is represented by the triple (G+ ⊕ G−, µ+ ⊕ µ−, 0) with
G+ = (E+ ⊗B F
+)⊕ (E− ⊗B F
−) and G− = (E+ ⊗B F
−)⊕ (E− ⊗F+)
and with µ+ = (ϕ+⊗1F+)⊕(ϕ
−⊗1F−) and µ
− = (ϕ+⊗1F−)⊕(ϕ
−⊗1F+). Of course,
these modules decompose into summands of the form
(
C
γ
+/−
ij ⊗Bi
)
⊗B
(
Cλ
+/−
lr ⊗Al
)
,
where Al = Cal for al an element in a given basis {a1, . . . , ak} of pairwise orthogonal
projections of A, and we now compute these summands: Since b2i = bi, the balanced
tensor product
(
C
γ
+/−
ij ⊗ Bi
)
⊗B
(
Cλ
+/−
lr ⊗ Al
)
is generated by elementary tensors
(vij ⊗ bi)⊗ (wlr ⊗ ar) modulo the relation
(vij ⊗ bi)⊗ (wlr ⊗ ar) = (vij ⊗ bi)⊗ ψ
+/−(bi)(wlr ⊗ al)
which forces the element to be zero if r 6= i, and which is always satisfied if r = i.
Thus we see that(
C
γ
+/−
ij ⊗Bi
)
⊗B
(
C
λ
+/−
lr ⊗Al
)
∼=
{
C
γ
+/−
ij ·λ
+/−
li ⊗Al if i = r
0 if i 6= r
.
Moreover, the projections µ+/−(ct) will fix these spaces if and only if t = j and will
send them to 0 otherwise. Summing up over i and using Remark 7.1 then shows
that [(G+ ⊕ G−, µ+ ⊕ µ−, 0)] equals xGΛ·Γ.

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