Abstract In this paper, we propose a method for robust tracking of a moving finger in an image sequence. The method is suitable for application to our input interface system, which recognizes a moving finger in the air. The proposed method extracts edges from input images, and then estimates the position and rotation of a finger in the input images by matching points in a template to edges. The most remarkable feature of our method is that it also takes into account the presence or absence of edges in regions in the input images corresponding to the inside of the finger in the template for estimating.
Introduction
In recent years, high-performance mobile devices, such as smart phones, have become popular as technological advances have allowed computing devices to become smaller and lighter. However, miniature mobile devices lack usability because of the small operating (input) areas on their surfaces. Therefore, several input interface systems providing larger operating area and greater flexibility have been proposed in order to improve usability 8)11)15) . These systems typically project virtual objects on the hands or arms of users, or on surfaces of objects in the real world, allowing users to operate them in the real world. As a result, users are able to give inputs to mobile devices in three-dimensional space via virtual objects, which improves the operating area and flexibility of the input interface. However, there are several drawbacks with these systems. For example, they require users to wear special devices, such as a small projector, or they work only with limited shapes of image planes for projecting virtual objects.
To overcome these problems, we have proposed a new input interface system which recognizes a moving finger in the air by processing images captured from a monocular camera 12)18) . The system is shown in Fig. 1 . This experimental system consists of a small monitor, a monocular camera, and a PC. The monocular camera is attached to the monitor. The camera captures images including the user's finger held in front of the camera, and then the PC processes the images. The result of the processing is fed to an application displayed on the monitor, allowing the user to use the application by moving his or her finger in the air. This system makes use of a large operating area, namely, the space in front of the camera. There are several challenges for integrating this system into mobile devices. First, the face and clothes of the user and lights on the ceiling may also be included in images captured by the camera when capturing images of the user's finger. The captured images would then have complex backgrounds, making it difficult to rec-ognize the finger in the images. Second, it is necessary to reduce the computational complexity of the finger recognition process in order to use a small amount of computational resources on mobile devices. In addition, since our system is intended to be used as a pointing device, high-speed response with high accuracy of finger tracking is required, unlike systems such as gesture input systems, which often require only rough recognized results of hand poses or fingers.
To resolve these problems, in this paper, we propose a method of estimating the position and rotation of a finger using the contour and interior information of the finger in template matching, and tracking the finger in an image sequence.
The organization of this paper is as follows: In Section 2, we describe related research. In Section 3, we describe the proposed method. In Section 4, we describe an experiment conducted to evaluate the effectiveness of the proposed method and show the results of the experiment. In Section 5, we conclude this paper.
Related research
In this section, we describe research related to our work.
There have been many studies on the detection of hands or fingers in images 5)7)9)10)13)14)17) . In these studies, the image features that are mainly used are edges and color. In 5)10)13) , only color information was used in the detection of hands or fingers. The disadvantages of using only color information are that false detection may occur in regions having a color close to skin color, and the method is not robust to illumination changes. On the other hand, edges are perhaps the most lowlevel image features, so it is relatively easy to extract them in images. Also, one of the advantages of using edges is that they are robust to a narrow range of illumination changes. In 7)9)14)17) , edges were used in the detection of hands or fingers. Stenger et al. made a likelihood function using edge and color information and detected various hand poses in an image sequence by combining hierarchical template matching and Bayesian filtering 9) . Do et al. extracted circular features in edge images by using the Hough transform and tracked fingers with these features in an image sequence by using a particle filter 14) . Athitsos et al. estimated a hand pose by retrieving the image closest to an input image from a large database of synthetic hand images by using edge and line matching 7) . Oikonomidis et al. simultaneously
tracked a hand and a simple-shaped object manipulated with the hand in image sequences captured by a multicamera system by using edge and color information 17) .
The common idea in 7)9)17) is to generate a parametric model (template) of hand poses or objects and to estimate parameters to make the best match between the model and an input image. As in 17) , this idea can also be applied to the detection of general objects in images, and there have been many studies taking this approach 1) 3)6)16) . In the detection of general objects in an image, Steger described a way of making robust similarity measures against various disturbances and showed that it is effective to use edges in making similarity measures 6) . The chamfer distance used by Borgefors 1) , in particular, makes smooth edge distance functions, i.e., similarity measures. Smooth functions are suitable for iterative optimization algorithms for minimizing an n-dimensional function, such as Newton's method, because these functions give the gradient at each point on domains of functions. Therefore, an initial search point can be made to converge toward an optimal solution in the domain space with a light computational load. In 7)9)17) , similarity measures were made using the chamfer distance, and results in detecting objects showed the effectiveness of this approach. Edges are useful in various object detection problems; however, in the case of finger detection, false detection often occurs in images with complex backgrounds. This is because images with complex backgrounds include many regions similar to the form of a finger itself because a finger has a simpler form than the whole hand or general objects.
Also, the non-sequence-based search in 7) faces the problem that the detection processing time is very long. In 9) , a sequence-based search, which uses information between images generated sequentially, was adopted, but the method requires a heavy computational load for estimating hand poses in an image sequence, making the method unsuitable for integration into mobile devices having a small amount of computational resources. As mentioned above, the problems of lack of robustness in detecting a finger in images with complex backgrounds, and the long processing time in the detection of general objects (including fingers) remain unsolved.
On the other hand, in 12)18) , we have proposed a new input interface system which captures images including the user's finger by the camera attached to a mobile device, and that recognizes the moving finger in the air by image processing. In 12) , since the finger is rec-ognized by using color information, the system often fails to recognize the finger in front of the user's face. In 18) , the finger region is extracted by using IR LEDs and an IR filter, and the finger pose is estimated. In this system, by turning on and off the IR LEDs in synchronization with capturing images and taking the difference between two successive images, the system can detect only the object near the camera, i.e., the finger. This makes it possible to estimate the finger pose with a little disturbance of backgrounds. However, when the finger moves away from the camera, the camera cannot capture the finger, and detection of the finger becomes difficult.
In our approach, the finger is detected by using edges from input images. In addition, the information of the presence or absence of edges inside the finger is also used in matching, and it enables robust estimation of the finger pose against complex backgrounds.
Estimation and tracking of finger position and rotation
In this section, we introduce the proposed method, which estimates the position and rotation of a finger using the contour and interior information of the finger in template matching, and tracks the finger in an image sequence.
1 Outline of the proposed method
The proposed method is a kind of template matching based on the idea of the chamfer distance. A template of a finger is prepared as a binary image.
Our method estimates four parameters for recognizing a finger: translations in two directions in a plane perpendicular to the optical axis of a monocular camera which captures a sequence of images containing the finger, a scale change along the optical axis, and a rotation around the optical axis. In general, it is necessary to take the rotation of a finger in three-dimensional space into account so as to estimate the position and rotation of the finger moving in the space, and therefore, affine matching is often used. In our method, on the other hand, since the template is a simple binary image, we restrict the motions given to our input interface system to simple motions, e.g., a rotation around only one axis and not a bent finger, so that the above four parameters are sufficient for estimating the position and rotation of the finger.
The estimated parameters are denoted as follows:
where t x and t y are the horizontal and vertical translations of the finger, respectively, and s and θ are the scale change and the rotation of the finger, respectively. To solve the problem of non-robustness in images with complex backgrounds mentioned in Section 2, our method uses edges extracted from input images and information about the presence or absence of edges in regions in the input images corresponding to the inside of a finger in the template when the template is superimposed on the input images. This has the advantage of fewer false matches. In general, there are few edges in the region inside a finger. Hence, when the template is superimposed on input images, if there are many edges in regions in the input images corresponding to the inside of the finger in the template, these regions are recognized as not being a finger in our method. Therefore, it is possible to estimate the position and rotation of a finger exactly in images with complex backgrounds.
In our method, the similarity measure is an edge distance function, which is smooth, so that an initial search point converges toward an optimal solution with a low computational load by using a suitable iterative optimization algorithm.
Also, our system is intended to be used as a pointing device, which requires high-speed response and highaccuracy finger tracking. Our method is a sequencebased search whose advantage is that the region used for estimating the position and rotation of a finger is limited to the region around the finger. Therefore, we can set an initial search point near the optimal solution in the finger parameter space, which makes it possible to converge the point toward the optimal solution with a small number of iterations and a simple computation. As a result, we can achieve high-speed response and high-accuracy finger tracking. Accordingly, the proposed method achieves robustness in complex backgrounds and high-speed processing in finger recognition, which are necessary features for integrating the method into mobile devices. Moreover, our method also achieves high-speed response and high-accuracy finger tracking, which are necessary features for pointing devices.
The flow of the proposed method is as follows:
Step 1. Set an initial search point in the finger parameter space for an input image captured by a monocular camera.
Step 2. Focus on a region of interest (ROI) in the input image.
Step 3. Extract edges of the ROI, and make a dis-ITE Trans. on MTA Vol. 1, No. 3 (2013) tance map of the edge image.
Step 4. Estimate parameters for the position and rotation of a finger by template matching.
Step 5. Get the next input image, and return to
Step 1. The details of each step are described in the following subsections. The most remarkable feature of our method is the use of information about the presence or absence of edges in regions in the input images corresponding to the inside of a finger in the template when the template is superimposed on the input images in
Step 4. Details of this are described in Subsections 3. 5 and 3. 6.
2 The initial search point for estimating
parameters An image captured by the camera at the current time is denoted as frame k, and the captured image at the previous time is frame k − 1. Let p st k andp k−1 be an initial search point for estimating parameters for the position and rotation of the finger in frame k and a parameter estimation point in frame k − 1, respectively. In our method, we have
Excessively fast input motions are not allowed in our input interface system, so it is possible to assume that the difference between frames is small. Therefore, the initial search point given by Eq. (2) is close to a parameter estimation point in frame k in the parameter space. This condition leads to an estimation result with high accuracy and reduced search time.
3 ROI
Elements of p st k are denoted as follows:
We focus on a ROI that is a rectangular region whose center is the pixel position (t x st k , t y st k ) in frame k. The height and width of the ROI are
respectively, where T H and T W are the height and width of the template, respectively. Eq. (4) means that the size of the ROI depends on that of the finger.
4 Edge extraction and distance map
Since the performance of the proposed method is dependent on the accuracy of edge extraction, we use color information of captured images to extract edges from them. In brief, we apply a Sobel filter to each color component (RGB) of the ROI and compute gradient intensities of pixels in each color component; in other words, pixels in the ROI have three (RGB) gradient intensities. For each pixel in the ROI, we select the maximum from three values as the gradient intensity of the pixel. Then, edges of the ROI are obtained by thresholding the gradient intensities of pixels in the ROI 4) .
As shown in Fig. 2 , this gives edges with good accuracy compared with the conventional way that extracts edges using the pixel brightness. Next, we make the distance map for the edge image of the ROI. In the edge image, the distance to the closest edge pixel, called the chamfer distance, is calculated at each non-edge pixel. The distance is zero at each edge pixel. The distance map is a map generated by giving the chamfer distance for each pixel in the edge image 1) .
In the distance map, the distance increases with the distance from the edge pixels. Fig. 3 shows an example of the distance map corresponding to an edge image. The distance map is used to make the similarity measure. Using the chamfer distance results in a smooth distance function that is suitable for iterative optimization algorithms for minimizing an n-dimensional function.
3. 5 Template matching using the contour and interior information of a finger Estimation of the position and rotation of a finger is achieved by template matching with a binary template image of a finger. In our method, we take edges in the inside of a finger into account. Though there are variations among individuals, in general, there are few edges in the inside of a finger, as shown in Fig. 4 . We build this condition into the similarity measure to estimate the position and rotation of a finger, which makes it possible to recognize a finger exactly in images with complex backgrounds.
6 Optimization by gradient method
We make the similarity measure for estimating the position and rotation of a finger as follows: First, as shown in Fig. 5 , we register the positions of the contour and interior points of a finger in the template. Let C and IN be the set of all contour points and the set of all interior points, respectively.
Next, we compose the following similarity measure, E, as a real-valued function depending on p:
where
Here W is a warp function
where R(θ) is the rotation matrix depending on θ;
I D is a distance map; λ x,p is a positive constant at an edge point and zero at a non-edge point in I D , i.e.,
and h is a positive correction weight toward the top of the finger.
We estimate p that minimizes E. Eq. (6) is the term for estimating the position and rotation of the finger. The value of this term is small when new positions of contour points of a finger in the template transformed by the warp function are close to positions of edge points in the edged ROI. Eq. (7) is a penalty term for the finger interior. The value of this term is large when positions in the edged ROI corresponding to new positions of interior points of a finger in the template transformed by the warp function are the positions of edge points. In general, since there are few edges in the inside of a finger, if there are many edges in the corresponding region, that region is recognized as not being a finger. Therefore, it is possible to estimate the position and rotation of a finger exactly in images with complex backgrounds. Eq. (8) is a term for preventing a finger from being recognized in the region below the first knuckle joint of the finger. By increasing this value, a finger is more recognizable in the region above the first knuckle joint of the finger.
The similarity measure given by Eq. (5) is a smooth function because it is made using the chamfer distance, which makes it suitable for iterative optimization algorithms. Fig. 6 shows an example of our similarity measure. The graph in Fig. 6 shows the variation of E depending on t x of p giving an estimation solution, with the other parameters (t y , s, and θ) fixed. In the graph, there are few ups and downs around the optimal solution. Hence, by choosing a suitable initial parameter search point, the point converges toward the optimal solution with a small number of iterations, which leads to reduced search time. The similarity measure is minimized by using a gradient method. In the gradient method, the rule for updating parameters is as follows:
Here, ω s and ω θ are positive update weights for s and θ, respectively, and α is a positive ratio of parameter update sizes. The solution is sensitive to scale and rotation changes, so it is necessary to adjust the amounts of these changes by weighting them.
7 Initial detection and evaluating success/failure of finger tracking
We give an initial position and rotation of a finger by holding the finger over a specific region in the captured images. This is shown in Fig. 7 . The left image in Fig. 7 is an image used for detecting an initial finger. Then, a ROI is centered in the image, and the template image is displayed in the ROI with a suitable size and color (red in the example shown). An initial finger is detected by fitting the finger to the red template. For each frame, the matching score is constantly computed by estimating finger parameters with a local random search in the ROI. The condition for the initial finger detection is as follows: Let
and if Fig. 7 The initial detection of a finger.
then an initial finger is detected, and tracking of the finger starts with p, where I H and I W are the height and width of the captured images, respectively, N (p st 1 ) is the neighborhood of p st 1 , and T S is a positive threshold for detecting an initial finger. When a finger enters the ROI, the computed matching scores are so small as to satisfy Eq. (15) .
Also, if tracking failure is detected in a certain number of sequential frames, then the tracking is judged to have failed, and the method returns to the initial finger detection. The condition for evaluating the success or failure of finger tracking is as follows: If, for a frame,
then the tracking is considered to have failed in that frame, where T F is a positive threshold for evaluating the tracking.
Performance evaluations
In this section, we describe an experiment conducted to evaluate the effectiveness of the proposed method, and we show the results of the experiment. The effectiveness of the proposed method was tested for several pseudo-input motions in assumed situations by using the experimental system shown in Fig. 1 . In the experiment, we handled our system as if it were operating on an actual mobile device. Two pseudo-input motions with specific backgrounds were captured by the monocular camera several times for each motion. Then, we applied the proposed method to image sequences of the two kinds of motion.
1 Experimental settings
In the experiment, we used the backgrounds, input motions, camera, lens, and PC shown in Table 1 . We considered combinations of backgrounds and input motions, i.e., a total of 6 situations. For each of the situations of input motions on clothes, 15 videos were made, and for each of the situations of input motions on face and light, 5 videos were made, i.e., a total of 50 videos. The subjects of the experiment were 3 persons. We applied the proposed method to each video and evaluated the success rate and accuracy of finger tracking. The length of each video was 2 seconds, i.e., 120 frames. Fig. 8 shows snapshots of the tracking of a finger in images containing clothes, a face, and a light. In the figure, the monochrome regions are edged ROIs, and red lines in these regions are transformed templates matching a finger in frames. The number of iterations in the gradient method for estimating finger parameters was 10 in each frame. Finger tracking was successful in each of the backgrounds shown in the figure. Table 2 shows the success rates of finger tracking. Success ratios were computed for tracking results with 5, 10, 15, and 20 iterations in the gradient method. In the table, values in the row labeled "Proposed" are the success rates of finger tracking using the proposed method. We also computed success rates for finger tracking without using information of the interior of a finger, i.e., the case where E 2 (p) = 0 in Eq. (5). These are the values in the row labeled "No-inside". Tracking was judged to have failed when the red template obviously came off the finger in subjective visual evaluation. The results in the table show that our method successfully tracked a finger in almost all of the test videos with 10 or more iterations. Also, the results show the effectiveness of using the information of the finger interior in finger tracking in images with complex backgrounds.
2 Results ( 1 ) Robustness
( 2 ) High-speed processing Table 3 shows the processing time per frame when our method was applied to test videos. The processing time includes the time for extracting edges, the time for making a distance map, and the time for estimating finger parameters (Matching). In the case of 10 iterations, which is the smallest number of iterations that gave good performance in finger tracking, the average processing time was 6.32 [ms/frame] in our method. Although parameter estimation (Matching) often requires a long time compared with the other processing steps, the results in Table 3 demonstrate that we were able to greatly reduce this processing time. The majority of the processing time was the edge extraction time. If this could be reduced, it would be possible to speed up our method even more in the future. The performance of mobile devices is progressing dramatically, and our system is promising for integrating into mobile devices.
( 3 ) Tracking accuracy our method. In the figure, paths labeled "ES" are those obtained by the exhaustive search, and paths labeled "PM-n times" are those obtained by the proposed method with n iterations of the gradient method. In the exhaustive search, we searched for finger parameters everywhere in the neighborhood of an initial search point in each frame. Parameter step-lengths in the exhaustive search were 0.1 pixels for translations, 0.01 for scale change, and 0.1 degrees for rotation. The exhaustive search successfully tracked a finger in all of the test videos. We regarded the result obtained by the exhaustive search as a correct finger tracking result. The figure shows that the paths for translations (t x and t y ) obtained by our method with 10 iterations were similar to those obtained by the exhaustive search. The paths for scale change (s) obtained by our method were very different in shape from those obtained by the exhaustive search, but the absolute values differed only slightly. Fig. 10 shows frame 60, which corresponds to the positions of the dashed lines in Fig. 9 , in tracking videos using the exhaustive search and our method with 10 iterations. The figure shows that there is a slight difference between the exhaustive search and our method, but that the template almost fits the finger in our method. Table 4 shows the accuracy of the finger tracking, given by the root mean square (RMS) error between the tracking paths obtained by the exhaustive search and our method. The RMS error is computed as follows:
wherep i,ES andp i,PM are parameter solutions estimated by the exhaustive search and the proposed method in frame i, respectively, and N is the total number of frames. other parameters. The finger template tends to shake up and down during finger tracking because the finger shape is simple. It is difficult to prevent this behavior. However, the tracking itself did not fail, and the Exhaustive search Proposed method Fig. 10 Comparison between frame 60 in tracking videos using the exhaustive search and our method with 10 iterations, from which the graphs in Fig. 9 are obtained.
accuracy of the vertical translation was acceptable.
The above results showed that our method achieved finger tracking with good accuracy and short processing time.
3 Comparison with conventional methods
We compare our method with others described in 7)9) and 17) , as conventional methods of the hand pose detection, and describe the superiority of our method to them. These conventional methods have a common feature that they use the chamfer distance to calculate the similarity measure for estimating hand poses as our method does, but do not use information of the finger interior. As seen in the experimental result in Subsection 4. 2, finger tracking becomes unstable without information of the finger interior.
These conventional methods make a model of the whole hand in the high dimensional parameter space, and then estimate parameters that match best with an input image. Accurate estimation is not always required in these conventional methods. In 7) , a hand pose is estimated by retrieving the image closest to an input image from a large database of synthetic hand images by using both the chamfer distance and line matching cost. The hand parameters corresponding to the retrieved image are discrete and low resolution. In 9) , a likelihood function is made of the chamfer distance and color information, and then various hand poses are detected in an image sequence by combining hierarchical template matching and Bayesian filtering. Since a hierarchy of templates is constructed by partitioning the parameter space, the solution is also discrete. In 17) , the similarity measure is also made of the chamfer distance and color information, and then hand pose parameters are estimated by using particle swarm optimization (PSO). The accuracy of estimation solutions in 7) and 9) is not sufficient because the estimated param-eters are discrete and low resolution. The accuracy in 17) is bad when using real image data. Our method is developed specific to a pointing device, and the aim is different from those of conventional methods above. In a pointing device, high accuracy is needed in estimating the pose of a finger. Our trackingbased method achieves the estimation of finger parameters with higher-accuracy compared to the conventional methods.
Conclusion
In this paper, we have proposed a method for robust tracking of a moving finger in an image sequence. The method is suitable for implementing in our input interface system, which recognizes a moving finger in the air by processing images captured by a monocular camera. The proposed method extracts edges from input images, then estimates the position and rotation of a finger in input images by matching points in a template to edges, and tracks the finger.
By using information about the presence or absence of edges in regions in input images corresponding to the inside of a finger in the template when the template is superimposed on the input images, it is possible to estimate the position and rotation of a finger exactly in images with complex backgrounds. The similarity measure is an edge distance function using the chamfer distance; in other words, it is a smooth function, so that iterative optimization algorithms can be used to minimize an n-dimensional function. Moreover, the proposed method is a sequence-based search whose advantage is that the region used to estimate the position and rotation of a finger is limited to the region around the finger. Therefore, we can set an initial search point near the optimal solution in the finger parameter space, and hence, it is possible to converge the point toward the optimal solution with a small number of iterations and a simple computation. As a result, our method can achieve finger tracking with high-speed response and high accuracy.
The effectiveness of the proposed method was tested in several situations by using an experimental system including a PC. By applying our method to test videos including pseudo-input motions with complex backgrounds, our method successfully tracked a finger in all test videos with an average processing time of 6.32 [ms/frame], and the finger was tracked with good accuracy. Accordingly, the proposed method showed robustness with complex backgrounds and achieved highspeed processing in finger recognition. Moreover, our method also achieved finger tracking with high-speed response and high accuracy, which are necessary features for pointing devices.
In addition, we greatly reduced the parameter estimation time. However, there is still room for reducing the whole processing time. Also, the performance of mobile devices is progressing dramatically year by year, and our system is promising for integrating into mobile devices.
