It is generally assumed that crystallization begins with a small, crystalline nucleus. For proteins this paradigm may not be valid. Our numerical simulations show that under conditions typically used to produce protein crystals, small clusters of model proteins (particles with short-range, attractive interactions) cannot maintain a crystalline structure. Protein crystal nucleation is therefore an indirect, two-step process. A nucleus first forms and grows as a disordered, liquid-like aggregate. Once the aggregate grows beyond a critical size (about a few hundred particles) crystal nucleation becomes possible.
It is generally assumed that crystallization begins with a small, crystalline nucleus. For proteins this paradigm may not be valid. Our numerical simulations show that under conditions typically used to produce protein crystals, small clusters of model proteins (particles with short-range, attractive interactions) cannot maintain a crystalline structure. Protein crystal nucleation is therefore an indirect, two-step process. A nucleus first forms and grows as a disordered, liquid-like aggregate. Once the aggregate grows beyond a critical size (about a few hundred particles) crystal nucleation becomes possible.
T he inability to produce high-quality crystals is currently a major hurdle in determining the 3D x-ray structure of proteins (1) . In addition, the crystallization of proteins is involved in diseases such as human genetic cataract (2) . It is therefore important to improve the understanding of the thermodynamics and kinetics of protein crystallization. Some progress has been made through the use of simple models that capture the essential features of protein interactions (3, 4) . In particular, a globular protein is well described as a hard sphere with short-range, attractive interactions (5) . The phase diagram of such model particles ( Fig. 1 ) is believed to be generic for globular proteins. There are two possible phase transitions: crystallization, in which liquid and solid coexist, and liquidliquid phase separation (LLPS), in which dilute and dense liquid phases coexist. LLPS is analogous to the gas-liquid phase transition observed for simple fluids, such as argon. In proteins, however, LLPS is metastable with respect to crystallization, whereas for simple fluids a stable liquid phase exists. This difference is due to the relatively large size of proteins: if the range of interaction is less than approximately a quarter of the particle diameter, there is no stable liquid phase (6) (7) (8) (9) (10) (11) . Because LLPS is metastable, it is not usually observed in protein solutions. Nevertheless, it has been studied systematically for lysozyme (12) (13) (14) and several ␥-crystallins (15, 16) . The full phase diagram of these proteins resembles that shown in Fig. 1 (17, 18) .
Proteins are crystallized from highly supersaturated but dilute solutions to promote the nucleation rate for crystals while minimizing aggregation (19) . At high supersaturations, small liquid droplets, although metastable, can also form. Because both liquid and solid phases can nucleate, the question arises as to the structure of a nucleus en route to forming a crystal.
Methods
Numerical simulations offer a way to study the structure of such small clusters. In a system with a fixed number of particles N and volume V, once a cluster has nucleated it will grow until it reaches a size at which it is in equilibrium with the surrounding phase. By choosing an appropriate N and a small enough V, we can obtain stable clusters of any desired number of particles. Furthermore, if the surrounding phase is dilute, the stable cluster will be enclosed in a volume that is much bigger than its own size. Placing a cluster in a finite volume that is sufficiently small to provide stabilization, but large enough so that boundary effects are negligible, is a natural way to study the thermodynamic properties of small clusters. It is an alternative to the biased sampling (20) commonly used in simulations to increase the probability of observing a nucleation event.
The free energy F of N particles, of which M form a cluster whereas N Ϫ M particles form the dilute phase (disconnected from the cluster) can be written as:
Here F c is the free energy of the cluster and F d is the free energy of the dilute phase. Eq. 1 assumes that the interactions between the cluster and the dilute phase can be neglected. The probability to observe a cluster of size M is given by (21)
where Z(N) is the partition function of the system, k is Boltzmann's constant and T is the absolute temperature. The chemical potential of a particle in the cluster c (M) ϭ dF c (M)͞dM is therefore
In large systems, P(M) is always close to its maximum value and c Ϸ d . However, in our case of small N and very small N Ϫ M, the large variation in P(M) and d because of the fluctuations in N Ϫ M must be accounted for in the calculation of c . This is accomplished by using the discretized version of Eq. 3 appropriate for small numbers of particles, i.e.,
Both the probability P(M) and the chemical potential of a particle in the dilute phase d can be calculated from the simulations: P(M) from direct counting and d by using Widom's method (22) . In our case, the appropriate form of d is
Here 0 is the standard part of the chemical potential, is the hard core volume of a particle, ⌬E test is the change in the energy of the system attributable to the addition of a test particle and ͗ ͘ denotes a canonical ensemble average. To examine the equilibrium properties of clusters of different sizes, we performed NVT (constant number of particles, volume, and temperature) Monte Carlo simulations of hard spheres with short-range interactions using an attractive square-well potential with reduced range and depth (22) . For this potential, two particles are said to be in contact if their centers are within the range of interaction. A cluster is then defined as a group of particles forming a continuous series of contacts. By this definition, there is no energetic interaction between a cluster and the dilute phase. An entropic interaction, however, does exist, because clusters of different shape will exclude the particles in the dilute phase from slightly different volumes. If the cluster occupies only a small part of the simulation volume, which is the case when the difference between the densities of the cluster and the dilute phase is large, then the entropic interaction will be small. We find that Eq. 1, which neglects all interactions between the cluster and the dilute phase, provides a good description of the systems we study.
We performed simulations for several short-range potentials (with ϭ 1.1, 1.15, and 1.25), using a cubic volume with periodic boundary conditions. For each range, we examined a number of reduced energies ͞kT, chosen so that the system was in the LLPS region (22) . Once a cluster had formed in a simulation, the cluster size was determined and the chemical potential and the average number of contacts per particle in the cluster were computed periodically. In addition to quantitative measurements, we monitored the structure of the cluster using stereoscopic images. (A simulation program that provides these images, together with the initial configurations of particles that illustrate the material in this article, is available from http:͞͞ web.mit.edu͞physics͞benedek͞clusters.html.)
Results and Discussion
The principal result of our simulations is that for small clusters only liquid-like structures are stable. For a crystalline cluster to form it must be large enough. This phenomenon is illustrated in Fig. 2. Fig. 2a shows a sequence of three cluster-size probability distributions, P(M), obtained in three consecutive simulation runs. Initially, the clusters were disordered (circles); this distribution of clusters remained stable indefinitely. Four particles were then added to the system and another run was performed. Close to the end of this new run crystallization occurred, resulting in a shoulder in the distribution (triangles). The next run produced a distribution of crystalline clusters (squares); this distribution also remained stable indefinitely. Images of the clusters (Fig. 2b) before and after the transition illustrate that crystallization had taken place.
The transition between a liquid-like and a crystalline cluster results from the competition between the surface and the bulk of the clusters. Our simulations are performed under conditions for which LLPS is metastable; i.e., a bulk crystal is more stable than a bulk liquid phase. However, for clusters of finite size, surface effects become important, and these favor a liquid-like structure. As the cluster size increases, the relative number of particles on the surface decreases, the bulk properties can dominate, and the transition from a liquid cluster to a crystalline one occurs.
Although the most stable large clusters are crystalline, metastable liquid-like clusters may persist. In these cases it is possible to analyze quantitatively the competition between surface and bulk effects. Fig. 3 shows the results of many different simulations with ϭ 1.25 and ϭ 2.0kT. For sufficiently large clusters, two distinct values for the chemical potentials of clusters of the same size are observed. The metastable cluster with higher chemical potential has an unordered, liquid-like structure, whereas the stable state with lower chemical potential is crystalline. When the clusters are sufficiently small, only liquid-like clusters are observed. In large clusters both the chemical potential c (Fig. 3a) and the number of contacts per particle n c (Fig. 3b) are expected to behave asymptotically as const 1 ϩ const 2 Fig. 2 . Crystallization of a cluster with ϭ 1.1 and ϭ 2.5kT. (a) The probability distribution P(M) to observe a cluster of size M at three different moments during the simulation. Our Monte Carlo simulations provide an artificial kinetic evolution of the system, allowing us to observe the transition between liquid and crystalline clusters. Initially, 84 particles are in the system and there is a stable distribution of sizes for the liquid cluster (F). Next, four particles are added to the system. After a while, crystallization occurs, leading to an increase in the size of the cluster (OE). Soon afterward, the system of 88 particles reaches a stable distribution for the crystalline cluster (s). (b) The liquid cluster at the beginning of the simulation with 84 particles (Left) and the crystalline cluster in the end of the simulation with 88 particles (Right). 3D versions of these images may be viewed either as a stereograph or using red͞blue 3D glasses. (A simulation program that provides these images, together with the initial configurations of particles that illustrate the material in this article, is available from http:͞͞web.mit.edu͞physics͞benedek͞ clusters.html.)
, with the first term representing bulk properties and the second term representing surface properties (23) . Lines in Fig. 3 are separate fits of the data to the formulae c ϭ bulk ϩ ␣ M
Ϫ1/3
and n c ϭ n bulk Ϫ ␣ n M Ϫ1/3 for the crystalline and liquid clusters. Because the total energy of the cluster is ϪMn c ͞2, the energetic contribution to bulk is Ϫn bulk ͞2 and to ␣ is ␣ n ͞3.
The bulk chemical potential of crystalline clusters is lower than that of liquid-like clusters. This is because of a difference in n bulk , i.e., an energetic difference; the entropies are essentially the same. In fact, the cell model (8) , which assumes that each particle is caged in by its neighbors, reproduces fairly well the bulk chemical potential in both the crystalline and liquid clusters (Table 1) .
Although the bulk free energy favors crystalline clusters, the surface free energy (proportional to ␣ ) favors liquid clusters because these clusters have a much smaller surface free energy per particle. Therefore, sufficiently small clusters will be liquidlike, which may be viewed as a manifestation of surface melting (24, 25) . As can be seen in Table 1 , when the energy per contact is large, the smaller surface free energy in the liquid cluster arises from the large gain in entropy for a particle at the liquid surface as compared with the bulk. In contrast, there is practically no gain in entropy for a particle at the surface of a crystalline cluster. The surface free energy in the crystalline cluster is primarily due to the energetic contribution, i.e., loss of contacts at the surface.
Transitions between liquid-like and crystalline clusters have been demonstrated for 2D colloidal systems (26) . In these experiments, spherical latex particles are trapped at an air-water interface. The addition of a single particle converts a colloidal cluster from a disordered structure to an ordered one. This type of transition is also well established for particles interacting through long-range potentials (24, 25, (27) (28) (29) (30) , which are used to describe clusters of rare gases, metals, and simple molecules. It is not surprising that liquid clusters form in long-ranged systems, where a stable liquid phase exists. It is, however, remarkable that liquid clusters also form in short-ranged systems, such as proteins, for which there is no stable liquid phase. Of course, because the interactions among real proteins are anisotropic, the stable structure of small clusters of proteins would most probably be an aggregate rather than a true liquid (31) .
The results we have presented complement other studies of the possible role of metastable LLPS in the crystallization of proteins (32, 33) . Those studies focused on crystal nucleation under conditions not usually used in protein crystallization experiments: high concentrations in the vicinity of the liquidliquid coexistence curve, where the transition we describe does not exist.
Conclusions
Our findings suggest that a protein crystal should typically nucleate not as a small crystal but as a more stable disordered aggregate. Only when this aggregate reaches a critical size can it convert into a crystal. Aggregation per se is not detrimental to the outcome of a crystallization attempt. Instead, the crucial step is the ordering of a critical aggregate, which should occur faster than further unordered growth.
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