is not well-posed from a physical point of view, since its solution is not unique. Indeed, on every section Si, we are prescribing just one scalar condition rather than d conditions at every point x E Si, as it should be.
In [10] the do-nothing approach was advocated as a way of solving the two situations just presented. By this technique, a particular weak formulation is devised which allows to fulfill conditions (1.3) (resp., (1.4)) at some extent, giving rise to a well-posed problem. In fact, this formulation contains also "implicit" (Neumannlike) boundary conditions which select one particular solution among all the physical solutions of the original differential problem.
We will here give a brief presentation of this approach. Let where the Pi's are a priori unknown constants (in space). The formulation of the mean pressure problem may be easily discretized as it can be regarded as a classical Navier-Stokes problem with Neumann boundary conditions. On the other hand, the definition of the functional space V* makes the implementation of the prescribed flow rate problem less straightforward.
2.
A Lagrange multiplier approach for flow rate boundary conditions. In this section, we propose a slightly different formulation of the prescribed flow rate problem presented above. We consider (1.1) and (1.2) and we prescribe the velocity flux on all but one section of 0Q. More precisely, we aim at satisfying Both systems (2.8) and (2.9) admit a unique solution. Note that the equations satisfied by (fi, P) are the unconstrained counterpart of (2.7) and that the solution (wi, i7r) of (2.9) depends only on the geometry and not on the data of the Stokes problem. In some sense, the functions wi are related to the flux-carriers bi introduced in the do-nothing formulation (1.7).
We set, then, u = ii + >nl Aiwi and p = + E n Airi. No matter how the Ai, i = 1, ... ,n, are chosen, (u,p) satisfies the first two equations of (2.7). If we further require u to satisfy the third equation of (2.7), we obtain the following equations: This formulation is, in some sense, the dual of the flux formulation as it imposes constraints on the dual problem (the pressure equation), whereas the flux boundary conditions yields a constraint on the primal problem (the velocity equations). Therefore, it can be regarded as the natural counterpart of our formulation for the flux problem. Unfortunately, it may be recognized that from (2.15) it follows that u.
-nls = Ai on each Si, whereas u -nls, cannot be a constant different from 0 (since we assume no-slip boundary conditions on F). This formulation is therefore not unsuitable for the problem we are interested in. Nevertheless, it may be adopted in those cases where a slip boundary condition is imposed on the wall. In this case system (2.15) will effectively impose a mean value for p, thus differing from the donothing approach (1.5) which is instead equivalent to imposing the much stronger condition (1.6). A numerical test is given hereafter to illustrate how the mean pressure formulation may be used when it is consistent with the velocity boundary conditions. We consider a Stokes flow around a cylinder between two flat plates. We have imposed a homogeneous Dirichlet boundary condition on the cylinder surface, a pure slip condition (i.e., u -n = 0) on the plates. Moreover, we will prescribe the mean pressure at the inlet and the outlet (see Figure 2 ). In Figure 3 we show the pressure profile obtained at the inlet. It may be noted how it varies around the imposed mean value of 1. St being the time step, M and B the mass and advection matrices, and K the stiffness matrix. Here and in the following it is assumed that the matrix A is positive definite, which is always the case if St is chosen appropriately.
Solution algorithms.
Here, we present and analyze four possible algorithms which may be adopted for the solution of system (3.2) and which are computationally more efficient than solving simultaneously for U, P, and A.
1. Solution of additional Stokes problems. If one wishes to introduce the proposed approach on a Navier-Stokes solver with as few modifications as possible to an existing code for Navier-Stokes equations with "classical" boundary conditions, a possibility is to follow the constructive proof of Proposition 2.2. As we have seen, the solution of the constrained problem can be obtained by combining the solutions of n + 1 unconstrained Stokes problems, given by (2.8) and (2.9). In particular, for a fixed geometry, the n solutions wi, i = 1, ... , n, of problem (2.9) can be computed only once, so that the additional computational cost at each time step is just that of the solution of (2.8). The drawback is that the memory requirement to store the wi may become prohibitive particularly in a three-dimensional computation and with a large number of Lagrange multipliers. On the other hand, the third step gives U = Uo -H(2) (DTP + 4TA), from which we can infer that ( 
3.12) Q(U = )U0 -()H(2) (DTP + 4T A) = QUo -4)H(1)(DTP + 4)TA) + 4(H(1) -H(2))(DTP + ()TA).
By exploiting (3.11), we finally have (3.13) The same experiment has been carried out in 3D and the result is shown in Figure 5 . Here, the computed velocity field at three different times is illustrated, together with the corresponding axial velocity profile on the inflow section. Again, we outline the excellent agreement with the analytical solution.
4U = Q + D(H(1) -H(2))(DTp + (PTA).

Whenever H(1) = H(2), like in the algebraic
Finally, we have carried out the same experiment in 2D using the numerical schemes "reordering + fractional step I" and "reordering + fractional step II" proposed in the previous section, both for the Yosida and the algebraic Chorin-Temam approximations, and we have evaluated the errors introduced on the fluxes. As expected, for the first scheme the difference between the flux we wish to impose and the one actually computed is of the order of the machine round-off error, both for the Yosida and the Chorin-Temam approximation.
For the latter scheme, this instead is true only when adopting the Chorin-Temam approximation. The behavior of the error on the fluxes for the Yosida approximation is shown in Figure 6 . The error is decreasing with the time step size, with a convergence rate that appears to be even higher than quadratic.
Mass conservation in free interface simulations.
We present here an application where it may be useful to impose the mass flow rate through a surface. We consider two immiscible and incompressible fluids, with the same viscosity, confined in a closed tank Q and separated by a free interface (see Figure 7) . We denote by Q (t) and E(t), for i = 1, 2, the domain occupied by the fluid i and the interface at time t, respectively. We adopt an arbitrary Lagrangian Eulerian (ALE) formulation [7] and we denote by w the domain velocity which satisfies w -n = u -n on E(t) and w -v = 0 on O0, where n denotes the normal to E(t) directed from Q1 (t) to Q2 (t) and v is the outward normal on 09. Because of the incompressibility and the immiscibility of the two fluids, the volume of Qi (t) (or equivalently Q2 (t)) must be preserved. At the continuous level, this property is satisfied. Indeed, meas(Ql(t2)) -meas(Ql(ti)) = 1(t) W nd = u-n da (4.1) = t2 divud = 0, ( 
4.1) -divudx-0, ft 0(t) since div u vanishes almost everywhere in Q1 (t).
At the discrete level, the relation f• (t) div Uh dx = 0 is still verified if the pressure is discretized using discontinuous functions (as in the Q2/P1 or Q1/PO finite elements) [2] .
If instead the pressure is discretized using continuous functions, as in Taylor still equal to 4 (within machine precision) , whereas it drops to approximately 3.9 when we adopt Q2/Q1 elements (see Figure 8) . We have obtained analogous results with stabilized Q1/Q1 finite elements. Clearly, this lack of mass conservation decreases as h goes to zero, yet for many practical applications a mass loss is not acceptable and the use of an extremely fine mesh is not economical (or even not feasible). Figure 8 shows that a perfect mass conservation is also obtained with Q2/Q1 elements if we impose a zero flow rate through E by the Lagrange multiplier technique. Finally, Figure 9 shows the elevation of a point on the interface obtained on the same mesh with the Q2/P1 elements and the Q2/Q1 elements with flux constraint. The difference is barely visible. The use of a Lagrange multiplier technique thus allows to adopt continuous pressure elements for this type of problem.
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Multiscale domain decomposition.
An application in which it is necessary to impose defective boundary conditions to a Navier-Stokes problem arises in the hemodynamics context when the cardiovascular system is simulated by a multiscale model. A multiscale technique couples detailed models, based on the solution System (4.2) has been discretized in space using P1-isoP2 finite elements for the fluid and P1 elements for the structure. For time discretization, we have adopted an ALE formulation to account for the domain movement with an implicit Euler discretization for the fluid equations and a Newmark scheme for the structure. On the other hand, system (4.3), which is hyperbolic, has been discretized using a secondorder Taylor-Galerkin scheme with a characteristic treatment of the boundary.
At each time step tn, we look for a solution of (4.2) and (4.3) which satisfies at 1F(a) the coupling conditions We have solved iteratively at each time step the two subproblems in Q1 and Q2. Given the approximate solution un, pn r'n, Qn, and A" of the coupled problem at time t = t", we look for the solution un+l, pn+l, r/n+1, Qn+l, and An+l using the following iterative algorithm:
We set u(0) = un, P(o) = pn, and qr(0) = r-", and for k = 0, 1,... we do the following:
1 We obtain u(k+l), P(k+l), T(k+1) in 1.
We iterate until the coupling conditions are satisfied within a fixed tolerance and we finally set the solution at time tn+l equal to the converged value. We may eventually add a relaxation step on the variable A(k)(a).
We observe that in step 2 of this algorithm we have to solve Navier-Stokes equations with flux boundary conditions on F(a). A different algorithm for the same coupled 2D/1D problem, which allows us to impose a mean pressure condition on F(a), has been proposed and analyzed in [6] .
We present here the numerical results relative to the following test case: we have considered a fluid initially at rest and we have imposed a pressure of 15mmHg Figure 11 shows the fluid pressure and the domain deformation at different times. We may note how the "pressure wave" crosses the interface between the two models with little spurious reflections.
A two-dimensional-zero-dimensional
coupling. This time, a bypass anastomosis in a coronary, modeled by the incompressible Navier-Stokes equations in a fixed domain, is coupled with a lumped parameter model for the rest of the cardiovascular system. Lumped parameters models are well established tools [21] and able to provide an approximation of the time evolution of average pressure and flow rate in different compartments of the cardiovascular system. They are based on the solution of a system of algebraic-ordinary differential equations derived by using an analogue with an electrical circuit. In this analogy, electrical currents and voltage are interpreted as flow rate and mean pressure, respectively. The model here adopted is the one proposed in [11] . Its coupling with a 2D description of a coronary by-pass is shown in Figure 12 . The interface condition we wish to impose between the two models are the continuity of flow rate and mean pressure. The numerical scheme employs a staggered algorithm where the pressure drop between inflow and outflow calculated by the NavierStokes model at a generic time step t = tk is imposed to the lumped parameter model which, in turn, is used to obtain the flow rate to advance the Navier-Stokes solution to t = tk+l. We are therefore facing the case where we need to employ the technique presented in section 2. Since we are using a rigid wall model for the by-pass, the incoming and outgoing flow rates are equal, due to the incompressibility constraint. Actually, we have prescribed to the Navier-Stokes equations only the flow rate on the inflow section while homogeneous Neumann boundary conditions have been imposed on the outflow section. On the other hand, the pressure drop between inflow and outflow, needed to advance the lumped parameter model, is simply provided by the Lagrange multiplier.
An alternative coupling algorithm, based on imposing a mean pressure to the inflow and outflow sections of the Navier-Stokes problem while prescribing the flow rate to the lumped model, has been described in [15] .
At the top of Figure 13 we show the flow rate and the pressure drop in the bypass computed by the coupled system. The marks indicate the values at the times corresponding to the four snapshots of the fluid speed found in the lower part of the same figure.
5. Conclusions. In this work we have considered defective boundary conditions for Navier-Stokes equations. In particular, we have addressed the case where one wants to impose the flow rate on a measurable subset of the domain boundary. We have proposed a formulation based on a Lagrange multiplier technique and we have shown that it is well-posed for the Stokes and the linearized Navier-Stokes equations. Moreover, we have considered some numerical algorithms to effectively solve the mixed problem thus obtained. Finally, we have presented several applications in which the technique may be advantageously used and we have shown some numerical results illustrating its effectiveness. 
