ABSTRACT The survival of cells relies on their ability to respond specifically to diverse environmental signals. Surprisingly, intracellular signaling pathways often share the same or homologous protein components, yet undesirable crosstalk is, in general, suppressed. This signaling specificity has been well studied in the yeast model system Saccharomyces cerevisiae, where the mitogen-activated protein kinase (MAPK) cascades are repeatedly employed in mediating distinct biological processes including pheromone-induced mating and filamentous growth under starvation. Although various mechanisms have been proposed to interpret the yeast MAPK signaling specificity, a consistent theory is still lacking. Here, we present a mathematical model that shows signaling specificity can arise through asymmetric hierarchical inhibition. The parameters of our model are, where possible, based on experimental data that allow us to determine the constraints imposed by signaling specificity on these parameters. Our model is in broad agreement with experimental observations to date and generates testable predictions that may stimulate further research.
INTRODUCTION
One of the central questions for biological information processing is how cells sense and distinguish extracellular stimuli when intracellular signaling components are shared among pathways. This sharing of components could potentially lead to erroneous cross-activation where the wrong downstream pathway is activated after an external stimulus. To maintain signaling specificity, cells have evolved a variety of different mechanisms (1) . An obvious mechanism that leads to specificity is to physically separate the pathways. This can be done by either sequestration, where key components of the pathways bind to scaffolding proteins, or compartmentalization, where the shared component is restricted to a small portion of the cell.
In some cases, however, signaling specificity is achieved in different ways. An example can be found in the budding yeast Saccharomyces cerevisiae, where common protein kinases are activated during the mating pheromone signaling, the switch to filamentous growth, and the response to osmotic stress (1) . Fig. 1 A shows the interaction between the mating and filamentous growth pathways, both of which are well characterized through extensive experimental investigations (2) (3) (4) . To illustrate the potential for cross talk between these two pathways we have colored shared components in yellow. The mating pathway is activated by the a-pheromone receptor that leads to the dissociation of G protein into Ga and Gbg subunits. The latter recruits the scaffold protein Ste5 to the plasma membrane, where the mitogen-activated protein kinase (MAPK) MAPKKK Ste11, the MAPKK Ste7, and the MAPK Fus3 are sequentially activated with the aid of upstream kinases including Ste20 and Ste50. MAPK Fus3 is Ste5-dependent and plays a central role in mating because it controls not only pheromone-dependent gene expression, but also promotes cell cycle arrest and mating projection (5) . Among many downstream targets, Fus3 activates the transcription factor Ste12 in the nucleus by phosphorylating two redundant Ste12 inhibitors, Dig1 and Dig2 (6) . Activated Ste12 proteins appear to act as dimers and drive the pheromone response elements of inducible mating genes (7, 8) .
The filamentous growth pathway in yeast cells is responsible for the switch to an invasive growth form under nitrogen starvation and shares many components with the mating pathway (9) (10) (11) . In particular, it also possesses a MAPK cascade with identical MAPKKK and MAPKK components but with a different MAPK (Kss1). A major difference, however, is that the scaffold protein Ste5 is not needed for the activation of the filamentation-specific MAPK Kss1. Kss1 activates Ste12 as well as the filamentation-specific transcription factor Tec1; active Ste12 and Tec1 bind cooperatively to drive the filamentation response elements (12) . Remarkably, Tec1 is degraded rapidly in the presence of active Fus3 after pheromone exposure, providing a unilateral inhibition to avoid cross-activation (13) (14) (15) . When such negative effect of Fus3 is eliminated by mutants expressing stable Tec1, Fus3 appears to be as potent as Kss1 to activate the filamentation program upon pheromone stimulation, indicating that Fus3 has dual regulatory functions in filamentous growth (14) . Finally, both pathways induce the gene STE12, and hence Ste12 is upregulated by itself; also, there is a positive feedback loop that upregulates Tec1, as TEC1 is among filamentation-specific genes (16) .
A variety of mechanisms at the MAPK cascade level have been proposed to interpret the specificity in yeast signaling. For example, the scaffold protein Ste5 has long been thought to promote signaling specificity by sequestration (17, 18) . Even though some experiments suggest that specificity is promoted by the selective activation of Ste5 (19) , there are several arguments why specificity cannot arise at the MAPK cascade level alone, but needs to involve mechanisms operating at the gene transcription level. First of all, after pheromone stimulation the MAPKK Ste7 not only phosphorylates Fus3 but also Kss1. Activated Kss1 will phosphorylate Tec1, resulting in filamentation gene expression. How can the downstream gene regulatory circuit filter out the information transmitted by Kss1 after pheromone treatment? Secondly, although only Kss1 is phosphorylated under nutrient deprivation, Kss1 activates both Ste12 and Tec1. The activation of Ste12 is likely to drive undesirable mating-specific genes through its positive feedback loop. Again, how is the downstream specificity achieved when Ste12 could leak to the mating program?
The first question can be answered by the inhibitory function of Fus3 on Tec1. Experiments have demonstrated that activated Fus3 can suppress the activation of Tec1 by degrading it, thus providing a mechanism that prevents the onset of the filamentation pathway as a result of the activation of Kss1 through the mating signaling (13) (14) (15) . The solution to the second question is less clear and needs to be sought at the downstream level. In this view, the MAPK module acts like an intermediate circuit that integrates and preprocesses environmental cues, and controls the duration and strength of the intermediate products, Fus3 and Kss1. These products can be regarded as the input for the downstream gene regulatory network.
In this article, we propose a mathematical model to study how the downstream gene regulatory network can achieve signaling specificity. Our model shows how this signaling property can be achieved through asymmetric hierarchical inhibition where the activation of the mating program is determined upstream from that of the filamentation pathway. An essential ingredient of our model is the degradation of the transcription factor dimers ( Fig. 1 B) , without which signaling specificity may be destroyed. In contrast to the mutual inhibition mechanism, hierarchical inhibition may give rise to monostable and history-independent output, as demonstrated in our simulations. The rate constants used in our model are mostly derived from experimental data and a careful examination of the parameter space reveals interesting constraints on some key parameters. In general, our simulation results are consistent with known experiments and the model generates several testable experimental predictions.
MODEL
Our model is restricted to the signaling process and gene regulation in the nucleus, with active MAP kinases Fus3* and Kss1* as the input, where * stands for activated components. The key players in our model are thus the transcription factors Ste12 and Tec1. To simplify our model, we will only consider the inactive monomers (Ste12 and Tec1, possibly bound to Dig1 and Dig2), the active monomers (Ste12* and Tec1*), and the active dimers (Ste12*-Ste12* and Tec1*-Ste12*). Note that this approach does not distinguish between inactive monomers and complexes of Ste12 and Tec1 with the abundantly present Dig1 and Dig2. In particular, it does not take explicitly into account the inactive complex Tec1-Ste12-Dig1 that can contribute to both the Tec1 concentration and the Ste12 concentration. We have verified that the inclusion of these microscopic states does not alter our results; a more detailed discussion is presented in the Model Variant section of our Supporting Material. Since the transcription factor dimers positively regulate the gene expression levels for the mating or filamentation program (1), we will take the active dimers as output variables.
In our model development, we started with a detailed representation of the two pathways (Fig. 1 A) . This network resulted in eight equations for eight variables which take the activated Fus3*, denoted here by x, and activated Kss1* (y) as input. A full description of this model can be found in the Supporting Material. To clarify the basic mechanisms underlying signal specificity, we have reduced this full model to a more amenable four-variable model. The procedure employed in this reduction is detailed in the Supporting Material and involves quasi-steady-state approximations. Importantly, the qualitative features of the reduced and detailed model are identical. The reduced model has only four variables: the complexes containing inactive Ste12 (S 0 ); the active monomer Ste12* (S 1 ); the complexes containing inactive Tec1 (T 0 ); and the active monomer Tec1* (T 1 ). The output of this model, the Ste12*-Ste12* dimer (S 2 ) and the Ste12*-Tec1* dimer (T 2 ), can be related to the variables of the model through
, where K S and K T (x) are equilibrium disassociation constants for which the specific expressions can be found in the Supporting Material. Fig. 1 B shows a schematic representation of the reduced model. The input x and y facilitate the activation of both S 1 and T 1 , which together can form heterodimers T 2 . Besides, S 1 itself dimerizes to the homodimer S 2 . All forms of Ste12 and Tec1, including the dimers, can degrade. Through gene expression, there is a positive feedback from S 2 to S 0 and from T 2 to T 0 . The figure also highlights the three processes that break the symmetry between the two pathways. These are: and Ste12-Tec1 (T 2 ), the output of our model. The specificity-determining parameters are indicated and include q, controlling the relative heterodimerization rate of T 1 and S 1 ; w, the relative degradation rate of the dimers; F l , tuning the Fus3*-dependent degradation rate of Tec1; F S , adjusting the positive feedback of the gene expression on Ste12; and F T , determining the genetic positive feedback of Tec1.
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1. The branching from Ste12 to Tec1 via the heterodimerization process
This process is controlled in our model by the parameter q, which is the ratio of the on-rates for the heterodimer and homodimer. This competitive interaction is based on experimental results, which show that abolishing the interaction of Tec1 with Ste12 eliminates Tec1-mediated gene expression, suggesting that the association of Tec1 with Ste12 is responsible for the filamentation transcription activity (20) . The relevant rates for these interactions are not known. 2. The Tec1 degradation, which is accelerated in the presence of Fus3* and described as a sigmoidal Fus3*-dependent function with a maximum value of F l . This process is based on recent experiments showing that Fus3* phosphorylates Tec1, resulting in its degradation by the SCF Cdc4 ubiquitin ligase (14) . Different sources indicate that Tec1 has a half-life of~15 min in the absence of pheromone treatment, and has a lifetime that is significantly smaller than 5 min after treatment with high levels of pheromone (14, 15, 21) . Thus, a conservative estimate is that the halflife of Tec1 is shortened at least threefold in the mating program, i.e., F l > 3. The half-lives of Ste12, on the other hand, are much longer: at 4 h without, and~30 min with, pheromone treatment (22) . Therefore, we treat the degradation rate of Ste12 as a constant in our model. We have verified that the inclusion of a pheromone-dependent degradation rate does not change our qualitative results (data not shown). 3. The stronger promoter activity of the TEC1 gene relative to the promoter activity of STE12. Like the Tec1 degradation, the promoter activities are mathematically described as the sigmoidal Hill functions each with a maximum of F T and F S , respectively (see Supporting Material). The experimental picture suggests that F S is smaller than F T (23,24), and we have used the parameter range shown in Table S2 of the Supporting Material.
In addition to these parameters, we have also investigated the dependence of our model on a parameter w that controls the degradation of the dimers. This parameter can take on values between 0 and 1, with 0 corresponding to completely stable dimers and with 1 corresponding to a dimer decay rate equal to that of their monomers. Experimentally, Tec1 appears to interact with Ste12 via its C-terminal, whereas Fus3 binds directly to the N-terminal residues of Tec1 (13) . Thus, the heterodimer Tec1*-Ste12* may be easily accessible to Fus3* and experience Fus3-mediated degradation which, as incorporated in our model, selectively degrades its Tec1* component. Little is known about the stability of the dimers, but we will see in Results that this parameter can have significant consequences.
The equations describing our reduced model can be written as
Here, g S (x, y) and g T (x, y) are the input-dependent activation rates with maxima g Sm and g Tm , respectively; d S and d T are the deactivation rates; l S and l T (x) are the degradation rates with the latter having a maximum of F l l T (0); S b and T b are the initial concentrations of Ste12 and Tec1; and P S (S 2 ) and P T (T 2 ) are the promoter activities for STE12 and TEC1 with maxima F S and F T , respectively. Explicit expressions for the rates can be found in the Supporting Material where the parameter values are listed in Table S2 . Note that the degradation rate in the last term in Eq. 2 is independent of x, in contrast to the last term in Eq. 4. This result, which follows from the quasi-steady-state approximation, reflects the different degradation rates of Ste12 and Tec1 after pheromone stimulation. For more details of the model assumptions and the quasi-steady-state approximation, we refer to the Supporting Material. These equations were integrated using MatLab 7 (The MathWorks, Natick, MA). To assess specificity we employed a two-window simulation protocol. During the first time window, both x and y were chosen large, corresponding to high levels of pheromone induction. We have verified that setting y ¼ 0 in the first window results in almost identical results. This is not surprising, since only the activation rates for S 0 and T 0 depend on y and these rates saturate as long as x is sufficiently large. Also note that x and y have redundant roles in activating downstream kinases, e.g., Ste12 . Experiments indicate that Fus3* is the dominant player in the mating program (14) , although there is evidence that Kss1* is required for full mating induction (25) . Since we are mainly interested in the transcription factors S 2 and T 2 , additional downstream functions of Kss1* are not considered. During the second time window, x was set to zero whereas y was assigned a high value, simulating the nutritional deprivation condition. The duration of both windows was chosen long enough for steady-state responses. We do not model the desensitization of the MAPK activation (25) for two reasons. First, this desensitization occurs on timescales of several hours, much longer than the time required to reach a steady state for the transcription factor levels. Second, the activation functions (see Supporting Material) are sigmoidal functions of x and y, and will saturate as long as x and y remain above a threshold value, even if the inputs are timevarying.
To quantify the specificity of our model we use two previously introduced metrics (26, 27) . The first one measures simply the ratio of the S 2 and T 2 response during each window: S X ¼ ln(S 2 j x /T 2 j x ) in the first time window and S Y ¼ ln(T 2 j y /S 2 j y ) in the second. Clearly, signaling specificity is achieved when both S X and S Y are positive and large. The second metric is called the signaling fidelity. A large fidelity means that the activation of a pathway through its authentic upstream signal is larger than the activation resulting from cross-talk. For the S 2 signaling, it is defined as the ratio of S 2 during the first time window and S 2 during the second window: V X ¼ ln(S 2 j x / S 2 j y ). Similarly, we define the fidelity for T 2 as V Y ¼ ln(T 2 j y /T 2 j x ). Note that those metrics are mathematically related:
RESULTS
A typical example of a numerical simulation, using the default parameter set (F S , F T , F l , q, w) ¼ (2,8,4,1,1) together with the parameters of Table S2 , is plotted in Fig. 2 A, which shows the output of our model (Ste12*-Ste12*, solid line and Tec1*-Ste12*, dashed line) as a function of time. Fig. 2 B shows the specificity measure S X and S Y for the time trace in Fig. 2 A. We have also computed the fidelity for this time trace and found that V X^2 :5 and V Y^2 :0 at steady state. Thus, our model can exhibit both signaling specificity and fidelity through the appropriate choice of parameters.
Next, we vary two of the five essential numerical parameters, while keeping the remaining three constant. Examples of these simulations are shown in Fig. 3 . The first panel plots S X and S Y as a function of F S and F T . We used a grayscale with white corresponding to high values of the metric and black for the low values. Note that at the intersection between the two surfaces both metrics are~2, indicating good specificity. value as open circle symbols and where V X, Y above this value as shaded dot points. Since experimental data on this threshold is not available, we have chosen here the value ln(5) as an illustrative example. The overlap between the two regions, corresponding to a parameter region with both high specificity and fidelity, is represented by solid circle symbols. We have investigated the specificity and fidelity using all possible combinations of two of the five main parameters. Examples of these parameter sweeps are shown in Fig. 4 , A-D. Again, a large region in parameter space exists where both the specificity and fidelity can be achieved. Fig. 4 C shows the same slice in parameter space as Fig. 4 D, but for w ¼ 0.2. The overlap region becomes significantly larger for increasing w, illustrating the importance of an appreciable degradation rate for the dimers. We will discuss this in more detail below.
Through extensive numerical simulations, we found the following conditions necessary for signaling specificity in our model:
1. F S , characterizing the feedback strength of S 2 on S 0 , should be chosen to be smaller than F T , which controls the feedback of T 2 on T 0 . This can be seen in Fig. 3 C, where the overlap in parameter space is well below the line F S ¼ F T . Fig. 3 C also shows that F T needs to have a certain minimum value, which is~5 for our chosen parameters. 2. The dimers need to have a minimal basal degradation rate.
This can be seen in Fig. 4 A, where the overlap region (solid) shrinks for decreasing values of w and even disappears for w < 0.1. It is also shown in Fig. 4 , E and F, where we plot S 2 and T 2 as well as the signaling specificity metrics during our two-window numerical experiments for w ¼ 0 (completely stable dimers). During the first time window, S 2 is significantly higher than T 2 . However, S 2 remains high in the second window, destroying signaling specificity as negative S Y shown in Fig. 4 F. 3. For a given set of parameters, we found that the values for q that exhibit signaling specificity and fidelity are bounded by a minimum and a maximum value. This can be seen in Fig. 4 , C and D, where, for fixed values of F l , the overlap region starts at a smaller value of q and ends at a larger q. 4. The Fus3*-mediated degradation, described by the parameter F l , demands a certain minimum value, found to be~3 in simulations. This is illustrated in Fig. 4 , B-D.
In summary, we found that signaling specificity imposed the following parameter constraints: 1 < F S < 5 < F T , F l > 3, w > 0.1, and q min < q < q max , where q min and q max mostly depend on the choice of w and F l .
In addition to these parameter constraints, our simulations also exclude the bistable property, i.e., the existence of two stable steady-state solutions for the same set of parameters. Bistability was argued in a recent study to be the consequence of mutual inhibition and the resulting historydependent output was observed in experiments probing the high osmolarity response and pheromone-induced mating in yeast (28) .
To understand the absence of multiple stable steady solutions, we further reduce our four-variable model by solving Eqs. 1 and 3 for S 0 and T 0 . Substituting the results into Eqs. 2 and 4 yields two nonlinear coupled ordinary differential equations: (C) The result of a parameter sweep in F S vs. F T space. The parameter combination for which the specificity is larger than ln (5) is shown as open circle symbols, and where the fidelity is larger than ln(5) is shown as shaded dot symbols. The solid circle symbols correspond to parameter values for which both the specificity and the fidelity are greater than ln(5).
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FIGURE 2 A typical numerical result using our stimulation protocol. In the first time window, the input to the mating pathway (x) is high, whereas the input to the filamentation pathway (y) is low. During the second window, the input is reversed. 
where, as we have discussed before, S 2 and T 2 are functions of S 1 and T 1 . Note that the only term that couples the two equations is wl T (0)T 2 , which arises from the heterodimer degradation. The steady-state solution can also be found at the intersection of the nullclines of the above equations, defined as the curves in S 1 versus T 1 space for which dS 1 dt ¼ 0 and
Extensive numerical exploration of parameter space reveals that these curves intersect only once. Thus, there exists a unique steady state, which rules out a history-dependent trajectory in phase space. The uniqueness of our output can also be seen in Fig. 5 A, where we plot S 2 and T 2 as functions of x and y. Obviously, the outputs are single-valued for this representative set of parameters. Our results are markedly different than the ones from a recent theoretical model in the Supporting Information of McClean et al. (28) , which displays history-dependent bistability between mating and filamentous growth. We will comment further on the differences between the two models in Discussion.
To gain insight into the importance of nonvanishing decay of dimers w > 0, we then solve the steady equations for S 2 and T 2 using Eqs. 5 and 6:
Since
, the above two equations can be rewritten in terms of S 2 and T 2 only: FIGURE 4 (A-D) The regions of high specificity and fidelity for different parameter sweeps with threshold ln(5), using the same legend as in the previous figure. (E and F) The two-window simulation results in the absence of dimer degradation (w ¼ 0).
FIGURE 5 (A)
The output of our model for a representative set of parameters. The value of S 2 and T 2 is uniquely defined for each pair of (x, y). (B) The schematic phase diagram of our model with white denoting no response, solid corresponding to the activation of the mating pathway, and shading labeling the activation of filamentous growth.
In Eq. 9, the last term represents the draining effect of Tec1 on Ste12 reservoir due to the turnover of Tec1*-Ste12*. This effect ensures that when y is large and x is very low, the level of S 2 remains low and the mating pathway is suppressed. Note that this term becomes negligible when w / 0, leading to high levels of S 2 in the presence of large y and small x, and thus to the destruction of specificity for the filamentation pathway. This draining effect is also controlled by the parameter q, which appears implicitly in these equations through K T (x) since K T (x)~1/q. Therefore, T 2 in equilibrium is proportional to q and choosing large values of q will increase the draining effect. However, even though large q promotes specificity in the filamentation pathway, it may ruin the specificity for the mating pathway. This can be seen by realizing that for large x and small w, the output T 2 is approximately proportional to q/F l . Thus, there is a trade-off between the heterodimerization rate and the degradation rate of T 2 (Fig. 4 A) , and choosing large values of q may potentially produce high T 2 output even at high concentrations of Fus3*.
Our results can be schematically summarized in the phase diagram in Fig. 5 B. At low concentrations of Fus3* and Kss1*, the model response is low in both S 2 and T 2 (see also Fig. 5 A) . In the open region of Fig. 5 B, these levels are probably too small to activate either pathway. Upon increasing the level of Kss1* while maintaining a low level of Fus3*, it will activate the filamentous growth pathway (shaded region). Once the Fus3* level has crossed a certain threshold, the mating program is initiated (solid region) while the filamentation program is suppressed. This threshold in x is also clear in Fig. 5 A and largely independent of y. Therefore, Fus3 seems to be the determining factor for pathway specificity, consistent with experimental results and previous arguments (14) .
DISCUSSION

Mechanisms of our model
The goal of any specificity model for the mating and filamentation pathways should be to give high S 2 (Ste12*-Ste12*) output levels and low T 2 (Tec1*-Ste12*) levels in the presence of high x (Fus3*)/low y (Kss1*) and the reverse for high y/low x input. How is this accomplished in our model? High values of Fus3* lead to increased activation rates of Ste12 but also of Tec1. The latter, however, is suppressed because of the Fus3*-mediated degradation (controlled by F l ). The result is a high level of S 2 and a low level of T 2 . Note, however, that the heterodimerization process, controlled by the parameter q, cannot be too large (Fig. 4 C) . The relatively high rate of heterodimerization, i.e., large q, can potentially overcome the enhanced degradation rates and may bring high T 2 output even in pheromone signaling.
High concentrations of Kss1* in response to nutritional starvation also trigger the activation of Ste12 and Tec1, which further form dimers. The heterodimer T 2 is degraded at a rate controlled by the parameter w, balanced by de novo synthesis of Tec1 and new formation of heterodimer. As long as w is larger than a certain threshold, this degradation/synthesis cycle functions as a continuing drain on the Ste12 reservoir, finally reducing the S 2 output. Similarly, q also has a minimum bound (Fig. 4, C and D) , below which the heterodimerization could be too slow to effectively absorb and drain the Ste12 reservoir. Furthermore, the genetic positive feedback of Tec1, controlled by the parameter F T , enlarges the Tec1 reservoir and amplifies its draining capacity on Ste12 resource. Consequently, choosing F T too small will weaken this draining effect and cause erroneous cross-activation. In addition, the positive feedback loop containing S 2 , tuned by F S , boosts the levels of S 2 . For large values of F S, this feedback can be sufficient to overcome the draining effect and impair specificity. Hence, there is a constraint on the values of F S , as seen in Fig. 3 C. From the above, we conclude that the asymmetric hierarchical inhibitions in our model are crucial for yeast signaling specificity. Asymmetric, since the three crucial processes described earlier break the symmetry between the mating and filamentation pathway; and hierarchical, since the inhibitory effect of Fus3* on Tec1 works at a higher level of the pathway and depends only weakly upon the genetic feedback regulation. This is in contrast to the draining effect by the dimer degradation, which operates at a pathway level that is further downstream. As a consequence, the decision of yeast cell fate is made hierarchically. At the top of the decision tree, the concentration of Fus3* is evaluated: regardless of the level of Kss1*, high Fus3* will drastically reduce the Tec1 pool and direct the cell to the mating program. For low concentrations of Fus3*, the Fus3-dependent inhibitory effect is weak, and the level of Kss1* is evaluated further down the decision tree: at high Kss1*, the draining effect by Tec1*-Ste12* becomes dominant and the filamentous growth pathway is activated. Our proposed hierarchical inhibition mechanism is different from the mutual inhibition mechanism observed where the inhibition usually occurs at the same level or appears symmetric in the signaling pathways. An example can be found in the yeast osmolar and pheromone responses where the MAPKs Fus3 and Hog1 inhibit each other after activation. This mutual inhibition mechanism may easily lead to bistable behavior as observed recently (28) . In contrast, the hierarchical inhibition mechanism may not favor bistable property in nature, as characterized in Fig. 5 B.
Biophysical Journal 96(12) 4755-4763 Our deterministic model is based, where possible, on known signaling components and their interactions. The kinetic rates are, for the most part, taken from experimental data. However, we should note that most experiments to date have used biochemical methods that obtain populationaveraged results. It is clear that there can be significant cellto-cell variability, arising from either the fluctuations of protein levels or the stochasticity of protein interactions. As an example of this, considerable variations in the levels of MAPK Fus3 and Kss1 have recently been documented (29) . Thus, one may be concerned that the parameter values used here might not accurately reflect single cell behavior; this might be the case if, for instance, only a small fraction of the cells respond to external stimuli (30) . Obviously, the inclusion of these uncertainties is beyond the scope of our current model, but could be included in future extensions.
Comparison with previous models
Two recent models for the mating and filamentation pathway rely on a mutual inhibitory interaction that takes into account a drop of Tec1 level in the presence of Fus3* and the draining effect by the heterodimerization process (without dimer degradation) on the Ste12 resource (28, 31) . There are, however, several significant differences between these models and ours.
First, the parameter values in our model are, where possible, based on experimental data, whereas the parameters in the model in McClean et al. (28) appear to be chosen more freely. Thus, one should be able to compare the results of our model directly to experimental results.
Second, the Tec1 genetic feedback was taken to be linearly dependent on the concentration of Tec1*-Ste12* in McClean et al. (28) , and could reach arbitrary values in principle. Thus, the draining effect by heterodimerization alone can be sustained and unlimited. In the study by Chou et al. (31) , this draining effect was achieved by assuming that the total Ste12 concentration is constant. Thus, the formation of the heterodimers automatically depletes the Ste12 resource.
In our model, we have a sigmoidal feedback for both the Tec1 and Ste12 gene expression, which leads to qualitatively different behavior. Remarkably, the draining effect through heterodimerization by itself becomes transient and limited when the genetic feedback of Tec1 expression is saturated. Hence, an additional mechanism needs to be incorporated to establish and maintain a continuing drain on the Ste12 resource. We argue here that the heterodimer degradation might provide such a mechanism to couple with the heterodimerization process. As long as this degradation is large enough, there will be an outflux from Ste12* to Tec1*-Ste12*, preventing the buildup of Ste12*-Ste12* and ensuring the signaling specificity at high concentrations of Kss1*.
We have verified through simulations that replacing the sigmoidal feedback in our model with a linear version gives rise to bistable behavior; even when w ¼ 0, i.e., dimers are completely stable. Furthermore, we have performed simulations of the model in McClean et al. (28) using our twowindow protocol. We found that the existence of bistability depends critically on the strength of the feedback, and that reducing this strength more than threefold from the parameter value in McClean et al. (28) leads to monostable behavior. Thus, the history-dependent bistability found in McClean et al. (28) is likely a parameter-dependent phenomenon and may not be a natural result of the cross-pathway mutual inhibition. This difference in qualitative outcomes is a key feature that distinguishes our model from previous ones, and should be accessible through experiments, as the outcome of the bistable system will be history dependent, whereas our model predicts a unique outcome, independent of the input history. Although a future experiment in favor of our prediction does not prove our model, such a result will favor the conceptual framework proposed here over competing concepts based on symmetric cross-pathway inhibition.
In summary, our model efficiently simplifies the highly complex signaling network and clearly provides a quantitative understanding of this complicated cellular decision system. Our approach highlights the key interactions and predicts the parameter ranges consistent with known experiments. Finally, by introducing the asymmetric hierarchical inhibition, it offers an alternative to the traditional symmetric mutual inhibition mechanism.
Comparison with experiments
Our model is able to capture a number of experimental observations.
First, eliminating the Fus3*-mediated Tec1 degradation, accomplished by setting F l ¼ 1, destroys the specificity in our model. This can be seen, for example, in Fig. 4 B where the region with both high specificity and fidelity requires a minimum value of F l . For reasonably large values of F T , the abolishment of Fus3*-mediated Tec1* degradation results in the activation of the filamentous growth pathway. This agrees with experiments in which Tec1 T273V blocks Tec1 ubiquitination and degradation and allows the induction of filamentation genes in response to pheromone (14) .
Second, the signaling specificity in our model breaks down for F S > F T (Fig. 3 C) . In other words, a requirement for specificity is that the Tec1 genetic feedback is stronger than the Ste12 genetic feedback. This agrees with recent measurements of yeast gene expression, which show that Ste12 is weakly upregulated by its dimers, whereas the positive feedback on Tec1 is stronger (23) .
Third, the level of Fus3* is the determining factor in the cell's fate. This is consistent with experimental documents suggesting that Fus3 is capable of all functions that Kss1 is known for (14) . Note that Fus3 has additional mating specific functions, such as pheromone-induced G1 phase arrest, polarity formation for shmooing, and maintaining pathway specificity via degrading Tec1. The additional functions of Fus3 may Biophysical Journal 96(12) 4755-4763 explain why Fus3 activation has to be under tight control in vivo and is strictly dependent on the Ste5 scaffold (32) .
Experimental predictions
Several predictions can be made on the basis of our model, some of which may be experimentally accessible. First of all, our model predicts that the stability of heterodimer Tec1*-Ste12* critically affects the level of filamentation gene expression. In our model, this is controlled by the parameter w. Decreasing w significantly elevates the levels of both S 2 and T 2 , whereas choosing w close to zero endangers signaling specificity (Fig. 4, E and F) . Recent experiments have shown the ability to obtain tunable degradation of a tagged protein through a synthetic gene network in Saccharomyces cerevisiae (33) . Our predictions about dimer stability may be testable using similar experimental techniques in the future.
In addition, overactivation of Kss1 in the presence of pheromone stimulation will not result in filamentous differentiation. This can be most easily seen in the phase diagram, which shows that, even for large values of Kss1*, the Fus3* determines the outcome. In addition, overexpression of STE12 by its transcription homodimer, corresponding to choosing F S >> 1 in the model, may destroy the filamentation signaling specificity. This is shown in Fig. 3 C, where keeping F T fixed and increasing F S is demonstrated to lose specificity. Conversely, and also shown in Fig. 3 C, overexpression of TEC1 by its transcription heterodimer, i.e., F T >> F S , may kill the mating signaling specificity.
Finally, we predict a single steady-state solution, which is reached in a history-independent fashion. Hence, the final outcome should be the same regardless of the sequence of external cues given to the cell. Perhaps experiments similar to the ones in McClean et al. (28) are possible to determine the trajectory in phase space, and should contribute to our understanding of the underlying mechanisms for eukaryotic signaling specificity.
SUPPORTING MATERIAL
Two tables and two figures are available at http://www.biophysj.org/ biophysj/supplemental/S0006-3495(09)00674-2.
We thank Dr. Lee Bardwell for a critical reading of the manuscript and valuable comments.
