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Abstract
With rapid developments in satellite and sensor technologies, there has been a dramatic
increase in the availability of remotely sensed images. However, the exploration of these
images still involves a tremendous amount of human interventions, which are tedious,
time-consuming, and inefficient. To help imaging experts gain a complete understanding
of the images and locate the objects of interest in a more accurate and efficient way, there
is always an urgent need for developing automatic detection algorithms. In this work,
we delve into the object detection problems in remote sensing applications, exploring
the detection algorithms for both hyperspectral images (HSIs) and high resolution aerial
images.
In the first part, we focus on the subpixel target detection problem in HSIs with
low spatial resolutions, where the objects of interest are much smaller than the image
pixel spatial resolution. To this end, we explore the detection frameworks that integrate
image segmentation techniques in designing the matched filters (MFs). In particular, we
propose a novel image segmentation algorithm to identify the spatial-spectral coherent
image regions, from which the background statistics were estimated for deriving the MFs.
vi

vii

Extensive experimental studies were carried out to demonstrate the advantages of the
proposed subpixel target detection framework. Our studies show the superiority of the
approach when comparing to state-of-the-art methods.
The second part of the thesis explores the object based image analysis (OBIA) framework for geospatial object detection in high resolution aerial images. Specifically, we
generate a tree representation of the aerial images from the output of hierarchical image segmentation algorithms and reformulate the object detection problem into a tree
matching task. We then proposed two tree-matching algorithms for the object detection
framework. We demonstrate the efficiency and effectiveness of the proposed tree-matching
based object detection framework.
In the third part, we study object detection in high resolution aerial images from a
machine learning perspective. We investigate both traditional machine learning based
framework and end-to-end convolutional neural network (CNN) based approach for various object detection tasks. In the traditional detection framework, we propose to apply
the Gaussian process classifier (GPC) to train an object detector and demonstrate the
advantages of the probabilistic classification algorithm. In the CNN based approach, we
proposed a novel scale transfer module that generates enhanced feature maps for object
detection. Our results show the efficiency and competitiveness of the proposed algorithms
when compared to state-of-the-art counterparts.
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Chapter 1

Introduction
With rapid developments of remote sensing technologies, the availability of remotely sensed
images has expanded significantly in the past few decades. In order to obtain a complete
understanding of these images, it is crucial for the image analysts to learn whether the objects of interest are contained inside. As a result, object detection has been a fundamental
problem that plays an import role in many applications, such as geographical mapping [1],
urban planning [2], vehicle tracking [3], and environmental monitoring [4]. In this work, we
investigate frameworks and methodologies related to various object detection tasks in the
remote sensing field. Specifically, we make efforts to address the subpixel target detection
problem in hyperspectral images and explore the approaches related to geospatial object
detection in high resolution aerial images.

1
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2

Problem Statements and Challenges

Given the large amounts of remote sensing images, it is implausible for the imaging experts to manually scan through the image data and look for the desired targets. Hence,
developing automatic detection algorithms is always an indispensable way. Over the past
few decades, object detection has driven a lot of research interests. However, it is still a
challenging task in hyperspectral images and high resolution aerial images even though
tremendous progresses have been made.
First of all, the objects of interest generally have unique appearances between different
image modalities and the approaches that deal with the detection problems are very different. In hyperspectral images, the target detection algorithms mainly focus on matching
the spectral signatures of image pixels given that of a target being sought after [3]. For
example, the well-known Airborne Visible InfraRed Imaging Spectrometer (AVIRIS) [5]
is able to generate hyperspectral images that cover the spectrum between 400 to 2500
nanometers with 224 continuous spectral bands. However, since the hyperspectral images
are usually obtained with low spatial resolutions [3], the observed spectral signatures of
image pixels are a combination of the target and the background spectrum. Therefore,
it is necessary for developing algorithms that suppress background inference by taking
additional spatial information. On the contrary, the approaches for object detection in
high resolution aerial images are quite different. For example, the World View-2 satellite
sensor [6], being targeted as the first high resolution multispectral commercial satellite,
is able to capture panchromatic images with the spatial resolution less than 0.5 meters.
With such a high spatial resolution, the obtained aerial images are able to capture detailed structures of the ground surfaces and, therefore, many geospatial objects are clearly
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delineated. In this case, many techniques from the computer vision and machine learning
fields were adopted to identify the geospatial objects, including cars, ships, and building
structures.
Next, another challenging issue that amounts to the detection difficulties refers to the
intra-variations of the object appearances. For instance, the differences between the spectral signatures of the observed targets in hyperspectral images result from unpredictable
sensor noises and artifacts, as well as the changing illumination conditions when the hyperspectral images are captured [7]. Similarly, the object variations in high resolution
aerial images usually include, but not limited to, object orientations, object occlusions,
and object scales [8, 9]. In order to take into account of all these variations, it is important
to resort to some a-priori information when designing the detection algorithms. However,
it is nontrivial to develop an algorithm that has a powerful generalization capability for
all types of object variations.
Last but not least, the increased complexities of the image background make the design
of robust object detection algorithms more challenging. In hyperspectral images, each pixel
may contain a large portion of background regions, which suppresses the signature of the
target being searched for [10]. In high resolution aerial images, the vehicles may have the
appearance similar to that of the rooftops, which may lead to an increasing amount of false
positives in the final detection results. Distinguishing between them involves designing
algorithms that account for other information, such as the contextual knowledge [11]. As
a rule of thumb, it is critical to consider sufficient image background variations when
designing the object detectors, which would lead to more robust detection results.
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Figure 1.1: Overview of the research work in hyperspectral images and high resolution
aerial images.

1.2

Research Goals

The purpose of this work is to develop object detection algorithms and frameworks that
better address the challenges discussed in the previous section. To this end, we approach
the detection problems in two image modalities: hyperspectral images and high resolution
aerial images. In Fig. 1.1, a brief overview of the work in these two image domains was
presented.
In the first part of the thesis, we focus on the subject of detecting supbixel targets,
whose size is not spatially resolved in hyperspectral images. Given the target spectral
signature, the matched filter is the most widely used algorithm for hyperspectral target detection [12]. However, the background statistics of the matched filters have to be
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estimated from the hyperspectral images [13], with the underlying assumption that the
spectrum of background regions can be modeled as a single multivariate Gaussian distribution. In this regard, we study the effect of background modeling in designing the matched
filters. We proposed a novel image segmentation algorithm that divides the hyperspectral
image into spaio-spectral coherent regions. After that, the matched filters were applied
on the segmentation regions for subpixel target detection.
When dealing with high resolution aerial images, two detection frameworks, the object
based image analysis (OBIA) approach [14] and the machine learning based method, are
being investigated. In the OBIA approach, the aerial images are first divided into coherent
regions using segmentation algorithms. Motivated by the rich region descriptive features
[15], we extend the OBIA approach to generate hierarchical tree structures for the image
representation [16]. Our assumption is that the hierarchical tree structure is an improved
image representation for the object detection task, given its robustness to several image
deformations, such as scaling and rotation. Once the images are represented as tree
structures, the object detection problem is reformulated into a tree-matching task. We
then develop two tree matching algorithms for object detection.
The traditional machine learning based object detection framework converts the detection problem into a classification task, which consists of the procedures of feature extraction and classifier training. Feature extraction aims at achieving image feature vectors
that are invariant to different image variations. To this end, many image features developed in the computer vision field are extended to remote sensing, and have proved to be
effective and efficient for aerial image recognition. These include hand-craft features, such
as histogram of gradient (HoG) [17], bag of visual words (BoW) [18], GIST [19], and also
the features learned form neural networks, such as auto-encoders [20] and convolutional
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neural networks [21]. The second building block of the traditional machine learning based
approach involves training an object detector with classification algorithms. In our work,
we proposed to apply Gaussian process (GP) classification [22] for the detection task. We
demonstrate that the GP classifier is competitive to support vector machine (SVM) [23],
which was considered state-of-the-art in hand-craft feature based detection framework.
With rapid developments in deep learning techniques in recent years, various network
structures have been developed and powerful features have been learned from a large
amount of labeled data [24]. Object detection in the computer vision field has also changed
dramatically and different types of CNNs have been proposed for the detection task.
These networks vary in the design of architectures, the composition of object proposal
generations, as well as the schemes for optimization [25, 26, 27]. To better address the
small object detection problem in aerial images, a novel scale transfer module was proposed
to generate improved feature maps for object detection, leading to a detection framework
with both improved detection speed and high detection performance.

1.3

Contributions

The main contributions of the research work include:
1. Subpixel target detection
• Investigate segmentation based matched filters for subpixel target detection in
hyperspectral images.
• Propose a novel spatial-spectral image segmentation algorithm that produces
spatial-spectral coherent regions, where the background statistics were derived
for the matched filters.
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• Attain the state-of-the-art subpixel target detection performance on the SHARE
2012 dataset [28].
2. Tree matching based object detection
• Propose an innovative object detection framework that represents the image
using a tree structure and reformulates object detection into a tree matching
problem.
• Apply graph theory and develop two novel tree matching algorithms to efficiently detect geospatial objects in high resolution aerial images.
3. Machine learning based object detection
• In the traditional object detection framework, we present a detector using probabilistic classification algorithms. When only a limited amount of training data
is available, we achieve the state-of-the-art performance comparing to other
popular object detectors.
• We investigate state-of-the-art CNN methodologies for geospatial object detection. In particular, we apply a novel scale transfer module to effectively
generate the improved feature maps that facilitate small object detection in
high resolution aerial images.

1.3.1

Publications

We have presented the proposed target detection algorithms for hyperspectral images and
high resolution aerial images in the following publications:
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Journal articles:
1. Y. Liang, P. P. Markopoulos, and E. Saber, “Object detection in high-resolution
aerial images with scale transfer module”, under submission.
2. Y. Liang, P. P. Markopoulos, and E. Saber, “Novel spatial-spectral segmentation
of hyperspectral images for subpixel target detection”, SPIE Journal of Applied
Remote Sensing, 2019.
Conference papers:
1. Y. Liang, S. T. Monteiro, and E. Saber, “Gaussian processes for object detection in
high resolution remote sensing images”, IEEE International Conference on Machine
Learning and Applications, Anaheim, CA, December 2016.
2. Y. Liang, S. T. Monteiro, and E. Saber, “Transfer learning for high resolution aerial
image classification”, IEEE Applied Imagery Pattern Recognition Workshop, Washington D.C., October 2016.
3. Y. Liang, P. P. Markopoulos, and E. Saber, “Subpixel target detection in hyperspectral images with local matched filtering in SLIC superpixels”, IEEE Workshop on
Hyperspectral Image and Signal Processing: Evolutions in Remote Sensing (IEEE
WHISPERS), Los Angeles, CA, August 2016.
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1.4

Thesis Organization

The remainder of the thesis is organized as follows. In the first part, we present our
work on subpixel object detection in hyperspectral images in Chapter 2. In the second
part, we describe our algorithms for object detection in high resolution aerial images with
three chapters. In Chapter 3, the tree matching based object detection algorithms are
discussed. Following that, we focus on the Gaussian process classifier for object detection
in Chapter 4. We then present our work on deep learning based approach in Chapter 5,
where a novel scale transfer module is proposed. Finally, in Chapter 6, we summarize
the observations and conclusions from the experimental studies for both subpixel target
detection in hyperspectral images and geospatial object detection in high resolution aerial
images. Future research directions are also discussed in this section.

Chapter 2

Subpixel Object Detection
In this chapter, we study the subpixel target detection problem in hyperspectral images,
where the subpixel target refers to the objects with spatial size less than the spatial resolution of the image pixel. Previously, we have explored the segmentation based subpixel
target detection framework and presented our initial results using the SLIC algorithm
[29, 30]. Recently, we extend the detection framework with a novel spatial-spectral image
segmentation approach and our results have been published in [31]. The content of this
chapter is organized as follows. In the Section 2.1, the subpixel target detection problem
are introduced. In the Section 2.2, we point out the importance of background modeling for
designing the matched filter and review the previous work on the topic. Following that, we
present our detection framework in Secion 2.3, which includes the spatial-spectral expectation maximization image segmentation algorithm and region-based matched filter design.
Finally, we present our detection performance with both synthetic target-implantation
experiments and SHARE 2012 subpixel target detection task in Section 2.4. Our results
demonstrate the superiority of our proposed subpixel target detection framework.
10
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Introduction

The problem of subpixel target detection in Hyperspectral Images (HSI) has attracted
extended research interest in the field of remote sensing, due to its many important civil,
military, and environmental applications. Such applications include, among others, mineral detection for geology exploration [32], crop identification for agriculture monitoring
[4], military vehicle tracking for security and defense [3], and detection of uranium for
nuclear threat identification [33].
Existing algorithms for subpixel target detection in HSI consider several different models for the reflectance spectrum of a target-containing pixel [34, 10, 35]. Arguably, the
most widely adopted model is the Linear Mixing Model (LMM) [10, 36], according to
which the spectrum of a pixel is represented by linear combination of the target signature
with multiple background endmembers. In LMM, the background endmembers constitute
additive interference with respect to the target spectrum [37]. In their seminal work [10],
Manolakis et al. derived the popular Generalized Likelihood Ratio Test (GLRT) detector
for LMM. In GLRT, the per-pixel target detection problem is formulated as a test between
two competing hypotheses of target-presence and target-absence. An additional constraint
on the fixed detector response of the target signature has lead to the Constrained Energy
Minimization (CEM) detector [34]. Other popular detectors include the Orthogonal Subspace Projection (OSP) detector [38], the Spectral Matched Filter (SMF) detector [32],
and the Adaptive Cosine Estimator (ACE) detector [39], where ACE and SMF are defined
upon the unstructured background assumption. In addition, detectors based on spectral
similarities have also been proposed, such as the Spectral Angle Mapper (SAM) [40]. Extensive performance comparisons of these detectors have been presented in the literature.
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For example, OSP and CEM were compared with ACE in [41] using the standard Target
Implant Method (TIM). Similarly, SMF, ACE, and SAM were compared on various types
of hyperspectral images, captured with different sensor modalities [35, 42].
For the sake of completeness, it is worth noting that, apart from the popular LMMbased detectors discussed above, several target detection methods based on statistical
signal processing and machine learning techniques have also been explored [43, 4, 44, 45,
46] in the past. For instance, detectors based on subspace as well as physical models were
explored in [43] for hyperspectral target detection. The authors in [44] used a kernel-based
approach to derive non-linear equivalents of LMM-based detectors. In addition, subpixel
target detection has also been studied as a binary classification task [45] with no prior
distribution assumptions on the HSI. However, such data-driven methods usually require
a large number of training samples from both classes (target-absence and target-presence),
which are often difficult to collect.
Recent studies have indicated that identifying statistically coherent image regions can
result in local detectors with improved performance [13, 7, 47]. By the term “coherent
region” we refer to a part of the HSI within which all (background) pixels can be statistically described by a single mean-vector/covariance-matrix pair. Segmentation techniques
have also been applied before for both anomaly [48, 49, 50] and change detection [49].
While spectral clustering by means of K-means is widely used for image segmentation
[49, 51, 48], other approaches have also been proposed. These approaches include graphbased methods [52, 53], stochastic EM [54], sparse representations [55], clustering based
on non-Gaussian models [56], segmentation based on spatial-spectral information [57], and
segmentation based on band selection [58]. In that direction, for subpixel target detection,
significant performance improvement was documented in the early work of Funk et al. [51],
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where K-means clustering was employed in the spectral domain for hyperspectral image
segmentation and local matched filtering. In addition, Cohen et al. improved the GLRT
detectors by replacing the “global” mean vector with a “locally” calculated counterpart
[59, 60]. Importantly, the recent work of Rotman et al. in [61, 62] showed that spectralsegmentation-based target detectors can attain significantly improved performance, when
the segment covariance matrices are sufficiently different.
In this work, we introduce the Spatial-Spectral Expectation-Maximization (SSEM)
algorithm for HSI segmentation in both spatially and spectrally coherent regions and
subpixel target detection therein with local matched filters. Our experimental studies on
both real and synthetic data corroborate the benefits of the proposed method, especially in
the case of complex image backgrounds, and compare it with state-of-the-art counterparts.

2.2
2.2.1

Problem Statement and Background
Image Model

We consider HSI X ∈ RR×C×L that contains N = RC pixels and L spectral bands. In
accordance to the standard Linear Mixing Model (LMM) [10], we express the spectrum
xi of a single pixel in the image as:

xi , ai sT +

P
X

ap,i sp + wi ∈ RL×1 ,

(2.1)

p=1

where sT ∈ RL×1 is the target signature, sp is the signature of the p-th background endmember, and ai , ap,i are the corresponding “fill-factors”, taking values in [0, 1] so that
P
ai + Pp=1 ap,i = 1. Noise vector wi ∈ RL×1 accounts for the mismatch between the
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modeled and measured spectra and follows zero-mean and white Gaussian distribution.
According to (2.1), when ai < 1, the target spectrum is mixed with background components within xi and, thus, the target is referred to as “subpixel” target. In this work,
our focus lies on developing a systematic method for determining whether xi contains
the subpixel target or not (target detection), for every i ∈ {1, 2, . . . , N }. Denoting the
aggregate background-plus-noise component in xi by:

di ,

P
X

ap,i sp + wi ,

(2.2)

p=1

we can then re-write (2.1) in the familiar form [32]:

xi = ai sT + di .

(2.3)

Certainly, if the i-th captured pixel contains the subpixel target, then ai > 0; conversely,
if xi contains only background-plus-noise, then ai = 0 and xi = di . When ai takes low
values in (2.3), target presence is weak and the background-plus-noise component inhibits
target detection. For simplicity in presentation, we henceforth consider constant target
fill factor ai ∈ {0, a}, for some a > 0 –i.e., all instances of the subpixel target take up the
same space in their corresponding pixels.

2.2.2

Standard Global Matched-Filter

Considering deterministic sT and random di drawn from multivariate Gaussian distribution with mean m ∈ RL×1 and covariance matrix C ∈ RL×L , the Likelihood Ratio Test

CHAPTER 2. SUBPIXEL OBJECT DETECTION

15

(LRT) on xi develops into the popular matched filter (MF) detector [32, 47]
target present
≥
T
yMF (xi ) , wMF
(xi − m)
<
η,
target absent
where η is the LRT decision threshold and wMF , √

C−1 (sT −m)
.
(sT −m)T C−1 (sT −m)

(2.4)

Certainly, the

background-plus-noise distribution statistics m and C are a priori unknown to the detector
and have to be estimated from the given image X. Traditionally, m and C are estimated
on the entire image (“global” statistics [13]) as:
N
1 X
m̂G ,
xi ,
N
i=1

N
1 X
and ĈG ,
(xi − m̂G )(xi − m̂G )T ,
N

(2.5)

i=1

respectively. The correspondingly derived “global” estimate of the matched filter (GMF)
takes the form: [32, 13]
Ĉ−1
G (sT − m̂G )
wGMF , q
(sT − m̂G )T Ĉ−1
G (sT − m̂G )

(2.6)

T
and the MF detector in (2.4) practically operates on yGMF (xi ) , wGMF
(xi − m̂G ), instead

of yMF (xi ).
We notice that estimation of background statistics over both background-only and
target-bearing pixels (in lieu of discerning knowledge at this point) is a common practice
when the number of pixels N in the image is large and only few of the pixels host targets,
with low filling factor ai [32]. The above standard GMF detector has been extensively used
in the HSI literature, due to its simplicity in calculation and high performance when the
background is coherent throughout the image; i.e., when a single pair of statistics (m, C)
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suffices for describing the background content of every pixel in the HSI and, thus, can be
estimated thereof.

2.2.3

Motivation of Local Matched Filter

At this point, to motivate the methodology proposed in this paper, it is worth considering
the above presented MF detector from a linear processing viewpoint. As shown above,
the matched filter aims at suppressing the background component in xi by whitening its
covariance matrix and, subsequently, reveals target presence by match-correlating with the
mean-centered target signature. Certainly, when the image contains uniformly coherent
background regions, this task can be successfully accomplished by filtering all pixels in the
image with the same MF, wGMF , defined upon the global estimates (m̂G , ĈG ). However,
in many cases of practical interest, the statistical description of the background may
vary, possibly significantly, throughout the pixels of the HSI. In such cases, the single,
globally estimated, pair of background statistics (m̂G , ĈG ) is expected to under-perform
in statistically representing some, or even all, of the diverse background components in
the image.
To address this common problem, in this work we consider that the HSI can be naturally segmented/clustered in multiple regions of statistically coherent background. Thus,
we first steer our focus on identifying these coherence regions. Then, we focus on estimating and employing local background statistics for target detection. That is, we test pixel
xi for target content by means of a MF that is defined upon background statistics of the
background-coherence region wherein xi belongs.
The positive impact of locally calculated background statistics in MF-based target
detection has been extensively documented in the recent literature [7, 47]. For instance,
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Pieper et al. in [47] proposed a method for estimating local background statistics by means
of combining sliding window and image segmentation. Funk et al. in [51] applied K-means
to cluster the target-hosting HSI and then applied individual local matched filters in each
cluster. Similarly, Rotman et al. in [63, 64] calculated local matched filters from spectralcoherence regions obtained through histogram clustering [65, 66]. Extending the above
results, in this work we notice that EM is, arguably, the clustering approach that would
most naturally capture statistical spectral coherence within distinct image regions [67, 68,
69, 70]. Understandably, if one clusters pixels based only on their spectral content, it is
expected that, for sufficiently high fill-factor, most target-bearing pixels may be assigned
to the same cluster, together with other similar background-only pixels (unbeknown to the
target detector). This would clearly inhibit significantly background suppression within
this target-loaded cluster and, thus, target detection overall. To regulate cluster formation
so that spatial locality is naturally preserved and avoid the formation of the heavily targetloaded clusters, we also consider a regularization factor that promotes spatial coherence in
the formed clusters. In addition, a diagonal loading term [71, 72, 73, 74, 75] is incorporated
to guarantee that the estimated background covariance matrix is invertible. Therefore, the
resulting image segmentation regions preserve the pixel locality and group a target-bearing
pixel together with its background-coherent neighbours – thus, allowing us to process it
by a MF built on relevant background statistics. The proposed target detection scheme is
presented in detail below.
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Figure 2.1: Overview of proposed SSEM method for subpixel target detection.

2.3

Proposed Method

As illustrated in Fig. 2.1, first we apply the proposed SSEM algorithm to segment the
target-hosting HSI into non-overlapping spatial-spectral coherence regions. Then, for each
coherence region, we derive and apply the corresponding local matched filter to detect
target presence.

2.3.1

Proposed Spatial-Spectral Image Segmentation

We commence with the instrumental assumption that there exists a size-K group of
Gaussian distributions, N (m1 , C1 ), . . . , N (mK , CK ), such that, for every i ∈ {1, . . . , N },
di ∼ N (mk , Ck ), for some k ∈ {1, 2, . . . , K}. Certainly, the more spectrally-diverse the
HSI at hand, the higher the number of distributions, K, that are needed to model its background. In this first part of our scheme, we aim at identifying for every k ∈ {1, 2, . . . , K}
the region-index set Ik ⊆ {1, 2, . . . , N }, such that di ∼ N (mk , Ck ) for every i ∈ Ik . That
is, Ik holds the indices of the pixels that constitute the k-th background-coherence region
of the HSI, Xk = {xi ; i ∈ Ik }. Then, we use the pixels in Xk to estimate the local background statistics mk and Ck and, accordingly, the corresponding local MF detector. To
identify {Ik }K
k=1 , we introduce the SSEM segmentation algorithm presented below.
Dimensionality Reduction: SSEM starts with matricizing the HSI data to define
the image matrix X = [x1 , x2 , . . . , xN ], where xi represents the hyperspectral signature of
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each image pixel. Then, to expedite segmentation, we approximate X by the low-rank X̃ ,
U> X ∈ RD×N , where D ≤ L and U ∈ RL×D is the matrix that contains the D dominant
left-singular vectors of X, obtained by means of standard Singular Value Decomposition
(SVD) [76] or, alternatively, L1-PCA [77, 78]. The underlying notion is that, if the lowrank approximation normalized error e(D; X) ,

kXk2F −kU> Xk2F
kXk2F

is small,1 then we can

obtain the coherence regions in the original image X by segmenting the low-rank X̃ with
significantly reduced computational workload, as discussed below. Accordingly, it holds
that x̃i , UT xi = aUT sT + UT di = as̃T + d̃i , where s̃T , UT sT , and d̃i , UT di is drawn
from N (UT mk , UT Ck U), for every i ∈ Ik .
(0)

Initialization: Next, we initialize K region-index sets {Ik }K
k=1 defined, for example,
by K non-overlapping rectangular tiles that cover the entire HSI. Given K and the image
dimensions, we choose the initial tiles so that the region size |Ik | varies minimally across
k ∈ {1, 2, . . . , K}. Accordingly, we initialize the prior probability of the k-th region as:
(0)

(0)

πk =

|Ik |
N

(2.7)

where | · | returns the number of distinct elements (cardinality) of its set argument. Next,
for every i ∈ {1, 2, . . . , N } and k ∈ {1, 2, . . . , K}, we set the probability that di is drawn
from the k-th coherence region at the initial value:

(0)
pi,k

1

=




1,

if i ∈ Ik



0,

otherwise

(0)

.

(2.8)

In the approximation error, k·k2F denotes the squared Frobenius norm returning the sum of the squared
singular values of its matrix argument [76].
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After initialization, SSEM proceeds iteratively as follows.
Iterations: Each iteration consists of an expectation and a maximization step (EM
iterations). At the n-th expectation step, we calculate the region-membership probabilities:

(n)
γk,i

=

(n−1) (n−1)
πk
PK (n−1) (n−1)
πl
l=1 pi,l

pi,k

(2.9)

for every region k ∈ {1, 2, . . . , K} and pixel index i ∈ {1, 2, . . . , N }. Then, at the subsequent n-th maximization step, we first update the index set
(n)

Ik

n
o
(n)
= i ∈ {1, 2, . . . , N } : k = arg max γl,i

(2.10)

l∈{1,...,K}

for every k ∈ {1, 2, . . . , K}. Accordingly, for every k ∈ {1, 2, . . . , K}, we update the prior

(n)
πk

(n)
i=1 γk,i
PK PN (n)
l=1
i=1 γl,i

PN

=

(2.11)

and adapt the region statistics as:

(n)

mk = P
N

N
X

1

(n)
i=1 γk,i i=1

(n)

Ck = P
N

N
X

1

(n)
i=1 γk,i i=1

(n)

γk,i x̃i
(n)

and
(n)

(2.12)
(n)

γk,i (x̃i − mk )(x̃i − mk )T .

(2.13)

Finally, for every i ∈ {1, 2, . . . , N } and k ∈ {1, 2, . . . , K}, we update the likelihood of the
k-th region, in view of x̃i , as:
(n)
pi,k

L

= (2π) |Ck |

− 1

2

(
exp

)
1
− DSpectral (i, k) − W DSpatial (i, k) ,
2

(2.14)
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considering both the spectral and spatial squared distances of xi to the k-th region:
(n)

(n)

(n)

Dspectral (i, k) = (x̃i − mk )T (Ck )−1 (x̃i − mk ),
Dspatial (i, k) =

(2.15)

1
(n)
kci − zk k2 .
d

(2.16)

In (2.16), ci is the vector that contains the spatial coordinates of the i-th pixel in the HSI,
(n)

so that c1 = [1, 1]> , c2 = [2, 1]> , . . . cR+1 = [1, 2]> , . . . , cN = [R, C]> . zk

is the spatial

“centroid” of the k-th cluster, calculated as:

zk ,

1

X

(n)

|Ik |

ci .

(2.17)

(n)
i∈Ik

Finally, d , (R − 1)2 + (C − 1)2 is a normalizing factor so that kc1 − cN k2 = 1 and, thus,
Dspatial (i, k) ≤ 1.
In our algorithm, the number of regions K for image segmentation is determined from
the complexity of the image background; i.e., the more complex the image background is,
the larger the value of K that we choose. In (2.14), W is a positive spatial regularization
parameter that wishes to restrain spatially the segmentation, ameliorating the impact of
possible target content in x̃i . That is, the spatial penalty (distance) Dspatial (i, k) aims at
preventing the formation of spectral-only coherence regions that are heavily target loaded
and in which it would be infeasible to calculate background statistics for successful background whitening and target detection. Instead, by means of this spatial regularization,
target-bearing pixels are clustered together with their background-coherent neighbors and,
thus, are processed for target detection by MF built on the relevant background statistics.
Typically, we choose increased W for higher target fill factors. Similar regularization be-
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tween spectral and spatial proximity of HSI pixels has also been proposed in other recent
works such as in [79] for image classification and [80] for HSI restoration.
The above presented SSEM iterations continue until convergence is met, as discussed
below. Of course, in practice, the iterations can be terminated earlier than convergence
for complexity savings. Upon termination at iteration n, SSEM returns the cluster mem(n)

bership index sets {Ik = Ik }K
k=1 .
Convergence: In this work, we have refrained from re-deriving the EM iterations from
their statistical optimality grounds, as they constitute a broadly familiar and extensively
employed clustering method [81, 82, 83]. However, for completeness, we find it appropriate
to provide below few words on their convergence. The aggregate log-likelihood of the HSI
at the n-th iteration step is defined as:

l(n) ,

N X
K
X

(n)

(n) (n)

γk,i log(pi,k πk ).

(2.18)

i=1 k=1

By their definition, the priors in (2.11), membership probabilities in (2.9), parameters in
(2.12)-(2.13), and likelihood in (2.14), are defined to maximize alternatingly (2.18). The
monotonic increase of the l(n) , throughout the iterations, guarantees their convergence
[81]. The proposed SSEM segmentation is summarized in Algorithm 1.

2.3.2

Proposed Local MF in SSEM Regions

When the coherence-region identification completes, the background statistics are estimated from the pixels of each coherence region and employed to form the corresponding
local matched filters. Specifically, we estimate the background mean and covariance matrix for the k-th coherence region, identified per the SSEM iterations presented above,
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Algorithm 1 Proposed SSEM segmentation algorithm.
Proposed SSEM image segmentation
Input: X, K, W , D ≤ L
Initialization:
(
(0)
(0)
1, if i ∈ Ik .
|Ik |
(0)
(0)
(0)
Ik , πk ← N , pi,k ←
,n←0
0, otherwise.
Dimensionality Reduction:
U ∈ RL×D ← svd(X), X̃ ← U> X
Until termination is met, do n ← n + 1
Expectation:
for (i, k) ∈ {1, . . . , N } × {1, . . . , K}
(n−1)

(n)

γk,i ←

(n−1)

pi,k πk
PK
(n−1) (n−1)
πl
l=1 pi,l

end
Maximization:
for k ∈ {1,n. . . , K}
(n)

← i ∈ {1, 2, . . . , N } : k = arg maxl∈{1,...,K} γl,i

(n)

←

Ik

πk

(n)

Ck

(n)
pi,k

o

(n)
i=1 γk,i
PN
(n)
l=1
i=1 γl,i

PN

(n)

mk

(n)

←
←

PK

1
PN

(n)

i=1 γk,i
1
PN
(n)
i=1 γk,i

(n)

PN

γk,i x̃i

PN

γk,i (x̃i − mk )(x̃i − mk )T
(

i=1

i=1

(n)

− 1
= (2π)L |Ck | 2 exp

(n)

−

1
2 DSpectral (i, k)

(n)

)

− W DSpatial (i, k)

end
(n)
Output: {Ik ← Ik }K
k=1

Algorithm 2 Target detection by SSEM-based local matched-filtering.
Proposed SSEM-based target detection
Input from Algorithm 1: {Ik }K
k=1 , λ, η
for k ∈ {1, . . .P
, K}
m̂k ← |I1k | i∈Ik xi
P
Ĉk ← |I1k | i∈Ik (xi − m̂k )(xi − m̂k )T + λI
T −1
− 21
wMF,k ← Ĉ−1
k (sT − m̂k )((sT − m̂k ) Ĉk (sT − m̂k ))
for i ∈ Ik
T
Detect target presence in xi , if wMF,k
(xi − m̂k ) > η
end
end
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as:

m̂k =

1 X
xi
|Ik |
i∈Ik

and Ĉk =

1 X
(xi − m̂k )(xi − m̂k )T + λI,
|Ik |

(2.19)

i∈Ik

respectively.2 In (2.19), λ > 0 is a low-valued regularizer for diagonal loading and I is
the size-L identity matrix. Many methods for optimum, or preferred selection of diagonal
loading factor have been presented in the area of adaptive filtering/beamforming; for
example, we refer the interested reader to the works in [73, 74]. By the diagonal loading
λI, it is guaranteed that, even for small coherence regions, the estimated covariance matrix
will be of full rank and, thus, invertible [71, 72, 73, 74, 75]. Based on the above estimated
statistics, the matched filter for the k-th region is formed as:
Ĉ−1
k (sT − m̂k )
.
wMF,k = q
−1
T
(sT − m̂k ) Ĉk (sT − m̂k )

(2.20)

Then, for every xi with i ∈ Ik , the target presence/absence is tested locally as:
target present
≥
T
(xi − m̂k )
<
η.
yMF,k (xi ) = wMF,k
target absent

(2.21)

The proposed SSEM-based target detection is summarized in Algorithm 2.

2.3.3

Computational Complexity

Understanding that the computational cost of segmentation-based target detectors is often a concern, at this point we discuss the complexity of the proposed scheme. The
2

Note that matched filtering takes place in RD , and not in the reduced rank segmentation subspace
span(U), where the targets may be suppressed. Dimensionality reduction is only used at the segmentation
step.

CHAPTER 2. SUBPIXEL OBJECT DETECTION

25

proposed detector involves SSEM segmentation, local background statistics estimation,
MF calculation, and application for target detection. In SSEM segmentation, initialization costs O(N L2 ) for reducing the dimensionality of X, assuming that L ≤ N (more
(0)

image pixels than spectral bands), and O(N K) for setting initial values to {πk }K
k=1 and
(0)

{pi,k }K
k=1 . Then, calculation of (2.9), (2.10), and (2.11), for every k ∈ {1, 2, . . . , K} and
every i ∈ {1, 2, . . . , N }, costs O(N K), per iteration. Updating the K statistics in (2.12)(2.13) costs O(N KD2 ). Calculating all covariance-matrix inverses for (2.15) costs O(KD3 )
–we note that this cost would be O(KL3 ), cubic in the number of frequency bands, if we
did not perform segmentation on the reduced image dimensions. Then, (2.14)-(2.16) cost
an additional O(N KD2 ). Thus, the computational cost of each iteration can be summarized as O(N KD2 ). Considering termination (as indicated by our numerical studies)
after a constant multiple of KD iterations, the cost of SSEM segmentation is in the order
of O(N K 2 D3 ). Posterior to SSEM, the local MFs can be calculated and applied with
cost O(N KL2 ). Thus, the overall cost of the proposed target detector is linear to the
number of pixels, N , and quadratic to the number of frequency bands, L, and regions, K:
O(N KL2 + N K 2 D3 ).

2.4
2.4.1

Experimental Studies
Experiment on SHARE 2012

For our first experimental study, we consider the SHARE 2012 [28, 84] dataset. Here, the
HSI was obtained with the ProSpecTIR-VS sensor and the ground truth target locations
were calculated by means of a high resolution WASP sensor (1 sample per meter). The
subpixel targets are 48 green wooden panels of size 12” × 20”, randomly deployed in an
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Figure 2.2: (a) SpecTIR-VS sensor image with ground-truth target locations (green points)
[28] and (b) the green wood panel hyperspectral signature.

open green grassy area. In accordance with the analysis of [85, 86], we operate on 50
spectral bands of the HSI, ranging from 418 nm to 643 nm. The test image, annotated
with ground-truth target locations, and the hyperspectral signature of the green wooden
panel are illustrated in Fig. 2.2. Considering the size of the wooden panels and the image
spatial resolution,3 it has been suggested that each target occupies a pixel in the image
with a fill-factor ranging from 5% to 20% [28].
First, SSEM partitions the HSI into spectral-spatial coherent regions. Then, local
matched filtering is applied per region for target detection. While automatic selection of
the number of regions/clusters is studied in the literature [87], in this work we simply
tune K based on the complexity of the image; this relies on the simple (and numerically
validated) notion that images with complex background contain multiple coherent regions.
3

The fill-factor is defined as the ratio between the area covered by the panel target and the ground area
of the image pixel.
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Figure 2.3: SSEM image segmentation for K = 4, 9, 16 and W = 0, 100, 1000.
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The space-spectrum regularization parameter W is tuned so that a potentially high
fill-factor does not result in isolating target-bearing pixels from their coherent-background
neighbors. Thus, when the target size is expected to be large, with respect to the spatial
resolution of the HSI, we tune regularization W to higher values. Similar qualitative
(ad hoc) tuning of spatial-spectral regularization parameters has also been applied in the
recent literature for HSI classification and restoration [79, 80], among other applications.
Instances of SSEM segmentation for different values of K and W are presented in Fig.
2.3. We observe that variations of these parameters affect image segmentation results
significantly. When W = 0, SSEM clusters the image pixels based solely on their spectral content. As W increases, spatial proximity is taken into consideration, resulting to
spatially coherent regions. In the extreme example of W = 1000, “gird-like” regions are
returned and the spectral content of the pixels is practically neglected.
Regarding the diagonal loading parameter λ, since its sole purpose is to guarantee that
the local covariance matrix is invertible, it suffices to set it significantly lower than the
minimum (non-zero) singular-value of the HSI matrix, as that is calculated during the
dimensionality reduction from X to X̃. In all our numerical studies, we set λ = 10−5 .
Next, in Fig. 2.4, we demonstrate the termination of the SSEM iterations by plotting
the the normalized log-likelihood difference ζ (n) ,

|l(n) −l(n−1) |
,
|l(n−1) |

versus the iteration index,

n. In this study, we have set K = 9 and W = 100. In practice, SSEM iterations are
hard-coded to terminate when the l(n) drops below an arbitrary low threshold, close to
0. In our studies, this threshold is set to 10−5 . In the study of Fig. 2.4, the normalized
log-likelihood drops below that threshold at the 28-th iteration.
Next, we apply SSEM to the Avon 12 dataset [88], which also corresponds to a region
extracted from the SHARE 2012 image [28]. The dimension of the provided HSI is 209 ×
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Figure 2.4: Normalized log-likelihood difference ζ (n) vs.
(K, W ) = (9, 100).
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SSEM iteration index, for

225 × 360 and the subpixel targets are again the green wood panels. We operate on the
same spectral bands as before.
Applying the proposed detection algorithm (K = 16, W = 60), we generated the filter
response map and uploaded it to the Data and Algorithm Standard Evaluation (DASE)
website [89], which evaluated the performance of SSEM. The HSI of Avon12 together with
the obtained SSEM segmentation maps are illustrated in Fig. 2.5.
According to DASE, SSEM attained top score4 of 95.35% accuracy [89]. In Table
2.1, we present the performances of SSEM, GMF [32], AMF [3], CEM [34], ACE [39],
HIST [64], TVHTD [90], and K-means [51], as calculated by the DASE website. Table 2.1
shows that all methods perform similarly well and demonstrates the merit of the proposed
4

In the assessment of DASE, the score is computed by measuring the AUC for PFA ranging between 0
and 0.1; this number is then multiplied by 10 and expressed as a percentage.
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DASE performance (%)

CEM
93.5

ACE
93.5

AMF
91.5

GMF
91.2

30
TVHTD
92.0

HIST
92.2

K-means
90.4

SSEM
95.4

Table 2.1: DASE performance: 100× AUC (%), for PFA from 0 to 0.1 [89].

Figure 2.5: (a) HSI used in the GRSS DASE [88] subpixel target detection experiment,
(b) SSEM segmentation result (K = 9, W = 0), and (c) SSEM segmentation result (K =
16, W = 60).

method.

2.4.2

HyMap Experiment

In this study, we consider synthetic target implantation. Similar other works in the recent
literature (e.g., [90]), we operate on a target-free image of the HyMap HSI [91] of small
size 100 × 100. Moreover, similar to [90], we removed spectral bands with more than
1000 negative values, as they correspond to water absorption and noisy bands with low
signal noise ratio (SNR) values. Then, we inserted 25 vehicle targets (V1), with fill-factors
varying between a = 0.01 and a = 0.05. The small size and diverse background of the chose
image increase render the target detection problem more challenging. Fig. 2.6 presents
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Figure 2.6: (a) HyMap image with 25 synthetic V1 targets and (b) V1 target signature.

the image and the target locations (red dots).
In our experiments we did not normalize the target signature before inserting it to
the image. Specifically, the ratio of the squared norm of the target signature over the
average squared norm of the HSI pixels is γ ,

ksT k2
kXk2F

1
N

= 419.22. If, instead, we consider

normalized target signature so that γ = 1, then our setup corresponds to fill-factors ranging
from αnorm = 0.2 to αnorm = 1.
In Fig. 2.7, we plot the PD vs. PFA (0 to 0.1) performance of the proposed SSEM
(K = 81, W = 50), together with those of CEM, ACE, AMF, GMF, TVHTD, HIST and
the K-means based matched filter. For SSEM, K = 64 and K = 81 were tested, due to
the complexity of the image background. For K-means, K was set to 81. We observe
that SSEM and ACE attain top performance, with the proposed being somewhat superior
for K = 81. CEM and AMF closely follow, while GMF performs the exhibits the lowest
PD, almost for every value of PFA. We also notice that all methods tend to similar PD,
as PFA increases towards 0.1. Certainly, for solid results on low PFA values below 10−3 ,
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Figure 2.7: PD vs. PFA for HyMap experiment.
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Figure 2.8: PD and PFA confidence regions of SSEM and ACE ROC curves.

more background pixels would be needed.
In addition, for clarity, in Fig. 2.8, we plot the 95% confidence regions (PD and PFA)
[92] for SSEM (K = 81) and ACE.
Next, we carry out another experiment on a different part of the HyMap image, with
the same size as before, but simpler background (see Fig. 2.9). Similar to the previous
experiment, we implant 25 V1 targets with fixed target fill-factor of a = 0.01 (or anorm =
0.18). In Fig. 2.10, we plot the performance of SSEM for all combinations of K = 9, 36
and W = 0, 60, as well as that of the GMF benchmark. We notice that SSEM outperforms
MF for all the presented PFA values. Also, the figure demonstrates the effect of K and
W on the performance of SSEM.
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Figure 2.9: HyMAP image with simpler background and 25 implanted V1 targets (magnified location markers).

1
0.9
0.8

Detection Probability

0.7
0.6
0.5
0.4
0.3

GMF
SSEM (K=9, W=0)
SSEM (K=9, W=60)
SSEM (K=36, W=0)
SSEM (K=36, W=60)

0.2
0.1
0
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

False Alarm Probability

Figure 2.10: PD vs. PFA performance of compared detectors.
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Chapter 3

Tree Matching Approaches for
Object Detection
In this chapter, we apply the object based image analysis (OBIA) for object detection in
high resolution aerial images. Specifically, we develop methodologies to represent images
with tree structures and reformulate object detection into tree matching problems. We
then resort to graph theory and apply tree matching algorithms for our detection work.
This chapter is organized as follows. In Section 3.1, the background and motivation for
OBIA are discussed. We then proceed with the details of the proposed two tree matching
approaches for object detection in Section 3.2. Following that, we present the object
detection results in Section 3.3 and Section 3.4, where each tree matching algorithm was
applied to both synthetic images and high resolution aerial images. Our work has been
published in two conference papers, one based on tree association graph (TAG) [93] and
the other one based on the evolution game theory [94].
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Introduction

The object based image analysis (OBIA) refers to the framework that analyzes images
based on the segmentation regions [14]. It is an object oriented approach for image analysis
[95], aiming at dealing with the complexities of the images. Ever since its emergence in
the remote sensing field, a large amount of progress has been witnessed in the past decades
for different applications, including damage analysis [96], disaster management [97], crop
and forest type identification [98], change detection [99], and urban land cover extraction
[100].
Before the emergence of OBIA in remote sensing, the pixel-based image analysis was
utilized. However, the pixel-based image analysis was found to be undesirable and there is
always a need to incorporate contextual information for the image analysis. For example,
the conventional pixel based image classification approaches tend out to be noisy [96]
and the object based approach overcomes this issue through combining the spectral and
spatial information. As a result, the salt-and-pepper noise found in pixel-based image
classification are substantially suppressed [101, 102].
Generally, the OBIA framework involves image segmentation and object classification
[46]. The image segmentation procedure aims at partitioning the images into coherent
regions according to a certain homogeneity criteria and is the building block of the OBIA
method. It is expected that these individual homogeneous regions provide us with groups
of pixels with semantic contents [103]. Once the image is segmented, object candidate
regions are generated. The next step in this framework extracts, for each individual
region, the feature representations, which usually include spectral, size, shape, texture,
geometry, and multi-scale information [1]. Finally, a classifier is chosen to classify these
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image regions.
To accommodate the image complexities, the multi-scale properties of the images have
also been studied based on the OBIA framework. Over the past decades, the multi-scale
image segmentation has been extensively studied for many applications, including urban
planning [104], object extraction [105], forest classification [106], geospatial object detection [107], and landscape analysis [108]. In these multi-scale analysis frameworks, the
bottom-up and top-down hierarchical image segmentation algorithms were applied to explore different scale space of the input image [109]. In addition, the spatial correlations
from these multi-scale segmentation regions were also studied. For example, the hierarchical scale structure of the multi-spectral image was proposed in [108], where a particular
scale domain was extracted for further analysis. Similarly, the structure information between multiple scales of the image segmentation was utilized to provide more intuitive and
accurate classification [107]. Furthermore, the spatial correlations between multi-scale regions were represented as multi-scale region adjacency trees for hierarchical labeling [110].
Multi-scale image segmentation were found to be effective for geospatial object extraction. For instance, Akcay et. al. [107] construct hierarchical segmentation tree and design
a generic algorithm for selecting meaningful segments. Moreover, a multi-scale solution
based on mathematical morphology were developed in [104] for building extraction.

3.2

Tree Matching Algorithms for Object Detection

From discussions above, we notice that there is no single segmentation of an image that
is sufficient to capture all the available multi-level information for object detection. The
traditional way to address this problem is through the trail-and-error approach, where
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the optimum segmentation scale for specific classification task is identified [108]. In the
proposed framework, we investigate tree structures generated from these multi-scale image
segmentations and explore tree matching approaches for geospatial object detection.
Specifically, we employ multiple segmentations and resort to a scale tree structure [16]
for image representation, where each level of the scale tree denotes an image segmentation.
Different from the segmentation tree being built in a top-down way [111], our algorithm
builds the scale tree bottom-up through hierarchically merging segments. In the final
tree structure, the nodes represent image segmentation regions and the edges denote the
relative containment information between these regions at different scale levels. Given the
tree representations of a scene and the query object, the object detection is formulated
as a tree matching problem. In this section, we present two tree matching algorithms to
search for the query object within the scene image, as illustrated in Figure 3.1.

3.2.1

Association Graph based Tree Matching

The tree association graph (TAG) based tree matching is performed with the following
steps:
1. Perform an initial node match with the purpose of reducing the searching domain
in the scene tree structure.
2. Generate the TAG.
3. Search for maximum cliques (MCs) within the TAG.
4. Assign similarity values to MCs and find the maximum similarity cliques (MSCs).
5. Map the MSCs back to the scale-trees to detect the corresponding matches.
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Figure 3.1: The overall framework of tree matching object detection algorithms.

39

CHAPTER 3. TREE MATCHING APPROACHES FOR OBJECT DETECTION

40

First, an initial node matching is carried out to narrow down the searching space in the
scene image tree T1 . Nodes from T1 that are similar to the root of the object tree T2
are detected as initial matching candidates and the subtree (T1s ) rooted at these nodes
are extracted. Then, for each pair of trees T1s = (V1s , E1s ) and T2 = (V2 , E2 ), a tree
association graph (TAG) G = (V, E) is generated, where the vertex V of G is defined
as V = V1s × V2 and corresponds to a pair of nodes from T1s and T2 . The edge E of
G connects two vertexes if the structural relationships between the pairs of nodes in the
two trees, T1s and T2 are identical [112]. In the third step, the maximum clique (MCs) of
the TAG are explored. Specifically, we choose the brute force algorithm proposed in [113]
to search for all the maximal cliques in the TAG and the MCs are defined as the found
cliques with the largest number of nodes. Finally, the similarity between a pair of trees
is calculated based on each MC by taking into account the spectral (RGB values of the
image) and geometrical information (area and shape moment [114] of the segment). Let
ψv denote the vector containing different properties of region v:

ψv = [uv , av , Iv ]

(3.1)

where uv , av , and Iv correspond to the spectral , area, and affine shape information of
a certain image segment region v, respectively. Therefore, the similarity of the MC is
defined as follows:
S = max
f

X

[wv1 + wv2 − mv1 v2 ]+

(3.2)

v1 ,v2 ∈f

where [x]+ = max(0, x), w assigns intrinsic properties for node v and m denotes the cost
of matching two nodes v1 and v2 [15].
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Game Theoretic Tree Matching Framework

One drawback of TAG based tree matching framework lies in the computation efficient.
The calculation of TAG may lead to a large graph structure if the scene image tree contains a large number of nodes, leading to the difficulties of maximum clique computation.
Therefore, we apply a game theoretic framework to model the tree matching problem as
the node correspondence searching task [115, 116, 117]. In general, we apply the game
theory to solve the tree matching problem using a non-cooperative game, where strategies
denote the potential correspondence between regions, and payoffs reflect the degree of compatibility between different strategies. Within this formulation, the solution is obtained
by searching for the evolutionary stable states(ESS) of the game [118].
Before explaining the details of different blocks in the matching algorithm, the formulation of the tree matching problem using game theory is illustrated. Assuming that there
are N1 nodes with a feature set F1 in the scene tree T1 , and N2 nodes with a feature set
F2 in the object tree T2 , then, the tree matching algorithm seeks to find correspondences
between these two trees. Let associations between two feature sets be A = F1 ⊗ F2 and
assume that each node in the object tree T2 is able to match any node in the scene tree
T1 , therefore the number of all possible matching associations is: max(|A|) = N1 × N2 .
In addition to that, we define a compatibility matrix C : A × A → R+ that encodes the
compatibilities between different associations. Once the association set A and the compatibility matrix C are defined, the detection problem is formalized as a task of finding
feasible subsets of all the associations.
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Game theoretic view of the correspondence problem
In game theory, the strategies and the payoff matrix are two important parts to define
a game, where each strategy is represented by a vector x lying in a standard simplex 4
[119, 118] defined as:

4=

x∈R

n×1

:

n
X

xi = 1


and xi ≥ 0, i = 1, ...n

(3.3)

i=1

where n represents the number of available strategies. The payoff matrix C encodes the
information of how different strategies interact. Each element Cij represents the payoff
that a player earns when playing strategy i against another player playing strategy j.
Hence, the payoff gained for a player with strategy y playing against another player with
strategy x is yT Cx. Within the game theory framework, we define the Nash Equilibrium
as a strategy xn that is the best against itself, which means that ∀y ∈ 4, yT Cx ≤ xTn Cxn .
The Nash Equilibrium is the strategy that two players play and refuse to change to other
strategies.
To employ game theory for the tree matching problem, we denote the set of associations
A between node correspondences as the set of strategies and formulate each entry in the
payoff matrix as the compatibility between a pair of associations. With the game created
this way, the Nash Equilibrium will give us the results to the tree matching problem. We
resort to the evolutionary game theory approach and apply a game dynamic to find a
particular kind of Nash Equilibrium, which is the evolutionary stable states (ESS) of the
game. These strategies are mapped back to determine the node correspondences between
scene and object trees. The game-theoretic tree matching algorithm comprises of the
following steps: 1) Determine candidate matches for all the nodes in the object image
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tree. These matches correspond to all available strategies in the game. 2) Construct a
payoff matrix based on strategies derived in the first step. 3) Carry out a game dynamic
process by evolving an initial population iteratively until the ESS of the game is reached.
The surviving strategies in the ESS correspond to the matching results, which in turn
correspond to a detected object.

Selection of matching candidates
Given a scene tree T1 and an object tree T2 , there is a large number of matching associations. We propose an initial pruning step to reduce the number of matching pairs, leading
to a game with a fewer number of strategies. We first extract features for all the segmented
regions based on spectral and geometric information. The spectral information for a region is defined as the mean spectrum of all the pixels contained inside and the affine shape
descriptors [114] are utilized to encode the geometric information. The feature vector Fi
for region i is defined as the concatenation of the spectrum and shape descriptors:

T
ci = ci1 , ci2 , ..., cim ,


T
si = si1 , si2 , ..., sin ,



and Fi = ci ; si

(3.4)

where cik , 1 ≤ k ≤ m represent the m band spectral information and sik , 1 ≤ k ≤ n denote
n affine shape terms extracted for each region i. In this paper, we considered RGB color
bands of the HR remotely sensed images and four affine shape descriptors, which means
that m = 3, n = 4. A pair of regions are compared by assessing the similarity between
their descriptors. A weighted sum of spectrum and shape similarities can be utilized for
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comparison as follows:

Sim(i, j) = γ × (1 −

|ci − cj |
|si − sj |
) + (1 − γ) × (1 −
)
max(|ci |, |cj |)
max(|si |, |sj |)

(3.5)

where 0 ≤ γ ≤ 1, and, 0 ≤ Sim(i, j) ≤ 1. After similarities between different pairs of
regions are calculated, we keep a number of matching node candidates for each node in
the object tree using a minimum threshold for their corresponding similarity values.

Calculation of the payoff matrix
In game theory, the payoff matrix aims at determining how a pair of strategies interact.
In the proposed framework, we employ a payoff matrix to decide whether two pairs of
matching nodes are consistent/valid or not. Given n strategies/matching pairs of the
candidate, we define the payoff matrix C ∈ Rn×n satisfying the following conditions:
1. The diagonal elements of the matrix are zero, indicating that there is no payoff
between a strategy and itself.
2. The payoff is zero between two strategies whose topological relations in the trees are
different.
3. Each non-zero element is proportional to the level of similarity between two strategies.
A demonstration on the relation between tree matching and the payoff matrix is shown in
Figure 3.2.
Consider a pair of strategies, i and j, satisfying the non-zero payoff condition. Strategy
i corresponds to node a being matched to node c while strategy j corresponds to node b
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Figure 3.2: The generation of the payoff matrix.

being matched to node d. We define the non-zero element Cij in the payoff matrix as:

Cij =

1
e|Sim(a,c)−Sim(b,d)|

,

where

1 ≤ i, j ≤ n

(3.6)

For each non-zero element in the payoff matrix, four nodes a, b, c, d are considered. These
four nodes correspond to a pair of strategies and each strategy involves two nodes. According to the conditions defined above, the payoff matrix is defined such that only the
topologically consistent strategies have non-zero elements.

Game theoretical selection process
The game theoretical selection process aims at intelligently selecting a desired set of correspondences from the matching candidates based on the payoff matrix defined above.
We employ Infection and Immunization Dynamics [120] (InfImmDyn) to find the ESS of
the game governed by the payoff matrix. A strategy at the barycenter of the simplex is
initialized and evolved subsequently until the convergence is met. The overall idea of InfImmDyn lies in the intuition that for any strategy x not in the ESS, there exists strategies
corresponding to better payoff than x to itself. We first introduce the definition of a pure
strategy ei , which is the ith column of the n × n identity matrix, and define the payoff
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difference between strategy x and a pure strategy ei as: π(ei − x|x) = (Cx)i − xT Cx
. Then the algorithm divides elements in a strategy x into three sets [120] , defined in
Eq. 3.7:
σ(x) = {i ∈ S : xi > 0}
τ+ (x) = {i ∈ S : π(ei − x|x) > 0}
(3.7)
τ− (x) = {i ∈ S : π(ei − x|x) < 0}
τ0 (x) = {i ∈ S : π(ei − x|x) = 0}
where σ is the support of the strategy x and S denotes the set of all available strategies.
These three sets are losing pure strategies τ− (x), wining pure strategies τ+ (x), and balancing pure strategies τ0 (x). Within these strategies, we extract a pure strategy whose
payoff deviates most to itself based on Eq. 3.8:

M (x) ∈ argmax{π(ei − x|x) : i ∈ τ+ (x)} ∪ {π(ei − x|x) : i ∈ τ− (x) ∩ σ(x)}

(3.8)

x

The InfImmDyn for getting the Nash Equilibrium is defined in the following strategy
updating equation [120], as follows:

x(t+1) = δS(x(t) ) (xt )[S(x(t) ) − x(t) ] + x(t)

(3.9)
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with functions S(x) and δS(x) defined in the following:

S(x) =

δS(x) =




ei




i = M (x) ∈ τ+ (x)

xi
xi −1 (ei − x) + x




 x otherwise




 min 1,

 1

i = M (x) ∈ τ− (x) ∩ σ(x)

(x−y)T Cx 
(y−x)T C(y−x)

(3.10)

(y − x)T C(y − x) < 0
(3.11)

otherwise

The term S(x(t) ) in Eq. 3.9 is a strategy selection function that returns a pure strategy,
and δS(x(t) ) is a scoring function between a mix strategy and the selected strategy. It can
be noted that a dynamic process updates the current strategy with the following steps: (1)
Select a pure strategy S(x(t) ) that corresponds to maximum payoff deviation defined in
M (x), (2) Calculate the strategy difference, which is then weighted by the score function
δS(x) , and (3) Update the strategy vector x. We initialize the strategy vector as the
centroid in the simplex xi = 1/n, i = 1, 2, ...n and evolve the dynamic process defined in
Eq. 3.9, where the surviving strategies of the converging solution x correspond to the ESS.
The InfImmDyn process converges faster than other game dynamics, such as, replicator
dynamics [118].
After each run of the algorithm, a subtree in T1 that matches the object tree T2 is
being extracted. The proposed algorithm excludes the nodes that are already detected and
runs the game theoretical procedure iteratively, as illustrated in the algorithm flowchart
in Figure 4.1. The iteration process ends when one of the following conditions is satisfied:
(1) The similarity between the object tree and the extracted subtree is less than a certain
threshold, which aims at detecting subtrees whose nodes are very similar to the corre-
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sponding object tree nodes. (2) No strategies corresponding to the root of the object tree
are being detected. In other words, our algorithm generates tree detections only when the
root of the object tree is being matched.

3.3

TAG based Tree Matching

Based on the tree matching paradigm using the TAG, we match the object tree using two
steps. We demonstrate the idea using simple synthetic images. In the first level match,
the root of the object tree is compared against all the nodes in the scene image. It is
observed from Figure 3.3that when the shape information of the root of the target image
is considered, all the airplanes are extracted. In order to refine the search results, the
second level match is performed, yielding the results shown in Figure 3.3. The detected
objects correspond to the planes that have identical topological structure as the target
and the detection is robust to geometrical variations, such as scaling and rotation.
To illustrate our framework on HR remotely sensed imagery, we demonstrate the detection of tennis courts in a high resolution satellite image. The tennis court template was
decomposed into three parts by the HSSR algorithm (Figure3.4(c) through Figure3.4(e)).
During initial matching, the root node from the object tree is matched to the nodes in the
scene tree structure, as illustrated in Figure3.4(f). Although there are a large number of
mismatches, the first level match result captures all the instances of the tennis court. In
the second level match, both spectral and geometrical information are considered to refine
the initial matching. We expected the matching results to acquire the same topological
structure as the target, and the spectral and geometrical information are preserved for
each of the matched sub-regions. Results from Figure3.4(g) - Figure3.4(i) show that the
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Figure 3.3: Tree matching on synthetic images: (a) Tree structure for target image. (b) First
level match based on shape. (c) Tree structure for scene image. (d) Second level match result.
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algorithm accurately detected six instances of the tennis court. However, it did fail to
detect one of the tennis courts (indicated in Figure3.4(f)) since the sub-tree corresponding
to the initial node does not have topological structures similar to the target.

3.4

Game Theory based Tree Matching

Similarly, we also illustrate the game theoretic tree matching based method using both
synthetic images and high resolution aerial images.
First, we demonstrate the algorithm using synthetically generated images. The images
and their corresponding trees are shown in Figure 3.5. For each node in the object tree
T2 , we select candidate matching regions from the scene tree T1 . A threshold of 0.8 results
in a set of 110 strategies that correspond to all possible node matches between the object
tree and the scene tree. Interactions between these strategies are represented in a payoff
matrix C of size 110 × 110 and a strategy corresponding to ESS is represented by a vector
of length 110. Initially, a unit L1-norm vector with equal entries indicating the centroid of
the simplex is assigned for the dynamic process, as shown in Figure 3.6(a). The strategy is
evolving according to the dynamic defined in Eq. 3.9 until the stable solution is achieved.
The changing of the strategy vector in first run of the game theoretic selection algorithm
is shown in Figure 3.6(b) and Figure 3.6(c). It can be seen that the ESS is reached in
147 iterations of the dynamic process. The ESS in Figure 3.6(c) indicates that there are
seven surviving strategies for the particular run of the algorithm, yielding seven pairs of
matching nodes. The weights on the surviving strategy are identical, meaning that the
average payoff corresponding to the ESS is stable such that all the players are not willing
to change to other states. During the dynamic process, the payoff keeps increasing until it
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(a)

(b)

(c)

(d)
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(e)

(f)

(g)

(h)

(i)

Figure 3.4: (a): Tree Structures for the object. (b) - (e): Regions corresponding to nodes
1,2,3,4 of the object tree. (f): First level matches of template root to the image tree.
(g)-(i) Second level matches corresponding to node 2, 3, 4 of the object tree.
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(a) Synthetic Scene Image

(b) Synthetic Object Image

Figure 3.5: Scale tree overlaid on scene and template images.
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converges to a constant value, as indicated in Figure 3.6(d). The seven surviving strategies
are mapped to the tree nodes indicating an instance of the object being detected. The
algorithm then exclude these matching nodes from the scene tree and run the above process
again. After running the dynamic process 5 times, the algorithm successfully detected five
instances of the object, as shown in Figure 3.7.
In addition to the synthetic image matching result,the algorithm is tested on detecting
objects in the HR remotely sensed images. The hierarchical tree representations of the
scene image and object image are shown in Figure 3.8. It can be seen that the tennis court
is represented as a scale tree with one root and two leaves, indicating that the tennis court
is decomposed into two parts in the tree structure by the HSSR algorithm [yilong14tree,
16].
We apply the proposed game theoretical selection process to detect the tennis court
from the scene. The results are shown in Figure 3.9. After 13 runs of the dynamic
selection process, all the tennis court are detected. We also demonstrate the invariance
of the algorithm to different geometrical transformations of the image by transforming
the original image through operations of rotation, scaling, and translation. Since the tree
structure is robust to these variations, the objects are being detected by the proposed tree
matching algorithm. Several observations can be made from the matching results. Firstly,
the tree of the object image indicates that the tennis court is decomposed into two subparts. A majority of the tennis courts in the scene are decomposed in a similar manner,
and are thus detected by our tree matching. Secondly, target objects with a varying tree
structure are also detected due to the flexible ability of the dynamic process. Thirdly, the
algorithm showed invariance to rotation, scaling and translation of the target objects.
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(d) Payoff variation in the dynamic process

Figure 3.6: Variations of the strategies and payoff during first run of game dynamics.
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Figure 3.7: Object detected after the first and fifth run of the algorithm.

55

CHAPTER 3. TREE MATCHING APPROACHES FOR OBJECT DETECTION

56

(a) HR remotely sensed image

(b) Object to be detected

Figure 3.8: Scale trees of HR remotely sensed images overlaid on scene and template
images.
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(a) Detection on the original image

(b) Detection on the geometrically transformed image

Figure 3.9: Object Detection in HR remotely sensed images.
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Discussion

Traditionally, object detection in HR remotely sensed images learns an object detector
and applies the detector through the whole image in a “sliding window” way. To address
the scale inconsistency issue, various scales of the image were utilized during inference,
which is in-efficient and time consuming. By introducing the scale-tree representation and
tree-matching algorithms, object detection was reformulated as a tree matching task. In
the tree representation, each node denotes an image segment and the region descriptors
are robust to geometric and photometric propeorties. Compared to the traditional detection scheme, the tree matching based method becomes much more efficient. However, the
proposed tree-matching approach is very sensitive to the image segmentation algorithms.
The main reason is that the bottom-top region merging scheme in the scale-tree generation
algorithm [16] is very sensitive to the parameter selection. Therefore, the over segmentation regions from the bottom segmentation map do not guarantee to be merged as a single
object in the higher layer of the scale-space. As a result, the scale-tree structure become
very sensitive and the objects get lost in the scale-tree structure. One possible approach
to compensate for the tree structure sensitivity could be to try out various image segmentation parameters and generate more possible tree-structures by experimenting different
merging schemes.

Chapter 4

Gaussian Processes Classification
for Object Detection
In this chapter, we introduce Gaussian processes classification (GPC), a probabilistic detection algorithm, for object detection. The majority of the work has been presented in
[121] and this chapter is organized as follows. In the first section, we discuss the traditional object detection framework, which include the steps of object detector training
and inference the image in a sliding-window way. Then, the details of training an object
detector with GPC are presented. Following that, we carry out the object detection in the
LULC dataset [18] and high resolution aerial images captured with World View-2 satellite
sensor [122]. We compare the proposed GPC classifier with state-of-the-art classification
algorithms and demonstrate the advantages of using GPC as our object detector.

59

CHAPTER 4. GAUSSIAN PROCESSES CLASSIFICATION FOR OBJECT DETECTION60

4.1

Background

Object detection in high-resolution remote sensing images has been widely studied and is
often solved by considering both spectral and spatial information. Depending on whether
image segmentation is carried out or not, two categories of detection approaches were
explored [123]. The first category of the approach starts by performing image segmentation
and grouping image pixels into coherent regions to form object candidates. The intuition of
the segmentation based approach is that object pixels obtain similar spectral appearance.
Therefore, these methods have been very effective in detecting geospatial objects with
irregular shapes, such as roads, streets, water, vegetation areas [107, 111]. Within this
framework, a model is usually derived from image segments and the detection task is
reformulated as a model comparison problem. For example, the method proposed in [107]
groups segments through probabilistic latent semantic analysis (PLSA) and generate the
object model. In contrast, the method in [111] fitted a latent dirichlet allocation (LDA)
model to each object segment in a semantic way.
The second category of the detection algorithms follows the procedures of a typical object recognition system, where extracted image descriptors, such as scale invariant feature
transform (SIFT) [124] and speeded up robust features (SURF) [125], are combined with
quantization approaches, such as bag of words (BoW), to provide image features with
more discriminative capabilities. Typically, a classification algorithm, such as support
vector machines (SVM)[23], is applied on these features to train an object detector. Since
these features are more powerful on larger regions [126], they usually work on images with
very high spatial resolutions. To test the trained detector, the input image is divided into
object candidate regions using a sliding window approach and these regions are classified
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using the pre-trained object detector.
GP classification is recognized as an extension of Gaussian process regression [22].
The most important advantage of GP classification algorithm is that it makes probabilistic
predictions instead of discriminative decisions that the majority of other classifiers provide.
It is derived from a Bayesian model, where the probability of an instance being classified
into a class is proportional to the output of a latent function, which is modeled as a GP
prior characterized by a covariance matrix. Based on different choices of the covariance
function and approximations of posterior, various forms of GP classifiers are determined.
During classification, the label of an unknown sample is predicted by integrating the latent
variables. Due to the explicit probabilistic formulation, the classification algorithm is able
to produce probabilistic estimates of the classification results. In the field of remote sensing
image processing, GP classification algorithm has been widely used, mainly focused on
pixel-based classification in images [127, 128, 129]. In order to improve the classification
performance, post-processing that considers spatial information is also integrated into the
framework, as discussed in [130].
The traditional object detection framework consists of training an object detector and
applying the trained detector on an unobserved scene for testing. Most of the previous
approaches in the framework exploited deterministic classification algorithms, such as
SVM. In our work, we select a probabilistic classification algorithm for training and testing
the object detector. The contributions of this work include: (1) we show how to generate
an object detector from high resolution aerial image dataset, (2) we investigate different
feature descriptors for training an object detector utilizing bag of word model (BoW)
and GP classification, and (3) we validate the effectiveness of the proposed approach by
comparing with other classification algorithms based on cross-validation experiments on
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Figure 4.1: Overall framework of the proposed approach.

created dataset and analyses on unknown image scenes.

4.2

Methods

The overall framework for our object detection system contains procedures of training an
object detector and applying the detector on the test image. Initially, the object detector is
trained based on rectangle image patches cropped from the Land Use Land Cover (LULC)
dataset [18], as illustrated in Figure 4.1.
The bag of words (BoW) model is then employed to extract vectorized representations
of these image patches, which are fed into the GP classification algorithm to design an
object detector. During detection, we apply the trained detector to image patches from
the testing scene generated with the sliding window approach.

4.2.1

Bag of Words Model

The process of acquiring image representations based on the BoW model includes steps
of feature descriptors extraction, codebook generation, and BoW representation , as illustrated in Figure 4.2.
In the first step, the feature descriptors are extracted on pixels whose locations are
determined by feature detection algorithms, or on pixels densely distributed across the
image. Common choices of these descriptors include scale-invariant feature transform
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Figure 4.2: Generation of the BoW image representations

(SIFT) [124] and speeded-up robust feature (SURF) [125] descriptors.
The SIFT feature descriptor calculates the histogram of gradient orientations with 8
bins in each of the 16 neighbouring sub-regions of the image, leading to a 128 dimensional
feature vector for every interested position in the image. SIFT descriptors are invariant
to image scaling and orientation, therefore they are able to identify objects among clutters with partial occlusion. The SURF descriptor, on the other hand, is based on the
summations of Haar wavelet response. For each 4 × 4 sub-region discussed above, four
summations of the wavelet responses with different signs, on both horizontal and vertical
directions, are calculated and concatenated together, resulting in 128 dimensional image
descriptors. It has been shown that SIFT descriptors are more robust and distinctive than
SURF descriptors, although SURF descriptors perform much faster than SIFT.
Once the descriptors are calculated for image patches, the BoW model groups all these
descriptors into different categories using unsupervised clustering techniques, such as kmeans. These cluster centroids define the codewords for the codebook and are used to
encode the image descriptors. The main advantage of generating the codewords lies in its
ability in leading to more discriminative representations of the image.
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To this point, the descriptors of each image patch are represented as codewords. The
BoW model counts the occurrences of these codewords and the normalized histogram
based on the occurrence frequencies is adopted as the representation of the image patch.
Given a derived codebook with c codewords, the descriptor f (I) of an image patch I is a
norm vector:
f (I) = [f r(I)1 , f r(I)2 , ..., f r(I)c ]T ∈ Rc×1

(4.1)

where f r(I)k , k = 1, . . . , c is the occurrence frequency of the k-th codeword in image I.
The BoW model represents each image patch as a vector, whose dimension is identical
to the the size of the codebook. These vectorized representations of the images are then
fed into different classification algorithms, such as GP classification, for training an object
detector.

4.2.2

Gaussian Processes Classification

GP classification, derived in a fully Bayesian way, is one of the supervised classification
methods. To train an object detector, the BoW representations of an image dataset
consisting of image patches with known labels are divided into training and validation sets.
Given a training set D = (X, t), with X = [x1 , x2 ...xn ] being the matrix containing
feature descriptors, where each descriptor xi ∈ Rc×1 is the BoW representation defined
in (4.1) and t = [t1 , t2 , ..., tn ]T denotes class labels of the images (object or non-object in
our case), the GP classifier aims at predicting the class label t∗ of an unobserved image
sample characterized by the descriptor x∗ .
By introducing a latent function, the GP classification algorithm formalizes the classification in a Bayesian probabilistic framework that infers the probability of an unseen
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sample x∗ belonging to a certain class as follows [131, 127]:
Z
p(t∗ |X, x∗ , t) ∝

p(t∗ |y∗ )p(y∗ |X, t, x∗ )dy∗

(4.2)

where y∗ is the output of the latent function evaluated on the test instance x∗ and is also
known as the hidden variable. The first term p(t∗ |y∗ ) in (4.2) is a likelihood function that
defines the probability relationship between the test label t∗ and its hidden variable y∗
using a squashing function fs :
p(t∗ |y∗ ) = fs (t∗ , y∗ )

(4.3)

The squashing function fs , usually defined as logistic function or probit function, is monotonically related to the hidden variable y∗ . Let vector y = [y1 , y2 , . . . , y∗ ] denotes the
vector that contains the outputs of the latent function evaluated at all training and the
testing instances, then the second term p(y∗ |X, t, x∗ ) in (4.2) is derived by using Bayesian
theorem and integrating over the latent variables in y
Z
p(y∗ |X, t, x∗ ) =

p(y∗ |X, x∗ , y)p(y|X, t))dy

(4.4)

where p(y|X, t) in the integration can be written as:

p(y|X, t) = p(t|y)p(y|X)/p(t|X)

(4.5)

In (4.5), p(y|X) is the GP prior applied to model the probabilistic relationship between the
BoW features of the image and the latent variables. This prior is often characterized by a
Gaussian distribution with zero mean and covariance matrix K ∈ R(n+1)×(n+1) , indicating
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that the unlabeled image instance is taken into account. The elements in matrix K
are calculated using covariance functions, which determine how smooth the GP prior is.
These functions take several forms, such as the radial basis function, the linear covariance
function, and the isotropic square exponential covariance function [22]. In our work, we
use the square exponential covariance function (4.6) for generating the results:

C(yi , yj ) = kSE (xi , xj ) = exp(−

|xi − xj |2
)
2l2

(4.6)

where l is the scale parameter.
Since the likelihood function is not Gaussian, the prediction form in (4.2) has to be
solved using numerical approximation methods, such as Laplace (LP) and Expectation
Propagation (EP). The LP method directly approximates p(y|X, t) using a Gaussian function, derived from a second order Taylor expansion of the log p(y|X, t), with mean ŷ and
covariance matrix C [22]: .
p(y|X, t) = N (y|ŷ, C−1 )

(4.7)

On the contrary, the EP method approximates the same posterior distribution over the
latent variables as the product of a normalized term, the priors, and the likelihood, as
indicated in (4.8).
n

Y
1
p(ti |yi )
p(y|X, t) = p(y|X)
Z

(4.8)

i=1

These likelihoods are further approximated using normal distributions. Detailed derivations of these approximations can be found in [127, 22]. Through our experiments, these
two approximation methods are studied and compared .
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4.3

Experimental Results

In order to evaluate our proposed algorithm, we show an example of detecting planes in
high resolution aerial imagery.
A plane detector is trained using the UC Merced Land Use Land Cover (LULC) dataset
[18] with spatial resolution of 0.3m. This dataset contains 2100 images selected from 21
land use classes, with 100 images for each class. In favor of detecting planes in the image,
we manually crop 100 square image patches from the “airplane” scene within the dataset
and then re-scale these image patches into size of 50 × 50. Image patches are chosen as
square regions so that the aspect ratio does not change after the re-scaling process. For
non-plane examples, we randomly cropped 800 image patches of the same size from a
certain particular scenes of the dataset [18] including freeway, airplanes, buildings, and
runway, as these images contain the most backgrounds we observe in the airport. These
900 cropped images are utilized as the dataset for training a plane detector. Examples
of image patched extracted from the LULC datset for training are shown in Figure 4.3.
We cross-validate the choices of our classification algorithms based on the dataset and the
classifier with the best performance is employed as our plane detector. Finally, the trained
plane detector is applied on high resolution remote sensing aerial images [132] captured
by the World View-2 satellite sensor with spatial resolution of 0.5m for detecting planes.
During feature extraction, we extract SIFT or SURF descriptors for image patches on
locations with 6 pixels apart in both horizontal and vertical directions and the codebook
is chosen with 500 codewords. We then randomly divide the dataset into five equal nonoverlapping subsets and apply a cross-validation scheme to evaluate the performances of
different classifiers. To be specific, we retain one subset of the dataset for validation and
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Figure 4.3: Examples of object and non-object image patches cropped from the LULC
dataset [18] for training a “plane” detector

train the classifiers on the rest four subsets. The trained classifiers are tested on the
validation subset in terms of quantitative metrics of precision, recall, and accuracy. The
overall performance of the classifier is obtained by averaging these values from different
validation subsets. In the experiment, the outputs of the GP classification algorithm
are the probabilities that the image patches being classified as planes. The deterministic
classification results are obtained by applying a threshold of 0.5 to these values.
In our implementation, both LP and EP approximations of the GP classification algorithms were tested. We also compare the performance of GP classifications against
logistic regression (LR) and support vector machines (SVM). In the experiments, the
SVM classifier utilizes the radial basis function (RBF) kernel and calculate the scale factor automatically in a heuristic manner. These classification methods are denoted as: LR,
SVM, GPC LP, GPC EP. The averages and the standard deviations of the metrics in precision, recall, and accuracy of the cross-validation experiment were reported in Table 4.1.
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BoW Features
SIFT
SIFT
SIFT
SIFT
SURF
SURF
SURF
SURF

Methods
LR
SVM
GPC LP
GPC EP
LR
SVM
GPC LP
GPC EP

Precision
66.7 ± 7.02
94.2 ± 3.80
95.3 ± 5.16
96.5 ± 5.48
35.9 ± 2.80
78.0 ± 10.20
85.5 ± 14.00
85.8 ± 14.40

Recall
80.0 ± 11.20
80.0 ± 8.66
84.0 ± 8.94
77.0 ± 11.00
54.0 ± 5.48
63.0 ± 10.40
54.0 ± 4.18
45.0 ± 12.70

Accuracy
93.3 ± 1.88
97.2 ± 1.04
97.8 ± 1.42
97.1 ± 1.27
84.1 ± 1.34
93.9 ± 1.71
93.8 ± 1.44
93.1 ± 1.99

time(s)
1.16
0.74
2.94
108
1.25
0.66
2.91
89.0

Table 4.1: Cross-validation experiments: performance comparisons on different classifiers
for “plane” object detection.

In the last column of the table, we record the average time (in seconds) it takes for one
fold cross-validation. The ROC curves from these cross-validation results are illustrated
in Figure 4.4.
Based on the quantitative results from the cross-validation experiments in Table 4.1
and Figure 4.4, several observations can be made: (1) The average recall of GP classifier is
less than the SVM classifiers when the SURF feature is used in the BoW model, indicating
that more background regions are being classified as objects. (2) The average precisions
of GP classifiers are higher than those of the SVM classifiers for both SIFT and SURF
features, which means that GP classifiers miss less objects during classification. It can be
concluded that with a threshold of 0.5 on the probability output, more objects are detected
compared to the SVM classification. (3) The BoW model based on SIFT features performs
better than that based on SURF features, as the average precisions and recalls of different
classifiers being tested are much higher. (4) Generally, the GP classifier performance with
EP approximation is better than that based on the LP approximation, however, at the cost
of more processing time. Among all these experiments, the best performance is obtained
when the BoW model is utilized with the SIFT descriptors and the GP classifier is chosen.
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Figure 4.4: Cross-validation experiments: the ROC curves for different classification algorithms using BoW descriptors based on SIFT (top) and SURF features (bottom).
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We then apply the trained detector to an unobserved aerial image captured by the
World-View 2 sensor for plane detection. We first rescale the original image with a factor
of 0.6 (because of the resolution mismatch between training and testing images) and
extract image patches of size 50 × 50 using a sliding window approach. The second step is
to employ the trained object detector to classify each image patch as plane or background.
Finally, a non-maximum suppression scheme is applied as post processing to avoid multiple
detection outputs at the same location.
The detection results from LR, SVM, and GP classifiers with Bag of SIFT features
were demonstrated in Figure 4.5. For computational efficiency, we adopted the LP approximation for the GP classification. These results are presented using rectangle boxes
with different colors. The green boxes indicate the true positive detections on the image,
where the blue ones correspond to the ground truth positions that are not detected by the
classifiers and false positive detections are denoted as red boxes. Based on the qualitative
detection results, it can be observed that the GP classification yields the best performance
for detecting six planes in the image, where the detectors based on SVM and LR find only
three and four planes, respectively.

4.4

Discussion

In our work, we compare the performances of different classification algorithms for object
detection using the BoW model. We first train an object detector based on the LULC
dataset using GP classification and compare it against other classifiers of logistic regression
(LR) and support vector machines (SVM). We then apply the trained detector to an
unobserved image with the sliding window approach for object detection. Our object
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Figure 4.5: Detection results with trained classifiers using LR (top), SVM (middle), and
GP with LP approximation (bottom). Green: true positive; Blue: missed objects; Red:
false positives
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detection results are consistent with the cross-validation results for different classifiers,
indicating the applicability of the GP classification on the detection task.
To compensate for the resolution mismatch between training and testing images, a
scale factor is applied to the testing image. In previous work, many object detectors,
such as the ones trained based on histogram of gradient (HoG) features, were designed on
training images with object positioned in the same orientation. As a result, the trained
object detector was applied to image patches with multiple orientations. However, since
the BoW model is applied on SIFT or SURF features, we can train the detectors to
be invariant to certain orientations. In our study, the SIFT descriptors perform better
than the SURF features, when BoW model is adopted for image feature extraction. One
possible reason is that the SURF descriptors only take wavelet summations in horizontal
and vertical directions, and therefore the response will only be invariant to the rotation
of images with a certain degree.
Results from our experiments show that the performance of GP classifier is better
than LR and is comparable to SVM, at the expense of more processing time due to the
increasing computational cost with additional training examples. A major advantage of
the GP classification is that the parameters of the classifier are learned automatically in
a Bayesian way, whereas the parameters of SVM and LR classifiers has to be learned
with a designed cross-validation experiment. In addition, the GP classifiers provide the
probabilistic outputs that correspond to the uncertainties of classification results, which
will be helpful for further analysis. However, the disadvantage of computational cost of
GP classification limits its ability to be applied to large datasets.

Chapter 5

Scale Transfer Module for Object
Detection
The convolutional neural networks(CNNs) have been very powerful and efficient in learning
features for image classification [133]. Our previous work explored the transfer learning
techniques for recognizing the high resolution aerial imagery. [134], where various CNN
architectures were compared for classification in high resolution aerial images. In this
chapter, based on the features learned from image classification, we investigate CNN for
object detection in high resolution aerial images. The organization of this chapter is as
follows. In Section 5.1, we give an overview of the CNN based object detection approaches.
We then proposed the novel scale transfer module in Section 5.2. After that, we present
our results with the Munich Vehicle detection dataset [8] in Section 5.3.
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Related Work

Over the past few years, CNNs have become the mainstream approaches in the computer
vision field and achieved breakthrough performances in many tasks, including image classification [21] and object detection [135]. In the literature, the CNN based detection
algorithms are divided into two categories [135]: the two-stage region-based framework
(R-CNN [136], Fast R-CNN [137], and Faster R-CNN[25]) and the one-stage unified approach (OverFeat [138], SSD [26], YOLO [139, 27]). Compared to the traditional object
detection algorithms, R-CNN was among the early attempts to apply CNNs for object
detection. The algorithm first applied the selective search approach [140] to generate a
large number (around 2000) of object candidate regions (region proposals). Then, a pretrained CNN network (AlexNet [21]) was utilized to extract a 4096-dimensional feature
vector for each region proposal. Following that, a linear support vector machine (SVM)
was trained to determine the object categories. To improve the efficiency in generating
feature vectors for all region proposals, Fast R-CNN [137] was proposed. It extends the
R-CNN approach by sharing the computations across region proposals and incorporating
the ROI pooling layer to get the fixed-length feature representations for image regions.
To further improve the detection speed, faster R-CNN [25] proposed the region proposal
network (RPN), which learns to generate region proposals and completely eliminates the
need for getting pre-defined candidate regions. Specifically, two separate network branches
were attached to the base network to generate region proposals and object classification
results.
In contrast to the region based approaches, the one-stage detection frameworks directly
predict the class probabilities and bounding box offsets with a single feed forward CNN
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architecture. To this end, YOLO [139] considers detection as a regression problem and
predicts detection results from a small set of candidate regions. The algorithm divides an
image into S × S grid cells, each of which is responsible for predicting the objects centered
in it. These predictions include the class probabilities, the bounding box locations, and
the corresponding confidence scores. With these designs, YOLO achieves the real-time
detection speed, yet with a slight decrease in the detection accuracy, partly due to the
fact that YOLO applies strong spatial constraints on bounding box predictions and does
not generalize well to objects with other aspect ratios. Furthermore, SSD [26] improves the
YOLO algorithm by taking the advantage of a set of default anchor boxes with different
aspect ratios and scales based on the extracted feature maps. The network then combines
predictions from multiple feature maps with different resolutions to handle objects with
different scales. At last, the final detection results are obtained from NMS on bounding
boxes predicted from multi-scale feature maps.
In high resolution aerial images, object detection becomes very challenging due to a
variety of reasons: (1) objects of interest are generally much smaller compared to those
in computer vision applications, (2) objects are rotation-free since the images are captured with a bird-eye view from above the ground, (3) objects obtain either fixed shapes
(airplanes, ships, vehicles) or diverse shapes (harbors, bridges), and (4) the background
regions are much more complex due to diverse territorial appearances.
Considering the differences between the computer vision and remote sensing aerial
image applications, directly applying the CNN based object detection approaches from
computer vision is not desirable. In order to address the challenges introduced by the
small object size and the multi-scale object property, algorithms with modified network
structures have been introduced. For example, the multi-scale base network was pro-
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Figure 5.1: The proposed scale transferrable detection network (STDN) for object detection in high resolution aerial images.

posed for both region proposal generation and object detection in [141]. Similarly, a
hybrid CNN was proposed in [142] to extract multi-scale features for object detection.
Meanwhile, multi-scale spatial pyramid pooling (SPP) layers [143] were utilized to adapt
different spatial resolutions of the input image, leading to fix-length feature vectors for image description. Apart from algorithms based on multi-scale feature maps, the approaches
that combine feature maps from different CNN layers have proved to be effective. For
instance, the accurate-vehicle-proposal-network (AVPN) [144] was developed based on the
hyper feature map that combines hierarchical feature layers for small object detection.
Specifically, the last three convolutional layers of the base network were concatenated to
estimate the target locations. The intuition behind the approaches that merge feature
maps lies in the observation that shallow and deep layers of the CNNs contain more details and semantic information respectively [145]. Therefore, merging feature maps from
different CNN layers combines both semantic and local information, leading to results
with improved performance. Apart from the approaches that predict object locations directly, indirect object detection methods were also studied. For example, a recent work
[146] trained the CNNs to predict the spatial density map of the vehicles, from which the
connect component analysis is carried out to determine the target locations.
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Proposed Method

To better address the object detection problem, both local and global information were
considered [135]. In this paper, we apply a novel scale transfer module to combine these
information in an efficient way. Our method is closely related to the scale transfer module presented in [147], where the DenseNet was adopted as the base network for feature
extraction. The flowchart of the proposed approach is illustrated in Fig. 5.1. First, a
pre-trained CNN model (base network) was employed to extract hierarchical feature maps
for the input image. Second, we apply a novel scale transfer module to generate improved
feature maps by fusing feature maps from different layers. Then, these fused feature maps
are utilized for object detection estimation.

Figure 5.2: Proposed STDN with Inception v3 model as the base network.
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Base Network with Inception Module

In our paper, we select the Inception model [148, 149] as our base network and combine
multiple feature maps from the inception module outputs. Specifically, the algorithm
flowchart based on the Inception v3 model [149] was illustrated in Fig. 5.2.
The inception module was introduced in [148] for image classification. It comprises
both small size convolution and pooling layers for constructing the network architecture.
In each inception module, the input feature map is fed through multiple convolution
layers of different spatial sizes and their filter responses are concatenated as the final
module output. Since the input feature map was convolved with filters of various sizes,
the receptive field of each pixel in the output feature map naturally involves both large
and small areas around its local region. Therefore, information from nearby regions was
considered with the inception module. However, with the concatenate operation, the depth
of the output feature map increases substantially as the network goes deeper, leading to
increase in the computational cost. To address this issue, the 1 × 1 convolution operation,
which effectively reduces the dimensions of the input feature maps, is applied before the
3 × 3 and 5 × 5 convolution filters, as indicated in Fig. 5.3.
In our experiments, the Inception v2 and Inception v3 [149] CNN models were adopted
as the base network architecture for feature extraction and their performances were compared with different detection networks. The major difference between Inception v2 and
Inception v3 models is that Inception v3 factorizes large spatial filters into either smaller
or asymmetric convolutional filters [149]. For example, the 5 × 5 convolution filters in
Fig. 5.3 was replaced by two 3 × 3 convolution filters. Similarly, the 3 × 3 convolution
filters were factorized into 1 × 3 filter followed by another 3 × 1 filter.
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Figure 5.3: Inception module with dimensionality reduction introduced in [148].

5.2.2

Scale Transfer Module

In the CNN architectures, the spatial dimension of the feature map decreases with the
pooling operations. Accordingly, after several pooling layers, the small objects cannot be
spatially resolved in the deep feature layers. In order detect small objects, the previous
work resorted to shallow CNN layers for feature extraction [26]. However, the drawback
of these approaches is that the semantic information of the image, which usually lies in
the deep CNN layers, is ignored. In this paper, a novel scale transfer module (STM) is
proposed to generate feature maps that consider both semantic and local information.
With these operations, the combinations of feature maps from different layers become
straightforward and effective.
To better demonstrate the proposed STM, the details of the network architecture,
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taking Inception v3 as the base network, are illustrated in Fig. 5.2. We also present
the configurations of the network architecture in Table 5.1. First, the filtered responses
from the last five inception modules in the Inception v3 network (Mixed 5d, Mixed 6e,
Mixed 7a, Mixed 7b, and Mixed 7c) were extracted as the initial hierarchical feature maps.
Second, the STM, which includes both pooling operations and scale transfer layers, was
applied to obtain the improved feature maps. Specifically, the identity layers were applied
to the low-level and mid-level feature maps (Mixed 5d and Mixed 7a) and their outputs
were incorporated into the set of improved feature maps. Then, we generate improved
feature maps in between by concatenating the feature maps extracted from the base network. These concatenation operations were made possible with feature maps of the same
spatial resolution. We therefore apply the pooling operation on Mixed 5d and combine
its output with Mixed 6e, resulting in the layer of Mixed 5d 6e as listed in Table 5.1.
Similarly, we obtain the mixed feature map of Mixed 5d 6e 7c in Table 5.1. Furthermore,
the feature maps with strong semantic information (Mixed 7b and Mixed 7c) are attained
through the scale transfer operations. The scale transfer refers to a rearrange operation
that shrinks the depth and expands the spatial size of the feature map. For example, the
elements in the “Mixed 7b” layer were reorganized such that both height and width of
the feature map increase from 8 to 16, while the depth decreases to 1/4 of the original
size. After the scale transfer operations, we obtain feature maps from deep layers with
high spatial resolutions, denoted as Mixed 7b 2x and Mixed 7c 4x in Table 5.1. Finally,
the set of the improved feature maps were obtained, covering spatial resolutions ranging
from 35 × 35 to 8 × 8.
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Layer name
Conv2d 1a 3x3
Conv2d 2a 3x3
Conv2d 2b 3x3
Maxpool 3a 3x3
Conv2d 3b 1x1
Conv2d 4a 3x3
MaxPool 5a 3x3
Mixed 5b
Mixed 5c
Mixed 5d
Mixed 6a
Mixed 6b
Mixed 6c
Mixed 6d
Mixed 6e
Mixed 7a
Mixed 7b
Mixed 7c
Mixed 5d Identity
Mixed 5d 6e
Mixed 5d 6e 7c
Mixed 7a Identity
Mixed 7b 2x
Mixed 7c 4x

Configuration
3 × 3, stride=2
3 × 3, stride=1
3 × 3, stride=1
3 × 3, stride=2
1 × 1, stride=1
3 × 3, stride=1
3 × 3, stride=1
Inception module
Inception module
Inception module
Inception module
Inception module
Inception module
Inception module
Inception module
Inception module
Inception module
Inception module
STM
STM
STM
STM
STM
STM
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Output size
149 × 149 × 32
147 × 147 × 32
147 × 147 × 64
73 × 73 × 64
73 × 73 × 80
71 × 71 × 192
35 × 35 × 192
35 × 35 × 256
35 × 35 × 288
35 × 35 × 288
17 × 17 × 768
17 × 17 × 768
17 × 17 × 768
17 × 17 × 768
17 × 17 × 768
8 × 8 × 1280
8 × 8 × 2048
8 × 8 × 2048
35 × 35 × 288
17 × 17 × 768
8 × 8 × 2048
8 × 8 × 1280
16 × 16 × 512
32 × 32 × 128

Table 5.1: Detail architecture with scale transfer module and backbone network of Inception v3 [149]

5.2.3

Object Detection Module

The object detection module consists of anchor generation, bounding box localization, and
bounding box classification. In the proposed method, the anchors are generated based on
the set of improved feature maps from the STM module. Similar to SSD [26], we attach
different anchor scales for each feature map. To accommodate for small objects in the
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image, the maximum width and height of the anchors are chosen as 0.25 of the spatial size
of the input image. Accordingly, we set the aspect ratios of the anchors as 1, 2, 0.5, 3 and
0.33. These anchor bounding boxes are then compared with the ground truth locations
with the intersection over union (IoU) score [137] to determine the presence of objects.
If the anchor bounding box obtains the IoU score higher than a certain threshold, it is
used for predicting the object locations and categories. To get bounding box locations
and the corresponding object class, two convolution layers are attached to each output
feature map. The first convolution layer aims at location estimation and predicts the
offset from each anchor to its corresponding matched ground truth location. It consists
of 4A filters of spatial size 3 × 3, where A is the number of predictions per location and 4
denotes the number of bounding box offset parameters, including horizontal and vertical
locations of the bounding box centers and the height and width of the bounding boxes.
The second convolution layer is responsible for estimating the probability of the anchor
being classified as the desired objects. By employing the one-hot vector representations,
the convolution layer contains (K + 1)A filters, where K is the number of object classes.
During the training process, we aim at minimizing the objective loss function (L) that
contains both localization (Lloc ) and classification (Lcls ) parts:

L=

1
(Lloc + αLcls )
N

(5.1)
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where N is the number of matched anchors. The localization loss Lloc is a weighted smooth
L1 loss between the predicted bounding box and the corresponding ground truth locations:

Lloc (l, g) =




|l − g| − 0.5

if|l − g| > 1



0.5(l − g)2

otherwise

(5.2)

where l = [lcx , lcy , lw , lh ] contains the normalized information of the estimated bounding
box, represented by its center (cx,cy) locations and size information (w, h), and g =
[g cx , g cy , g w , g h ] corresponds to its matched ground truth bounding box. The classification
loss is defined as the softmax over multiple class confidences (c):

Lcls (x, c) = −

N
X
i∈P os

x log(ci ) −

N
X

log(ci )

(5.3)

i∈N eg

where x and ci denote the predicted and groundtruth classification vector of size (K+1)×1.

5.2.4

Network Training

We adopt the existing Inception models as our base network to extract hierarchical image
features. These Inception models were pre-trained with the ILSVRC 2012 image classification dataset [150]. In the proposed STDN, an input image is reshaped into 300 × 300
before training and testing. To account for the small size objects in the image, we set
the maximum scale of anchor generator to be 0.25. In addition, the rotation invariant
property of the objects in aerial images was considered by performing various types of
data augmentations on the training procedure, which include vertical flip, horizontal flip,
as well as random 90 degree rotations. Based on the pre-trained network, we fine tune
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Figure 5.4: An example of the Munich vehicle detection dataset. The image was cropped
into small regions for training and testing.

the detection model using stochastic gradient descent (SGD) with learning rate starting
at 10−3 , momentum value of 0.9, and batch size of 32. During training, we reduce the
learning rate by a factor of 1/10 every 20K steps and the train the network for 100K steps
in total.

5.3

Experimental Results

In this section, we demonstrate the proposed approach with an aerial image object detection dataset and compared it with two other popular algorithms: Faster RCNN [25] and
SSD [26].
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Dataset name
DLK Munich

Training set
10 images (3505 vehicles)

Testing set
10 images (5928 vehicles)
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Image size
5616 × 3744

Table 5.2: Munich vehicle detection dataset statistics

5.3.1

Dataset Description

The proposed algorithm is evaluated on the publicly available Munich Vehicle detection
dataset [8] provided by the German Aerospace Center. These images were taken by the
DLR 3K camera system at a height of 1000m above the ground. Specifically, the dataset
contains 20 aerial images with spatial resolution of 5616×3744 and ground sample distance
(GSD) of 13 cm. We choose the first 10 images for training and the rest for testing. While
the dataset contains annotations of various vehicles types, including bus, truck, van, car,
car with trailer, truck with trailer, we follow the descriptions in [151, 146] and combine
trucks and cars as a single vehicle class for our detection task. An example of the original
image and the cropping scheme are illustrated in Fig. 5.4. The statistics of the vehicles in
both training and testing datasets are listed in Table 5.2.

5.3.2

Dataset Preparation

The vehicles in the dataset were originally annotated with rotated bounding boxes and
vehicle types. For each bounding box, the ground truth annotations contain the horizontal
and vertical locations of the vehicle centers (xc and yc ), the rotation angles (α), and the
vehicle sizes(width w and height h). In order to train and test the detection model, these
annotations are transferred into the aligned rectangle bounding boxes that tightly contain
the vehicles, similar to those in the Pascal VOC dataset [152]. After the transformation,
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Figure 5.5: Original rotated bounding box annotation (left) and transformed rectangle
bounding box used (right).

the coordinates of the bounding box corners are calculated as following:

xmin =
xmax =
ymin =
ymax =

min

(Xc + cos αwi − sin αhi )

max

(Xc + cos αwi − sin αhi )

min

(Yc + cos αwi + sin αhi )

max

(Yc + cos αwi + sin αhi )

wi ∈{w,−w},hi ∈{h,−w}

wi ∈{w,−w},hi ∈{h,−w}

wi ∈{w,−w},hi ∈{h,−w}

wi ∈{w,−w},hi ∈{h,−w}

where Xc and Yc are center coordinates of the original bounding box and x and y are
the horizontal and vertical coordinates after transformation. Examples of the original and
converted bounding boxes are shown in Figure 5.5.
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To train the detection network, we apply the sliding window approach to crop the
original input image into small patches of size 300 × 300, with 80 pixels overlap on either
horizontal or vertical direction. During training, we only consider the image patches that
contain at least one vehicle. Similarly, the test images are cropped into image patches
of the same size, but with much fewer overlapping pixels in either direction. As a result,
we have created 1135 and 1285 images patches from the training and testing dataset,
respectively.

5.3.3

Evaluation Metrics

To assess the performance of the proposed algorithm, the metrics of average precision
(AP) and precision-recall curve (PRC) were employed. These metrics were build from the
precision and recall values of the detection results, defined in the following:
TP
TP + FP
TP
Recall =
TP + FN

Precision =

where TP, FP, and FN correspond to true positive, false positive, and false negative
detection instances, respectively. On one hand, a higher precision value indicates that
more correct detection bounding boxes are contained in the final output, resulting from
less false alarms. On the other, higher recalls correspond to more objects being picked up
and less missing detections. Different detection algorithms aims at increasing the values of
precision and recall as much as possible. In our work, a bounding box detection output is
compared to the ground truth boxes. Specifically, a detection bounding box is considered
as a TP if it overlaps the corresponding groundtruth box with IoU larger than 0.5. In
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addition, if more than one detection bounding boxes are associated with the same single
ground truth bounding box, only the one with the largest IoU overlap is considered as TP
while the rest are considered FP.

5.3.4

Algorithm Evaluation

Following the similar preprocessing procedure, the test images are cropped into nonoverlapping image patches of size 300 × 300 for evaluation. Two base networks, the Inception v2 and Inception v3, were considered in our experiments. These base networks
parameters were initialized with the pre-trained object classification model trained on the
ILSVRC 2012 image classification dataset [150].
In the first experiment, we compare the proposed approach with SSD and Faster RCNN detection frameworks when the similar base networks were utilized. The precision
recall curves of different object detection architectures were compared with Inception v2
and Inception v3 base networks, as illustrated in Figure 5.8 and Figure 5.9, respectively.
In Table 5.3 and Table 5.4, we also compare the inference time and average precision
values of these approaches.
When Inception v2 is adopted as the base network, the proposed algorithm performs
better than SSD, but slightly worse than Faster R-CNN. Examples of the detection results
on the test dataset are illustrated in Figure 5.7, where the estimated and ground truth
bounding boxes are annotated with green and black colors, respectively. In the detection
result, we also label the confidence scores of the detected bounding box. It can be observed
that the proposed approach obtains similar detection performance to Faster R-CNN when
the images contains fewer vehicles. On the contrary, when the input image contains more
vehicles that are clustered together, STDN can effectively differentiate them. From the
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detection results on the last row, we observe that the vehicles in the shade are hard to
be detected in SSD and Faster RCNN. However, STDN successfully detects them. For
example, the white car on the right was picked up by STDN and neither Faster RCNN or
SSD both detect the vehicle.
In addition to the detection performance, we also compare the algorithm efficiencies.
Specifically, we record the inference time with the batch size of 32 using the NVIDIA
GeForce RTX 2080 Ti when running through the whole test dataset. The inference time
for each frame is shown in Table 5.3. From these statistics, it is clearly observed that
both SSD and STDN perform slightly worse than Faster RCNN in terms of detection
precision. However, the inference speed improves significantly compared to Faster RCNN
and both of them indicates the real-time performance. When analyzing both SSD and
STDN approaches, it is noticed that the detection performance of STDN is slightly better
than SSD, as indicted in the ROC curves and average precision values.
The advantage of the proposed algorithm is more pronounced when Inception v3 is
adopted for the base network. As seen in Table 5.4 and Figure 5.9, the precision is about
90% at the recall value of 0.8. At the same recall rate, the precision value on SSD drops
significantly, achieving only 70%. Compared to Faster RCNN, the detection performance
is slightly worse. However, great improvements have been achieved on the inference time.
To better compare the detector performances between different detection networks, we
plot in Fig. 5.6 the accuracy vs inference time for different detectors, similar to those
illustrated in [153].
Then, we illustrate the effect of the scale transfer module (STM) in the proposed
STDN framework. Specifically, we compare the detection performances between the STDN
framework and the corresponding framework without the STM, which means that feature
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Figure 5.6: Speed vs Accuracy comparison between Faster RCNN, SSD, and the STDN
(proposed), with Inception v2 and Inception v3 as base networks.
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Algorithm
Faster R-CNN
SSD
STDN (proposed)

Average Precision
86.76
85.88
85.97
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Inference time (ms/frame)
46.42
16.67
23.70

Table 5.3: Average precision and inference time for different detection algorithms, with
Inception v2 as base network.
Algorithm
Faster R-CNN
SSD
STDN (proposed)

Average Precision
91.00
76.50
87.43

Inference time (ms/frame)
91.06
16.95
18.75

Table 5.4: Average precision and inference time for different detection algorithms, with
Inception v3 as base network.

maps from the base network were directly utilized for anchor generation, as indicated in
Table 5.5. From these statistics, we observe 1% detection improvements being achieved
with STM, when Inception v2 or Inception v3 was utilized as the base network.
At last, we compared our propose method with the scale transferable network based on
the DenseNet [147]. Specifically, the feature maps from the last dense block were utilized
for the STM. We also choose the same scale parameter for anchor generation. Similarly,
we compare the proposed STDN approach with the STDN based on the DenseNet [147]
with precision and recall curves, as shown in Fig 5.10. We clearly see the improvements
of Inception module based approaches over the DenseNet. This improvements can be
attributed to several aspects. First of all, we argue that for small object detection, each
Inception module better incorporates local image information by applying convolutional
filters with various spatial sizes. Secondly, the DenseNet based STDN utilizes the feature
maps from a single dense block, whereas, in our proposed STDN approach, we effectively
combines image features from multiple inception modules.
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Figure 5.7: Examples of Inception v2 based object detection, using different architectures:
Faster R-CNN (first column), SSD (second column), proposed STDN approach (third
column).
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Figure 5.8: Precision recall curves of different detection algorithms, with Inception v2 as
the base network.
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Figure 5.9: Precision recall curves of different detection algorithms, with Inception v3 as
the base network.

CHAPTER 5. SCALE TRANSFER MODULE FOR OBJECT DETECTION

96

1
0.9
0.8
0.7

Precision

0.6
0.5
0.4
0.3
STDN Inception v2 (proposed)
STDN Inception v3 (proposed)
STDN DenseNet169

0.2
0.1
0
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Recall

Figure 5.10: Precision recall curves of different STDN approaches, with DensNet and
Inception v2/v3 as the base network.
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Algorithm
Inception v2 base (w/o STM)
Inception v2 base
Inception v3 base (w/o STM)
Inception v3 base

Average Precision
84.73
85.97
86.45
87.43

Table 5.5: The effect of the scale transfer module in the proposed STDN approach.
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Chapter 6

Summary and Future Work
This chapter summarizes the proposed object detection methods in the remote sensing
field and describes the future research directions.

6.1

Conclusions

In this work, we have investigated two important detection problems in the remote sensing
field: (1) subpixel target detection in hyperspectral images, and (2) geospatial object
detection in high resolution aerial images.
In Chapter 2, we have presented a segmentation based subpixel target detection framework for hyperspectral images. In the framework, we propose spatial spectral expectation
maximization (SSEM) algorithm to divide the hyperspectral image into coherent segmentation regions by considering both spatial and spectral information. The subpixel target
detection was then performed through the matched filters derived from these image segments. Our framework achieves the state-of-the-art performance when comparing with
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other global and local subpixel object detectors.
In Chapter 3, we have established a novel object detection framework for high resolution aerial images with tree matching algorithms. Given multi-scale image segmentations,
we utilize a scale-tree structure for image representation and reformulate the object detection problem into a tree matching task. We then proposed two tree matching algorithms
to efficiently search for the objects of interest. Our tree matching based object detection
frameworks have been demonstrated to be effective and efficient in detecting objects with
different geometric and photometric variations.
In Chapter 4, we applied Gaussian processes classification (GPC) for object detection
in high resolution aerial images. First, we follow the traditional object detection framework
and apply the bag of word (BoW) model to extract image features. Then, the GPC was
utilized to train an object detector with probabilistic inference capabilities. The proposed
detectors have been compared against logistic regression and SVM with multiple handcraft features, showing the superiority when a limited number of training examples were
provided.
At last, in Chapter 5, the CNN based detection framework was studied. A scale
transfer module was introduced for effective object detection in high resolution aerial
images. The module was incorporated with the Inception network to obtain improved
feature maps through combining global and local image information. These feature maps
were then utilized for object bounding box estimations, similar to the procedures in the
SSD framework. Our algorithm achieves on par performance to the state-of-the-art CNN
detectors with fast inference speed.

CHAPTER 6. SUMMARY AND FUTURE WORK

6.2
6.2.1

100

Future work
Subpixel target detection in hyperspectral images

The existing subpixel target detection algorithms have strong assumptions of the target and background distributions. However, with recent developments of deep neural
networks, these assumptions can be mitigated when designing the target detectors. For
instance, an unsupervised neural network was proposed to extract features with more
distinguishable abilities, leading to improved object detectors that better suppress the
background [154]. In addition, neural networks can be utilized to better address the target spectral variations in hyperspectral images. For example, Dylan et. al. [155] proposed
a data-driven target detection algorithm by employing the paired neural networks and a
novel loss function. The main purpose of this algorithm is to transform the hyperspectral
data into a novel feature space, where existing target detectors can by developed without
considering the spectral variability of the targets. An interesting research direction is to
apply autoencoder neural network to the original hyperspectral data and generate a new
feature representation of the image. Following that, we can apply the SSEM algorithm for
supbixel target detection.

6.2.2

Object detection in high resolution aerial images

Significant performances have been achieved for object detection in high resolution aerial
images. From my point of view, potential improvements can be made in the following
two areas: (1) combine convolutional neural network with structured prediction, and (2)
improve the feature selection and anchor generation procedures.
In our work, the tree-structure of the image encodes the spatial relations of relative

CHAPTER 6. SUMMARY AND FUTURE WORK

101

containment between the multi-scale image segmentations. A straight forward extension of
the work can be made through applying the conditional random fields (CRFs) [156] to our
existing tree structures. CRFs have been successfully applied on both image classification
[157] and semantic segmentation [158] by predicting the labels of neighbouring pixels at
the same time. An interesting research topic would be to treat the nodes in tree structure
as the “pixels” in the image. Therefore, the edges in the tree structure would encode
the spatial relation between these nodes. The CRFs then take context into account by
simultaneously predicting the label of node as being objects or background. However, the
challenges of this research come from the inconsistency of the inference structure built on
the scale tree of the images, which is different from the that for regular image pixels.
CNN based object detection is still an active research area that draws lots of interests. The performance of the detection frameworks improves significantly with the advent
of various types of base network architectures and network learning strategies, including anchor generation procedures and loss function designs. For example, Zhu et. al.
[159] propose an online feature selection module to improve the heuristic feature selection
process that exists in the conventional CNN based object detectors. In addition, the imbalance training process was improved by Pang et. al. [160] from sample, feature, and
objective levels and a novel balanced L1 loss was also proposed for the learning process.
Based on the proposed STM framework, we can replace the base network to more complex
ones, such as the ResNet [161] and also try out different loss functions, such as the focal
loss [162]. Apart from these, the detection framework could potentially be improved by
employing the synthetic data. For example, an interesting topic would be to utilize the
DIRSIG image [163] to generate various types of objects in high resolution aerial images
for the detection task.
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