In this paper, we present an average-case efficient algorithm to resolve the problem of determining whether two Boolean functions in trace representation are identical. Firstly, we introduce a necessary and sufficient condition for null Boolean functions in trace representation, which can be viewed as a generalization of the well-known additive Hilbert-90 theorem. Based on this condition, we propose an algorithmic method with preprocessing to address the original problem. The worst-case complexity of the algorithm is still exponential; its average-case performance, however, can be improved. We prove that the expected complexity of the refined procedure is O(n), if the coefficients of input functions are chosen i.i.d. according to the uniform distribution over F 2 n ; therefore, it performs well in practice. key words: average-case analysis, Boolean functions in polynomial form, trace representation, univariate representation
Introduction
Boolean functions have been studied for more than one hundred years, and are still attractive topics [1] , [2] , [9] , [10] , due to their significant applications in sequence theory [5] , coding theory [11] and symmetric cryptography theory, i.e. the security of both stream ciphers and block ciphers (Sbox).
Usually, researchers describe Boolean functions by their algebraic normal form (ANF), and express them in trace representation as well. The former expression is wellstudied; the latter one, meanwhile, has become a hot-spot in recent years [3] , [4] , [6] , [7] .
These works all attempt to establish closed-form expressions of Boolean functions in trace representation that have some nice cryptographic properties. However, trace representations for Boolean function are not unique-there stand a large number (2 (n−1)2 n ) of trace representations for one single Boolean function. As a consequence, some newfound functions with nice cryptographic properties, e.g., balance, nonlinearity, high algebraic degree, correlation immunity, or propagation criteria, e.t.c., may have existed in literature, just in other trace representation. A natural question is then raised: how to determine whether two Boolean functions in trace representation are identical?
We seek an algorithmic solution to this problem, supposing that we have many instances with the same parameters n. Specifically, performing certain steps of preprocess- ing, we derive an algorithm based on the investigation of a sufficient and necessary condition of null Boolean functions. This algorithm is not polynomial; however, its average-case efficiency can be boosted when the coefficients of input functions are chosen i.i.d. according to the uniform distribution over F 2 n . This paper is organized as follows. We first briefly describe the various representations of Boolean functions in Sect. 2, and then formally state the problem in Sect. 3. In the next section, we present a necessary and sufficient condition for null Boolean functions in trace representation. This condition can be viewed as an extension of the well-known additive Hilbert-90 theorem, and can be proved similarly; in order to understand from various perspectives, however, we derive a combinatorial proof by counting.
Later, we develop a straightforward algorithm in Sect. 5. This algorithm is exponential in the worst case, but its expected performance can be highly improved, based on two facts that an instance provides us: 1) the procedure catches an early termination in most cases; 2) the testing order plays a vital role in the complexity of the algorithm. We present the amended version formally in Sect. 6.1 and demonstrate that, if the coefficients of input functions are chosen i.i.d. according to the uniform distribution over F 2 n , the expected number of performed 'while' loops is at most 2. Since the complexity of each loop is linear, we confine the average-case cost of the improved algorithm to O(n). In Sect. 6.2, by a slight modification, we present a similar algorithm but without preprocessing, and prove that its averagecase cost is still asymptotically linear. Finally, we conclude this paper in Sect. 7.
Notations and Preliminaries
We start this section by introducing some notations used throughout the paper. Let n be a positive integer.
• For every set E, |E| denote the cardinality of E.
• • denotes the composite operation between two functions, i.e., ( f • g)(x) = f (g(x)).
• F denotes the set { f | f is a mapping from F 2 n into F 2 n } and B denotes the set { f | f is a Boolean function from
• If there is no confusion, 0 denotes the null function.
• φ(n) denotes Euler's totient function, i.e., the number of positive integers not greater than n which are relatively prime to n, and σ(n) denotes the number of factors of n.
A Boolean function f on F 2 n is an F 2 -valued function on the Galois field F 2 n of order 2 n . We define a cyclotomic coset C d modulo 2 n − 1 as
n − 1, and d is the smallest integer in the coset called the coset leader of C d (In this paper, we add a special coset C 2 n −1 = {2 n − 1}, which is different from C 0 = {0}). Then, it is obvious that |C d | = n d and we denote the set † of all coset leaders modulo 2 n − 1 by Γ(n) † † . Thus,
Univariate Representation
It is shown in [2] that every function f , where f ∈ F, admits a unique representation as a polynomial f (x) = 2 n −1 i=0 δ i x i , over F 2 n in one variable and of degree at most 2 n − 1. Any Boolean function g is also a mapping from F 2 n to F 2 n ; therefore, it admits such a representation that we call the univariate representation of g.
Trace Function and Trace Representation
The trace function defined on F 2 n by tr n (u)
is F 2 -linear and satisfies (tr n (u)) 2 = tr n (u 2 ) = tr n (u); it, therefore, is valued in its prime field F 2 . We also know that tr n (α) = 0 if and only if there exists an element β ∈ F 2 n such that α = β − β 2 (this is the well-known theorem additive Hilbert-90).
Every Boolean function f can be written in the form tr n (
, where β i ∈ F 2 n . Such representation is not unique and we call it the trace representation of f . We can restrict the exponents i with nonzero β i so that there is at most one such exponent in each cyclotomic coset C d , since the equality tr n (u 2 ) = tr n (u) holds for every u ∈ F 2 n . This expression is called the absolute trace representation of f .
Problem Statement
The set F( or B) is an Abelian group under the operations +, where ( f +g)(x) is defined as f (x)+g(x), for f, g ∈ F( or B); therefore, we can verify that the following mapping F is a group homomorphism from F to B: † Here, both 0 and 2 n − 1 are in this set and viewed as two different elements.
† † Actually, we have a simple procedure to calculate the elements in Γ(n): we increasingly put all the integer values from 0 to 2 n − 1 in a list; for the smallest un-handled integers d, we calculate
, from the list; the procedure will terminate if every element in the list is handled. As the list size is 2 n , the above procedure costs O(2 n ) operations. Moreover, from [8] , we know that
F cannot be one-to-one, since there are much more functions in F than those in B, that is, 2 n2 n to 2 2 n respectively. Thus, a natural question can be raised:
This problem is equivalent to that of deciding whether
In many applications, the value n is a fixed parameter (i.e., we have many instances with the same size n), thereby allowing us to pre-compute some functions and data-structures only depend on n, e.g., the set Γ(n) in Sect. 2, the hash tables in Sect. 5 and the poset (Γ(n), ) in Sect. 6.1. The preprocessing may cost a lot -being exponential in n; if the number of instances is sufficiently large, however, we can neglect these parts when evaluating the efficiency of the proposed algorithms.
An Additive-Hilbert-90-Like Theorem
Given two sets:
where the index i/2 is taken modulo 2 n − 1}, we obtain the following lemma:
Then, we present the main theorem:
then the Boolean function tr n • f is null if and only if there exists
for every i ∈ {0, 1, . . . , 2 n − 1} and the index i/2 is taken modulo 2 n − 1.
Proof 2:
It is equivalent to proving that the two sets, A and B, are equal. Assuming that for every i ∈ {0, 1, . . . , 2 n − 1}, there exists γ i ∈ F 2 n , such that δ i = γ 2 i/2 +γ i ; therefore, we obtain a new polynomial
. Then, for every x ∈ F 2 n , we have that
Thus, for every x ∈ F 2 n , (tr n • f )(x) = tr n (g 2 (x)) + tr n (g(x)) = 0, which implies that tr n • f ≡ 0. Accordingly, B ⊆ A holds.
On the other hand, by Lemma 1, the numbers of functions satisfying the constraints on both sides of the theorem are equal, i.e., both are 2 (n−1)2 n . Therefore, the set A is equal to B and the theorem is proved.
Furthermore, we can derive the following corollary:
Corollary 1: Given a Boolean function g in absolute trace representation, i.e.,
then g is null if and only if there exists μ d ∈ F 2 n , such that
Proof 3: See Appendix B.
A Straightforward Algorithm
Based on Corollary 1, we present a procedure (Algorithm 1) to determine whether two Boolean functions in trace representation are identical. Our method consists of two steps. Firstly, by Algorithm 2, we transform the difference of the two input Boolean functions in trace representation into that in absolute trace representation. Then, we verify whether this function is null, i.e., whether there exists μ d ∈ F 2 n , such that δ d = μ (3) is not satisfied for some d ∈ Γ(n), then we quit and return b with value "NO", meaning that the two input functions are different; otherwise, after the procedure terminates, it returns "YES", meaning that the two input functions are identical.
Instance
In this section, the finite field F 2 3 , defined as an extension field of F 2 with minimal polynomial x 3 + x+1, is considered. Therefore, we have 4 cyclotomic cosets modulo 7, i.e., C 0 = {0}, C 1 = {1, 2, 4}, C 3 = {3, 6, 5}, C 7 = {7}. (Note that we add C 7 for convenience in this paper).
Firstly, we store the image set of mapping x 2 + x on domain F 2 3 , represented in Table 1 . Moreover, since for every elements α ∈ F 2 3 , α 8 + α is equal to zero, in this situation, the extra storage is unnecessary. † For every m|n, we pre-compute a hash table to store the image set of function x 2 m + x with domain F 2 n , whose size is 2 n−m . The space complexity is Σ m|n 2 n−m < 2 n+1 = O(2 n ), and the time complexity is O(2 2n ). We refer the interested reader to [13] for implementation details.
Algorithm 1 Identifying Algorithm
Input: Two Boolean functions g 1 , g 2 in Trace representation, i.e., g 1 = tr n (
1: According to Algorithm 2, we obtain the absolute trace representation of g 1 + g 2 denoted by g, i.e., g = A(
Return b ← 'NO' 5: end if 6: end for 7: b ← 'YES' Given two Boolean functions g j = tr n ( The only valid value is 000, however, δ 1 = 111. Thus, we quit and return "NO".
Complexity Analysis
Considering the time complexity, the first step, say, Algorithm 2, will cost 2 n field operations, and the remaining step will cost |Γ(n)|(|Γ(n)| < 2 n ) search operations in the worst case. Moreover, the space complexity of the algorithm is O(2 n ).
Remark 2:
The possibility of two Boolean functions in trace representation being identical is quite low, i.e., 2 −2 n ; most of the algorithms, therefore, will catch an early termination. Observing that the only valid coefficient is 0 for the cyclotomic coset with size n (note that the elements in these cosets are primitive, and there are φ(2 n −1) n such cyclotomic cosets), we can accelerate the algorithm by checking
Algorithm 2 Transforming Algorithm
Input: A Boolean function g in Trace representation, i.e., g = tr n (
5: end for 6: end for
Algorithm 3 Sorted Identifying Algorithm
6: end for 7: if There does not exist
on these coefficients first: if one of them is not null, we can terminate and return "NO" right away. Furthermore, in this case, the storage requirements for maintaining tables are unnecessary as well.
As illustrated in Sect. 5.1, if we first check on the coefficient of the coset leader with n-sized cyclotomic coset (In this case, n = 3 and δ 1 000), then we can return "NO" immediately. This observation shows that the complexity of the algorithm is sensitive to the testing order, which can be employed to improve the algorithm greatly.
The Improved Version

An Algorithm with Preprocessing
Since as observed in Sect. 5.2, the coset size n d of the coset leaders d ∈ Γ(n) plays a vital role in reducing the complexity of Algorithm 1, we define a partial ordering ' ' on the set Γ(n). That is, given
The poset (Γ(n), ) is a well-ordered set; the elements in Γ(n), therefore, form a chain -the first element is 1 and the last one is 2 n − 1. We can define an operation
; otherwise, we assign the element just following d in the chain to NEXT(d) † . With this notation, we then present the improved algorithm formally (Algorithm 3).
Although this algorithm is still exponential in the worst case, its efficiency is highly boosted. To be more specific, if this procedure terminates after ρ (ρ ≤ φ(2 n −1) n ) steps, Line 3 in Algorithm 3 can be replaced by 'if δ d 0', which is much easier to test. Moreover, in this case, the additional storage is not required as well. The detailed average-case analysis will be presented later, showing that this algorithm seems to † By memorizing the value n d for each element d in Γ(n), we implement the task of computing NEXT(d) by sorting: firstly, we sort the set according to the value n d decreasingly; then, for each consecutive part with the same value n d , we sort the elements increasingly according to the value of n. The time complexity is O(n2 n ) and the space complexity is O(2 n ).
be a practical solution to the main problem.
Expected Performance
Suppose that the coefficients of input functions, i.e., β
i , where j = 1, 2 and i ∈ {0, . . . , 2 n − 1}, are chosen i.i.d. according to the uniform distribution over F 2 n . Then, the coefficients β
Let the random variable X denote the number of performed 'while' loops. As the procedure executes O(n) field operations and O(n) search operations in each loop, the average-case complexity in this case is actually O(E[X]n); therefore, E[X] measures the complexity of the algorithm.
We first introduce a proposition about Euler's totient function, with proof in Appendix C.
Proposition 1:
For any integer n ≥ 3, we have that
This proposition yields that there are at least two distinct cyclotomic cosets with size n in F 2 n , when n ≥ 3. As a consequence, we bound E[X] as follows:
The third and fourth lines follow from two conditions respectively:
The last line is due to the fact that n ≥ 3.
Therefore, if the coefficients of the input functions are all distributed uniformly, the average-case complexity of Algorithm 3 is bounded by 2 · O(n) = O(n).
An Algorithm without Preprocessing
In many cases, the assumption that the inputs are a large number of instances with the same parameter n may not be satisfied; thus, we need to compute the values preprocessed before which only depends on n online. In this subsection, we make a slight modification to Algorithm 3 to acheive the goal. The key part is to choose two elements in Γ(n) with n d = n: we choose the first one to be 1, and the second one to be the coset leader d 1 of of the cyclotomic coset containing the smallest prime numbers p between 2 n−1 + 1 and 2 n − 3 † † . † † Assume that we can contact with a server to get the prime number we need. Then, according to Bertrand's postulate [13] , such p exists. Since p is relatively prime to 2 n − 1, we have that
The modification is made as follows: we first run two loops (Line 3 to Line 9) in Algorithm 3 with d = 1, d 1 , respectively; then, if the procedure does not terminate, i.e., return (b ← 'NO'), we compute the poset (Γ(n), ) online, delete the elements 1 and d 1 from the poset, and continue to perform other loops of Algorithm 3. Note that n d is ordered decreasingly in the poset and the hash table x n d + x contains only one element 0 for n d = n. Furthermore, when n d < n, we can compute and store a hash table containing the image set of x n d + x with domain F 2 n . After n d decreases to another value, we delete the previous hash table, compute and store another one containing the image set of x n d +x for the current value of n d .
If the coefficients of the input functions are all distributed uniformly, we claim that the average-case complexity of the online algorithm is still asymptotically linear. Since the possibility of computing the poset (Γ(n), ) online is 2 −2n and that of computing the hash tables is even smaller, we can bound the increased complexity by n · 2 −2n O(2 2n ) = O(n); thus, the overall average-case complexity is O(n) + O(n) = O(n).
Concluding Remarks
By performing certain steps of preprocessing, we present an average-case efficient algorithm to determine whether two Boolean functions in trace representation are identical. Though this algorithm is exponential in the worst-case, we prove that, if the coefficients of input functions are chosen i.i.d. according to the uniform distribution over F 2 n , its average-case complexity is linear, i.e., O(n). Thus, it performs well in practice. The last line follows from (1) .
