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Ringkasan berita diartikan sebagai teks yang dihasilkan dari 
satu atau lebih kalimat yang menyampaikan informasi penting 
dari berita. Salah satu fase penting dalam peringkasan adalah 
pembobotan kalimat (sentence scoring). Dimana pada 
peringkasan berita, metode pembobotannya sebagian besar 
menggunakan fitur dari berita sendiri. Berdasarkan hasil dari 
penelitian (Ferreira, et al., 2014) bahwa untuk pembobotan 
kalimat pada dokumen yang memiliki karakter teks pendek dan 
terstruktur seperti berita maka teknik pembobotan kalimat terbaik 
adalah dengan menggunakan kombinasi dari keempat fitur yaitu 
word frequency, TF-IDF, posisi kalimat, dan kemiripan kalimat 
terhadap judul (Resemblance to the title ).  
Pada penelitian ini kombinasi keempat fitur tersebut 
dibandingkan dengan kombinasi tiga fitur dan dua fitur dan 
dievaluasi menggunakan nilai ROUGE-N dan dievaluasi 
berdasarkan lama waktu eksekusi. Berdasarkan hasil uji coba 
didapatkan hasil bahwa yang paling optimal diantara keempat 
kombinasi fitur tersebut adalah kombinasi antara dua buah fitur 
yakni fitur posisi kalimat dan word frequency dengan nilai 
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Abstract 
Summary of news is defined as a text resulting from one or 
more sentences that convey important information from news. 
One important phase in text summarization is weighting sentence 
(sentence scoring). In the news summarization the weighting 
method mostly using the features of the news itself. Based on the 
results of the study (Ferreira, et al., 2014) that for weighting 
sentences in documents that have character short text and 
structured as news, the technique of weighting sentence is best to 
use a combination of all four features that word frequency, TF-
IDF, position, and Resemblance to the title. 
In this study, the combination of four features compared to 
the combination of three features and two features and evaluated 
using a value ROUGE-N and evaluated based on the length of 
time of execution. Based on test results showed that among the 
four combination of these feature, the most optimal combination 
is the combination of two features those are position of the 
sentence feature and word frequency feature with ROUGE-N 
0.679 and length of time of execution 28.458 sec. 
 
Keywords: resemblance to the title, ROUGE-N, sentence 
position, sentence scoring, TF-IDF, word frequency  
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Dalam bab ini akan dijelaskan hal-hal dasar mengenai 
Tugas Akhir ini yang meliputi latar belakang, rumusan 
permasalahan, batasan permasalahan, tujuan dan manfaat, 
metodologi, serta sistematika penulisan. Dari adanya uraian 
tersebut diharapkan dapat menjelaskan  dengan baik mengenai 
permasalahan sekaligus pemecahan dalam Tugas Akhir ini. 
1.1 Latar Belakang 
Kebutuhan untuk mengakses informasi khususnya berita 
secara praktis menjadi masalah yang harus diselesaikan seiring 
berkembang-pesatnya berita yang dapat diakses secara online. 
Peringkasan berita secara otomatis adalah salah satu solusi untuk 
menjawab permasalahan diatas. Ringkasan berita dapat diartikan 
sebagai sebuah teks yang dihasilkan dari satu atau lebih kalimat 
yang mampu menyampaikan informasi penting dari sebuah berita. 
Dimana panjang dari sebuah ringkasan tidak lebih dari setengah 
panjang dokumen asli, dan biasanya lebih pendek (Radev, Hovy, 
& McKeown, 2002). Peringkasan multi dokumen berita 
merupakan sistem peringkasan yang melibatkan lebih dari satu 
berita sebagai input. 
Selain itu, dibutuhkan teknik pembobotan kalimat yang 
handal untuk dapat menghasilkan ringkasan berita yang baik. 
Berdasarkan hasil dari penelitian (Ferreira, et al., 2014) bahwa 
untuk pembobotan kalimat pada dokumen yang memiliki karakter 
teks pendek dan terstruktur seperti berita maka teknik 
pembobotan kalimat terbaik adalah dengan menggunakan 
kombinasi dari keempat fitur yaitu word frequency, TF-IDF, 






1.2 Rumusan Masalah 
Rumusan masalah yang diangkat dalam Tugas Akhir ini 
dapat dipaparkan sebagai berikut: 
1. Bagaimana cara memilih kalimat representatif dari beberapa 
dokumen untuk dijadikan sebagai ringkasan dengan 
memanfaatkan empat fitur : word frequency, TF-IDF, posisi 
kalimat, dan kemiripan kalimat dengan judul berita? 
1.3 Batasan Masalah 
Permasalahan yang dibahas dalam Tugas Akhir ini 
memiliki beberapa batasan, diantaranya sebagai berikut: 
1. Dataset berupa dokumen berita berbahasa Indonesia dengan 
format .xml. 
2. Dataset berjumlah 45 data yang dibagi menjadi 15 topik 
berita. 
3. Penyusunan ringkasan tidak mempertimbangkan urutan 
kalimat berdasarkan sistematika penulisan. 
4. Ringkasan yang dihasilkan berupa kumpulan kalimat, bukan 
berformat paragraf. 
5. Metode evaluasi yang digunakan adalah ROUGE-N, yaitu 
ROUGE-1. 
1.4 Tujuan dan Manfaat 
Tujuan dari pengerjaan Tugas Akhir ini adalah 
memanfaatkan fitur word frequency, TF-IDF, posisi kalimat, dan 
kemiripan kalimat dengan judul berita sebagai strategi untuk 
memilih kalimat dalam peringkasan multi dokumen. 
Sedangkan manfaat dari pengerjaan Tugas Akhir ini adalah 
dapat mempermudah user (dalam hal ini pembaca berita online) 
mengetahui informasi penting dari sebuah berita tanpa harus 





Ada beberapa tahap dalam proses pengerjaan Tugas Akhir 
ini. Berikut ini adalah tahap-tahap dalam pembuatan Tugas Akhir. 
a. Studi Literatur 
Pada tahap ini dipelajari mengenai strategi pemilihan 
kalimat berdasarkan empat fitur yakni posisi kalimat, word 
frequency list, TF-IDF, dan kemiripan antara kalimat dan 
judul pada proses peringkasan multi dokumen berita 
berbahasa Indonesia.. 
 
Tahap ini meliputi analisa, perancangan dan desain sistem 
perangkat lunak berdasarkan hasil yang diperoleh pada 
tahap 1. Perancangan perangkat lunak meliputi  
perancangan data dan proses-proses dalam system. 
b. Pembuatan Perangkat Lunak 
Tahap ini merupakan tahap implementasi dari rancangan 
yang telah dibuat pada tahap sebelumnya menjadi suatu 
perangkat lunak. 
c. Uji Coba dan Evaluasi 
Tahapan ini merupakan tahap dimana digunakan bermacam 
masukan untuk mengetahui apakah aplikasi dapat berjalan 
sesuai dengan rancangan dan desain yang dibuat. Selain itu 
juga untuk mencari kesalahan-kesalahan program yang 
mungkin terjadi sehingga dapat dilakukan penyempurnaan. 
d. Penyusunan Buku Tugas Akhir 
Pada tahap ini dilakukan penyusunan laporan yang berisi 
dasar teori, dokumentasi dari perangkat lunak, dan hasil-
hasil yang diperoleh selama pengerjaan Tugas Akhir. 
1.6 Sistematika Penulisan 






1. Bab I Pendahuluan 
Bab ini meliputi latar belakang masalah, rumusan 
permasalahan, batasan permasalahan, tujuan dan manfaat 
pembuatan Tugas Akhir, metodologi yang digunakan, dan 
sistematika penulisan buku Tugas Akhir. 
2. Bab II Tinjauan Pustaka 
Bab ini meliputi dasar teori dan penunjang yang berkaitan 
dengan pokok pembahasan dan mendasari pembuatan 
Tugas Akhir ini.  
3. Bab III Metodologi 
Bab ini berisi perancangan sistem, perancangan data, 
gambaran umum sistem, algoritma dan pemodelan proses, 
serta perancangan antar muka yang digunakan pada Tugas 
Akhir. 
4. Bab IV Implementasi 
Bab ini memaparkan tahap-tahap pengimplementasian tiap 
fungsi atau metode yang digunakan pada Tugas Akhir ini 
melalui source-code pada perangkat lunak yang digunakan 
(NetBeans) 
5. Bab V Uji Coba dan Analisa Hasil 
Bab ini memaparkan uji coba dan hasil peringkasan 
menggunakan kombinasi empat buah fitur. 
6. Bab VI Kesimpulan dan Saran 
Bab ini menguraikan kesimpulan yang diambil berdasarkan 
hasil uji coba dan memberikan saran-saran yang bisa 
digunakan pada pengembangan proses peringkasan multi 








Bab ini berisi penjelasan teori-teori yang berkaitan dengan 
perancangan sistem. Penjelasan ini bertujuan untuk memberikan 
gambaran secara umum terhadap sistem yang dibuat dan berguna 
sebagai penunjang dalam pengembangan. 
2.1 Peringkasan Dokumen 
Sebuah ringkasan menurut Dragomir (2002) dapat diartikan 
sebagai sebuah teks yang dihasilkan dari satu atau lebih kalimat 
yang menyampaikan informasi penting dari dokumen asli. 
Panjang dari sebuah ringkasan tidak lebih dari setengah panjang 
dokumen asli, dan biasanya lebih pendek lagi. Sedangkan 
menurut Karel (2008), peringkasan dokumen didefinisikan 
sebagai sebuah penyulingan informasi yang paling penting dari 
dokumen sumber untuk menghasilkan sebuah versi singkat untuk 
tugas maupun pengguna tertentu. Ketika peringkasan dilakukan 
oleh komputer maka disebut dengan peringkasan dokumen secara 
otomatis. Jenis data yang dapat diproses untuk peringkasan dapat 
berupa teks, video, citra atau suara. Sedangkan berdasarkan jenis 
medianya, peringkasan dokumen dibedakan menjadi beberapa 
domain yaitu berita, email, social media, artikel ilmiah, buku dan 
website. 
Selain itu berdasarkan hasilnya peringkasan dokumen juga 
dibedakan menjadi beberapa tipe, yaitu: ekstraktif dan abtraktif, 
sedangkan berdasarkan orientasi ada tipe generik dan query-
focused. Berdasarkan bahasa dibedakan menjadi  monolingual dan 
multilingual, dan berdasarkan banyaknya sumber berita yang 
digunakan dibedakan menjadi single document dan multi 
document. Hasil ringkasan yang disusun dari beberapa kalimat 
yang langsung diambil dari dokumen asli disebut ringkasan 
ekstraktif. Sedangkan hasil ringkasan abstraktif tersusun dari 
kalimat yang secara struktur berbeda dari kalimat yang menyusun 





Berdasarkan orientasinya, peringkasan secara generik 
menggunakan fitur yang ada pada dokumen. Hal ini berbeda 
dengan peringkasan secara user-focused yang berorientasi pada 
informasi yang diberikan user, dapat berupa query atau topik yang 
dijadikan pertimbangan pada saat proses peringkasan dokumen. 
Monolingual hanya fokus pada satu bahasa, sedangkan 
multilingual untuk lebih dari satu bahasa. Pada Single Document 
Summarization (SDS) dan Multi Document Summarization 
(MDS) perbedaannya terletak pada jumlah dokumen input yang 
akan diringkas. 
2.2 Peringkasan Multi Dokumen 
Peringkasan pada multi dokumen berita adalah peringkasan 
yang melibatkan lebih dari satu dokumen berita. Dalam hal ini, 
biasanya berita yang digunakan sebagai input adalah berita online. 
Perbedaan antara berita yang ditulis di media cetak dengan berita 
online adalah dari judul berita dan alinea yang mana berita online 
memiliki struktur yang relatif lebih pendek. Perbedaan yang 
kedua, berita online memiliki link untuk mengikat antara satu 
berita dengan berita lainnya. Dengan adanya link tersebut 
pembaca bisa mengikuti dan membaca berita sebelumnya yang 
terkait dengan berita yang ada. Merujuk pada (Lumowa, 2014), 
secara umum format yang digunakan pada penulisan berita adalah 
menggunakan teknik  piramida  terbalik. Teknik piramida terbalik 
merupakan teknik penulisan berita yang akan menuliskan bagian 
yang dianggap penting di awal dan semakin kebawah berisi 
bagian yang kurang penting atau hanya sebagai pendukung. 
Anatomi tubuh berita terdiri dari empat  bagian pokok,  yaitu 
Judul  Berita (Head), Teras  Berita (Lead), Tubuh Berita (Body), 
dan Kaki Berita (Leg). Namun kebanyakan penulisan berita online 
hanya menggunakan deretan judul tanpa menuliskan teras berita 
(lead). 
Judul  merupakan  satu  komponen  penting  dalam  
penulisan  berita. Dalam  berita  online (Lumowa, 2014), Judul 




dapat menarik perhatian  pembaca sekaligus bisa menggambarkan 
isi beritanya. Dalam  judul minimal mengandung unsur S-P-O-K 
atau berupa kalimat lengkap, pada berita online judul tidak boleh 
menggunakan kalimat tanya. Judul dapat diambil dari beberapa 
kata atau  kutipan  yang  ada  dalam  isi  berita. Panjang judul 
maksimal dua baris yang terdiri atas empat hingga enam kata. 
Sedangkan jika panjang judul hanya satu baris maka maksimal 
terdiri atas lima kata. Untuk judul berita utama maksimal lima 
kata. Semua  kata di  dalam  judul  dimulai dengan  huruf  besar,  
kecuali kata sambung seperti dan, di, yang, bila, dalam, pada, 
oleh, dan kata tugas lainnya yang ditentukan redaksi. Penulisan  
judul  tidak  boleh  dimulai  dengan  angka dan harus menghindari  
dari penggunaan  singkatan  yang  tidak populer. Setelah judul 
berita, bagian penting yang berisi penjelasan informasi yang lebih 
utuh dalam sebuah berita disebut dengan tubuh berita (body). 
Tubuh berita berisi penjelasan, kronologi, perincian, dan 
pelengkap dari lead sekaligus penghubung dengan kaki berita. 
Sementara di posisi paling bawah dalam piramida terbalik biasa 
disebut dengan kaki berita.  Kaki berita adalah  bagian  berita  
yang  menjelaskan  hal-hal  ringan  yang  menunjang  isi  berita.  
Seperti asal-usul narasumber, sekilas berita yang terkait dan lain 
sebagainya. 
MEAD (Centroid based multi-document summarization) 
adalah sebuah metode peringkasan dokumen berita yang populer 
hasil penelitian dari Radev. Penelitian tersebut memaksimalkan 
fitur yang dimiliki oleh dokumen yaitu centroid, posisi, dan 
kemiripan kalimat terhadap kalimat pertama (Radev, Jing, Stys, & 
Tam, 2004). Penelitian lain tentang peringkasan dokumen berita 
yang juga menggunakan fitur yang ada pada dokumen adalah 
Sarkar. Penelitian Sarkar melakukan peringkasan dokumen 
dengan menggunakan teknik klasterisasi menggunakan dua fitur 
penting dari dokumen yaitu global importance dan local 
importance (Sarkar, 2009). Kedua penelitian tersebut adalah 
contoh penelitian tentang peringkasan dokumen secara generik 





sendiri. Padahal pada dokumen berita, kemunculan lebih dari satu 
issue (multiple issue) pada topik yang sama dapat terjadi (Kim, 
Kim, & Kim , 2014). Sehingga ketika  fitur yang digunakan untuk 
peringkasan dokumen hanya diambil dari dokumen input maka 
kemungkinan besar akan mengakibatkan susunan ringkasan berita 
yang dihasilkan kurang koheren (keterpaduan makna) 
dikarenakan kalimat-kalimat yang menyusun ringkasan berasal 
dari berbagai macam issue. Dari banyak issue yang muncul pada 
topik yang sama dalam sebuah berita kemungkinan hanya ada 
beberapa issue yang akan menjadi pokok pembicaraan (Trending 
Issue). Trending Issue inilah yang harusnya dijadikan 
pertimbangan untuk menyeleksi kalimat penting pada proses 
peringkasan dokumen. 
2.3 Teknik Pembobotan Kalimat 
Pembobotan kalimat (sentence scoring) merupakan salah 
satu fase penting dalam peringkasan dokumen dan telah banyak 
digunakan pada peringkasan dokumen secara ekstraktif, baik 
untuk single document maupun multi document. Secara umum, 
metode pembobotan kalimat pada peringkasan dokumen 
dikelompokan menjadi tiga kategori (Ferreira, et al., 2014) yaitu 
berdasarkan bobot kata (word-based scoring), berdasarkan fitur 
kalimat (sentence-based scoring), dan berdasarkan pada relasi 
antar kalimat yang direpresentasikan dengan graf (graph-based 
scoring).  
2.3.1 Word Frequency 
 
Konsep dari Word Frequency (WF) adalah semakin sering 
suatu kata muncul dalam sebuah teks maka kata tersebut dianggap 
sebagai kata penting (Ferreira, et al., 2014). Sehingga untuk 
mendapatkan kata-kata penting dari sebuah dokumen dilakukan 
pembobotan kata dengan menghitung frekuensi kemunculan kata 
tersebut pada dokumen. Semakin besar frekuensi kemunculan 




yang dilakukan adalah ekstraksi term dari dokumen kemudian 
memberikan bobot pada tiap term tersebut berdasarkan jumlah 
kemunculan term pada dokumen. Kemudian meranking term 
berdasarkan bobot dan menyeleksi term yang memiliki bobot 
diatas nilai ambang (threshold). Term yang terseleksi akan 
menjadi Word Frequency List (WFList). WFList inilah yang 
nantinya digunakan sebagai fitur pada pembobotan kalimat 
dengan cara mengukur kemiripan antara kalimat terhadap WFList. 
Metode untuk mengukur kemiripan dapat menggunakan cosine 
similarity atau metode pengukur kemiripan yang lain. 
 
2.3.2 TF-IDF 
 Term Frequency Inverse Document Frequency (TF-IDF) 
adalah konsep pembobotan term pada sebuah dokumen. Ketika 
TF-IDF diterapkan pada lingkup kalimat, maka sebuah kalimat 
akan diberlakukan sebagai dokumen. Konsep dari TF-IDF adalah 
jika ada “kata-kata yang spesifik” muncul pada kalimat tertentu 
maka kalimat tersebut relatif dianggap sebagai kalimat penting 
(Ferreira, Cabral, Lins, e Silva, & Freitas, 2013). Metode ini 
melakukan perbandingan antara frekuensi kemunculan term j 
pada kalimat i (𝑇𝐹𝑖𝑗) dengan frekuensi kalimat yang mengandung 
term j (𝐷𝐹𝑗). Bobot TF-IDF dari term j dapat dihitung dengan 
menggunakan persamaan 2.1, dimana 
ji docw
tf adalah frekuensi 
kata w ke-i pada dokumen ke-j. Konsep tersebut memberikan 
pengukuran terhadap pentingnya kata w ke-i pada dokumen 
tersebut. Sedangkan 
iw
idf ditentukan melalui Persamaan 2.2, 
dimana N adalah jumlah dokumen, 
iw
df adalah jumlah dari 
dokumen yang mengandung kata w ke-i.  
ijiji wdocwdocw













2.3.3 Posisi Kalimat 
 Posisi kalimat merupakan salah satu fitur yang dapat 
digunakan untuk pembobotan kalimat. Dimana penilaiannya 
berdasarkan pada letak kalimat dalam sebuah dokumen. Sama 
seperti penelitian (Mei & Chen, 2012) yang menggunakan posisi 
sebagai salah fitur pembobotan kalimat. Dengan menggunakan 
aturan, kalimat yang posisinya berada diawal dokumen memiliki 
skor lebih besar dibanding kalimat yang posisinya diakhir. 
Penelitian tersebut mampu memberikan penjelasan ilmiah tentang 
alasan penggunaan aturan tersebut untuk pembobotan kalimat 
dengan mengutip pernyataan dari Baxendale bahwa kebanyakan 
kalimat yang muncul diawal paragraf merupakan topic sentence. 
Hal inilah yang menjadi dasar Jiang-ping (2012) untuk 
memberikan skor lebih besar pada kalimat yang muncul di awal 
dokumen. Namun sebenarnya, topic sentence kurang tepat 
digunakan sebagai alasan dikarenakan topic sentence berlaku 
untuk semua jenis tulisan termasuk berita online. Dan topic 
sentence bisa saja muncul disemua posisi dokumen, baik di awal, 
tengah, maupun akhir. 
Dalam ilmu jurnalistik, ada beberapa teknik penulisan 
berita. Teknik yang paling banyak digunakan untuk berita online 
adalah “piramida terbalik”. Pola “piramida terbalik” merupakan 
teknik penulisan berita yang dimulai atau diawali dari kalimat 
yang dianggap paling penting, setelah itu diikuti hal-hal yang 
kurang penting. Penelitian ini meyakini bahwa alasan ini 
merupakan alasan yang tepat untuk memberikan skor lebih besar 
pada kalimat yang ada di posisi awal dibanding dengan 
penggunaan alasan topic sentence. 
2.3.4 Kemiripan Kalimat terhadap Judul Berita 
(Resemblance to the Title) 
Judul berita merupakan satu komponen penting dalam 
penulisan berita. Dalam berita online, judul ditulis secara ringkas 




(Subyek – Predikat – Obyek – Keterangan) dan dapat diambil dari 
beberapa kata atau  kutipan  yang  ada  dalam  isi  berita. Hal 
inilah yang menjadi dasar penggunaan judul sebagai informasi 
untuk mengetahui kalimat penting dalam sebuah berita. Konsep 
dari teknik pembobotan kalimat berdasarkan kemiripan kalimat 
terhadap judul adalah bahwa bobot sebuah kalimat besar ketika 
nilai kemiripan antara judul dengan kalimat tinggi. Semakin besar 
bobot kalimat maka kalimat tersebut akan dianggap semakin 
penting. Hal ini sama seperti yang ada pada penelitian (Ferreira, 
Cabral, Lins, e Silva, & Freitas, 2013), bahwa kalimat yang mirip 
dengan judul dan kalimat yang mencakup kata-kata dalam judul 
yang akan dianggap sebagai kalimat penting. 
2.4 Cosine Similarity 
Cosine similarity adalah salah satu metode untuk mengukur 
kemiripan teks dengan menggunakan nilai cosinus sudut antara 
dua vektor (Salton & Buckley, 1988). Konsepnya adalah jika 
terdapat dua vektor dokumen di dan dj maka nilai cosinus antara 
dua pasangan teks tersebut dapat dihitung dengan menggunakan 
persamaan 2.5. Dimana w adalah term yang diekstrak dari koleksi 
dokumen. 
𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑑𝑖⃗⃗  ⃗, 𝑑𝑗⃗⃗  ⃗) =
𝑑𝑖⃗⃗⃗⃗   ∙ 𝑑𝑖⃗⃗⃗⃗ 
|𝑑𝑖⃗⃗⃗⃗ |∙ |𝑑𝑗⃗⃗ ⃗⃗ |
=




2 ∙ ∑ 𝑤𝑘𝑗
2 ∙ 𝑡𝑘=1  
𝑡
𝑘=1
     (2. 3) 
2.5  Metode Evaluasi ROUGE-N 
ROUGE (Recall-Oriented Understudy for Gisting 
Evaluation) adalah metode yang digunakan untuk mengukur 
kualitas dari sebuah ringkasan berdasarkan penelitian (Lin, 2004). 
ROUGE akan membandingkan antara rangkuman yang dihasilkan 
oleh sistem terhadap rangkuman ideal (Groundtruth) yang dibuat 
oleh pakar. Dalam hal ini, ringkasan yang dihasilkan oleh sistem 
disebut dengan kandidat ringkasan sedangkan ringkasan yang 
digunakan sebagai Groundtruth atau Human Gold Standart 





overlap dari tiap kata terhadap kandidat ringkasan dengan 
Groundtruth. Jenis pengukuran dengan menggunakan ROUGE 
ada beberapa macam. ROUGE-1 adalah jenis pengukuran yang 
akan digunakan dalam penelitian ini. 
Pengukuran ROUGE-N didasarkan pada kemunculan secara 
statistik dari n-gram (N-gram Co-Occurrence Statistics). Secara 
formal, ROUGE-N adalah nilai recall dari n-gram yang ada pada 
kandidat ringkasan terhadap Groundtruth. Pengukuran nilai 
ROUGE-N dapat dihitung dengan menggunakan persamaan 2.4. 
Dimana n merepresentasikan panjang dari n-gram. Sedangkan 
𝑐𝑜𝑢𝑛𝑡𝑚𝑎𝑡𝑐ℎ adalah jumlah n-gram yang sama antara n-gram dari 
ringkasan oleh sistem dengan n-gram yang ada pada Groundtruth. 
Dengan penyebut dari persamaan tersebut merupakan jumlah total 
n-gram yang ada pada ringkasan referensi. 
 
𝑅𝑂𝑈𝐺𝐸 − 𝑁 =
∑ ∑ 𝑐𝑜𝑢𝑛𝑡𝑚𝑎𝑡𝑐ℎ(𝑔𝑟𝑎𝑚𝑛)𝑔𝑟𝑎𝑚𝑛∈𝑆𝑆∈𝑆𝑢𝑚𝑚𝑟𝑒𝑓
∑ ∑ 𝑐𝑜𝑢𝑛𝑡(𝑔𝑟𝑎𝑚𝑛)𝑔𝑟𝑎𝑚𝑛∈𝑆𝑆∈𝑆𝑢𝑚𝑚𝑟𝑒𝑓
     (2. 4) 
 
Ketika Groundtruth ringkasan yang digunakan ada lebih 
dari satu, maka dihitung satu persatu nilai ROUGE-N antara 
ringkasan yang dihasilkan oleh sistem s terhadap setiap 
Groundtruth referensi ri. Selanjutnya diambil nilai maksimal 
ROUGE-N dari pasangan ringkasan sistem dan Groundtruth 
ringkasan. Secara formal, perhitungan ROUGE-N multi 
Groundtruth dapat dilihat pada persamaan 2.7. 
 
),(maxarg srNROUGENROUGE iimulti            (2. 5) 
 
Dalam penelitian ini digunakan ROUGE-1. Hal ini berarti 
bahwa jumlah n-gram yang dibandingkan antara ringkasan sistem 
dengan Groundtruth berjumlah satu. Jika yang dibandingkan 
adalah kata-kata, maka ROUGE-1 membandingkan per satu kata 
pada ringkasan sistem dengan ringkasan Groundtruth, bukan 








Pada bab ini akan dibahas mengenai perancangan dan 
pembuatan sistem perangkat lunak (software). Sistem yang 
dikembangkan dalam Tugas Akhir ini mengimplementasikan 
salah satu metode dalam peringkasan dokumen yaitu dengan 
mengkombinasikan empat buah fitur yakni posisi kalimat, 
word frequency list, TF-IDF, dan kemiripan antara kalimat 
dengan judul. 
3.1 Perancangan Sistem 
Pada bagian ini dibagi menjadi 3 bagian, yaitu 
perancangan data yang diproses dalam sistem, gambaran 
umum sistem, algoritma dan flowchart. 
3.1.1 Perancangan Data 
Perancangan data ini diperlukan untuk menentukan 
format dari data-data yang digunakan dalam sistem sehingga 
dapat dioperasikan secara benar. Data-data tersebut dibagi 
menjadi 2 jenis, yaitu: 
1. Data masukan 
Data masukan merupakan data yang akan diproses dalam 
proses peringkasan. 
2. Data keluaran  
Data keluaran merupakan data hasil proses peringkasan. 
3.1.1.1 Data Masukan 






3.1.1.2 Data Keluaran 
Setelah melalui proses peringkasan, data output yang 
dihasilkan ialah berupa data .txt yang berisi kalimat-kalimat 
pembentuk ringkasan. 
3.1.2 Gambaran Umum Sistem 
Bagian ini menjelaskan secara garis besar langkah-




3.1.2.1 Praproses Data 
 
Fase praproses data meliputi proses xml parsing, 
tokenizing, stopword removal, dan stemming. XML parsing 
adalah proses pengubahan data .xml ke bentuk string atau 
teks. Tokenizing adalah proses pemenggalan kata-kata 
sehingga setiap kata dapat berdiri sendiri. Stopword removal 
adalah proses menghapus kata kunci yang tidak layak untuk 
digunakan, seperti kata sambung, kata depan, kata ganti dls. 





Sedangkan stemming adalah proses untuk memperoleh kata 
dasar dari setiap kata. Dalam tugas akhir ini stemming 
dilakukan dengan memanfaatkan kategloDB. Proses stemming 
dilakukan dengan mengubah setiap kata ke bentuk dasarnya 
dengan merujuk ke kategloDB. Data hasil praproses disimpan 
ke dalam database. 
 
3.1.2.2 Pembobotan Kalimat 
 
Fase pembobotan kalimat merupakan proses 
perhitungan empat buah fitur untuk tiap kalimat. Keempat 
buah fitur tersebut ialah fitur posisi kalimat, fitur word 
frequency, fitur TF-IDF, dan fitur kemiripan kalimat dengan 
judul. Konsep dari pembobotan kalimat dengan menggunakan 
WF sesuai dengan penjelasan pada subbab 2.3.1. Dalam hal 
ini WFList didapatkan dari sejumlah term dengan nilai WF 
memenuhi nilai ambang (threshold), WFList = 
{𝑊𝐹1, . . . ,𝑊𝐹𝑘}. Pembobotan kalimat dihitung berdasarkan 
nilai kemiripan antara kalimat terhadap WFList, persamaan 
3.1. Dalam penelitian ini digunakan cosine similarity untuk 
mengukur kemiripan antara kalimat dengan WFList, 
persamaan 2.4. Bobot kalimat berdasarkan WF untuk 
selanjutnya disebut dengan 𝑤1, dengan S adalah kalimat. 
Sehingga 𝑤1(𝑠𝑖) adalah nilai kemiripan kalimat 𝑠𝑖 terhadap 
WFList, dimana S={𝑠1, . . . , 𝑠𝑚}. 
Pembobotan kalimat kedua (𝑤2) pada penelitian ini 
menggunakan pendekatan TF-IDF. Konsep dan cara 
penghitungan bobot term berdasarkan TF-IDF dijabarkan 
pada subbab 2.3.2. Setelah didapatkan bobot tiap term 
𝑇𝐹𝐼𝐷𝐹𝑖𝑗 dengan menggunakan persamaan 2.1, langkah 
selanjutnya adalah menghitung bobot kalimat berdasarkan 
bobot TF-IDF yang selanjutnya disebut dengan 





penjumlahan dari seluruh bobot term j yang muncul pada 
kalimat i (𝑠𝑖). 
Pembobotan kalimat ketiga (𝑤3) menggunakan fitur 
posisi. Penjelasan tentang fitur posisi dijelaskan pada subbab 
2.3.3 dan 3.3.3. 𝑤3 dihitung dengan menggunakan persamaan 
3.3 yang mengadopsi dari penelitian (Mei & Chen, 2012). 
Dengan aturan, kalimat yang posisinya berada diawal 
dokumen memiliki skor lebih besar dibanding kalimat yang 
posisinya diakhir.  
Pembobotan kalimat keempat (𝑤4) melibatkan judul 
berita (Title). Konsep pembobotan kalimat  berdasarkan 
kemiripan terhadap judul dijelaskan pada subbab 2.3.4 
sedangkan penjelasan tentang cara pengambilan judul dari 
berita dijelaskan pada subbab 3.3.3. Penghitungan 𝑤4 
menggunakan persamaan 3.4 yang mengadopsi dari (Ferreira, 
Cabral, Lins, e Silva, & Freitas, 2013) yaitu dengan cara 
membagi antara jumlah term judul yang muncul pada kalimat 
(Ntw) dengan jumlah seluruh term yang ada pada judul (T). 
 
𝑤1(𝑠𝑖) = 𝑆𝑖𝑚(𝑠𝑖,𝑊𝐹𝐿𝑖𝑠𝑡)                      (3. 1) 
𝑤2(𝑠𝑖) = ∑ 𝑇𝐹𝐼𝐷𝐹𝑖𝑗
𝑛








                     (3. 4) 
 
Setelah didapatkan bobot 𝑤1 sampai 𝑤4 langkah 
berikutnya adalah menghitung total bobot kalimat i dengan 
menggunakan persamaan 3.5. Bobot kalimat yang didapat 
berdasarkan 𝑤1  sampai  𝑤4 seluruhnya dijumlahkan. Seluruh 
kalimat akan dihitung bobotnya, hasil dari persamaan 3.5 
inilah yang akan menjadi total bobot kalimat i. 






3.1.2.3 Pemilihan Kalimat dan Penyusunan Ringkasan 
 
Fase pemilihan kalimat dan penyusunan ringkasan 
dilakukan dengan melakukan pengurutan bobot kalimat secara 
descending (terbesar ke terkecil). Kemudian beberapa kalimat 
dengan bobot terbesar diambil sebagai ringkasan. 
 
3.1.3 Algoritma dan Diagram Alir 
Pada subbab ini akan dijelaskan tentang alur proses 
sistem secara umum dan untuk alur proses untuk perhitungan 
masing-masing fitur. 
 





Gambar 3.2 menunjukkan alur proses sistem secara 
umum. Perbedaan antara gambar 3.2 dengan gambar 3.1 
adalah pada gambar 3.2 dijelaskan secara lebih detil tentang 
bagaimana pembagian perhitungan skor fitur untuk masing-
masing hasil praproses. Dalam hal ini praproses menghasilkan 
dua hal yakni kumpulan kata seluruh dokumen yang sudah 
melalui proses stemming dan stopword removal, dan 
kumpulan kalimat seluruh dokumen.  
Berdasarkan gambar 3.2 dapat dilihat bahwa 
pembobotan kalimat melibatkan fitur kata dan fitur kalimat 
dari kumpulan dokumen berita. Untuk fitur kata, pembobotan 
dilakukan dengan menghitung fitur word frequency dan fitur 
TF-IDF. Sementara untuk fitur kalimat, pembobotan 
dilakukan dengan menghitung fitur posisi kalimat dan fitur 
kemiripan kalimat dengan judul berita. 
Selanjutnya untuk masing-masing kalimat, skor 
keempat fitur tersebut dijumlahkan sebagai bobot total per 
kalimat (gambar 3.7). Kemudian kalimat diurutkan 
berdasarkan bobotnya dan dipilih n kalimat dengan bobot 
terbesar untuk dijadikan sebagai ringkasan (gambar 3.8). 
 
3.1.3.1 Word Frequency 
 
Berdasarkan gambar 3.3, untuk mendapatkan skor 
kalimat berdasarkan fitur word frequency, dilakukan langkah-
langkah sebagai berikut. 
1. Masing-masing kata yang didapat dari  hasil praproses 
dihitung frekuensi kemunculannya di seluruh dokumen. 
2. Jika frekuensi kata melebihi threshold, kata tersebut 
dimasukkan ke dalam sebuah array WFList. 
3. Selanjutnya, setiap kalimat dibandingkan dengan WFList 
tersebut menggunakan cosine similarity. 
4. Hasil cosine similarity itulah yang akan menjadi skor 












Berdasarkan gambar 3.4, untuk mendapatkan skor 
kalimat berdasarkan fitur TF-IDF, dilakukan langkah-langkah 
sebagai berikut. 
1. Masing-masing kata yang didapat dari  hasil praproses 
dihitung TF-IDF nya.  
2. Selanjutnya, TF-IDF tiap kalimat dihitung dengan 





3. Hasil penjumlahan tersebut akan menjadi skor kalimat 
untuk fitur TF-IDF. 
 
 
Gambar 3.4 Diagram alir perhitungan skor kalimat untuk fitur 
TF-IDF 
3.1.3.3 Posisi Kalimat 
 
Berdasarkan gambar 3.5, untuk mendapatkan skor 
kalimat berdasarkan fitur posisi kalimat, dilakukan langkah-
langkah sebagai berikut. 
1. Mengumpulkan seluruh kalimat dari seluruh dokumen. 
2. Selanjutnya, tiap kalimat dihitung bobotnya berdasarkan 









Gambar 3.5 Diagram alir perhitungan skor kalimat untuk fitur 
posisi kalimat 
 
3.1.3.4 Kemiripan Kalimat dengan Judul Berita 
 
Berdasarkan gambar 3.6, untuk mendapatkan skor 
kalimat berdasarkan fitur posisi kalimat, dilakukan langkah-
langkah sebagai berikut. 
1. Mengumpulkan seluruh kalimat dari seluruh dokumen. 
2. Tiap kalimat dihitung bobotnya berdasarkan posisi kalimat 
tersebut pada dokumen (persamaan 3.3). 








Gambar 3.6 Diagram alir perhitungan skor kalimat untuk fitur 
kemiripan kalimat dengan judul berita 
 
3.1.3.5 Pembobotan Kalimat 
Berdasarkan gambar 3.7, pembobotan per kalimat 
dilakukan dengan menjumlahkan seluruh bobot fitur untuk 








Gambar 3.7 Diagram alir perhitungan total skor kalimat 
 
3.1.3.6 Pemilihan Kalimat sebagai Ringkasan 
 
Berdasarkan gambar 3.8, pemilihan kalimat dilakukan 
dengan langkah-langkah sebagai berikut.  
1. Mengurutkan seluruh kalimat berdasarkan bobotnya 
secara descending (terbesar-terkecil).  
2. Sebanyak n buah kalimat dengan bobot terbesar dipilih 















Setelah melakukan proses perancangan, dilakukan 
proses implementasi sistem. Dalam tahap 
pengimplementasian ini terdapat beberapa bahasan yang 
mencakup lingkungan implementasi dan implementasi 
program. Kedua bahasan tersebut terangkum dalam sub-bab 
berikut. 
4.1 Lingkungan Implementasi 
Perangkat lunak diimplementasikan pada lingkungan 
sebagai berikut: 
 Perangkat keras 
Perangkat lunak ini diimplementasikan pada sebuah 
laptop dengan spesifikasi prosesor AMD A4-3330MX 
APU with Radeon(tm) HD Graphics 2.30 GHz dan 
memory 3.47 GB. 
 Perangkat lunak 
Perangkat lunak ini dikembangkan pada sistem operasi 
Microsoft Windows 7 Ultimate dengan menggunakan tool 
NetBeans 8.1. 
4.2 Implementasi Program 
Berikut akan dijabarkan implementasi pembobotan 
kalimat dalam proses pembuatan pembuatan ringkasan. 
4.2.1 Word Frequency  
 
Dengan menggunakan fitur word frequency (WF), 
setiap kata dihitung frekuensi kemunculannya pada masing-
masing dokumen berita. Selanjutnya WFList didapatkan dari 





(threshold), WFList = {𝑊𝐹1, . . . ,𝑊𝐹𝑘}. Pembobotan kalimat 
dihitung berdasarkan nilai kemiripan antara kalimat terhadap 
WFList persamaan 3.1. Dalam penelitian ini digunakan cosine 
similarity untuk mengukur kemiripan antara kalimat dengan 
WFList, persamaan 2.4. 





Kode Sumber 4.1 Menghitung frekuensi kata 
Dari Kode Sumber 4.1 dapat dilihat bahwa pada baris 
91 jumlah kata k untuk dokumen berita ke-id_berita  dihitung 
dengan menggunakan fungsi SQL count. Selanjutnya pada 
baris 98 jumlah kata disimpan pada variabel frekuensi_kata 






4.2.1.2 Membangun Word Frequency List 
 
Pada Kode Sumber 4.2 dapat dilihat bahwa pada baris 
119 kata dengan frekuensi lebih dari threshold diambil untuk 
selanjutnya dimasukkan ke dalam WFList (baris 125).  
 
 
Kode Sumber 4.2 Membangun WFList 
 
4.2.1.3 Membandingkan Kalimat dengan Word Frequency 
List 
 
Pada Kode Sumber 4.3 dapat dilihat bahwa pada baris 
152 WFList dan kalimat dihitung kemiripannya dengan 
menggunakan rumus cosine similarity. Selanjutnya pada baris 
153 nilai cosine similarity disimpan ke dalam variabel 
sentenceWFLScore[i] untuk memberikan nilai fitur WF untuk 











4.2.2.1 Menghitung Nilai TF-IDF Masing-masing Kata 
 
Pada Kode Sumber 4.4 dapat dilihat proses perhitungan 
TF-IDF tiap kata untuk masing-masing dokumen berita. Pada 
baris 182, SUM(frekuensi_kata) from frekuensi_kata where 
id_berita=i group by id_berita menghitung jumlah kata pada 
dokumen berita ke-id_berita. Jumlah kata kemudian disimpan 
ke variabel total_kata (baris 188). Selanjutnya kata dan 
frekuensi kemunculannya diambil dari tabel frekuensi_kata. 
Kemudian frekuensi kemunculan tersebut dibagi dengan 
total_kata untuk menjadi nilai TF (baris 199). Kemudian pada 
baris 200, "select count(distinct id_berita) as ndokata from 
frekuensi_kata where kata=k" menghitung jumlah dokumen 
yang mengandung kata k dan disimpan ke dalam variabel 





IDF dihitung dengan rumus IDF = 
log10(ndokumen/ndokumen_kata), dimana ndokumen adalah 
banyaknya dokumen D dan ndokumen_kata adalah banyaknya 
dokumen yang mengandung kata k. Kemudian TF-IDF 
dihitung dengan mengalikan nilai TF dan nilai IDF (baris 
210). Selanjutnya nilai TF-IDF untuk kata k pada dokumen 
berita d disimpan ke dalam database pada tabel tfidf. 
 
 
Kode Sumber 4.4 Menghitung nilai TF-IDF tiap kata 
 
4.2.2.2 Menghitung Nilai TF-IDF Kalimat 
 
Nilai TF-IDF kalimat dihitung dengan menjumlahkan 
seluruh nilai TF-IDF kata pada kalimat tersebut. Pada Kode 
Sumber 4.5 proses ini dimulai dengan mengambil seluruh 
id_kalimat (baris 248) kemudian mengambil kata-kata yang 
ada pada kalimat dengan id_kalimat tersebut (baris 255). 
Selanjutnya nilai TF-IDF untuk masing-masing kata diambil 





kata tersebut disimpan dan diakumulasikan pada array 
sentenceTF-IDFScore[id_kalimat] (baris 269) sebagai nilai 
TF-IDF dari suatu kalimat.  
 
 
Kode Sumber 4.5 Menghitung nilai TF-IDF tiap kalimat 
 
4.2.3 Posisi Kalimat 
 
Penggunaan fitur posisi kalimat menggunakan rumus 
sederhana sesuai yang telah dijabarkan pada persamaan 3.3. 
Pada Kode Sumber 4.6 perhitungan nilai fitur posisi kalimat 
dapat dilihat pada baris 306. Sebelum memberikan nilai untuk 
tiap kalimat berdasarkan fitur posisinya, terlebih dahulu 
dihitung jumlah kalimat untuk masing-masing dokumen 
sehingga kalimat pertama untuk masing-masing dokumen 







Kode Sumber 4.6 Posisi kalimat 
 
4.2.4 Kemiripan antara Kalimat dengan Judul 
 
Sebelum melakukan pembandingan antara kalimat 
dengan judul, dilakukan pengambilan kata-kata penyusun 
judul (baris 317) yang kemudian disimpan ke dalam array 







Kode Sumber Mengambil kata-kata judul 
 
Selanjutnya pada Kode Sumber 4.8 setiap kalimat dicek 
apakah mengandung kata yang ada pada judul (baris 339). 
Jika mengandung maka counter +1. Kemudian total kata 
judul yang muncul kalimat dibagi dengan panjang judul dan 
disimpan ke dalam sentenceTitleScore[indeks_kalimat] 









Kode Sumber 4.8 Menghitung nilai kemiripan antara kalimat 
dengan judul 
4.2.5 Total Bobot Kalimat 
Pada Kode Sumber 4.9 bobot dari keempat fitur untuk 
suatu kalimat yakni fitur word frequency, TF-IDF, posisi 
kalimat, dan kemiripan antara kalimat dengan judul 
dijumlahkan dan disimpan ke dalam sentenceTotalScore[i] 
sebagai bobot untuk kalimat tersebut. 
 
 









UJI COBA DAN ANALISA HASIL 
5.1 Lingkungan Uji Coba 
Lingkungan uji coba merupakan tempat atau perangkat 
dimana proses uji coba dilakukan sehingga nantinya 
mendapatkan hasil untuk analisa dan evaluasi. Tabel 5.1 
berikut adalah lingkungan uji coba yang digunakan pada 
Tugas Akhir ini. 
Tabel 5.1 Lingkungan uji coba 
Perangkat Keras 
Prosesor : AMD A4-3330MX APU with 
Radeon(tm) HD Graphics 2.30 GHz 
Memori : 3.47 GB 
Perangkat Lunak 
Sistem operasi : Microsoft Windows 7 
Ultimate 
Perangkat Pengembang : NetBeans 8.1 
5.2 Metodologi Pengujian 
Pengujian pada sistem peringkasan dalam penelitian 
ini dilakukan dengan membandingkan hasil ringkasan sistem 
dengan hasil ringkasan manusia dengan menggunakan 
ROUGE-N. Pengujian dilakukan terhadap 15 kelompok 
dokumen berita berformat .xml yang dikelompokkan 
berdasarkan topik dimana masing-masing kelompok memiliki 
jumlah dokumen berita yang dijelaskan pada Tabel 5.2. 










Tabel 5.2 Dataset berita 
 
5.3 Uji Coba 
Uji coba dilakukan dengan mengukur performa hasil 
ringkasan dengan menggunakan kombinasi empat fitur berita 
yaitu posisi kalimat (p), word frequency (w), TF-IDF (t), dan 
judul berita (j). Nantinya kombinasi 4 fitur akan dibandingkan 
dengan kombinasi 3 fitur dan kombinasi 2 fitur. Untuk 
mengukur performansi hasil ringkasan digunakan metode 
evaluasi ROUGE-N yaitu ROUGE-1 dan evaluasi 
berdasarkan waktu eksekusi.  
 
NO TOPIK BERITA JUMLAH 
BERITA 
1 BLBI 4 
2 LG G4 3 
3 Kunjungan Mark Zuckerberg 4 
4 Internet Indonesia lambat 2 
5 Intel 3 
6 Prosesor baru Intel 3 
7 Smartphone 4G Intel 3 
8 Kunjungan Jokowi 2 
9 Pidato Presiden dan pemberian 
penghargaan 
3 
10 Saran SBY 3 
11 Proyek LRT 3 
12 Jokowi ke Arab Saudi 2 
13 Jokowi ancam copot menteri 2 
14 Iklan Jokowi 5 








5.3.1 Evaluasi berdasarkan Nilai ROUGE-N 
 
Tabel 5.3 Nilai ROUGE-1 antara ringkasan sistem (kombinasi 
2, 3, dan 4 fitur) dengan ringkasan groundtruth 
 
 
Dari Tabel 5.3 dapat dilihat bahwa kombinasi empat 
fitur yakni posisi kalimat (p), word frequency (w), TF-IDF (t), 
dan judul berita (j) memiliki total nilai ROUGE-N terbesar 
kedua setelah kombinasi tiga fitur yakni posisi kalimat, word 
frequency, dan TF-IDF. Perbedaan ditunjukkan pada dataset 
ringkasan ke-4 yang disebabkan oleh struktur xml yang 
kurang tepat sehingga mengakibatkan sistem dengan 
kombinasi pwtj mengambil kalimat yang bukan bagian dari 
berita, yakni kalimat “Baca juga:….” 
Selanjutnya posisi ketiga adalah kombinasi dua fitur 
yakni posisi kalimat dan word frequency. Perbedaan nilai 
ROUGE-N diantara ketiganya pun dapat dikatakan sangat 
kecil yakni sekitar 0.01. Hal ini menunjukkan bahwa 
kombinasi empat fitur bukanlah yang terbaik dalam 
menghasilkan ringkasan yang baik. Selain itu, hasil ini juga 
menunjukkan bahwa fitur posisi kalimat dan word frequency 





yang baik. Sebaliknya fitur kemiripan dengan judul berita 
tidak peranan penting karena dengan atau tanpa fitur tersebut 
nilai ROUGE-1 tidak menunjukkan perbedaan yakni antara 
pwtj dan pwt.  Bahkan pada kombinasi tiga fitur dan dua fitur 
dapat dilihat bahwa penggunaan fitur tersebut menghasilkan 
nilai ROUGE-1 yang lebih kecil dibandingkan menggunakan 
fitur lain. 
 
5.3.2 Evaluasi berdasarkan Waktu Eksekusi 
 
Selain itu, uji coba juga dilakukan dengan mengukur 
waktu eksekusi masing-masing kombinasi untuk seluruh 
berita.  
 
Tabel 5.4 Lama waktu eksekusi program (dalam satuan 
detik) tiap kombinasi fitur untuk tiap topik berita 
  
 
Dari tabel 5.4 dapat dilihat bahwa urutan rata-rata 
waktu eksekusi seluruh kombinasi terhadap 15 topik berita 
dari yang tercepat hingga yang terlambat ialah sebagai 
berikut. 














Pengukuran berdasarkan waktu eksekusi saja tentunya 
tidak dapat dijadikan landasan mutlak untuk mengukur 
performa suatu metode. Maka dari itu, untuk mengetahui 
kombinasi yang paling optimal untuk digunakan dalam proses 
pemilihan kalimat, analisis berdasarkan waktu eksekusi akan 
dipadukan dengan analisis berdasarkan nilai ROUGE-1.
 
5.4 Analisis 




Tabel 5.5 menunjukkan urutan kombinasi berdasarkan 
nilai ROUGE-1 dan waktu eksekusi. Nilai ROUGE-1 
diurutkan secara descending (terbesar - terkecil) sedangkan 
waktu eksekusi diurutkan secara ascending (tercepat – 





bahwa kombinasi dua fitur yakni posisi kalimat dan word 
frequency merupakan kombinasi yang optimal untuk 
mendapatkan ringkasan yang baik dengan waktu yang cukup 
cepat.  
Kombinasi dua fitur yakni posisi kalimat dan word 
frequency merupakan kombinasi yang optimal disebabkan 
oleh hal-hal berikut. 
1. Sebagian besar berita cenderung menyampaikan 
ide pokoknya pada awal-awal kalimat sedangkan 
kalimat-kalimat selanjutnya merupakan penjelas 
atau bahkan informasi-informasi lain di luar pokok 
bahasan. Sehingga dengan menggunakan fitur 
posisi kalimat, kita dapat mengambil intisari dari 
berita tersebut. Selain itu, perhitungan skor posisi 
kalimat juga sangat sederhana (persamaan 3.3 ) 
sehingga tidak memakan waktu eksekusi program. 
2. Kalimat-kalimat berita yang dapat dijadikan 
sebagai ringkasan secara umum mengandung kata-
kata yang sering muncul pada kumpulan dokumen. 
3. Fitur TF-IDF sebenarnya merupakan fitur yang 
cukup penting untuk menghasilkan ringkasan yang 
baik. Hal ini dapat dilihat dari nilai ROUGE-1 
yang tinggi ketika menggunakan fitur TF-IDF. 
Namun, jika dilihat berdasarkan waktu, 
penggunaan fitur TF-IDF cukup memakan waktu 
eksekusi karena dalam prosesnya fitur ini harus 
menghitung bobot TF-IDF tiap kata di tiap 
dokumen. 
4. Untuk fitur kemiripan dengan judul berita, 
berdasarkan hasil uji coba, dapat disimpulkan 
bahwa fitur tersebut tidak terlalu memegang 
peranan penting karena dengan atau tanpa fitur 
tersebut nilai ROUGE-1 tidak menunjukkan 
perbedaan yakni antara kombinasi 4 fitur dan 





dan TF-IDF.  Bahkan pada kombinasi tiga fitur 
dan dua fitur dapat dilihat bahwa penggunaan fitur 
tersebut menghasilkan nilai ROUGE-1 yang lebih 






Lampiran 1. Contoh satu kumpulan topik berita yang 
kurang baik 
 










Gambar A.1 Kumpulan berita dalam satu topik yang kurang 
baik 
 
Kedua berita di atas meskipun memiliki satu topik yang 
sama yakni Kunjungan Jokowi, namun memiliki pokok 
masalah yang berbeda. Berita pertama membahas tentang 
kunjungan Jokowi ke IPDN sementara berita pertama 
membahas tentang kunjungan Jokowi ke Gudang Bulog. Hal 
ini membuat sistem peringkasan kurang tepat dalam 
menentukan kalimat-kalimat ringkasan yang mencakup kedua 








Lampiran 2. Contoh satu kumpulan topik berita yang 
baik 
 
















Gambar A.2 Kumpulan berita dalam satu topik yang baik 
 
Keempat berita di atas tergabung dalam satu topik 
berita yakni BLBI. Meskipun isi berita berbeda namun pokok 
masalahnya sama yakni membahas tentang penyelidikan 
BLBI dengan memanggil beberapa tokoh yang terlibat. Hal 













KESIMPULAN DAN SARAN 
Pada bab terakhir ini dijelaskan mengenai kesimpulan 
yang didapat setelah melakukan serangkaian uji coba. Dalam 
bab ini juga dikemukakan pula saran pengembangan sistem 
lebih lanjut. 
6.1 Kesimpulan 
Berdasarkan uji coba, didapatkan kesimpulan bahwa 
diantara empat kombinasi fitur yakni fitur posisi kalimat, 
word frequency, TF-IDF, dan judul berita, kombinasi yang 
paling optimal berdasarkan nilai ROUGE-1 dan waktu 
eksekusi adalah kombinasi fitur posisi kalimat dan word 
frequency. 
6.2 Saran 
Adapun saran untuk pengembangan lebih lanjut dari 
proses peringkasan multi-dokumen dalam Tugas Akhir ini 
ialah dilakukan pengembangan lebih lanjut agar tingkat 
akurasi yang dihasilkan bisa lebih baik yaitu dengan cara 
mencari tahu nilai parameter-parameter yang optimal 
contohnya parameter threshold jumlah kata yang dimasukkan 
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