Abstract. We consider the semilinear Lane-Emden problem:
Introduction
We consider the classical Lane-Emden problem
where B is the unit ball of R N , N ≥ 3, centered at the origin and 1 < p < p S , with p S = N +2 N −2 = 2 * − 1, where 2 * is the critical exponent for the Sobolev embedding
In this paper we study the Morse index of the radial solutions of (1.1).
We recall that the Morse index m(u p ) of a solution u p of (1.1) is the maximal dimension of a subspace X ⊂ H 1 0 (B) where the quadratic form associated to the linearized operator at u p :
is negative definite. Equivalently, since B is a bounded domain, m(u p ) can be defined as the number of the negative Dirichlet eigenvalues of L p counted with their multiplicity.
It is well known that (1.1) possess infinitely many radial solutions among which only one is positive (or negative) while all the others change sign and can be characterized by the number of their nodal regions. For a given radial solution u p of (1.1) with m nodal domains, it has been proved in [19] that the radial Morse index, i.e. the number of the negative eigenvalues of L p in the Sobolev space of radial functions H than m, because of the presence of negative non radial eigenvalues of L p . The knowledge of the Morse index is, in general, a very important qualitative property of a solution. In particular it helps to classify the solutions and study their stability or possible bifurcations.
A first estimate that we get for a radial solution u p of (1.1) with m nodal domains is the following one (see Theorem 2.1):
which improves a result in [1] .
The main theorem of the present paper states that for p close to the critical exponent the extimate (1.2) is sharp. More precisely we prove: Let us make a few comments about this result pointing out some interesting features of the formula (1.3).
First, writing (1.3) as m(u p ) = m(N + 1) − N, we see that the Morse index m(u p ) grows linearly with respect to the number m of nodal domains, which corresponds also to the number of negative radial eigenvalues of the operator L p (cf. [19] ). This is somehow surprising since, in general, one would expect many more negative nonradial eigenvalues then the negative radial ones. Indeed if we look at the distribution of the radial and nonradial eigenvalues of the linear operator (−∆) in H 1 0 (B) we observe that: (i) on one side by a result of Brüning-Heintze and Donnelly [8, 9, 15] we get that λ r,m ∼ Cm 2 as m → +∞ where λ r,m is the m-th radial eigenvalues of (−∆), which implies that the number n r (m 2 ) of the radial eigenvalues of (−∆) bounded by m 2 is m, more precisely n r (m 2 ) ∼ m as m → +∞
(ii) on the other side by the classical Weil law (see e.g. [23] ): In an equivalent way we can observe that if we consider a radial eigenfunction of (−∆) in H 1 0 (B) with m nodal regions, i.e. corresponding to the eigenvalue λ r,m , then its Morse index is just the number of the eigenvalues less than λ r,m which, by (i) and (ii), grows at a rate of order m N and so faster then m (if N ≥ 2) as m → +∞. So L p represents an example of a linear, Schrödinger type, operator determined by the potential V p (x) = p|u p (x)| p−1 , for p approaching p S , for which (i) and (ii) do not hold, at least for the negative eigenvalues.
Another interesting consequence of all this could be derived studying (1.1) as p → 1. In this case it is reasonable to conjecture the convergence of the Morse index m(u p ) to the Morse index of the Dirichlet radial eigenfunction of (−∆) with m nodal regions (i.e. the eigenfunction corresponding to the radial eigenvalue λ r,m ) possibly augmented by the multiplicity of λ r,m , which is 1. Indeed suitable normalizations of solutions of (1.1) converge to eigenfunctions of the Laplacian as p → 1 (see [7, 17] ). Therefore the previous considerations indicate that for large m the Morse index m(u p ) for p close to 1 is of order m N , hence it is much bigger than m + N (m − 1), which is by (1.3) the Morse index of u p for p close to p S . So bifurcations from u p should appear, as p ranges from 1 to p S , showing that the structure of the solution set of (1.1) is richer than one could imagine.
Next we would like to point out another interesting fact: the formula (1.3) does not hold in dimension N = 2, as p → p S = +∞. Indeed in the recent paper [13] we have proved the following: Theorem 1.2 ( [13] ). Let u p be a radial sign-changing solution to (1.1) with 2 nodal regions, but with B ⊂ R 2 and p S = +∞. Then m(u p ) = 12 for p sufficiently large.
Obviously 12 = m + N (m − 1) = 4 for N = 2 and m = 2. Note that in this case the value of m(u p ) seems to be related to the Morse index of one of the radial solutions to the singular Liouville problem in R 2 ( [10] ), see [13] for further details.
Let us describe the method for proving Theorem 1.1, which also clarifies the differences with the case N = 2.
Since the solutions u p are radial, to study the spectrum of the linearized operator L p we decompose it as a sum of the spectrum of a radial weighted operator and the spectrum of the Laplace-Beltrami operator on the unit sphere. To bypass the difficulty of dealing with a weighted eigenvalue problem with a singularity at the origin we approximate the ball B by annuli A n with a small hole, showing that the number of negative eigenvalues of the linearized operator L p is preserved (we refer to [13] for this). Then (see Section 4) it turns out that the Morse index m(u p ) is determined by the size of the first (m−1) (radial) eigenvaluesβ i (p), i = 1, . . . , m−1, of the weighted operatorL n p = |x| 2 (−∆ − V p (x)) (1.4) in H 1 0 (A n ), where the potential V p (x) is p|u p (x)| p−1 and n = n p is properly chosen. In order to study these eigenvalues a good knowledge of the potential V p (x) is needed which, in turns, means to have accurate estimates on the solutions u p . This is where the hypothesis on the exponent p enters. If N ≥ 3, in Section 3 we make a precise analysis of the asymptotic behavior of u p as p → p S , which allows to get the needed estimates on the potential V p (x) for p close to the critical exponent. In particular we get that suitable rescalings of u p in each nodal region converge to the same positive radial solution U of the critical equation in R N :
(1.5) This allows to detect precisely the asymptotic behavior, as p → p S , of the first eigenvalueβ 1 (p) (and then, as a consequence, of all the other eigenvaluesβ i (p), i = 2, . . . , m − 1) by several nontrivial estimates (see Section 5) .
In dimension 2 the procedure followed in [13] is similar but the striking difference with respect to the case N ≥ 3 is that the limit problems, as p → +∞, for the positive and negative part of the nodal radial solutions u p with 2 nodal domains are different. Indeed it was proved in [18] that (assuming w.l.g. u p (0) > 0) a suitable rescaling of u + p converges to a regular solution of the Liouville problem in R 2 , while a suitable rescaling of u − p converges to a radial solution of a singular Liouville problem in R 2 (see also [12] ). So the estimates needed to compute the Morse index of u p are completely different and the contribution from the annular nodal region is bigger and makes the Morse index of u p higher with respect to the corresponding case in dimension N ≥ 3. This difference reflects in the study of the asymptotic behavior of the first radial eigenvalueβ 1 (p) (see Remark 5.11) which makes the proof in dimension N ≥ 3 more delicate than that for N = 2. We also point out that the assertion of Theorem 1.1 holds for radial solutions to (1.1) with any number of nodal regions, while in the case N = 2 the result of [13] has been obtained only for solutions with 2 nodal regions. This is because an asymptotic analysis of radial solutions with m ≥ 3 is lacking in dimension N = 2. We believe that the strategy of the present paper could be pursued also in dimension N = 2 to get a result for general radial solutions. We plan to do this in a future paper.
A final comment is that the whole strategy for the Morse index computation (here as in [13] ) relies on the peculiar behavior of the radial solutions which have all the nodal regions shrinking at the same point as p → p S (as p → +∞ when N = 2). This property also induces an interesting blow-up (in time) phenomenon in the associated parabolic problem with initial data close to the radial stationary solutions (see [11, 14, 21] ).
The paper is organized as follows. We start in Section 2 by proving a lower bound for the Morse index of radial solutions of semilinear elliptic Dirichlet problems with general autonomous nonlinearities. This part holds in any dimension N ≥ 2 and extends previous results in [1] giving, as a special case, the estimate (1.2). In Section 3 we perform the asymptotic analysis of the radial solutions of (1.1) as p → p S . The results in this section are interesting in themselves and do not appear in previous papers. In Section 4 we approximate the eigenvalue problem in the ball by corresponding ones in approximating annuli and set the auxiliary weighted eigenvalue problems. In section 5 we study the radial eigenvalues of the weighted operatorL n p introduced in (1.4); in particular the analysis of the first oneβ 1 (p) is the central part of the section. The delicate estimates that we develop here are crucial for our proof; in order to obtain them we need to analyze accurately the contribution to the Morse index of each nodal region of u p . Finally the proof of Theorem 1.1 is presented in Section 6. 
A lower bound for the Morse index
We consider a semilinear elliptic problem with a general autonomous nonlinearity:
where Ω ⊂ R N , N ≥ 2 is either a ball or an annulus centered at the origin and f ∈ C 1 (R).
For a solution u of (2.1) we denote by m(u) the Morse index of u, namely the number of the negative Dirichlet eigenvalues of L u in Ω (counted with their multiplicity), where
When the solution u is radial we also denote by m rad (u) the radial Morse index of u, i.e. the number of negative radial eigenvalues of the linearized operator L u .
We prove here a result which improves the one in [1] and holds in any dimension N ≥ 2.
Theorem 2.1. Let u be a radial solution of (2.1) with m ≥ 2 nodal domains. Then
Moreover, if f satisfies the condition
and hence m(u) ≥ m + N (m − 1).
Proof. Let us fix m ∈ N + and let us denote by u m a radial solution of (2.1) having m nodal regions. We use the partial derivatives of u m to produce negative eigenvalues whose corresponding eigenfunctions are odd with respect to an hyperplane passing through the origin. Let us consider, for any i = 1, . . . , N , the hyperplane T i = {x = (x 1 , . . . , x N ) : x i = 0} and the domain Ω − i = {x ∈ Ω : x i < 0}, i.e. Ω − i is the half ball or the half annulus determinated by T i . Then we denote by A 1 , . . . , A m the nodal regions of u m , counting them starting from the outer boundary in such a way that ∂A 1 contains ∂Ω if Ω is a ball or the outer boundary of Ω if Ω is an annulus. Since u m is radial we have that A j are annuli for j ∈ {1, . . . , m − 1} while A m is a ball if Ω is a ball or another annulus if so is Ω. Let us first consider the case of the ball so that:
where R j , j = 2, . . . , m, are the nodal radii and R 1 is the radius of the ball Ω. We consider the derivatives ∂um ∂xi , i = 1, . . . , N , which satisfy the equation
Using the symmetry of u m we have:
Then we consider the half nodal regions
To simplify the notations let us fix i = 1 and focus on the function ∂um ∂x1 in the sets A − 1,j , that we simply denote by A − j . Whatever we prove for ∂um ∂x1 will hold with obvious changes for the other derivatives ∂um ∂xi , i = 2, . . . , N . Let us observe that for each nodal region A j , writing u m (r) = u m (|x|) there exists at least one value r j ∈ (R j , R j+1 ), j = 1, . . . , m − 1, such that
Notice that if the nonlinearity f = f (s) satisfies the condition s f (s) ≥ 0 then r j is the unique radius in (R j , R j+1 ) such that (2.6) holds in A j , j = 1, . . . , m − 1. Then, since u m is radial we have that ∂um ∂x1 ≡ 0 on the spheres
Let us fix one r j ∈ (R j , R j+1 ) for each j = 1, . . . , m − 1 (i.e. just one value of the radius in the interval (R j , R j+1 ) such that (2.6) holds) and consider the sets
and observe that for j = 1, . . . , m − 2, by (2.4), (2.5) and (2.7)
is an eigenfunction of the linearized operator L um in N − j corresponding to the zero eigenvalue which is the first one or an higher one according to the fact that 
By reflecting by oddness with respect to T 1 the corresponding eigenfunctions we get eigenfunctions of L um in the whole Ω corresponding to the same (m − 1) negative eigenvalues λ n , n = 1, . . . , m − 1. Repeating the same arguments for all i = 1, . . . , N we get at least (m − 1) negative eigenvalues λ n (u m ) in the domains Ω − i , for each i = 1, . . . , N , which give eigenvalues of L um in the whole Ω whose corresponding eigenfunctions are odd with respect to T i , i = 1, . . . , N . Note that, by symmetry,
but the corresponding eigenfunctions are linearly independent, because they are odd with respect to orthogonal axes. So the multiplicity of each eigenvalue λ n of L um in Ω is at least N so that we have got at least N (m − 1) negative eigenvalues. Since the eigenfunctions we have found are not radial, adding m rad (u m ), we get the estimate (2.2).
If f satisfies the condition f (u) ≤ f (u)u then it is easy to see that each (radial) nodal region gives the existence of one negative radial eigenvalue, so we get (2.3).
The case when Ω is an annulus follows in a similar, slightly easier, way, since the only difference is that the last nodal region A m is an annulus, so that it does not need to be treated in a different way with respect to the other regions A j , j = 1, . . . , m − 1.
We end this section recalling the following known result concerning the case when f is a power type nonlinearity and the domain Ω is a ball (see [4] for the case m = 2 and [19, Proposition 2.9] for any m ∈ N + ) Theorem 2.2 ( [4, 19] ). Let Ω be a ball and
Let u be a radial solution to (2.1) with m ∈ N + nodal regions. Then m rad (u) = m.
Asymptotic analysis of the nodal radial solutions
In this section we analyze the asymptotic behavior as p → p S of any radial signchanging solution of (1.1). It is well known that for any fixed p ∈ (1, p S ) the radial solutions of problem (1.1) are infinitely many, precisely for each m ∈ N + there is a unique (up to the sign, being the nonlinearity odd) radial solution to (1.1) with m nodal domains. In the next proposition we state a few qualitative properties of the solutions u m p .
has exactly one critical point (which is either a local maximum or a local minimum point, and they alternate),
where S N is the best constant for the Sobolev embedding
The statement (i)-(iii) are known, in particular (i) and (ii) follow by o. 
On the other hand, for any fixed m ∈ N + , radial nodal solutions of (1.1) with m nodal regions and whose energy converges to mS N 2 N have been obtained in [22] . and let us define
Observe that when m = 2 then u Moreover for j = 0, . . . , h − 1 we have:
Proof. Let h = 1, . . . , m − 1 and consider the restriction of the solution u 
is a radial solution to (1.1) having h nodal regions and such that w As a consequence we immediately get (3.10) and (3.9). Moreover we also have:
0,p , which gives (3.12) in the case j = 0. Instead, when j = 1, . . . , h − 1, we have:
which ends the proof of (3.12). Last by (3.12) and (3.10) we get (3.11).
In the sequel, in order to make the reading more fluid, when there is no possibility of misunderstanding we may drop the dependence on m in our notations, writing, for instance, simply 
Proof. (3.16) is a direct consequence of Proposition 3.1-(iii) and (3.3). The convergence results in (3.17) and (3.18) follow then from (3.16), indeed:
which proves (3.17) and similarly we get (3.18):
Hölder ≤ lim
The proof of (3.19) follows immediately by the fact that (u m i,p ) p is (by (3.16) and (3.17)) a minimizing sequence for the Sobolev embedding
Finally the proof of (3.20) follows by (3.17) and (3.19), indeed fixing α ∈ (0, 2 * ), then as p → p S : We recall now the classical inequality due to Strauss ([24] ), which holds for any
for any x = 0, (3.21) where C N > 0 is a constant independent of v. From it we easily deduce: 
So the sequence (M m m−1,pn ) n would be bounded in contradiction with (3.20) .
The next propositions contain crucial estimates for |u
where ), which will be shown in Corollary 3.12 to be always satisfied.
where
Proof. We argue as in [20] . Since u p is a radial solution to (1.1) and s i,p is a critical point for it then u i,p = |u p |χ Bi,p satisfies in particular
then y p satisfies an Emden-Fowler type ordinary differential equation:
(notice that y p , t 1,p and t 2,p depend also on i but we have omitted it in the notations for simplicity). STEP 1. We show that
Proof of STEP 1. We differentiate y p t k−1 y 1−k p and using y p + t −k y p p = 0 we get
Adding and subtracting t k−2 y −k
we deduce
Hence (3.26) is proved if we show that
which follows just observing that by definition L p (t 2,p ) = 0 and that L p (t) ≤ 0 for t ∈ (t 1,p , t 2,p ). Indeed by easy computations
STEP 2. We show that for any α ∈ (0,
Proof of STEP 2. We integrate (3.26) between t and t 2,p for all t ∈ (t 1,p , t 2,p ). Since y p (t 2,p ) = 0 and y p (t 2,p ) = M i,p we get
Multiplying both side by t 1−k we get
Integrating between t and t 2,p and recalling that y p (t 2,p ) = M i,p , we have
Observe that
2 ) there exists only one γ = γ(α) ∈ (0, 1) such that g(γ) = α, g(s) > α for all s ∈ [0, γ) and γ → 1 as α → 0. Now remembering that in (3.29) s := 
which gives (3.28). , so by (3.28) 
and moreover, by the assumption (3.1), satisfy
The main result of this section consists in proving that they all converge, up to the sign, to the same function
which is the unique positive bounded radial solution to the critical equation in R N :
and satisfies
Precisely we show the following:
As we will see, in order to prove Theorem 3.7 it is enough to scale each nodal region B To this aim for m ∈ N + , m ≥ 2 and i = 1, . . . , m − 1, let us define the following properties:
We can easily prove that the first property holds, indeed we have:
Proof. Let i ∈ {1, . . . , m − 1}, we want to show that
This follows directly from Lemma 3.2 and Proposition 3.3. Indeed, choosing h := i and j := i − 1 into (3.12) and using (3.20), we get:
Property (B m
i ) is more difficult to be obtained. First we prove it for i = m − 1 (Proposition 3.9 below) and then we extend it to the remaining cases (Proposition 3.11) by means of Lemma 3.2. We first get the following easy estimate. 
Proof. Writing (1.1) in polar coordinates it is easy to see that
and the conclusion follows from (3.18). 
. Moreover z p does not change sign in B m m−1,p and w.l.g. let us assume that
We follow similar arguments as in the proofs of [20, (which concern the study of the least-energy nodal radial solution for the Brezis-Nirenberg problem) and consider also (setting s := |x|) the one-dimensional rescaling of u m p :
Also let us observe that by Proposition 3.4 and (3.20) one has that
We divide the proof into two steps.
STEP 1. First we show that there exists C > 0 independent of p such that:
Proof of STEP 1. Assume by contradiction that up to a subsequence
Up to a subsequence a p →ā, whereā ∈ [−∞, 0]. Ifā = −∞ orā < 0, then passing to the limit into (3.43) we get that w p → w in C 1 loc (ā, +∞) where w solves the limit problem w (s) + w(s)
and so in particular, by definition of w p , w > 0 in (ā, +∞). By a change of variable we have
and by Fatou's lemma lim inf
Hence passing to the limit into (3.46) we get
which is in contradiction with (3.18).
Ifā = 0 the previous argument fails because it could be w ≡ 0. So we consider the rescaled function z p in (3.41) which is uniformly bounded and solves (3.42) .
where, since z p is regular, one has
. As a consequence
and moreover by definition z p > 0, by writing the equation (3.42) in polar coordinates it is easy to see that
On the other side by Lemma 3.10 we also obtain → +∞, and so (3.49) gives a contradiction with (3.48).
STEP 2. We show (3.40).
Proof of STEP 2. We argue by contradiction assuming by the results of STEP 1. that, up to a subsequence,
In particular z ≡ 0. Next we show that z can be extended by continuity to zero on ∂Π r0 , from which we get that z ∈ H
2 ) by a constant M . This is because we know that (z p ) is monotone decreasing in (r p (M p )
2 ) and also, by (3.49) and r p (M p )
2 ) is uniformly bounded. As a consequence
and so, passing to the limit as p → p S we get 
Moreover |z p | ≤ 1 by definition, and so we get a uniform upper bound in the whole annulus B m m−1,p , precisely:
Hence we can use Lebesgue's theorem to prove
and moreover, by Fatou's lemma
where the last inequality follows from the fact that
Moreover by Fatou's lemma, as in (3.53), we have
where the left hand side is monotone decreasing in δ and so passing to the limit as
namely z (r) ∼ Proof. Let us fix i ∈ {1 . . . , m − 2}, we want to show that s
The proof follows by Lemma 3.2 and Proposition 3.9. Indeed choosing j := i and h := i + 1 into (3.11) we get
As a consequence of the properties (A 
where the rescaled function z and (as for the previous case) has finite energy. Exactly as in Lemma 6 and Lemma 7 of [20] we get that z can be extended to a C 1 (R N ) function such that z(0) = 1, ∇z(0) = 0 and is a weak solution of (3.35) (in the whole R N ). Hence z must be the function U of (3.34).
Proof of Theorem 3.7. The proof is similar to the one of Proposition 3.14. Just observe that z We conclude the section with an estimate that will be important throughout the proof of Theorem 1.1: 
Approximations of eigenvalues and auxiliary weighted problems
In the following we summarize the construction and the results obtained in Sections 3 and 4 of [13] . Along all the section m ∈ N + and p ∈ (1, p S ) are fixed and u m p is the radial solution of (1.1) having m nodal regions, satisfying the sign condition (3.1) and already studied in the previous section.
The Dirichlet eigenvalues of L m p in B, counted with their multiplicity, are
Among these there are the radial Dirichlet eigenvalues, which also form a sequence, denoted by:
As in Section 2 the Morse index of u 
and denote by µ n i (m, p), i ∈ N + its eigenvalues counted with their multiplicity. Observe that the corresponding eigenfunctions h satisfy
Since u m p is radial we also consider the following linear operator L n m p,rad : 
where ∆ S N −1 is the Laplace-Beltrami operator on the unit sphere S N −1 , N ≥ 3. The proof of (4.11) is not difficult, it can be found for example in [16] . So (4.11) means that, for any n ∈ N + : 12) where λ k are the eigenvalues of −∆ S N −1 , N ≥ 3. Note that in (4.12) only β n i (m, p) depend on the exponent p, while the eigenvalues λ k depend only on the dimension N and it is known ([6, Proposition 4.1]) that 13) with multiplicity
14) where We emphasize that an estimate of the other negative eigenvalues β n i (m, p), i = 1, . . . , m − 1, is much more difficult and it will be the object of the next section. 
(the inequalities on the boundary deriving from the assumption u m p (0) > 0 in (3.1), moreover they are strict by the Hopf's Lemma). Moreover we know that, for n ≥ n p , η has exactly m − 1 zeros in the interval ( Recall that, for each n ∈ N + , the operator L n m p,rad in (4.8) is defined in the annulus
For our purposes it is convenient to chose the number n in dependence of p (and m) as follows:
where n p = n p (m) is defined in Proposition 4.3, while n p = n p (m) is as in Proposition 4.4. Then for any i ∈ N + we consider the family of eigenvalues defined as
Notice that the definition of n m p in (5.1) and (4.16) imply that β i (m, p) < 0, for i = 1, . . . , m − 1, for every p ∈ (1, p S ). In order to shorten the notation for the operator, we set:
The main result of this section is about the asymptotic behavior of the first eigenvalue β 1 (m, p) as p → p S :
An immediate consequence of the previous proposition is the following:
Remark 5.3. In the next section, while proving Theorem 1.1, we will show the reverse inequality:
for p close to p S 5.1. A limit weighted eigenvalue problem.
Let N ≥ 3 and consider the weighted linear operator
with U as in (3.34), i.e. U is the unique positive bounded solution to the critical equation (3.35) 
We want to define the first eigenvalue of L * . Let Let us set
Observe that this definition is well posed since the Hardy inequality holds:
and so
where we have used that sup R N (V (x)|x| 2 ) < +∞. It is useful for the sequel to introduce also the weighted Hilbert space 10) endowed with the scalar product (u,
continuously by Hardy inequality.
In [13] the precise value of β * has been computed in any dimension and this will be a crucial step towards the proof of Theorem 1.1. We summarize the results for β * obtained in [13] in the next theorem.
Theorem 5.4. For any N ≥ 3
and it is achieved at the function
, which solves the eigenvalue problem
with eigenvalue λ = β * .
Moreover if there exists
namely β * is the unique nonpositive radial eigenvalue for problem (5.11).
Proof. See Section 5 of [13] .
Properties of the eigenfuntion and its scalings.
For any m ∈ N + and p ∈ (1, p S ) let us set
with n (5.14) 
Next result gives a first, still inaccurate, bound from below of β 1 (m, p) that will be useful in the sequel.
Lemma 5.6. For any m ∈ N + , there exist δ = δ(m) > 0 and C > 0 (independent of m) such that
Proof. The proof follows directly from (5.15). 
Note that by (3.20), (5.1) and (3.58) we have that
where T m i,p and z m i,p are the rescaled sets and functions defined in (3.31), hence by Theorem 3.7, we have that, as p → p S :
where V is defined in (5.7).
Still denoting by φ 
Proof. The proof of (5.26) and (5.27) follows directly from the definitions of φ 
, we also get
by Lemma 5.5.
5.
3. An estimate in the first nodal region.
In this section, investigating accurately the contribution given by the restriction of u .4)) and prove the following:
where 
where U is the function in (3.34).
Proof of STEP 1. On one side by the choice of n m p in (5.1) we have that 
Let ε > 0 and R ε > 0 such that
Passing to the limit into (5.35), by STEP 1 and (5.36) we then have
Estimates in the remaining nodal regions.
Let us consider the radial function f 
(5.38) and max → +∞, as p → p S .
So for any fixed
Next we show that for any ε > 0 there exists
Arguing by contradiction, we can assume that there exists α > 0 such that for all n ∈ N, there exist
,pn . For any n ∈ N let r n (= r n (i, m)) ∈ R be the radius such that
On the other side by construction
which gives a contradiction and so proves (5.41). The conclusion of the proof follows setting 
is defined in Lemma 5.9) such that for any i = 1, . . . , m − 1 the set
Proof. We divide the proof into three steps.
, where α ∈ (0,
2 ) is fixed. We show that there exists K > 0 (independent of i and m) and δ i (= δ i (m)) > 0 such that: 
Since by our choice of K we have
To conclude the proof of STEP 1 it is enough to take δ i (= δ i (m)) := min{δ K,i (m), δ}. STEP 2. Let m ∈ N + . Let us fix i ∈ {1, . . . , m − 1} and ε > 0. We show that there
and max
Proof of STEP 2. By Proposition 3.6 and Corollary 3.12 we know that there exist γ = γ(α, m) ∈ (0, 1), γ(α, m) → 1 as α → 0 and
Observe that by property (B m i ) (which holds true by Propositions 3.9 and 3.11)
where K is the number obtained in STEP 1.
Observe also that since, by (3.20) for i = m − 1 and property (A m i+1 ) (which holds true by Proposition 3.8) for i = m − 1, we have that 
The conclusion follows combining (5.51) with (5.50). Hence there exists a subsequence, that we still denote by p j , for which one of the following two statements holds: CASE 1. There exists α ε ∈ (0, 1] and κ ∈ {1, . . . , m − 1} such that:
In CASE 1 we will prove that
which contradicts (5.52).
In CASE 2 we will show that there exists j ε ∈ N such that
which also contradicts (5.52). So the assertion (5.4) will be proved.
Proof in CASE 1.
We will pass to the limit as j → +∞ into the equation ( 
we also have
Moreover, for any bounded set M ⊂ R N , by the compact embedding 
Combining this with (5.63) we get
thus proving (5.62). We pass to the limit as j → +∞ into (5.57) as follows. By Lemma 5.6 there exists β m 1 ≤ 0 such that up to a subsequence
by (5.58)
by (5.59)
for any test function ρ as in (5.57). Finally we show that
where V (x) is the potential defined in (5.7). Indeed:
where for the first term we have used (5.27) and the convergence result in (5.25) (observe that supp(ρ) ⊂ ( T 
As a consequence by passing to the limit into (5.57) we get
, namely φ is (a weak and so classical) nontrivial nonnegative solution to the limit equation = ε.
By our choice of R in (5.69) we may also apply Lemma 5.8 getting, for j large enough: where the last inequality follows by the assumption (5.54). Combining this result with (5.68) we have then proved that there exists j ε ∈ N such that:
namely we have obtained (5.56).
Remark 5.11. We stress that Proposition 5.1 does not hold in dimension N = 2, when p → +∞. Indeed in the 2-dimensional case and when m = 2 it is proved in [13, Theorem 6.1] that lim p→+∞ β 1 (2, p) = − 2 +2 2 < −1, for a number > 0 which is explicitly computed. . By (6.10), for p close to p S , these nonradial eigenvalues must be obtained by the formula (6.2) for i = 1, . . . , m − 1 and k = 1 (for k = 0 only radial eigenvalues may be constructed). Hence, observing that the multiplicity of λ 1 is N (by (6.3)), we deduce that, if (6.11) does not hold, then (6.4) cannot be satisfied.
In conclusion by (6.10) and (6. This proves (6.1) and ends the proof of Theorem 1.1.
Remark 6.1. We point out that, combining (6.9) with (6.11) and observing that λ 1 = −(N − 1), we also get 
