We analyze classification problems in which data is generated by a two-tiered random process. The class is generated first, then a layer of conditionally independent hidden variables, and finally the observed variables. For sources like this, the Bayes-optimal rule for predicting the class given the values of the observed variables is a two-layer neural network. We show that, if the hidden variables have non-negligible effects on many observed variables, a linear classifier approximates the error rate of the Bayes optimal classifier up to lower order terms. We also show that the hinge loss of a linear classifier is not much more than the Bayes error rate, which implies that an accurate linear classifier can be found efficiently.
of observed variables (see Fig. 1 ). Each hidden variable can be interpreted as indicating whether a group of observed variables have been collectively affected by the class of the item. For example, a hidden variable could indicate whether an article is about soccer or not. Its descendents would include words that are especially common in articles about soccer, like "corner" and "striker". It is intuitive that the Bayes optimal classifier for a source like this is a two-layer feed-forward neural network, with the hidden layer of the neural network corresponding to the layer of hidden variables in the generative model. (We provide a proof because we are not aware of a reference for this in the literature.)
Despite this fact, for many problems clearly possessing such hierarchical structure, learning algorithms that use linear hypotheses achieve excellent, often even state-of-the-art, performance (see, e.g. Joachims 1998; Schapire and Singer 2000; Tibshirani et al. 2002; Shalev-Shwartz et al. 2007; Hsieh et al. 2008 ). This might appear paradoxical, because one might think that such algorithms must be doomed to fail because they use an inordinately limited hypothesis space.
In this paper, we show that, despite the fact that the optimal classifier has a more complex structure, a linear classifier can provide a good approximation. We also show that the hinge loss of the linear classifier is not much more than the Bayes error rate; this can be combined with known tools (Zhang 2004b; Bartlett et al. 2006) to imply that nearly optimal accuracy can be obtained efficiently. Both results hold when the hidden variables influence many observed variables-this is to be expected for example in text classification problems, where subtopics may have many constituent words.
Here is the rough idea of the proof. When a hidden variable affects many observed features, a linear combination of those observed features should be expected to be highly concentrated-the combination will be close to one value when the hidden variable takes one value, and close to another value when the hidden variable takes the other value. Consequently, this linear combination of the observed features can be viewed as an approximation to a rescaling of the hidden variable. If we replace each hidden variable with the appropriate linear combination of the observed variables that it affects, and construct a linear classifier using the replacements, the result is a linear classifier of the original features.
Definitions

The structure of the source
In a hidden variable model, the joint distribution of the class label Y , hidden variables H 1 , . . . , H k , and observed variables X 11 , . . . , X 1m 1 , . . . , X k1 , . . . , X km k (all of which take values in {−1, 1}) satisfies the conditional independence constraints shown in the Bayes Net of Fig. 1 Note that we may assume without loss of generality that for any indices i and j , we have
since otherwise, we could replace X ij with its negation.
Definition 1 (β-effect) We say that a hidden variable H i β-affects observed variable X ij if
Pr(X ij = 1|H i = 1) − Pr(X ij = 1|H i = −1) > β.
Other probability tools
Definition 2 (Total variation distance) The total variation distance between probability distributions P and Q over a common domain U , denoted by
Lemma 1 (Hoeffding bound (Hoeffding 1963) , see (Pollard 1984) ) Let U 1 , . . . , U be independent real random variables, each of which takes values in an interval of length κ. Then
Linear approximation
Here is our main result. 
Note that, as opt gets smaller, (1) guarantees a closer approximation. This explains why the bound on m grows with 1/opt.
We prove Theorem 1 through a series of lemmas. We will establish the stronger guarantee that the linear classifier approximates the behavior of an idealized classifier that has access to the hidden variables. The optimal classifier f opt that uses the values h 1 , . . . , h k of the hidden variables H 1 , . . . , H k along with x 11 , . . . , x km k is at least as accurate as the optimal classifier that only uses x 11 , . . . , x km k , since when optimizing over classifiers that have access to h 1 , . . . , h k , one possibility is use a classifier that ignores them.
Our first lemma is that f opt depends only on the hidden variables.
Lemma 2 For any realization h of the hidden variables, and any realization x of the observed variables,
so that
Proof Since
and (2) follows from the fact that H 1 , . . . , H k form a Markov blanket for Y , we get (3).
Our next lemma, which is proved using established techniques (Duda et al. 2000) , characterizes f opt .
Lemma 3 There is a w ∈ R k and a w 0 ∈ R such that, for all realizations h = (h 1 , . . . , h k ) of the hidden variables, and all realizations x = (x 11 , . . . , x k,m k ) of the observed variables,
and therefore
Proof Maximizing the right-hand side of (3) is equivalent to maximizing
which decomposes nicely, facilitating analysis, as we will see.
The odds ratio (5) can be written as follows
and a case analysis verifies that for each i, we have
Thus, if for each i ∈ {1, . . . , k}, we define
and set w = (w 1 , . . . , w k ), we get (4) which immediately implies that f opt (x, h) = sign(w 0 + w · h).
Our next lemma will concern estimates of the hidden variables constructed from the observed variables. First, let us define some notation.
Definition 4 (H
Note that (7) implies that H
Definition 5 (φ i ) For each i, define φ i : R → R to be the affine transformation of the real line that maps H + i to 1, and H − i to −1; that is,
Our next definition is the linear approximation to f opt that we will analyze.
As we have discussed, a key aspect of the analysis will be to argue that k i=1 w iĤi is likely to be a good approximation to
for this purpose, we need to show that we can assume without loss of generality that each weight w i is not very big. This is the subject of the next lemma.
Lemma 4
There is a hidden variable source Q whose total variation distance from P is at most , and for which
Proof Suppose we modified P by adding a secondary labelỸ and a layer of hidden variables H 1 , . . . ,H k so that -Ỹ is obtained by flipping Y with probability /(k + 1), -the conditional distribution of H 1 , . . . , H k givenỸ was the same as the old conditional distribution given Y , and -eachH i was obtained by negating the value of H i with probability /(k + 1), and -the conditional distributions of X i1 , . . . , X im i givenH i were the same as the old conditional distributions of X i1 , . . . , X im i given H i .
(See Fig. 2 because the probability that any of flips are executed is at most (k + 1)( /(k + 1)) = . This means that the probability of error of any classifier with respect to the original source P is at most more than its error probability with respect to the modified source Q. Furthermore,
have the same conditional independence structure as the original source, but Pr(
, and so is Pr(Ỹ = y). Thus, for i ≥ 1, since, for the modified source Q,
and, similarly,
, and simplifying completes the proof. Now our goal is to approximate the optimal classifier for Q. To keep the notation simple, until further notice, let us reuse the notation f opt , w, etc. to refer to optimal classification for Q, and dispense with the tildes. Another way to think of this is that we are assuming without loss of generality (modulo -approximation) that the weights of the optimal classifier for P have magnitude at most W .
From here, our analysis will make use of the standard notion of a margin.
Definition 8 (μ and ρ) Define
so that (4) can be rewritten as
We can think of ρ(h) = max y μ(h, y) as a measure of the extent to which h determines the value of y.
Our analysis will proceed by showing that, for any h, conditioned on the event that H = h, the linear classifier f obtained by usingĤ 1 , . . . ,Ĥ k makes prediction errors at a slightly larger rate than f opt . This will be achieved through two bounds. The first bound will capture the intuition that, when ρ(h) is not too small, then approximating H byĤ is unlikely to perturb correct classifications. The second bound will capture the intuition that, when ρ(h) is small, even f opt is inaccurate enough that any classifier approximates its accuracy to within a small factor.
We begin with the case in which ρ is big.
Lemma 5 For any h,
Proof The first inequality follows directly from the definition of ρ. By (8), after conditioning on H = h, we have E(Ĥ i ) = h i , so the expectation of
is 0. To apply the Hoeffding bound (Lemma 1), we need to show that S is the sum of independent random variables, each of which takes values in a small interval. Unwinding the definition ofĤ i , we get
Moving out the sum over j ,
The independence structure of the source implies that, after conditioning on the event that H 1 = h 1 , . . . , H k = h k , the various variables X ij are mutually independent, and therefore so are the various terms of the double sum in (9). Recall that the definition of β-effect implies that (H
, and that we assumed that |X i | ≥ m. Since |w i | ≤ W , each term in (9) can be upper and lower bounded as follows:
so that each term of the right-hand side of (9) is bounded in an interval of length
. Applying the Hoeffding bound (Lemma 1) to the terms of the right-hand side of (9), we get
which completes the proof.
Now, let us work on a bound for small ρ(h).
Here is the basic idea. We can pair each borderline case with its counterpart in which the label is negated. Lemma 3 implies that the two cases are nearly equally likely. Since both the linear classifier and the Bayes optimal classifier make an incorrect classification in one of the cases, the linear classifier approximates the accuracy of the Bayes optimal classifier, on average, over borderline cases.
Lemma 6 For all h,
Proof When a pair of examples differs only in the label, any classifier, in particular, the linear classifier f , must classify one example of each pair correctly, thus
Suppose y maximizes Pr(Y = y|H = h). Then
Putting this together with (12), we get
The Bayes optimal classifier cannot avoid making a mistake on one label or the other which implies (11).
Proof of Theorem 1 Let us condition on the event that
We have
Let κ > 0 be a parameter, independent of h (but possibly depending on the source), that will be fixed later in the argument. We will use κ as a dividing line between large and small margin cases. In particular, if ρ(h) ≤ ln(1 + κ), then Lemma 6 implies
So, in either case,
Since κ was chosen independently of h, averaging over h yields
Letting κ go to zero arbitrarily slowly with opt and setting = opt 2 completes the proof.
The hidden variables can afford to be much less influential if they have similar degrees of association with the class designation. This is illustrated by considering the idealized case in which all associations are equally strong.
Theorem 2 Suppose there is 0 < α < 1/4 such that each hidden variable H i has Pr(H i = y|Y = y) = 1/2 + α for both y ∈ {−1, 1}.
If in addition for β > 0, each hidden variable β-affects at least m observed variables, and opt is the error rate of the Bayes optimal classifier, for
then there is a linear classifier whose error rate is
Proof The proof is a modification of the proof of Theorem 1; we only describe the modifications that are needed. First, w i = ln
for all i, so w i = Θ(α). Replacing (10) with
and otherwise arguing as in Theorem 1 leads to the conclusion that
suffices for the linear classifier to have error opt + o(opt).
As argued in the proof of Theorem 1, the error rate of the Bayes optimal classifier that uses only the observed variables is at least as large as the error rate of the optimal classifier that also uses the hidden variables, and, for sources considered in this theorem, the latter classifier simply takes a majority vote over the values of the hidden variables. This classifier is incorrect when a majority of the hidden variables take values different from the label. Applying the Hoeffing bound, this happens with probability exp(−Ω(α 2 k)), and thus, α 2 k = O(log(1/opt)) which completes the proof.
A convex loss bound
In this section, we show that a convex upper bound on the error rate of a linear classifier can in turn be bounded in terms of the error rate of the Bayes-optimal classifier. We will use the hinge loss.
Definition 9 (Hinge loss) For z ∈ R, define the hinge loss (z) by max{1 − z, 0}.
Next is our bound on the hinge loss of a linear classifier. Note that the bound is not in terms of the optimal hinge loss, but rather in terms of the optimal prediction error rate. In fact, as before, we actually prove a bound in terms of the error rate of a classifier that has access to the hidden variables. 
Theorem 3 Suppose that a hidden variable model satisfies, for β > 0, that each hidden variable β-affects at least m observed variables, for
Our proof of Theorem 3 has two parts. First, we bound the expected loss of the classifier that minimizes the classification error rate. Then we show that the linear classifier constructed in Theorem 1 approximates this loss.
Lemma 7 If w 0 , . . . , w k are the weights of the Bayes optimal classifier (for minimizing error rate using the hidden variables h) and w
Proof Recall the following definitions:
y).
Since the Bayes optimal classifier picks the more likely value of y, Lemma 3 implies that
which in turn implies
Furthermore,
where 1 ρ(H)>1 is the indicator function for the event that ρ(H) > 1. Since for any realization
Let us start by bounding the first term of (17). Since
we have
since opt ≤ 1/2, and (1 + z)/(1 + exp(z)) is nonincreasing in z when z > 2 ln 2. Applying (16) to bound the first sum, and noting that the second sum is at most 1+2 ln(1/opt) 1+1/opt 2 which is o(opt log(1/opt)), we get
Now, let us turn to the second term of (17). By (15), the conditional probability that the Bayes optimal algorithm makes a prediction error, given that ρ(h) ≤ 1, is at least 1/(1 + e). Thus opt ≥ Pr(ρ(H) ≤ 1) 1 + e , which implies Pr(ρ(H) ≤ 1) = O(opt). Putting this together with (18) and (17) completes the proof.
What remains is to show that a linear classifier in the observed variables can approximate the -loss of the Bayes optimal classifier. It will be useful for this to use a conversion from tail bounds to bounds on the expectation. While results of this sort are known, we include a proof because we don't know a reference for precisely this statement.
Lemma 8 If Z is a real-valued random variable, u > 0, and for all
Proof We have
completing the proof. Now we are ready for the loss bound. 
Lemma 9 If
Proof Define the linear classifier f as in the proof of Theorem 1. Let v and v 0 be the parameters of f , as in the statement of this theorem. Recall that f was constructed by replacing each H i withĤ i , a linear combination of some of the observed variables, and then applying the Bayes optimal classifier for using the hidden variables. Consequently, v · X = w ·Ĥ and v 0 = w 0 .
Let Q be the approximation to P constructed in Lemma 4. For now, let us continue our analysis for such a source Q, and return to treating the general case at the end of the proof.
Since is 1-Lipschitz,
since v · X = w ·Ĥ and v 0 = w 0 . The proof of Lemma 5 establishes that, for η > 0,
which means, using Lemma 8, that
β 2 m for a constant c 1 . We are almost there, but our analysis was for the -approximation Q to P that satisfies
Now we want to show that
we need a bound on (Y (v 0 + v · X)). We have
Recall that v · X = w ·Ĥ, so
for all i, so that
Lemma 4 gives v 0 = w 0 = O(k log(k/ )), and putting this together with (22), (21) and (20), we have
We may similarly show that
(note the absence ofĤ). Applying (19) yields
k 2 ) makes the second term at most opt, and applying the bound on m completes the proof.
Bayes optimal models are two-layer neural networks
In this section, we show that, even with further restrictions on the structure of the source, a two-layer neural network is needed to compute the exact Bayes optimal classifier.
Theorem 4 Suppose that there are real constants α, β > 0 and a positive integer m such that
-each H i is independently equal to Y with probability 1/2 + α, -m i = m for all i > 0, and -each X ij is independently equal to H i with probability 1/2 + β.
The Bayes optimal classifier is
Proof Notice that for any y ∈ {−1, 1},
if and only if
Therefore, the Bayes optimal classifier gives
Since log is a monotone function we also have
Let S i = H i Y (so that S i that is 1 with probability 1 2 + α and −1 with probability 1 2 − α), and T ij = X ij H i (so T ij is 1 with probability 1 2 + β and −1 with probability 1 2 − β). Now since T ij and S i are independent of Y , and, the events
Similarly,
By (24) we get
Now, since for every i,
Now by (25),
completing the proof.
One useful representation uses the following Taylor series
and gives
where tanh y = e 2y −1 e 2y +1
. The hyperbolic tangent is a standard squashing function for the hidden nodes in a twolayer neural network (Hertz et al. 1991) , and raising it to a positive odd power maintains the sigmoid shape. Thus the Bayes optimal classifier described in Theorem 4 can be thought of as a two-layer neural network.
The classifier of (23) . . . , X i(m−1) . This is formalized in the following. for all x ∈ {−1, 1} km . We claim that this implies that h computes a majority vote. By symmetry, for any x, any permutation φ of {1, . . . , k} and any permutation ψ over {1, . . . , m}, we have
In general, for real a and b, if sign(a) = sign(b), then sign(a + b) = sign(a) = sign(b). Thus, (27) implies
This in turn implies
because the permutations φ and ψ pair each weight with each feature an equal number of times. Rescaling, we get
the majority function.
To arrive at a contradiction, suppose k = m = 3, and
Note that the majority function evaluates to 1 on x. On the other hand, using the definition in (23), we have
As β gets closer to 1/2, B gets arbitrarily large. But
and therefore there is a value of β such that h(x) = −1, a contradiction.
Some related work
A number of papers have considered why the Naive Bayes algorithm, which outputs a linear hypothesis, works well despite class-conditional dependencies among the features (Domingos and Pazzani 1997; Bickel and Levina 2004; Kuncheva 2006) . While Naive Bayes works suprisingly well, other linear classifiers typically perform better (Caruana and NiculescuMizil 2006; Caruana et al. 2008) . Note that Naive Bayes may not work for the sources considered in this paper. The hidden variable model studied here is a generalization of the Neyman Model of Evolution (Neyman 1971) . A PAC algorithm for learning the probability distribution over the leaves for such models is known (Cryan et al. 2001) . Using known tools, this algorithm can be used as a subroutine in a polynomial-time algorithm for approximating the BayesOptimal classifier for sources in which the class-conditional distributions are of this form (Anoulova et al. 1996; Devroye et al. 1996) . The linear approximation pointed out in this paper could be a step toward a more efficient algorithm for this problem.
The proof of Theorem 1 used the observation that the Bayes optimal classifier that has access to the hidden variables can be approximated by the classifier using small weights. Some recent research (Servedio 2007; Diakonikolas and Servedio 2009 ) established a related result; the analogous statement in our setting would concern the case in which the marginal over the hidden variables is uniform.
Conclusion
The analysis of this paper illustrates the expressive power of linear models even in the presence of class-conditional dependence among the features. The exact mathematical statements of this paper are among many possible choices that trade off between a clean and interpretable analysis, and a broadly relevant one, in different ways.
For example, it would not be hard to extend the approximation to apply to sources in which some observed variables depend on multiple hidden variables. As long as each hidden variable has enough variables that depend on it alone, we can construct the linear approximation as a function only of the observed variables that depend on specific hidden variables. Our analysis may also easily be extended to the case in which an unlimited number of variables depend directly on the class designation (as was done explicitly in the preliminary version of this paper (Bshouty and Long 2009)).
If each hidden variable H i can take on more than two values, it is not hard to see that the Bayes optimal classifier that has access to them is a linear function of binary-valued indicator functions for events like H i = h i , so our analysis should extend easily to this case (though we would appear to need a collection of observed variables for each hidden variable-value pair).
The Hoeffding bounds that we use to analyze concentration do not require that the variables in the sums are binary-valued, so our analysis can also be straightforwardly extended to real-valued observed variables.
The analysis can also be extended without much modification to handle limited conditional dependence among the observed variables associated with a given hidden variable, with some degradation in the bounds, by applying generalizations of the Hoeffding bound to this case (see Schmidt et al. 1993; Dubhashi and Ranjan 1998; Pemmaraju 2001) .
We also provided a bound on the hinge loss of the linear classifier in terms of the Bayes error rate, thereby showing that the Bayes error rate can be approximated efficiently. It is not clear whether this approximation bound can be improved. General tools that have recently been developed for the analysis of learning with convex loss functions (Zhang 2004b; Bartlett et al. 2006 ) may be useful for this.
As we mentioned previously, our analysis guarantees a closer approximation to the Bayes optimal as opt, the Bayes optimal error, gets small, which explains why more resources are needed in this case. It would be interesting to determine the optimal dependence of parameters in bounds like ours, such as m in Theorem 1, on opt.
Finally, it may be interesting to explore the possible tradeoffs between the computational complexity of learning algorithms and the quality of their approximations to the Bayes optimal error rate for sources like this, possibly exploiting the linear approximation pointed out in this paper, among other things.
