Abstract-Inside individual cells, stochastic expression drives random fluctuations in gene product copy numbers, which corrupts functioning of both natural and synthetic genetic circuits. Dynamic models of genetic circuits are formulated stochastically using the chemical master equation framework. Since obtaining probability distributions can be computationally expensive in these models, noise is typically investigated through lower-order statistical moments (mean, variance, correlation, skewness, etc.) of mRNA/proteins levels. However, due to the nonlinearities in genetic circuits, this moment dynamics is typically not closed, in the sense that the time derivative of the lower-order statistical moments depends on high-order moments. Moment equations are closed by expressing higher-order moments as nonlinear functions of lower-order moments, a technique commonly referred to as moment closure. We provide a new moment closure scheme for studying stochastic dynamics of genetic circuits, where genes randomly toggle between transcriptionally active and inactive states. The method is based on conditioning protein levels on active states of genes and then expressing higher-order moments as functions of lower-order conditional moments. The conditional closure scheme is illustrated on different circuit motifs and found to outperform existing closure techniques. Rapid computation of stochasticity through closure methods will enable improved characterization and design of synthetic circuits that exhibit robust performance in spite of noisy expression of underlying genes.
Stochastic dynamics of genetic circuits is studied using the Chemical Master Equation (CME) framework that provides the joint probability distribution for the number of molecules of the different species involved [8] [9] [10] [11] . Since for most systems of interest the CME is analytically intractable, the joint pdf is computed numerically through the Finite State Projection Algorithm [12] or through Kinetic Monte Carlo methods [13] [14] [15] [16] [17] [18] at a significant computational cost. As one is often interested in computing only a few lower-order statistical moments (for example, means, variances, correlations, skewness, etc.), much time and effort can be saved by directly computing these moments without actually having to solve for the distributions. However, nonlinearities in biochemical interactions result in the problem of moment closure: time derivative of the lowerorder statistical moments depends on higher-order moments. Moments are typically solved by performing moment closure, which closes the differential equations by expressing higherorder moments as functions of lower-order moments.
Although various techniques exist for closing moment dynamics [19] [20] [21] [22] [23] [24] [25] they all fail when biochemical species are present at very low copy number [24] , [26] . This is particularly problematic for genetic circuits, where genes switch between transcriptionally active and inactive states, and the number of active copies of a gene can be zero with high probability. One way to deal with low-copy number species is by considering conditional moments [27] , [28] . Here we propose a novel closure scheme that works by first conditioning moments on genes being active, and then expressing higher-order conditional moments as functions of lower-order moments using the recently proposed derivative-matching technique [24] .
The Conditional Derivative-Matching (CDM) closure method is illustrated on two network motifs in gene regulatory systems: a self-regulation gene and a two-gene circuit with a repressor and activator. Our results show that CDM provides remarkably accurate estimates of the moment dynamics across parameter regimes outperforming existing closure techniques. Finally, we discuss the applicability of CDM to the emerging field of synthetic biology both in terms of circuit design and characterization from single-cell data.
II. MODEL DESCRIPTION FOR A SELF-REGULATING GENE
Consider a gene that switches between two states: a transcriptionally active (ON) and inactive (OFF) state, with mRNA production only occurring from the ON state (Fig. 1 denotes the probability of expressing a burst of proteins based on a geometric distribution with mean .
ignore mRNA dynamics and model protein synthesis in bursts [29] , [30] . More specifically, protein bursts occur at a rate and each burst generates protein molecules, where is a geometrically distributed random variable with mean burst size [31] . Here and throughout the paper we use to represent the expected value. Finally, proteins decay at a constant rate .
To control expression levels, genes frequently employ negative feedback loops, where protein molecules bind to their own gene promoter and block transcription [32] [33] [34] [35] [36] [37] . A nonlinear feedback is incorporated in the model by assuming that the gene transitions from the ON to the OFF state with rate , where is the protein level in the cell at time , and the positive integer denotes the cooperativity in the negative feedback circuit [32] . Although the new closure method introduced here is applicable for any arbitrary , we illustrate it for the case . After a gene becomes transcriptionally inactive, it turns ON with constant rate . Note that is inversely related to the protein binding affinity, with stronger binding resulting in more repression and lower values of . In the limit , gene expression is constitutive (i.e., gene is always transcriptionally active) with no feedback regulation. Based on the standard stochastic formulation of chemical kinetics [9] , [15] , the model comprises of four events that occur probabilistically at exponentially-distributed time intervals (Fig. 1) . The first two events correspond to gene activation/deactivation. We assume that protein levels are sufficiently large such that gene deactivation/activation (which occurs due to protein binding/unbinding to the promoter) does not significantly change . The last two events represent protein production in geometric bursts, and protein degradation. Whenever an event occurs, and are reset based on the second column of the table. The third column lists the event propensity function , which determines how often the reactions occur. In particular, the probability that an event occurs in the next infinitesimal time interval is . Next, differential equations describing the time evolution of the uncentered moments of and are derived.
III. DERIVING MOMENT DYNAMICS
The time-derivative of the expected value of any arbitrary function is given by (1) where is the change in when an event occurs, and is the event propensity function [38] , [39] . Moment dynamics is obtained by choosing to be an appropriate monomial of the form , , , , , , and using resets/ propensity functions in Fig. 1 .
Let be vector of moments up to order three. Note that many lower-order moments such as , and were not included in since for a Bernoulli random variable (4) where vector , matrices , depend on model parameters, and is vector of higher order moments. Note that many higher-order moments do not appear in vector as they do not appear in the time derivative of moments in vector . As expected, the nonlinear propensity function of the gene deactivation event results in unclosed moment dynamics, where time evolution of depends on higher-order moments not present in . To solve (5), a closed system of moment equations is obtained by expressing as a nonlinear function of lower-order moments. In this case moment dynamics is approximated by the following nonlinear different equation: (6) where is referred to as the moment closure function.
IV. MOMENT CLOSURE METHODS
We close moment dynamics for a self-regulating gene based on two commonly used methods: Gaussian approximation [19] [20] [21] [22] [23] and Derivative-Matching (DM) [24] , [40] . Moreover, two new closure schemes, Conditional Gaussian (CG) and Conditional Derivative-Matching (CDM) are introduced and corresponding moment closure functions are derived.
A. Gaussian Approximation
Often, moment closure is performed by assuming a priori that the population counts have a multivariate Gaussian distribution. Since for a Gaussian distribution all cumulants of order three and higher are equal to zero, the moment closure function is constructed by setting the appropriate cumulant equal to zero [19] [20] [21] [22] [23] . Assuming and are jointly Gaussian (7) Expanding both sides and rearranging terms, and can be expressed as a function of lower-order moments as follows: (8) Note that appears in the moment closure function of but is absent in vectors and . Using the Gaussian approximation, can be expressed as (9) Substituting (9) in (8), moment closure function for can be obtained in terms of .
B. Conditional-Gaussian Approximation
Since is a Bernoulli random variable, assuming and to be jointly-Gaussian is quite unrealistic. Perhaps, a better approximation would be assuming that (protein level conditioned on gene being active) is Gaussian. Any higher-order moment of the form can be expressed in term of the conditional moment as follows:
If random variable has a Gaussian distribution, then
Assuming is Gaussian, then from (11)
Multiplying (12) with and using (10) we obtain (13) Similarly moment closure function for based on CG is derived as (14) C. Derivative-Matching At low protein copy numbers, distributions become skewed and deviate significantly from a Gaussian distribution. Not surprisingly, closure techniques based on a Gaussian distribution fail in this regime and sometimes yield negative moments [26] , which are not biologically meaningful as populations cannot drop below zero. To circumvent this problem, recent work has proposed the Derivative-Matching (DM) moment closure technique, where is obtained by matching time derivatives of the exact moment equations (5) with that of the approximate moment equations (6) for some initial time [24] . Moment closure functions obtained from DM are consistent with population counts being jointly lognormal and work well in regimes were Gaussian-based closures fail [24] . Theorem 1 in [24] provides formulas to express any given higher-order moment as a function of lower-order moments based on DM. Using this theorem (15) (16) using DM [24] .
D. Conditional Derivative-Matching
Motivated by the conditional approach we close higher-order moments and as functions of lowerorder conditional moments based on DM (17) which using (10) results (18) We refer to this approach as the Conditional Derivative-Matching (CDM) moment closure technique.
Different moment closure functions derived in this section are summarized in Table I . Note that the CDM technique yields the simplest form for . Furthermore, the moment closure functions for CG and CDM are independent of . Hence can be dropped from the vector for conditional closure methods resulting in simple moment dynamics.
V. BENCHMARKING MOMENT CLOSURE METHODS
To benchmark different moment closure methods, protein mean and noise levels are computed from (6) and compared to their exact values obtained by running a large number of Monte Carlo simulations. In principle, higher-order moments such as skewness and kurtosis can also be used for benchmarking. Here we only focus on the first two moments because quantifying higher-order moments with high precision can be challenging given the low sample sizes of single-cell microscopy experiments.
Noise is quantified by the steady- (gene activation rate) implies stronger binding of protein molecules to the promoter, and is analogous to increasing the feedback strength. To understand how feedback strength affects stochasticity in protein copy numbers, we investigate steadystate protein as a function of . Mean protein level is made invariant of by appropriately modulating the protein burst arrival rate . In particular, as we decrease , is simultaneously increased as per the equation (19) This ensures that the steady-state protein level in the deterministic chemical rate equation model is fixed at . Fig. 2 plots as a function using different functions from Table I in (6) and shows a U-shape curve. Thus, for a self-regulating gene noise in protein population counts is minimized at an optimal feedback strength. Interestingly, all closure methods qualitatively capture the noise profile. Quantitatively, moment closure based on the Gaussian approximation provides the least accurate estimate of and even becomes unstable for small values of (Fig. 3) . Both CG and DM show poor performance in certain parameter regimes: while CG fails to capture the bottom of the U-shape, noise levels predicted by DM diverge from their exact values as is decreased. In contrast, CDM provides a remarkably close match to the exact values across all parameter values. In addition to the steady-state moments, CDM also captures the time evolution of the mean and standard deviation in protein levels (Fig. 3) .
VI. REPRESSOR-ACTIVATOR CIRCUIT MOTIF
Next we investigate noise in a more complicated circuit consisting of two genes, with one gene expressing an activator protein and another expressing a repressor protein . The activator turns the gene synthesizing the repressor ON, whereas, the repressor turns the gene synthesizing the activator OFF creating a feedback loop (Fig. 4) .
A. Model Description
Let and denote the single-cell levels of proteins and at time , respectively. Moreover, we represent the transcriptional status of genes expressing and by Bernoulli random variables and . When is active , is expressed at a rate in bursts of size , and decays with rate . The same nomenclature applies for . Gene regulation by the proteins is incorporated in the model by assuming that turns ON with rate , and turns OFF with rate . Parameter details and transitions rates can be found in the circuit schematic in Fig. 4 . Note that the propensity functions for activation and deactivation are nonlinear, which will result in unclosed moment dynamics.
B. Moment Dynamics and Closure
Let be a vector of all uncentered statistical moments of , ,
, and up to order four. Then using (1), the time evolution of can be compactly written as (20) for some vector , matrices , and is a vector of fifth-order moments. As discussed earlier, existing methods such as assuming a joint-Gaussian distribution for , , , and DM can be used to close moment dynamics in (20) . We illustrate conditional-methods such as CG and CDM for expressing as a nonlinear function of . First, we consider the CG closure scheme and illustrate it on the fifth-order moment . Conditioning this moment on genes being active yields (21) If two random variables and have a joint-Gaussian distribution, then (22) Assuming protein levels conditioned on genes being active are jointly-Gaussian, then using (22) conditional moment can be written in terms of lower-order conditional moments as follows: (23) Multiplying (23) with and using (21) yields (24) Next, we derive the moment closure function based on the CDM technique. Using the DM closure method, a high-order moment of the form of any random variables and can be approximated in terms of lower-order moments as (25) [24]. Using (25) , conditional moment can be approximated as (26) which using (21) results (27) Moment closure functions derived for are summarized in Table II , with CDM having the simplest form for the closure function. Using similar principles as outlined above, the rest of the moments in can be expressed in terms of lowerorder moments using CG and CDM.
C. Comparison With Monte Carlo Simulations
To test the performance of different closure schemes, activator protein noise levels predicted by the closed moment equation are compared with values obtained by running a large number of Monte Carlo simulations. Fig. 5 plots the steady-state noise levels as the gene activation rate is varied over three-orders of magnitude. To keep the steady-state mean protein levels and fixed, the activator burst arrival rate is modulated as (28) Fig. 5 shows that when the gene activation rate is small, noise estimates based on the Gaussian, CG and DM methods deviate from their actual values. In fact, for the Gaussian and CG . Steady-state mean protein levels are held fixed at 50 by simultaneously changing the activator burst arrival rate through (28) . Noise levels are normalized to their values when there is no feedback (i.e., is large). Parameters taken as , and , . 95% confidence intervals are calculated based on bootstrapping method by using 10000 simulations.
methods it is quite easy to find parameter regimes where the corresponding closed system of equations become unstable (Fig. 6) . In contrast to other techniques, CDM provides a close match to the noise level even when the gene activation rate is as low as , which is an order of magnitude slower activation compared to the protein decay rate . Finally, our results also confirm that CDM captures transient moment dynamics with high fidelity (Fig. 6 ).
VII. DISCUSSION
Random gene transitioning between different transcriptional states has been shown to be a ubiquitous feature of gene expression in both prokaryotic and eukaryotic systems [41] [42] [43] [44] . Our previous work had shown that when low-copy number species (such as active gene promoters) have a significant probability of being extinct (i.e., zero copies) then current closure schemes such as DM exhibit poor performance [24] . Here we have built upon our previous work to introduce a novel conditional closure technique CDM. This method works by first expressing statistical moments in terms of moments conditioned on genes being in the active state. Next, higher-order conditional moments are written in terms of lower-order conditional moments using DM. Finally, this equation is unconditioned to obtain the moment closure function. The CDM closure technique not only provides better approximations for the moments but also yields simpler forms for the moment closure functions, as compared with Gaussian and DM methods (Table II) .
We tested the performance of CDM and other well-known moment closure schemes on two different gene networks. As expected, our results showed large errors between the approximated and exact moments for closure based on a Gaussian approximation. Other methods (Derivative-Matching and conditional-Gaussian approximation) also showed significant errors in certain parameter regimes (Fig. 2 and Fig. 5 ). In contrast, both the transient moments and their steady-values obtained from CDM were a perfect match to their exact values as parameters were varied over many orders of magnitude. Intuitively, the derivate-matching closure technique is consistent with protein levels being jointly lognormally distributed [24] . When gene switching between ON-OFF states is slow, protein levels distribution can become bimodal. However, protein levels conditioned on genes being active remain close to lognormal, which explains the excellent performance of the CDM method even when the gene activation rate is 10-fold lower than the time scale of protein decay ( in Fig. 2 and Fig. 5 ). Bimodal distributions also arise for positive feedbacks, where the gene transition rate from OFF to ON monotonically increases with the protein level [33] . CDM is a promising technique for studying stochastic dynamics of such positive feedback systems, since protein levels conditioned on the gene's transcriptional status remain unimodal.
An important limit to consider is the case of fast promoter switching, i.e., large values for and . In this case the problem in Fig. 1 reduces to a model with bursty protein synthesis, where bursts arrive at a rate . Our results reveal that in this limit both DM and CDM methods give accurate estimates of the protein mean and noise levels. Since protein distributions are unimodal for fast switching, CDM does not provide a significant improvement in performance as compared to the DM closure scheme. An interesting point to note here is that moment dynamics for biochemical systems with rational propensity functions (such as Hill functions) can be obtained by explicitly including the fast chemical reactions in the stochastic model.
The CDM method has high applicability to the emerging field of synthetic biology, which involves designing biological parts inside cells for different applications. In particular, efficient computations of stochastic dynamics will allow improved analysis and design of robust synthetic circuit that buffer the effects of noisy expression. Moreover, these methods will play an important role in characterizing both natural and synthetic circuits. Experimental techniques such as quantitative time-lapse fluorescence microscopy and flow cytometry enable researchers to measure protein levels in single-cells over time. Moreover, techniques such as Fluorescence In Situ Hybridization (FISH) allow counting of mRNA transcripts in individual cells [31] , [41] . These experiments provide measurements of various statistical properties (i.e., moments, auto-correlations, cross-correlations, etc.) of mRNA/protein levels, which carry valuable information about the underlying network [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] . Combining predicted stochastic variability with experimentally measured statistics will constitute a novel and unique way to characterize synthetic circuits. Moment close schemes are particularly well suited for such systems identification problems since rapid computation of moments for a given parameter set allows efficient scanning of parameter values that provide the best fit with experimental data. The computational gain in using moment closure over Monte Carlo simulations can be illustrated using the results presented in Fig. 6 . Here, the overall run time for obtaining moment dynamics by averaging 10,000 Monte Carlo simulations is 20 mins using MATLAB on a Fig. 6 . Moment dynamics for the repressor-activator circuit motif. Time evolution of the mean and standard deviation of activator population counts based on different closure schemes and Monte Carlo simulations. For the chosen parameter set both the Gaussian and CG methods fail and predict moments that grow unboundedly. CDM provides more accurate estimate of the mean and standard deviation compared to DM, particularly at larger times. For this plot parameters taken as , , , and . The burst arrival rates were selected such that both proteins have on average 100 copies/cell at steady-state. Initial conditions were chosen as . 95% confidence intervals are calculated based on bootstrapping method by using 10000 simulations.
computer with 8 GB RAM and four 3.4 GHZ cores. In contrast, plots obtained using the CDM closure scheme take less than one second using one core of that computer. In addition to computational speed, closure techniques can also provide closed-form formulas for the statistical moments, which provide analytical insights into factors regulating stochasticity [55] , [56] .
An important limitation of the current study is that it is restricted to biochemical species that either have zero or one copy per cell. However, increasing evidence shows that genetic promoters can toggle between more than two transcriptional states [54] , [57] [58] [59] . This study also ignores mRNAs which occur at low population counts [3] , [60] . A mRNA present on average at 0.5 copies/cell has a significant probability of having 2 or 3 copies. Thus, an important direction of future research is to extend the CDM method for scenarios where multiple low-copy biochemical species can take values in a finite set.
