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Abstract-Trajectory tracking in nonlinear batch processes is a class of problems where classical transfer 
function methods fundamentally break down, since no transfer function can represent he system over 
the entire trajectory. In this work, nonlinear control is proposed as a potential approach for these systems. 
A general nonlinear control algorithm is derived for systems of relative order one. 
The control of batch copolymerixation reactors to obtain constant composition is an example which 
illustrates the use of this method. Simulations for the styrene-acrylonitrile system show the ability of this 
method to track the required profiles. 
INTRODUCIXON 
Batch processes constitute an important part of 
chemical engineering control problems. From an 
engineering viewpoint, the control of batch processes 
can be divided into two categories: (i) yield optimiz- 
ation problems; and (ii) product quality control 
problems. 
Yield optimization problems are important in the 
more technologically mature areas of chemical engin- 
eering where the production cost is a significant 
fraction of the selling price (e.g. the petrochemical 
industry, generic pharmaceuticals, etc.). These are not 
“pure” control problems, but rather are combined 
optimization and control problems, or optimal con- 
trol problems. This class of problems can be formu- 
lated as end-point control problems: 
given 1 =f(x, u). 0 < c < tr 
Y = Q b(f,)l 
find a control law so that either: 
(1) 
(i) y = maximum, 
(ii) y 2 a desired value. 
A special feature of these problems is that the output 
is not a function of time, but is only a value at a given 
time instant. 
Product quality control problems are especially 
important in the emerging technologies, such as 
specialty chemicals, new drugs, etc. where the pro- 
duction cost is a very small fraction of the selling 
price, and the product has very tight quality 
specifications, so that it is quite possible to have to 
throw away an entire batch because the product is 
off-spec. Throwing away a batch usually means a lot 
of money because the production is small-scale and 
the selling price of the product is very high. Product 
quality problems are also, important in the .tcchno- 
logically mature processes, although frequently they 
are not crucial due to looser product specifications. 
These can frequently be formulated as tracking 
problems: 
given * =f(x, u). 
Y = h(x), (2) 
find a control law so that y(t) tracks a given tra- 
jectory v,,(t). 
It is possible to reformulate an end-point problem 
of the form (1) as a tracking problem by applying 
Pontryagin’s principle. The problem then reduces 
to one of designing a control law that will force 
the system to track the optimal profiles x(t). 
This approach worked well in a number of cases 
including penicillin production (Constandinides 
et nl., 1970). 
However, modeling error, including disturbances, 
introduces error in the calculation of optimal profiles. 
If the modeling error is not significant, the profiles 
will be suboptimal, but will still provide a significant 
increase in yield. In the presence of significant mod- 
eling error, end-point problems must be formulated 
as adaptive optimization problems. 
For batch process control integral transform meth- 
ods, in general, break down, since there is no transfer 
function to describe the system over the entire tra- 
jectory due to nonlinearities. Most of the literature on 
batch process control concerns batch reactors, for 
which there are typically three phases: (i) a start-up 
phase where reactor contents are brought from 
room temperature to the desirable reaction tem- 
peature; (ii) a reaction phase where a temperature 
setpoint, which may be constant or time-varying, 
is tracked; and (iii) a shut-down phase where the 
mixture is cooled down to room temperature. A 
survey of the major advances in batch process control 
is given in Juba and Hamer (1986). Marroquin and 
Luyben (1973) derived seventh- to tenth-order 
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models for their batch reactor and (Marroquin 
and Luyben, 1972) also evaluated a nonlinear 
cascade controller, where one of the controller gains 
was dependent on the error in one of the loops, 
to maintain isothermal operation. Clarke and 
Gawthrop (198 1) and Kiparissides and Shah (1983) 
used adaptive control for startup, isothermal oper- 
ation, and then shutdown. Jutan and Uppal (1984) 
use a feedforward-feedback nonlinear controller 
where the feedforward part estimated the heat 
released by reaction for startup and isothermal 
operation. A similar idea was explored by Wu (1985). 
Tirrel and Gromley (1981) calculate a tempera- 
ture profile for constant composition in a batch 
copolymerization reactor, but do not study the prob- 
lem of tracking that profile by manipulating the heat 
input. 
The objective of this work is to propose a general 
nonlinear feedforward-feedback control method- 
ology for set-point tracking in batch processes of 
relative order one. The composition control of a 
copolymerization batch reactor will serve as a 
paradigm to meet this goal. This was chosen because 
it is an industrially important genuine tracking prob- 
lem for product quality control. When the control 
problem is formulated as tracking the Tirrel- 
Gromley temperature profile (Tirrel and Gromley, 
1981), the feedforward part provides the estimated 
heat of reaction. When the control problem is formu- 
lated in terms of composition, the feedforward part 
provides an estimate of the temperature gradient 
required for constant composition and the estimated 
heat of reaction. 
The feedforward-feedback methodology proposed 
in this paper is equivalent to the globally linearizing 
control (GLC) structure with a reduced-order open- 
loop observer, introduced by Kravaris and Chung 
(1987). The GLC structure has arisen from differ- 
ential geometric nonlinear systems theory; the present 
work can be viewed as a feedforward-feedback 
interpretation of GLC. 
A NONLINEAR FEEDFORWARLSFEEDBACK 
CONTROL APPROACH 
(a) The output of the system is one of the states 
Consider the nonlinear dynamic system: 
Feedforward Control System: 
Fig. 1. Block diagram of a system when the output is one 
of the states. 
1,-, =fn_,(-% . . . 3 -%I-1, -%I+ 8,-,(X,, . . . ,X.-19 xn)u. 
%=f,(x,,.-., x,-,,x”)+g,(x,,. . -rX”-1.-%h4 
Y =A (3) 
where 
g,(x,, . . L * X”_,,X,)#O. 
This system can also be viewed as a first-order system 
with xl, . . . , x, _ , as disturbances: 
_V =f.(x,, . . ., x,-I,Y)+g,(x,,...,x,-,,Y)u. (4) 
This may also be written as (see Fig. I): 
j, = dr,overall + d2, overpllu. (5) 
where: 
d I,O”mltl =.L(x,. . . . > x,- I, VI7 
d 2. overall = g,(x,, . . . 3 x,- ,r Y>. 
Thus, although the system may consist of many state 
equations, the “effective” order is the relative order 
which is equal to one. 
If the system is initially at the set-point trajectory 
y = y,, (t ) at t = to and d,, Omal, and d,, Overti can be. 
measured or computed exactly, then the feedforward 
control law: 
u= 
dy,,ldt - d,, overall 
d , (6) 2. cwcrall 
will keep it along the set point trajectory for all t 2 to 
(see Fig. 2). 
Of course, d,, overall and d2, overp,, will not be measured 
on-line, but will have to be computed from on-line 
measurements or estimates of xl, . . . , x,, ~, . This leads 
to the following control law: 
l.l= 
dy,ldt -f.(&. . . ,%-,,Y) 
&(-%, . >A-,.Y) ’ 
(7) 
Fig. 2. Feedforward loop for control of system in Fig. 1. 
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where R,, . . . , f, _ , represent either measurements or 
on line estimates of x,, . . , x,_ I from: 
2, =f,&, . . .) -%_,.Y~+gtc?,, . . . ,&_I.Y)U, 
i,,_, =_#:_,(a,, . . . t -%_,,Y) 
+g,-tw,, . . ,-Lt,Y)U. (8) 
The control law (7) together with (8) can have the 
following interpretation. The set of equations: 
k, =_#X*,. . . . , L. ,,Y) + g,@,, . . . ,2”.- 1. yh 
i”_ I =f,-,G,, . . . ,%_,,Y) 
+g,-,(~,,...,~“-,,Y)u, 
d ,.overa,, =.L(% . . I in- 1, Y). 
d 2,o”eMll=&?” %,...,41-,,Y)T ( (9) 
can be viewed as a disturbance model to the process 
(5). According to the internal model principle, the 
control law must provide an internal model of each 
disturbance at the point that it enters the control 
loop. This is exactly what the control law is doing. Of 
course, the estimation of d,,Ovcrall and dz,overarl will 
always have error due to model uncertainty. For this 
reason, the above feedforward control-disturbance 
estimator methodology wiI1 not work unless it is 
combined with a feedback controller. 
For example, the feedback controller can be PID, 
in which case (see Fig. 3) 
r r 
(6) Special case-computed heat of reaction method 
for temperature control of a chemical reactor 
For the special case of temperature control in a 
chemical reactor, the system may be represented as: 
%=fi(X,,.‘.,X,-,,&) 
L I =_L- ,(x1.. . . I x,- ,I X”). 
i,=Y{f,(x,,....x,-,,x,)+u~, 
where 
Y = %i,. (12) 
. x1,.._, x, _ , are concentrations 
l x, is the temperature 
l The first n - 1 equations are component mass 
balances 
l The n th equation is the energy balance 
l u is the heat added or removed by the heat 
exchanger 
l y is a constant 
l fn(x,,.*.,x,-1,x,) is the heat released or 
absorbed due to the reaction. 
The control law (11) will become: 
I dY u=PID+-2- y dt _L(.%...,~,-,>Y). (13) 
It is clear that this control law feeds forward the heat 
of reaction. This is somewhat reminiscent of the 
Extensive Variable Control of Georgakis (1986) in 
1 
K (Ysp-Y)+lh 
U= 1 J (yw--Y)+dlWy,-_y) 1 + dys,/dr - d,,overau 
d 2,o”emll 
This leads to: 
K (Y+-Y)+ l/T, 
U= I s 
(Y.,--Y)+dldr(Y,-Y) 1 +dY+ldf -L(%. . . .-%-,,Y) &(4. - ’ - , %- I,Y) 
(10) 
(11) 
Fig. 3. Feedfonvard-feedback control of system in Fig. 1. 
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that an extensive variable is used by the controller. 
However, in Extensive Variable Control, the variable 
fed back is chosen to be an extensive variable. Here, 
the quantity fed forward, as described in the previous 
derivation, turns out to be an extensive variable. 
(c) The output of the system is an arbitrary function 
of the states 
Consider the nonlinear dynamic system: 
i, =f,(x,. . . . , x,- I, x,)+&(x,, * * * , x,- ,, &>W 
f,-, =fn-,h . . . , X,-l9 x,)+g,_,(x,, . . . 3 &_I, x,)u. 
-G=f”c%~. .7x,-,,x,)+g,(x,, . ,n,-,,x#Ju, 
Y = h(x,, . . . , x,_ 1, x.1. (14) 
Let x, be a state variable that Y depends on, i.e: 
-g(x ,,...r x,_,,x,)#O 
n 
and denote by X, = n(x,, . . ,x,_ I, y) the implicit 
function defined as the solution of Y= 
h(x,,. . . ,x,-I, a). Then the above system is equiva- 
lent to: 
I,=f,[x,,...,x,-,,n(x,,...,x,-,,y)l 
+g,b,, . 9 x,-,,N(x,,...,x,-,,y)lu 
Under the assumption that: 
,;,+9 c 
the necessary control law is given by: 
(16) 
(d) Limitations-systems of relative order one 
A dynamic system of the form (14) for which: 
n ah 
c -&ZO, 
+, axi (16) 
is said to be of relative order one. For such a system: 
Hence dy/dt explicitly depends on u. For the special 
case where y = x,, i.e. one of the states, then a 
relative order of one means that g, # 0. Clearly the 
nonlinear feedforward-feedback control method pre- 
sented above is restricted to systems of relative order 
one. 
However, systems of relative order one arise 
naturally in chemical process control. A relative order 
of ‘one means that the manipulated input directly 
affects the first derivative of the output. A .simple 
example of this is when the temperature of a batch 
reactor is being controlled by manipulating the 
heat input to the system. Since the first derivative of 
the output is the energy balance, it is clear that 
this must be affected by the manipulated input. A 
system of relative order r is the one for which 
dyjdt, . , ci-‘y/dt’-’ are not explicitly dependent 
on u, whereas d’y/dt’ is an explicit function of u. A 
relative order of n means that the manipulated input 
affects only the nth derivative of the output. In that 
case the states which are explicitly represented in the 
output are not affected by the manipulated input, and 
the states which directly affect those states are not 
affected by the manipulated input, etc. for n digres- 
sions. Thus the relative order may be thought of as 
the number of state equations which must be consid- 
ered, starting from those states appearing directly in 
the output, until one is found with the manipulated 
input on the right-hand-side. Systems of relative 
order one will be less sluggish than those of higher 
relative order. Therefore, in systems for which 
the choice of manipulated input is, by heuristic 
considerations, “good” will usually be of low relative 
” ah dys, 
dt ,F;-p l,..., -%-1,ffG, ,...v 2n_,,y)1~[~,r . . . . ~~.-,,U(f,,...,f,-,,~)l+P1D 
U- 
where 2,. . . . , Zn _ , are computed by solving: order. For example, if an m-stage distillation tower 
i.1 =I;[%. . . . ,%_,.H(*2,, . . . ,%-,,Y)l 
were the system, and it was required to control the 
composition on the top tray, one would not normally 
+ g&z,, . . . ,Z” - ,I nw,, . . . I ie* - ,, Y m, choose the heat added to the reboiler as the manipu- 
lated input if something further up the tower were 
available, since this would lead to an extremely 
i”_, =fn+1[2,.(,. . . ,~n_,,N(~,, . . .,~~_,,Y)l sluggish response and poor control system perfor- 
mance. This is because the relative order of the 
+g”_,r~,,...,f,_1,N(~,,...,~~-,,Y)lu. system, if such a choice were made would be 
(18) r=2m=n. 
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NONLINEAR COMWSITI~N CONTROL OF BATCH 
COPOLYMERIZATION 
The system chosen to illustrate this control ap- 
proach was the batch copolymer&&on of styrene 
and acrylonitrile using xylene as a solvent (Tirrel and 
Gromley, 1,981). One particular problem that is fre- 
quently encountered in batch copolymerization sys- 
tems is composition drift. This occurs when all 
monomers do not react with the polymer at the same 
rate and constant temperature is maintained; the 
composition of the copolymer drifts away from its 
initial value as the monomer mixture becomes 
depleted in the more reactive monomer. This can 
significantly effect the properties of the copolymer. 
To solve this problem, Tirrel and Gromley (1981) 
have computed temperature profiles to maintain 
constant polymer composition in a batch reactor. 
Another alternative is to use a semibatch reactor and 
vary thF flowrate of the more reactive monomer while 
keeping the temperature constant. Control laws for 
both alternatives will be explored. 
Under the assumptions of free-radical copoly- 
merization, applicability of the quasi-steady state 
hypothesis and ,absence of the gel effect, the govern- 






= @JMI12 + 2tMJ[M,l+ r2[M212)(Ri)“2 
(t:[M,12 + W~,L$CM,I[M,I + <:[MJ?“* I ‘32) 
F, is the mol fraction of monomer 1 added to the 
copolymer chain 
To simplify the derivation of the control law, the 
system may be written as: 
dU%l 
- = F,(tM,l, I,, T), dt (33) 
(34) 
dT 
dt = F,(Ml, c,, T) + ~9 (35) 
F, = h(c,, TX (36) 
The control objective is to keep F, constant 
throughout, given on-line measurements of the tem- 
perature only, as it is very difficult in practice to 
accurately measure F, on-line. This may be accom- 
plished in one of two ways. First, F, may be estimated 
on-line and a control law may be formulated using 
the error between F1, and P,, where I?, is the on-line 
estimate, to manipulate the heat added to the system, 
Q. The second method is to first solve off-line for the 
d[M,l -(r,M12 + [W[M,iWW* 
- = tC:Df,12 + WL~ZDU~MJ + t:tM212P2’ dt 
dc, [(rl + r2 - 212: + (3 - rl - 2r2X: + (r2 - ~)CII(R,Y’~ 
dt= (5152WcII - 2# + ~2Xi + XdJ - 1(12)rl+ 921Y2 ’ 
wo 
I 
temperature profile which will keep F, = F,, using 
(21) the method of Tirrel and Gromley (1981). Then a 
control law must be found to track this profile by 
manipulating Q. The temperature profile, T = T,,(t), 
(22) is found by first solving (22) with respect to c, for 
F, = F,,: 
r 
I 
= 1 - 2F1,(1 - r2) - [4F,,(r,r, - 1)(1 - FI,) + 1P2 = W(Tj 
XFdrl + r2 - 2) - rl + 1) 
(37) 
I 
where: and then integrating the ordinary differential 
rl = k,,, /k,,, = rlo expt -AJWWT-- I/T&l. (23) 
equation: 
r2 = kp22/kp2, = rm exd--L\E,IWIT- 1P’,dl, 124) 
dT F,[WV, C’ -= 
dt dW(T)/dT . (38) 





(29) which is a result of the implicit function theorem. 
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From the discussion in the previous section and 
(17) it is straightforward to show that the control law 
obtained when the problem is formulated with F, as 
the output is: 
ah PC,F, 
u = - ahjar 
- F, + ‘IDE:;; ‘I) , (40) 
where the states [M,](t) and c,(t) are estimated 
on-line from (19) and (20) and the output F,(t) is 
estimated from (22), given on-line temperature 
measurements. Similarly, if it is desired to track the 
computed temperature profile, the control law is 
[from (ll) or (13)]: 
u = d$r - F, + PID(T,, - T), (41) 
where the states [M,](t) and c,(r) are again estimated 
on-line from (14) and (20) given the on-line tempera- 
ture measurements. It is clear that although the 
control laws obtained by both approaches are similar, 
they are,nor bquivalent, since the first term of (40) is 
equal to the first term of (41) only when the current 
temperature is on the desired profile, i.e. T = T,,(t). 
The control laws of the both alternatives can be 
interpreted as doing the following: 
The first term provides an estimate of the 
temperature gradient necessary for constant 
composition. 
The second term cancels the heat of reaction. 
The third term provides PID feedback. 
(b) Semibatch case 
Consider the case where monomer 1 is con- 
tinuously fed to the reactor. The inlet flowrate will 
be manipulated to control the copolymer compo- 
sition under isothermal conditions. The governing 
equations under the same assumptions as in the batch 
case are: 
dIM,l= - (rW,12 + [M,lP%l) VW2 
dt tt:[M,12 + 2#t,t,IM,l+ t:B4212)“2 
- $ ([M,l - C,,), (42) 
To simplify the derivation of the control law, the 
system may be written as: 
F = ~,([M,l, L) + Gd[M,l)u, (44 
di-, 
- = ~2CJ + Gs,([M,l, C,)u, dt 
F, = WC,). 




Both cases have important practical limitations. In 
the batch case it is not always possible to find a 
temperature profile that guarantees uniform com- 
position of the copolymer [see Ray and Gall (1969) 
for necessary conditions]. In the semibatch case 
adding one monomer continuously can lead to 
difficult mixing operations if the polymerizing mass is 
very viscous. One possibility for future consideration 
may be to manipulate both temperature and inlet 
flowrate for a semibatch reactor in a coordinated 
way, as suggested in Tsoukas et al. (1982). 
SIMULATION RESULTS 
The process parameters used for the simulations 
are summarized in Table 1. Simulations were per- 
formed for only the batch case where both errors in 
the initial values of [M,] and c, and noise in the heat 
added were considered as disturbances. Both control 
laws, (40) and (41), were simulated. In all cases the 
control objective was to keep F, = 0.62. The tempera- 
ture profile which results in a constant composition 
is shown in Fig. 4. In all simulation runs the initial 
temperature was taken to be 25°C to simulate 
startup. In the simulations, conventional PI was 
chosen as a feedback controller for its simplicity. It 
was beyond the scope of this work to calculate “best 
possible” PI controller settings. The results below 




[(rl + r2 - 2X? + (3 - rl - 2r2)t;T + (r2 - ~)CJ(~iY’2 + 
{e,e,K+l, - 24 + +2x-: + x4 - J/2)11 + 9w” 
c c CM,& 
I 2iGjF’ (43) 
(22) 
where rI. r2, Cl. t2. C2, vh, ~2~. R, and 4, are given by 
(23-3 1) respectively, and 
F, is the mol fraction of monomer 1 added to the 
copolymer chain, 
1;; is the inlet flowrate, 
C,, is the concentration of monomer 1 in the inlet 
stream. 
In all the simulations the initial values of the state 
estimator were set equal to the nominal initial values. 
This is because, in practice, a run would not be 
started unless the operator thinks that the reactor is 
charged with the right amounts of monomers. Of 
course, the actual initial values of the states [M,] and 
[, can be in error and these are disturbances to the 
system. 
Figures 5-12 show the resulting temperature profile 
and Fi and P, profiles for four different cases using 
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Table 1 
Kinetic parameters’ VaIlI.? 
2.79 x IO’O 
10.617 








(4, I 1 
(bz 1 
A,,, 4.839 x 10” 
E ,,I 8.70 



































Sampling period 1.0 
&*p 0.620 
z-.. 25 
cd 8-l K-’ (60°C) 
cal g-’ K-’ (60°C) 
cd g-’ K-l (60°C) 




&nc.o 2.0 mall-’ 
c XYk!x. 0 5.076 mo11-’ 
Cawylo”ilrik.0 1.2558 mol I-’ 
‘From Tirrel and Gromley (1981). 
ZFrom Touloukian and Ho (1976). 
3From Blout (1949). 
‘From Miyatna (I 96 1 f. I 
the control law in terms of F, [equation (40)], For 
all four cases & = 50 and 7r = 500. In the first case 
(Figs 5 and 6) there were no disturbances. Obviously 
the profiles for F, and P, are identical in this simu- 
lation. In the second trial (Figs 7 and 8) a 1% error 
was introduced in the initial condition of 5,. Note that 
there was an offset in the response. This is because an 
error in c,(O) introduces an error into the copolymer 
composition, F,, which cannot be detected, since T is 
the only measured output. However, over the course 
of a run the composition drifted only slightly when 
Tn. I 
.o 2 A .6 .8 LO 1.2 1.4 1.6 1.8 
Time (hr) 
Fig. 4. Temperature profile which will result in constant 
composition. 
Fig. 5. Temperature profile using control law in terms of F, 
[equation (4O)J with no disturbance. 
595 I 
A 2 .4 A .8 1.D 1.2 1.4 1.6 1.8 
Time Oar) 
Fig. 6. F, and P, profiles using’control law in terms of F, 
[equation (40)] with no disturbance. 
20. I 
.o .2 .‘a .6 .8 1.0 I.2 1.4 1.6 1.8 
Time (hr) 
Fig. 7. Temperature profile using control law (40) with 1% 
error in c,(O). 
.60 __ 
,595 . _ 
390 , I 
.o .z A .6 .8 1.0 l.?. 1.4 1.6 1.8 
Time (hr) 
Fig. 8. F, and P, profiles using control law (40) with 1% 
error in C,(O). 
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.o 2 A .6 .s 1.0 1.2 IA 1.6 1.8 
Time (hr) 
Fig. 9. Temperature profile using control law (40) with 10% 
error in [M,](O). 
595 I 
.o 2 .4 .6 .8 1.0 1.2 1.4 1.6 1.s 
Time (hr) 
Fig. 10. F, and P, profiles using control law (40) with 10% 





.o .2 A .6 .s 1.0 1.2 1.4 1.6 1.8 
Time (hr, 
Fig. 11. Temperature profile using controi law (40) with 
noise (SD = 500) in Q. 
Fig. 12. F, and P, profiles using control law (40) with noise 
(SD = 500) in Q. 
the initial error in c1 is 1%. In industrial situations the 
initial monomer concentrations can be measured 
quite accurately, and the initial monomer 1 fraction 
tin therefore be equally accurate. It is important to 
note that the error increases with conversion, not with 
time. Thus only for extremely high conversions 
(~90%) will there be any significant drift in the 
composition. In the third simulation (Figs 9 and 10) 
a 10% error was introduced in the initial condition of 
[M,]. Since F, is not explicitly dependent on [M,] an 
offset in the response was not encountered. In the 
fourth case (Figs 11 and 12) white noise was added 
to Q with a SD of 500. The noise is clearly attentuated 
by the control system. Note that in ail four cases the 
overshoot from using a startup temperature is very 
small and dies out quickly. 
Figures 13-20 show the resulting temperature 
and F, profiles for four different cases using the 
control law in terms of T [equation (41)]. Using 
this control strategy it is not necessary to estimate F,. 
For all four simulations Kc = 0.5 and t, = 50. In 
the first run (Figs 13 and 14) there were no distur- 
bances. In the second case (Figs 15 and 16), 
a 1% error was introduced in the initial condition 
of 5,. F,(t) was not equal to 0.62 when cl(O) was 
in error in the same manner and for the same reason 
as when using the previous control law (40). In the 
third case (Figs 17 and 18), a 10% error was intro- 
duced in the initial condition of [M,]. In the fourth 
simulation (Figs 19 and 20) white noise was added to 
Q with a SD of 500. The noise is again clearly 
attefituated by the control system. Note that in .a11 
four cases the overshoot from using a startup tem- 
perature is very small and dies out quickly. Although 
the response is somewhat better for the runs where T 
was used directly in the control law, it should not be 
inferred that this method is better. Since it was 
beyond the scope of this work to determine the best 
controller settings for each method, all that can be 
determined is that both strategies will give a good 
response. 
CONCLUSIONS 
Nonlinear control has been proposed as a 
potential approach for trajectory tracking in batch 
processes. A general nonlinear feedforward-feedback 
control methodology was derived for systems of 
relative order one. The temperature control of a 
copolymerization reactor to obtain constant com- 
position was chosen as an example to illustrate 
the use of this method. For this system, the feed- 
forward part consists of two terms. The first 
term cancels the instantaneous heat of reaction 
and the other provides the necessary tempera- 
ture gradient to keep the composition at the desired 
level. Simulations show the ability of this method 
to track the required nonlinear profiles for this 
system. 
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20. -I 
.cl 2 .4 .6 .8 I.0 l.2 1.4 1.6 1.8 
Time (hr) 
Fig. 13. Temperature profile using control law in terms of 
T [equation (41)] with no disturbance. 
.cl 2 .4 .6 .8 LO I.2 1.4 1.6 1.8 .* 2 .4 .6 .s I.0 I.2 1.4 1.6 1.8 
Time (hr) Time (hr) 
Fig. 14. F, profile using control law in terms of T [equation Fig. J8. F, profile using control law (41) with 10% error in 
(41)] with no disturbance. Ml@). 
30. 4 
20. , 20. I 
.o 2 A .6 .8 LO 1.2 1.4 1.6 1.8 .o 2 .4 6 .8 1.0 1.2 1.4 L-6 1.8 
Time (hr) Time (hr) 
Fig. 15. Temperature profile using control law (41) with 1% Fig. 19. Temperature profile using control law (41) with 
error in C,(O). noise (SD = 500) in Q. 
.o .2 .4 .6 .8 LO t.2 I.4 1.6 1.8 
Time (hr) 
Fig. 16. F, profile using control law (41) with 1% error 
in L,(O). 
20. I 
.o 2 .4 -6 .8 1.0 1.2 114 1.6 1.8 
Time (hr) 
Fig. 17. Temperature profile using control law (41) with 
10% error in @J,](O). 
,592 t 
.” .* A 6 a 1.0 1.2 1.4 1.6 1.8 
Time (hr) 
Fig. 20. F, profile using control Jaw (41) with noise 
(SD = 500) in Q. 
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NOMENCLATURE 
A = Preexponential factor, 1 mol s-i 
C,, =,Mean heat capacity per unit volume, 
call-’ K-i 
C,, = concentration of monomer 1 in inlet 
stream for semibatch case, mol 1-l 
d = Disturbance 
E = Activation energy, kcal mol-’ 
F, = Mol fraction of monomer I units in 
copolymer 
F, = Inlet flowrate in semibatch case, 1 s-’ 
[I] = free radical initiator concentration, 
molllt 
k,, = Rate constant for decomposition of free 
radical initiator 
kp,, = Propagation rate constant for addition 
of monomer of type i to radical of 
type i 
k,, = Termination rate constant for bimolecu- 
lar reaction of radicals of type i and i 
K, = Controller proportional gain 
[M ,] = Concentration of monomer 1, mol 1-t 
[Mz] = Concentration of monomer 2, mol 1-t 
Q = Heat added to the system 
r = Relative order of system 
r, = Reactivity ratio (k,,,,/k,,,) 
rz = Reacivity ratio (k,,,/k,,,) 
R = Ideal gas constant 
Ri = Rate of decomposition of free radical 
initiator 
R_ = Overall rate of uolvmerization 
y {d(M, +M,)/dt} - - 
u = Manipulated variable 
Y = Volume of batch reactor vessel, 
x = State 
y = output 
1 
Greek symbols 
AE, = Activation energy for reactivity 
kcal mol-’ 




AK,, = Heat of copolymerization, kcal mol-’ 
$,, $, = Intermediate variables in copolymer- 
ization equations 
c, = Mol fraction monomer 1 in polymer- 
izing mass, [M,]/[M,] + [M,] 
c2 = Mol fraction monomer 2 in polymer- 
izing mass, [Mr]/[Mi] + [M,] 
7, = Reset 
Subscripts 
0 = Initial condition 
ref = Reference value 
sp = Set point value 
Superscripts 
n = Estimated quantity 
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