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ON REGULAR SET SYSTEMS CONTAINING REGULAR SUBSYSTEMS
AMIN BAHMANIAN AND SADEGHEH HAGHSHENAS
Abstract. Let X,Y be finite sets, r, s, h, λ P N with s ě r,X Ĺ Y . By λ`Xh˘ we mean
the collection of all h-subsets of X where each subset occurs λ times. A coloring of λ
`
X
h
˘
is
r-regular if in every color class each element of X occurs r times. A one-regular color class is
a perfect matching. We are interested in the necessary and sufficient conditions under which
an r-regular coloring of λ
`
X
h
˘
can be embedded into an s-regular coloring of λ
`
Y
h
˘
. Using
algebraic techniques involving glueing together orbits of a suitably chosen cyclic group, the
first author and Newman (Combinatorica 38 (2018), no. 6, 1309–1335) solved the case
when λ “ 1, r “ s, gcdp|X|, |Y |, hq “ gcdp|Y |, hq. Using purely combinatorial techniques,
we nearly settle the case h “ 4. Two major challenges include finding all the necessary
conditions, and obtaining the exact bound for |Y |.
It is worth noting that completing partial symmetric latin squares is closely related to
the case λ “ r “ s “ 1, h “ 2 which was solved by Cruse (J. Comb. Theory Ser. A 16
(1974), 18–22).
1. Introduction
Consider the following 7ˆ 18 array containing all the 126 4-subsets of t1, 2, . . . , 9u.
1235 1246 3456 1268 1367 1457 2348 2378 4578 5678 1289 1489 1679 2349 2569 3459 3789 5679
1234 1356 2456 1348 1357 1678 2467 2478 2568 3578 1469 1479 1569 2359 2689 2789 3479 3589
1245 1346 2356 1368 1468 1478 2357 2567 2578 3478 1239 1259 1349 2489 3579 4679 5689 6789
1256 1345 2346 1278 1347 1568 2358 2457 3678 4678 1459 1589 1789 2369 2479 2579 3469 3689
1236 1456 2345 1247 1378 1578 2368 2678 3457 4568 1359 1379 1579 2389 2469 2679 4589 4689
1237 1248 1257 1467 1567 2367 2458 3458 3468 3568 1269 1369 1389 2379 2459 4569 4789 5789
1238 1258 1267 1358 1458 2347 2468 3467 3567 4567 1249 1279 1689 2589 3489 3569 3679 4579
In each row of this array, every element of t1, . . . , 9u appears exactly eight times. The
7ˆ10 left subarray contains all the 70 4-subsets of t1, . . . , 8u, and in each row of this subarray
every element of t1, . . . , 8u appears exactly five times. But there is more! The 5ˆ 3 top left
subarray contains all the 15 4-subsets of t1, . . . , 6u, and in each row of this small subarray
every element of t1, . . . , 6u appears exactly twice. Figure 1 provides a visual representation
of this example, where colored 4-cycles correspond to 4-subsets. The goal of this paper is to
construct such highly regular set systems. First, we need to provide some background.
Let G :“ λKhm be the collection of all h-subsets of a set rms :“ t1, . . . ,mu of vertices where
each subset occurs λ times. A q-coloring of G is a mapping f : G Ñ rqs; elements of a color
j P rqs, written Gpjq, form the color class j and the order of Gpjq is |ŤePGpjq e|. A coloring
is r-regular if in each color class the degree (i.e. the number of occurrences) of each vertex
Date: September 23, 2020.
2010 Mathematics Subject Classification. 05C70, 05C65, 05C15.
Key words and phrases. embedding, factorization, edge-coloring, decomposition, Baranyai’s theorem,
amalgamation, detachment.
1
ar
X
iv
:2
00
9.
10
59
7v
1 
 [m
ath
.C
O]
  2
1 S
ep
 20
20
ON REGULAR SET SYSTEMS CONTAINING REGULAR SUBSYSTEMS 2
is r. The problem of finding regular colorings of λKhm dates back to the 18th century. Two
celebrated examples are the Sylvester’s problem that asks for a one-regular coloring of Khm
in which each color class is of order m, and Steiner’s problem that asks for an
`
r´1
h´1
˘
-regular
coloring of Khm in which each color class is of order r. Sylvester’s problem was settled in the
70s by Baranyai [4], and Steiner’s problem was solved very recently for large m by Keevash
[10] and Glock et al. [8].
An r-factorization of λKhm is an r-regular coloring in which each color class is of order m.
In this paper, we are concerned with the following embedding analogue of regular colorings
of λKhm which is closely related to Cameron’s problem (see [6, Question 1.2].
Problem 1. Find all values of s and n such that the given r-factorization of G :“ λKhm can
be extended to an s-factorization of λKhn .
Previously, Problem 1 was solved for the following cases: λ “ r “ s “ 1, h “ 2 [7] (this
case is closely related to completing partial symmetric latin squares), λ “ 1, h “ 2 [12],
λ “ r “ s “ 1 [9], λ “ 1, h “ 3 [2], and λ “ 1, r “ s, gcdpm,n, hq “ gcdpn, hq [3]. The major
obstacle for the case where h ě 3 stems from the natural difficulty of generalizing graph
theoretic results to hypergraphs. In this paper we nearly settle Problem 1 for the case when
h “ 4.
Theorem 1.1. If r
`
n´1
3
˘ ą s`m´1
3
˘
, then an r-factorization of λK4m can be extended to an
s-factorization of λK4n if and only if
4 | rm, 4 | sn, r | λ
ˆ
m´ 1
3
˙
, s | λ
ˆ
n´ 1
3
˙
, 1 ď s
r
ď
ˆ
n´ 1
3
˙
{
ˆ
m´ 1
3
˙
;(1)
n ě
$&%2m if s “ r,4m
3
if s ą r ;(2)
pn´mq
ˆ
m
3
˙
ě
´
m´ n
2
¯„ˆn´ 1
3
˙
´ s
r
ˆ
m´ 1
3
˙
;(3)
2pn´mq
ˆ
m
3
˙
`
ˆ
m
2
˙ˆ
n´m
2
˙
ě
´
m´ n
4
¯„ˆn´ 1
3
˙
´ s
r
ˆ
m´ 1
3
˙
.(4)
Theorem 1.2. If n ě 4m{3 and r`n´1
3
˘ “ s`m´1
3
˘
, then an r-factorization of λK4m can be
extended to an s-factorization of λK4n if and only if (1) holds.
We note that none of the previous partial solutions to Problem 1 considered λ ą 1.
Two major challenges in proving Theorems 1.1 and 1.2 include finding all the necessary
conditions (see Section 2), and obtaining the exact bound for n. Judging from the literature
on embedding results for other combinatorial structures such as latin squares and Steiner
triple systems, finding a sharp lower bound for n in general is quite difficult. A noteworthy
example is Lindner’s conjecture [11] that any partial Steiner triple system of order m can be
embedded in a Steiner triple system of order n if n ” 1, 3 pmod 6q and n ě 2m ` 1, which
despite numerous attempts, took over thirty years to be resolved [5].
The layout of the paper is as follows. In Section 2, we discuss the necessary conditions.
In Section 3 we provide the sketch of the proof of sufficiency. Coloring the edges is divided
into two parts, and the easier part is provided in Section 4. Several crucial inequalities will
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be needed before we are able to complete the coloring in Section 5, and those are proven in
Section 6.
We end this section with some notation. A hypergraph G is a pair pV pGq, EpGqq where
V pGq is a finite set called the vertex set, EpGq is the edge multiset, where every edge is itself
a multi-subset of V pGq. This means that not only can an edge occur multiple times in EpGq,
but also each vertex can have multiple occurrences within an edge. The total number of
occurrences of a vertex v among all edges of EpGq is called the degree, degGpvq of v in G. For
two hypergraphs G and F , GzF is the hypergraph whose vertex set is V pGq and whose edge
set is EpGqzEpFq.
1
2
7
3
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5
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Figure 1. A 2-factorization of K46 embedded into a 5-factorization of K
4
8
which is embedded into an 8-factorization of K49
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2. Necessary Conditions
In order to avoid trivial cases, we shall make the following assumptions: (i) n ą m ě 4,
(ii) if m “ 4, then λ ě 2 and r ě 2.
The following lemma will be used without further explanation when required.
Lemma 2.1. For m,n P N with n ą m, we have
(a)
`
n
4
˘ “ `m
4
˘` pn´mq`m
3
˘` `m
2
˘`
n´m
2
˘`m`n´m
3
˘` `n´m
4
˘
,
(b)
`
n´1
3
˘ “ `m´1
3
˘` pn´mq`m´1
2
˘` pm´ 1q`n´m
2
˘` `n´m
3
˘
, and
(c) m
“`
n´1
3
˘´ `m´1
3
˘‰ “ 3pn´mq`m
3
˘` 2`m
2
˘`
n´m
2
˘`m`n´m
3
˘
.
The proof is based on a simple double counting argument, and we shall skip it here.
A triple pm, r, λq is admissible if 4 | rm and r | λ`m´1
3
˘
. The following lemma settles the
necessary conditions.
Lemma 2.2. If an r-factorization of λK4m can be extended to an s-factorization of λK
4
n,
then the following conditions hold.
(N1) The triples pm, r, λq and pn, s, λq are admissible;
(N2) 1 ď s{r ď `n´1
3
˘{`m´1
3
˘
;
(N3) If s “ r, then n ě 2m;
(N4) n ě m
3
p4´ r{sq;
(N5) If 1 ă s{r ă `n´1
3
˘{`m´1
3
˘
, then n ě 4m{3;
(N6)
pn´mq
ˆ
m
3
˙
ě
´
m´ n
2
¯„ˆn´ 1
3
˙
´ s
r
ˆ
m´ 1
3
˙
;
(N7)
2pn´mq
ˆ
m
3
˙
`
ˆ
m
2
˙ˆ
n´m
2
˙
ě
´
m´ n
4
¯„ˆn´ 1
3
˙
´ s
r
ˆ
m´ 1
3
˙
;
(N8) If s{r “ `n´1
3
˘{`m´1
3
˘
, then
1
s
ˆ
n´ 1
3
˙
ď
$’’&’’%
ˆ
m
2
˙ˆ
n´m
2
˙
`m
ˆ
n´m
3
˙
if mps´ rq ” 1 pmod 3q,ˆ
m
2
˙ˆ
n´m
2
˙
` m
2
ˆ
n´m
3
˙
if mps´ rq ” 2 pmod 3q.
Proof. Suppose that an r-factorization of λK4m is extended to an s-factorization of λK
4
n.
Since λK4m is r-factorable, r divides the degree of each vertex in λK
4
m. The existence of an
r-factor in λK4m implies that 4 | rm. Thus, pm, r, λq is admissible. A similar argument shows
that pn, s, λq is also admissible. Consequently, q :“ λ`m´1
3
˘{r and k :“ λ`n´1
3
˘{s are integers.
In order to extend an r-factorization of λK4m to an s-factorization of λK
4
n, we must clearly
have s ě r. Moreover, the number of colors used in an r-factorization of λK4m, q, is no more
than the number of colors used in an s-factorization of λK4n, k, and so (N2) holds.
For the rest of the proof, we shall refer to the m vertices of λK4m Ď λK4n, and the remaining
n´m vertices of λK4nzλK4m as the old vertices, and the new vertices, respectively. Moreover,
κ :“ κ1 Y κ2 where κ1 :“ t1, . . . , qu is the set of the old colors (those used in the coloring of
λK4m), and κ2 :“ tq ` 1, . . . , ku is the set of the new colors (those used only in the coloring
of λK4nzλK4m). For j P κ, let aj, ej, fj, gj, and `j be the number of edges colored j in λK4n
that are incident with exactly 0, 1, 2, 3, and 4 new vertices, respectively.
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To prove (N3) suppose that s “ r, and let j P κ1. We cannot have any edges colored j
between the old vertices and the new vertices. Therefore, to form an r-factor, we can only
use the new edges, and so n´m ě 4. In order to form an r-factor in λK4n with color j, we
need to have rpn´mq{4 edges colored j between the new vertices. Hence,
λ
ˆ
n´m
4
˙
ě q rpn´mq
4
.
This implies 4
n´m
`
n´m
4
˘ ě `m´1
3
˘
. Therefore,
`
n´m´1
3
˘ ě `m´1
3
˘
, or equivalently, n´m´ 1 ě
m´ 1, and so (N3) is satisfied.
In an s-factorization of λKhn , each of the new vertices is adjacent with exactly s edges
of each color, so all the new vertices are adjacent with at most spn ´ mq edges of each
color. We have spn ´ mq ` aj ě sn{4 for j P κ. Since aj “ rm{4 for j P κ1, we have
spn ´ mq ` rm{4 ě sn{4, which proves (N4). Moreover, if k ą q, then κ2 ‰ ∅ and since
aj “ 0 for j P κ2, we have spn´mq ě sn{4 which proves (N5).
To prove (N6) and (N7), observe that for k “ q, the right hand side of (N6) and (N7) is
zero, and there is nothing to prove. So let us assume that k ą q. Within each new color
class of λK4n, the degree sum of all the old vertices is sm. Therefore, for any j P κ2,
sm “ 3ej ` 2fj ` gj.
Since the number of edges in each new color class of λK4n is sn{4, we have
sn{4 “ ej ` fj ` gj ` `j.
Therefore,
sm´ sn
4
“ 2ej ` fj ´ `j ď 2ej ` fj.
By taking the sum over all new colors, we have
pk ´ qqpsm´ sn
4
q ď 2λpn´mq
ˆ
m
3
˙
` λ
ˆ
m
2
˙ˆ
n´m
2
˙
,
which proves (N7). Similarly, we have
sm´ sn
2
“ ej ´ gj ´ 2`j ď ej,
and so
pk ´ qqpsm´ sn
2
q ď λpn´mq
ˆ
m
3
˙
,
which proves (N6).
To prove (N8), first we show that
(5) If k “ q, and mps´ rq ı 0 pmod 3q, then n ě m` 2.
Suppose by the contrary that n “ m ` 1. Since k “ q, we have `m
3
˘{s “ `m´1
3
˘{r, and so
mps ´ rq “ 3s, which is a contradiction. Within the new edges of λK4n, the degree sum of
all the old vertices in each old color class is mps´ rq. Therefore,
mps´ rq “ 3ej ` 2fj ` gj ” 2fj ` gj pmod 3q for j P κ1.
There are two cases to consider.
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(a) If mps ´ rq ” 1 pmod 3q, then 2fj ` gj ” 1 pmod 3q, and so fj ` gj ě 1 for each
j P κ1. Hence,
λ
ˆ
m
2
˙ˆ
n´m
2
˙
` λm
ˆ
n´m
3
˙
ě q.
(b) If mps ´ rq ” 2 pmod 3q, then 2fj ` gj ” 2 pmod 3q, and so 2fj ` gj ě 2 for each
j P κ1. Hence,
2λ
ˆ
m
2
˙ˆ
n´m
2
˙
` λm
ˆ
n´m
3
˙
ě 2q.

Although, we will need the necessary conditions (N4) and (N8), in the next two lemmas,
we show that (N4) and (N8) are redundant.
Lemma 2.3. (N5) implies (N4).
Proof. If k ą q, then by (N5), n ě 4m{3 and so (N4) clearly holds. Let us assume that
k “ q. We need to show that n ě m
3
`
4´ “`m´1
3
˘{`n´1
3
˘‰˘
, or equivalently,
3n
ˆ
n´ 1
3
˙
´ 4m
ˆ
n´ 1
3
˙
`m
ˆ
m´ 1
3
˙
ě 0.
Since n ě m` 1 and m ě 4, we have
9n
ˆ
n´ 1
3
˙
´ 12m
ˆ
n´ 1
3
˙
` 3m
ˆ
m´ 1
3
˙
“36
ˆ
n
4
˙
´ 12m
ˆ
n´ 1
3
˙
` 12
ˆ
m
4
˙
“12
„ˆ
m
2
˙ˆ
n´m
2
˙
` 2m
ˆ
n´m
3
˙
` 3
ˆ
n´m
4
˙
“
ˆ
n´m
2
˙`
np3n` 2m´ 15q `m2 ´ 7m` 18˘
ě
ˆ
n´m
2
˙
p3pm` 1q ` 2m´ 15q ě 0.

Lemma 2.4. If m,n, r, s P N such that n ą m, s ą r, and s{r “ `n´1
3
˘{`m´1
3
˘
, then
1
s
ˆ
n´ 1
3
˙
ď
$’’&’’%
ˆ
m
2
˙ˆ
n´m
2
˙
`m
ˆ
n´m
3
˙
if mps´ rq ” 1 pmod 3q,ˆ
m
2
˙ˆ
n´m
2
˙
` m
2
ˆ
n´m
3
˙
if mps´ rq ” 2 pmod 3q.
Proof. By (5), n ě m` 2. We show that
(6) If k “ q, and n “ m` 2, then s ě r ` 2.
Suppose on the contrary that k “ q, n “ m` 2, but s “ r ` 1. Since s{r “ `n´1
3
˘{`m´1
3
˘
, we
have spm ´ 2qpm ´ 3q “ rmpm ` 1q, or equivalently, m2 ´ p6r ` 5qm ` 6pr ` 1q “ 0. This
implies that m “ `6r ` 5˘?36r2 ` 36r ` 1˘ {2. Since p6r`2q2 ă 36r2`36r`1 ă p6r`3q2,
36r2 ` 36r ` 1 is not a perfect square, but m is an integer, this is a contradiction.
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Since s{r “ `n´1
3
˘{`m´1
3
˘
, we have
s
r
ˆ
m´ 1
3
˙
“
ˆ
n´ 1
3
˙
“
ˆ
m´ 1
3
˙
` pn´mq
ˆ
m´ 1
2
˙
` pm´ 1q
ˆ
n´m
2
˙
`
ˆ
n´m
3
˙
.
Therefore,ˆ
m´ 1
3
˙
“ r
s´ r
„
pn´mq
ˆ
m´ 1
2
˙
` pm´ 1q
ˆ
n´m
2
˙
`
ˆ
n´m
3
˙
.
To complete the proof, there are two cases to consider.
(i) If mps´ rq ” 1 pmod 3q, we need to show that
rm
ˆ
n´m
3
˙
`r
ˆ
m
2
˙ˆ
n´m
2
˙
ě r
s´ r
„
pn´mq
ˆ
m´ 1
2
˙
` pm´ 1q
ˆ
n´m
2
˙
`
ˆ
n´m
3
˙
,
or, equivalently
rmps´ rq ´ 1s
ˆ
n´m
3
˙
` rmps´ rq ´ 2s m´ 1
2
ˆ
n´m
2
˙
ě pn´mq
ˆ
m´ 1
2
˙
.
If n´m “ 2, then s´r ě 2, and so it is enough to show that p2m´2qm´1
2
ě 2`m´1
2
˘
,
which is clearly true. If n ´ m ě 3, since s ´ r ě 1, it is enough to show that
pm´ 1q`n´m
3
˘` `m´1
2
˘`
n´m
2
˘ ě pn´mq`m´1
2
˘
, or equivalently,ˆ
n´m
2
˙„
pm´ 1qpn´m´ 2q ` 3
ˆ
m´ 1
2
˙
ě 3pn´mq
ˆ
m´ 1
2
˙
.
Since n´m ě 3, we have `n´m
2
˘ ě n´m. Therefore, it is enough to show that
pm´ 1qpn´m´ 2q ` 3
ˆ
m´ 1
2
˙
ě 3
ˆ
m´ 1
2
˙
,
which clearly holds.
(ii) If mps´ rq ” 2 pmod 3q, we need to show that
rmps´ rq ´ 2s
ˆ
n´m
2
˙ˆ
n` 2m´ 5
3
˙
ě 2pn´mq
ˆ
m´ 1
2
˙
.
If n´m “ 2, then s´r ě 2, and so it is enough to show that p2m´2q3m´3
3
ě 4`m´1
2
˘
,
which is clearly true. If n ´m ě 3, then we have `n´m
2
˘ ě n ´m. Therefore, since
s ´ r ě 1, it suffices to show that pn ` 2m ´ 5q{3 ě m ´ 1. This is equivalent to
n´m ě 2, which is trivial.

Remark 2.5. Neither Condition (3) nor Condition (4) can be eliminated from Theorem
1.1. For example, a 4-factorization of K47 cannot be extended to a 6-factorization of K
4
10, and
a 6-factorization of K410 cannot be extended to a 7-factorization of K
4
16. In the first example
all conditions but (3) hold, and in the second example all conditions but (4) hold.
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3. Sketch of Proof
Throughout the rest of this paper, we shall assume that the conditions (1)–(4) (or equiv-
alently, (N1)–(N8)) hold, n ě 4m{3, and that
q :“ λ
r
ˆ
m´ 1
3
˙
, k :“ λ
s
ˆ
n´ 1
3
˙
.
Since pm, r, λq and pn, s, λq are admissible, both q and k are integers. Let
κ1 “ t1, . . . , qu, κ2 “ tq ` 1, . . . , ku, κ “ κ1 Y κ2.
Let F be a 2-vertex hypergraph with V pFq “ tu, vu. In order to describe the edge set of
F , first we need to introduce some notation. The multiplicity of an edge e in F , written
multpeq, is the number of repetitions of e in F . A uivj-edge is an edge in which vertex u
occurs i times and vertex v occurs j times. When we color the edges of F , we use degjpvq
and multjpeq for the degree of v, and the multiplicity of e in color class j. The following
describes the edge set of F .
multpuiv4´iq “ λ
ˆ
m
i
˙ˆ
n´m
4´ i
˙
for 0 ď i ď 3.(7)
Observe that F can be obtained by identifying all the m old vertices of G :“ λK4nzλK4m by
a vertex u, and identifying all the remaining n ´m new vertices with v. We say that F is
an amalgamation of G, and that G is a detachment of F .
We think of the given r-factorization of λK4m as a q-coloring of λK
4
m in which each color
class induces an r-factor. In order to extend the r-factorization of λK4m to an s-factorization
of λK4n, we need to color G with k colors such that each color class of λK4n induces an s-factor.
If we can obtain such a coloring, then in the amalgamation F of G, degjpuq “ mps ´ rq for
j P κ1, degjpuq “ sm for j P κ2, and degjpvq “ spn ´mq for j P κ. More importantly, by
the following lemma which is an immediate consequence of a result of the first author (see
[1, Theorem 4.1]), the converse of the previous statement is also true.
Lemma 3.1. If the hypergraph F described in (7) can be colored so that
(8) degjpxq “
$’&’%
mps´ rq if x “ u, j P κ1,
sm if x “ u, j P κ2,
spn´mq if x “ v, j P κ,
then an r-factorization of λK4m can be extended to an s-factorization of λK
4
n.
Thus, the problem of extending an r-factorization of λK4m to an s-factorization of λK
4
n is
reduced to coloring of the amalgamation F of G. Although it is much easier to color F than
to color G, it is particularly very difficult to color F when n and m are very close to each
other. The rest of the paper is devoted to a coloring of F ensuring that (8) is satisfied. As
we shall see in the next section, provided we carefully color the u3v-edges and u2v2-edges,
coloring the remaining edges of F is straightforward (see Lemma 4.1). Before we can color
the u3v-edges and u2v2-edges, we need to prove several crucial inequalities. We shall do this
in Section 6 following the coloring of the u3v-edges and u2v2-edges in Section 5.
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4. Colorings I
In this section we will show that if we can color the u3v-edges and u2v2-edges so that
certain conditions are met (see Condition (9)), then it is easy to color the uv3-edges and
v4-edges. To achieve this goal, let us introduce the following fixed parameters.$’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’%
ι1 :“ sm´ sn
2
´ rm
2
,
ι2 :“ sm´ sn
2
, if κ2 ‰ ∅,
ρ1 :“ sm
3
´ rm
3
,
ρ2 :“ sm
3
, if κ2 ‰ ∅,
ρ11 :“ sm2 ´
sn
8
´ 3rm
8
,
ρ12 :“ sm2 ´
sn
8
, if κ2 ‰ ∅.
Since by (N1), pm, r, λq and pn, s, λq are admissible, ι1 and ι2 are integers. By (N2),
s ě r ě 1, and so we have that ρ1 ě 0 and ρ2 ą 0. Observe that ι1 and ι2 are not necessarily
non-negative. In fact, ι1 ě 0 if an only if n ď p2 ´ rsqm, and ι2 ě 0 if and only if n ď 2m.
In addition, ρ1, ρ2, ρ
1
1, ρ
1
2 are not necessarily integers. It is also easy to see that ρ
1
1 ě 0 if and
only if n ď p4´ 3r
s
qm, and ρ12 ě 0 if and only if n ď 4m. By (N4), ι1 ď ρ11 ď ρ1. Finally, by
(N5) for k ą q, n ě 4m{3, so we have that ι2 ď ρ12 ď ρ2 (for k ą q).
Once we color the u3v-edges, we can introduce the following further parameters.$’’’’’’’’’&’’’’’’’’’%
ι1j :“ sm´ sn
4
´ 2multjpu3vq ´ 3rm
4
, j P κ1
ι2j :“ sm´ sn
4
´ 2multjpu3vq, j P κ2
ρ1j :“ sm
2
´ 3
2
multjpu3vq ´ rm
2
, j P κ1
ρ2j :“ sm
2
´ 3
2
multjpu3vq, j P κ2.
Since pm, r, λq and pn, s, λq are admissible, ι1j P Z for j P κ1, and ι2j P Z for j P κ2.
Observe that ρ1j (for j P κ1), and ρ2j (for j P κ2) are not necessarily integers. Moreover,
(i) for j P κ1, ρ1j ě 0 if and only if multjpu3vq ď ρ1,
(ii) for j P κ2, ρ2j ě 0 if and only if multjpu3vq ď ρ2,
(iii) for j P κ1, ι1j ě 0 if and only if multjpu3vq ď ρ11,
(iv) for j P κ2, ι2j ě 0 if and only if multjpu3vq ď ρ12,
(v) for j P κ1, ρ1j ě ι1j if and only if multjpu3vq ě ι1, and
(vi) for j P κ2, ρ2j ě ι2j if and only if multjpu3vq ě ι2.
We have summarized all the useful information about ι1, ι2, ρ1, ρ2, ρ
1
1, ρ
1
2, ι1j, ρ1j for j P κ1,
and ι2j, ρ2j for j P κ2 in Table 1.
Lemma 4.1. Suppose that the u3v-edges and u2v2-edges of F can be colored such that
(9)
#
ιi ď multjpu3vq ď ρi
ιij ď multjpu2v2q ď ρij
+
j P κi, i “ 1, 2.
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Then the remaining edges of F can be colored so that (8) holds. Accordingly, if (9) is
satisfied, then an r-factorization of λK4m can be extended to an s-factorization of λK
4
n.
Proof. Suppose that the u3v-edges and u2v2-edges of F can be colored such that (9) holds.
First, we claim that we can color the uv3-edges such that
(10) multjpuv3q “ 2ρij ´ 2multjpu2v2q j P κi, i “ 1, 2.
By (9), multjpu2v2q ď ρ1j for j P κ1, and therefore, multjpuv3q ě 0 for j P κ1. Likewise,
multjpu2v2q ď ρ2j for j P κ2, and so, multjpuv3q ě 0 for j P κ2. Moreover, 2ρij P Z for
j P κi, i “ 1, 2, and so multjpuv3q P Z for j P κ. Hence, the following confirms that the
coloring of the uv3-edges satisfying (10) is possible.ÿ
jPκmultjpuv
3q “
ÿ
jPκ1
multjpuv3q `
ÿ
jPκ2
multjpuv3q
“ qmps´ rq ´ 3
ÿ
jPκ1
multjpu3vq ´ 2
ÿ
jPκ1
multjpu2v2q
` smpk ´ qq ´ 3
ÿ
jPκ2
multjpu3vq ´ 2
ÿ
jPκ2
multjpu2v2q
“ ksm´ qrm´ 3λpn´mq
ˆ
m
3
˙
´ 2λ
ˆ
m
2
˙ˆ
n´m
2
˙
“ λm
„ˆ
n´ 1
3
˙
´
ˆ
m´ 1
3
˙
´ 3λpn´mq
ˆ
m
3
˙
´ 2λ
ˆ
m
2
˙ˆ
n´m
2
˙
“ λm
ˆ
n´m
3
˙
“ multpuv3q.
Now, we claim that we can color the v4-edges such that
(11) multjpv4q “ multjpu2v2q ´ ιij j P κi, i “ 1, 2.
By (9), multjpu2v2q ě ι1j for j P κ1, and multjpu2v2q ě ι2j for j P κ2. Therefore, multjpv4q ě 0
for j P κ. Moreover, ιij P Z for j P κi, i “ 1, 2, and so multjpv4q P Z for j P κ. The following
confirms that the coloring of the v4-edges satisfying (11) is possible.ÿ
jPκmultjpv
4q “
ÿ
jPκ1
multjpv4q `
ÿ
jPκ2
multjpv4q
“ qpsn
4
´ sm` 3rm
4
q ` pk ´ qqpsn
4
´ smq
` 2
ÿ
jPκmultjpu
3vq `
ÿ
jPκmultjpu
2v2q
“ ksn
4
´ ksm` 3qrm
4
` 2λpn´mq
ˆ
m
3
˙
` λ
ˆ
m
2
˙ˆ
n´m
2
˙
“ λ
ˆ
n
4
˙
´ λm
ˆ
n´ 1
3
˙
` 3λ
ˆ
m
4
˙
` 2λpn´mq
ˆ
m
3
˙
` λ
ˆ
m
2
˙ˆ
n´m
2
˙
“ λ
ˆ
n
4
˙
´ λm
ˆ
n´ 1
3
˙
` 3λ
ˆ
m
4
˙
` λm
„ˆ
n´ 1
3
˙
´
ˆ
m´ 1
3
˙
´ λ
ˆ
n
4
˙
` λ
ˆ
m
4
˙
` λ
ˆ
n´m
4
˙
“ λ
ˆ
n´m
4
˙
“ multpv4q.
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Finally, we prove that our coloring satisfies (8). For j P κ,
degjpxq “
#
3multjpu3vq ` 2multjpu2v2q `multjpuv3q if x “ u
multjpu3vq ` 2multjpu2v2q ` 3multjpuv3q ` 4multjpv4q if x “ v
“
#
3multjpu3vq ` 2ρij if x “ u, j P κi, i “ 1, 2
multjpu3vq ` 6ρij ´ 4ιij if x “ v, j P κi, i “ 1, 2
“
$’&’%
#
mps´ rq for j P κ1
sm for j P κ2 if x “ u
spn´mq if x “ v.

5. Colorings II
In this section we show that we can color the u3v-edges and u2v2-edges of F such that (9)
holds. Since we will frequently deal with u3v-edges and u2v2-edges, let us make the following
abbreviation. $’’’’’’’’&’’’’’’’’%
e :“ λpn´mq
ˆ
m
3
˙
,
f :“ λ
ˆ
m
2
˙ˆ
n´m
2
˙
,
ej :“ multjpu3vq, for j P κ,
fj :“ multjpu2v2q, for j P κ.
The following simple lemma will be quite useful.
Lemma 5.1. Let c, k P N and S “ t1, . . . , ku. Let ai P Z, bi P R with bi ě 0, ai ď bi for
i P S. Moreover, suppose that ai ě 0 for i P I Ď S, and ai ă 0 for i P SzI. Consider the
following system.
(12)
$’&’%
ÿ
iPκ xi “ c,
ai ď xi ď bi, i P S,
xi P NY t0u, i P S.
Then (12) has a solution if and only ifÿ
iPI ai ď c ď
ÿ
iPStbiu.
Proof. First, suppose that (12) has a solution px1˚ , . . . , xk˚q. Since ai ď xi˚ ď bi for i P S and
xis are non-negative integers, we have ai ď xi˚ ď tbiu for i P I, and 0 ď xi˚ ď tbiu for i P SzI.
Combining this with
ř
iPS xi˚ “ c we haveÿ
iPI ai ď c ď
ÿ
iPStbiu.
Conversely, suppose that
ř
iPI ai ď c ď
ř
iPStbiu. Let xi˚ “ ai for i P I, and xi˚ “ 0 for
i P SzI. Clearly, (i) xi˚ P N Y t0u for i P S. Since by our hypothesis, ai ď bi for i P S,
we have that (ii) ai ď xi˚ ď bi for i P S. At this point,
ř
iPS xi˚ “
ř
iPI ai ď c, but since
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c ď řiPStbiu, we can increase the value of xi˚ s without violating conditions (i) and (ii) so
that their sum is exactly c. 
By Lemma 4.1, if we show that the following system has a solution, then we are done.$’’’’’’’’’’&’’’’’’’’’’%
ÿ
jPκ ej “ e,ÿ
jPκ fj “ f,
ι1 ď ej ď ρ1, j P κ1,
ι2 ď ej ď ρ2, j P κ2,
ι1j ď fj ď ρ1j, j P κ1,
ι2j ď fj ď ρ2j, j P κ2.
(13)
By Lemma 5.1, this system has a solution if and only ifÿ
jPκ1,ι1ě0
ι1 `
ÿ
jPκ2,ι2ě0
ι2ď e ď qtρ1u `pk ´ qqtρ2u,(14) ÿ
jPJ1
ι1j `
ÿ
jPJ2
ι2j ď f ď
ÿ
jPκ1
tρ1ju`
ÿ
jPκ2
tρ2ju,(15)
where for i “ 1, 2,
Ji :“ tj P κi | ιij ě 0u “ tj P κi | ej ď ρ1iu.
Since ι2 ą ι1, either ι2 ą ι1 ě 0, or ι2 ě 0 ě ι1, or 0 ě ι2 ą ι1. Thus,
ÿ
jPκ1,ι1ě0
ι1 `
ÿ
jPκ2,ι2ě0
ι2 “
$’&’%
pk ´ qqι2 ` qι1 if ι2 ą ι1 ě 0,
pk ´ qqι2 if ι2 ě 0 ě ι1,
0 if 0 ě ι2 ą ι1.
But by Lemma 6.1 and (N6)
e ě
$’&’%
pk ´ qqι2 ` qι1 if ι2 ą ι1 ě 0,
pk ´ qqι2 if ι2 ě 0 ě ι1,
0 if 0 ě ι2 ą ι1.
Again, by Lemma 6.1,
e ď qtρ1u` pk ´ qqtρ2u.
So that settles (14). Unfortunately, (15) depends on (14), so we cannot necessarily go on to
show that (15) is satisfied. The following example illustrates this issue.
Example 5.2. Let m “ 6, r “ 2, n “ 9, s “ 4, λ “ 1. It is easy to verify that conditions
(1)–(4) of Theorem 1.1 are satisfied, and that q “ 5, k “ 14, e “ 60, f “ 45, ι1 “ 0, ρ1 “
4, ι2 “ 6, ρ2 “ 8. Clearly, e1 “ 4, e2 “ e3 “ e4 “ e5 “ 0, e6 “ 8, e7 “ e8 “ e9 “ e10 “ e11 “
e12 “ e13 “ e14 “ 6 is a solution to$’’&’’%
ÿ14
j“1 ej “ 60,
0 ď ej ď 4, j “ 1, . . . , 5,
6 ď ej ď 8, j “ 6, . . . , 14.
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For j “ 1, . . . , 5, ι1j “ 6 ´ 2ej, ρ1j “ 6 ´ 3ej{2, and for j “ 6, . . . , 14, ι2j “ 15 ´ 2ej, ρ2j “
12 ´ 3ej{2. Therefore, ι11 “ ´2, ρ11 “ 0, and ι1j “ ρ1j “ 6 for j “ 2, . . . , 5. Moreover,
ι26 “ ´1, ρ26 “ 0, and ι2j “ ρ2j “ 3 for j “ 7, . . . , 14. The following system has no solution.$’’’’’’’&’’’’’’’%
ÿ14
j“1fj “ 45,
´2 ďf1 ď 0,
6 ďfj ď 6, j “ 2, . . . , 5,
´1 ďf6 ď 0,
3 ďfj ď 3, j “ 7, . . . , 14.
This is because only one choice of fis, namely f1 “ 0, f2 “ f3 “ f4 “ f5 “ 6, f6 “ 0, f7 “
f8 “ f9 “ f10 “ f11 “ f12 “ f13 “ f14 “ 3, satisfies the inequalities in the system, butř14
j“1 fj “ 48 ‰ 45.
Since ρ12 ą ρ11, either ρ12 ą ρ11 ě 0, or ρ12 ě 0 ě ρ11, or 0 ě ρ12 ą ρ11. To solve (13), there are
six cases to consider (see Table 2).
5.1. ι1 ă ι2 ď 0, ρ11 ă ρ12 ă 0. First, we color the u3v-edges so that"
ι1 ď ρ11 ă 0 ď ej ď ρ1 if j P κ1,
ι2 ď ρ12 ă 0 ď ej ď ρ2 if j P κ2.
By Lemma 6.1, e ď qtρ1u` pk ´ qqtρ2u, so this is possible. Then, we color the u2v2-edges so
that "
ι1j ď 0 ď fj ď ρ1j if j P κ1,
ι2j ď 0 ď fj ď ρ2j if j P κ2.
By Lemma 6.5, f ď řjPκ1tρ1ju`řjPκ2tρ2ju, so this is also possible.
5.2. 0 ď ι1 ă ι2,0 ď ρ11 ă ρ12. First, we color the u3v-edges so that"
0 ď ι1 ď ej ď ρ11 ď ρ1 if j P κ1,
0 ď ι2 ď ej ď ρ12 ď ρ2 if j P κ2.
By Lemmas 6.1 and 6.3, qι1 ` pk ´ qqι2 ď e ď qtρ11u` pk ´ qqtρ12u, so this is possible. Then,
we color the u2v2-edges so that"
0 ď ι1j ď fj ď ρ1j if j P κ1,
0 ď ι2j ď fj ď ρ2j if j P κ2.
By Lemmas 6.4 and 6.5,
ř
jPκ1 ι1j `
ř
jPκ2 ι2j ď f ď
ř
jPκ1tρ1ju `
ř
jPκ2tρ2ju, so this is also
possible.
5.3. ι1 ă 0 ď ι2,0 ď ρ11 ă ρ12. First, we color the u3v-edges so that"
ι1 ă 0 ď ej ď ρ11 ď ρ1 if j P κ1,
0 ď ι2 ď ej ď ρ12 ď ρ2 if j P κ2.
By (N6) and Lemma 6.3, pk ´ qqι2 ď e ď qtρ11u ` pk ´ qqtρ12u, so this is possible. Then, we
color the u2v2-edges so that "
0 ď ι1j ď fj ď ρ1j if j P κ1,
0 ď ι2j ď fj ď ρ2j if j P κ2.
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ι1 “ sm´ sn
2
´ rm
2
ι2 “ sm´ sn
2
if κ2 ‰ H
ρ1 “ sm
3
´ rm
3
ρ2 “ sm
3
if κ2 ‰ H
ρ11 “ sm2 ´
sn
8
´ 3rm
8
ρ12 “ sm2 ´
sn
8
if κ2 ‰ H
ι1j “ sm´ sn
4
´ 2multjpu3vq ´ 3rm
4
if j P κ1
ι2j “ sm´ sn
4
´ 2multjpu3vq if j P κ2
ρ1j “ sm
2
´ 3
2
multjpu3vq ´ rm
2
if j P κ1
ρ2j “ sm
2
´ 3
2
multjpu3vq if j P κ2
ι1, ι2, ι1j, ι2j P Z
ρ1, ρ2, ρ
1
1, ρ
1
2, ρ1j, ρ2j P R
ι2 ą ι1
ρ2 ą ρ1 ě 0
ρ12 ą ρ11
ι1 ď ρ11 ď ρ1
ι2 ď ρ12 ď ρ2 if κ2 ‰ H
ρ1 “ 0, ρ11 ă 0 if r “ s
ι1j ă 0, ρ1j “ 0 if r “ s
ι1 ě 0 ðñ n ď p2´ r
s
qm
ι2 ě 0 ðñ n ď 2m
ρ11 ě 0 ðñ n ď p4´ 3rs qm
ρ12 ě 0 ðñ n ď 4m
ι1j ě 0 ðñ multjpu3vq ď ρ11 if j P κ1
ι2j ě 0 ðñ multjpu3vq ď ρ12 if j P κ2
ρ1j ě 0 ðñ multjpu3vq ď ρ1 if j P κ1
ρ2j ě 0 ðñ multjpu3vq ď ρ2 if j P κ2
ρ1j ě ι1j ðñ multjpu3vq ě ι1 if j P κ1
ρ2j ě ι2j ðñ multjpu3vq ě ι2 if j P κ1
Table 1.
By Lemmas 6.4 and 6.5,
ř
jPκ1 ι1j `
ř
jPκ2 ι2j ď f ď
ř
jPκ1tρ1ju `
ř
jPκ2tρ2ju, so this is also
possible.
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ι1 ă ι2 ď 0, ρ11 ă ρ12 ă 0 n ą 4m
0 ď ι1 ă ι2, 0 ď ρ11 ă ρ12 n ď p2´ r{sqm
ι1 ă 0 ď ι2, 0 ď ρ11 ă ρ12 p2´ r{sqm ă n ď mint2m, p4´ 3r{sqmu
ι1 ă 0 ă ι2, ρ11 ă 0 ď ρ12 p4´ 3r{sqm ă n ă 2m, s ă 3r{2
ι1 ă ι2 ă 0, 0 ď ρ11 ă ρ12 2m ă n ď p4´ 3r{sqm, s ą 3r{2
ι1 ă ι2 ď 0, ρ11 ă 0 ď ρ12 maxt2m, p4´ 3r{sqmu ă n ď 4m
Table 2.
5.4. ι1 ă 0 ă ι2, ρ11 ă 0 ď ρ12. First, we color the u3v-edges so that#
ι1 ď ρ11 ă 0 “ ej ď ρ1 if j P κ1,
0 ă ι2 ď ej ď ρ12 ď ρ2 if j P κ2.
By (N6) and Lemma 6.3, pk´ qqι2 ď e ď pk´ qq tρ12u, so this is possible. Then, we color the
u2v2-edges so that "
ι1j ď 0 ď fj ď ρ1j if j P κ1,
0 ď ι2j ď fj ď ρ2j if j P κ2.
By Lemmas 6.4 and 6.5,
ř
jPκ2 ι2j ď f ď
ř
jPκ1tρ1ju`
ř
jPκ2tρ2ju, so this is also possible.
5.5. ι1 ă ι2 ă 0,0 ď ρ11 ă ρ12. First, we show that for i “ 1, 2, rρ1is ď ρi. Since pm, r, λq andpn, s, λq are admissible, we have rρ1is ď ρ1i`1{2 for i “ 1, 2. Moreover, m ě 4, s ě r3r{2s ě 2,
and n ě 2m. Therefore,
24pρi ´ rρ1isq ě 24pρi ´ ρ1i ´ 1{2q
“
"
3sn´ 4sm` rm´ 12 if i “ 1,
3sn´ 4sm´ 12 if i “ 2.
ě 3sn´ 4sm´ 12
ě 2sm´ 12 ą 0.
There are three cases to consider.
(i) e ď q tρ11u` pk ´ qq tρ12u: First, we color the u3v-edges so that"
ι1 ă 0 ď ej ď ρ11 ď ρ1 if j P κ1,
ι2 ă 0 ď ej ď ρ12 ď ρ2 if j P κ2.
By our hypothesis, e ď qtρ11u ` pk ´ qqtρ12u, so this is possible. Then, we color the
u2v2-edges so that "
0 ď ι1j ď fj ď ρ1j if j P κ1,
0 ď ι2j ď fj ď ρ2j if j P κ2.
By Lemmas 6.4 and 6.5,
ř
jPκ1 ι1j `
ř
jPκ2 ι2j ď f ď
ř
jPκ1tρ1ju `
ř
jPκ2tρ2ju, so this
is also possible.
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(ii) e ě q rρ11s` pk ´ qq rρ12s: First, we color the u3v-edges so that"
ι1 ă 0 ď ρ11 ď ej ď ρ1 if j P κ1,
ι2 ă 0 ď ρ12 ď ej ď ρ2 if j P κ2.
By our hypothesis and Lemma 6.1, q rρ11s` pk ´ qq rρ12s ď e ď qtρ1u` pk ´ qqtρ2u, so
this is possible. Then, we color the u2v2-edges so that"
ι1j ď 0 ď fj ď ρ1j if j P κ1,
ι2j ď 0 ď fj ď ρ2j if j P κ2.
By Lemma 6.5, f ď řjPκ1tρ1ju`řjPκ2tρ2ju, so this is also possible.
(iii) q tρ11u` pk´ qq tρ12u ă e ă q rρ11s` pk´ qq rρ12s: Observe that at most one of ρ11 and ρ12
is an integer. We color the u3v-edges so that"
ι1 ă 0 ď tρ11u ď ej ď rρ11s ď ρ1 if j P κ1,
ι2 ă 0 ď tρ12u ď ej ď rρ12s ď ρ2 if j P κ2.
By our hypothesis, q tρ11u` pk ´ qq tρ12u ă e ă q rρ11s` pk ´ qq rρ12s, so this is possible.
Since
ιij “ 2pρ1i ´ ejq P t´1, 0, 1u for i “ 1, 2, j P κi,
we have
(16)
ÿ
jPJ1
ι1j `
ÿ
jPJ2
ι2j ď k.
Now, we color the u2v2-edges so that"
ι1j ď fj ď ρ1j if j P κ1,
ι2j ď fj ď ρ2j if j P κ2.
By (16), and Lemmas 6.5 and 6.6,ÿ
jPJ1
ι1j `
ÿ
jPJ2
ι2j ď k ď f ď
ÿ
jPκ1
tρ1ju`
ÿ
jPκ2
tρ2ju,
so coloring the u2v2-edges is also possible.
5.6. ι1 ă ι2 ď 0, ρ11 ă 0 ď ρ12. First, we show that rρ12s ď ρ2. We have
z :“ 24pρ2 ´ rρ12sq “ 24pρ2 ´ ρ12 ´ 1{2q “ 3sn´ 4sm´ 12
Since n ě maxt2m, p4´ 3r{sqmu, we have
n ě
#
2m if s ă 3r{2,
p4´ 3r{sqm if s ě 3r{2.
Recall that if m “ 4, then r ě 2. If m “ 5, then since pm, r, λq is admissible, we have r ě 4.
Therefore, if n ě 2m, then z ě 2sm´ 12 ě 0. If n ě p4´ 3r{sqm and s ě 3r{2, then
z ě 3s`p4´ 3r{sqm˘´ 4sm´ 12
“ mp8s´ 9rq ´ 12
ě mp12r ´ 9rq ´ 12
ě 3rm´ 12 ě 0.
There are three cases to consider.
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(i) e ď pk ´ qq tρ12u: First, we color the u3v-edges so that#
ι1 ď ρ11 ă 0 “ ej ď ρ1 if j P κ1,
ι2 ď 0 ď ej ď ρ12 ď ρ2 if j P κ2.
This is possible by our hypothesis. Then, we color the u2v2-edges so that"
ι1j ď 0 ď fj ď ρ1j if j P κ1,
0 ď ι2j ď fj ď ρ2j if j P κ2.
By Lemmas 6.4 and 6.5,
ř
jPκ2 ι2j ď f ď
ř
jPκ1tρ1ju `
ř
jPκ2tρ2ju, so this is also
possible.
(ii) e ě pk ´ qq rρ12s: We color the u3v-edges such that"
ι1 ď ρ11 ă 0 ď ej ď ρ1 if j P κ1,
ι2 ď 0 ď ρ12 ď ej ď ρ2 if j P κ2.
By our hypothesis and Lemma 6.1, pk ´ qq rρ12s ď e ď q tρ1u ` pk ´ qq tρ2u, so this is
possible. Then, we color the u2v2-edges so that"
ι1j ď 0 ď fj ď ρ1j if j P κ1,
ι2j ď 0 ď fj ď ρ2j if j P κ2.
By Lemma 6.5, f ď řjPκ1tρ1ju`řjPκ2tρ2ju, so this is also possible.
(iii) pk´qq tρ12u ă e ă pk´qq rρ12s: Observe that ρ12 R N. We color the u3v-edges such that#
ι1 ď ρ11 ă 0 “ ej ď ρ1 if j P κ1,
ι2 ď 0 ď tρ12u ď ej ď rρ12s ď ρ2 if j P κ2.
By our hypothesis, pk ´ qq tρ12u ă e ă pk ´ qq rρ12s, so this is possible. Since
ι2j “ 2pρ12 ´ ejq P t´1, 1u for j P κ2,
we have
(17)
ÿ
jPJ2
ι2j ď k ´ q.
Now, we color the u2v2-edges so that"
ι1j ď 0 ď fj ď ρ1j if j P κ1,
ι2j ď fj ď ρ2j if j P κ2.
By (17), Lemmas 6.5 and 6.6,ÿ
jPκ2
ι2j ď k ´ q ă k ď f ď
ÿ
jPκ1
tρ1ju`
ÿ
jPκ2
tρ2ju,
so coloring the u2v2-edges is also possible.
6. Inequalities
Before we can color the u3v-edges and u2v2-edges of F , we need to establish several impor-
tant inequalities. Most of these multivariate inequalities have been reduced to two-variable
inequalities and then have been verified by the computer algebra system Mathematica. Since
a central part of our argument relies on these inequalities, we shall provide detailed proofs
here. A reader is welcome to skip this section in the first reading.
For x P R, fracpxq denotes the fractional part of x which is x´ txu.
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Lemma 6.1.
qι1 ` pk ´ qqι2 ď e ď qtρ1u` pk ´ qqtρ2u.
Proof. The following proves the left-hand side inequality.
qι1 ` pk ´ qqι2 “ ksm´ ksn
2
´ qrm
2
“ λ`m´ n
2
˘ˆn´ 1
3
˙
´ λm
2
ˆ
m´ 1
3
˙
“ λm
ˆ
n´ 1
3
˙
´ 2λ
ˆ
n
4
˙
´ 2λ
ˆ
m
4
˙
“ λpn´mq
ˆ
m
3
˙
´ λ
2
ˆ
n´m
3
˙
pn`m´ 3q
ă λpn´mq
ˆ
m
3
˙
.
Since
3qtρ1u` 3pk ´ qqtρ2u “ 3qρ1 ` 3pk ´ qqρ2 ´ 3q fracpρ1q ´ 3pk ´ qq fracpρ2q
“ mpks´ qrq ´ 3q fracpρ1q ´ 3pk ´ qq fracpρ2q
“ λm
„ˆ
n´ 1
3
˙
´
ˆ
m´ 1
3
˙
´ 3q fracpρ1q ´ 3pk ´ qq fracpρ2q,
the right hand side inequality is equivalent to
λm
ˆ
n´m
3
˙
` 2λ
ˆ
m
2
˙ˆ
n´m
2
˙
ě 3q fracpρ1q ` 3pk ´ qq fracpρ2q.
There are three cases to consider.
(a) k ą q, s ą r: In this case s ě 2, n ě 4m{3. Since fracpρiq P t0, 1{3, 2{3u (for i “ 1, 2),
we have 3q fracpρ1q ` 3pk ´ qq fracpρ2q ď 2k ď λ
`
n´1
3
˘
. Therefore,
α :“ 6
λ
„
λm
ˆ
n´m
3
˙
` 2λ
ˆ
m
2
˙ˆ
n´m
2
˙
´ 3q fracpρ1q ´ 3pk ´ qq fracpρ2q

ě 6m
ˆ
n´m
3
˙
` 12
ˆ
m
2
˙ˆ
n´m
2
˙
´ 6
ˆ
n´ 1
3
˙
“ pm´ 1q `n3 ´ 6n2 ` p´3m2 ` 6m` 11qn` 2m3 ´m2 ´ 6m´ 6˘ .
Let fpnq “ n3 ´ 6n2 ` p´3m2 ` 6m ` 11qn ` 2m3 ´ m2 ´ 6m ´ 6, and gpmq “
10m3 ´ 99m2 ` 234m ´ 162. Since gp7q “ 55 ą 0, g1p7q “ 318 ą 0, g2p7q “ 222 ą 0,
we have that gpmq ą 0 for m ě 7, and so, fp4m{3q “ gpmq{27 ą 0 for m ě 7.
Moreover, f 1p4m{3q “ p7m2 ´ 30m ` 33q{3 ą 0 and f2p4m{3q “ 8m ´ 12 ą 0 for
m ě 7. We conclude that fpnq ě 0 for n ě 4m{3 and m ě 7. Thus, α ě 0 for
m ě 7, n ě 4m{3.
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Recall that if m “ 4, then r ě 2. For m “ 5, 6, since pm, r, λq is admissible, we
have 4 | rm. Consequently, for m “ 4, 5, 6, s ą r ě 2. We have
α ě 6m
ˆ
n´m
3
˙
` 12
ˆ
m
2
˙ˆ
n´m
2
˙
´ 4
ˆ
n´ 1
3
˙
“
$’&’%
1
3
p10n3 ´ 60n2 ´ 106n` 732q if m “ 4,
1
3
p13n3 ´ 78n2 ´ 397n` 2262q if m “ 5,
8
3
p2n3 ´ 12n2 ´ 113n` 663q if m “ 6.
If hpnq “ 10n3 ´ 60n2 ´ 106n` 732, kpnq “ 13n3 ´ 78n2 ´ 397n` 2262, and `pnq “
2n3´12n2´113n`663, then hp6q “ 96 ą 0, h1p6q “ 254 ą 0, h2p6q “ 240 ą 0, kp7q “
120 ą 0, k1p7q “ 422 ą 0, k2p7q “ 390 ą 0, `p8q “ 15 ą 0, `1p8q “ 79 ą 0, `2p8q “
72 ą 0. We conclude that kpnq ě 0 for n ě 7 and `pnq ě 0 for n ě 8. Thus, α ě 0
for m “ 4, n ě 6, m “ 5, n ě 7 and m “ 6, n ě 8.
(b) r “ s: In this case n ě 2m, ρ1 “ 0. We have 3q fracpρ1q`3pk´qq fracpρ2q ď 2pk´qq ď
2λ
“`
n´1
3
˘´ `m´1
3
˘‰
. Therefore,
6
λ
ˆ
λm
ˆ
n´m
3
˙
` 2λ
ˆ
m
2
˙ˆ
n´m
2
˙
´ 3q fracpρ1q ´ 3pk ´ qq fracpρ2q
˙
ě 6m
ˆ
n´m
3
˙
` 12
ˆ
m
2
˙ˆ
n´m
2
˙
´ 12
ˆ
n´ 1
3
˙
` 12
ˆ
m´ 1
3
˙
“ pm´ 2qpn´mqpn2 `mn´ 6n´ 2m2 ´ 3m` 11q
ą npn´ 6q ´ 3m` 11`mpn´ 2mq
ě 4n´ 3m` 11 ą 0.
(c) k “ q: Since 3q fracpρ1q ` 3pk ´ qq fracpρ2q “ 3q fracpρ1q P t0, q, 2qu, we have
λm
ˆ
n´m
3
˙
` 2λ
ˆ
m
2
˙ˆ
n´m
2
˙
ě
$’&’%
0 if mps´ rq ” 0 pmod 3q,
q if mps´ rq ” 1 pmod 3q,
2q if mps´ rq ” 2 pmod 3q,
where the case mps ´ rq ” 0 pmod 3q is trivial, and the remaining two cases are
implied by (N8).

Lemma 6.2. If s ă 3r{2, then k ą q.
Proof. Suppose on the contrary that k “ q, which implies s “ r`n´1
3
˘{`m´1
3
˘
. Since s ă 3r{2,
we have 2
`
n´1
3
˘ ă 3`m´1
3
˘
, or equivalently, 2pn´ 1qpn´ 2qpn´ 3q ă 3pm´ 1qpm´ 2qpm´ 3q.
Because n ě 4m{3, we have
2pn´ 1qpn´ 2qpn´ 3q ´ 3pm´ 1qpm´ 2qpm´ 3q
ě 1
9
p32m2 ´ 72m` 36qp4m{3´ 3q ´ p3m2 ´ 9m` 6qpm´ 3q
ě 0,
which is a contradiction. 
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Lemma 6.3.
e ď
#
qtρ11u` pk ´ qqtρ12u if ι2 ě 0, ρ11 ě 0,
pk ´ qq tρ12u if ι2 ą 0, ρ11 ă 0.
Proof. First, let us assume that ι2 ě 0, ρ11 ě 0. In this case, n ď 2m. If n ă 2m, then s ą r,
and so s ě 2. Since fracpρ1iq P t0, 1{2u (for i “ 1, 2), we have q fracpρ11q ` pk ´ qq fracpρ12q ď
k{2 ď λ`n´1
3
˘{4. We have
2q tρ11u` 2pk ´ qq tρ12u “ 2qρ11 ` 2pk ´ qqρ12 ´ 2q fracpρ11q ´ 2pk ´ qq fracpρ12q
“ ksm´ 3qrm
4
´ ksn
4
´ 2q fracpρ11q ´ 2pk ´ qq fracpρ12q
“ λm
ˆ
n´ 1
3
˙
´ 3λ
ˆ
m
4
˙
´ λ
ˆ
n
4
˙
´ 2q fracpρ11q ´ 2pk ´ qq fracpρ12q
ě λm
ˆ
n´ 1
3
˙
´ 3λ
ˆ
m
4
˙
´ λ
ˆ
n
4
˙
´ λ
2
ˆ
n´ 1
3
˙
,
and hence, to prove the first inequality, it suffices to show that
λm
ˆ
n´ 1
3
˙
´ 3λ
ˆ
m
4
˙
´ λ
ˆ
n
4
˙
´ λ
2
ˆ
n´ 1
3
˙
ě 2λpn´mq
ˆ
m
3
˙
.
Therefore,
α :“ 12
λ
„
λm
ˆ
n´ 1
3
˙
´ 3λ
ˆ
m
4
˙
´ λ
ˆ
n
4
˙
´ λ
2
ˆ
n´ 1
3
˙
´ 2λpn´mq
ˆ
m
3
˙
“ 12m
ˆ
n´ 1
3
˙
´ 36
ˆ
m
4
˙
´ 12
ˆ
n
4
˙
´ 24pn´mq
ˆ
m
3
˙
´ 6
ˆ
n´ 1
3
˙
“ 12
ˆ
m
2
˙ˆ
n´m
2
˙
´ 6
ˆ
m´ 1
3
˙
´ 6pn´mq
ˆ
m´ 1
2
˙
´ 6pm´ 1q
ˆ
n´m
2
˙
´ 6
ˆ
n´m
3
˙
´ 12
ˆ
n´m
4
˙
“ A`B ` C `D,
where A “ 2`m
2
˘`
n´m
2
˘´ 2`n´m
2
˘`
n´m´2
2
˘
, B “ 2`m
2
˘`
n´m
2
˘´ 6pm´ 1q`n´m
2
˘
, C “ `m
2
˘`
n´m
2
˘´
2pn´m´ 2q`n´m
2
˘
, and D “ 7`m
2
˘`
n´m
2
˘´ 6pn´mq`m´1
2
˘´ 6`m´1
3
˘
.
Now, suppose that m ě 10. Since n ě 4m{3, we have n ´m ě m{3 ě 4. Since n ď 2m,
we have
`
m
2
˘ ě `n´m
2
˘
, and so A ě 0. Since m ě 6, we have 4`m
2
˘ ě 12pm ´ 1q, and hence,
B ě 0. Moreover, n ď 2m implies that `m
2
˘ ě 2pn ´ m ´ 2q, which means that C ě 0.
Finally,
D “ 1
2
pm´ 1q `7mn2 ` p´14m2 ´ 19m` 24qn` 7m3 ` 15m2 ´ 4m´ 24˘ .
Let fpnq “ 7mn2 ` p´14m2 ´ 19m ` 24qn ` 7m3 ` 15m2 ´ 4m ´ 24 and gpmq “ 7m3 ´
93m2 ` 252m ´ 216. Since gp10q “ 4 ą 0, g1p10q “ 492 ą 0, and g2p10q “ 234 ą 0, we have
fp4m{3q “ gpmq{9 ě 0, for m ě 10. Moreover, f 1p4m{3q “ 1
3
p14m2 ´ 57m ` 72q ě 0, for
m ě 10. Therefore, D ě 0, for m ě 10, which implies that α ě 0 for m ě 10.
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For m “ 7, 8, 9, we have α ě 24m`n´1
3
˘´ 72`m
4
˘´ 24`n
4
˘´ 48pn´mq`m
3
˘´ 12`n´1
3
˘
, which
is nonnegative for 4m{3 ď n ď 2m.
For m “ 4, we have s ě 3. For m “ 5, 6, since pm, r, λq is admissible, we have 4 | rm.
Consequently, r ě 2 and so s ě 3. Hence, we have α ě 24m`n´1
3
˘´ 72`m
4
˘´ 24`n
4
˘´ 48pn´
mq`m
3
˘´ 8`n´1
3
˘
, which is nonnegative for m “ 4, 5, 6, 4m{3 ď n ď 2m.
If n “ 2m, then q fracpρ11q`pk´ qq fracpρ12q ď k{2 ď λ
`
n´1
3
˘{2. Therefore, we need to show
that
λm
ˆ
2m´ 1
3
˙
´ 3λ
ˆ
m
4
˙
´ λ
ˆ
2m
4
˙
´ λ
ˆ
2m´ 1
3
˙
ě 2λp2m´mq
ˆ
m
3
˙
,
which can be simplified as the inequality p5m´3qpm´1qpm´2qpm´4q{24 ě 0, which holds
for m ě 4.
Now, let us assume that ι2 ě 0, ρ11 ď 0. In this case, r ă s ă 3r{2, and p4 ´ 3r{sqm ă
n ă 2m. Therefore, s ě 4, and s{r ă 3m{p4m ´ nq. It is also clear that r ď λ`m´1
3
˘
. Since
fracpρ12q P t0, 1{2u, we have
8pk ´ qq fracpρ12q ď 4λs
ˆ
n´ 1
3
˙
´ 4λ
r
ˆ
m´ 1
3
˙
ď λ
ˆ
n´ 1
3
˙
´ 4.
Therefore,
8pk ´ qq tρ12u “ 8pk ´ qqρ12 ´ 8pk ´ qq fracpρ12q
“ 4ksm´ ksn´ 4qsm` qsn´ 8pk ´ qq fracpρ12q
“ p4m´ nqpks´ qsq ´ 8pk ´ qq fracpρ12q
“ λp4m´ nq
„ˆ
n´ 1
3
˙
´ s
r
ˆ
m´ 1
3
˙
´ 8pk ´ qq fracpρ12q
ě λp4m´ nq
„ˆ
n´ 1
3
˙
´ s
r
ˆ
m´ 1
3
˙
´ λ
ˆ
n´ 1
3
˙
` 4.
Therefore, it suffices to show that
λp4m´ nq
„ˆ
n´ 1
3
˙
´ s
r
ˆ
m´ 1
3
˙
´ λ
ˆ
n´ 1
3
˙
` 4 ě 8λpn´mq
ˆ
m
3
˙
.
Hence,
α :“ p4m´ nq
„ˆ
n´ 1
3
˙
´ s
r
ˆ
m´ 1
3
˙
´ 8pn´mq
ˆ
m
3
˙
´
ˆ
n´ 1
3
˙
` 4{λ
ě p4m´ nq
ˆ
n´ 1
3
˙
´ 3m
ˆ
m´ 1
3
˙
´ 8pn´mq
ˆ
m
3
˙
´
ˆ
n´ 1
3
˙
ě 4
ˆ
m
2
˙ˆ
n´m
2
˙
´ pn´mq
ˆ
m´ 1
2
˙
´ 4
ˆ
n´m
4
˙
´
ˆ
m´ 1
3
˙
´ pm´ 1q
ˆ
n´m
2
˙
´
ˆ
n´m
3
˙
“ A`B,
where A “ 3`m
2
˘`
n´m
2
˘ ´ pn ´ mq`m´1
2
˘
and B “ `m
2
˘`
n´m
2
˘ ´ 4`n´m
4
˘ ´ `m´1
3
˘ ´ pm ´
1q`n´m
2
˘ ´ `n´m
3
˘
. Since 3
`
n´m
2
˘ ě n ´ m and `m
2
˘ ě `m´1
2
˘
, A is non-negative. We
have B “ `m´1
2
˘ “
3
`
n´m
2
˘´m` 3‰ {3 ´ `n´m
2
˘`
n´m´1
2
˘{3. Since n ď 2m ´ 1, we have
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m´1
2
˘ ě `n´m
2
˘
. So, it is enough to show that 3
`
n´m
2
˘ ´ m ` 3 ě `n´m´1
2
˘
, or equiv-
alently, n2 ´ 2mn ` m2 ´ m ` 2 ě 0. Let fpnq “ n2 ´ 2mn ` m2 ´ m ` 2. Since
fp4m{3q “ pm ´ 3qpm ´ 6q{9 ě 0 and f 1p4m{3q “ 2m{3 ě for m ě 6, we have B ě 0,
for m ě 6. For m “ 4, 5, we have
α ě p4m´ nq
ˆ
n´ 1
3
˙
´ 3m
ˆ
m´ 1
3
˙
´ 8pn´mq
ˆ
m
3
˙
´
ˆ
n´ 1
3
˙
,
which is nonnegative for m “ 4, 5 and 4m{3 ď n ď 2m´ 1.

Lemma 6.4. If all the u3v-edges are colored, then
f ě
#ř
jPκ1 ι1j `
ř
jPκ2 ι2jř
jPκ2 ι2j if ej “ 0 for j P κ1.
Proof. We have
λ
ˆ
m
2
˙ˆ
n´m
2
˙
´
ÿ
jPκ1
ι1j ´
ÿ
jPκ2
ι2j
“ λ
ˆ
m
2
˙ˆ
n´m
2
˙
´ kpsm´ sn
4
q ` q3rm
4
` 2λpn´mq
ˆ
m
3
˙
“ λ
ˆ
m
2
˙ˆ
n´m
2
˙
´ λm
ˆ
n´ 1
3
˙
` λ
ˆ
n
4
˙
` 3λ
ˆ
m
4
˙
` 2λpn´mq
ˆ
m
3
˙
“ λ
ˆ
n´m
4
˙
ě 0.
Now suppose that ej “ 0 for j P κ1. We have
λ
ˆ
m
2
˙ˆ
n´m
2
˙
´
ÿ
jPκ2
ι2j
“ λ
ˆ
m
2
˙ˆ
n´m
2
˙
´ pk ´ qqpsm´ sn
4
q ` 2
ÿ
jPκ2
ej
“ λ
ˆ
m
2
˙ˆ
n´m
2
˙
` 2λpn´mq
ˆ
m
3
˙
´ pk ´ qqpsm´ sn
4
q ě 0,
where the last inequality holds by (N7). 
Lemma 6.5. We can color the u3v-edges so that
f ď
ÿ
jPκ1
tρ1ju`
ÿ
jPκ2
tρ2ju .
Proof. We prove something stronger. We show that in most cases as long as all the u3v-edges
are colored, the above inequality holds. In the remaining few cases, we color the u3v-edges
carefully ensuring that certain conditions are met (see Table 3). Since pm, r, λq is admissible,
4 | rm. Therefore,
fracpρijq “
$&% 0 if sm`multjpu
3vq ” 0 pmod 2q
1
2
if sm`multjpu3vq ” 1 pmod 2q
,.- j P κi, i “ 1, 2.
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Let β “ řjPκ1 fracpρ1jq `řjPκ2 fracpρ2jq. Then
2β “ |tj P κ : sm`multjpu3vq ” 1 pmod 2qu| ď k
We have
2
ÿ
jPκ1
tρ1ju` 2
ÿ
jPκ2
tρ2ju´ 2λ
ˆ
m
2
˙ˆ
n´m
2
˙
“ 2
ÿ
jPκ1
ρ1j ` 2
ÿ
jPκ2
ρ2j ´ 2λ
ˆ
m
2
˙ˆ
n´m
2
˙
´ 2β
“ qmps´ rq ` pk ´ qqsm´ 3λpn´mq
ˆ
m
3
˙
´ 2λ
ˆ
m
2
˙ˆ
n´m
2
˙
´ 2β
“ ksm´ qrm´ 3λpn´mq
ˆ
m
3
˙
´ 2λ
ˆ
m
2
˙ˆ
n´m
2
˙
´ 2β
“ λm
„ˆ
n´ 1
3
˙
´
ˆ
m´ 1
3
˙
´ 3λpn´mq
ˆ
m
3
˙
´ 2λ
ˆ
m
2
˙ˆ
n´m
2
˙
´ 2β
“ λm
ˆ
n´m
3
˙
´ 2β.
First, let us assume that n ě 3m. We have
α :“ 3
λ
„
λm
ˆ
n´m
3
˙
´ 2β

ě 3
λ
„
λm
ˆ
n´m
3
˙
´ k

ě 3m
ˆ
n´m
3
˙
´ 3
ˆ
n´ 1
3
˙
“ 3m
ˆ
n´m
3
˙
´ 3
ˆ
m´ 1
3
˙
´ 3pn´mq
ˆ
m´ 1
2
˙
´ 3pm´ 1q
ˆ
n´m
2
˙
´ 3
ˆ
n´m
3
˙
“ pm´ 1qpn´m´ 5q
ˆ
n´m
2
˙
´ p4m´ 3n´ 3q
ˆ
m´ 1
2
˙
.
Since n ě 3m, we have `n´m
2
˘ ě `m´1
2
˘
and pm ´ 1qpn ´ m ´ 5q ě 4m ´ 3n ´ 3. This
implies α ě 0.
Now, let us assume that 4m{3 ď n ď 3m, s ě 2, and m ě 38. Since s ě 2, we have
2k ď λ`n´1
3
˘
. Therefore,
4α ě 12m
ˆ
n´m
3
˙
´ 6
ˆ
n´ 1
3
˙
“ 12m
ˆ
n´m
3
˙
´ 6
„ˆ
m´ 1
3
˙
` pn´mq
ˆ
m´ 1
2
˙
` pm´ 1q
ˆ
n´m
2
˙
`
ˆ
n´m
3
˙
“ 6p2m´ 1q
ˆ
n´m
3
˙
´ 6
ˆ
m´ 1
3
˙
´ 6pn´mq
ˆ
m´ 1
2
˙
´ 6pm´ 1q
ˆ
n´m
2
˙
ě pm´ 1q `2n3 ´ 3p2m` 3qn2 ` p6m2 ` 15m` 13qn´ 2m3 ´ 7m2 ´ 8m´ 6˘ .
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Let fpnq “ 2n3 ´ 3p2m ` 3qn2 ` p6m2 ` 15m ` 13qn ´ 2m3 ´ 7m2 ´ 8m ´ 6, gpmq “
2m3 ´ 81m2 ` 252m ´ 162, and hpmq “ 2m3 ´ 13m2 ` 18m ´ 6. Since gp38q “ 2194 ą
0, g1p38q “ 2760 ą 0, g2p38q “ 294 ą 0, we have that gpmq ą 0 for m ě 38, and so,
fp4m{3q “ gpmq{27 ą 0 for m ě 38. Moreover, f 1p4m{3q “ p2m2 ´ 27m ` 39q{3 ą 0 and
f2p4m{3q “ 4m´ 18 ą 0 for m ě 38. We conclude that fpnq ě 0 for n ě 4m{3 and m ě 38.
Thus, α ě 0 for m ě 38, n ě 4m{3.
Now, let us assume that 4m{3 ď n ď 3m, r “ s “ 1, and m ě 29. Since r “ s, we have
n ě 2m. Therefore,
α ě 6
λ
„
λm
ˆ
n´m
3
˙
´ k

ě 6m
ˆ
n´m
3
˙
´ 6
ˆ
n´ 1
3
˙
ě 6m
ˆ
m
3
˙
´ 6
ˆ
3m´ 1
3
˙
“ pm´ 1qrm2pm´ 2q ´ 3p3m´ 1qp3m´ 2qs
ě pm´ 1qrm2pm´ 2q ´ 9mp3m´ 2qs
“ mpm´ 1qpm2 ´ 29m` 18q
ě 0.
For the remaining cases, we refer the reader to Table 3.

Lemma 6.6. If ι2 ď 0 and ρ12 ě 0, then f ě k.
Proof. Since ι2 ď 0 and ρ12 ě 0, we have 2m ď n ď 4m. Now, we have
12
λ
„
λ
ˆ
m
2
˙ˆ
n´m
2
˙
´ k

“ 12
ˆ
m
2
˙ˆ
n´m
2
˙
´ 12
s
ˆ
n´ 1
3
˙
ě 12
ˆ
m
2
˙ˆ
n´m
2
˙
´ 12
ˆ
n´ 1
3
˙
“ ´2n3 ` p3m2 ´ 3m` 12qn2 ` p´6m3 ` 3m2 ` 3m´ 22qn
` 3m4 ´ 3m2 ` 12.
Let fpnq “ ´2n3`p3m2´3m`12qn2`p´6m3`3m2`3m´22qn`3m4´3m2`12, gpmq “
3m2´ 13m` 6, hpmq “ 27m3´ 164m2` 201m´ 88, kpmq “ 6m3´ 33m2` 51m´ 22, lpmq “
18m3 ´ 117m2 ` 99m ´ 22. Since gp6q “ 36 ą 0, g1p6q “ 23 ą 0, hp6q “ 1046 ą 0, h1p6q “
1149 ą 0, h2p6q “ 644 ą 0, kp6q “ 392 ą 0, k1p6q “ 303 ą 0, k2p6q “ 150 ą 0, lp6q “ 248 ą
0, l1p6q “ 639 ą 0, l2p6q “ 414 ą 0, we have fp2mq “ pm ´ 1qpm ´ 2qgpmq ě 0, f 1p2mq “
kpmq ě 0, fp4mq “ 27m4´164m3`201m2´88m`12 ą mhpmq ě 0, and f 1p4mq “ lpmq ě 0
for m ě 6.
If m “ 5, then by (1), 4 | 5r. Hence, r ě 4, which implies s ě 4. Moreover, if m “ 4, we
have r ě 2, which implies s ě 2. Hence, we have
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12
λ
„
λ
ˆ
m
2
˙ˆ
n´m
2
˙
´ k

ě 12
ˆ
m
2
˙ˆ
n´m
2
˙
´ 6
ˆ
n´ 1
3
˙
“
#
´n3 ` 42n2 ´ 335n` 726 if m “ 4
´n3 ` 66n2 ´ 671n` 1806 if m “ 5.
Let fpnq “ ´n3` 42n2´ 335n` 726, gpnq “ ´n3` 66n2´ 671n` 1806. Since fp8q “ 222 ą
0, f 1p8q “ 145 ą 0, fp16q “ 2022 ą 0, f 1p16q “ 241 ą 0, gp10q “ 696 ą 0, g1p10q “ 349 ą
0, gp20q “ 6786 ą 0, g1p20q “ 1849 ą 0, we have λ`m
2
˘`
n´m
2
˘´ k ě 0, for m “ 4, 5, 2m ď n ď
4m. This completes the proof.

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