Abstract. We show how affine PBW bases can be used to construct affine MV polytopes, and that the resulting objects agree with the affine MV polytopes recently constructed using either preprojective algebras or KLR algebras. To do this we first generalize work of Beck-Chari-Pressley and Beck-Nakajima to define affine PBW bases for arbitrary convex orders on positive roots. Our results describe how affine PBW bases for different convex orders are related, answering a question posed by Beck and Nakajima.
to study complex simple Lie algebras and their finite-dimensional representations. They arose from the geometry of the affine Grassmannian as developed in [MV] , but are now known to appear in a number of other places, such as in the representation theory of preprojective algebras [BK, BKT] and of KLR algebras [TW] . Much of the combinatorics was also developed by Lusztig in the early 1990s while studying PBW bases, and here we are interested in that point of view.
Lusztig [Lus90] defined a family of PBW bases for U + q (g), the positive part of the quantized universal enveloping algebra associated to the Lie algebra g, which depend on a chosen reduced expression of the longest element w 0 of the Weyl group. PBW bases are crystal bases in the sense of Kashiwara [Kas] , so each basis is in canonical bijection with the crystal B(−∞). As shown in [Kam10] , these bijections are encoded by MV polytopes as follows: For each b ∈ B(−∞), consider the corresponding MV polytope MV b . Each reduced decomposition of w 0 corresponds to a path through MV b , and the lengths of the edges in that path determine the PBW basis vector corresponding to b.
There is now a notion of MV polytopes for affine Kac-Moody algebras [BDKT, BKT, TW] . PBW bases for affine Kac-Moody algebras have also been constructed (see works of Beck-Chari-Pressley [BCP] and Beck-Nakajima [BN] ). In [MT] we established that, in rank two, affine MV polytopes and affine PBW bases are related as one would expect. Here we extend that result to include all affine types. In fact, this gives a way to define affine MV polytopes algebraically, without having to introduce the auxiliary objects (quiver varieties or KLR algebras) needed in previous approaches.
In affine type there is no longest element, so we cannot discuss reduced expressions of w 0 . Instead we consider convex orders on the set of positive roots. One difficulty is that the construction of PBW bases in [BCP, BN] is only given for certain special convex orders. We first extend their definitions to include all convex orders, and show that the construction is independent of certain choices (this has also been done very recently by McNamara [McN] using KLR algebras). We use PBW bases to define a map from B(−∞) to decorated polytopes where, as in finite type, the exponents of the PBW monomials are encoded as the edge lengths (and decoration) along certain paths through the polytopes (see Theorem 5.4). We then show that our PBW polytopes agree with the MV polytopes from [BKT, TW] (see Theorem 5.6). We do this by giving a characterization of the map taking b ∈ B(−∞) to its PBW polytope (Theorem 3.12) which we think is interesting in its own right.
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Background

Notation and conventions.
• I = {0, . . . , n} is the index set of a connected affine Dynkin diagram, where 0 is the distinguished node as in [BN, Section 2.1] . LetĪ = I\{0}; this is a finite-type Dynkin diagram. These conventions agrees with the notation in [Kac, Section 4.8] except in the case of a Dynkin diagram of type A
2n . Let (a i,j ) i,j∈I denote the corresponding Cartan matrix.
• g is the corresponding affine Kac-Moody algebra, andḡ be the finite-type Lie algebra corresponding toĪ. Fix a triangular decomposition g = n − ⊕ h ⊕ n + (coming from the construction of g by generators and relations).
• W is the Weyl group for g and W is the Weyl group forḡ.
• ∆ is the affine root system of g and∆ the root system ofḡ. We denote the simple roots by α i andᾱ i respectively.
• ∆ + is the set of positive roots of g.
is the set of positive roots α such that xα is not a root for any 0 < x < 1. Since we restrict to affine type, ∆ min + consists of the positive real roots along with the minimal imaginary root δ.
•P andQ are the weight and root lattices forḡ.
• W = W ⋉P is the extended affine Weyl group. For λ ∈P we write t λ for (e, λ) ∈ W . We also can write W = T ⋉ W , where T is a subgroup of the group of diagram automorphisms of g.
• (, ) is the unique non-degenerate, Weyl-group invariant bilinear form on the weight space normalized so that (λ, δ) = c, λ , where δ is the minimal imaginary root and c is the canonical central element of g. Write δ = a i h i and c = a ∨ i h i , where {h i } i∈Ī is the set of simple coroots. Then we have
For each i ∈ I, we define q i = q
, which is a power of q s .
• Define r i ∈ {1, 2} by r i = 1 unless g = A (n) 2n and i = n, in which case r i = 2.
• U q (g) is the quantized universal enveloping algebra for g, which is an algebra over Q(q s ). The algebra U q (g) is generated by {E i | i ∈ I} and {F i | i ∈ I} (the standard Chevalley generators) and elements of the form q h for h ∈ 1 d P * (P * is the coweight lattice for g).
We follow the conventions in [BN, Section 2.2] . For example, we have the following relation
where {h i } i∈I are the simple coroots. See [BN, Section 2.2] for the full set of relations.
which fixes all the Chevalley generators. We denote the result of applying * to x by x * . Note that * preserves U + q (g).
• Let us define the bar-involution on the field Q(q s ) by f (q s ) = f (q −1 s ). The algebra U q (g) has a bar-involution defined by requiring 1 = 1, E i = E i and F i = F i for all i ∈ I, and f · x · y = f · x · y for all f ∈ Q(q s ) and x, y ∈ U q (g).
• B is Lusztig's canonical basis (equivalently Kashiwara's global crystal basis) of U + q (g).
• A is the ring of rational functions in C(q) which are regular at q = ∞, and
is the set of positive real roots along with the minimal imaginary root δ. and α ′ ≺ α for all α ∈ S, α ′ ∈ S ′ , the convex cones span R ≥0 S and span R ≥0 S ′ intersect only at the origin.
Remark 2.2. People often use the notion of a clos order instead of Definition 2.1, where a total order ≺ on ∆ min + is called clos if, whenever α, β and α + β are all in ∆ + , α + β occurs between α and β. This is equivalent in finite and affine types as shown in e.g. [BKT, Lemma 2.11 ].
The following is immediate from the classification of convex orders in [Ito] . Proposition 2.3. If every real root in ∆ + is finitely far from one end of the order, then there is an infinite expression · · · s −2 s −1 s 0 s 1 s 2 · · · such that, defining
Following [Ito] we call orders that arise as in Proposition 2.3 one-row orders.
Definition 2.4. If ≺ is a convex order, denote by ≺ * the reversed order.
Definition 2.5. Fix a convex order ≺ such that α i is minimal (resp. maximal). Define a new convex order ≺ s i by
and such that α i is maximal (resp. minimal) for ≺ s i .
Definition 2.6. Fix a convex order ≺. Let (i 1 , · · · , i N ) be the reduced word for which
Similarly, when the roots in (1) are the last roots of the order, we can also define ≺ w .
Lemma 2.7. If H is any hyperplane in h * which does not contain δ, then all but finitely many roots in ∆ min + lie strictly on the same side of H.
Proof. Impose any Euclidean metric on h * . Recall that there is a finite set of vectors v 1 , . . . v n such that every root is ∆ + is of the form nδ + v i for some i and n ≥ 0. If δ ∈ H, then, for sufficiently large N, the vector Nδ is farther from H then the length of any v i . So, for sufficiently large N and all i, Nδ + v i is on the same side of H as δ.
Lemma 2.8. Fix any finite collection β 1 · · · β N ∈ ∆ min + and any convex order ≺ on these roots. Then there is a one-row order on ∆ min + that restricts to ≺.
Proof. Define a family of hyperplanes H j for 0 ≤ j ≤ N through the origin as follows:
• H 0 is any hyperplane such that all roots ∆ min + are on the same side. • For 0 < j < N, H j separates the convex hull of β j along with all roots in ∆ min + on the same side of H j−1 as β j−1 from the convex hull of {β j+1 , . . . , β N }.
• H N also has all roots on the same side. This is possible because the order on the β j is convex. Choose an Euclidean inner product (, ) on h * . For each j with 0 ≤ j < N, let v j be the unit normal vector to H j satisfying (v j , β r ) > 0 for r > j. For 0 ≤ t ≤ N, defined H t to be the hyperplane orthogonal to v t = (1 + j − t)v j + (t − j)v j+1 , where j ≤ t ≤ j + 1. Possibly perturbing the v j , we can assume each H t contains at most one minimal root. Certainly, each root is on only one H t . Let ≺ ′ be the order on ∆ min + given by the t associated to the root as above. This is convex because every initial and final segment is given by the roots on one side of some hyperplane, and certainly restricts to ≺.
Any real root β occurs on some H t , and δ is not on this hyperplane, so, by Lemma 2.7, β is finitely far from one of the end of the convex order. Hence ≺ ′ is one-row.
2n , then there is a uniquew ∈W such that α ≻ δ if and only ifᾱ ∈w∆. If g = A (2) 2n , then α ≻ δ if and only ifᾱ ∈w∆ or 2ᾱ ∈w∆. See [TW, Section 3.4 ] for further discussion.
Definition 2.9. The coarse type of ≺ is thew from above. We call the coarse type corresponding to the identity elementē the standard coarse type. [Kas, Section 7 .2]) A combinatorial crystal is a set B along with functions wt : B → P (where P is the weight lattice), and, for each i ∈ I, Remark 2.13. Sometimes ϕ i , ε i are allowed to be −∞, but we do not need that case. Definition 2.14. A combinatorial crystal is called lowest weight if it has a distinguished element b − (the lowest weight element) such that (i) b − can be reached from any b ∈ B by applying a sequence off i for various i ∈ I.
(ii) For all b ∈ B and all i ∈ I, ϕ i (b) = max{n :f n i (b) = ∅}. For a lowest weight combinatorial crystal, ϕ i , ε i and wt are determined by thef i and wt(b − ).
The following is essentially the characterization of B(−∞) due to Kashiwara and Saito [KS] , but has been modified to make the ordinary and * crystal operators play more symmetric roles. See [TW] for this exact statement. 
We can understand Proposition 2.15 as follows. For any i ∈ I, and any b ∈ B(−∞), the subset of B(−∞) generated by the operatorsẽ i ,f i ,ẽ * i ,f * i is of the form: 2.5. The braid group action. For i ∈ I we consider Lustzig's braid group operator T i (denoted T ′′ i,1 in [Lus92, Section 37]) which is the algebra automorphism of U q (g) defined by
These satisfy the braid relations so, for w ∈ W , we can unambiguously define
Proposition 2.16. [Sai, Proposition 3.4 .7] Suppose P ∈ L specializes to a crystal basis element b modulo q −1 , and that T i (P ) ∈ U q (g) + . Then T i (P ) ∈ L and specializes to the crystal basis element σ i (b) modulo q −1 , where
Remark 2.17. Proposition 2.16 is incorrectly stated in [MT, Theorem 4.13] . Relatedly, the proof of [MT, Corollary 4.14] is incorrect. This can be fixed by noticing that the correct form of Proposition 2.16 immediately gives, in that paper's notation,
from which [MT, Corollary 4 .14] is immediate.
Characterization of affine MV polytopes
3.1. Lusztig data. The definitions here are based on [TW] .
Definition 3.2. A Lusztig datum c is a collection of non-negative integers {c β } indexed by positive real roots β along with a multipartition c δ such that c β = 0 for almost all real roots β. The weight of the Lusztig datum c is given by:
If c is a Lusztig datum such that c β = 0 for all real roots, then we say that c is purely imaginary. In this case, let λ = c δ . We will often abuse notation and write c = λ, i.e. we will just write multipartitions to mean the corresponding purely imaginary Lusztig data. 
for all other roots finitely far from the beginning of the order. Similarly, define
is maximal for ≺, and for other roots finitely far from the end of the order, define
We call { ≺ α (b)} the crystal-theoretic real Lusztig data for b with respect to ≺. Remark 3.6. We could actually define crystal theoretic Lusztig data for any convex order. Given an order ≺ that is not one-row, choose a one row order ≺ ′ that orders all roots of height less than or equal to wt(b), ρ in the same way as ≺ (see Lemma 2.8). Then the crystal theoretic Lusztig data for ≺ is defined to be the crystal theoretic Lusztig data for ≺ ′ . The fact that this is well-defined will follow from the fact that crystal-theoretic Lusztig data agrees with Lusztig data of PBW basis vectors (Proposition 4.18) and the fact that the Lusztig data of PBW basis vectors behave well when approximating arbitrary orders by one-row orders (Corollary 4.4).
3.2. Affine MV polytopes. An affine pseudo-Weyl polytope P is a polytope in h * (considered up to translation) such that every edge is an integer multiple of a root (after translating one end of the edge to the origin).
Each point µ in the weight space of g defines a linear functional on h * , and hence defines a face P µ of P by taking the points where this functional achieves its minimum, and this face is always parallel to the imaginary root δ. If µ is in the interior of some Weyl chamber C, then this will be a line P C parallel to δ, and that line will not depend on the precise point chosen. If µ is a chamber weightwω i for somew ∈ W , then P µ will usually be a face of codimension 1.
Definition 3.7. An edge-decorated affine pseudo-Weyl polytope is an affine pseudo-Weyl polytope P along with a choice of multipartition λ = (λ (1) , · · · , λ (n) ) for eachw ∈W such that the length of the edge Pw C + is equal to wt(λ), where C + is the dominant chamber.
Definition 3.8. A facet-decorated affine pseudo-Weyl polytope is an affine pseudoWeyl polytope along with a choice of a partition π γ for each chamber weight γ of g, which satisfies the condition that, for each w ∈ W , the length of the edge P wC + is equal to i∈Ī d i |π wω i |.
A facet-decorated affine pseudo-Weyl polytope gives rise to an edge-decorated affine pseudo-Weyl polytope where, for each w ∈W , we define the associated multipartition
We say that an edge-decorated affine pseudo-Weyl polytope is induced from a face-decorated polytope if it arises in this way.
Definition 3.9. For a pseudo-Weyl polytope P , let µ 0 (P ) be the vertex of P such that µ 0 (P ), ρ ∨ is lowest, and µ 0 (P ) the vertex where this is highest (these are vertices as for all roots α, ρ ∨ = 0).
Lemma 3.10. [TW, Lemma 1.20 ] Fix a pseudo-Weyl polytope P and a convex order
There is a unique path P ≺ through the 1-skeleton of P from µ 0 (P ) to µ 0 (P ) which passes through at most one edge parallel to each root, and these appear in decreasing order according to ≺ as one travels from µ 0 (P ) to µ 0 (P ).
Definition 3.11. Fix an edge-decorated pseudo-Weyl polytope P and a convex order ≺. For each positive real root β, define c ≺ β (P ) to be the unique non-negative number such that the edge in P ≺ parallel to β is a translate of c ≺ β (P )β. We call the collection {c ≺ β (P )} the polytopal real Lusztig data of P with respect to ≺. 3.3. Characterization. The following characterization of affine MV polytopes is a straightforward extension of [MT, Theorem 3.11] and [TW, Proposition 1.24] .
Theorem 3.12. There is a unique map b → P b from B(−∞) to edge-decorated pseudoWeyl polytopes such that P b − is a point and the following conditions are satisfied.
) be a multipartition with λ (i) = ∅. let ≺ be a convex order of course type e and α i is minimal for ≺. Suppose b ∈ B(−∞) satisfies c ≺ s i β (P b ) = 0 for all real roots β, and suppose c
1 , and for all other real roots β, c
1 (i.e. the largest part is removed) and
is of the form above, then c ≺ s i (P b ) must also be as above.
Furthermore, every P b in the image is induced from a facet-decorated polytope, which agrees with the MV polytope MV b from [TW] .
Remark 3.13. Conditions (C) and (S) immediately imply that, for any one-row convex order ≺, and any real root β, c
. That is, the polytopal real Lusztig data agrees with the crystal theoretic Lusztig data.
Proof. Such a map is constructed in [TW] , where it is also shown that the image consists only of face-decorated polytopes. It remains to prove uniqueness.
Suppose we have two such maps b → P b and b → Q b . It suffices to check that, for each b ∈ B(−∞), P b and Q b have the same Lusztig data for every one-row convex order. Proceed by induction on wt(b), ρ ∨ , the base case b = b − being obvious. Conditions (C) and (S) guarantee that for any b ∈ B(−∞), and any real β, c
, since both agree with the real crystal theoretic Lusztig data.
Fix b ∈ B(−∞), and suppose the uniqueness statement is true for all
Fix a one-row order ≺. Consider the case where P b has some non-zero real Lusztig data with respect to ≺. Assume that c ≺ β (P b ) = 0 for some real root β ≺ δ; the case β ≻ δ is similar. Let β be the minimal such root, and set n = ≻ β (b). Since ≺ is a one-row order, there is a reduced word (
Applying condition (C), we have
is a non-empty partition. Applying condition (S) if necessary, we can assume that the course type of ≺ is e. Because the crystaltheoretic Lusztig data agrees with the polytopal Lusztig data, we may further assume α i is minimal for ≺. Applying further σ i , we are in the situation of condition (I), i.e. we have c 
for all other real roots β, and c
. By comparison with the crystal theoretic Lusztig data, we have the same formulas for c
) is purely imaginary, and c
Remark 3.14. We will construct a map satisfying Theorem 3.12 later in this paper (Theorem 5.6), which can be used to complete the proof working only with affine PBW bases, so without appealing to [TW] .
Remark 3.15. For every 2-face F of a decorated pseudo-Weyl polytope, the roots parallel to F form a rank 2 sub-root system ∆ F of either finite or affine type. Up to a small subtlety for faces parallel to δ, affine MV polytopes are exactly those pseudo-Weyl polytopes such that every 2-face is an MV polytope for the corresponding rank 2 (finite or affine) root system. See [TW, Theorem B] .
Definition 3.16. The decorated polytope MV b from Theorem 3.12 is called the MV polytope for b.
The proof of Theorem 3.12 also yields the following, which we will need later.
Proposition 3.17. Fix a multipartition λ. Assume all the conditions of the Theorem 3.12 hold except that (I) is only known to hold for all multipartitions µ with wt(µ) < wt(λ) or µ = λ. Then for any convex order ≺, we have c
Affine PBW bases
We now a PBW basis for any convex order on ∆ 
When the chosen order is clear we often leave off the superscript ≺.
′ are two one-row convex orders whose restriction to all pairs in M β agree then
Proof. Let S + be the set of roots ≻ β, and S − the set of roots ≺ β. Define things similarly for ≺ ′ . Choose hyperplanes H and H ′ containing β and the origin, and separating the convex hulls of S + , S − and S ′+ , S ′− respectively. Choose an Euclidean inner product (, ) on h * . Let v (resp. v ′ ) be the unit normal vector to H (resp.
′ , we can assume that the intersection of each H t with ∆ + is usually just β, and otherwise is contained in a 2 dimensional subspace, and that this happens at most countably many times.
Each time one moves past a t where H t contains a rank 2 root system the convex order changes by reversing the order of that rank 2 root system. If β is not part of that root system E β certainly does not change. Otherwise, the condition in the statement implies that the system does not contain a pair (α 1 , α 2 ) ∈ M β , so β must be a simple root in that system. Checking the rank two finite and affine root systems case by case one sees that E β does not change as you reverse the order. The lemma follows. Corollary 4.3. For all simple roots α i and all convex orders ≺, E
Proof. If α i is first in the order, E α i = E i by definition. By Proposition 4.2, since α i cannot be written as a sum of any two positive roots, E α i is independent of the convex order, so this is true for all convex orders.
Corollary 4.4. Fix ≺ and a root β. Let S + be the set of roots ≻ β, and S − the set of roots ≺ β. The root vector E ≺ β only depends on the data of S + , not the precise order on S + and S − .
Proof. If β = β ′ + β ′′ then by convexity exactly one of β ′ , β ′′ is in S + . Thus if the convex order is changed but in such a way that S + remains the same, they have not been reordered. The corollary follows from Proposition 4.2.
Definition 4.5. Fix a convex order ≺ and a real root β. By Lemma 2.8 we can find a one-row order ≺ ′ that agrees with ≺ for all pairs of roots of depth at most the depth of
β (this is well defined by Proposition 4.2). Corollary 4.6. Fix a coarse type. Ifᾱ is a simple root for the corresponding positive system, then, for all n ≥ 0, E ≺ nδ±α are the same for all orders ≺ with this coarse type. Proof. Any expression nδ ± α = β 1 + β 2 must have β 1 ≤ δ and β 2 ≥ δ (or vice versa). The order of these two roots is the same for any convex order of the given coarse type. So the statement follows from Proposition 4.2. 
Imaginary root vectors.
In [BCP] , the following pairwise commuting vectors of imaginary weight are introduced.
The real root vectors are for the standard coarse type, and do not depend on which convex order of that type is used by Corollary 4.6. For every partition λ, they introduce imaginary root vectors S λ i which are polynomials in theψ i,kd i . The polynomial P λ is recursively defined, and it's exact form is unimportant for our purposes; we remark however that P λ is the same in all cases except A (n) 2n and i = n. See [BN, Equation 3 .8].
What is relevant here is that the S 
. For any convex order ≺ of coarse typew, let S ≺,λ = Sw ,λ .
We therefore have wt(S ≺,λ ) = wt(λ) · δ. For simplicity write S i . The following is originally due to Beck [Beck1] in the untwisted affine case and was extended further by Damiani [Dam] (see also [BN, Proposition 3 .14]). 2n and i = n, there is an explicitly defined injective algebra morphism
In the case A (2) 2n and i = n, we instead have an injective algebra morphism
2 ) → U q (g). (9) See [BN, Proposition 3.14] for the precise definitions of these maps. We only need the following facts which follow directly from definitions (see [Beck1, Proposition and Corollary 3.8 
]).
Lemma 4.11. The maps h i respect the triangular decomposition and the integral structure. Moreover,
Lemma 4.12. Under the map h i , • If i = j, this follows because the real root vectors defining Ψs j i,k are obtained exactly by applying T j to the real root vectors defining Ψē i,k .
• If i = j, then both Ψē i,k and Ψs j i,k lie in the image of h j . Thus using Lemma 4.13, we are reduced to the corresponding fact in affine rank-2 (either sl 2 or A
2 ) where it is known (see [MT, Lemma 4.4] ). So assume ℓ(w) ≥ 1. We consider the case when α j ≺w δ; the other case is similar. Let ≺ be an order of coarse typew whose least root is α j . Then for all positive real roots β not equal to α j , we have
. We can use this, except in the casē wα i = α j , to obtain the result directly from the definition of Ψs iw i,k . This in particular covers the case when j = 0.
Also, since we can write w = s h u for some h ∈Ī and u ∈ W with ℓ(u) = ℓ(w) − 1, we can assume by induction that Ψw i,k = T w Ψē i,k . Here T w corresponds to the minimal-length lift of w to the affine Weyl group. Now consider the remaining case whenwα i = α j . We have ℓ(ws i ) = ℓ(w) + 1, ℓ(s jw ) = ℓ(w) + 1. Let v =s jws
where the last equality is from the base case. Noting that T v Es 
Proof. The casew =ē holds by [BCP, Proposition 1.2] and [Aka, Proposition 3.26 (2) ]. The general case follows by Theorem 4.13.
Definition 4.16. Let * be the involution onĪ defined by α i * = −w 0 (α i ).
Proposition 4.17. Letw be a coarse type, let i ∈Ī, and let λ be a partition. Then
Proof. It suffices to show the same thing for the Ψw i,k . Let γ i be as in Definition 4.8. Then
Here (18) follows from Proposition 4.15 and (19) follows from Lemma 4.7. 4.3. PBW bases. Let ≺ be a convex order and c a Lusztig datum. Define the corresponding PBW basis element by
where β 1 ≺ · · · ≺ β N ≺ δ ≺ γ M ≺ · · · ≺ γ 1 are the real roots for which c β = 0.
Proposition 4.18. Let ≺ be a convex order, and let i left , i right ∈ I be the vertices in Dynkin diagram corresponding to the least and greatest roots of the order ≺ respectively. 
for all c such that wt(c) has height below N. Since for fixed c each statement involves only at most two weight spaces of U + , without loss of generality we may assume that ≺ is a one-row order.
Statement for all i; the part involving imaginary root vectors is Proposition 4.17. Putting these facts together using the fact that * is an anti-involution, we get statement (v). Statements (ii) and (iv) follow from (i) and (iii) respectively after applying (v).
4.4.
Comparison with Beck and Nakajima's PBW bases. We now recall Beck and Nakajima's construction from [BN] . For each i ∈Ī, choose a diagram automorphism τ i ∈ T such that t ω i τ −1 i ∈ W (the non-extended affine Weyl group). Choose a reduced decomposition for each t ω i τ −1 i . Concatenating these expressions and commuting the τ i -factors to the right gives a reduced expression
where τ = τ n · · · τ 1 . Form the doubly-infinite word [BN, Equation 3 .3], define
This defines a convex order ≺ 0 on positive roots by
For each p ∈ Z, define a convex order as follows:
The PBW basis L(·, 0) considered by Beck and Nakajima in [BN, Section 3 .1] is precisely our L(·, ≺ 0 ). They also consider a basis L(·, p) for each p ∈ Z, which are constructed from L(·, ≺ 0 ) using braid group reflections. The following is immediate from their construction and our Proposition 4.18. Proof. For Beck and Nakajima's bases this is [BN, Theorem 3.13] . The fact that the L(c, ≺) lie in U + q (g) A reduces to the fact that S ≺ 0 ,λ ∈ U + q (g) A when ≺ 0 is of the standard coarse type (see [BN, Proposition 3.15] ). We can also compute the inner products (L(c, ≺), L(c ′ , ≺)) = δ c,c ′ mod q s −1 exactly as in [BN, Equation 3 .25] i.e the basis {L(c, ≺) is "almost orthonormal". Then by [Lus92, 14.2.2] there exists a sign sgn(c, ≺) ∈ {±1} such that sgn(c, ≺)L(c, ≺) ∈ B(−∞). Since both Kashiwara operators and braid operators preserve that sign, we are reduced to checking the sign for S ≺ 0 ,λ . The fact that this sign is +1 is [BN, Lemma 5.2] .
The vector spaces U Proof. It is clear from their definitions that such basis vectors are elements of U + q (w, ±), and that they are linearly independent. Moreover the number of such vectors of a fixed weight λ is precisely dim U + q (w, ±) (i.e. it is given by the number of ways of writing λ as a sum of elements of ∆ ± w counted with multiplicity). For any convex order ≺ and any prefix S of that order, letS be the complement of S in ∆ min + . We can factor any PBW basis element
, where c S is the Lusztig datum that agrees with c for all roots in S and is otherwise zero (similarly for cS). The following is a slight strengthening of [BN, Lemma 3.30] .
Lemma 4.24. Let ≺ be a convex order, and let c and c ′ be Lusztig data. Write
c,c ′ = 0 then, for any prefix S of ≺, we have:
Rewriting and factoring according to S, we have:
Combining this with the above equation, we have:
Then by Proposition 4.23, when we write
for every c ′′ that appears, there is somec such that:
We recall the following definition from [BN] . ′ and c ≥ r c ′ , and one of those inequalities is strict. Note that > is a partial order, but ≥ ℓ and ≥ r are only preorders.
The following is immediate from Lemma 4.24 (see also [BN, Lemma 3.30 
]).
Corollary 4.26. Let ≺ be a convex order, and let c and c ′ be Lusztig data. Write
The following is a slight generalization of [BN, Proposition 3.36] . Their proof carries over to one-row convex orders, and the case of general convex orders follows by approximation by one-row orders.
Proposition 4.27. For any convex order ≺ and any c,
Theorem 4.28. For any convex order ≺, the change of basis from L(·, ≺) to the canonical basis B is unit upper triangular with respect to >. That is,
Proof. By e.g. [Lec04, §5.1] (see also [Tin, Theorem 5 .3]), Proposition 4.27 implies that there is a unique basis B ′ such that
′ is bar-invariant. and furthermore the change of basis from L(·, ≺) to B ′ is unit triangular. By Theorem 2.10 B satisfies all three of these conditions so B = B ′ .
Proposition 4.29. Fix b ∈ B. Write bE
Proof. Fix a convex order ≺ with α i maximal. There is a unique Lusztig datum c such that b = b(c, ≺). By Theorem 4.28,
Multiplying both sides by E (n) i on the right,
. Now rewrite each term using the canonical basis. Again using Theorem 4.28, only L(c, 0)E (n) 1 will contribute to the coefficient of (ẽ * i ) n b(c, ≺), and its contribution is clearly non-zero. The other statement follows similarly.
PBW polytopes
By Proposition 4.21, for each pair of convex orders ≺, ≺ ′ there is a bijection c ↔ c
The collection of all the Lusztig data (for all convex orders) corresponding to an element b ∈ B(−∞) fit together to form a decorated polytope. We study these polytopes, and show that they agree with previous definitions of affine MV polytope. For orders of the form ≺ p , Beck and Nakajima pose the question [BN, Remark 3.29] of describing this bijections (45) combinatorially. Our construction shows that the answer is precisely recorded by affine MV polytopes. 
2 . Multiplying these manifestly gives a sum of ≺ ′ PBW basis elements, and modulo q 
Proof. Let ≺ be a convex order such that S 1 ≺ S 2 . Similarly define ≺ ′ . Let c and c ′ be the Lusztig data such that
We can factor
Expanding in the ≺-basis, we have
We can expand
Combining this,
, ≺). Theorem 5.4.
• PBW b is an undecorated affine pseudo-Weyl polytope whose edge lengths record the real Lusztig data of all the PBW basis vectors corresponding to b.
Proof. It remains to check that every edge is parallel to a root. So suppose we have a non-degenerate edge that is not parallel to a root. That edge is the maximal set of some linear functional φ which does not vanish on any root. Let S 1 (resp. S 2 be the set of positive roots on which φ takes negative values (resp. positive values). Then (S 1 , S 2 ) is a biconvex partition of the positive roots. 
. So the maximal set of φ is a point, which contradicts our assumption.
In fact the edges of • PBW b parallel to δ are naturally decorated: for eachw ∈W , choose a convex order ≺ of that coarse type, and consider the imaginary part of the PBW monomial corresponding to b. This is indexed by a family of partitions {λwᾱ i } i∈Ī . It is clear from Definition 4.8 that these partitions are independent of the choice of ≺. One can easily see that the conditions from Definition 3.7 relating edge lengths with the sizes of the partitions λwᾱ i are satisfied, so PBW b is an edge-decorated affine pseudoWeyl polytope.
5.2. Proof that PBW polytopes are MV polytopes.
Theorem 5.6. For each b ∈ B(−∞), P BW b arises from a facet-decorated polytope, and this agrees with the MV polytope MV b constructed in [TW] .
To prove 5.6 it suffices to show that the map b → P BW b satisfies the conditions of our theorem characterizing affine MV polytopes (Theorem 3.12). Conditions (C) and (S) are immediate from Proposition 4.18. It remains to establish (I). This requires a few preliminary lemmas.
Lemma 5.7. Let i ∈Ī, and let ≺ be a convex order for which α i is minimal. Let i ∈Ī, and suppose that ≺ is an order such that α i ≺ δ. Then, for all b ∈ B(−∞) we have
Proof. Identify b with the corresponding canonical basis element. By Theorem 4.28,
Now re-expand this in the PBW basis. By Corollary 4.26, all Lusztig data that appear are ≥ ℓ c. Using Theorem 4.28 again, when bE i is expanded in the canonical basis, all Lusztig data that appear are still
. By a similar argument, we also have the other inequality.
Lemma 5.8. Let i ∈Ī, and let ≺ be a convex order for which α i is minimal. Let λ be a multipartition, and suppose that b ∈ B(−∞) is such that c 
Proof. For the second equality, we compute ϕ * Lemma 5.11. We have c Choosing an approximating one-row order, we may assume that ≺ is one-row. The typo we can write E ≺ d i δ−r i α i = T w (E j ) for some w ∈ W and j ∈ I. Choose a reduced decomposition w = s i 1 · · · s i ℓ , and let σ *
where the inequality is by the characterization of B(−∞) in Proposition 2.15.
Lemma 5.13. Let i ∈Ī, and let ≺ be a convex order of the standard coarse type with α i minimal. Let λ = (λ (1) , · · · , λ (n) ) be a multipartition with λ (i) = 0 and suppose condition (I) is known for all multipartitions of weight less than λ. Let L 0 denote the A-span of ≺-PBW basis vectors with purely imaginary Lusztig data. We know that the imaginary root vectors that form a A-basis of L 0 multiply exactly as Schur functions; in particular, q −1 s L 0 is closed under multiplication by L 0 . Therefore, the purely imaginary terms that appear when we expand (69) in the ≺-PBW basis must lie in q −1 s L 0 . This contradicts (63). Definition 5.14. Define a partial order on multipartitions by, for λ = (λ (1) , · · · , λ (n) ) andλ = (λ (1) , · · · ,λ (n) ), λ ≥λ if
• wt(λ) = wt(λ), and •λ (i) dominates λ (i) for each i ∈Ī.
Let ≺ be a convex order of the standard coarse type with α i minimal, and let λ = (λ (1) , · · · , λ (n) ) be a multipartition. Applying Lemma 5.10,
where c δ = µ = (µ (1) , · · · , µ (n) ), c α i = r i · c d i δ−r i α i = r i a for some non-negative integer a, and c β = 0 otherwise. Define an endomorphism Φ i on the set multipartitions by
where µ ⊔ i a is obtained by adding a part of size a to the i-th partition in µ.
Lemma 5.15. Φ i is the identity map.
Proof. Since the set of multipartitions of a given weight is finite, it suffices to show that Φ i is an injective increasing function, meaning that, for all multipartitions λ, λ ≤ Φ i (λ). (72) Proceed by induction on the weight of λ. It is clear that the map λ → (µ, a) is injective, so to prove that Φ i is an injection is suffices to prove that a ≥ µ 
