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Fixed poles of the disturbance decoupling problem by
dynamic output feedback for biproper systems
Fabrizio Padula and Lorenzo Ntogramatzidis
Abstract
This paper investigates the disturbance decoupling problem by dynamic output feedback in the
general case of systems with possible input-output feedthrough matrices. In particular, we aim to extend
the geometric condition based on self-boundedness and self-hiddenness, which as is well-known enables
to solve the decoupling problem without requiring eigenspace computations. We show that, exactly as
in the case of zero feedthrough matrices, this solution maximizes the number of assignable eigenvalues
of the closed-loop. Since in this framework we are allowing every feedthrough matrix to be non-zero,
an issue of well-posedness of the feedback interconnection arises, which affects the way the solvability
conditions are structured. We show, however, that the further solvability condition which originates from
the problem of well-posedness is well-behaved in the case where we express such condition in terms
of self bounded and self hidden subspaces.
I. INTRODUCTION
One of the most articulated, rich and interesting problems within the family of disturbance
decoupling problems [1], [14] is, without any doubt, the disturbance decoupling problem by
dynamic output feedback. The first paper which provided a solution to this problem is [10],
via the introduction of pairs of subspaces known as (C,A,B)-pairs. Around the same time,
the same problem with the additional requirement of internal stability was addressed in [13]
and [6]. In [2], an alternative geometric solution for the decoupling problem with internal
stability was presented, in which the solvability conditions are expressed in terms of certain
self bounded and self hidden subspaces [1]. This solution, differently from the previous ones
based on stabilizability and detectability subspaces, avoids the use of eigenspaces, and only
relies on subspaces obtainable from finite sequences involving only additions and intersections
of subspaces, and images and counterimages of linear mappings, and therefore remains at the
fundamental level of finite arithmetics.
In [4] it was shown that – similarly to what happens for the disturbance decoupling by state
feedback [7] – in the solution of the disturbance decoupling problem by dynamic output feedback
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2there is a number of closed-loop eigenvalues that are fixed for any feedback controller that solves
the decoupling problem; these unassignable eigenvalues are called fixed poles of the disturbance
decoupling problem. Importantly, in [4] it was proved that, under very mild assumptions, the
solution of the disturbance decoupling problem with dynamic output feedback based on the idea
of self boundedness and self hiddenness is the best in terms of assignability of the closed-loop
dynamics, see also [3]. The set of assumptions of [4] were then weakened further in [5]. Most
of the literature in geometric control has been developed for those systems which have zero
feedthrough between the input and the output.
The disturbance decoupling problem with dynamic output feedback and nonzero feedthrough
has been completely solved in terms of stabilizability and detectability subspaces in [11]. More
recently, the approach based on self boundedness and self hiddenness has been generalized in
[8] for the disturbance decoupling problem with static state-feedback. In [8], the result of [7]
on the fixed poles was also generalized to biproper systems.
The disturbance decoupling problem by dynamic output feedback for biproper systems using
the concepts of self boundedness and self hiddenness is significantly more challenging, and it
has been addressed only very recently [9]. The significant increase in mathematical complexity
is due to the fact that an issue of well-posedness of the feedback interconnection arises when
the feedthrough matrix between the control input and the measurement output is allowed to be
non-zero. It was observed in [11] that the solvability conditions, when dealing with the problem
in its full generality, need to take into account the well-posedness problem: this results in a
condition that cannot be expressed as the typical subspace inclusion of most control/estimation
problems for which a geometric solution is available, and therefore (C,A,B)-pairs (S ,V ), with
S and V input containing and output nulling subspaces, respectively, are not suitable to describe
the solvability in this general case. In fact, the well-posedness issue requires the existence of
a suitable gain matrix, herein denoted by K, that renders the feedback interconnection feasible,
and therefore the concept of (C,A,B)-pair (S ,V ) is substituted with the concept of solution
triple (S ,V ;K). In [9], the role that the well-posedness condition plays in the disturbance
decoupling problem by dynamic output feedback was investigated. A surprising result of [9] is
the fact that the well-posedness condition does not limit the solvability of the problem with the
additional requirement of closed-loop stability: if the well-posedness condition is satisfied for
the supremal/infimal subspaces, it is also satisfied for a special stabilizing pair of subspaces, one
of which is self bounded and the other is self hidden.
This paper complements and completes the theory of the disturbance decoupling by dynamic
output feedback for biproper systems developed in the recently published paper [9]. In particular,
in Section V we solve for the first time in the literature the fixed poles problem in the general case
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3where all the feedthrough matrices are allowed to be non-zero. We establish a new fundamental
result that shows that the well-posedness property is invariant with respect to all the possible
pairs of self bounded and self hidden subspaces involved in the solution of the problem. To this
end, we provide an exhaustive characterization of all the gain matrices K that can be used to
form solution triples. This is the cornerstone upon which we build a theory of fixed poles for
the biproper case, which addresses several delicate issues which arise from the well posedness
of the feedback interconnection. Specifically, we show that the best possible solution, in terms
of assignability of the closed-loop eigenstructure, is based on self bounded and self hidden
subspaces. In particular, we first prove that if a solution to the disturbance decoupling problem
by dynamic output feedback exists, we can always build an alternative controller, by using self
hidden and self bounded subspaces, that achieves more freedom in the assignability of the closed
loop spectrum. Then, we characterize the set of self bounded and self hidden subspaces which
minimizes the number of closed loop unassignable poles. Finally, we exploit the invariance of
the well-posedness to show that each element of the aforementioned set can be used to form
a solution triple, i.e., it provides a well-posed solution to the disturbance decoupling problem
that maximizes the freedom in the assignment of the closed-loop eigenvalues. Moreover, we
provide a characterization of the minimal set of unassignable closed-loop eigenvalues, i.e., the
fixed poles, when this minimal set exists, and we offer a lower and upper bound when the set
of unassignable closed-loop eigenvalues does not have a minimum. Interestingly, such upper
bound is uniquely expressed as the fixed poles of a special pair of self bounded and self hidden
subspaces.
Notation. Given a vector space X , we denote by 0X the origin of X . The image the kernel and
the Moore-Penrose pseudoinverse of matrix A are denoted by im A, ker A and A†, respectively.
Given a linear map A : X −→ Y and a subspace S of Y , we define A−1S is for the inverse
image of S with respect to the linear map A, i.e., A−1S = {x ∈ X |Ax ∈ S }. When A is
square, we denote by σ(A) the spectrum of A. If A :X −→ Y is a linear map and if J ⊆X ,
the restriction of the map A to J is denoted by A |J . If X = Y and J is A-invariant, the
eigenstructure of A restricted to J is denoted by σ (A |J ). If J1 and J2 are A-invariant
subspaces and J1⊆J2, the mapping induced by A on the quotient space
J2
J1
is denoted by
A |
J2
J1
, and its spectrum by σ
(
A
∣∣∣J2J1). The symbol ⊕ stands for the direct sum of subspaces.
The symbol ⊎ denotes union with any common elements repeated. Given a map A : X −→X
and a subspace S of X , 〈A |S 〉 denotes the smallest A-invariant subspace of X containing
S and 〈S |A〉 is the largest A-invariant subspace contained in S .
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4II. PROBLEM STATEMENTS
In what follows, T denotes R+ in the continuous time and N in the discrete time. The operator
D denotes either the time derivative in the continuous time, i.e., D x(t) = x˙(t), or the unit time
shift in the discrete time, i.e., D x(t) = x(t+1). We consider the system Σ ruled by
Σ :

D x(t) = Ax(t)+Bu(t)+Hw(t)
y(t) = Cx(t)+Dyu(t)+Gyw(t)
z(t) = E x(t)+Dzu(t)+Gzw(t),
where, for t ∈T, x(t)∈X =Rn is the state, u(t)∈U =Rm is the control input, w(t)∈W =Rq
is the disturbance input, y(t) ∈ Y = Rp is the measurement output and z(t) ∈ Z = Rr is the
to-be-controlled output. Consider the regulator
ΣC :
{
D p(t) = Ac p(t)+Bc y(t)
u(t) = Cc p(t)+Dc y(t),
where, for all t ∈ T, p(t) ∈P = Rs. We want to control the system Σ with the regulator ΣC in
such a way that in the closed-loop system the output z does not depend on the disturbance input
w. We say that the feedback interconnection of system Σ with the regulator ΣC is well posed if
I−DyDc is non-singular, see [12, Chpt. 3]. In such case, the closed-loop system can be written
in state-space form as
ΣCL :
{
D xˆ(t) = Â xˆ(t)+ Ĥ w(t)
z(t) = Ĉ xˆ(t)+ Ĝw(t),
(1)
where xˆ(t) =
[
x(t)
p(t)
]
is the extended state, and
Â
def
=
[
A+BDcWC BCc+BDcWDyCc
BcWC Ac+BcWDyCc
]
, Ĥ
def
=
[
H+BDcWGy
BcWGy
]
,
Ĉ
def
= [ E+DzDcWC DzCc+DzDcW DyCc ],
Ĝ
def
= Gz+DzDcW Gy, (2)
where W
def
= (I−DyDc)
−1. Using the matrix inversion lemma1 we can re-write the submatrix
of Â in position (1,2) as B(I−DcDy)
−1Cc. We require that I−DyDc be non-singular, i.e.,
that the interconnection be well-posed. The transfer function of the closed-loop system ΣCL is
Gz,w(λ ) = Ĉ (λ I− Â)
−1Ĥ+ Ĝ, where λ represents the s variable of the Laplace transform in the
continuous time or the z variable of the Z -transform in the discrete time.
1If P, R and P+QRS are invertible matrices, we have (P+QRS)−1 = P−1−P−1Q(R−1+SP−1Q)−1 SP−1.
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5A fundamental problem in control theory is the disturbance decoupling by dynamic output
feedback (DDPDOF in short), which involves finding a controller ΣC such that the feedback
interconnection of Σ with ΣC is well posed and the transfer function matrix Gz,w(λ ) of the closed-
loop system ΣCL is zero. When the feedthrough matrices are different from zero, conditions for the
solvability of the DDPDOF are available in the literature, see e.g. [11]. However, these conditions,
in general, overconstrain the closed-loop spectrum. In this paper, we are concerned with finding
a strategy to tackle the DDPDOF that guarantees maximal freedom in the assignability of the
closed-loop spectrum. We will show in Section V that this problem is well posed, and it can
be reformulated in geometric terms along the same lines of [4] for systems without feedthrough
matrices.
III. GEOMETRIC BACKGROUND
Given A,B,C,D, we briefly define the main geometric concepts used in this paper. We refer
the reader to [1], [12], [9] for more details. We denote by R the reachable subspace of the
pair (A,B), i.e., R = 〈A | imB〉, and by Q the unobservable subspace of the pair (C,A), i.e.,
Q = 〈kerC |A〉.
A subspace V is said to be an (A,B,C,D)-output nulling subspace if
[
A
C
]
V ⊆ (V ⊕0Y )+
im
[
B
D
]
, or, equivalently, if there exists F such that
[
A+BF
C+DF
]
V ⊆ V ⊕ 0Y : in this case we
say that F is an (A,B,C,D)-output nulling friend of V . We denote by F(A,B,C,D)(V ) the set
of (A,B,C,D)-output nulling friends of V . We denote by V ⋆(A,B,C,D) the largest (A,B,C,D)-output
nulling subspace. Given an (A,B,C,D)-output nulling subspace V , the (A,B,C,D)-reachability
subspace RV on V is defined as RV = 〈A+BF |V ∩B kerD〉, where F(A,B,C,D)(V ). The fixed
poles of V are the eigenvalues of A+BF that do not depend on F ∈ F(A,B,C,D)(V ), and are given
by
σfixed(V )
def
= σ
(
A+BF
∣∣∣ X
V +R
)
⊎σ
(
A+BF
∣∣∣ V
RV
)
. (3)
The remaining eigenvalues of A+BF are freely assignable with a suitable F ∈ F(A,B,C,D)(V ). It
is easy to see that σfixed(V ) can be alternatively expressed as
σfixed(V ) = σ
(
A+BF
∣∣∣X
R
)
⊎σ
(
A+BF
∣∣∣ V ∩R
RV
)
, (4)
for F ∈ F(A,B,C,D)(V ), see [4], [7]. An (A,B,C,D)-output nulling subspace R for which an
output nulling friend F exists such that the spectrum of A+BF |R is arbitrary is called an
(A,B,C,D)-reachability output nulling subspace. We denote by R⋆(A,B,C,D) the maximum of the
set of (A,B,C,D)-reachability output nulling subspaces, and it coincides with the output nulling
reachability subspace on V ⋆(A,B,C,D), i.e., R
⋆
(A,B,C,D) = RV ⋆(A,B,C,D). The spectrum of A+BF |
V ⋆(A,B,C,D)
R⋆
(A,B,C,D)
is the invariant zero structure of the system, and it is denoted by Z(A,B,C,D).
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6We say that an (A,B,C,D)-output nulling subspace V is (A,B,C,D)-self bounded if V ⊇
V ⋆(A,B,C,D)∩B kerD, or, equivalently, if V ⊇ R
⋆
(A,B,C,D). It follows immediately that R
⋆
(A,B,C,D) and
V ⋆(A,B,C,D) are (A,B,C,D)-self bounded subspaces. Every (A,B,C,D)-output nulling friend of V
⋆
(A,B,C,D)
is also an (A,B,C,D)-output nulling friend of R⋆(A,B,C,D). The intersection of (A,B,C,D)-self
bounded subspaces is (A,B,C,D)-self bounded. Thus, the set Φ(A,B,C,D) of (A,B,C,D)-self bounded
subspaces has a maximum, which is V ⋆(A,B,C,D), and a minimum, which is R
⋆
(A,B,C,D).
A subspace S is an (A,B,C,D)-input containing subspace if [ A B ]
(
(S ⊕U )∩ker[ C D ]
)
⊆
S , or, equivalently if there exists G such that [ A+GC B+GD ] (S ⊕U )⊆S , and we say
that G is an (A,B,C,D)-input containing friend of S . We denote by G(A,B,C,D)(S ) the set of
(A,B,C,D)-input containing friends of S . The smallest (A,B,C,D)-input containing subspace is
denoted by S ⋆(A,B,C,D). There holds also S
⋆
(A,B,C,D) =
(
V ⋆
(A⊤,C⊤,B⊤,D⊤)
)⊥
, where (A⊤,C⊤,B⊤,D⊤) is the
dual of (A,B,C,D). Given an (A,B,C,D)-input containing subspace S and G∈G(A,B,C,D)(S ), we
define the (A,B,C,D)-detectability subspace associated to it as QS = 〈S +C
−1 imD |A+GC〉,
which is the orthogonal complement of the reachability subspace on S ⊥. The fixed poles of S
are the eigenvalues of A+GC that do not depend on G ∈G(A,B,C,D)(S ), and they can be written
as
σfixed(S )
def
= σ
(
A+GC
∣∣∣QS
S
)
⊎σ
(
A+GC
∣∣∣S ∩Q), (5)
or, which is the same, as σfixed(S )=σ
(
A+GC
∣∣∣ QSS+Q)⊎σ (A+GC ∣∣∣Q) for G∈G(A,B,C,D)(S ).
An input containing subspace Q for which an (A,B,C,D)-input containing friend G exists
such that the spectrum of A+GC |XQ is arbitrary is called an (A,B,C,D)-unobservability input
containing subspace. The set of (A,B,C,D)-unobservability input containing subspaces has a
minimum, that we denote by Q⋆(A,B,C,D). There holds also Q
⋆
(A,B,C,D) = QS ⋆(A,B,C,D). The spectrum
A+GC |
Q⋆(A,B,C,D)
S ⋆
(A,B,C,D)
coincides with the invariant zero structure of the system: Z(A,B,C,D) = σ
(
A+
BF |
V ⋆(A,B,C,D)
R⋆(A,B,C,D)
)
= σ
(
A+GC |
Q⋆(A,B,C,D)
S ⋆(A,B,C,D)
)
. Finally, we recall that Q⋆(A,B,C,D) is the dual of R
⋆
(A,B,C,D),
i.e., Q⋆(A,B,C,D) =
(
R⋆
(A⊤,C⊤,B⊤,D⊤)
)⊥
.
An (A,B,C,D)-input containing subspace S is (A,B,C,D)-self hidden if S ⊆ S ⋆(A,B,C,D) +
C−1 imD or, equivalently, if S ⊆Q⋆(A,B,C,D). Thus, Q
⋆
(A,B,C,D) and S
⋆
(A,B,C,D) are (A,B,C,D)-self hid-
den subspaces. Every (A,B,C,D)-input containing friend of S ⋆(A,B,C,D) is also an (A,B,C,D)-input
containing friend of Q⋆(A,B,C,D), and the sum of (A,B,C,D)-self hidden subspaces is (A,B,C,D)-
self hidden. We define Ψ(A,B,C,D) to be the set of (A,B,C,D)-self hidden subspaces: Ψ(A,B,C,D) has
a maximum Q⋆(A,B,C,D) and a minimum, which is S
⋆
(A,B,C,D).
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7IV. SOLUTION TRIPLES
We begin by first presenting the following result, see [11, Lemma 3.2]. The proof can be
carried out along the same lines of the proof of [12, Lemma 6.3]; nevertheless, a brief proof is
given here because it forms the basis of the parameterization established in Theorem 1.
Lemma 1: Let n1,n2,m, p∈N\{0}. Consider a subspace M of R
n2 and a subspace N of Rn1 .
Consider A˜∈Rn1×n2 , B˜∈Rn1×m and C˜∈Rp×n2 . Then, A˜M ⊆N + im B˜ and A˜(M ∩kerC˜)⊆N
if and only if there exists K ∈ Rm×p such that (A˜+ B˜KC˜)M ⊆N .
Proof: (Only if). Let k = dim(M ∩ kerC˜), r = dimM , and let m1,m2, . . . ,mk be a basis of
M ∩ kerC˜. Let m1, . . . ,mr be a basis of M . Since A˜M ⊆ N + im B˜, for every i ∈ {1, . . . ,r}
there exist ui ∈ R
m and ni ∈N such that
A˜mi = ni+ B˜ui. (6)
We now prove that the vectors C˜mk+1, . . . ,C˜mr are linearly independent. Consider the zero linear
combination αk+1 C˜mk+1+ . . .+αr C˜mr = 0. The vector m
def
= αk+1mk+1+ . . .+αrmr is such that
C˜m = 0, so that m ∈ M ∩ kerC˜. It follows that m is also a linear combination of m1, . . . ,mk,
i.e., we can write m= α1m1+ . . .+αkmk. Therefore m−m= α1m1+ . . .+αkmk−αk+1mk+1−
. . .−αrmr = 0, so that αi = 0 for all i ∈ {1, . . . ,r} since m1, . . . ,mr are linearly independent. In
particular, αi = 0 for all i∈ {k+1, . . . ,r}. Thus, C˜mk+1, . . . ,C˜mr are linearly independent, so that
there exists K ∈Rm×p such that KC˜mi =−ui for all i∈ {k+1, . . . ,r} since [ C˜mk+1 . . . C˜mr ]
is full column-rank. Using these identities into (6) gives (A˜+ B˜KC˜)mi = ni ∈ N for all i ∈
{k+1, . . . ,r} and (A˜+ B˜KC˜)mi = A˜mi ∈ A˜(M ∩kerC˜)⊆N for all i ∈ {1, . . . ,k}. Thus, (A˜+
B˜KC˜)mi ∈N for all i ∈ {1, . . . ,r}. Since m1, . . . ,mr span M , then (A˜+ B˜KC˜)M ⊆N .
(If). It is easy to see that (A˜+ B˜KC˜)M ⊆N implies A˜M ⊆N + im B˜ and A˜(M ∩kerC˜)⊆N .
The following result uses the proof of the latter to determine an exhaustive parameterization
of the set of all matrices K ∈ Rm×p such that (A˜+ B˜KC˜)M ⊆N .
Theorem 1: Let N be a basis matrix of N . Let m1, . . . ,mr be a basis of M such that
m1,m2, . . . ,mk is a basis of M ∩ kerC˜, and let M = [ mk+1 . . . mr ]. The set of matrices
K ∈ Rm×p such that (A˜+ B˜KC˜)M ⊆N is parameterized in terms of the matrices H1 and H2
(of suitable sizes) as
K =−R2 A˜M (C˜M)
†−Φ2H1 (C˜M)
†+H2 Ψ, (7)
where
•
[
R1
R2
]
= [ N B˜ ]†, partitioned conformably;
• Φ =
[
Φ1
Φ2
]
is a basis matrix of ker[ N B˜ ], partitioned conformably;
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8• Ψ is a basis matrix of the left null-space of C˜M, i.e., Ψ is full row-rank and ΨC˜M = 0.
Proof: Consider the only if part of the proof of Lemma 1. We rewrite (6) as A˜mi = N ξi+
B˜ui, whose set of solutions is parameterized in hi as
[
ξi
ui
]
= [ N B˜ ]† A˜mi+Φhi for all i ∈
{k+1, . . . ,r}. With our definitions, with Ξ = [ ξk+1 . . . ξr ] and U = [ uk+1 . . . ur ], such
equation can be re-written as
[
Ξ
U
]
=
[
R1
R2
]
A˜M+ΦH1. Now, K ∈R
m×p must satisfy KC˜mi =−ui
for all i ∈ {k+ 1, . . . ,r}, i.e., KC˜M = −U = −R2 A˜M−ΦH1, from which (7) immediately
follows. We now show that K does not depend on the chosen basis of M . Indeed, let x∈M . Let
x= c1m1+. . .+crmr. By linearity, from A˜m1−B˜ u1 ∈N , A˜m2−B˜ u2 ∈N , . . ., A˜mr−B˜ ur ∈N ,
we also have A˜x− B˜(c1 u1+ . . .+ cr ur) ∈ N . We only need to prove that KC˜x = −c1 u1−
. . .− cr ur. Indeed, KC˜ (c1m1+ . . .+ crmr) = −c1 u1− . . .− cr ur follows from KC˜mi = −ui. If
we replace the set {m1, . . . ,mr} as a basis for M adapted to M ∩ kerC˜ with another linearly
independent set {m1, . . . ,mr−1,x}, matrix K is the same, i.e., it still satisfies KC˜mi =−ui where
A˜mi− B˜ui ∈N for i∈ {k+1, . . . ,r−1} and for i= r we have KC˜x=−c1 u1− . . .−cr ur, where
A˜x− B˜(c1u1+ . . .+ cr ur) ∈ N . It remains to prove that this parameterization is exhaustive.
Consider any basis of M adapted to M ∩ kerC˜. We need to show that a matrix K such that
(A˜+ B˜KC˜)M ⊆ N must satisfy KC˜mi = −ui for i ∈ {k+ 1, . . . ,r} for some ui such that
A˜mi− B˜ ui ∈N . Rewriting the latter as A˜mi+ B˜KC˜mi ∈N , the statement follows from (A˜+
B˜KC˜)M ⊆N .
The following two results have been proved in [9].
Lemma 2: Let V be (A,B,E,Dz)-output nulling and let S be (A,H,C,Gy)-input containing.
If
(a) im
[
H
Gz
]
⊆ (V ⊕0Z )+ im
[
B
Dz
]
;
(b) ker [ E Gz ]⊇ (S ⊕W )∩ker [ C Gy ];
(c) S ⊆ V
then there exists an output feedback matrix K such that[
A+BKC H+BKGy
E+DzKC Gz+DzKGy
]
(S ⊕W )⊆ V ⊕0Z . (8)
Conversely, if K exists such that (8) holds, then (a-b) hold.
Theorem 2: DDPDOF is solvable if and only if there exist an (A,B,E,Dz)-output nulling
subspace V , an (A,H,C,Gy)-input containing subspace S and a matrix K ∈ R
m×p such that
(i) im
[
H
Gz
]
⊆ (V ⊕0Z )+ im
[
B
Dz
]
;
(ii) ker [ E Gz ]⊇ (S ⊕W )∩ker [ C Gy ];
(iii) S ⊆ V ;
October 18, 2019 DRAFT
9(iv) I+KDy is non-singular, and K satisfies (8).
When DDPDOF is solvable, by Theorem 2 there exist an (A,B,E,Dz)-output nulling subspace
V , an (A,H,C,Gy)-input containing subspace S and a matrix K such that (i-iv) are satisfied, and
in this case we say that (S ,V ;K) is a solution triple for DDPDOF. Solution triples generalize
the notion of (C,A,B)-pairs of systems with zero feedthrough matrices. Theorem 2 does not offer
a method for computing the subspaces V and S , but, if a solution to DDPDOF exists, clearly
it can always been obtained using V ⋆(A,B,E,Dz) and S
⋆
(A,H ,C,Gy)
in place of V and S , respectively,
[11], so that, in particular, V ⋆(A,B,E,Dz) and S
⋆
(A,H ,C,Gy)
satisfy
im
[
H
Gz
]
⊆ (V ⋆(A,B,E,Dz)⊕0Z )+ im
[
B
Dz
]
, (9)
ker[ E Gz ] ⊇ (S
⋆
(A,H ,C,Gy)
⊕W )∩ker[ C Gy ]. (10)
However, this solution is the one which constraints the maximum number of closed-loop eigen-
values. In this paper, as aforementioned, we are interested in a solution which maximizes the
freedom in the assignment of the closed-loop spectrum. Following the notation of [1], we define
Vm
def
= R⋆(A,[B H ],E,[Dz Gz ]) =minΦ(A,[B H ],E,[Dz Gz ]),
SM
def
= Q⋆(
A,H ,[C
E
],
[
Gy
Gz
]) =maxΨ(
A,H ,[C
E
],
[
Gy
Gz
]).
If im
[
H
Gz
]
⊆ (V ⋆(A,B,E,Dz)⊕0Z )+ im
[
B
Dz
]
, we have Vm =V ⋆(A,B,E,Dz)∩S
⋆
(A,[B H ],E,[Dz Gz ])
, see Theorem 9.
The following results have been proved in [9].
Lemma 3: The subspace Vm+SM is (A, [ B H ],E, [ Dz Gz ])-self bounded. Moreover, if
im
[
H
Gz
]
⊆ (V ⋆(A,B,E,Dz)⊕0Z )+ im
[
B
Dz
]
, then Vm+SM is also (A,B,E,Dz)-self bounded. Dually, the
subspace Vm∩SM is
(
A,H,
[
C
E
]
,
[
Gy
Gz
])
-self hidden. Moreover, if ker[ E Gz ] ⊇ (S
⋆
(A,H ,C,Gy)
⊕
W )∩ker[ C Gy ], then Vm∩SM is also (A,H,C,Gy)-self hidden.
The next results further characterize Vm and SM in the biproper case. The proof is straight-
forward consequence of Theorems 7 and 8.
Lemma 4: Let (9-10) hold. Then:
• Let SM be a basis matrix for SM = Q⋆(
A,H ,[CE ],
[
Gy
Gz
]). Then
S ⋆(A,H ,C,Gy) ⊆ V
⋆
(A,B,E,Dz)
⇔ SM ⊆R
⋆
(A,[B SM ],E,[Dz 0 ])
; (11)
• Let Tm be a full row-rank matrix such that kerTm = Vm = R⋆(A,[B H ],E,[Dz Gz ]). Then
S ⋆(A,H ,C,Gy) ⊆ V
⋆
(A,B,E,Dz)
⇔ Vm ⊇Q
⋆(
A,H ,[ CTm ],
[
Gy
0
]). (12)
Proof: We begin proving the first point. (⇒): let S ⋆(A,H ,C,Gy) ⊆ V
⋆
(A,B,E,Dz)
; then Vm +SM is
(A,B,E,Dz)-self bounded. Thus, Vm+SM is contained in V ⋆(A,B,E,Dz). In particular, also SM ⊆
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V ⋆(A,B,E,Dz). Theorem 8 ensures that R
⋆
(A,[B SM ],E,[Dz 0 ])
is the smallest of all (A,B,E,Dz)-self bounded
subspaces containing SM .
(⇐): let SM ⊆ R⋆(A,[B SM ],E,[Dz 0 ]). From Theorem 7, if L1 is a basis matrix of SM, we find
SM ⊆ V ⋆(A,B,E,Dz). From SM ⊇S
⋆
(A,H ,C,Gy)
we obtain S ⋆(A,H ,C,Gy) ⊆ V
⋆
(A,B,E,Dz)
.
The second point can be proved by duality. We rewrite the first point with the substitutionsA→
A⊤, B→C⊤, H→ E⊤, C→ B⊤, Gy→D
⊤
z , E→H
⊤, Dz→G
⊤
y , Gz→G
⊤
z . The conditions (9-10)
become
im
[
E⊤
G⊤z
]
⊆ (V ⋆
(A⊤,C⊤,H⊤,G⊤y )
⊕0W )+ im
[
C⊤
G⊤y
]
and
ker[ H⊤ G⊤z ]⊇
(
(S ⋆
(A⊤,E⊤,B⊤,D⊤z )
⊕Z )∩ker[ B⊤ D⊤z ]
)
.
Taking the orthogonal complement of both inclusions yields ker[ E Gz ]⊇ (S
⋆
(A,H ,C,Gy)
⊕W )∩
ker[ C Gy ] and im
[
H
Gz
]
⊆ (V ⋆(A,B,E,Dz)⊕ 0Z )+ im
[
B
Dz
]
. With these substitutions, the statement
of this first point becomes
S ⋆
(A⊤,E⊤,B⊤,D⊤z )
⊆ V ⋆
(A⊤,C⊤,H⊤,G⊤y )
⇔ Q⋆A⊤,E⊤ ,[B⊤
H⊤
]
,
D⊤z
G⊤z
 ⊆R
⋆
(A⊤,[C⊤ N ],H⊤,[G⊤y 0 ])
,
where N is a basis matrix of Q⋆(
A⊤,E⊤,
[
B⊤
H⊤
]
,
[
D⊤z
G⊤z
]). Taking the orthogonal complements of both
predicates in the equivalence relation proves that V ⋆(A,B,E,Dz) ⊇ S
⋆
(A,H ,C,Gy)
is equivalent to (Vm =
)R⋆(A,[B H ],E,[Dz Gz ]) ⊇ Q
⋆(
A,H ,
[
C
Tm
]
,
[
Gy
0
]), where Tm = N⊤ is such that kerTm = R⋆(A,[B H ],E,[Dz Gz ]) as
required.
Corollary 1: Let (9-10) hold. The following are equivalent:
(i) S ⋆(A,H ,C,Gy) ⊆ V
⋆
(A,B,E,Dz)
;
(ii) SM ⊆ V ⋆(A,B,E,Dz);
(iii) Vm ⊇S ⋆(A,H ,C,Gy).
Proof: (i) ⇔ (ii). If S ⋆(A,H ,C,Gy) ⊆ V
⋆
(A,B,E,Dz)
, Vm+SM is (A,B,E,Dz)-self bounded by Lemma
3, so that Vm+SM ⊆ V ⋆(A,B,E,Dz). Thus, SM ⊆ V
⋆
(A,B,E,Dz)
. If SM ⊆ V ⋆(A,B,E,Dz), by Theorem 7 SM ⊆
R⋆(A,[B SM ],E,[Dz 0 ] and, by Lemma 4, S
⋆
(A,H ,C,Gy)
⊆ V ⋆(A,B,E,Dz). (i) ⇔ (iii) can be proved by duality.
The following result extends [4, Property A.4] to the biproper case.
Property 1: Let conditions (9-10) hold. Let S ⋆(A,H ,C,Gy)⊆ V
⋆
(A,B,E,Dz)
. Let S be (A,H,C,Gy)-input
containing and such that Vm∩SM ⊆S ⊆SM. Then S +Vm ∈ Φ(A,B,E,Dz).
Proof: From Corollary 1, we have Vm ⊇S ⋆(A,H ,C,Gy). Moreover, from Theorem 12 using kerM =
Vm and the quadruple (A,H,C,Gy) in place of (A,B,C,D), we find
S ⋆(A,H ,C,Gy) = S
⋆(
A,H ,[CM ],
[
Gy
0
]) ⊆Q⋆(
A,H ,[CM ],
[
Gy
0
]). (13)
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From the second point of Lemma 4 we also have Q⋆(
A,H ,[CM ],
[
Gy
0
]) ⊆ Vm so that, in particular,
S ⋆(A,H ,C,Gy) ⊆ Vm. On the other hand, using Theorem 15, with the same substitution of quadruples,
we obtain
S ⋆(A,H ,C,Gy) = S
⋆(
A,H ,[CE ],
[
Gy
Gz
]) ⊆Q⋆(
A,H ,[CE ],
[
Gy
Gz
]). (14)
From (13) and (14) we find
S ⋆(
A,H ,[CE ],
[
Gy
Gz
]) ⊆Q⋆(
A,H ,[CM ],
[
Gy
0
]). (15)
We have
S ⊆SM = V
⋆(
A,H ,[CE ],
[
Gy
Gz
])+S ⋆(
A,H ,[CE ],
[
Gy
Gz
]), (16)
and S ⊇S ⋆(A,H ,C,Gy) =S
⋆(
A,H ,[CE ],
[
Gy
Gz
]). Since SM∩Vm is (A,H,C,Gy)-self hidden from Lemma 3,
it is also input containing, and thus S ⋆(
A,H ,[CE ],
[
Gy
Gz
]) = S ⋆(A,H ,C,Gy) ⊆ SM ∩Vm. Using the modular
rule [12] we find
S +Vm = (S ∩SM)+Vm
=
[
S ∩
(
V ⋆(
A,H ,[CE ],
[
Gy
Gz
])+S ⋆(
A,H ,[CE ],
[
Gy
Gz
])
)]
+Vm
=
[(
S ∩V ⋆(
A,H ,[CE ],
[
Gy
Gz
])
)
+
(
S ∩S ⋆(
A,H ,[CE ],
[
Gy
Gz
])
)]
+Vm
=
(
S ∩V ⋆(
A,H ,[CE ],
[
Gy
Gz
])
)
+S ⋆(
A,H ,[CE ],
[
Gy
Gz
])+Vm
=
(
S ∩V ⋆(
A,H ,[CE ],
[
Gy
Gz
])
)
+Vm, (17)
where we have used the inclusions S ⊆ SM , S ⊇ S ⋆(
A,H ,[CE ],
[
Gy
Gz
]) and S ⋆(
A,H ,[CE ],
[
Gy
Gz
]) ⊆ Vm,
respectively. We now show that S +Vm is (A,B,E,Dz)-output nulling. We know that Vm is
(A,B,E,Dz)-self bounded and satisfies im
[
H
Gz
]
⊆ (Vm⊕ 0Z )+ im
[
B
Dz
]
, so that
[
A H
E Gz
]
(Vm⊕
W )⊆ (Vm⊕0Z )+ im
[
B
Dz
]
. We also know that
[
A H
E Gz
] (
(S ⊕W )∩ker[ C Gy ]
)
⊆S ⊕0Z ,
since [ A H ]
(
(S ⊕W )∩ker[ C Gy ]
)
⊆S , which comes from the definition of (A,H,C,Gy)-
input containing subspace, and (S ⊕W )∩ ker[ C Gy ] ⊆ (S
⋆
(A,H ,C,Gy)
⊕W )∩ ker[ C Gy ] ⊆
ker[ E Gz ] from condition (10). Thus[
A H
E Gz
] (
(Vm⊕W )+
(
S ⊕W )∩ker[ C Gy ]
))
⊆
(
(Vm+S )⊕0Z
)
+ im
[
B
Dz
]
.
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If we prove that
(S +Vm)⊕W ⊆ (Vm⊕W )+
(
S⊕W )∩ker[ C Gy ], (18)
then it is obvious that[
A
E
]
(S +Vm) =
[
A H
E Gz
]
(S +Vm)⊕0Z
⊆
[
A H
E Gz
](
(S +Vm)⊕W
)
⊆
[
A H
E Gz
](
Vm⊕W+
(
S⊕W )∩ker[ C Gy ]
))
⊆
(
(Vm+S )⊕0Z
)
+ im
[
B
Dz
]
(19)
says that S +Vm is (A,B,E,Dz)-output nulling. To prove (18), we first notice that (Vm⊕W )+(
S ⊕W )∩ker[ C Gy ]
)
= Vm⊕W +(S ∩C−1 imGy)⊕W . Indeed, any
[ x
w
]
∈ (Vm⊕W )+(
(S ⊕W )∩ ker[ C Gy ]
)
can be written as
[ x
w
]
=
[ x1
w1
]
+
[ x2
w2
]
with x1 ∈ Vm, x2 ∈ S and
Cx2+Gyw2 = 0. This implies x2 ∈ C
−1 imGy. Thus,
[ x
w
]
∈ Vm⊕W +(S ∩C−1 imGy)⊕W .
Conversely, let
[ x
w
]
∈ Vm⊕W +(S ∩C−1 imGy)⊕W . We can write
[ x
w
]
=
[ x1
w1
]
+
[ x2
w2
]
with
x1 ∈ Vm, x2 ∈ S ∩C
−1 imGy, so that x2 ∈ S and there exists ξ such that Cx2 = Gy ξ . Now,[ x
w
]
=
[
x1
w+ξ
]
+
[
x2
−ξ
]
, where
[
x1
w+ξ
]
∈ Vm⊕W and
[
x2
−ξ
]
∈S ⊕W ∩ ker [C Gy ]. Using (17)
(S +Vm)⊕W =
[(
S ∩V ⋆(
A,H ,[CE ],
[
Gy
Gz
])
)
+Vm
]
⊕W
⊆
[(
S ∩C−1 imGy
)
+Vm
]
⊕W
= Vm⊕W +(S ∩C
−1 imGy)⊕W , (20)
since V ⋆(
A,H ,[CE ],
[
Gy
Gz
]) ⊆ C−1 imGy. We have proved that S +Vm is (A,B,E,Dz)-output nulling.
Since Vm is also (A,B,E,Dz)-self bounded, we have Vm ⊇ V
⋆
(A,B,E,Dz)
∩ B kerDz, so that also
S +Vm ⊇ V
⋆
(A,B,E,Dz)
∩B kerDz, i.e., S +Vm is (A,B,E,Dz)-self bounded.
Under the assumptions of the previous results, every (A,H,C,Gy)-input containing subspace
S such that Vm ∩SM ⊆ S ⊆ SM is also (A,H,C,Gy)-self hidden. Indeed, from the obvious
inclusion SM = Q⋆(
A,H ,[CE ],
[
Gy
Gz
]) ⊆Q⋆(A,H ,C,Gy), we also have S ⊆SM ⊆Q⋆(A,H ,C,Gy).
We now seek to generalize the result in [4, Lemma A.2], which suggests that we can write,
using the notation of this paper, S +Vm = R⋆(A,[B S ],E,[Dz 0 ]), where S is basis matrix for S .
However, it is easy to realize that in the biproper case this is not true.
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Example 4.1: Consider e.g. A=
[
0 0
0 −1
]
, B =
[
1
0
]
, H =
[
1
1
]
, C = [1 0 ], Dy = 0, E = [0 1 ],
Dz = 1 and Gy = Gz =−1. In this case SM = 0X and Vm = R
2. Taking for example S = SM
yields S +Vm = R
2; however, a simple calculation shows that R⋆(A,[B S ],E,[Dz 0 ]) = 0X .
The correct way to extend [4, Lemma A.2] in the biproper case is to consider the subspace
R⋆(A,[B H S ],E,[Dz Gz 0 ]) in place of R
⋆
(A,[B S ],E,[Dz 0 ])
. Correspondingly, in the case of zero feedthrough
matrices one can show, by using the fact that (9-10) and S ⋆(A,H ,C,Gy) ⊆ V
⋆
(A,B,E,Dz)
are reduced to the
chain of inclusions imH ⊆S ⋆(A,H ,C,0)⊆ V
⋆
(A,B,E,0)⊆ kerE, one can easily see that R
⋆
(A,[B H S ],E,[0 0 0 ]) =
R⋆(A,[B S ],E,[0 0 ]).
Property 2: Let (9-10) hold. Let S be an (A,H,C,Gy)-input containing subspace such that
Vm∩SM ⊆S ⊆SM , and let S be a basis matrix for S . Then, S ⋆(A,H ,C,Gy) ⊆ V
⋆
(A,B,E,Dz)
if and only
if S +Vm = R⋆(A,[B H S ],E,[Dz Gz 0 ]).
Proof: (Only if). We assume S ⋆(A,H ,C,Gy)⊆V
⋆
(A,B,E,Dz)
. From Corollary 1, SM ⊆V ⋆(A,B,E,Dz). Since S ⊆
SM , then also S ⊆ V ⋆(A,B,E,Dz). From Theorem 7, since S ⊆ V
⋆
(A,B,E,Dz)
, then S ⊆R⋆(A,[B S ],E,[Dz 0 ]),
which is in turn contained in R⋆(A,[B H S ],E,[Dz Gz 0 ]). On the other hand, we have also Vm=R
⋆
A,[B H ],E,[Dz Gz ]
⊆
R⋆(A,[B H S ],E,[Dz Gz 0 ]), so that S +Vm ⊆R
⋆
A,[B H ],E,[Dz Gz 0 ]
. We know also that im
[
H
Gz
]
⊆ Vm⊕0Z +
im
[
B
Dz
]
. Therefore, adding S ⊕0Z on both sides yields
(S ⊕0Z )+ im
[
H
Gz
]
⊆
(
(S +Vm)⊕0Z
)
+ im
[
B
Dz
]
. (21)
In view of Property 1, S +Vm is (A,B,E,Dz)-self bounded, and it contains S . Since S ⊆
V ⋆(A,B,E,Dz) (recall that S +Vm ∈ Φ(A,B,E,Dz)), and since im
[
H
Gz
]
⊆ (V ⋆(A,B,E,Dz)⊕0Z )+ im
[
B
Dz
]
, then
(S ⊕0Z )+ im
[
H
Gz
]
⊆
(
V ⋆(A,B,E,Dz)⊕0Z
)
+ im
[
B
Dz
]
, so that by Theorem 11 R⋆(A,[B H S ],E,[Dz Gz 0 ]) is
the smallest (A,B,E,Dz)-self bounded subspace such that
(S ⊕0Z )+ im
[
H
Gz
]
⊆
(
R⋆(A,[B H S ],E,[Dz Gz 0 ])⊕0Z
)
+ im
[
B
Dz
]
.
Since it is the smallest, R⋆(A,[B H S ],E,[Dz Gz 0 ]) ⊆S +Vm.
(If). It follows from S ⋆(A,H ,C,Gy) ⊆S ⊆S +Vm ⊆ V
⋆
(A,B,E,Dz)
.
We also present the dual of Property 2.
Property 3: Let (9-10) hold. Let V be an (A,B,E,Dz)-output nulling subspace such that
Vm ⊆V ⊆ Vm+SM , and let T be a full row-rank matrix such that kerT = V . Then, S ⋆(A,H ,C,Gy) ⊆
V ⋆(A,B,E,Dz) if and only if V ∩SM = Q
⋆(
A,H ,
[
C
E
T
]
,
[
Gy
Gz
0
]).
The previous result implies that V ∩SM ∈Ψ(A,H ,C,Gy). The following lemma, which was proved
in [4] and [3] in the case of zero feedthrough matrices, relies on a change of coordinate that
was introduced in [1, Theorem 5.2.2]. However, here the structure of the system matrices in the
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new basis cannot be simplified as in [1]. The following result shows how the line of attack of
[1, Theorem 5.2.2] has to be changed substantially in the biproper case.
Lemma 5: Let (9-10) hold. Let S ⋆(A,H ,C,Gy) ⊆ V
⋆
(A,B,E,Dz)
. Let S be an (A,H,C,Gy)-input con-
taining subspace such that Vm∩SM ⊆S ⊆SM. Then
σ
(
A+BF
∣∣∣S +Vm
Vm
)
= σ
(
A+GC
∣∣∣ S
Vm∩SM
)
, (22)
where F ∈ F(A,B,E,Dz)(S +Vm) and G ∈G(A,H ,C,Gy)(Vm∩SM).
Proof: First, S +Vm and Vm are (A,B,E,Dz)-self bounded, see Property 1, so that σ
(
A+BF | S+VmVm
)
is well defined for F ∈ F(A,B,E,Dz)(S +Vm). From Lemma 3, Vm∩SM is (A,H,C,Gy)-self hidden,
so that σ
(
A+GC | SVm+SM
)
is well defined for G∈G(A,H ,C,Gy)(Vm∩SM). Let T = [ T1 T2 T3 T4 ]
be a nonsingular matrix such that imT1=Vm∩SM =Q⋆(
A,H ,
[
C
E
Tm
]
,
[
Gy
Gz
0
]), im[ T1 T2 ] =Vm, im[ T1 T3 ] =
S , im[ T1 T2 T3 ] =S +Vm=R
⋆
(A,[B H S ],E,[Dz Gz 0 ])
, where Tm is full row-rank and kerTm=Vm.2
Let V = S +Vm. From Property 1, V = S +Vm ∈ Φ(A,B,E,Dz), and from Property 3,
Q⋆(
A,H ,
[
C
E
TV
]
,
[
Gy
Gz
0
]) = V ∩SM = (Vm∩SM)+S = S , (23)
since Vm∩SM ⊆S , where TV is full row-rank and kerTV =V . Thus, im[ T1 T3 ] =Q
⋆(
A,H ,
[
C
E
TV
]
,
[
Gy
Gz
0
])=
S , from which we obtain S = V ⋆(
A,H ,
[
C
E
TV
]
,
[
Gy
Gz
0
])+S ⋆(
A,H ,
[
C
E
TV
]
,
[
Gy
Gz
0
]). Since (9-10) and S ⋆(A,H ,C,Gy) ⊆
V ⋆(A,B,E,Dz) are assumed to hold, we have S
⋆(
A,H ,[CE ],
[
Gy
Gz
]) =S ⋆(A,H ,C,Gy) ⊆ V , so that from Theorem 12
we obtain S ⋆(
A,H ,
[
C
E
TV
]
,
[
Gy
Gz
0
]) = S ⋆(A,H ,C,Gy). Clearly V ⋆(
A,H ,
[
C
E
TV
]
,
[
Gy
Gz
0
]) ⊆
[
C
E
TV
]−1
im
[
Gy
Gz
0
]
⊆C−1 imGy,
so that S ⊆C−1 imGy+S
⋆
(A,H ,C,Gy)
. Now considering that Vm∩SM =Q
⋆(
A,H ,
[
C
E
Tm
]
,
[
Gy
Gz
0
])=V ⋆(
A,H ,
[
C
E
Tm
]
,
[
Gy
Gz
0
])+
S ⋆(
A,H ,
[
C
E
Tm
]
,
[
Gy
Gz
0
]), adding C−1 imGy to both sides of the previous equation and considering that
by Theorem 12 there hold S ⋆(
A,H ,
[
C
E
Tm
]
,
[
Gy
Gz
0
]) =S ⋆(A,H ,C,Gy) and V ⋆(
A,H ,
[
C
E
Tm
]
,
[
Gy
Gz
0
]) ⊆
[
C
E
Tm
]−1
im
[
Gy
Gz
0
]
⊆
C−1 imGy we immediately obtain C
−1 imGy+(Vm∩SM) =C−1 imGy+S ⋆(A,H ,C,Gy). Finally
im[ T1 T3 ] = S ⊆C
−1 imGy+S
⋆
(A,H ,C,Gy)
= C−1 imGy+(Vm∩SM) =C
−1 imGy+ imT1,
which means that it is always possible to choose T3 so that imT3 ⊆ C
−1 imGy. If we denote
by RVm+S the output nulling reachability subspace on Vm +S , then (S +Vm)∩B kerDz =
2Notice that one or more of the matrices Ti in T may be empty.
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RVm+S ∩B kerDz. The subspace RVm+S is contained R
⋆
(A,B,E,Dz)
, which in turn is contained in
Vm. Thus, im[ T1 T2 T3 ]∩B kerDz = im[ T1 T2 ]∩B kerDz. We can also choose T4 in such
a way that im[ T1 T2 T4 ]⊇ B kerDz. Let A1 = T
−1AT , B1 = T
−1B, H1 = T
−1H, C1 =CT ,
E1 = E T . Let Ω = [ Ω1 Ω2 ] be a change of coordinate matrix in U such that Ω1 is a basis
for B−11 (Vm+S )∩kerDz. We partition BΩ
def
= B1 Ω =
[
Bi, j
]
i=1,...,4
j=1,2
conformably with the change of
basis T . Since B kerDz⊆ im[ T1 T2 T4 ], we also have in the new basis B1 kerDz⊆ im
[
I 0 0
0 I 0
0 0 0
0 0 I
]
,
so that
im

B11
B21
B31
B41
⊆ B1 kerDz ⊆ im

I 0 0
0 I 0
0 0 0
0 0 I
 ,
which implies B31 = 0. Partitioning A1 = T
−1AT =
[
Ai, j
]
i=1,...,4
j=1,...,4
and FΩ = Ω
−1 F T︸︷︷︸
F1
=
[
Fi, j
]
i=1,2
j=1,...,4
allows to partition the closed-loop matrix as
A1+B1F1 = A1+BΩFΩ =
[
Ai, j+Bi,1F1, j+Bi,2F2, j
]
i, j=1,...,4
.
From the fact that Vm is (A+BF)-invariant (in view of the self boundedness of Vm) we obtain
A31+B31F11+B32F21= 0, A32+B31F12+B32F22= 0,
A41+B41F11+B42F21= 0, A42+B41F12+B42F22= 0.
Moreover, since Vm+SM is (A+BF)-invariant, we also have A43+B41F13+B42F23 = 0. Thus,
defining AFi, j
def
= Ai, j+Bi,1F1, j+Bi,2F2, j for i, j ∈ {1, . . . ,4}, we have
A1+B1F1 =

AF11 A
F
12 A
F
13 A
F
14
AF21 A
F
22 A
F
23 A
F
24
0 0 A33+B32F23 A34+B32F24
0 0 0 AF44
 ,
where we have used the fact that B31 = 0. We now prove by contradiction that B32F23 = 0.
Recall that S +Vm is (A,B,E,Dz)-output nulling, so that its reachability subspace is contained in
R⋆(A,B,E,Dz); on the other hand, Vm =R
⋆
(A,[B H ],E,[Dz Gz ])
⊇R⋆(A,B,E,Dz). Hence, the reachability subspace
on S +Vm lies in Vm. Thus, the eigenvalues of A+BF |
S+Vm
Vm
cannot be freely assigned by F .
We have
σ(A+BF |S +Vm) = σ(A+BF |Vm)⊎σ(A+BF |
S+Vm
Vm
)
= σ(A+BF |Vm)⊎σ(A33+B32F23).
October 18, 2019 DRAFT
16
The submatrix F23 in A1+B1F1 does not affect A+BF |Vm. Thus, we can arbitrarily change F23
without changing σ(A+BF |Vm). In doing so, if B32F23 6= 0, we could change the eigenvalues
of σ
(
A+BF | S+VmVm
)
without changing σ(A+BF |Vm). There holds
σ(A+BF |S +Vm) = σ(A+BF |RS+Vm)
⊎σ
(
A+BF
∣∣∣ VmRS+Vm )⊎σ (A+BF ∣∣∣ S+VmVm ),
where the last two multisets are parts of the unreachable spectrum on S +Vm. If we could
change the eigenvalues of σ
(
A+BF | S+VmVm
)
without modifying those of σ
(
A+BF
∣∣∣ VmRS+Vm ),
then we could change eigenvalues that are unreachable on S +Vm, leading to a contradiction.
Consider the following change of basis in the output space ϒ = [ ϒ1 ϒ2 ], where ϒ1 is a
basis of C1S + imGy. We partition Cϒ
def
= ϒ−1C1 =
[
Ci, j
]
i=1,2
j=1,...,4
. Since imT3 ⊆C
−1 imGy, in the
new basis we have im
[
0
0
I
0
]
⊆C−11 imGy, so that im
(
C1
[
0
0
I
0
])
⊆ imGy. Pre-multiplying by ϒ
−1
we obtain
[
C13
C23
]
= ϒ−1 imGy =
[⋆
0
]
, since imGy ⊆ imϒ1. Thus, C23 = 0. Moreover, we partition
G conformably as Gϒ = T
−1G︸ ︷︷ ︸
G1
ϒ =
[
Gi, j
]
i=1,...,4
j=1,2
. Thus, defining AGi, j
def
= Ai, j+Gi,1C1, j+Gi,2C2, j, we
can write AG
def
= A1+G1C1 = A1+GϒCϒ =
[
AGi, j
]
i=1,...,4
j=1,...,4
. Since S and SM ∩Vm are (A,H,C,Gy)-
self hidden, the input containing friend G is also an (A,H,C,Gy)-input containing friend for S ,
and in this basis im
(
AG
[
I
0
0
0
])
⊆ im
[
I
0
0
0
]
and im
(
AG
[
I 0
0 0
0 I
0 0
])
⊆ im
[
I 0
0 0
0 I
0 0
]
give
A1+G1C1 = A1+GϒCϒ =

AG11 A
G
12 A
G
13 A
G
14
0 AG22 0 A
G
24
0 AG32 A33+G31C13 A
G
34
0 AG42 0 A
G
44
,
since, as shown above, C23 = 0. We have
σ(A1+G1C1)=σ(A11+G11C11+G12C21)⊎σ(A33+G31C13)
⊎σ
([
A22+G21C12+G12C22 A24+G21C14+G22C24
A42+G41C12+G42C22 A44+G41C14+G42C24
])
.
We show that G31C13 = 0. To this end, notice that S ⊇S
⋆
(A,H ,C,Gy)
and SM∩Vm⊇S ⋆(A,H ,C,Gy). This
implies that the eigenvalues of A+GC | SSM∩Vm do not depend on G. Since σ(A+GC |
S
SM∩Vm
) =
σ(A33+G31C13), and since G31 does not operate on the eigenvalues of A+GC |SM ∩Vm, we
have G31C13 = 0. From σ
(
A+BF | S+VmVm
)
= σ(A33) and σ
(
A+GC | SVm∩SM
)
= σ(A33), we
see that (22) holds.
The following result generalizes [4, Lemma A.5] to the case of possibly non-zero feedthrough
matrices.
Property 4: Let (9-10) hold. Let S ⋆(A,H ,C,Gy) ⊆ V
⋆
(A,B,E,Dz)
. Then
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1) 〈A | imB+ imH〉= R+Vm;
2) 〈kerC∩kerE |A〉= Q∩SM .
Proof: We first prove that 〈A | imB+ imH〉 ⊆ 〈A | imB〉+Vm. We observe that
〈A | imB+ imH〉 = 〈A | im[ B H ]〉
= im[ B H ]+ im
(
A [ B H ]
)
+ . . .+ im
(
An−1 [ B H ]
)
= imB+ imH+ im[ AB AH ]+ . . .+ im[ An−1B An−1H ]
= imB+ imH+ im(AB)+ im(AH)+ . . .+ im(An−1B)+ im(An−1H)
= im[ B AB . . . An−1B ]+ im[ H AH . . . An−1H ]
= 〈A | imB〉+ 〈A | imH〉.
Recall that, since conditions (9-10) hold, then also from Theorem 9 we have im
[
H
Gz
]
⊆ (Vm⊕
0Z )+ im
[
B
Dz
]
. This implies in particular that imH ⊆ Vm+ imB, so that also
An−1 imH ⊆ An−1Vm+ im(An−1B)
An−2 imH ⊆ An−2Vm+ im(An−2B)
...
A imH ⊆ AVm+ im(AB).
Moreover, again from Theorem 9, Vm is (A, [ B H ],E, [ Dz 0 ])-output nulling, so that, in
particular, Vm is (A, [ B H ])-controlled invariant, i.e, AVm ⊆ Vm+ im[ B H ], which leads to
AnVm ⊆ A
n−1
(
Vm+ imB+ imH
)
An−1Vm ⊆ A
n−2
(
Vm+ imB+ imH
)
...
AVm ⊆ Vm+ imB+ imH.
We have
〈A | imB+ imH〉 = 〈A | imB〉+ 〈A | imH〉
= 〈A | imB〉+ imH+ im(AH)+ . . .+ im(An−1H)
⊆ 〈A | imB〉+ imH+ im(AH)+ . . .+ im(An−1H)+AnVm
⊆ 〈A | imB〉+ imH+ im(AH)+ . . .+ im(An−1H)+An−1
(
Vm+ imB+ imH
)
⊆ 〈A | imB〉+ imH+ im(AH)+ . . .+ im(An−1H)+An−1Vm
⊆ 〈A | imB〉+ imH+ im(AH)+ . . .+ im(An−2H)+An−1Vm
⊆ 〈A | imB〉+ imH+ im(AH)+ . . .+ im(An−2H)+An−2
(
Vm+ imB+ imH
)
⊆ 〈A | imB〉+ imH+ im(AH)+ . . .+ im(An−2H)+An−2Vm
⊆ 〈A | imB〉+ imH+ im(AH)+ . . .+ im(An−3H)+An−1Vm
...
⊆ 〈A | imB〉+Vm.
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We now need to prove the opposite inclusion, i.e., 〈A | imB+ imH〉 ⊇ 〈A | imB〉+Vm. Obviously
〈A | imB〉 ⊆ 〈A | imB+ imH〉 and Vm⊆ 〈A | imB+ imH〉 (recall that Vm =R
⋆
(A,[B H ],E,[E Gz ])
, so that
in particular it is contained in 〈A | imB+ imH〉). Thus, 〈A | imB+ imH〉 ⊇ 〈A | imB〉+Vm holds.
The second statement can be proved by duality.
V. FIXED POLES
Given an (A,B,E,Dz)-output nulling subspace V and an (A,H,C,Gy)-input containing sub-
space S , we define
σfixed(S ,V )
def
= σfixed(V )⊎σfixed(S ). (24)
The key idea behind the approach of [4], on which our development also hinges, is to show that:
1) If DDPDOF is solvable and the resulting closed-loop matrix is Â, it is also always solvable
by using a solution triple (S ,V ;K) where V is (A,B,E,Dz)-self bounded and S is
(A,H,C,Gy)-self hidden which improve on the original solution, in the sense that the fixed
poles associated with the triple (S ,V ;K) are contained in the closed-loop eigenvalues
σ(Â);
2) We show that there exist “minimal solution triples” whose fixed poles are the same, and
are always contained in the fixed poles associated with any other solution triple (S ,V ;K)
where V is (A,B,E,Dz)-self bounded and S is (A,H,C,Gy)-self hidden.
Thus, looking for the minimal solution triples in the set of solution triples (S ,V ;K) where
V is (A,B,E,Dz)-self bounded and S is (A,H,C,Gy)-self hidden does not cause any loss of
generality. Every controller that solves DDPDOF will give rise to a closed-loop eigenstructure
which contains the fixed poles of the “minimal solution triples”, even if such controller has not
been constructed by using such minimal solution triples. The following result has been proved
for biproper systems in [8, Lemma 4].
Lemma 6: Let V and V ′ be two (A,B,C,D)-output nulling subspaces such that V =V ′+RV .
There exists F ∈ F(A,B,C,D)(V ) such that σ
(
A+BF | VV ′
)
is freely assignable. Moreover, for all
F ′ ∈ F(A,B,C,D)(V
′) and for all F ∈ F(A,B,C,D)(V ) we have
σ
(
A+BF
∣∣∣ V
RV
)
⊆ σ
(
A+BF ′
∣∣∣ V ′
RV ′
)
. (25)
We are ready to present the following generalization of [4, Lemma 5]. Here the situation is,
however, substantially different. In fact, here we also need to prove the existence of a matrix
K that renders the closed-loop system well posed. For its proof, we recall the definition of
projection and the intersection of subspaces in extended vector spaces. Let T be a subspace of
X ⊕P . The projection of T on X is defined as p(T )
def
=
{
x ∈X
∣∣∣∃ p ∈P : [ xp] ∈T } and
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the intersection of T with X is defined as i(T )
def
=
{
x ∈X
∣∣∣ [ x0] ∈ T }, see [1], [12], [9] for
details.
Lemma 7: Assume that DDPDOF is solvable. Let σ(Â) be the multiset of closed-loop eigen-
values. There exists a solution triple (S ,V ;K) for DDPDOF such that V is (A,B,E,Dz)-self
bounded and S is (A,H,C,Gy)-self hidden and such that σfixed(S ,V )⊆ σ(Â).
Proof: Since DDPDOF, is solvable, there exists an Â-invariant subspace Î contained in kerĈ
such that Si = i(Î ) is (A,H,C,Gy)-input containing and Vp = p(Î ) is (A,B,E,Dz)-output
nulling, Si ⊆ Vp (see [12, Thm. 4.6] and [9] as well as Appendix A), and satisfy
im
[
H
Gz
]
⊆ (Vp⊕0Z )+ im
[
B
Dz
]
; (26)
ker [ E Gz ] ⊇ (Si⊕W )∩ker [ C Gy ]. (27)
We need to prove that there exists K such that (9-10) holds with Vp and Si in place of V
⋆
(A,B,E,Dz)
and S ⋆(A,H ,C,Gy). Let K = DcW = Dc (I−DyDc)
−1. The matrix inversion lemma ensures that I+
KDy is invertible. It remains to prove that K satisfies (8). Rewriting (8) using K = Dc (I −
DyDc)
−1 yields [
A+BDcWC H+BDcWGy
E+DzDcWC Gz+DzDcWGy
]
(Si⊕W )⊆ Vp⊕0Z . (28)
Let
[ s
w
]
∈Si⊕W . We want to prove that[
As+BDcWCs+Hw+BDcWGyw
E s+DzDcWCs+Gzw+DzDcWGyw
]
∈ Vp⊕0Z . (29)
Since s ∈ Si = i(Î ), we have
[ s
0
]
∈ Î , and from the Â-invariance of Î we find Â
[ s
0
]
=[
As+BDcWCs
E s+DzDcWCs
]
∈ Î . It follows that As+BDcWCs ∈ p(Î ) = Vp. Moreover, since imĤ ⊆ Î ,
we have
[
Hw+BDcW Gyw
BcWGyw
]
∈ Î , so that, in particular, Hw+BDcWGyw ∈ p(Î ) = Vp. Since the
system is disturbance decoupled, the feedthrough Gz+DzDc (I−DyDc)
−1Gy in (28) is zero.
Hence, it remains to show that E s+DzDc (I−DyDc)
−1Cs = 0. This follows from Ĉ Î = 0Z ,
which gives Ĉ
[ s
0
]
= 0. This yields immediately E s+DzDc (I−DyDc)
−1Cs= 0. We have proved
(29).
Let us define V
def
= Vp +R⋆(A,B,E,Dz) and S
def
= Si ∩Q
⋆
(A,H ,C,Gy)
. Obviously, S is (A,H,C,Gy)-
input containing, V is (A,B,E,Dz)-output nulling, and S ⊆ V . Moreover (26-27) are satisfied.
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Furthermore, if K is such that Si, Vp and K form a solution triple (Si,Vp;K), the chain of
inclusions [
A+BKC H+BKGy
E+DzKC Gz+DzKGy
]
(S ⊕W )
⊆
[
A+BKC H+BKGy
E+DzKC Gz+DzKGy
]
(Si⊕W )⊆Vp⊕0Z ⊆V ⊕0Z
guarantees that (S ,V ;K) is a solution triple. Finally, by construction, V is (A,B,E,Dz)-self
bounded because it contains R⋆(A,B,E,Dz), and S is (A,H,C,Gy)-self hidden because it is contained
in Q⋆(A,H ,C,Gy). Now we show that σfixed(S ,V )⊆ σ(Â). We only need to prove that σfixed(V )⊆
σ(Â), because σfixed(S )⊆ σ(Â) follows by the self duality of the problem.
To prove that σfixed(V ) ⊆ σ(Â), we first prove that σfixed(V ) ⊆ σfixed(Vp) and then we prove
that σfixed(Vp)⊆ σ(Â). Using (4), for F ∈ F(A,B,E,Dz)(V ) and Fp ∈ F(A,B,E,Dz)(Vp)
σfixed(V ) = σ
(
AF
∣∣∣ X
〈A | imB〉
)
⊎σ
(
AF
∣∣∣ V ∩〈A | imB〉
RV
)
,
σfixed(Vp) = σ
(
AFp
∣∣∣ X
〈A | imB〉
)
⊎σ
(
AFp
∣∣∣ Vp∩〈A | imB〉
RVp
)
,
where AF = A+BF and AFp = A+BFp. Since σ
(
AF
∣∣∣ X〈A | imB〉) does not depend on F we have
σ
(
AF
∣∣∣ X
〈A | imB〉
)
= σ
(
AFp
∣∣∣ X
〈A | imB〉
)
, (30)
so that it is enough to prove that for all F ∈ F(A,B,E,Dz)(V ) and Fp ∈ F(A,B,E,Dz)(Vp)
σ
(
AF
∣∣∣ V ∩〈A | imB〉
RV
)
⊆ σ
(
AFp
∣∣∣ Vp∩〈A | imB〉
RVp
)
. (31)
From R⋆(A,B,E,Dz) ⊆ 〈A | imB〉 and V = Vp+R
⋆
(A,B,E,Dz)
, we find
V ∩〈A | imB〉 = (Vp+R
⋆
(A,B,E,Dz)
)∩〈A | imB〉
= (Vp∩〈A | imB〉)+R
⋆
(A,B,E,Dz)
. (32)
From V = Vp+R⋆(A,B,E,Dz) we find that RV contains R
⋆
(A,B,E,Dz)
. However, R⋆(A,B,E,Dz) is the largest
(A,B,E,Dz)-reachability output nulling subspace, which implies R⋆(A,B,E,Dz) = RV . From the
obvious inclusion R⋆(A,B,E,Dz) ⊆ 〈A | imB〉 the (A,B,E,Dz)-reachability subspace on V ∩〈A | imB〉
is exactly R⋆(A,B,E,Dz), i.e, R
⋆
(A,B,E,Dz)
=RV ∩〈A | imB〉, and therefore V ∩〈A | imB〉= (Vp∩〈A | imB〉)+
RV ∩〈A | imB〉. We can apply Lemma 6 to the previous subspaces and we find that for all F ∈
F(A,B,E,Dz)(V ) and for all Fp ∈ F(A,B,E,Dz)(Vp)
σ
(
AF
∣∣∣V ∩〈A | imB〉
RV ∩〈A | imB〉
)
⊆ σ
(
AFp
∣∣∣ Vp∩〈A | imB〉
RVp∩〈A | imB〉
)
. (33)
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Since clearly RV ∩〈A | imB〉 = RV and RVp∩〈A | imB〉 = RVp , then for all F ∈ F(A,B,E,Dz)(V ) and for
all Fp ∈ F(A,B,E,Dz)(Vp)
σ
(
AF
∣∣∣ V ∩〈A | imB〉
RV
)
⊆ σ
(
AFp
∣∣∣ Vp∩〈A | imB〉
RVp
)
, (34)
so that σfixed(V ) ⊆ σfixed(Vp). Now we prove that σfixed(Vp) ⊆ σ(Â). Using (4) we have for
Fp ∈ F(A,B,E,Dz)(Vp)
σfixed(Vp) = σ
(
AFp
∣∣∣ X
〈A | imB〉+Vp
)
⊎σ
(
AFp
∣∣∣ Vp
RVp
)
. (35)
Clearly σ
(
AFp
∣∣∣ X〈A | imB〉+Vp) ⊆ σ (AFp ∣∣∣ X〈A | imB〉) ⊆ σ(Â), and thus it is enough to prove that
σ
(
AFp
∣∣∣ VpRVp)⊆ σ(Â) for all Fp ∈ F(A,B,E,Dz)(Vp). In particular, we show that σ (AFp∣∣∣ VpRVp )⊆
σ(Â |Î ). In view of Lemma 8, Vp is (A,B,E,Dz)-output nulling and therefore for all x ∈ Vp,
we have AFp x ∈ Vp and (E +DzFp)x = 0. Using the closed-loop system equation we have
ÂÎ ⊆ Î , which implies p(ÂÎ )⊆Vp. Thus, for each
[ x
p
]
∈ Î we have (A+BDcWC)x+B
(
I+
Dc(I−DcDy)
−1Dy
)
Cc p ∈ Vp, which can be rewritten, by using the matrix inversion lemma, as
(A+BDc (I−DyDc)
−1C)x+(B (I−DcDy)
−1Cc) p ∈ Vp. Combining the previous equation with
AFp x ∈ Vp yields B
(
(−Fp+ DcWC)x+ (I−DcDy)
−1Cc p
)
∈ Vp. Moreover, since Î ⊆ kerĈ,
we have Ĉ
[ x
p
]
= (E +DzDcWC)x+ (DzCc +DzDcWDyCc) p = 0. Combining the previous
equation with (E+DzFp)x = 0 we obtain Dz
(
(−Fp+DcWC)x+(Cc+DzDcW DyCc) p
)
= 0.
Using again the matrix inversion lemma we find Dz
(
(−Fp+DcWC)x+(I−DcDy)
−1Cc p
)
= 0,
which implies (−Fp+DcWC)x+(I−DcDy)
−1Cc p ∈ kerDz, so that B
(
(−Fp+DcWC)x+(I−
DcDy)
−1Ccp
)
∈ BkerDz ∩Vp ⊆ RVp . Adding and subtracting Ax to the left of the latter gives
(A+BDcWC)x+B(I−DcDy)
−1Cc p−AFp x ∈RVp , form which p
(
Â
[ x
p
])
−AFp x ∈RVp . Let[ x
p
]
be an eigenvector of Â in Î associated with the eigenvalue λ and such that x /∈ RVp
3,
so that p
(
λ
[ x
p
])
−AFp x ∈ RVp , i.e., λ x−AFp x ∈ RVp and AFp x /∈ RVp . Consider the change
of basis matrix T = [ T1 T2 T3 ] such that T1 is a basis matrix of RVp , [ T1 T2 ] is a basis
matrix of Vp. In this basis, partitioning AFp and the vector x conformably, the latter becomes
λ
 x1x2
0
−
 A
Fp
11 A
Fp
12 A
Fp
13
0 A
Fp
22 A
Fp
23
0 0 A
Fp
33

 x1x2
0
=
 ⋆0
0
 ,
from which we find λ x2 = A
Fp
22 x2. Since x2 6= 0 (because x /∈ RVp), then λ ∈ σ(A
Fp
22). From
the previous results, by defining Λ as the set of eigenvalues of Â such that the corresponding
3Note that since we have Vp = p
(
Î
)
, then x ∈ Vp. Thus, if for every eigenvector
[
x
p
]
of Â|Î we have x ∈ RVp , then
RVp = Vp, and in this case the claim is obvious because σ
(
AFp |
Vp
RVp
)
=∅.
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eigenvector
[ x
p
]
satisfies x /∈RVp , we have Λ⊆ σ(A
Fp
22). Since dimÎ ≥ dimp(Î ) = dimVp we
have card(Λ) ≥ card(σ(A
Fp
22)), from which we obtain σ(A
Fp
22) = Λ ⊆ σ(Â |Î ) ⊆ σ(Â). Finally,
by construction, σ(A
Fp
22) = σ
(
AFp |
Vp
RVp
)
⊆ σ(Â) for all Fp ∈ F(A,B,E,Dz)(Vp).
The following result is a cornerstone of this paper: it shows that the set of matrices K does
not depend on the particular pair of subspaces S and V used to solve DDPDOF.
Theorem 3: Let S be (A,H,C,Gy)-self hidden and let V be (A,B,E,Dz)-self bounded. Let
(S ,V ;K) be a solution triple for DDPDOF. Then, for all (A,H,C,Gy)-self hidden subspaces
S¯ and all (A,B,E,Dz)-self bounded subspaces V¯ that satisfy conditions (i-iii) of Theorem 2,
(S¯ , V¯ ;K) is a solution triple.
Proof: Consider the parameterization (7) in Lemma 1. We first prove that matrix M is only
dependent upon S ⋆(A,H ,C,Gy): in other words, we want to show that M can be chosen to be the same
for any (A,H,C,Gy)-self hidden subspace S . Indeed, consider a basis matrix T = [ T1 T2 T3 ]
of S ⊕W , such that T1 is a basis matrix for (S ⋆(A,H ,C,Gy)⊕W )∩ker[ C Gy ] and T2 extends T1 to
a basis for S ⋆(A,H ,C,Gy)⊕W . From the (A,H,C,Gy)-self hiddenness of S , which can be expressed
in terms of the inclusion S ⊕W ⊆ S ⋆(A,H ,C,Gy)⊕W + ker[ C Gy ], the columns of T3 span a
subspace of ker[ C Gy ]. Thus, we can always choose M = T2. Since both T1 and T2 can be
chosen to be the same for any (A,H,C,Gy)-self hidden subspace S (because they only depend
on S ⋆(A,H ,C,Gy) and ker[ C Gy ]), matrix M is only related to S
⋆
(A,H ,C,Gy)
. It follows, in particular,
that if we choose M to be the same for two different (A,H,C,Gy)-self hidden subspaces, then
[ C Gy ]M is the same, and such is also Ψ in (7).
We now show that Φ2 in (7) does not depend on the particular (A,B,E,Dz)-self bounded
subspace V considered. Let
[
ξ
ω
]
∈ ker
[
V B
0 Dz
]
, where V is a basis matrix for V . It suffices
to show that there exists ξ¯ such that
[
ξ¯
ω
]
∈ ker
[
V¯ B
0 Dz
]
, where V¯ is a basis matrix for V¯ . The
condition
[
ξ
ω
]
∈ ker
[
V B
0 Dz
]
can be written as
[
V
0
]
ξ =−
[
B
Dz
]
ω ∈ V ⊕0Z ∩ im
[
B
Dz
]
. Since V
and V¯ are (A,B,E,Dz)-self bounded, V ⊕ 0Z ∩ im
[
B
Dz
]
= V¯ ⊕ 0Z ∩ im
[
B
Dz
]
, so that
[
V
0
]
ξ ∈
V¯ ⊕ 0Z ∩ im
[
B
Dz
]
. Hence, there exists ξ¯ such that
[
V
0
]
ξ =
[
V¯
0
]
ξ¯ . Thus,
[
ξ¯
ω
]
∈ ker
[
V¯ B
0 Dz
]
.
Finally, we show that R2 A˜M=R2
[
A H
E Gz
]
M in (7) does not depend on the self bounded subspace
and on the self hidden subspace considered. Let S be (A,H,C,Gy)-self hidden satisfying
ker[ E Gz ] ⊇
(
(S ⊕W )∩ker[ C Gy ]
)
. From Theorem 11, the smallest (A,B,E,Dz)-self
bounded subspace T that solves
im
[
H S
Gz 0
]
⊆T ⊕0Z + im
[
B
Dz
]
(36)
is R⋆(A,[B H S ],E,[Dz Gz 0]). The smallest (A,B,E,Dz)-self bounded subspace that solves DDPDOF
together with the self hidden subspace S is the smallest (A,B,E,Dz)-self bounded subspace V ′
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such that
im
[
H
Gz
]
⊆ V ′⊕0Z + im
[
B
Dz
]
and S ⊆ V ′. (37)
Since (37) is a more stringent inclusion than (36), we have V ′ ⊇ T . However, we show that
V ′ and T coincide. To this end, it suffices to show that T satisfies (37). The fact that the
first inclusion of (37) written for T holds comes directly from (36). To prove that the second
inclusion in (37) holds for T , i.e., that S ⊆ T , we use im
[
S
0
]
⊆ T ⊕ 0Z + im
[
B
Dz
]
, which
is a consequence of (36), and rewrite it as S ⊆ T +B kerDz. We know also that S ⊆ V ′.
Intersecting these inclusions gives S ⊆ V ′∩ (T +B kerDz) =T +(V ′∩B kerDz) =T , where
we have used the modular rule (since T ⊆ V ′) and V ′∩B kerDz ⊆ V ⋆(A,B,E,Dz)∩B kerDz ⊆T .
Recall from Theorem 1 that the columns of −R2 A˜M are the vectors ui which, with suitable
vectors ξi, satisfy [
A H
E Gz
]
mi =
[
T
0
]
ξi+
[
B
Dz
]
ui (38)
for all i ∈ {k+1, . . . ,r}, where T is a basis matrix for T , r is the dimension of S ⊕W and k is
the dimension of (S ⊕W )∩ker[ C Gy ], and mi is the i-th column of M. Solutions ξi and ui to
(38) exist because T is (A,B,E,Dz)-output nulling and T satisfies the solvability conditions of
the decoupling problem. We now show that we can choose a different (A,B,E,Dz)-self bounded
subspace containing T , say V ′ (with basis matrix V ′), and re-write (38) as[
A H
E Gz
]
mi =
[
V ′
0
]
ξ ′i +
[
B
Dz
]
ui (39)
for some vectors ξ ′i ; notice that, as already shown, the vectors mi can be chosen to be the same
for T and V ′. Clearly, since V ′ contains T , the equation T ξi =V ′ ξ ′i can always be solved in
ξ ′i .
We have shown that, given an (A,H,C,Gy)-self hidden subspace S , all the (A,B,E,Dz)-self
bounded subspaces that, with S , form a solution to the decoupling problem have the same
vectors ui (if, with no loss of generality, the M matrices are chosen to be equal). Let us now
consider in particular S = S ⋆(A,H ,C,Gy), which is the infimum of all the (A,H,C,Gy)-self hidden
subspaces, and we consider the subspace Tmin = R
⋆
(A,[B H S⋆ ],E,[Dz Gz 0])
, where S⋆ denotes a basis
matrix for S ⋆(A,H ,C,Gy). The previous steps can be repeated verbatim for Tmin to show that every
other (A,B,E,Dz)-self bounded subspace which solves the problem has the same vectors ui.
Thus, ui (and therefore also the matrix R2 A˜M) are the same if M is chosen to be the same.
Finally, consider that (7) parameterizes all possible matrices K independently from the choice
of M. This concludes the proof.
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We now show how to build a solution triple with a lower number of fixed poles.
Lemma 8: Let (S ,V ;K) be a solution triple of DDPDOF, and be such that S is (A,H,C,Gy)-
self hidden and V is (A,B,E,Dz)-self bounded. Let S¯
def
=S +(Vm∩SM). Then, (S¯ ,S¯ +Vm;K)
is a solution triple satisfying
σfixed(S¯ ,S¯ +Vm)⊆ σfixed(S ,V ). (40)
Proof: Let V¯
def
= V ∩ (Vm+SM). From Lemma 3, Vm+SM is (A,B,E,Dz)-self bounded and
Vm∩SM is (A,H,C,Gy)-self hidden. Thus, V¯ is also (A,B,E,Dz)-self bounded and S¯ is also
(A,H,C,Gy)-self hidden. We show that (S¯ , V¯ ;K) is a solution triple; since (S ,V ;K) is a
solution triple, im
[
H
Gz
]
⊆ (V ⊕ 0Z )+ im
[
B
Dz
]
. From im
[
H
Gz
]
⊆ (Vm⊕ 0Z )+ im
[
B
Dz
]
⊆ (Vm+
SM)⊕0Z + im
[
B
Dz
]
and intersecting the previous two we obtain im
[
H
Gz
]
⊆ (V¯ ⊕0Z )+ im
[
B
Dz
]
.
Using duality, ker[ E Gz ]⊇ (S¯ ⊕W )∩ker[ C Gy ]. We show that S¯ ⊆ V¯ .
We prove that V ⊇ Vm. Since V is (A,B,E,Dz)-self bounded and im
[
H
G
]
⊆ (V ⊕ 0Z ) +
im
[
B
Dz
]
, then V contains Vm, which is the smallest (A,B,E,Dz)-self bounded such that im
[
H
G
]
⊆
(Vm⊕ 0Z ) + im
[
B
Dz
]
. Likewise, S ⊆ SM . Since S ⊆ V and S ⊆ SM ⊆ (SM +Vm), then
S ⊆ V ∩ (SM +Vm) = V¯ . In a dual way, since V ⊇ Vm, then also V ⊇ Vm∩SM. Thus, also
Vm ∩SM ⊆ V ∩ (Vm+SM) = V¯ . Summarizing, we found S ⊆ V¯ and Vm∩SM ⊆ V¯ , which
imply S¯ = S +(Vm ∩SM) ⊆ V¯ . Finally, Theorem 3 guarantees that (S¯ , V¯ ;K) is a solution
triple.
We now show that σfixed(S¯ , V¯ )⊆ σfixed(S ,V ). We prove in particular that, given two solution
triples (S1,V1;K), (S2,V2;K) (K can be the same from Theorem 3), where V1 and V2 are
(A,B,E,Dz)-self bounded subspaces with V1 ⊆ V2 and such that S1 and S2 are (A,H,C,Gy)-
self hidden subspaces with S1 ⊇S2, then σfixed(S1,V1)⊆ σfixed(S2,V2).
Since both V and V¯ contain Vm, and Vm contains R⋆(A,B,E,Dz),
σ
(
A+BF1
∣∣∣ V¯ ∩〈A | imB〉
R⋆(A,B,E,Dz)
)
⊆ σ
(
A+BF2
∣∣∣ V ∩〈A | imB〉
R⋆(A,B,E,Dz)
)
for all F1 ∈ F(A,B,E,Dz)(V¯ ) and F2 ∈ F(A,B,E,Dz)(V ). Similarly
σ
(
A+G1C
∣∣∣ Q⋆(A,H ,C,Gy)
S¯ +〈kerC |A〉
)
⊆ σ
(
A+G2C
∣∣∣ Q⋆(A,H ,C,Gy)
S +〈kerC |A〉
)
for all G1 ∈ G(A,H ,C,Gy)(S¯ ) and G2 ∈ G(A,H ,C,Gy)(S ). Since both V and V¯ are (A,B,E,Dz)-
self bounded and V ⊇ V¯ , we have σfixed(V¯ ) ⊆ σfixed(V )
4. Similarly, since both S and S¯
are (A,H,C,Gy)-self hidden and S ⊆ S¯ , we find that σfixed(S¯ ) ⊆ σfixed(S ), which implies
4This follows from the definition of fixed poles and from the fact that self bounded subspaces share the same reachability
subspace
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σfixed(S¯ , V¯ ) ⊆ σfixed(S ,V ). Now we show that (S¯ ,S¯ +Vm;K) is a solution triple with a
smaller number of fixed poles. From the solvability of DDPDOF, we have
im
[
H
Gz
]
⊆ (V ⋆(A,B,E,Dz)⊕0Z )+ im
[
B
Dz
]
, (41)
and, moreover, S¯ ⊆ V¯ ⊆ V ⋆(A,B,E,Dz). We can write these two inclusions together as
im
[
H S¯
Gz 0
]
⊆ (V ⋆(A,B,E,Dz)⊕0Z )+ im
[
B
Dz
]
, (42)
where S¯ is a basis matrix of S¯ . We can now apply Theorem 11, which shows that R⋆(A,[B H S¯ ],E,[Dz Gz 0 ])
is the smallest (A,B,E,Dz)-self bounded subspace that satisfies im
[
H S¯
Gz 0
]
⊆ (R⋆(A,[B H S¯ ],E,[Dz Gz 0 ])⊕
0Z )+ im
[
B
Dz
]
. Eq. (41) holds also with V¯ in place of V ⋆(A,B,E,Dz), and also S¯ ⊆ V¯ ; thus V¯ also
satisfies (42) with V¯ in place of V ⋆(A,B,E,Dz). The infimality of R
⋆
(A,[B H S¯ ],E,[Dz Gz 0 ])
ensures that
R⋆(A,[B H S¯ ],E,[Dz Gz 0 ]) ⊆ V¯ , so that σfixed(S¯ ,R
⋆
(A,[B H S¯ ],E,[Dz Gz 0 ])
) ⊆ σfixed(S¯ , V¯ ). Using Lemma 2,
we have R⋆(A,[B H S¯ ],E,[Dz Gz 0 ]) = S¯ +Vm, and this concludes the proof.
Lemma 9: Let DDPDOF be solvable. Let the pair (A, [ B H ]) be reachable and let the
pair
([
C
E
]
,A
)
be observable. Let σ∗
def
= σfixed(Vm ∩SM,Vm). Then, there exists K such that
for every (A,H,C,Gy)-input containing subspace S such that Vm∩SM ⊆S ⊆SM, the triple
(S ,S +Vm;K) is a solution triple and σfixed(S ,S +Vm) = σ
∗.
Proof: From Property 1, the subspace S +Vm is (A,B,E,Dz)-self bounded, which implies that
S +Vm is (A,B,E,Dz)-output nulling. By definition, S is (A,H,C,Gy)-input containing, and
it is contained in S +Vm. Finally, Theorem 2 and Theorem 3 ensure the existence of K such
that (S ,S +Vm;K) is a solution triple. Its fixed spectrum is σfixed(S ,S +Vm) = σfixed(S )⊎
σfixed(S +Vm). From the reachability of the pair (A, [ B H ]), we obtain 〈A | imB+ imH〉=X .
In view of Lemma 4, this implies that 〈A | imB〉+Vm = X , which in turn implies 〈A | imB〉+
S +Vm =X . Dually, the observability of the pair
([
C
E
]
,A
)
implies 〈kerC∩kerE |A〉= 0X , so
that, by Lemma 4, we have 〈kerC |A〉∩SM = 0X , which in turn implies 〈kerC |A〉∩S = 0X ,
since S ⊆SM . Let us now consider σfixed(S +Vm). Defining AF = A+BF and AG = A+GC,
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we have by definition of fixed poles
σfixed(S +Vm)
= σ
(
AF
∣∣∣S +Vm
RS+Vm
)
⊎σ
(
AF
∣∣∣ X
S +Vm+ 〈A | imB〉
)
= σ
(
AF
∣∣∣ S +Vm
R⋆(A,B,E,Dz)
)
⊎σ
(
AF
∣∣∣X
X
)
= σ
(
AF
∣∣∣ S +Vm
R⋆(A,B,E,Dz)
)
= σ
(
AF
∣∣∣S +Vm
Vm
)
⊎σ
(
AF
∣∣∣ Vm
R⋆(A,B,E,Dz)
)
= σ
(
AG
∣∣∣ S
Vm∩SM
)
⊎σ
(
AF
∣∣∣ Vm
R⋆(A,B,E,Dz)
)
,
where we have used Lemma 5, and the fact that RS+Vm = R
⋆
(A,B,E,Dz)
. Indeed, since S +Vm is
(A,B,E,Dz)-self bounded, it contains R⋆(A,B,E,Dz). Similarly, it is seen that
σfixed(S ) = σ
(
AG
∣∣∣Q⋆(A,H ,C,Gy)
SM
)
⊎σ
(
AG
∣∣∣SM
S
)
. (43)
Therefore,
σfixed(S ,S +Vm)
= σfixed(S )⊎σfixed(S +Vm) = σ
(
AG
∣∣∣Q⋆(A,H ,C,Gy)
SM
)
⊎σ
(
AG
∣∣∣SM
S
)
⊎σ
(
AG
∣∣∣ S
Vm∩SM
)
⊎ σ
(
AF
∣∣∣ Vm
R⋆(A,B,E,Dz)
)
= σ
(
AG
∣∣∣Q⋆(A,H ,C,Gy)
Vm∩SM
)
⊎σ
(
AF
∣∣∣ Vm
R⋆(A,B,E,Dz)
)
= σfixed(Vm∩SM)⊎σfixed(Vm).
The previous lemma (see also [4, Lemma 4]) says that for every input containing between
Vm∩SM and SM, the triple (S ,S +Vm;K) is a solution triple with the same fixed poles. This
gives rise to a family of solution triples with the same fixed poles σ∗:
σfixed(Vm∩SM,Vm) (taking S = Vm∩SM),
... (44)
σfixed(SM,SM+Vm) (taking S = SM).
The following is the dual of the latter.
Lemma 10: Let DDPDOF be solvable. Let the pair (A, [ B H ]) be reachable and let the pair([
C
E
]
,A
)
be observable. Let σ∗
def
= σfixed(SM,SM+Vm) = σfixed(Vm∩SM,Vm). Then, for every
(A,B,E,Dz)-output nulling subspace V such that Vm ⊆ V ⊆ Vm+SM , there exists K such that
(V ∩SM,V ;K) is a solution triple and σfixed(V ∩SM,V ) = σ
∗.
October 18, 2019 DRAFT
27
The previous lemma says that for every output nulling subspace between Vm and SM+Vm,
the triple (V ∩SM,V ;K) is a solution triple with the same fixed poles. This gives rise to a
family of solution triples with the same fixed poles σ∗:
σfixed(Vm∩SM,Vm) (taking V = Vm),
... (45)
σfixed(SM,SM+Vm) (taking V = Vm+SM).
Clearly, this set of solutions is exactly the same that was obtained before. We now eliminate the
assumption of observability of the pair
([
C
E
]
,A
)
.
Corollary 2: Let DDPDOF be solvable. Let the pair (A, [ B H ]) be reachable. Let σ∗
def
=
σfixed(Vm∩SM ,Vm). Then, for every (A,H,C,Gy)-input containing subspace S such that Vm∩
SM ⊆S ⊆SM, there exists K such that (S ,S +Vm;K) is a solution triple and σfixed(S ,S +
Vm)⊇ σ∗.
Proof: Since Vm∩SM ∩〈kerC |A〉 ⊆S ∩〈kerC |A〉, clearly
σ∗ = σfixed(Vm∩SM,Vm)⊆ σfixed(S ,S +Vm).
When we drop the observability assumption, it is no longer true that all the pairs in (44) have
the same number of fixed poles: the “smallest” one, i.e., σfixed(Vm ∩SM,Vm), minimizes the
number of fixed poles, and the “larger” the pair in the list, the greater the number of elements
in σfixed. We now drop the reachability assumption.
Corollary 3: Let DDPDOF be solvable. Let the pair
([
C
E
]
,A
)
be observable. Let σ∗
def
=
σfixed(SM,SM +Vm). For every (A,B,E,Dz)-output nulling subspace V such that Vm ⊆ V ⊆
Vm+SM , there exists K such that (V ∩SM,V ;K) is a solution triple and σfixed(V ∩SM,V )⊇
σ∗.
Proof: Since Vm+SM ⊇ V , it follows that σ∗ = σfixed(SM,SM +Vm) ⊆ σfixed(V ∩SM,V ).
When we drop the reachability assumption, it is no longer true that all the pairs in (45) have
the same number of fixed poles: the “largest” one, i.e., σfixed(SM,SM +Vm), minimizes the
number of fixed poles, and the “smallest” the pair in the list, the greater the number of σfixed.
Remark 1: A key contribution of this paper is to show that the well-posedness condition is
decoupled from the problem of the fixed poles. This is a direct consequence of Theorem 3. In
fact, if DDPDOF is solvable, the set K of matrices such (S ,V ;K) is a solution triple, where
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S is (A,H,C,Gy)-self hidden and V is (A,B,E,Dz)-self bounded, coincides with set K
⋆ of
matrices such that[
A+BKC H+BKGy
E+DzKC Gz+DzKGy
]
(S ⋆(A,H ,C,Gy)⊕W )⊆ V
⋆
(A,B,E,Dz)
⊕0Z .
Indeed, from the minimality of S ⋆(A,H ,C,Gy) and the maximality of V
⋆
(A,B,E,Dz)
we have K ⊆K ⋆ (see
[9]). On the other hand, from the solvability of the problem, for all K ∈K ⋆, (S ⋆(A,H ,C,Gy),V
⋆
(A,B,E,Dz)
;K)
is a solution triple. Since S ⋆(A,H ,C,Gy) is (A,H,C,Gy)-self hidden and V
⋆
(A,B,E,Dz)
is (A,B,E,Dz)-self
bounded, Theorem 3 ensures that (S ,V ;K) is also a solution triple, so that K ⋆ ⊆K which
gives K = K ⋆.
Theorem 4: Let DDPDOF be solvable and let either the pair (A, [ B H ]) be reachable or the
pair
([
C
E
]
,A
)
be observable or both. Let ℵ
def
= {σfixed(S ,V ) |∃K : (S ,V ;K) is a solution triple
with S (A,H,C,Gy)-self hidden and V (A,B,E,Dz)-self bounded}. Then, ℵ has a minimal
element σ⋆ satisfying
σ⋆=min{σfixed(SM,SM+Vm), σfixed(Vm∩SM,Vm)} (46)
and σ⋆ ⊆ σ(Â) for every controller that solves DDPDOF.
Proof: First, from Lemma 7, if DDPDOF is solvable, a solution triple (S ,V ;K) exists where S
is (A,H,C,Gy)-self hidden and V is (A,B,E,Dz)-self bounded such that σfixed(S ,V )⊆ σ(Â).
Thus, ℵ is non-empty, and if ℵ admits minimum, the last claim is proved. Now, we show that
ℵ has a minimal element, and it is exactly σ⋆. Since either σfixed(SM,SM+Vm)⊇ σfixed(Vm∩
SM,Vm) if the pair (A, [ B H ]) is reachable, or σfixed(Vm∩SM,Vm) ⊇ σfixed(SM,SM+Vm)
if the pair
([
C
E
]
,A
)
is observable, then min(·) operation in (46) is well-defined. In particular,
assume that a solution triple (S ,V ;K) exists where S is (A,H,C,Gy)-self hidden and V
is (A,B,E,Dz)-self bounded such that σˆ = σfixed(S ,V ) ⊆ σ
⋆. We show that σ⋆ = σˆ . Define
S¯ = S +(Vm∩SM). From Lemma 8 and Theorem 3, (S¯ , S¯ +Vm;K) is a solution triple and
σfixed(S¯ , S¯ +Vm)⊆ σfixed(S ,V ) = σˆ . Since (Vm∩SM)⊆ S¯ ⊆SM (where the last inclusion
comes from Theorem 17), in view of Corollary 3 - Lemma 9 we have σfixed(S¯ , S¯ +Vm)⊇ σ
⋆,
which implies σ⋆ ⊆ σˆ . The latter, together with σˆ ⊆ σ⋆ gives σˆ = σ⋆.
Finally, we address the case where we allow (A, [ B H ]) to be non-reachable and
([
C
E
]
,A
)
to be non-observable. In this case, we can only establish upper and lower bounds for the set of
fixed poles, which might no longer admit a minimum.
Theorem 5: Let DDPDOF be solvable. Define
σ‡
def
= σfixed(SM∩Vm,SM+Vm) and σ
† def= σfixed(SM,Vm).
The set ℵ has elements (S¯ , V¯ ) satisfying σfixed(S¯ , V¯ )⊆σ
‡ and σ†⊆ σ(Â) for every controller
solving DDPDOF.
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Proof: Let (S ,V ;K) be a solution triple for DDPDOF where S is (A,H,C,Gy)-self hidden
and V is (A,B,E,Dz)-self bounded: this is not restrictive in view of Lemma 7. As in the
proof of Theorem 4, we define S¯ = S + (Vm ∩SM), and observe that (S¯ , S¯ +Vm;K) is
a solution triple and σfixed(S¯ , S¯ +Vm) ⊆ σfixed(S ,V ). By definition σfixed(S¯ ,S¯ +Vm) =
σfixed(S¯ )⊎σfixed(S¯ +Vm), and the first claim follows on defining V¯ = S¯ +Vm by noting that
σfixed(S¯ ) ⊆ σfixed(SM ∩Vm) and σfixed(V¯ ) = σfixed(S¯ +Vm) ⊆ σfixed(SM+Vm). The second
claim is proved by contradiction. Assume that there exists a controller that solves DDPDOF
and such that σ†∩σ(Â) 6= σ†. In view of Lemma 7 there exists a solution triple (S ,V ;K) of
DDPDOF where S is (A,H,C,Gy)-self hidden and V is (A,B,E,Dz)-self bounded such that
σfixed(S ,V ) ⊆ σ(Â). Following the first part of this proof, we find that (S¯ , V¯ ;K) is also a
solution triple and σfixed(S¯ , V¯ )⊆ σfixed(S ,V )⊆ σ(Â). However, σfixed(S¯ )⊇ σfixed(SM) and
σfixed(V¯ )⊇ σfixed(Vm) so that σfixed(S¯ , V¯ )⊇ σ
†, which implies that σ† = σ†∩σfixed(S¯ , V¯ )⊆
σ†∩σ(Â), i.e, σ† = σ†∩σ(Â) leading to contradiction.
Example 5.1: Consider the following system:
A =
[−30 0 0 0
0 0 0 0
0 0 −1 0
0 0 0 0
]
, B=
[
0 1 0
10 0 0
0 13 −1
0 0 1
]
, H =
[−1
0
0
−1
]
,
C =
[
0 −1 0 −1
0 0 0 0
−14 0 0 1
]
, Dy =
[
−11 0 0
−1 13 −5
0 0 −1
]
, Gy =
[
−5
−1
0
]
,
E = [ 0 0 0 −20 ] , Dz = [ 0 0 −1 ] , Gz = 1.
It is easy to see that Z(A,B,E,Dz) = {−20} and Z(A,H,C,Gy) = {−1}, and V
⋆
(A,B,E,Dz)
= X and
S ⋆(A,H ,C,Gy) = {0}. The conditions of Lemma 5.2 in [9] guarantee the existence of a matrix K
such that (8) holds. Using Theorem 1, the set of all matrices K that solve the problem is
parameterized as K=
[ ⋆ ⋆ ⋆
⋆ ⋆ ⋆
k31 k32 ⋆
]
, where ⋆ denote arbitrary values and 5k31+k32 =−1. Choosing
for simplicity all the arbitrary values to be zero, the only value of k31 such that I+KDy is
singular is k31 = −6/25. We choose for example k31 = 1 and k32 = −6. It is easy to see that
the triple (S ⋆(A,H ,C,Gy),V
⋆
(A,B,E,Dz)
;K) solves the problem. The compensator built from V ⋆(A,B,E,Dz) and
S ⋆(A,H ,C,Gy) leads to a closed-loop spectrum in the form {−20,−1}∪σfree, where σfree is completely
assignable with a suitable choice of the matrices F and G. For example
F =
[
0 −0.35 0 0
27.03 0 0 −1.52
0 0 0 −20
]
and G=
−0.93 3.67 −1.871.81 −9.06 0.13
0 0 0
1.69 −9.44 −0.13

lead to the closed-loop spectrum {−1,−20,−1.5,−2.5,−3.5}, where the last 3 have double
multiplicity. In this case
Vm = im
[
1 0 0
0 1 0
0 0 1
0 0 0
]
and Vm∩SM =
[
0
0
1
0
]
.
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Notice that the subspaces V ⋆(A,B,E,Dz), S
⋆
(A,H ,C,Gy)
, Vm and SM can all be obtained with the standard
sequences (6) and (7) in [9]. Theorem 3 ensures that the same matrices K solve the problem with
Vm and Vm∩SM ; thus we take the same K as in the previous case (the closed-loop spectrum
does not depend on K). Solving the problem using the compensator built from these subspaces
leads to a closed-loop spectrum in the form {−1}∪σfree, where σfree is completely assignable
with a suitable choice of the matrices F and G. For example F =
[
0 −0.35 0 0
27.03 0 0 0
0 0 0 −1.50
]
and
the same matrix G as above lead to the closed-loop spectrum {−1,−1.5,−2.5,−3.5}, where
−1.5 is triple and −2.5 and −3.5 are double, thus eliminating the high frequency zero from the
spectrum.
Example 5.2: Consider the system described by
A =
−1 0 0 07 0 −6 0
0 −2 0 0
0 0 −9 0
 , B=
−9 0 0−1 1 10
0 0 0
0 −6 0
 , H = [ 0 0−8 0
0 7
0 3
]
,
C =
[
0 8 1 −10
0 0 8 −1
]
, Dy =
[
−5 0 0
0 −1 −2
]
, Gy =
[
0 2
0 0
]
,
E = [ 29 0 0 0 ] , Dz = [−9 0 0 ] , Gz = [ 0 0 ] .
Here Z1 = {−30} and Z2 = {−1,−11/76}. In this case S
⋆
(A,H ,C,Gy)
= span
{[
0
1
0
0
]
,
[
0
0
5
2
]}
and
V ⋆(A,B,E,Dz) = X . In this case the problem is solvable with K = 0. However, using V
⋆
(A,B,E,Dz)
and
S ⋆(A,H ,C,Gy) forces the closed-loop spectrum to contain all the zeros Z1∪Z2, and in particular a high
frequency mode −30 and a low frequency mode at −11/76. We solve the problem using e.g.
the triple (SM,Vm+SM;K). In this case Vm+SM = SM = im
[
0 0 0
1 0 0
0 1 0
0 0 1
]
. Solving the problem
with these subspaces and K = 0 is such that the only fixed pole in the closed-loop spectrum is
−1. In other words, this solution eliminates −30 and −11/76 from the closed-loop spectrum.
The same result is obtained taking e.g. (Vm∩SM,Vm;K).
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APPENDIX A
We recall some fundamental results on geometric control theory, most of which are restate-
ments or dualizations of the results in [4, Appx. A] and [8, Lemma 3]. We first consider the
inclusion imL⊆V ⋆(A,B,C,D), which is the solvability condition of the disturbance decoupling problem
by static state feedback for a system ruled by D x(t) = Ax(t)+Bu(t)+Lw(t) and y(t) =Cx(t).
Theorem 6: Let imL⊆ V ⋆(A,B,C,D). The following hold:
i) V ⋆(A,B,C,D) = V
⋆
(A,[B L ],C,[D 0 ]);
ii) Φ(A,[B L ],C,[D 0 ]) ⊆ Φ(A,B,C,D);
iii) ∀V ∈Φ(A,[B L ],C,[D 0 ]), imL⊆ V .
Theorem 7: imL⊆ V ⋆(A,B,C,D) ⇔ imL⊆R
⋆
(A,[B L ],C,[D 0 ]).
Theorem 8: If imL⊆V ⋆(A,B,C,D), the subspace R
⋆
(A,[B L ],C,[D 0 ]) is the smallest of all the (A,B,C,D)-
self bounded subspaces V satisfying imL⊆ V .
The following three results are a generalization of the last three: they are concerned with a
geometric condition in the form im
[
L1
L2
]
⊆ (V ⋆(A,B,C,D)⊕0Y )+ im
[
B
D
]
.
Theorem 9: Let im
[
L1
L2
]
⊆ (V ⋆(A,B,C,D)⊕0Y )+ im
[
B
D
]
. The following results hold:
i) V ⋆(A,B,C,D) = V
⋆
(A,[B L1 ],C,[D L2 ])
;
ii) Φ(A,[B L1 ],C,[D L2 ]) ⊆Φ(A,B,C,D);
iii) ∀V ∈Φ(A,[B L1 ],C,[D L2 ]), im
[
L1
L2
]
⊆ V ⊕0Y + im
[
B
D
]
.
Theorem 10: im
[
L1
L2
]
⊆ (V ⋆(A,B,C,D)⊕ 0Y ) + im
[
B
D
]
⇔ im
[
L1
L2
]
⊆ (R⋆(A,[B L1 ],C,[D L2 ]) ⊕ 0Y ) +
im
[
B
D
]
.
Theorem 11: If im
[
L1
L2
]
⊆ (V ⋆(A,B,C,D)⊕0Y )+ im
[
B
D
]
, the subspace R⋆(A,[B L1 ],C,[D L2 ]) is the smallest
of all the (A,B,C,D)-self bounded subspaces V satisfying im
[
L1
L2
]
⊆ (V ⊕0Y )+ im
[
B
D
]
.
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We now dualize all the previous results. The first three involve an inclusion in the form
S ⋆(A,B,C,D) ⊆ kerM.
Theorem 12: Let S ⋆(A,B,C,D) ⊆ kerM. The following hold:
i) S ⋆(A,B,C,D) = S
⋆
(A,B,[CM ],[
D
0 ])
;
ii) Ψ(A,B,[CM ],[
D
0 ])
⊆ Ψ(A,B,C,D);
iii) ∀S ∈Ψ(A,B,[CM ],[
D
0 ])
, S ⊆ kerM.
Theorem 13: S ⋆(A,B,C,D) ⊆ kerM ⇔ Q
⋆
(A,B,[CM ],[
D
0 ])
⊆ kerM.
Theorem 14: If S ⋆(A,B,C,D)⊆ kerM, the subspace Q
⋆
(A,B,[CM ],[
D
0 ])
is the largest of all the (A,B,C,D)-
self hidden subspaces S satisfying S ⊆ kerM.
Finally, we consider the generalization (S ⋆(A,B,C,D)⊕U )∩ker[ C D ]⊆ ker[ M1 M2 ] of the
condition S ⋆(A,B,C,D) ⊆ kerM.
Theorem 15: Let (S ⋆(A,B,C,D)⊕U )∩ker[ C D ]⊆ ker[ M1 M2 ]. The following results hold:
i) S ⋆(A,B,C,D) = S
⋆(
A,B,
[
C
M2
]
,
[
D
M2
]);
ii) Ψ(
A,B,
[
C
M1
]
,
[
D
M2
]) ⊆ Ψ(A,B,C,D);
iii) ∀S ∈Ψ(
A,B,
[
C
M1
]
,
[
D
M2
]), (S⊕U )∩ker[ C D ]⊆ ker[ M1 M2 ].
Theorem 16: (S ⋆(A,B,C,D)⊕U ) ∩ ker[ C D ] ⊆ ker[ M1 M2 ] ⇔ (Q
⋆(
A,B,
[
C
M1
]
,
[
D
M2
]) ⊕U ) ∩
ker[ C D ]⊆ ker[ M1 M2 ].
Theorem 17: If (S ⋆(A,B,C,D)⊕U )∩ker[ C D ] ⊆ ker[ M1 M2 ], Q
⋆(
A,B,
[
C
M1
]
,
[
D
M2
]) is the largest
of all (A,B,C,D)-self hidden subspaces S satisfying (S ⊕U )∩ker[ C D ]⊆ ker[ M1 M2 ].
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