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Summary	  7	  
The	   main	   objective	   of	   this	   study	   was	   to	   investigate	   whether	   dynamically	   downscaled	   high	  8	  
resolution	   (4-­‐km)	   climate	   data	   from	   the	   Weather	   Research	   and	   Forecasting	   (WRF)	   model	  9	  
provide	   physically	   meaningful	   additional	   information	   for	   reference	   evapotranspiration	   (E)	  10	  
calculation	  compared	  to	  the	  recently	  published	  GridET	  framework	  that	  uses	  interpolation	  from	  11	  
coarser-­‐scale	  simulations	   run	  at	  32-­‐km	  resolution.	  The	  analysis	   focuses	  on	  complex	   terrain	  of	  12	  
Utah	  in	  the	  western	  United	  States	  for	  years	  1985-­‐2010,	  and	  comparisons	  were	  made	  statewide	  13	  
with	  supplemental	  analyses	  specifically	  for	  regions	  with	   irrigated	  agriculture.	  E	  was	  calculated	  14	  
using	   the	   standardized	   equation	   and	   procedures	   proposed	   by	   the	   American	   Society	   of	   Civil	  15	  
Engineers	  from	  hourly	  data,	  and	  climate	  inputs	  from	  WRF	  and	  GridET	  were	  debiased	  relative	  to	  16	  
the	  same	  set	  of	  observations.	  For	  annual	  mean	  values,	  E	  from	  WRF	  (EW)	  and	  E	  from	  GridET	  (EG)	  17	  
both	  agreed	  well	  with	  E	  derived	  from	  observations	  (r2	  =	  0.95,	  bias	  <	  2	  mm).	  Domain-­‐wide,	  EW	  18	  
and	  EG	  were	  well	  correlated	  spatially	  (r2	  =	  0.89),	  however	  local	  differences	  Δ𝐸 = 𝐸$ − 𝐸&	  were	  19	  
as	   large	  as	  +439	  mm	  year-­‐1	   (+26%)	   in	   some	   locations,	  and	  Δ𝐸	   averaged	  +36	  mm	  year-­‐1.	  After	  20	  
linearly	   removing	   the	   effects	   of	   contrasts	   in	   solar	   radiation	   and	   wind	   speed,	   which	   are	  21	  
2	  
	  
characteristically	   less	   reliable	   under	   downscaling	   in	   complex	   terrain,	   approximately	   half	   the	  22	  
residual	  variance	  was	  accounted	  for	  by	  contrasts	  in	  temperature	  and	  humidity	  between	  GridET	  23	  
and	  WRF.	  These	  contrasts	  stemmed	  from	  GridET	  interpolating	  using	  an	  assumed	  lapse	  rate	  of	  24	  
Γ=6.5	  K	  km-­‐1,	  whereas	  WRF	  produced	  a	  thermodynamically-­‐driven	  lapse	  rate	  closer	  to	  5	  K	  km-­‐1	  25	  
as	  observed	   in	  mountainous	  terrain.	  The	  primary	  conclusions	  are	  that	  observed	   lapse	  rates	   in	  26	  
complex	   terrain	  differ	  markedly	   from	   the	  commonly	  assumed	  Γ=6.5	  K	  km-­‐1,	   these	   lapse	   rates	  27	  
can	   be	   realistically	   resolved	   via	   dynamical	   downscaling,	   and	   use	   of	   constant	   Γ	   produces	  28	  
differences	  in	  E	  of	  order	  as	  large	  as	  102	  mm	  year-­‐1.	  	  29	  
	  30	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1   Introduction	  	  36	  
Evapotranspiration	   is	   one	   of	   the	   key	   components	   of	   the	   hydrological	   cycle,	   and	   its	   accurate	  37	  
estimation	  is	  important	  for	  a	  variety	  of	  applications	  including	  regional	  water	  and	  energy	  budget	  38	  
analyses,	  water	   resources	  management,	  water	   demand	   analysis	   for	   agricultural	   systems,	   and	  39	  
ecosystem	   services.	   Reference	   evapotranspiration	   (E)	   refers	   to	   the	   atmospheric	   evaporative	  40	  
demand	  for	  a	  hypothetical	  grass	  reference	  crop	  with	  specific	  characteristics	  (Allen	  et	  al.,	  1998;	  41	  
Jensen	   et	   al.,	   1990),	   and	   should	   not	   be	   confused	   with	   potential	   evapotranspiration	   (e.g.,	  42	  
McVicar	   et	   al.,	   2012).	   In	   estimation	   of	   agricultural	   crop	   evapotranspiration	   and	   crop	   water	  43	  
requirements,	  E	  can	  be	  multiplied	  by	  tabulated	  coefficients	  which	  are	  specific	  to	  a	  given	  crop	  44	  
during	   its	   initial,	   mid-­‐season,	   and	   end	   of	   late	   season	   growth	   stages.	   However,	   accurate	  45	  
estimation	   of	   evapotranspiration	   in	   any	   location	   is	   difficult	   and	   challenging	   due	   to	   multiple	  46	  
factors	   controlling	   E	   (e.g.,	   air	   temperature,	   solar	   radiation,	   wind	   speed,	   relative	   humidity),	  47	  
variability	   and	   interaction	   among	   controlling	   factors,	   and	   often	   insufficient	   data	   (Allen	   et	   al.,	  48	  
2011;	  Estévez	  et	  al.,	  2016;	  Hobbins,	  2016).	  	  49	  
Several	  methods	  have	  been	  developed	  worldwide	  to	  estimate	  actual	  evapotranspiration	  from	  50	  
different	   climatic	   variables,	   and	   McMahon	   et	   al.	   (2013)	   provide	   an	   excellent	   review.	   These	  51	  
methods	  vary	  in	  data	  requirements	  from	  very	  simple,	  empirically	  based	  or	  simplified	  equations	  52	  
requiring	   only	  monthly	   average	   air	   temperatures	   (e.g.,	   Blaney	   and	   Criddle,	   1962;	  Hargreaves	  53	  
and	  Samani,	   1985;	   Jensen	  and	  Haise,	   1963;	   Thornthwaite,	   1948)	   to	   complex,	  more	  physically	  54	  
based	   equations	   requiring	   daily	   or	   hourly	   data	   such	   as	   Penman-­‐Monteith	   method	   (e.g.,	  55	  
Monteith,	  1965).	  Some	  methods	  are	  only	  valid	   for	   specific	   climatic	  and	  agronomic	  conditions	  56	  
4	  
	  
and	   are	   not	   applicable	   to	   conditions	   different	   from	   those	   under	   which	   they	   were	   originally	  57	  
developed	   (Allen	   et	   al.,	   1998),	   although	   recent	   research	   has	   provided	   more	   generalized,	  58	  
physically	  based	  methods	  to	  estimate	  potential	  evapotranspiration	  (Donohue	  et	  al.,	  2010)	  and	  59	  
pan	  evaporation	  (Roderick	  et	  al.,	  2007).	  	  60	  
For	  crop	  applications	  specifically,	  the	  American	  Society	  of	  Civil	  Engineers	  (ASCE)	  recommends	  a	  61	  
Standardized	   Reference	   Evapotranspiration	   Equation	   (ASCE-­‐ET)	   to	   ensure	   consistency	   of	  62	  
methods	  and	  achieve	  unity	  of	  transferability	  of	  crop	  coefficients	  from	  one	  location	  to	  another.	  63	  
The	   ASCE-­‐ET	   was	   derived	   from	   the	   Penman-­‐Monteith	   equation	   (ASCE-­‐PM	   method)	   by	  64	  
simplifying	   several	   terms	   within	   that	   equation	   and	   standardizing	   computational	   procedures	  65	  
(ASCE-­‐ET)	  (Allen	  et	  al.,	  2005).	  The	  two	  standardized	  E	  surface	  types	  considered	  in	  establishing	  66	  
uniformity	   in	  evapotranspiration	  estimation	  and	  transferable	  crop	  coefficients	  are:	   (1)	  a	  short	  67	  
crop	  with	  an	  approximate	  height	  of	  0.12	  m	  –	  similar	  to	  clipped,	  cool-­‐season	  grass,	  and	  (2)	  a	  tall	  68	  
crop	   with	   an	   approximate	   height	   of	   0.50	   m	   –	   similar	   to	   full-­‐cover	   alfalfa.	   We	   focus	   on	   this	  69	  
formulation	   here	   principally	   because	  we	   are	   interested	   in	   direct	   comparison	   to	   the	   recently	  70	  
developed	  GridET	   framework	   (GridET,	  2015;	  Lewis	  and	  Allen,	  2016),	  and	  we	  additionally	  note	  71	  
that	  this	  formulation	  is	  widely	  used	  and	  offers	  flexibility	  with	  respect	  to	  a	  large	  suite	  of	  specific	  72	  
crops.	  	  73	  
Several	  researchers	  have	  analyzed	  the	  sensitivity	  of	  the	  ASCE-­‐ET	  equation	  to	  climatic	  variables	  74	  
in	  various	  climatic	  conditions.	  Irmak	  et	  al.	  (2006)	  analyzed	  sensitivity	  of	  the	  ASCE-­‐ET	  equation	  to	  75	  
wind	   speed,	   maximum	   and	   minimum	   air	   temperature,	   vapor	   pressure	   deficit,	   and	   solar	  76	  
radiation	   in	   the	   various	   climatic	   regions	   of	   the	  United	   States	   (i.e.,	   semiarid	   and	   semi	   humid,	  77	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Mediterranean-­‐type,	   coastal	   humid,	   inland	  humid,	   and	   island).	   The	   sensitivity	  of	  E	   to	   climate	  78	  
variables	  was	   found	   to	   exhibit	   significant	   variations	   between	   the	   locations.	   E	   was	   in	   general	  79	  
most	   sensitive	   to	   vapor	   pressure	   deficit	   at	   all	   locations,	  wind	   speed	   in	   semiarid	   regions,	   and	  80	  
solar	   radiation	   in	   humid	   locations.	   Gavilán	   et	   al.	   (2008)	   applied	   the	   ASCE-­‐ET	   equation	   to	   a	  81	  
region	  of	  Spain	  and	  found	  that	  	  accuracy	  of	  the	  equation	  was	  affected	  by	  annual	  average	  wind	  82	  
speed	  and	  daily	  temperature	  range	  (i.e.,	  difference	  between	  daily	  maximum	  and	  minimum	  air	  83	  
temperature).	   Estévez	   et	   al.	   (2009)	   analyzed	   the	   sensitivity	   of	   E	   to	   air	   temperature,	   relative	  84	  
humidity,	  solar	  radiation,	  and	  wind	  speed	  in	  semi-­‐arid	  regions	  of	  southern	  Spain.	  Their	  results	  85	  
highlighted	  significant	  spatial	  variability	  of	  E,	  and	  their	  uncertainty	  analysis	  showed	  that	  effects	  86	  
from	  introduced	  random	  errors	  were	  larger	  than	  those	  of	  systematic	  errors.	  87	  
Recently,	   Lewis	   et	   al.	   (2014)	   studied	   the	   sensitivity	   of	  E	   to	   climatic	   parameters	   at	   a	   regional	  88	  
scale	  over	  the	  western	  United	  States.	  They	  found	  that	  hourly	  wind	  speeds	  exhibited	  the	  lowest	  89	  
correlation	  to	  station	  observations	  in	  the	  Southern	  parts	  of	  California,	  Arizona,	  and	  much	  of	  the	  90	  
Rocky	   Mountains.	   Hobbins	   (2016)	   analytically	   derived	   expression	   of	   the	   sensitivity	   of	   daily	  91	  
ASCE-­‐ET	   to	  each	  of	   the	  drivers	  and,	   contrary	   to	  a	   commonly	   invoked	  assumption,	   found	   that	  92	  
temperature	   is	   not	   the	   most	   significant	   driver	   of	   temporal	   variability	   in	   reference	  93	  
evapotranspiration	  for	  all	  regions	  and	  seasons.	  Summarizing	  more	  than	  30	  studies,	  McVicar	  et	  94	  
al.	   (2012)	  found	  that	  wind	  speed	  was	  commonly	   in	  the	  top	  two	  dominant	  drivers	  of	  historical	  95	  
downward	  trends	  in	  atmospheric	  evaporative	  demand.	  Other	  studies	  on	  the	  sensitivity	  of	  E	  to	  96	  
climatic	  variables	  is	  available	  elsewhere	  as	  summarized	  in	  Table	  1.	  For	  example,	  sensitivity	  of	  E	  97	  
to	  changes	   in	  humidity,	  wind	   speed,	  and	  maximum	  temperature	   in	  Spain	   (Vicente-­‐Serrano	  et	  98	  
al.,	   2014);	   sensitivities	   of	   the	   FAO56	   Penman–Monteith	   equation	   to	   climate	   variables	   in	   668	  99	  
6	  
	  
stations	  of	  China	  from	  1960	  to	  2009	  (Zheng	  and	  Wang,	  2015);	  sensitivity	  of	  evapotranspiration	  100	  
to	   climatic	   change	   in	   four	   types	   of	   climates	   (i.e.,	   humid,	   cold	   semi-­‐arid,	  warm	   semi-­‐arid	   and	  101	  
arid)	  in	  Iran	  (Tabari	  and	  Talaee,	  2014);	  and	  findings	  on	  the	  spatial	  and	  temporal	  variability	  of	  E	  102	  
in	  the	  Haihe	  River	  Basin	  in	  present	  and	  future	  stages	  (Xing	  et	  al.,	  2014).	  103	  
Despite	   substantial	   advances	   in	   atmospheric	   modeling	   and	   accessibility	   of	   higher	   resolution	  104	  
meteorological	   data,	   the	  majority	   of	   recent	   studies	   on	  E	   analysis	   are	   based	   on	   coarser	   scale	  105	  
remote	  sensing	  or	  relatively	  sparse	  station-­‐based	  climate	  data.	  Examples	  include	  studies	  based	  106	  
on	   climatic	   data	   derived	   from	   satellite	   remote	   sensing	   (e.g.,	   Allen	   et	   al.,	   2007;	   Kalma	   et	   al.,	  107	  
2008,	  and	  references	  therein;	  Tadesse	  et	  al.,	  2015;	  Valipour,	  2015),	  data	  recorded	  from	  ground-­‐108	  
based	  weather	  stations	  (e.g.,	  Estévez	  et	  al.,	  2016;	   Irmak	  et	  al.,	  2006;	  Zheng	  and	  Wang,	  2015),	  109	  
and	  climatic	  data	  downscaled	  from	  coarse	  resolution	  regional	  climate	  models	  (Hobbins,	  2016).	  	  110	  
Many	  of	   the	  studies	  summarized	  above	   found	  substantial	   spatiotemporal	  variability	  of	  E,	  and	  111	  
many	  recommended	  a	  comparative	  study	  using	  higher-­‐resolution	  climate	  data.	  Several	  studies	  112	  
have	  assessed	  the	  value	  of	  statistical	  downscaling	  for	  study	  of	  atmospheric	  evaporative	  demand	  113	  
in	  complex	  terrain,	  often	  over	  Asia	  (e.g.,	  Wang	  et	  al.,	  2013).	  Although	  statistical	  downscaling	  is	  114	  
computationally	   efficient,	   it	   assumes	   a	   spatiotemporal	   generality	   of	   semi-­‐empirical	  115	  
relationships,	   potentially	   missing	   important	   details	   resolvable	   by	   physically	   based	   dynamical	  116	  
downscaling	  techniques	  	  (Gutmann	  et	  al.,	  2012).	  The	  value	  added	  by	  dynamical	  downscaling	  in	  117	  
complex	  terrain	  has	  been	  studied	   for	  monsoonal	  and	  winter	  precipitation	  dynamics	  over	  Asia	  118	  
(Bhatt	  et	  al.,	  2014;	  Horvath	  et	  al.,	  2012;	  Norris	  et	  al.,	  2015)	  and	  western	  North	  America	  (Meyer	  119	  
and	   Jin,	   2016;	   Rasmussen	   et	   al.,	   2011),	   but	   comparatively	   little	   is	   known	   about	   the	   value	   of	  120	  
7	  
	  
dynamical	   downscaling	   for	   evaporative	   demand	   specifically	   for	   agricultural	   applications.	  121	  
Evaluating	   the	   potential	   of	   estimating	   E	   using	   data	   downscaled	   by	   the	   Pennsylvania	   State	  122	  
University	  –	  National	  Center	  for	  Atmospheric	  Research	  (PSU/NCAR)	  mesoscale	  modeling	  system	  123	  
5	  (MM5;	  Haagenson	  et	  al.,	  1994),	  Ishak	  et	  al.	  (2010)	  found	  that	  downscaling	  generally	  improved	  124	  
the	  quality	  of	   input	  variables,	  except	  wind	  speed	  which	  exceeded	  observations	  by	  as	  much	  as	  125	  
400%.	  	  126	  
The	   overarching	   goal	   of	   this	   study	   was	   to	   investigate	   whether	   high-­‐resolution	   dynamically	  127	  
downscaled	   meteorological	   data	   provide	   physically	   meaningful	   additional	   information	   for	   E	  128	  
calculation	   compared	   to	   interpolated	   and	   coarser-­‐resolution	   climate	   data	   in	   complex	   terrain	  129	  
similar	  to	  the	  state	  of	  Utah	  in	  the	  western	  parts	  of	  the	  United	  States.	  The	  study	  was	  motivated	  130	  
by	  the	  recently	  published	  GridET	  framework	  which	  is	  an	  open	  source	  software	  package	  (GridET,	  131	  
2015)	  that	  estimates	  gridded	  E	  via	  the	  ASCE-­‐ET	  equation	  at	  a	  user-­‐defined	  horizontal	  resolution	  132	  
based	  on	  climate	  inputs	  from	  a	  flexible	  suite	  of	  hourly	  forcing	  data	  sets.	  We	  have	  two	  specific	  133	  
objectives	   to	   support	   the	  overarching	   goal.	  Objective	  1	   is	   to	   compare	  E	   results	   generated	  by	  134	  
two	   climactic	   data	   sets	   with	   differing	   horizontal	   resolution,	   with	   GridET	   using	   climate	   input	  135	  
variables	  which	  are	  coarser	   than	  our	  dynamically	  downscaled	  climate	   fields.	  Objective	  2	   is	   to	  136	  
determine	  what	  fraction	  of	  the	  differences	  uncovered	  in	  Objective	  1	  are	  linearly	  attributable	  to	  137	  
differences	   in	   the	   input	   climate	   fields.	   In	  analyzing	   the	   sensitivity	  of	   the	  ASCE-­‐ET	  equation	   to	  138	  
differences	  in	  climate	  input	  variables	  for	  Objective	  2,	  we	  are	  especially	  interested	  in	  effects	  of	  139	  
lapse	   rate	   (change	   of	   temperature	  with	   altitude)	   for	  which	  GridET	   assumes	   a	   constant	   value	  140	  
versus	  a	  physically	  resolved	  value	  in	  the	  dynamical	  downscaling.	  These	  two	  specific	  objectives	  141	  
8	  
	  
provide	   the	   structural	   sub-­‐headings	   used	   in	   the	   Methods	   and	   Results	   sections	   of	   the	  142	  
manuscript.	  	  	  	  143	  
2   Data	  and	  Methods	  144	  
2.1  Compare	  E	  in	  GridET	  to	  higher	  resolution	  dynamical	  downscaling	  145	  
We	   used	   the	   Weather	   Research	   &	   Forecasting	   (WRF)	   model	   (Skamarock	   et	   al.,	   2005)	   to	  146	  
dynamically	  downscale	  climate	  drivers	  of	  E	  to	  4-­‐km	  horizontal	  resolution	  covering	  Utah	  for	  the	  147	  
period	  from	  1985	  to	  2010.	  The	  results	  were	  compared	  with	  E	  from	  the	  GridET	  software	  package	  148	  
(GridET,	  2015;	  Lewis	  and	  Allen,	  2016)	  which	  uses	  climate	  drivers	  from	  the	  North	  American	  Land	  149	  
Data	   Assimilation	   System	   (Mitchell	   et	   al.,	   2004).	   NLDAS	   data	   are	   provided	   at	   10-­‐14	   km	  150	  
horizontal	  resolution	  and	  are	  derived	  from	  the	  North	  American	  Regional	  Reanalysis	  simulations	  151	  
performed	  at	  32-­‐km	  horizontal	  resolution.	  	  152	  
2.1.1   Study	  Region	  	  153	  
Utah	  features	  complex	  terrain	  representative	  of	  much	  of	  the	  western	  US	  	  (Fig.	  1)	  and	  other	  arid	  154	  
mountainous	   regions	   of	   the	  world.	   Although	   largely	   arid,	   regions	   of	   orographic	   precipitation	  155	  
provide	  a	  water	   supply	   that	   supports	  agriculture.	  The	  highest	  precipitation	   rates	  occur	   in	   the	  156	  
mountains	  where	  streams	  begin	  and	  groundwater	  recharge	  occurs.	  Historically,	  approximately	  157	  
90	   percent	   of	   Utah’s	   fresh	   water	   diversions	   are	   for	   irrigation	   with	   proportions	   of	   about	   80	  158	  
percent	   (varies	   annually	   based	   on	   precipitation	   and	   water	   supply)	   for	   agriculture	   irrigation	  159	  
(Maupin	  et	  al.,	  2014)	  and	  about	  10	  percent	   for	  urban	   irrigation	   (Utah	  Department	  of	  Natural	  160	  
Resources,	  2010).	  Correspondingly,	  evapotranspiration	  of	  irrigated	  landscapes	  and	  crops	  plays	  a	  161	  
critical	   role	   in	   water	   management.	   Utah’s	   irrigated	   agriculture	   area	   covers	   4,590	   km2	   or	  162	  
9	  
	  
approximately	   2.1	   percent	   of	   the	   state’s	   area	   (USDA,	   2014).	   	  Water	   diversions	   in	   2005	   from	  163	  
surface	  water	  and	  groundwater	  were	  82	  percent	  and	  18	  percent,	   respectively	   (Maupin	  et	  al.,	  164	  
2014).	  	  165	  
<	  Figure	  1	  here	  please>	  166	  
2.1.2   Reference	  evapotranspiration	  (E)	  formulation	  167	  
We	  used	  the	  ASCE-­‐ET	  equation	  (Allen	  et	  al.,	  2005)	  for	  our	  calculations,	  detailing	  its	  formulations	  168	  
here	   for	   completeness	   and	   to	   establish	   notation.	   Derived	   from	   the	   ASCE	   Penman-­‐Montieth	  169	  
formulation,	  the	  equation	  for	  hourly	  reference	  evapotranspiration	  can	  be	  written	  170	  
E = ωΨ R+ − G + γ C+T + 273 V e6 − e7Ψ + γ 1 + C9V 	  ,	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   1 	  171	  
where	  ω = 0.408	  mA	  mm	  MJDE,	  𝑅+	  is	  net	  radiation	  (MJ	  m-­‐2	  h-­‐1),	  𝐺	  is	  soil	  heat	  flux	  density	  at	  the	  172	  
soil	   surface	   (MJ	  m-­‐2	   h-­‐1),	  γ = 6.65×10DK𝑝	   is	   the	   psychrometric	   constant	   (kPa	   K-­‐1)	   for	   station	  173	  
pressure	  𝑝	   (kPa),	  𝑒6	   is	  saturation	  vapor	  pressure	  (kPa),	  𝑒7	   is	  actual	  vapor	  pressure	  (kPa),	  Ψ =174	   ∂𝑒6/ ∂𝑇	  (kPa	  K-­‐1),	  and	  the	  following	  parameters	  were	  used	  to	  correspond	  to	  hourly	  calculation	  175	  
for	   a	   tall	   reference	   crop	   such	   as	   alfalfa:	  C+ = 66K	  mm	  sK	  hDE,	  C9 = 0.25	  s	  mDE	   for	   daytime,	  176	  
and	  C9 = 1.7	  s	  mDE	   for	  nighttime.	  In	  our	  application,	  four	  meteorological	  variables	  were	  used	  177	  
to	   derive	   the	   input	   quantities	   (e.g.,	   Rn)	   required	   for	   the	   ASCE-­‐ET	   formula:	   2-­‐meter	   air	  178	  
temperature	   (𝑇),	  2-­‐meter	   relative	  humidity	   (RH)	  or	  specific	  humidity	   (q),	  2-­‐meter	  wind	  speed	  179	  
(𝑉),	  and	  downward	  solar	  radiation	  at	  the	  surface	  (𝑆).	  For	  consistency	  with	  GridET,	  the	  formulas	  180	  




Several	  studies	  indicate	  that	  the	  ASCE-­‐ET	  equation	  may	  overestimate	  E	  under	  conditions	  where	  183	  
wind	  speeds	  are	  large	  or	  highly	  variable	  (Hill	  et	  al.,	  2011).	  For	  consistency	  with	  GridET,	  hourly	  𝑉	  184	  
in	   the	  WRF	  output	  was	   limited	   to	  2.5	  m	   s-­‐1	   following	   (Lewis	   and	  Allen,	   2016).	  As	  detailed	  by	  185	  
Lewis	   and	   Allen	   (2016),	   the	   rationale	   for	   capping	   the	   wind	   speed	   was	   based	   on	   prior	  186	  
observational	  analyses	  using	  the	  ASCE-­‐ET	  equation	  in	  this	  study	  region.	  187	  
2.1.3   Grid	  ET	  188	  
GridET	  is	  an	  open	  source	  software	  package	  (GridET,	  2015)	  that	  estimates	  gridded	  E	  by	  the	  ASCE-­‐189	  
ET	  and	  other	  equations	  at	  a	  user-­‐defined	  horizontal	  resolution	  based	  on	  meteorological	  inputs	  190	  
from	  hourly	  NLDAS	  (Mitchell	  et	  al.,	  2004)	  forcing	  data	  set	  (𝑇,	  q,	  surface	  air	  pressure,	  10-­‐meter	  191	  
wind	   speed,	   and	   bias-­‐corrected	   𝑆).	   In	   addition,	   GridET	   calculates	   daily	   potential	  192	  
evapotranspiration	   by	   the	   crop	   coefficient	   method	   (Allen	   et	   al.,	   1998)	   and	   determines	   net	  193	  
potential	  evapotranspiration	  by	  subtracting	  interpolated	  effective	  precipitation	  from	  the	  1-­‐km	  194	  
DAYMET	  data	  set	  (Thornton	  et	  al.,	  2012).	  A	  lapse	  rate	  of	  Γ = −∂T ∂ z = 6.5	  K	  kmDE	  was	  used	  195	  
to	  produce	  near	  surface	  elevation	  dependence	  (NSED,McVicar	  et	  al.,	  2007)	  in	  𝑇	  and	  hence	  𝑒Y.	  196	  
Constant	  𝛤	  	  was	  used	  for	  consistency	  with	  (Lewis	  and	  Allen,	  2016)	  and	  the	  GridET	  framework	  197	  
(GridET,	  2015),	  and	  the	  underlying	  rationale	  was	  to	  replicate	  NLDAS	  procedures	  in	  downscaling	  198	  
from	  the	  North	  American	  Regional	  Reanalysis	  (Cosgrove	  et	  al.,	  2003;	  Mesinger	  et	  al.,	  2006).	  	  RH	  199	  
was	  computed	  from	  NLDAS	  𝑇,	  q,	  and	  p	  and	  then	  bilinearly	  interpolated	  to	  determine	  𝑒[.	  NLDAS	  200	   V	   fields	  were	  also	  bilinearly	   interpolated,	  resolved	  to	  a	  magnitude,	  and	  limited	  to	  2.5	  m	  s-­‐1	  as	  201	  
noted	   in	   Section	   2.1.2.	   For	   S,	   NLDAS	   downward	   solar	   radiation	  was	   adjusted	   for	   aspect	   and	  202	  
slope	   following	   (Allen	   et	   al.,	   2006).	   Lewis	   and	   Allen	   (2016)	   provide	   further	   details	   and	  203	  
observational	  validation	  of	  GridET,	  including	  development	  of	  the	  E	  input	  variables	  on	  a	  0.54-­‐km	  204	  
11	  
	  
resolution	   grid	   covering	   the	   state	   of	   Utah	   following	   methodology	   validated	   against	   704	  205	  
agriculturally-­‐situated	  weather	  stations	  (Lewis	  et	  al.,	  2014).	  206	  
2.1.4   Regional	  climate	  simulation	  using	  WRF	  	   	  207	  
We	   used	   the	   Weather	   Research	   &	   Forecasting	   (WRF)	   model	   (Skamarock	   et	   al.,	   2005)	   to	  208	  
dynamically	   downscale	   climate	   drivers	   of	   E	   to	   a	   4-­‐km	   horizontal	   resolution	   domain	   covering	  209	  
Utah	   for	  years	  1985-­‐2010.	   Initial	  and	   lateral	  boundary	  conditions	  were	  derived	   from	  6-­‐hourly	  210	  
Climate	   Forecast	   System	   Reanalysis	   (CFSR;	   Saha	   et	   al.,	   2010)	   data	   at	   38-­‐km	   horizontal	  211	  
resolution.	  We	   used	   a	   nested	   domain	   configuration	   with	   an	   outer	   36-­‐km	   resolution	   domain	  212	  
(d01)	  receiving	  lateral	  boundary	  conditions	  from	  CFSR,	  with	  a	  12-­‐km	  resolution	  nested	  domain	  213	  
(d02)	  covering	  the	  western	  US,	  and	  an	  innermost	  4-­‐km	  domain	  (d03)	  covering	  Utah	  (Fig.	  1).	  The	  214	  
framework	   included	   a	   thermodynamic	   slab	   model	   of	   the	   Great	   Salt	   Lake	   with	   salinity	  215	  
adjustments	   to	   saturation	   vapor	   pressure	   over	   the	   lake	   (Strong	   et	   al.,	   2014).	   Additional	  216	  
configuration	  details	  and	  historical	  validation	  can	  be	   found	   in	   (Scalzitti	  et	  al.,	  2016).	  Although	  217	  
some	  of	  the	  input	  fields	  for	  E	  were	  available	  directly	  in	  the	  WRF	  output	  (e.g.,	  net	  radiation),	  we	  218	  
used	  only	  T,	  V,	  p,	  S,	  and	  RH	  based	  on	  the	  water	  vapor	  mixing	  ratio	  from	  WRF,	  and	  derived	  the	  219	  
remaining	  variables	  as	  outlined	  in	  the	  ASCE-­‐ET	  equation.	  This	  provided	  consistency	  with	  GridET	  220	  
and	   allowed	   more	   direct	   comparison	   to	   observationally-­‐based	   calculations	   of	   E.	   Also	   for	  221	  
consistency	  with	   GridET,	   the	   horizontal	  wind	   speeds	   from	  WRF	  were	   capped	   at	   2.5	  m	   s-­‐1	   to	  222	  
avoid	  a	  systematic	  positive	  bias	  of	  WRF	  relative	  to	  GridET	  which	  would	  confound	  discovery	  and	  223	  
analysis	  of	  temperature	  and	  humidity	  effects.	  	  224	  
2.1.5   Debiasing	  225	  
12	  
	  
For	   GridET,	   NLDAS	   climate	   fields	   were	   debiased	   relative	   to	   agriculturally-­‐situated	   Electronic	  226	  
Weather	  Station	  (EWS)	  data	  following	  procedures	  in	  (Lewis	  and	  Allen,	  2016;	  Lewis	  et	  al.,	  2014).	  227	  
In	   these	   prior	   studies,	   EWS	   datasets	   were	   selected	   by	   fitness	   of	   location	   in	   representing	   E	  228	  
calculations	   from	  7	  different	  networks	   in	   the	   study	  area	   totaling	  48	   locations.	  	   Emphasis	  was	  229	  
given	   to	   deletion	   of	   any	   suspect	   records	   over	   correction	   with	   an	   annual	   time	   span	   being	  230	  
required	  for	  inclusion	  resulting	  in	  variable	  histories	  from	  1986-­‐2010	  at	  each	  EWS	  location	  (8671	  231	  
total	  years).	  An	  analogous	  debiasing	  was	  performed	  on	  the	  WRF	  data	  here.	  Specifically,	  WRF	  T	  232	  
and	  RH	  were	  bilinearly	  interpolated	  to	  the	  locations	  of	  the	  EWS	  data	  (gray	  circles,	  Fig.	  2a),	  and	  233	  
hourly	   biases	   𝑏^,_,`	  were	   calculated	   for	   each	   variable,	   where	   	   0 ≤ 𝑡 ≤ 364	   is	   day	   of	   year,	  	  	  	  	  	  	  	  	  234	   0 ≤ ℎ < 24	   is	  hour,	  and	   i ∈ 1,2, … ,33 	   is	  a	  station	   index.	  A	  statistical	  model	  of	   the	  bias	  was	  235	  
written	  236	  
b^ = αj + αEcos 2πt364 − ϕE + αAcos 2πh24 − ϕA + αKg^,_ + ϵ^,	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   2 	  237	  
where	  g^,_	  is	  the	  value	  of	  the	  variable	  being	  debiased,	  ϵ^	  is	  a	  residual	  term,	  and	  the	  coefficients	  238	  
αr, j = 1,2,3	  were	  calculated	  to	  minimize	  the	  domain-­‐wide	  sum	  of	  squared	  residuals.	  Note	  that	  239	  
(2)	  varies	  in	  time	  but	  not	  space	  as	  in	  (Lewis	  and	  Allen,	  2016).	  	  240	  
<	  Figure	  2	  here	  please	  >	  241	  
2.1.6   Comparison	  of	  WRF	  and	  GridET	   	  242	  
GridET	  and	  WRF	  data	  are	  shown	  in	  their	  native	  resolutions	  when	  mapped.	  Where	  comparisons	  243	  
between	  GridET	  and	  WRF	  were	  made,	   the	  0.54-­‐km	  GridET	  data	  were	   coarsened	   to	   the	  4-­‐km	  244	  
WRF	  grid	  by	  spatial	  averaging.	  To	  accomplish	  the	  averaging,	  for	  each	  of	  the	  863,214	  points	   in	  245	  
13	  
	  
the	  GridET	  data,	  we	  determined	  the	  index	  of	  the	  closest	  point	  on	  the	  WRF	  grid.	  The	  overlapping	  246	  
spatial	  domain	  had	  1,301	  grid	  points	  where	  fluxes	  associated	  with	  WRF’s	  specialized	  treatment	  247	  
of	  fluxes	  over	  lakes,	  urban	  areas,	  and	  barren	  regions	  such	  as	  the	  Bonneville	  Salt	  Flats	  (Fig.	  2c)	  248	  
generated	   climate	   inputs	   with	   expectedly	   large	   differences	   from	   NLDAS	   fields.	   These	   grid	  249	  
points,	  amounting	  to	  4%	  of	  WRF’s	  d03	  domain	  had	  minimal	  overlap	  with	   irrigated	  agriculture	  250	  
(compare	  Fig.	  2b,c),	  and	  results	  are	  sometimes	  mapped	  at	  these	  locations	  and	  always	  excluded	  251	  
from	   statistical	   analyses.	   Also,	   the	   excluded	   lake	   regions	   were	   dilated	   one	   pixel	   in	   each	  252	  
direction	  to	  account	  for	  modification	  of	  near-­‐surface	  temperature	  and	  humidity	  by	  lake	  effects	  253	  
(e.g.,	  due	  to	  diurnal	  lake	  breezes).	  	  	  254	  
2.2  Analysis	  of	  linear	  effects	  255	  
2.2.1   Linear	  statistical	  model	  	  256	  
We	  use	  EG	  to	  denote	  the	  spatial	  vector	  of	  long-­‐term	  mean	  E	  from	  GridET,	  and	  EW	  to	  denote	  the	  257	  
spatial	  vector	  of	  long-­‐term	  mean	  E	  from	  WRF	  dynamical	  downscaling	  (these	  vectors	  have	  1,301	  258	  
components,	  each	  corresponding	  to	  one	  location	  of	  the	  overlapping	  grid).	  The	  variance	  in	  Δ𝐸 =259	   𝐸$ − 𝐸&	  was	  analyzed	  using	  the	  linear	  statistical	  model	  	  260	  
Δ𝐸 = βEΔ𝑉 + βAΔ𝑆 + βKΔ𝑇 + βuΔ𝑇9 + ϵ,	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   3261	  
where	  the	  β	  terms	  are	  multiple	  linear	  regression	  coefficients	  and	  ϵ	  denotes	  residuals.	  Use	  of	  a	  262	  
linear	  model	  is	  supported	  by	  nonlinearity	  being	  mild	  in	  the	  ASCE-­‐ET	  equation	  (Hobbins,	  2016).	  263	  
Insight	   into	  Δ𝐸	   is	  available	  by	   linearly	   removing	   the	  effects	  of	  one	  or	   two	  climate	   inputs	  at	  a	  264	  
time.	  We	  first	  remove	  the	  effects	  of	  Δ𝑆	  and	  Δ𝑉	  to	  isolate	  and	  focus	  analysis	  on	  the	  effects	  of	  265	  
differences	   in	   humidity	   and	   temperature.	   Our	   rationale	   is	   that	  Δ𝑆	   and	  Δ𝑉	  represent	  weaker	  266	  
14	  
	  
impacts	  for	  most	  of	  the	  study	  region	  (Hobbins,	  2016),	  especially	  considering	  the	  wind	  speed	  cap	  267	  
noted	  above.	  Moreover,	  we	  have	  relatively	  low	  confidence	  in	  the	  physical	  meaningfulness	  of	  Δ𝑆	  268	  
and	  Δ𝑉	   given	   several	   studies	   concluding	   that	  dynamical	  downscaling	   in	   complex	   terrain	  does	  269	  
not	   necessarily	   improve	  observational	   validation	  of	  wind	   speed	   (e.g.,	   Cheng	   and	   Steenburgh,	  270	  
2005;	  Jiménez	  and	  Dudhia,	  2012;	  Shimada	  et	  al.,	  2011)	  or	  solar	  radiation	  (e.g.,	  Ruiz-­‐Arias	  et	  al.,	  271	  
2016).	   Temperature	   and	   humidity,	   although	   subject	   to	   bias,	   often	   have	   more	   favorable	  272	  
outcomes	  from	  downscaling	  in	  complex	  terrain	  (e.g.,	  Heikkilä	  et	  al.,	  2011).	  	  	  273	  
2.2.2   Lapse	  rate	  effects	  274	  
To	  establish	  observational	  lapse	  rates	  for	  comparison	  to	  WRF	  and	  GridET,	  we	  used	  National	  275	  
Oceanic	  and	  Atmospheric	  Administration	  (NOAA)	  monthly	  climate	  normals	  corresponding	  to	  276	  
1981-­‐2010	  (Arguez	  et	  al.,	  2012),	  and	  compared	  them	  to	  normal	  from	  our	  1985-­‐2010	  simulation	  277	  
period.	  Stations	  used	  in	  the	  analysis	  spanned	  elevations	  from	  1,310	  to	  2,664	  m	  to	  capture	  278	  
changes	  from	  near	  valley	  floor	  up	  into	  the	  Wasatch	  Range.	  279	  
3   Results	  280	  
3.1  Comparison	  between	  E	  from	  GridET	  and	  E	  from	  dynamical	  downscaling	  281	  
3.1.1   	  Debiasing	  results	  282	  
Averaged	  across	  EWS	  stations	  for	  all	  available	  observation	  times	  (~40,000	  observations	  at	  each	  283	  
of	  33	  stations),	  WRF	  prior	  to	  debiasing	  had	  a	  0.5°C	  warm	  bias,	  and	  a	  dry	  bias	  of	  -­‐5.6%	  in	  relative	  284	  
humidity.	  Although	  a	  thorough	  investigation	  of	  the	  sources	  of	  these	  biases	  is	  beyond	  the	  scope	  285	  
of	  this	  study,	  our	  results	  seem	  to	  confirm	  some	  of	  the	  findings	  of	  Coniglio	  et	  al.	   (2013).	  Their	  286	  
analysis	  showed	  that	  the	  Mellor-­‐Yamada-­‐Janjić	  planetary	  boundary	  layer	  scheme	  (Janjić,	  2002)	  287	  
15	  
	  
utilized	   in	   our	   downscaling	   configuration	   tends	   to	   underestimate	   vertical	   mixing	   and	  288	  
overestimate	   surface	   temperatures.	   Relative	   humidity	   is	   temperature	   dependent	   (i.e.,	  289	  
decreases	  as	  the	  temperature	  increases	  for	  a	  constant	  mass	  of	  moisture	  in	  the	  air),	  so	  too	  high	  290	  
surface	   temperature	   leads	   to	   too	   low	   relative	   humidity,	   which	  may	   partially	   explain	   the	   dry	  291	  
model	  bias.	  The	  biases	  may	  also	  be	  attributed	  to	  cooling	  and	  increased	  humidity	  from	  irrigated	  292	  
crop	  evapotranspiration,	  which	  is	  not	  explicitly	  treated	  in	  WRF.	  For	  solar	  radiation,	  WRF	  had	  a	  293	  
tendency	  to	  overestimate	  𝑆,	  possibly	  because	  of	  its	  deficiency	  in	  accurate	  representation	  of	  the	  294	  
cloud	  coverage	  and	   the	   radiative	  effects	  of	   cumulus	  clouds	   (Ruiz-­‐Arias	  et	  al.,	  2016).	  Also,	   the	  295	  
absence	   of	   cumulus	   parameterization	   in	   our	   convection-­‐permitting	   4-­‐km	   d03	   domain	   could	  296	  
result	   in	  an	  underestimation	  of	   solar	   shading	  by	  convective	  clouds	  which	  are	   too	   small	   to	  be	  297	  
resolved	  on	  the	  model	  grid.	  In	  order	  to	  compensate	  for	  these	  deficiencies,	  the	  WRF	  simulated	  S	  298	  
was	  debiased	  based	  on	  NLDAS	  data	  which	  were	  bias-­‐corrected	  relative	  to	  observations	  (Berg	  et	  299	  
al.,	  2003),	  meaning	  a	  monthly	  mean	  domain-­‐wide	  bias	  (WRF	  minus	  NLDAS)	  averaging	  40	  W	  m-­‐2	  300	  
was	  subtracted	   from	  the	  S	  values	  produced	  by	  WRF.	  Not	  removing	  this	  difference	   in	  S	  would	  301	  
have	   yielded	   E	   values	   approximately	   10%	   larger	   in	   WRF	   compared	   to	   GridET.	   As	   noted	   in	  302	  
Section	  2.1.3,	  we	  capped	  the	  wind	  speeds	  at	  2.5	  m	  s-­‐1	  for	  consistency	  with	  GridET.	  Domain-­‐wide	  303	  
for	  the	  analysis	  period,	  61%	  of	  the	  hourly	  wind	  speed	  observations	  required	  application	  of	  the	  304	  
cap.	   The	  percentage	  of	  hourly	  wind	   speed	  observations	   that	  were	   capped	  exhibited	  a	   strong	  305	  
elevational	   dependence,	  with	   the	   highest	   local	   capping	   percentages	   occurring	   at	   the	   highest	  306	  
elevations,	  as	  we	  would	  expect	   from	  wind	  speed	  climatology	   in	  complex	  terrain.	  Without	   the	  307	  
wind	  speed	  cap,	   long-­‐term	  mean	  E	   from	  WRF	  would	  have	  increased	  by	  an	  average	  of	  12%	  on	  308	  
the	  overlapping	  analysis	  domain.	  	  	  309	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3.1.2   Agreement	  with	  observationally-­‐derived	  E	  310	  
Here,	   we	   examine	   how	   E	   from	  WRF	   (EW)	   and	   E	   from	   GridET	   (EG)	   compare	   with	   values	   of	   E	  311	  
derived	  from	  the	  electronic	  weather	  stations	  whose	  locations	  are	  indicated	  in	  Fig.	  2a.	  We	  would	  312	  
expect	  good	  agreement	  because	  the	   inputs	  to	  EW	  and	  EG	  were	  debiased	  relative	  to	  data	  from	  313	  
these	  stations.	  The	  purpose	  of	  presenting	  this	  comparison	   is	   thus	  to	  verify	  the	  efficacy	  of	  the	  314	  
debiasing	  procedure,	  not	  to	  pose	  or	  fit	  a	  statistical	  model.	  As	  shown	  in	  Fig.	  3,	  monthly	  ET	  from	  315	  
each	   framework	  yielded	  values	  correlated	  with	  station-­‐based	  E	  at	  𝑟A = 0.95,	   and	  each	  had	  a	  316	  
small	  bias	  (-­‐0.3	  mm	  for	  GridET	  and	  1.1	  mm	  for	  WRF).	  Ensuring	  that	  the	  two	  frameworks	  have	  317	  
similar	  agreement	  with	  station-­‐based	  values	  after	   identical	  debiasing	  procedure	  enables	  us	  to	  318	  
meaningfully	  investigate	  how	  the	  frameworks	  differ	  away	  from	  the	  debiasing	  stations.	  	  319	  
<	  Figure	  3	  here	  please>	  320	  
3.1.3   Annual	  mean	  comparison	  321	  
Mean	  annual	  E	  generally	  increased	  toward	  southern	  portions	  of	  the	  state	  where	  temperatures	  322	  
and	  solar	  radiation	  were	  higher,	  but	  was	  strongly	  influenced	  by	  Utah’s	  complex	  terrain	  in	  both	  323	  
GridET	   and	  WRF,	   with	   a	   tendency	   for	   higher	   values	   at	   lower	   elevations	   (Fig.	   4a,b;	   elevation	  324	  
shown	   in	   Fig.	   2a).	   The	   larger	   magnitude	   differences	   in	   the	   map	   of	   DE	   =	   EW	   -­‐	   EG	   were	  325	  
predominantly	   positive	   except	   toward	   the	   northern	   portion	   of	   the	   analysis	   domain	   (Fig.	   4c).	  326	  
Long-­‐term	  mean	  values	  of	  E	  at	  each	  grid	  point	  were	  well	  correlated	  spatially	  between	  WRF	  and	  327	  
GridET	  (r2=0.89,	  Fig.	  5a).	  EW	  tended	  to	  be	  larger	  for	  large	  values	  of	  E	  and	  smaller	  for	  small	  values	  328	  
of	  E	  (compare	  data	  and	  one-­‐to-­‐one	  line,	  Fig.	  5a),	  and	  the	  spatial	  average	  of	  the	  long-­‐term	  mean	  329	  
E	   (i.e.,	   the	  mean	  of	   the	  data	   in	   Fig.	   5a)	  was	  36	  mm	  year-­‐1	   (2%)	   larger	   in	  WRF	   than	   in	  GridET	  330	  
17	  
	  
[1,509	  mm	   	  year-­‐1	  versus	  1,473	  mm;	   root	  mean	  square	  deviation	   (RMSD)	  was	  89	  mm	  year-­‐1].	  331	  
The	  spatial	  average	  of	  the	  temporal	  variance	  of	  E	  (i.e.,	  the	  variance	  of	  the	  data	  in	  Fig.	  5a)	  was	  332	  
1.6	  times	  larger	  in	  WRF	  than	  in	  GridET	  (51,224	  mm2	  year-­‐2	  versus	  32,605	  mm2	  year-­‐2).	  Restricting	  333	  
to	  grid	  points	  with	  irrigated	  agriculture	  (dark	  gray	  data,	  Fig.	  5a),	  and	  to	  seasons	  (Fig.	  5d)	  did	  not	  334	  
change	  these	  overall	  tendencies.	  	  335	  
<	  Figure	  4	  here	  please	  >	  336	  
<	  Figure	  5	  here	  please	  >	  337	  
3.2  Linear	  effects	  	  338	  
3.2.1   Comparison	  of	  climate	  input	  variables	  339	  
We	   now	   consider	   differences	   in	   the	   climate	   input	   variables	   obtained	   from	  WRF	   and	   GridET,	  340	  
noting	   that	   approximately	   half	   of	   the	   variance	   in	   DE	   can	   be	   linearly	   modeled	   by	   these	  341	  
differences	   (shown	   below	   in	   Section	   3.3).	   Annual	   mean	   𝑇	   in	   WRF	   (𝑇x)	   was	   highly	   spatially	  342	  
correlated	   (𝑟A = 0.94; 	  𝑅𝑀𝑆𝐷 =	  1.2oC)	  with	  annual	  mean	  𝑇	   in	  GridET	   (𝑇|)	  (Fig.	  4d,e	  and	  Fig.	  343	  
5b).	  The	  difference	  𝛥𝑇 = 𝑇x − 𝑇| 	  had	  an	  elevational	  dependence,	  with	  a	  tendency	  for	  positive	  344	  
values	   in	  higher	   terrain	  and	  negative	  values	   in	   lower	   terrain	   (compare	  Fig.	  4f	   to	  Fig.	  2a).	   The	  345	  
associated	   scatterplot	   indicated	   that	   positive	   𝛥𝑇	   was	   equivalently	   associated	   with	   locations	  346	  
that	  were	  overall	   cooler	   (and	  negative	  𝛥𝑇	  with	   locations	   that	  were	  overall	  warmer)	   (Fig.	  5b),	  347	  
and	  this	  tendency	  persisted	  when	  restricting	  to	  grid	  points	  with	  irrigated	  agriculture	  (compare	  348	  
data	   and	  one-­‐to-­‐one	   line,	   Fig.	   5b),	   and	   also	  when	   restricting	   to	   seasons	   (Fig.	   5e).	   For	   annual	  349	  
data,	  WRF	  had	  a	  higher	  mean	  temperature	  (8.0oC	  versus	  7.5oC)	  and	  a	  smaller	  variance	  (7.3oC2	  350	  
18	  
	  
versus	  12.0oC2).	  These	  𝛥𝑇	  results	  stemmed	  largely	  from	  the	  lapse	  rate	  used	  for	  interpolation	  in	  351	  
GridET	  being	  larger	  than	  the	  lapse	  rate	  resolved	  by	  WRF	  as	  shown	  below	  in	  Section	  3.4.	  	  352	  
The	  overall	   spatial	   correlation	  of	  dew	  point	   temperature	   in	  WRF	  (𝑇,x)	   and	   in	  GridET	  (𝑇,|)	  353	  
was	  high	   (𝑟A = 0.92	  with	  RMSD=1.5oC,	   Fig.	   4g,h;	   Fig.	   5c).	   The	   strongest	   contrasts	   in	  𝑇 	  were	  354	  
predominantly	  positive	  when	  mapped	  as	  𝛥𝑇 = 𝑇,x − 𝑇,| ,	   indicating	  a	   tendency	   for	  higher	  355	  
dewpoints	   in	   WRF,	   especially	   at	   higher	   elevations	   (Fig.	   4i).	   This	   tendency	   persisted	   when	  356	  
restricting	   to	  grid	  points	  with	   irrigated	  agriculture	   (compare	  dark	  gray	  points	  and	  one-­‐to-­‐one	  357	  
line,	  Fig.	  5c),	  and	  also	  when	  restricting	  to	  seasons	  (Fig.	  5f).	  These	  contrasts	  stemmed	  from	  the	  358	  
stronger	   GridET	   lapse	   rate	   noted	   above	   projecting	   onto	   the	   recovery	   of	   𝑇 	   from	   RH.	   To	  359	  
illustrate	  this	  projection,	  the	  approximate	  formula	  (Lawrence,	  2005)	  Td	  =	  T	  -­‐	  (100-­‐RH)/5	  shows	  360	  
that	  a	  larger	  lapse	  rate	  yielding	  a	  lower	  temperature	  at	  high	  elevations	  in	  GridET	  would	  produce	  361	  
a	  lower	  dewpoint	  for	  the	  same	  RH.	  For	  annual	  data	  over	  the	  study	  domain,	  WRF	  had	  a	  higher	  362	  
overall	   𝑇 	   (-­‐1.2oC	   versus	   -­‐2.3oC),	   and	   the	   variance	   in	   WRF	   was	   substantially	   smaller	   (2.3oC2	  363	  
versus	  5.7oC2).	  	  364	  
The	  spatial	  correlation	  between	  annual	  mean	  2-­‐meter	  wind	  speed	   in	  WRF	  (𝑉x)	  and	   in	  GridET	  365	  
(𝑉|)	  was	   small	   (𝑟A = 0.20),	   in	   part	   because	  𝑉| 	   was	   bilinearly	   interpolated	   from	  NLDAS	   data	  366	  
which	  were	  based	  on	  32-­‐km	  horizontal	  NARR	  output	   (Fig.	   4j),	  whereas	  𝑉x	  was	   simulated	  on	  367	  
terrain	  resolved	  at	  4-­‐km	  horizontal	  resolution	  (Fig.	  4k).	  𝛥𝑉	  was	  predominantly	  positive	  (Fig.	  4l),	  368	  
but	   averaged	   only	   0.22	  m	   s-­‐1	   in	  magnitude	   in	   part	   because	   of	   the	   imposed	  wind	   speed	   cap	  369	  
noted	  in	  Section	  2.	  	  370	  
19	  
	  
Annual	  mean	   𝑆	   in	  WRF	   (𝑆x)	   was	  moderately	   correlated	   (𝑟A = 0.58)	  with	   annual	  mean	   𝑆	   in	  371	  
GridET	   (𝑆|).	  	  Both	  𝑆| 	   and	  𝑆x	  were	  pre-­‐albedo	  values,	   so	   surface	   reflectivity	   (e.g.,	   from	  snow	  372	  
cover)	   exerted	   no	   direct	   effect	   on	   𝛥𝑆.	   𝑆| 	   and	   𝑆x	   both	   accounted	   for	   terrain	   effects	   by	  373	  
calculating	  solar	   incidence	  angle	  based	  on	  slope	  and	  aspect	  (e.g.,	  Garnier	  and	  Ohmura,	  1968),	  374	  
but	   some	   details	   of	   the	   GridET	   algorithms	   (Allen	   et	   al.,	   2006)	   differed	   from	   the	   radiation	  375	  
scheme	   used	   in	  WRF	   (Barlage	   et	   al.,	   2010),	   potentially	   generating	   terrain-­‐dependent	   effects	  376	  
(Fig.	   4m,n).	   Finally,	   there	   appeared	   to	   be	   a	   rectangular	   artifact	   in	   𝑆| 	   in	   the	   northwestern	  377	  
portion	  of	  the	  state	  (Fig.	  4m)	  that	  resulted	  in	  large	  positive	  𝛥𝑆	  over	  the	  same	  region	  (Fig.	  4o).	  	  378	  
3.2.2   Statistical	  model	  of	  linear	  effects	  	  379	  
More	  than	  two-­‐thirds	  of	  the	  variance	  in	  ΔE	  was	  accounted	  for	  by	  the	  linear	  statistical	  model	  380	  
given	  by	  (3)	  as	  shown	  in	  Fig.	  6a.	  	  Δ𝑉	  and	  Δ𝑆	  each	  accounted	  for	  approximately	  20%	  of	  the	  381	  
variance	  in	  Δ𝐸	  (Fig.	  6b,c),	  	  and	  the	  linear	  model	  combining	  their	  effects	  	  	  382	  
Δ𝐸 = γEΔ𝑉 + γAΔ𝑆 + ϵ,	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   4 	  383	  
accounted	  for	  33%	  of	  the	  variance	  in	  Δ𝐸	  (Fig.	  6d).	  We	  use	  the	  notation	  Δ𝐸∗	  to	  denote	  Δ𝐸	  with	  384	  
the	  effects	  of	  Δ𝑉	  and	  Δ𝑆	  linearly	  removed	  [i.e.,	  the	  residuals	  from	  the	  model	  given	  by	  equation	  385	  
(4)],	  and	  Δ𝐸∗	  is	  shown	  in	  map	  view	  in	  Fig.	  7a.	  Removing	  the	  linear	  effects	  of	  ΔV	  and	  ΔS	  exposed	  386	  
the	   dependence	   of	  ΔE	  on	   elevation	   (Fig.	   7;	   Fig.	   8a).	   Some	   of	   this	   elevational	   dependence	   of	  387	   ΔE∗	  was	  due	  to	  the	  above-­‐noted	  tendency	  for	  WRF	  to	  have	  higher	  dew	  points	  than	  GridET	  at	  388	  
higher	  elevations	  (and	  thus	  lower	  E;	  Fig.	  8b).	  Δ𝐸∗	  was	  negatively	  correlated	  with	  𝛥𝑇 	  (Fig.	  8b)	  389	  
with	   no	   significant	   relationship	   to	   𝛥𝑇	   (Fig.	   8c).	   However,	   𝛥𝑇	  explained	   residual	   variance	   in	  390	   Δ𝐸∗	  after	  linearly	  removing	  the	  effect	  of	  𝛥𝑇,	  and	  the	  model	  391	  
20	  
	  
𝛥𝐸∗ = 𝛾E𝛥𝑇 + 𝛾A𝛥𝑇 + 𝜖 5 	  392	  
accounted	  for	  slightly	  more	  than	  half	  of	  the	  𝛥𝐸∗	  variance	  (Fig.	  8d).	  Standardizing	  the	  predictors	  393	  
to	   facilitate	   comparison	   of	   the	   regression	   coefficients	   yields	   values	   𝛾E = −97.3;	  𝛾A = 70.7 	  394	  
consistent	   with	   physical	   reasoning.	   Specifically,	   higher	   dew	   points	   in	   WRF	   tended	   to	   yield	  395	  
negative	  𝛥𝐸∗	  by	   reducing	  𝐸$,	   whereas	   higher	   temperature	   in	  WRF	   tended	   to	   yield	   positive	  396	   Δ𝐸∗	  by	  increasing	  𝐸$.	  	  397	  
<	  Figure	  7	  here	  please	  >	  398	  
<	  Figure	  8	  here	  please	  >	  399	  
3.2.3   Lapse	  rate	  effects	  400	  
The	   𝛥𝑇	   and	   𝛥𝑇 	   patterns	   highlighted	   above	   are	   dependent	   on	   elevation,	   with	   WRF	   being	  401	  
warmer	   and	   moister	   than	   GridET	   above	   approximately	   1,500	   m	   and	   cooler	   and	   drier	   than	  402	  
GridET	   below	   (Figure	   9a,b).	   These	   contrasts	   are	   consistent	   with	   GridET	   interpolating	   with	   a	  403	  
lapse	  rate	  (𝛤 =	  6.5	  K	  km-­‐1)	  which	  is	  larger	  than	  the	  lapse	  rate	  generated	  by	  WRF	  and	  also	  larger	  404	  
than	   the	   lapse	   rates	   found	   from	   observational	   studies	   of	   monthly	   mean	   temperatures	   in	  405	  
complex	   terrain	   [e.g.,	   3.9-­‐5.2	  K	   km-­‐1	   (Minder	  et	   al.,	   2010)].	  As	   context	   for	   these	   results,	  note	  406	  
that	   WRF	   resolves	   a	   dynamic	   humidity	   profile	   based	   on	   water	   mass	   conservation,	   whereas	  407	  
GridET	  determines	  Td	  via	  spatial	  interpolation	  of	  relative	  humidity	  and	  an	  assumed	  constant	  𝛤.	  408	  
<	  Figure	  9	  here	  please	  >	  409	  
As	  noted	  in	  Section	  2.2.2,	  we	  established	  observational	  lapse	  rates	  for	  comparison	  to	  WRF	  and	  410	  
GridET	  using	  NOAA	  monthly	  climate	  normals	  corresponding	  to	  1981-­‐2010	  (Arguez	  et	  al.,	  2012),	  411	  
21	  
	  
and	   compared	   them	   to	   normal	   from	   our	   1985-­‐2010	   simulation	   period.	   Stations	   used	   in	   the	  412	  
analysis	   (filled	   circles	   on	   map	   in	   Fig.	   10)	   spanned	   elevations	   from	   1,310	   to	   2,664	   m.	   For	  413	  
locations	  labeled	  northwest	  on	  the	  map	  in	  Fig.	  10,	  and	  considering	  fall	  (September-­‐October)	  as	  414	  
an	  example,	  the	  observationally-­‐based	   lapse	  rate	  was	  𝛤 = 5.8 ± 1.5	  K	  km-­‐1	   (blue	  circles	  with	  415	  
black	   regression	   line,	   Figure	   9c).	   The	  WRF	   grid	   points	   within	   the	   latitude-­‐longitude	   range	   of	  416	  
these	   observation	   stations	   had	   a	   similar	   lapse	   rate	   of	   𝛤$ = 5.5 ± 0.1	   K	   km-­‐1,	   whereas	   the	  417	  
GridET	   lapse	   rate	   𝛤& = 7.0 ± 0.1	   K	   km-­‐1	   was	   notably	   larger	   (Figure	   9c).	   Similar	   results	   were	  418	  
obtained	   using	   the	   west	   central	   locations,	   although	   few	   degrees	   of	   freedom	   inflate	   the	  419	  
confidence	  bounds	  on	  the	  observed	  values	  	  (Figure	  9d).	  Repeating	  this	  analysis	  for	  each	  month	  420	  
of	   the	   year	   for	   five	   clusters	   of	   stations,	  we	   find	   overall	   closer	   agreement	   between	  WRF	   and	  421	  
observations,	  each	  featuring	  a	  larger-­‐amplitude	  annual	  cycle	  of	  lapse	  rates	  compared	  to	  GridET	  422	  
(curves,	  Fig.	  10)	  as	  well	  as	  a	  smaller	  annual	  mean	  lapse	  rate	  (horizontal	  lines,	  Fig.	  10).	  	  423	  
<	  Figure	  10	  here	  please	  >	  424	  
4   	  Discussion	  	  	  425	  
We	  compared	  and	  mapped	  the	  results	  of	  reference	  evapotranspiration	  (E)	  calculation	  covering	  426	  
the	  state	  of	  Utah	  from	  year	  1985	  to	  2010	  based	  on	  the	  ASCE-­‐ET	  equation	  and	  two	  sources	  of	  427	  
climatic	  variables:	  those	  downscaled	  from	  the	  WRF	  model	  in	  a	  4-­‐km	  horizontal	  resolution	  and	  428	  
those	  provided	  in	  the	  NLDAS	  model	  at	  ~14-­‐km	  resolution	  (derived	  from	  NARR	  simulations	  at	  32-­‐429	  
km).	  For	  annual	  mean	  values,	  E	  from	  WRF	  (EW)	  and	  E	  from	  GridET	  (EG)	  both	  agreed	  well	  with	  E	  430	  
derived	   from	   observations	   (𝑟A = 0.95,	  bias	   <	   2	   mm).	   Domain-­‐wide,	   EW	   and	   EG	   were	   well	  431	  
correlated	   spatially	   (𝑟A = 0.89),	   however	   local	   differences	   𝛥𝐸 = 𝐸x − 𝐸| 	   were	   as	   large	   as	  432	  
22	  
	  
+439	  mm	  (+26%)	  in	  some	  locations,	  and	  𝛥𝐸	  spatially	  averaged	  +36	  mm	  (+2%).	  Annual	  total	  EW	  433	  
was	  larger	  than	  EG	  at	  higher	  values	  of	  E,	  and	  had	  had	  1.6	  times	  the	  variance.	  	  Linearly	  removing	  434	  
the	   effects	   of	   contrasts	   in	   solar	   radiation	   and	   wind	   speed,	   which	   are	   characteristically	   less	  435	  
reliable	  under	  downscaling	  in	  complex	  terrain,	  approximately	  half	  of	  the	  residual	  variance	  was	  436	  
accounted	   for	   by	   contrasts	   in	   temperature	   and	   humidity	   between	   GridET	   and	   WRF.	   GridET	  437	  
interpolated	   using	   an	   assumed	   lapse	   rate	   of	   6.5	   K	   km-­‐1,	   whereas	   WRF	   produced	   a	  438	  
topographically-­‐responsive	   lapse	   rate	   closer	   to	   5	   K	   km-­‐1	   as	   observed	   in	  mountainous	   terrain.	  439	  
WRF	   also	   resolved	   topographically-­‐responsive	   vertical	   variations	   in	   humidity,	  whereas	  GridET	  440	  
bilinearly	  interpolated	  RH	  from	  NLDAS	  to	  determine	  vapor	  pressure.	  	  441	  
Values	   of	   E	   would	   optimally	   be	   based	   on	   observed	   inputs	   alone,	   but	   this	   is	   generally	   not	  442	  
feasible	   due	   to	   the	   scarcity	   of	   suitable	   station	   data.	   Some	   method	   of	   infilling	   between	  443	  
observations	   is	   necessary	   drawing	   on	   interpolation	   techniques,	   remotely	   sensed	   data,	   or	  444	  
regional	  modeling,	   and	   associated	   biases	  must	   be	   accounted	   for	   in	   all	  methods.	   GridET	  was	  445	  
shown	   in	   prior	  work	   to	   compare	  well	  with	   station-­‐based	   reference	   ET	   after	   debiasing.	   Here,	  446	  
applying	  analogous	  debiasing	  to	  WRF,	  we	  found	  reasonable	  overall	  agreement	  with	  GridET,	  but	  447	  
with	   some	   large	   local	   contrasts.	   GridET’s	   ability	   to	   resolve	   effects	   in	   complex	   terrain	   is	  448	  
ultimately	   limited	   by	   the	   native	   32	   km	   resolution	   of	   the	  NARR	   data	   that	   inform	  NLDAS,	   and	  449	  
GridET	   downscales	   to	   higher-­‐resolution	   temperature	   and	   hence	   humidity	   fields	   by	   using	   an	  450	  
assumed	   lapse	   rate	   in	   conjunction	   with	   high-­‐resolution	   terrain	   maps.	   Likewise,	   it	   achieves	  451	  
higher-­‐resolution	  solar	  fields	  by	  combining	  solar	  angle	  formulations	  with	  high-­‐resolution	  slope	  452	  
and	  aspect	  data.	  Overall,	   these	  terrain-­‐based	  methods	  for	  downscaling	  the	  NLDAS	  fields	  yield	  453	  
values	  for	  E	  that	  correlate	  well	  spatially	  with	  the	  values	  based	  on	  dynamically	  downscaled	  4-­‐km	  454	  
23	  
	  
WRF	  fields,	  although	  there	  were	  large	  local	  differences	  in	  magnitude	  where	  substantial	  vertical	  455	  
interpolation	  away	  from	  observation	  stations	  was	  necessary.	  	  456	  
Prior	   research	   summarized	   in	   Table	   1	   strongly	   emphasizes	   the	   importance	   of	   quality	  457	  
meteorological	   inputs	   for	   reliable	   estimates	   of	   E,	   and	   highlights	   potential	   pitfalls	   such	   as	  458	  
inadequate	   sampling	   in	   space	   or	   time	   (Estévez	   et	   al.,	   2016;	   Hupet	   and	   Vanclooster,	   2001).	  459	  
Based	  on	  comparison	  of	  downscaling	  to	  interpolation	  assumptions,	  the	  present	  study	  indicates	  460	  
that	   lack	  of	  spatial	  sampling	  of	  temperature	  in	  complex	  terrain	  can	  yield	  errors	   in	  E	  order	  102	  461	  
mm	   year-­‐1.	   Although	   atmospheric	   evaporative	   demand	   is	   highly	   responsive	   to	   spatial	   and	  462	  
temporal	  variations	  in	  temperature	  (e.g.,	  Vicente-­‐Serrano	  et	  al.,	  2014;	  Xing	  et	  al.,	  2014),	  many	  463	  
studies	  emphasize	  regionally	  strong	  dependencies	  on	  humidity	  and	  solar	  radiation	  (Irmak	  et	  al.,	  464	  
2005;	   Tabari	   and	   Talaee,	   2014;	   Zheng	   and	   Wang,	   2015),	   and	   downward	   global	   trends	   in	  465	  
evaporative	  demand	  have	  been	  conclusively	  linked	  to	  wind	  speed	  trends	  (McVicar	  et	  al.,	  2012).	  466	  
Our	   results	   support	   the	   finding	   that	   downscaling	   methods	   can	   improve	   the	   quality	   of	  467	  
meteorological	  inputs	  (Ishak	  et	  al.,	  2010),	  but	  detailed	  attention	  is	  needed	  to	  associated	  biases	  468	  
which	   can	   be	   quite	   large	   for	   variables	   that	   depend	   on	   parameterization	   schemes	   (e.g.,	   solar	  469	  
radiation	  depends	  on	  semi-­‐empirical	  cloud	  fraction	  algorithms).	  	  470	  
Reliable	  calculations	  of	  E	  are	  essential	  for	  decision	  making	  by	  state	  water	  managers,	  and	  there	  471	  
is	  substantial	  interest	  in	  extending	  E	  calculations	  into	  the	  future	  to	  assess	  how	  climate	  change	  472	  
and	  population	   growth	  will	   affect	  water	   availability	   (USBR,	   2012).	  Additionally,	  many	  existing	  473	  
river	  compacts	   (e.g.	  Bear	  River	  and	  Colorado	  River)	   rely	  upon	  estimated	  consumptive	  use	   for	  474	  
water	   administration	   and	   allocation	   (Utah	   Code,	   2016).	   	   This	   temporal	   extension	   introduces	  475	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two	   additional	   challenges.	   First,	   without	   observational	   guidance,	   future	   calculations	   depend	  476	  
entirely	   on	   model	   output,	   underscoring	   the	   importance	   of	   assessing	   and	   observationally	  477	  
validating	   various	   downscaling	   techniques	   within	   the	   historical	   record.	   Second,	   models	   in	  478	  
general	  exhibit	  a	  bias	  under	  historical	  validation,	  and	  use	  of	  a	  model	   in	   the	   future	   requires	  a	  479	  
debiasing	   scheme	   that	   typically	   assumes	   the	   historical	   bias	   appears	   unchanged	   in	   the	   future	  480	  
simulation	  which	  may	  not	  be	  true	  (this	  applies	  to	  the	  regional	  model	  itself	  and	  lateral	  boundary	  481	  
conditions	  drawn	  from	  one	  or	  more	  global	  climate	  models).	  	  482	  
5   Conclusion	  	  483	  
We	   conclude	   that	   the	   terrain-­‐responsive	   dynamical	   downscaling	   provided	   by	   WRF	   provides	  484	  
meaningful	   temperature	   and	   humidity	   information	   beyond	   lapse	   rate-­‐based	   interpolation	   of	  485	  
coarser	   scale	   fields	   as	   applied	   in	   GridET.	   Observed	   lapse	   rates	   in	   complex	   terrain	   differ	  486	  
markedly	  in	  space	  and	  time	  from	  the	  commonly	  assumed	  Γ=6.5	  K	  km-­‐1,	  these	  lapse	  rates	  can	  be	  487	  
realistically	  resolved	  via	  dynamical	  downscaling,	  and	  use	  of	  constant	  Γ	  produces	  differences	  in	  E	  488	  
of	  order	  102	  mm	  year-­‐1.	  Nonetheless,	  the	  computational	  expense	  of	  WRF	  is	  substantial,	  and	  the	  489	  
ability	   to	  achieve	  comparable	   results	  with	   readily	  available,	   coarser-­‐scale	  NLDAS	   fields	  makes	  490	  
the	   GridET	   methodology	   attractive,	   especially	   if	   results	   are	   restricted	   to	   elevations	   where	  491	  
observations	   are	   available	   to	   inform	   debiasing.	   Considering	   the	   strong	   dependence	   of	   E	   on	  492	  
temperature,	   if	   lower	   resolution	   data	   are	   to	   be	   used	   for	   estimation	   of	   E,	   dynamical	   or	  493	  
observational	   methods	   should	   be	   used	   to	   account	   for	   local	   and	   seasonal	   variations	   in	   lapse	  494	  
rate.	   This	   is	   especially	   valid	   in	   cases	   where	   agriculture	   resides	   at	   elevations	   that	   require	  495	  
substantial	  vertical	  extrapolation	  away	  from	  observation	  sites	  or	  coarse-­‐scale	  model	  grid	  points.	  496	  
25	  
	  
Regional	   climate	   simulation	   at	   high	   resolution	   or	   at	   coarse	   scale	   with	   interpolation	   from	  497	  
appropriate	   lapse	   rates	  provide	   suitable	  methods	   for	  extension	  of	   reference	  ET	  analyses	   into	  498	  
the	  future,	  and	  this	  is	  work	  the	  authors	  currently	  have	  underway.	  	  499	  
Acknowledgments	  	  500	  
The	  authors	  thank	  the	  Editor,	  Associate	  Editor,	  and	  three	  anonymous	  reviewers	  for	  comments	  501	  
that	   helped	   to	   improve	   the	   manuscript.	   Computing	   resources	   (ark:/85065/d7wd3xhc)	   were	  502	  
provided	   by	   the	   Climate	   Simulation	   Laboratory	   at	   NCAR's	   Computational	   and	   Information	  503	  
Systems	   Laboratory,	   sponsored	   by	   the	   National	   Science	   Foundation	   and	   other	   agencies.	  504	  
Provision	  of	  additional	  computer	  infrastructure	  by	  the	  Center	  for	  High	  Performance	  Computing	  505	  
at	  the	  University	  of	  Utah	  is	  gratefully	  acknowledged.	  This	  material	  is	  partially	  based	  upon	  work	  506	  
supported	   by	   the	  National	   Science	   Foundation	   under	   grants	   EPS-­‐1135482,	   EPS-­‐1135483,	   and	  507	  
EPS-­‐1208732	  	  508	  
	   	  509	  
26	  
	  
Table	  1.	  Summary	  of	  findings	  on	  reference	  evapotranspiration	  with	  attention	  to	  complex	  510	  
terrain	  effects	  and	  sensitivity	  to	  inputs	  variables.	  T	  is	  air	  temperature,	  V	  is	  wind	  speed,	  RH	  511	  
represents	  relative	  humidity	  or	  dew	  point,	  and	  S	  is	  solar	  radiation.	  	  512	  
Study	   Input	  data	   Input	  resolution	   Key	  findings	  
1.  Allen  et  al.  (1998)   station  data   observation  network   An  improved  ASCE-­ET  
formulation  for  E  can  be  
scaled  to  represent  variable  
crop  conditions    
2.    Hupet  and  
Vanclooster  (2001)  
station  data   customized  field  site   S  and  V  are  the  most  
sensitive  to  bias  stemming  
from  inadequate  temporal  
sampling  frequency    
3.  Irmak  et  al.  (2005)   station  data   observation  network   E  was  most  sensitive  to  
vapor  pressure  deficit  across  
a  range  of  climate  regions  in  
the  US  




1-­km   downscaling  generally  
improved  the  quality  of  input  
variables,  except  wind  speed  
which  exceeded  observations  
by  as  much  as  400%  





observation  network   V  was  commonly  in  the  top  
two  dominant  drivers  of  
reported  downward  trends  in  
atmospheric  evaporative  
demand  
6.  Vicente-­Serrano  et  
al.  (2014)  
station  data   observation  network   observed  drought  in  southern  
Europe  stemmed  from  T-­
driven  increases  in  
evaporative  demand  
7.  Tabari  and  Talaee  
(2014)  
station  data   observation  network   sensitivity  to  V  and  T  in  Iran  
decreased  from  arid  to  humid  
climate,  whereas  sensitivity  
to  S  increased    
8.  Zheng  and  Wang  
(2015)  
station  data   observation  network   S  most  important  driver  
overall  for  China,  but  T  and  
RH  locally  more  important  
toward  the  north  
9.  Hobbins  (2016)   NLDAS-­2   NARR  32-­km  data  
interpolated  to  
T  is  neither  always  nor  
everywhere  the  most  
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0.125°  (13.9-­km)  for  
NLDAS-­2  
significant  driver  of  temporal  
variability  over  the  
continental  US  








network;;  GCM  ~3°  
(334-­km)  data  
interpolated  to  1°  
(111-­km)  
Increasing  trend  during  21st  
century  over  Haihe  River  
Basin  mainly  attributable  to  
projected  increases  in  T  
11.  Estévez  et  al.  
(2016)  
Station  data   Observation  network   Relative  scarcity  of  S  data  
crucially  impacts  reliability  of  
E  calculation  in  Argentina    
12.  Lewis  and  Allen  
(2016)  
NLDAS-­2   NARR  32-­km  data  
interpolated  to  
0.125°  (13.9-­km)  for  
NLDAS-­2  
Interpolation  from  NLDAS  
yielded  favorable  agreement  
with  estimates  based  on  
agriculturally-­situated  
observations  






4-­km  (WRF)   Assumed  lapse  rates  used  
for  interpolation  of  inputs  
over  complex  terrain  alter  E  
by  up  to  26%  on  annual  
mean  basis  compared  to  
dynamical  downscaling  
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Fig.	  1.	  Simulation	  domain	  for	  the	  WRF	  climate	  model.	  Rectangles	  indicate	  the	  nested	  structure	  517	  
with	  36-­‐km	  resolution	  on	  domain	  d01,	  12-­‐km	  resolution	  on	  domain	  d02,	  and	  4-­‐km	  resolution	  518	  
on	  the	  d03	  encompassing	  Utah	  State.	  Shading	  indicates	  elevation	  in	  meters.	  519	  




Fig.	  2.	  Observation	   station	   locations	  and	  surface	  properties.	   (a)	  The	  d03	  domain	   from	  Fig.	  1a	  522	  
with	   gray	   circles	   indicating	   locations	   of	   Electronic	   Weather	   Station	   (EWS)	   sites	   used	   in	  523	  
debiasing.	  Shading	  indicates	  elevation	  in	  meters	  with	  the	  Great	  Salt	  Lake	  shaded	  blue.	  (b)	  Indigo	  524	  
shading	  indicates	  WRF	  grid	  boxes	  that	  contain	  irrigated	  agriculture.	  (c)	  WRF	  grid	  boxes	  that	  are	  525	  
excluded	   from	   analysis	   because	   their	  WRF	   land	   use	   classification	   yielded	   anticipatable	   large	  526	  
differences	   from	  NLDAS	   (purple	   indicates	  barren	   land	  such	  as	   the	  salt	   flats	  west	  of	   the	  Great	  527	  
Salt	  Lake,	  blue	  indicates	  lake,	  and	  orange	  indicates	  urban).	  	  528	  




Fig.	  3.	  Comparison	  to	  values	  derived	  from	  observation	  station	  data.	  The	  abscissa	  is	  monthly	  531	  
reference	  evapotranspiration	  based	  on	  climate	  inputs	  observed	  at	  Electronic	  Weather	  Stations	  532	  
(EE).	  The	  ordinate	  is	  monthly	  reference	  evapotranspiration	  based	  on	  GridET	  (EG)	  and	  based	  on	  533	  
WRF	  (EW).	  534	  




Fig.	  4.	  Maps	  of	  annual	  mean	  E	  and	  its	  input	  variables.	  Averaged	  over	  years	  1985-­‐2010,	  (a)	  537	  
annual	  total	  reference	  evapotranspiration	  (𝐸)	  from	  GridET),	  (b)	  𝐸	  from	  WRF,	  and	  (c)	  𝐸	  from	  538	  
WRF	  minus	  𝐸	  from	  GridET.	  Subsequent	  rows	  are	  same	  as	  (a-­‐c),	  but	  for	  (d-­‐f)	  mean	  2-­‐m	  air	  539	  
32	  
	  
temperature	  𝑇,	  (g-­‐i)	  mean	  2-­‐m	  dew	  point	  temperature	  𝑇,	  (j-­‐l)	  mean	  2-­‐m	  wind	  speed	  𝑉,	  and	  540	  
(m-­‐o)	  downward	  solar	  radiation	  at	  surface	  𝑆.	  	  	  	  541	  




Fig.	   5.	   Scatter	   plots	   of	   annual	   mean	   E	   and	   its	   input	   variables.	   (a)	   Annual	   reference	  544	  
evapotranspiration	   from	   GridET	   (𝐸|)	   versus	   reference	   evapotranspiration	   from	   WRF	   (𝐸x).	  545	  
Green	  symbols	  correspond	  to	   included	  grid	  points	   (i.e.,	   locations	  not	   indicated	  as	  excluded	   in	  546	  
Fig.	   2c),	   and	   gray	   symbols	   correspond	   to	   grid	   points	   that	   contain	   irrigated	   agriculture	   as	  547	  
indicated	   in	   Fig.	   2b.	   Gray	   line	   is	   one-­‐to-­‐one.	   	   (b,c)	   Same	   as	   (a),	   but	   comparing	   2-­‐m	   air	  548	  
temperature	  and	  2-­‐m	  dew	  point	   temperature,	   respectively.	   	   (d-­‐f)	   Same	  as	   (a-­‐c),	   but	  monthly	  549	  
means	  are	  restricted	  to	  particular	  seasons	  as	  indicated	  by	  shading	  (summer	  is	  June-­‐August,	  fall	  550	  
is	  September-­‐November,	  winter	  is	  December	  through	  February,	  and	  spring	  is	  March-­‐May).	  	  551	  




Fig.	  6.	  Linear	  dependencies	  of	  differences	  in	  E.	  On	  the	  ordinate	  of	  each	  panel,	  ΔE	  is	  average	  554	  
annual	  data	  from	  Fig.	  4c.	  The	  abscissas	  are	  (a)	  the	  linear	  model	  given	  by	  equation	  (3),	  (b)	  	  ΔV	  555	  
from	  Fig.	  4l,	  (c)	  ΔS	  from	  Fig.	  4o,	  and	  (d)	  the	  linear	  model	  given	  by	  equation	  (4).	  	  Green	  symbols	  556	  
correspond	  to	  included	  grid	  points	  (i.e.,	  locations	  not	  indicated	  as	  excluded	  in	  Fig.	  2c),	  and	  gray	  557	  
symbols	  correspond	  to	  grid	  points	  that	  contain	  irrigated	  agriculture	  as	  indicated	  in	  Fig.	  2b.	  Black	  558	  
lines	  indicate	  least	  squares	  linear	  regressions.	  559	  




Fig.	  7.	  Differences	  in	  E	  with	  wind	  and	  solar	  effects	  removed.	  (a)	  Map	  of	  𝛥𝐸∗	  which	  is	  𝛥𝐸	  with	  562	  
the	  effects	  of	  𝛥𝑉	  and	  𝛥𝑆	  linearly	  removed	  [i.e.,	  the	  residuals	  from	  equation	  (4)].	  Gray	  shading	  563	  
indicates	  regions	  excluded	  because	  of	  their	  surface	  types	  according	  to	  Fig.	  2c.	  (b)	  Contours	  564	  
show	  two	  levels	  sets	  of	  𝛥𝐸∗:	  +75	  mm	  (red)	  and	  -­‐75	  mm	  (blue)	  from	  panel	  (a).	  Shading	  indicates	  565	  
elevation	  in	  meters.	  	  	  566	  





Fig.	  8.	  Linear	  dependencies	  of	  the	  difference	  in	  E	  with	  wind	  and	  solar	  effects	  removed.	  On	  the	  570	  
ordinate	  of	  each	  panel,	  𝛥𝐸∗	  denotes	  𝛥𝐸	  with	  the	  effects	  of	  𝛥𝑉	  and	  𝛥𝑆	  	  linearly	  removed	  [i.e.,	  571	  
the	  residuals	  from	  the	  model	  given	  by	  equation	  (4)	  shown	  in	  Fig.	  6d].	  On	  the	  abscissas	  are	  (a)	  Z	  572	  
indicating	  elevation	  in	  meters,	  	  (b)	  	  𝛥𝑇 	  from	  Fig.	  4i,	  (c)	  𝛥𝑇	  from	  Fig.	  4f,	  and	  (d)	  the	  linear	  model	  573	  
given	   by	   equation	   (5).	   	  Green	   symbols	   correspond	   to	   included	   grid	   points	   (i.e.,	   locations	   not	  574	  
indicated	   as	   excluded	   in	   Fig.	   2c),	   and	   gray	   symbols	   correspond	   to	   grid	   points	   that	   contain	  575	  
irrigated	  agriculture	  as	  indicated	  in	  Fig.	  2b.	  Black	  lines	  indicate	  least	  squares	  linear	  regressions.	  	  576	  
	  577	  




Figure	  9.	  Scatterplots	  illustrating	  contrasts	  in	  lapse	  rates.	  (a)	  Dependence	  of	  𝛥𝑇	  on	  elevation.	  580	  
Green	  symbols	  correspond	  to	  included	  grid	  points	  (i.e.,	  locations	  not	  indicated	  as	  excluded	  in	  581	  
Fig.	  2c),	  and	  gray	  symbols	  correspond	  to	  grid	  points	  that	  contain	  irrigated	  agriculture	  as	  582	  
indicated	  in	  Fig.	  2b.	  Black	  lines	  indicate	  least	  squares	  linear	  regressions.	  (b)	  Same	  as	  (a)	  but	  for	  583	   𝛥𝑇.	  (c)	  Blue	  circles	  are	  observed	  1981-­‐2010	  fall	  (September-­‐November)	  mean	  temperatures	  584	  
from	  the	  NOAA	  climate	  normals	  stations	  labeled	  as	  northwest	  on	  the	  map	  in	  Fig.	  10,	  and	  the	  585	  
black	  line	  is	  a	  least	  squares	  linear	  regression	  for	  these	  points.	  The	  corresponding	  data	  for	  586	  
GridET	  and	  WRF	  grid	  points	  within	  the	  latitude-­‐longitude	  extent	  of	  the	  northwest	  climate	  587	  
normal	  stations	  are	  shown	  with	  regression	  lines	  as	  indicated	  in	  the	  legend.	  (d)	  Same	  as	  (c)	  but	  588	  
for	  the	  climate	  normal	  stations	  labeled	  as	  west	  central	  on	  the	  map	  in	  Fig.	  10.	  589	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Fig.	  10.	  Lapse	  rate	  annual	  cycles.	  The	  map	  at	  upper	  right	  shows	  elevation	  shaded	  as	  in	  Fig.	  2a.	  592	  
Large	  filled	  circles	  on	  the	  map	  indicate	  NOAA	  climate	  normals	  stations	  used	  to	  calculate	  lapse	  593	  
rates	  and	  small	   circles	   indicate	   stations	  not	  used.	   (a)	   	   For	   locations	   labeled	  northwest	  on	   the	  594	  
map,	  lapse	  rate	  based	  on	  observed	  climate	  normal	  (blue	  curve),	  based	  on	  WRF	  (orange	  curve),	  595	  
39	  
	  
and	   based	   on	   GridET	   (purple	   curve).	   (b-­‐e)	   Same	   as	   (a)	   but	   for	   the	   locations	   on	   the	   map	  596	  
indicated	  by	  the	  title	  above	  each	  panel.	  	  	  597	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