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In this work, we are interested in the dynamic behavior of a
parabolic problem with nonlinear boundary conditions and delay
in the boundary. We construct a reaction–diffusion problem with
delay in the interior, where the reaction term is concentrated in
a neighborhood of the boundary and this neighborhood shrinks
to boundary, as a parameter  goes to zero. We analyze the
limit of the solutions of this concentrated problem and prove
that these solutions converge in certain continuous function spaces
to the unique solution of the parabolic problem with delay in
the boundary. This convergence result allows us to approximate
the solution of equations with delay acting on the boundary by
solutions of equations with delay acting in the interior and it may
contribute to analyze the dynamic behavior of delay equations
when the delay is at the boundary.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In recent years, there has been considerable effort devoted to the problem of stabilization and
control of partial differential equations through the application of forces on the boundary. The math-
ematical theory is very complete when the boundary forces are applied with no delays in time. On
the other hand, when the boundary forces are applied with delays in time in a nonlinear way, not
much is known. The fact that there is a delay acting on the boundary makes the results not trivial. In
this work, we are interested in the dynamic behavior of a parabolic problem with nonlinear boundary
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conditions and delay in the boundary. We construct a reaction–diffusion problem with delay in the
interior, where the reaction term is concentrated in a neighborhood of the boundary of a smooth
domain and this neighborhood shrinks to boundary, as a parameter  goes to zero, whose solutions
converge to the unique solution of the parabolic problem with delay in the boundary. This conver-
gence result allows us to approximate the solution of equations with delay acting on the boundary
by solutions of equations with delay acting in the interior and it may contribute in the study of the
dynamics of reaction–diffusion equations with delay acting on the boundary, where do not exist many
developed results.
This kind of problem with terms concentrated was initially studied by Arrieta, Jiménez-Casas and
Rodríguez-Bernal [6], they analyzed the limit of the solutions of an elliptic problem when the reac-
tion and potential terms are concentrated in a neighborhood of a portion Γ of the boundary and
this neighborhood shrinks to Γ , as a parameter  goes to zero. They proved that these solutions
converge, in certain Bessel potential spaces and in the continuous function space, to the solution of
an elliptic problem where the reaction term and the concentrating potential are transformed into
a ﬂux condition and a potential on Γ . Later, Jiménez-Casas and Rodríguez-Bernal [9] analyzed the
asymptotic behavior of the attractors of a parabolic problem, more precisely, proved that the fam-
ily of attractors is upper semicontinuous at  = 0. The same technique of Arrieta, Jiménez-Casas and
Rodríguez-Bernal [6] has been used by Rodríguez-Bernal [14], where the regularity and convergence
of the solutions of linear parabolic problems were analyzed. Since we hope to use this technique
in order to get the dynamic behavior in the boundary, then we ﬁrst need to extend the results
of Arrieta, Jiménez-Casas and Rodríguez-Bernal [6] and Jiménez-Casas and Rodríguez-Bernal [9] to
reaction–diffusion problems with delay, in the case where Γ is the whole boundary.
More precisely, let Ω be an open bounded set in Rn with a smooth boundary ∂Ω . We deﬁne the
strip of width  and base ∂Ω as
ω =
{
x− σ n(x): x ∈ ∂Ω and σ ∈ [0, )},
for suﬃciently small  , say 0 <   0, where n(x) denotes the outward normal vector at x ∈ ∂Ω .
We note that the set ω has Lebesgue measure |ω | = O () with |ω |  k|∂Ω| , for some k > 0
independent of  , and that for small  , the set ω is a neighborhood of ∂Ω in Ω , that collapses to
the boundary when the parameter  goes to zero. (See Fig. 1.)
We are interested in the dynamic behavior of the parabolic problem with delay acting on the
boundary
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂u0
∂t
= u0 − λu0, Ω × (0,∞),
∂u0
∂n
= f (u0(t),u0(t − τ )), ∂Ω × (0,∞),
u0 = ϕ0, Ω × [−τ ,0].
(1)
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delay acting in the interior and homogeneous Neumann boundary conditions, given by
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂u
∂t
= u − λu + 1

Xω f
(
u(t),u(t − τ )), Ω × (0,∞),
∂u
∂n
= 0, ∂Ω × (0,∞),
u = ϕ, Ω × [−τ ,0],
(2)
that is, we will prove that the solutions of (2) converge in certain spaces to the unique solution of (1),
as the parameter  goes to zero. We will assume that λ > 0, τ > 0 is the delay, f : R2 −→ R is the
nonlinearity, ϕ : Ω × [−τ ,0] −→ R, 0   0, is the initial condition and Xω is the characteristic
function of the set ω , 0 <   0. Thus the effective reaction in (2) is concentrated in ω . Since we
are supposing λ > 0 in (1) and (2), then the elliptic problem with homogeneous Neumann boundary
conditions, associated to problems (1) and (2), is positive. In fact, we are supposing λ > 0 for con-
venience, since we can consider the problems (1) and (2) with λ = 0, we add and subtract in the
equation, for each 0   0, the term βu(x, t) with β > 0, for example, β = 1, and also obtain that
the elliptic problem associated is positive.
In order to prove the result about the convergence of the solutions, we ﬁrst have to check if
there exist solutions for the problems (1) and (2) globally deﬁned and if these solutions are unique.
The method we will use to study (1) and (2) is semigroup theory, that is, to treat (1) and (2) as an
evolution equation in a Banach space, more speciﬁcally, we will write (1) and (2) in the abstract form,
we will make use of abstract results to show existence and uniqueness of solutions. Such theory has
been widely used to get well-posedness of equations like (1) and (2). Most of them are based on the
general results obtained by Henry [8] and applied to these problems. The abstract results of Henry [8]
have to be adapted to the case of delay equations, but this has been done by Oliveira [13]. Together
with these general results, we will use the strategy of Oliva [11] and Oliva and Pereira [12] to write
the problems (1) and (2) in the abstract form and to get well-posedness for (1) and (2). We will need
of comparison abstract results and of ordered Banach spaces, that can be found in Amann [3] and
Arrieta, Carvalho and Rodríguez-Bernal [5], to compare the solutions of problems (1) and (2) with the
solutions of linear parabolic problems with no delay and with terms concentrated in the boundary.
This comparison will help to study the behavior of the solutions of (1) and (2). We will use some
previous results about the concentrating integral, see Arrieta, Jiménez-Casas and Rodríguez-Bernal [6].
We will assume the following hypotheses for the nonlinearity function f :
(H1) f :R2 −→R is locally Lipschitz.
(H2) f (0, v) 0, for all v ∈R, and there exist D ∈R and E  0 such that
f (u, v) Du + E, ∀u, v  0.
Interesting applications of problems (1) and (2) with λ 0, appear in logistic type equations, that is,
when the nonlinearity is f (u, v) = u(1− v) or f (u, v) = u(a− bu − cv), with u, v ∈R and a,b, c > 0.
These functions satisfy the hypotheses (H1) and (H2), thus the convergence of the solutions result
holds for these two applications. In particular, the convergence result opens the possibility of solving
some interesting problems in logistic type equations, since it allows us to approximate the solution of
the pure logistic equation
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂u0
∂t
= u0, Ω × (0,∞),
∂u0
∂n
= u0(t)(1− u0(t − τ )), ∂Ω × (0,∞),
u0 = ϕ0, Ω × [−τ ,0],
(3)
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⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂u
∂t
= u + 1

Xωu(t)
(
1− u(t − τ )), Ω × (0,∞),
∂u
∂n
= 0, ∂Ω × (0,∞),
u = ϕ, Ω × [−τ ,0],
(4)
where the dynamic behavior is well known. There are some phenomena which are well known
in (4), but its behavior is completely unknown in (3). For example, the property that positive or-
bits of bounded sets are bounded is still an open problem in (3), but this property was analyzed by
Friesecke [7] and Luckhaus [10], where important results on the global boundedness and blow-up
of the solutions of logistic type equations were obtained when the delay acts in the interior. These
results depend on space dimension, delay and diffusion coeﬃcient. It is still not known if the results
of Friesecke [7] and Luckhaus [10] can be extended for (3). So, in future works, we hope to use this
convergence result for transferring the properties from (4) to (3) and get the dynamic behavior in the
boundary.
The paper will proceed as follows: in Section 2, we will deﬁne the abstract problems associated to
(1) and (2). In Section 3, assuming the hypothesis (H1), we will show local existence and uniqueness
of the solutions of these abstract problems. Afterwards, in Section 4, we will be only interested in
nonnegative solutions of (1) and (2), thus we will only consider nonnegative initial conditions of (1)
and (2), once this will implicate the positivity of the solutions. We will use the sign conditions (H2) to
show the positivity of the solutions of (1) and (2) and to compare these solutions with the solutions
of linear parabolic problems with no delay and with terms concentrated in the boundary. So we will
see that the solutions of (1) and (2) are deﬁned for all time and we will prove that the solutions of
(1) and (2), with uniformly bounded initial conditions, are uniformly bounded in ﬁnite time intervals.
With this, we will prove that the solutions of (2) converge to the unique solution of (1), as  goes to
zero, in some continuous function spaces C([−τ ,0], Xα), α  0, where Xα is a fractional power space
and, for some values of α, it is related to the Bessel potential spaces. Thus, the limit problem of (2)
is the parabolic problem with delay in the boundary (1). In Section 5, we will see some ﬁnal remarks
about the importance of this convergence result to future works.
2. Abstract setting
Initially, let us denote by Hsp(Ω) the Bessel potential spaces of order s ∈R in an arbitrary domain
Ω ⊂Rn , with 1< p < ∞ and H0p(Ω) = Lp(Ω).
We consider the linear operator A : D(A) ⊂ Lp(Ω) −→ Lp(Ω), deﬁned by
D(A) =
{
u ∈ W 2,p(Ω): ∂u
∂n
= 0 on ∂Ω
}
,
Au = −u + λu, ∀u ∈ D(A).
The operator A is closed densely deﬁned and sectorial in Lp(Ω), with compact resolvent set ρ(A).
Since λ > 0 then A is a positive operator.
Following Oliva [11] and Oliva and Pereira [12], where they extended the deﬁnition of fractional
power to include negative powers and extended the operator A, using the results of Triebel [15]
and the interpolation–extrapolation techniques of Amann [1,2], we know that the operator A has an
associated scale of Banach spaces Xβ , β ∈ R. Moreover, the operator A, or more properly speaking,
the realization of the operator A in Xβ , is a sectorial operator in Xβ with domain X1+β .
We will denote the realization of operator A in the extrapolated spaces X−β , 0 < β < 1, by
A−β . It follows from results of Henry [8] that the operator −A−β generates an analytic semigroup
{e−A−β t : t  0} in X−β , for 0< β < 1, which satisﬁes, for −β < α < 1− β ,
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for some δ > 0 and M > 0.
We want to choose a realization of A in the extrapolated spaces to deﬁne the abstract problems
associated to (1) and (2), that is, we want to choose α, β and p in such a way that
1. Xα ↪→ C(Ω);
2. X1−β = H2(1−β)p (Ω), in other words, X1−β does not incorporate the boundary condition;
3. 0<α + β < 1.
So we take α, β and p satisfying
n
2p
<α < 1− β < 1− 1
2p′
= 1
2
+ 1
2p
. (6)
Remark 1. It is easy to check that (6) can be realized if p is large enough (for instance, p = n is
enough).
Proposition 2. If α, β and p satisfy (6), then
Xα = H2αp (Ω) and X−β =
(
H2βp′ (Ω)
)′
.
Since our equations have time delays, we also need of the following notation:
Notation 3. For a given α ∈ R, we denote by Cα = C([−τ ,0], Xα) the Banach space of all continuous
functions u : [−τ ,0] −→ Xα with the norm
‖u‖Cα = sup
θ∈[−τ ,0]
∥∥u(θ)∥∥Xα .
Since we plan to use the linear operator A, with homogeneous boundary conditions, to deﬁne the
abstract problems associated to (1) and (2), we need to include the nonlinear boundary conditions in
the equation. This is done as follows.
Deﬁnition 4. For each 0<   0, deﬁne
( f)Ω : Xα × Xα −→ X−β
(u, v) −→ ( f)Ω(u, v),
〈
( f)Ω(u, v),φ
〉 := 1

∫
ω
f
(
u(x), v(x)
)
φ(x)dx, ∀φ ∈ H2βp′ (Ω).
Deﬁnition 5. Deﬁne
( f0)γ : Xα × Xα −→ X−β
(u, v) −→ ( f0)γ (u, v),
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( f0)γ (u, v),φ
〉 := ∫
∂Ω
γ
(
f
(
u(x), v(x)
))
γ
(
φ(x)
)
dx, ∀φ ∈ H2βp′ (Ω),
where γ denotes the trace operator.
Notation 6. Denote by
{
F : Cα −→ X−β, 0<   0,
u −→ F(u) = ( f)Ω
(
u(0),u(−τ )) and
{
F0 : Cα −→ X−β
u −→ F0(u) = ( f0)γ
(
u(0),u(−τ )).
Using the hypothesis (H1) we can show that ( f0)γ and ( f)Ω , 0<   0, are well deﬁned. Thus,
the problems (1) and (2) will take the abstract form{
u˙0(t) + A−βu0(t) = F0
(
u0t
)
, t > 0,
u0(t) = ϕ0(t), t ∈ [−τ ,0], (7){
u˙(t) + A−βu(t) = F
(
ut
)
, t > 0 and 0<   0,
u(t) = ϕ(t), t ∈ [−τ ,0], (8)
where, for each 0   0, ut : [−τ ,0] −→ Xα denotes the function ut (θ) = u(t + θ), θ ∈ [−τ ,0].
3. Local existence and uniqueness of solutions
We want to apply the abstract results of Oliveira [13] to establish the local existence and unique-
ness of the solutions of (7) and (8) or of (1) and (2) in the weak sense. We also get, at the same time,
some uniformity in  . For this, we need of the following lemma:
Lemma 7. Suppose that (H1) holds and thatα, β and p satisfy (6). Then, for each 0   0 , F : Cα −→ X−β
is locally Lipschitz uniformly in  . Moreover, ( f0)γ , ( f)Ω : Xα × Xα −→ X−β , 0 <   0 , are also locally
Lipschitz uniformly in  .
Proof. Let u, v ∈ Cα such that ‖u‖Cα ,‖v‖Cα  ρ , for some ρ > 0. For 0   0 we have∥∥F(u) − F(v)∥∥X−β = sup
φ∈H2β
p′ (Ω)
‖φ‖
H
2β
p′ (Ω)
=1
∣∣〈F(u) − F(v),φ〉∣∣.
The trace operator γ : H2βp′ (Ω) −→ Lp
′
(∂Ω) is well deﬁned, because from (6) we have 2β > 1p′ .
Thus, from the Trace Theorem (see Triebel [15]), the trace operator γ is a continuous linear map
from H2βp′ (Ω) onto L
p′(∂Ω). Furthermore, for each φ ∈ H2βp′ (Ω) we have γ (φ) ∈ Lp
′
(∂Ω). For  = 0,
applying Hölder’s Inequality, we have
∣∣〈F0(u) − F0(v),φ〉∣∣= ∣∣〈( f0)γ (u(0),u(−τ ))− ( f0)γ (v(0), v(−τ )), φ〉∣∣

( ∫
∂Ω
∣∣ f (u(0)(x),u(−τ )(x))− f (v(0)(x), v(−τ )(x))∣∣p dx) 1p ∥∥γ (φ)∥∥Lp′ (∂Ω).
Using the continuity of trace and from hypothesis (H1), we have that there exists a constant K0 =
K0(ρ) > 0, Lipschitz constant of f , such that
G.S. Aragão, S.M. Oliva / J. Differential Equations 253 (2012) 2573–2592 2579∣∣〈F0(u) − F0(v),φ〉∣∣
 K K0
( ∫
∂Ω
(∣∣u(0)(x) − v(0)(x)∣∣+ ∣∣u(−τ )(x) − v(−τ )(x)∣∣)p dx) 1p ‖φ‖
H2β
p′ (Ω)
, ∀φ ∈ H2βp′ (Ω).
Applying Minkowski’s Inequality and since Xα ↪→ C(Ω) with ‖ · ‖C(Ω)  c‖ · ‖Xα , for some c > 0,
we get
∥∥F0(u) − F0(v)∥∥X−β  cK K0|∂Ω| 1p (∥∥u(0) − v(0)∥∥Xα + ∥∥u(−τ ) − v(−τ )∥∥Xα )
 2cK K0|∂Ω|
1
p︸ ︷︷ ︸
L0=L0(ρ)>0
‖u − v‖Cα = L0‖u − v‖Cα .
Therefore, F0 is locally Lipschitz.
For each 0<   0 and φ ∈ H2βp′ (Ω), applying Hölder’s Inequality, we have∣∣〈F(u) − F(v),φ〉∣∣= ∣∣〈( f)Ω(u(0),u(−τ ))− ( f)Ω(v(0), v(−τ )), φ〉∣∣

(
1

∫
ω
∣∣ f (u(0)(x),u(−τ )(x))− f (v(0)(x), v(−τ )(x))∣∣p dx) 1p (1

∫
ω
∣∣φ(x)∣∣p′ dx) 1p′ .
Now, by Lemma 2.1 of Arrieta, Jiménez-Casas and Rodríguez-Bernal [6], there exists a constant
C > 0 independent of  and φ such that
(
1

∫
ω
∣∣φ(x)∣∣p′ dx) 1p′  C‖φ‖
H2β
p′ (Ω)
. (9)
Moreover, from hypothesis (H1) we have
∣∣〈F(u) − F(v),φ〉∣∣
 CK0
(
1

∫
ω
(∣∣u(0)(x) − v(0)(x)∣∣+ ∣∣u(−τ )(x) − v(−τ )(x)∣∣)p dx) 1p ‖φ‖
H2β
p′ (Ω)
, ∀φ ∈ H2βp′ (Ω).
Applying again Minkowski’s Inequality and since Xα ↪→ C(Ω) and |ω | k|∂Ω| , for some k > 0
independent of  , we get
∥∥F(u) − F(v)∥∥X−β  cC K0
( |ω |

) 1
p (∥∥u(0) − v(0)∥∥Xα + ∥∥u(−τ ) − v(−τ )∥∥Xα )
 2cC K0
(
k|∂Ω|) 1p︸ ︷︷ ︸
L=L(ρ)>0
‖u − v‖Cα = L‖u − v‖Cα .
We note that L = L(ρ) > 0 independent of  . Therefore, for each 0 <   0, F is locally Lipschitz
uniformly in  .
Analogously, ( f0)γ , ( f)Ω : Xα × Xα −→ X−β , 0 <   0, are also locally Lipschitz uniformly
in  . 
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each 0    0 , given ϕ ∈ Cα , there exist a real number tmax = tmax(,ϕ) > 0 and a unique continuous
function u : [−τ , tmax) −→ Xα such that
u(t) =
{
e−A−β tϕ(0) + ∫ t0 e−A−β (t−s)F(us )ds, 0 t < tmax,
ϕ(t), −τ  t  0, (10)
where [−τ , tmax) is the maximal interval of existence of the solution of (10). Moreover, this solution depends
continuously on the initial data ϕ .
Proof. The proof of this theorem follows using Lemma 7, Theorem 2.1 and Lemma 2.2 of
Oliveira [13]. 
Theorem 8 is a local result, in other words, we do not know if, for each 0    0, the solution
u of (10) is deﬁned for all time, but following the same ideas as before we get:
Lemma 9. Suppose that (H1) holds and that α, β and p satisfy (6). If B is a bounded set in Cα , then, for each
0   0 , F(B) is a bounded set in X−β uniformly in  .
Theorem 10. Suppose that (H1) holds and that α, β and p satisfy (6). For each 0    0 , let ϕ ∈ Cα ,
tmax > 0 be as in Theorem 8 and let u
 : [−τ , tmax) −→ Xα be the maximal solution of (10). If tmax < ∞ then
limsup
t→(tmax)−
∥∥ut (ϕ)∥∥Cα = ∞.
Proof. The proof follows by using Lemma 9 and Corollary 2.4 of Oliveira [13]. 
4. Convergence of solutions
In this section we will show the main result of this work, namely, the convergence theorem of the
solutions (Theorem 18). We will prove that the solutions of (2) converge in Cα to the unique solution
of the parabolic problem with delay in the boundary (1), as  goes to zero, uniformly in compact time
intervals of R+ and for the initial conditions in bounded subsets of Cα .
We are assuming the hypotheses (H1) and (H2) and that α, β and p satisfy (6). Note that it is not
necessary to suppose a dissipative hypothesis to control the solutions of (1) and (2) at inﬁnity, since
the convergence theorem is obtained in ﬁnite time intervals and it is only necessary boundedness of
solutions in ﬁnite time intervals, as we will see in Theorem 18.
We are only interested in nonnegative weak solutions of (1) and (2) or in nonnegative solutions of
(10), thus we will only consider nonnegative initial conditions of (1) and (2), since this will implicate
the positivity of the solutions. We will study the limit of the solutions of problem (2) using the
comparison technique. We will use (H2) to show the positivity of the solutions of our problems with
delay (1) and (2) and to compare these solutions with the solutions of the following linear parabolic
problems with no delay
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂v0
∂t
= v0 − λv0, Ω × (0,∞),
∂v0
∂n
= Dv0 + E, ∂Ω × (0,∞),
v0(0) = ϕ0(0), Ω,
(11)
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⎪⎪⎪⎩
∂v
∂t
= v − λv + 1

Xω
(
Dv + E), Ω × (0,∞),
∂v
∂n
= 0, ∂Ω × (0,∞),
v(0) = ϕ(0), Ω.
(12)
The global existence, uniqueness and continuous dependence of the solutions of (11) and (12) follow
from the results of Henry [8]. So the semigroup associated to these solutions is well deﬁned in Xα .
Moreover, we will show that the solutions of (11) and (12), with uniformly bounded initial conditions
in Xα , are uniformly bounded in Xα , in compact time intervals of R+ (Theorem 11). Thus, by com-
parison, we will get that the solutions of our problems (1) and (2), with uniformly bounded initial
conditions in Cα , are also uniformly bounded in Cα , in compact time intervals of R+ (Lemma 16)
and, consequently, convergence of the solutions of (2) to the unique solution of (1), as  goes to zero,
uniformly in compact time intervals of R+ and for the initial conditions in bounded subsets of Cα .
4.1. Global existence and uniform boundedness of solutions
Using comparison, we will show that the weak solutions of (1) and (2) are globally deﬁned and
bounded in Cα , uniformly in  , for t in compact time intervals and for bounded initial conditions
in Cα , uniformly in  . The uniform boundedness of the solutions is necessary to prove the conver-
gence of the solutions of (2) to the unique solution of (1).
Since we only have the existence of weak solutions u : [−τ , tmax) −→ Xα of (1) ( = 0) and (2)
(0 <   0), in the maximal interval of existence, then we will use abstract results of comparison,
that can be found in Arrieta, Carvalho and Rodríguez-Bernal [5], but for this we needed an order in
the abstract spaces that we are working. We mentioned Amann [3] for a general theory of scales of
ordered Banach spaces.
Based on the results of Amann [3] and from Theorem A.13 of Arrieta, Carvalho and Rodríguez-
Bernal [5], we get that the spaces Xα = H2αp (Ω) and X−β = (H2βp′ (Ω))′ , where α, β and p satisfy (6),
are ordered Banach spaces, respectively, with the ordering induced by Lp(Ω) (denoted by ) and the
canonical dual order (denoted by ).
Initially, we recall a comparison result for parabolic problems with nonlinear boundary conditions,
see Arrieta, Carvalho and Rodríguez-Bernal [5, Corollary A.14].
We have the following positivity and boundedness result of the weak solutions of linear problems
(11) and (12).
Theorem 11. Suppose that D ∈ R and E  0 in (11) and (12) and that α, β and p satisfy (6). For each
0   0 , let ϕ(0) ∈ Xα .
1. If ϕ(0) 0 then v(x, t) 0, for all (x, t) ∈ Ω ×[0,∞), where v is the weak solution of (11) and (12).
2. Let 0 < T < ∞ and suppose that there exists R > 0 independent of  such that ‖ϕ(0)‖Xα  R, for all
0   0 . Then, there exists K1(T , R) > 0 independent of  such that
∥∥v(t)∥∥Xα  K1(T , R), ∀t ∈ (0, T ] and ∀0   0.
Proof. 1. Since ϕ(0)  0 and taking h(v) = Dv + E , with v ∈ R, D ∈ R and E  0, we have
1
X(x)h(0)  0, ∀x ∈ Ω . Then, from Corollary A.14 of Arrieta, Carvalho and Rodríguez-Bernal [5],
v(t) 0, ∀t  0, where  is the order relationship in Lp(Ω). Thus,
v(t)(x) 0, ∀t  0 and for almost every x ∈ Ω.
Since v(t) ∈ Xα ↪→ C(Ω), ∀t  0, then v(t) is continuous in Ω , ∀t  0. Thus,
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2. The problems (11) and (12) can be written in the following abstract form
{
v˙(t) + A−β v(t) = G
(
v(t)
)
, t > 0 and 0   0,
v(0) = ϕ(0)
where, for each 0   0,
G : Xα −→ X−β
v −→ G(v),〈
G(v),φ
〉 := 1

∫
ω
(
Dv(x) + E)φ(x)dx, ∀φ ∈ H2βp′ (Ω) and 0<   0,
〈
G0(v),φ
〉 := ∫
∂Ω
γ
(
Dv(x) + E)γ (φ(x))dx, ∀φ ∈ H2βp′ (Ω).
Now, for 0 < t  T and 0    0, using the variation of constants formula and the estimates
in (5), we have
∥∥v(t)∥∥Xα  MR + M
t∫
0
e−δ(t−s)(t − s)−(α+β)∥∥G(v(s))∥∥X−β ds.
For 0<   0 and 0 s t , applying Hölder’s Inequality, we have
∣∣〈G(v(s)), φ〉∣∣ (1

∫
ω
∣∣Dv(x, s) + E∣∣p dx) 1p (1

∫
ω
∣∣φ(x)∣∣p′ dx) 1p′

(
1

∫
ω
∣∣Dv(x, s) + E∣∣p dx) 1p C‖φ‖
H2β
p′ (Ω)︸ ︷︷ ︸
(9)
, ∀φ ∈ H2βp′ (Ω).
Applying Minkowski’s Inequality and since Xα ↪→ C(Ω) and |ω | k|∂Ω| , for some k > 0 inde-
pendent of  , we get
∥∥G(v(s))∥∥X−β  C1
( |ω |

) 1
p ∥∥v(s)∥∥Xα + C2
( |ω |

) 1
p
 C1
∥∥v(s)∥∥Xα + C2,
where C1,C2  0 independent of  . For  = 0, the proof is similar.
Therefore, for 0< t  T and 0   0,
∥∥v(t)∥∥Xα  MR + MC2
t∫
0
e−δ(t−s)(t − s)−(α+β) ds + MC1
t∫
0
e−δ(t−s)(t − s)−(α+β)∥∥v(s)∥∥Xα ds.
We will estimate the integrals above separately.
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t∫
0
e−δ(t−s)(t − s)−(α+β) ds =
t∫
0
e−δss−(α+β) ds
T∫
0
e−δss−(α+β) ds δ(α+β)−1
(
1− (α + β)),
where
(z) =
∞∫
0
xz−1e−x dx, (z) > 0 (Gamma function).
Therefore, there exists M1 = M1(M,C2, δ,α,β) 0 such that
MC2
t∫
0
e−δ(t−s)(t − s)−(α+β) ds M1, (13)
for 0< t  T .
Let us take 1< q,q′ < ∞ such that 1q + 1q′ = 1 and q′(α + β) < 1.
Since s −→ g(s) = ‖v(s)‖Xα is continuous in [0, t], then g ∈ Lq([0, t]). Furthermore, as before,
e−δ(t−·)(t − ·)−(α+β) ∈ Lq′([0, t]), because
t∫
0
e−δq′(t−s)(t − s)−q′(α+β) ds (δq′)q′(α+β)−1(1− q′(α + β))< ∞.
Now, applying Hölder’s Inequality, we have
t∫
0
e−δ(t−s)(t − s)−(α+β)∥∥v(s)∥∥Xα ds
( t∫
0
e−δq′(t−s)(t − s)−q′(α+β) ds
) 1
q′ ( t∫
0
∥∥v(s)∥∥qXα ds
) 1
q
.
Therefore, there exists M2 = M2(M,C1, δ,α,β,q′) 0 independent of  such that
MC1
t∫
0
e−δ(t−s)(t − s)−(α+β)∥∥v(s)∥∥Xα ds M2
( t∫
0
∥∥v(s)∥∥qXα ds
) 1
q
, (14)
for 0< t  T and 0   0.
From (13) and (14), for 0< t  T and 0   0, we have
∥∥v(t)∥∥Xα  MR + M1 + M2
( t∫
0
∥∥v(s)∥∥qXα ds
) 1
q
.
Thus,
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>0
+ (2M2)q︸ ︷︷ ︸
0
t∫
0
∥∥v(s)∥∥qXα ds.
Applying Gronwall’s Inequality (see Henry [8]), for 0< t  T and 0   0, we have
∥∥v(t)∥∥qXα  [2(MR + M1)]qe(2M2)qt  [2(MR + M1)]qe(2M2)qT .
Therefore, there exists K1(T , R) > 0 independent of  such that
∥∥v(t)∥∥Xα  K1(T , R), ∀t ∈ [0, T ] and ∀0   0. 
Now we have the following positivity result of the solutions of (1) and (2) and comparison of these
solutions with the solutions of (11) and (12).
Theorem 12. Suppose that (H1) and (H2) hold and that α, β and p satisfy (6). For each 0    0 , let
ϕ ∈ Cα such that ϕ(t) 0, for all t ∈ [−τ ,0]. Then:
1. u(x, t) 0, for all (x, t) ∈ Ω ×[−τ , tmax), where u is the maximal solution of (10) or the weak solution
of (1) and (2).
2. u(x, t) v(x, t), for all (x, t) ∈ Ω × [0, tmax), where v is the weak solution of (11) and (12).
Proof. 1. We deﬁne, for each 0   0 and u(x, t − τ ),
f ∗ :
[
0, tmax
)× Ω ×R−→R
(t, x,w) −→ f ∗ (t, x,w) = f
(
w,u(x, t − τ )).
From hypothesis (H1) and by continuity of u , we have that f ∗ is locally Lipschitz in w uniformly in
x ∈ Ω and for t in compact subsets of [0, tmax).
We consider the following parabolic problems
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂w0
∂t
= w0 − λw0, Ω × (0, tmax),
∂w0
∂n
= f ∗0
(
t, x,w0
)
, ∂Ω × (0, tmax),
w0(0) = ϕ0(0), Ω,
(15)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂w
∂t
= w − λw + 1

Xω f ∗
(
t, x,w
)
, Ω × (0, tmax),
∂w
∂n
= 0, ∂Ω × (0, tmax),
w(0) = ϕ(0), Ω.
(16)
Since u : [−τ , tmax) −→ Xα is the weak maximal solution of (1) and (2), then u is the solution
of problems (15) and (16) in the interval [0, tmax), that is,
u(x, t) = w(x, t), ∀(x, t) ∈ Ω × [0, tmax).
By hypothesis ϕ(0)  0 and from (H2), 1X(x) f ∗ (t, x,0)  0, ∀t ∈ [0, tmax) and ∀x ∈ Ω . Then,
from Corollary A.14 of Arrieta, Carvalho and Rodríguez-Bernal [5], w(t) 0, ∀t ∈ [0, tmax). Thus,
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Since u(t) = ϕ(t) 0, ∀t ∈ [−τ ,0], and u(t) ∈ Xα ↪→ C(Ω), ∀t ∈ [−τ , tmax), then
u(x, t) 0, ∀(x, t) ∈ Ω × [−τ , tmax).
2. For each 0   0,
w(0) = ϕ(0) = v(0).
From item 1 of Theorem 11, we have v(x, t)  0, ∀(x, t) ∈ Ω × [0,∞). Furthermore, from item 1,
u(x, t − τ ) 0, ∀(x, t) ∈ Ω × [0, tmax). Thus, from hypothesis (H2),
1

X(x) f ∗ (t, x,w)
1

X(x)(Dw + E), ∀(x, t) ∈ Ω ×
(
0, tmax
)
and ∀w  0.
Therefore, using again Corollary A.14 of Arrieta, Carvalho and Rodríguez-Bernal [5], we have
w(t) v(t), ∀t ∈ [0, tmax). Since u(t), v(t) ∈ Xα ↪→ C(Ω), ∀t ∈ [0, tmax), then
u(x, t) v(x, t), ∀(x, t) ∈ Ω × [0, tmax). 
Remark 13. From now on, we will just work with the nonnegative initial conditions ϕ ∈ Cα ,
in the sense that ϕ(t)  0, ∀t ∈ [−τ ,0], where  is the order relationship in Lp(Ω), because
we are only interested in the nonnegative solutions u of (1) and (2). Thus, we will work in
C+α = C([−τ ,0], H2αp (Ω)+), where H2αp (Ω)+ = { f ∈ H2αp (Ω): f  0}, however we will abuse of the
notation and only write Cα instead of C+α . It is important to observe that H2αp (Ω)+ is a Banach space
on R+ .
The following result states that the weak solutions of problems (1) and (2) or the solutions of
(10), are deﬁned for all time. We will omit the proof of this result, since it can be obtained using the
comparison result given in Theorems 12 and 10, and proceeding in a manner analogous to the proof
of Lemma 16, where we will see that the solutions of (1) and (2) are uniformly bounded in compact
time intervals of R+ .
Theorem 14 (Global existence). Suppose that (H1) and (H2) hold and that α, β and p satisfy (6). For each
0   0 , let ϕ ∈ Cα . Then, the solutions of (1) and (2) are globally deﬁned.
Remark 15. For each 0   0, the map
U (t) : Cα −→ Cα
ϕ −→ U (t)ϕ = ut (ϕ), t  0,
deﬁnes a nonlinear strongly continuous semigroup associated to the weak solutions of (1) and (2) or
the solutions of (10).
In the following lemma we will prove that the weak solutions of (1) and (2), with uniformly
bounded initial conditions in Cα , are uniformly bounded in Cα , for t in compact intervals of R+ .
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0   0 , let ϕ ∈ Cα and suppose that there exists R > 0 independent of  such that ‖ϕ‖Cα  R, for all
0   0 . Then, there exists K (T , R) > 0 independent of  such that
∥∥U (t)ϕ∥∥Cα = ∥∥ut (ϕ)∥∥Cα  K (T , R), ∀t ∈ [0, T ] and ∀0   0.
Proof. Since Xα ↪→ C(Ω) with ‖ · ‖C(Ω)  c‖ · ‖Xα , for some c > 0, and using item 2 of Theorem 11,
there exists K1(T , R) > 0 independent of  such that
∥∥v(t)∥∥C(Ω)  cK1(T , R), ∀t ∈ [0, T ] and ∀0   0.
Now, by Theorem 12, for each 0   0, u(x, t) 0, ∀(x, t) ∈ Ω × [−τ ,∞), and
u(x, t) v(x, t), ∀(x, t) ∈ Ω × [0,∞).
Therefore, there exists K = K (T , R) > 0 independent of  such that
∥∥u(t + θ)∥∥C(Ω)  K , ∀t ∈ [0, T ], ∀θ ∈ [−τ ,0] and ∀0   0. (17)
For 0< t  T and 0   0, using (10) and the estimates in (5), we have
∥∥(U (t)ϕ)(0)∥∥Xα = ∥∥u(t)∥∥Xα  MR + M
t∫
0
e−δ(t−s)(t − s)−(α+β)∥∥F(us )∥∥X−β ds.
For 0<   0 and 0 s t , applying Hölder’s Inequality, we have
∣∣〈F(us ), φ〉∣∣
(
1

∫
ω
∣∣ f (u(x, s),u(x, s − τ ))∣∣p dx) 1p (1

∫
ω
∣∣φ(x)∣∣p′ dx) 1p′

(
1

∫
ω
∣∣ f (u(x, s),u(x, s − τ ))∣∣p dx) 1p C‖φ‖
H2β
p′ (Ω)︸ ︷︷ ︸
(9)
, ∀φ ∈ H2βp′ (Ω).
Thus,
∥∥F(us )∥∥X−β  C
(
1

∫
ω
∣∣ f (u(x, s),u(x, s − τ ))∣∣p dx) 1p
 C
( |ω |

) 1
p
sup
x∈Ω
∣∣ f (u(x, s),u(x, s − τ ))∣∣
︸︷︷︸
(17)
C
( |ω |

) 1
p
sup
|u|,|v|K
∣∣ f (u, v)∣∣ C1 = C1(T , R).
For  = 0 and 0 s t , applying Hölder’s Inequality, we have
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( ∫
∂Ω
∣∣γ ( f (u0(x, s),u0(x, s − τ )))∣∣p dx) 1p( ∫
∂Ω
∣∣γ (φ(x))∣∣p′ dx) 1p′
 K
( ∫
∂Ω
∣∣γ ( f (u0(x, s),u0(x, s − τ )))∣∣p dx) 1p ‖φ‖
H2β
p′ (Ω)
, ∀φ ∈ H2βp′ (Ω),
where, in the last passage, we used that the trace operator γ : H2βp′ (Ω) −→ Lp
′
(∂Ω) is continuous.
Thus,
∥∥F0(u0s )∥∥X−β ︸︷︷︸
(17)
K |∂Ω| 1p sup
|u|,|v|K
∣∣ f (u, v)∣∣ C2 = C2(T , R).
Therefore, there exists M = M(M,C1,C2) = M(T , R) > 0 independent of  such that
∥∥u(t)∥∥Xα  MR + M
t∫
0
e−δ(t−s)(t − s)−(α+β) ds,
for 0< t  T and 0   0.
Given any θ ∈ [−τ ,0], if t + θ > 0 and 0< t  T , then
∥∥u(t + θ)∥∥Xα MR + M
t+θ∫
0
e−δ(t+θ−s)(t + θ − s)−(α+β) ds MR + M
T∫
0
e−δss−(α+β) ds.
Taking the supremum in θ ∈ [−τ ,0], we get
∥∥ut ∥∥Cα  MR + M
T∫
0
e−δss−(α+β) ds
 MR + Mδ(α+β)−1(1− (α + β))= K (T , R), ∀0   0.
If −τ  t + θ  0 and 0< t  T , then
∥∥u(t + θ)∥∥Xα = ∥∥ϕ(t + θ)∥∥Xα  ‖ϕ‖Cα  R.
Taking again the supremum in θ ∈ [−τ ,0], we get
∥∥ut ∥∥Cα  R, ∀0   0.
Therefore, there exists K (T , R) > 0 independent of  such that
∥∥U (t)ϕ∥∥Cα = ∥∥ut (ϕ)∥∥Cα  K (T , R), ∀t ∈ [0, T ] and ∀0   0. 
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With Lemma 16, where we proved that the weak solutions of (1) and (2) are bounded, uniformly
in  , for t in compact time intervals of R+ , we are ready to prove that the solutions of (2) converge
to the unique solution of (1), as  → 0, uniformly in compact time intervals of R+ and for the initial
conditions in bounded subsets of Cα , that is, the limit problem of (2) is the parabolic problem with
delay in the boundary (1). Thus, the nonlinear semigroup U (t) associated to the solutions of (1) and
(2) is continuous in  = 0.
Initially, we will see a convergence lemma for the nonlinearities associated to problems (1) and (2).
Lemma 17. Suppose that (H1) holds and that α, β and p satisfy (6). Then, for each w ∈ Cα ,
∥∥F(w) − F0(w)∥∥X−β → 0, as  → 0.
Furthermore, this limit is uniform for w ∈ Cα such that ‖w‖Cα  R, with R > 0.
Proof. Initially, we take α0 and β0 satisfying (6). For each φ ∈ H2β0p′ (Ω) and (v,w) ∈ Xα0 × Xα0 , we
have
∣∣〈( f)Ω(v,w),φ〉− 〈( f0)γ (v,w),φ〉∣∣
=
∣∣∣∣1
∫
ω
f
(
v(x),w(x)
)
φ(x)dx−
∫
∂Ω
γ
(
f
(
v(x),w(x)
))
γ
(
φ(x)
)
dx
∣∣∣∣.
From Lemma 2.1 of Arrieta, Jiménez-Casas and Rodríguez-Bernal [6], we have that the strip ω can
be parameterized in such a way that
∫
ω
f
(
v(x),w(x)
)
φ(x)dx =
∫
0
(∫
Γσ
f
(
v(y),w(y)
)
φ(y)dy
)
dσ ,
where
Γσ =
{
x− σ n(x): x ∈ ∂Ω},
for σ  0 suﬃciently small. Using the results of this Lemma 2.1, we get
lim
→0
1

∫
ω
f
(
v(x),w(x)
)
φ(x)dx =
∫
∂Ω
γ
(
f
(
v(y),w(y)
))
γ
(
φ(y)
)
dy.
Thus, for each φ ∈ H2β0p′ (Ω) and (v,w) ∈ Xα0 × Xα0 ,
〈
( f)Ω(v,w),φ
〉 R−→ 〈( f0)γ (v,w),φ〉, as  → 0. (18)
Moreover, ﬁxed (v,w) ∈ Xα0 × Xα0 , the set {( f)Ω(v,w) ∈ X−β0 :  ∈ (0, 0]} is equicontinuous. Thus,
the limit (18) is uniform for φ in compact sets of H2β0p′ (Ω). Hence, choosing β0 such that β > β0,
with 2β > 1p′ , we have that the embedding H
2β
p′ (Ω) ↪→ H2β0p′ (Ω) is compact, and then, in particular,
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φ∈H2β
p′ (Ω)
‖φ‖
H
2β
p′ (Ω)
=1
∣∣〈( f)Ω(v,w) − ( f0)γ (v,w),φ〉∣∣→ 0,
as  → 0.
So, for each (v,w) ∈ Xα0 × Xα0 ,
( f)Ω(v,w)
X−β−→ ( f0)γ (v,w), as  → 0. (19)
Moreover, the set {( f)Ω : Xα0 × Xα0 −→ X−β :  ∈ (0, 0]} is equicontinuous. Thus, the limit (19) is
uniform for (v,w) in compact set of Xα0 × Xα0 . Hence, choosing α0 such that α > α0, with 2α > 1p ,
we have that the embedding Xα × Xα ↪→ Xα0 × Xα0 is compact, where ‖(v,w)‖Xα×Xα = ‖v‖Xα +
‖w‖Xα . So taking w ∈ Cα such that ‖w‖Cα  R , with R > 0, we have (w(0),w(−τ )) ∈ Xα × Xα and‖(w(0),w(−τ ))‖Xα×Xα  2R , thus
∥∥F(w) − F0(w)∥∥X−β = ∥∥( f)Ω(w(0),w(−τ ))− ( f0)γ (w(0),w(−τ ))∥∥X−β → 0, as  → 0,
uniformly for w ∈ Cα such that ‖w‖Cα  R . 
Theorem 18 (Convergence of solutions). Suppose that (H1) and (H2) hold and that α, β and p satisfy (6). Let
0 < T < ∞ and B ⊂ Cα be a bounded set. For each 0   0 , let ϕ ∈ Cα such that ϕ Cα−→ ϕ0 , as  → 0,
with ϕ0 ∈ B. Then, there exist M(T , B) > 0 and M() 0, with M() → 0, as  → 0, such that
∥∥U (t)ϕ − U0(t)ϕ0∥∥Cα  M(T , B)M(), ∀t ∈ (0, T ].
So
U (t)ϕ
Cα−→ U0(t)ϕ0, as  → 0,
uniformly for ϕ0 ∈ B and t ∈ [0, T ].
Proof. Given any θ ∈ [−τ ,0], if t + θ > 0 and t ∈ (0, T ], using (10) and the estimates (5), we have
∥∥(U (t + θ)ϕ)(0) − (U0(t + θ)ϕ0)(0)∥∥Xα = ∥∥u(t + θ) − u0(t + θ)∥∥Xα
 M
∥∥ϕ − ϕ0∥∥Cα + M
t+θ∫
0
e−δ(t+θ−s)(t + θ − s)−(α+β)∥∥F(U (s)ϕ)− F(U0(s)ϕ0)∥∥X−β ds
+ M
t+θ∫
0
e−δ(t+θ−s)(t + θ − s)−(α+β)∥∥F(U0(s)ϕ0)− F0(U0(s)ϕ0)∥∥X−β ds = I1 + I2 + I3,
for each 0<   0. We will estimate I1, I2 and I3 separately.
Since ϕ
Cα−→ ϕ0, as  → 0, then there exists K () 0 such that
I1 = M
∥∥ϕ − ϕ0∥∥  MK (), with K () → 0, as  → 0. (20)Cα
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Cα−→ ϕ0, as  → 0, with ϕ0 ∈ B and B ⊂ Cα bounded, then there exists R = R(B) > 0
independent of  such that
∥∥ϕ∥∥Cα  R, ∀0   0,
with suﬃciently small 0 > 0. From Lemma 16 it follows that there exists K (T , B) > 0 independent
of  such that
∥∥U (s)ϕ∥∥Cα  K (T , B), ∀s ∈ [0, T ] and ∀0   0, (21)
with suﬃciently small 0 > 0. By Lemma 7, there exists L = L(T , B) > 0 independent of  such that
∥∥F(U (s)ϕ)− F(U0(s)ϕ0)∥∥X−β  L∥∥U (s)ϕ − U0(s)ϕ0∥∥Cα ,
for 0 s t + θ and 0<   0. Thus, for each 0<   0,
I2  ML
t+θ∫
0
e−δ(t+θ−s)(t + θ − s)−(α+β)∥∥U (s)ϕ − U0(s)ϕ0∥∥Cα ds. (22)
Let us take 1< q,q′ < ∞ such that 1q + 1q′ = 1 and q′(α + β) < 1.
Since s −→ g(s) = ‖U (s)ϕ − U0(s)ϕ0‖Cα is continuous in [0, t + θ], then g ∈ Lq([0, t + θ]).
Furthermore, e−δ(t+θ−·)(t + θ − ·)−(α+β) ∈ Lq′ ([0, t + θ]), in fact
t+θ∫
0
e−δq′(t+θ−s)(t + θ − s)−q′(α+β) ds (δq′)q′(α+β)−1(1− q′(α + β))< ∞.
Returning in (22) and applying the Hölder’s Inequality, we have
I2  C1
( t∫
0
∥∥U (s)ϕ − U0(s)ϕ0∥∥qCα ds
) 1
q
, (23)
for each 0<   0, where C1 = C1(T , B) > 0.
Now, we will estimate I3. From (21) and Lemma 17, there exists N() 0 such that
∥∥F(U0(s)ϕ0)− F0(U0(s)ϕ0)∥∥X−β  N(), with N() → 0, as  → 0,
for 0 s t + θ . Thus,
I3  N()Mδ(α+β)−1
(
1− (α + β))︸ ︷︷ ︸
C2=C2(δ,α,β,M)
= C2N(), with N() → 0, as  → 0. (24)
From (20), (23) and (24), for t + θ > 0, t ∈ (0, T ] and 0<   0, we have
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 MK () + C2N() + C1
( t∫
0
∥∥U (s)ϕ − U0(s)ϕ0∥∥qCα ds
) 1
q
,
with K (),N() → 0, as  → 0, and C1 = C1(T , B) > 0. Taking the supremum in θ ∈ [−τ ,0], we get
∥∥U (t)ϕ − U0(t)ϕ0∥∥Cα  MK () + C2N() + C1
( t∫
0
∥∥U (s)ϕ − U0(s)ϕ0∥∥qCα ds
) 1
q
.
Thus,
∥∥U (t)ϕ − U0(t)ϕ0∥∥qCα  (2K ())q︸ ︷︷ ︸
>0
+ (2C1)q︸ ︷︷ ︸
>0
t∫
0
∥∥U (s)ϕ − U0(s)ϕ0∥∥qCα ds,
with 0 K () → 0, as  → 0.
Applying Gronwall’s Inequality, for t ∈ (0, T ] we have
∥∥U (t)ϕ − U0(t)ϕ0∥∥Cα  M(T , B)K (), (25)
with 0 K () → 0, as  → 0, and M(T , B) > 0 independent of  .
Now, if −τ  t + θ  0 and t ∈ (0, T ], from (20) we have
∥∥(U (t)ϕ)(θ) − (U0(t)ϕ0)(θ)∥∥Xα = ∥∥ϕ(t + θ) − ϕ0(t + θ)∥∥Xα  ∥∥ϕ − ϕ0∥∥Cα  K ().
Taking the supremum in θ ∈ [−τ ,0], we get
∥∥U (t)ϕ − U0(t)ϕ0∥∥Cα  K (), (26)
with 0 K () → 0, as  → 0.
Therefore, from (25) and (26), there exist M() 0 and M(T , B) > 0 such that
∥∥U (t)ϕ − U0(t)ϕ0∥∥Cα  M(T , B)M(), ∀t ∈ (0, T ],
with M() → 0, as  → 0. We note that M(T , B) does not depend on initial condition ϕ0 ∈ B . Thus,
U (t)ϕ
Cα−→ U0(t)ϕ0, as  → 0,
uniformly for ϕ0 ∈ B and t ∈ [0, T ]. 
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As said in the introduction, the convergence result in Theorem 18 can be seen as a tool for
transferring informations from equations with nonlinearities acting in the interior to equations with
nonlinearities in the boundary, since it allows us to approximate the solution of the parabolic prob-
lem (1), with delay in the boundary, by solutions of the nonlinear parabolic problem (2), with delay in
the interior and homogeneous Neumann boundary conditions, where the nonlinearity is concentrated
in the neighborhood ω of boundary. So this paper opens the possibility of solving some interesting
problems in delay differential equation when the delay acts on the boundary. In particular, in future
works, we will use this tool to prove the upper semicontinuity of the family of attractors of (1) and
(2) at  = 0 and the continuity of the family of equilibria of (1) and (2) at  = 0, see Aragão and
Oliva [4].
It is important to notice that the convergence result also holds in the pure logistic equation, that
is, in Eqs. (3) and (4). But, it is not known if the results of Aragão and Oliva [4] hold in the pure
logistic equation, since the property that positive orbits of bounded sets are bounded is still an open
problem in (3). Now, the results of Aragão and Oliva [4] hold when the nonlinearity is f (u, v) =
u(a − bu − cv), with u, v ∈ R and a,b, c > 0. But, even in this case, the lower semicontinuity of the
family of attractors is still an open problem.
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