In general, distributed scheduling problem focuses on simultaneously solving two issues: (i) allocation of jobs to suitable factories and (ii) determination of the corresponding production scheduling in each factory. The objective of this approach is to maximize the system efficiency by finding an optimal planning for a better collaboration among various processes. This makes distributed scheduling problems more complicated than classical production scheduling ones. With the addition of alternative production routing, the problems are even more complicated. Conventionally, machines are usually assumed to be available without interruption during the production scheduling. Maintenance is not considered. However, every machine requires maintenance, and the maintenance policy directly affects the machine's availability. Consequently, it influences the production scheduling. In this connection, maintenance should be considered in distributed scheduling. The objective of this paper is to propose a genetic algorithm with dominant genes (GADG) approach to deal with distributed flexible manufacturing system (FMS) scheduling problems subject to machine maintenance constraint. The optimization performance of the proposed GADG will be compared with other existing approaches, such as simple genetic algorithms to demonstrate its reliability. The significance and benefits of considering maintenance in distributed scheduling will also be demonstrated by simulation runs on a sample problem. r
Introduction
The significance of distributed scheduling (DS) has been recognized by many researchers and industrialists in recent years because of the changes in the mode of today's production environment. Single factory production in traditional manufacturing has been gradually replaced by multi-factory production due to the trend of globalization. These factories may be geographically distributed in different locations, which allow them to be closer to their customers, to comply with the local laws, to focus on a few product types, to produce and market their products more effectively, and to be responsive to market changes more quickly [1, 2] . Each factory is usually capable of manufacturing a variety of product types. Some may be unique in a particular factory, while some may not. In addition, they may have different production efficiency and various constraints depending on the machines, labor skills and education levels, labor cost, government policy, tax, nearby suppliers, transportation facilities, etc. This induces different operating costs, production lead time, customer service levels, etc. in different factories [3] [4] [5] [6] .
DS problems are much more complicated than the scheduling problems in single factory. In general, it mainly involves two issues: (i) allocation of jobs to suitable factories and (ii) determination of the production scheduling in each factory [3, 7] . Once a job is allocated to a factory and processed, it is usually unable or uneconomical to transfer this work-in-progress part to another factory for the remaining operations. Since production scheduling depends on the job allocation results, the total operating cost, makespan, order fulfillment, etc. will be different. The complexity of the problem greatly increases.
At production level, machine maintenance is inevitable. It directly influences the production rate, product quality, machine availability, utilization ratio, etc. If the production schedule obtained from DS does not consider maintenance, the planning determined will be seriously interrupted because of the mismatch among various processes. Consequently, the system reliability will be damaged and the purpose of DS will not be achieved.
The objective of this paper is to propose a new idea named genetic algorithms with dominant genes (GADG) to deal with DS problems subject to machine maintenance constraint. The function of the dominant genes (DGs) is to identify and record the best genes and the corresponding structure in the chromosome. A new encoding of chromosome is also specially designed to deal with the machine maintenance constraint. This paper is divided into the following sections. Section 2 gives a literature review. Section 3 presents the DS problem subject to preventive maintenance. Section 4 presents the proposed DGs, and its crossover mechanism. Section 5 analyzes and discusses the performance of the DGs. Section 6 shows the significance of considering maintenance in DS. Lastly, the paper is concluded in Section 7.
Literature review
The main purpose of DS is to maximize the system reliability and the resources utilization through collaboration among different supply chain activities. Distributed systems can be considered as a set of processes which have to be executed in different nodes (locations), and subject to various constraints such as time, capacity, tooling, etc. [8] [9] [10] [11] . Each entity has to share the available resources and collaborate with each other in order to achieve the objective. The task scheduling problem consists of defining a schedule that can meet all timing and logical constraints of the tasks being scheduled, and in general, it has been classified as NP-complete [12] .
DiNatale and Stankovic [13] applied simulated annealing algorithm to distributed static systems, in which tasks are periodic and have arbitrary deadlines, precedence, and exclusion constraints. They present a general framework consisting of an abstract architecture model and a general programming model. Recently, Jia et al. [3, 14] have proposed a modified genetic algorithm (GA) to solve DS problems. They proposed an encoding of chromosome, crossover mechanism, and two mutation mechanisms. Their modified GA has been compared with other classical scheduling approaches and obtained satisfactory results. However, their chromosomes are designed for fixed production routing. For alternative production routing, Chan et al. [15] proposed a new encoding mechanism. They also proposed a DGs approach, which demonstrated its ability to enhance the optimization reliability. There are many other heuristic approaches that can be found in Barroso et al. [7] , Santos et al. [16] , Tindell et al. [17] , etc. However, in the knowledge of the authors up to this moment, there is a lack of paper which takes account of machine maintenance in DS.
Maintenance policy influences the machine availability and the machine utilization ratio. The purpose of maintenance management is to reduce the effect of breakdown and maximize the facility availability at minimum cost [18] [19] [20] . Machine age is an important measurement in maintenance because it affects the inspection time, repairing time, production rate, product quality, failure rate, etc. After each time of maintenance, the machine age has to be adjusted. It will then again induce a new set of inspection time, repairing time, production rate, and product quality [21, 22] . Kenne and Boukas [23] proposed a two-level hierarchical control model to deal with the production and preventive maintenance planning control problem for a multi-machine FMS. Chan et al. [24] also proposed a total productive maintenance (TPM) methodology for an electronic manufacturing company, aiming to increase the availability of the existing equipment.
Applying pure mathematical optimization approach to determine an optimal solution may not be efficient. In many cases, scheduling problems are classified as NP-hard. Therefore, applying heuristic methodology to obtain a near optimal solution in a relatively shorter period is more appreciated and practical. Among different heuristic approaches, GAs are recognized as an appropriate and efficient approach. Many references can be found. For example, Cheung et al. [25] gave a detailed tutorial survey on papers using GAs to solve classical Job-Shop scheduling problems (JSP) in their Part I survey. In Part II, they reviewed papers using hybrid GA to tackle JSP [26] . Jain and ElMaraghy [27] proposed a GA to solve single process plan scheduling (SPPS) problems. Cavalieri and Gaiardelli [28] applied a hybrid GA, which combines GA with dispatching rule (Earliest Due Date), to solve multi-objective scheduling problems. Sakawa [29] combined GA with fuzzy logic to model the uncertainties of production lead time and order due date in scheduling problems. More references can be found, for example, Mori and Tseng [30] , Jawahar et al. [31] , Ghedjati [32] .
To strategically strengthen the genetic search in different phases of evolution, many researchers proposed different kinds of Adaptive GAs for their particular problems. During the genetic evolution, the genetic parameters, such as population size, crossover rate, and mutation rate will change strategically [28, 33, 34] . Michalewicz [33] proposed a non-uniform mutation which allows the operator to search through the solution space uniformly in the beginning stages to prevent prematurity of the solution pool, and then locally in the later stages for fine local tuning. Gonza´lez and Ferna´ndez [34] adopted a dynamic population size approach to replace the old chromosomes with new ones to maintain the diversity of solution pool.
Problem description
In DS problem, when the network receives a number of jobs (N), it has to determine how to allocate them to the suitable factory F ð¼ 1; 2; . . . ; lÞ and generate the corresponding production schedule(s). Each factory has H l number of machines and can produce all product types with different efficiency. Each job has up to N i number of operations, and each operation can be performed on more than one suitable machine (but not all) with different processing time.
Assuming that each machine is subject to a hypothetical maintenance scheme and has a maximum machine age M, as shown in Fig. 1 , the machine age equals the cumulated processing time of operations. If the machine age reaches M, maintenance has to be carried out right after the completion of the current operation. After each maintenance, the machine age will be reset to 0. The problem is expressed in the following notations:
binary integer, defined as 1 if job i is allocated to factory l, otherwise 0. d ijkhl binary integer, defined as 1 if operation j of job i occupied time slot k on machine h in factory l, otherwise 0. g ijhl binary integer, defined as 1 if machine h in factory l will be maintained after operation j of job i, otherwise 0. In the problem, it is assumed that F, N, N i , H l , and T ijhl are given. The decision variables are w il , d ijkhl , and g ijhl . With the solution w il , d ijkhl , and g ijhl obtained, the value of S ij , E ij , and C i can be calculated. The objective is to minimize the makespan of jobs.
Objective Z : min ðmaxfC i gÞ.
(1)
Completion time (C i ) of job i equals the summation of the completion time of the last operation (N i ) of job i and the travel time between factory l and job i as defined as
The problem is subject to the following constraints: Precedence constraints:
Processing time constraints:
Operation constraints:
Processing operation constraints:
Machine capacity constraints:
Factory constraints:
In the above constraints, constraint (3) defines that each operation can only start upon the completion of its preceding operation. Constraint (4) defines that once an operation starts, it will be finished without interruption. Constraint (5) forces each operation to be carried out on one machine throughout the horizon. Constraint (6) forces each operation to be only carried out on one machine at each time unit, and constraint (7) forces each machine to carry out only one operation at each time unit. Constraint (8) forces all the operations of a job to be finished in the same factory. Table 1 shows a classical single factory scheduling problem with alternative production routing obtained from Lee and DiCesare [35] . They applied Petri Nets combining with some heuristic search to obtain 439 makespan. Recently, Kumar et al. [36] have applied Ant Colony approach to obtain 420 makespan. For benchmarking the proposed algorithm, we will first apply simple GA (SGA) to obtain a solution in the next section.
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SGA
Encoding of chromosome
The encoding of chromosome is modified from Jia et al. [14] . Each chromosome represents a possible solution of the allocation of jobs into factory, and the production scheduling of each factory, as shown in Fig. 2a . Each chromosome consists of P i N i number of genes. In our encoding, each gene composes of four parameters, representing factory, machine, job, and operation (FMJO), while Jia's encoding composes of FMJ only. Fig. 2a shows a sample solution of the allocation of 3 jobs (each with 3 operations) into 2 factories (each factory has 3 machines), and the production scheduling.
In Fig. 2a , the first gene (1233) represents that O3 of J3 is allocated on M2 in F1. The scheduling priority of jobs on machines is arranged in order, from the highest priority on the left to the lowest one on the right. Therefore, O3 of J3 (1233) will be scheduled before O2 of J1 (1212) on M2 in F1. The advantage of modification of this encoding allows us to model in alternative routing problems. Assuming O3 of J3 can also be performed on M3, it can be represented as (1333) as shown in Fig. 2b. 
Crossover operator
During crossover, a pair of chromosomes will be randomly selected according to the Roulette Wheel selection approach, and a number of genes will be randomly selected according to a predefined crossover rate. Fig. 3 shows a sample crossover, in which the first gene is selected to cross over. Since crossover may generate invalid chromosome, such as redundant operations and inconsistent factory, to avoid this, the selected genes and its related genes (in the same job number) will be inherited to the offspring. For example, in Step 1, Of1 is inherited the selected and related genes from P2, and Of2 from P1. Then the remaining genes will be inherited to the offspring from left to right in Step 2, such that Of1 is inherited the remaining from P1, and Of2 from P2.
Mutation operator
There are two types of mutation. In Mutation 1, a pair of genes will be randomly selected and swapped, as shown in Fig. 4a . The purpose of this mutation is to reschedule the scheduling priority of job's operations. For example, after the swap, the production priority on F1's M2 is that O3 of J3 (1233) is rescheduled to be produced after O2 of J1 (1212). In Mutation 2, some genes will be randomly selected and mutated, as shown in Fig. 4b . The number of mutated genes is governed by the predefined mutation rate(s). The selected gene will randomly change in the F or M parameter. The purpose of this mutation is to increase the diversity of the chromosomes.
ARTICLE IN PRESS
1 1 7 1 1 8 1 1 1 0 1 2 9 1 1 1 0 1 3 4 1 2 1 2 1 2 1 5 1 3 5 1 3 1 5 2 2 3 2 3 4 1 3 8 2 1 6 2 2 7 3 1 3 3 1 7 2 2 2 2 3 2 2 3 1 4 3 3 6 3 2 1 4 2 3 6 3 2 7 3 1 5 4 1 2 4 1 8 3 1 2 3 3 1 2 3 2 8 4 2 4 4 3 4 3 3 4 4 1 9 4 1 4 4 1 6 4 2 6 4 2 6 4 2 3 4 3 3 4 3
Elitist strategy
To prevent the loss of the best chromosome during evolutions, the best chromosome will be identified and recorded. If the best chromosome is lost or becomes weaker after evolution, it will be inserted back into the mating pool for the next evolution.
Prevention of premature and local search
To prevent the prematurity of the solution pool and the algorithm from searching around a local optimal, the similarity of the chromosomes will be checked in each evolution. If the similarity evaluated is larger than a threshold, a certain number of chromosomes will be selected and replaced by new ones. The similarity is evaluated by Similarity ¼ Identical=Comparison;
where Identical is the number of identical pair and Comparison the total number of comparisons. Fig. 5 shows a sample of similarity checking of 4 chromosomes. Each column will be individually evaluated. In column C1, the gene in R1 will be compared with those in R2, R3, and R4 with a total of 3 comparisons, among which, 2 comparisons show to be identical (R1 ¼ R2 and R1 ¼ R3). Similarly, the gene in R2 will be compared with those in R3 and R4, then, R3 with R4. As a result, Identical equals 3 and Comparison equals 6. The similarity is evaluated to be 0.5, which is equal to the probability of selecting 2 identical genes to undergo crossover. When any one of the columns' similarity exceeds a certain value, new chromosomes will be inserted.
Optimization results
The objective of this section is to testify the performance of SGA by comparing it with other existing approaches Petri Nets [35] and Ant Colony [36] in Lee and DiCesare's Model [35] . As mentioned in the Section 1, many literatures reviewed that different crossover and mutation rates in different problems would have different performance. Therefore, we separately apply single point (5%), 25%, and 50% rates aiming to measure their influences. Each crossover and mutation rate has been individually run for 50 times to measure the deviation of the solutions obtained. The solution pool consists of 100 chromosomes, and the number of evolution is 1000, which is long enough to obtain a steady stage as shown in Fig. 6 . From literature, Lee and DiCesare [35] applied Petri Nets and Kumar et al. [36] applied Ant Colony to obtain 439 unit time and 420 unit time, respectively. In this paper, SGA obtains the minimum one, which is 360 unit time in 5% rate, as shown in Table 2 and the production scheduling is shown in Fig. 7 . Also, the average makespan obtained in 5%, 25%, and 50% is all better than the existing ones. The results also show that SGA in this case performance is better in 25% and 50% rates. This comparison demonstrates that SGA can obtain satisfactory results.
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However, the deviation of the solutions obtained is large. We further increase the complexity of the problem to testify the quality of the solutions by increasing the number of Factory, Machine, and Job as shown in Table 3 . All the models are run with single point crossover and mutation rates, and the number of evolution is long enough to reach a steady stage. The results show that the deviation of the solutions increases as the complexity increases from Models 1 to 4. In this connection, we will introduce the idea of DG to overcome it.
Proposed DGs in GA
Encoding of chromosome
The encoding of chromosome is further modified. Each gene composes of 5 parameters, representing factory, machine, job, operation, and domination (FMJOD), as shown in Fig. 8 . If the gene is classified as DG, D parameter will be denoted by 1, otherwise 0. For example, the first gene (12331) is a dominant gene.
Functions of DGs
In traditional GA approach, a number of genes will be randomly selected during crossover, governed by a predefined crossover rate(s). This rate(s) may be uniform in SGA or non-uniform in adaptive GA. However, in either case, it is usually difficult to ensure that the important part of the chromosome structure can be selected and inherited to its offspring. Sometimes, those selected genes may not be critical even to its original chromosome structure. Indeed, there is a lack of mechanism to measure and identify which genes are important.
The idea of DGs is to identify and record the best genes in each chromosome, and the corresponding structure. Those genes are classified as DGs, when any changes in the genes can increase the fitness value for that particular chromosome. For example, Fig. 8 shows that the first, second, and eighth genes are DGs. These genes are structured in this order and their own value can increase the fitness value for that particular chromosome. During crossover operation, the whole set of DGs will be selected. Note that this set of DGs may not strengthen the other chromosomes or be similar to the optimal structure. The purpose of this approach is to prevent the loss of any identified potential critical structure and give more chance for them to grow stronger.
Crossover and mutation operators
In the initial stage of evolution, some genes are randomly assigned as DGs in the initial pool. Each chromosome may contain more than one DG. During evolutions, only those DGs undergo crossover in each pair of parents to generate a pair of offspring. Each offspring reserves most of the genes from one of the parents and inherits only the DGs from another parent. If these inherited DGs increase the strength of the chromosome, they will be denoted as DGs in the offspring, otherwise they will be denoted as normal genes. In the DG approach, crossover rate depends on the number of DGs in each chromosome. It can be divided into 2 cases. If there are no DGs conflicting at the same location of the two parents, and if there are no identical jobs dominating in both parents, it will be classified as parent chromosomes in Case A as shown in Fig. 9 , otherwise Case B as shown in Fig. 10 .
Crossover in Case A is carried out in three steps, as in Fig. 9 .
Step 1: Copy all DGs from P1 and P2 to Of1, and empty those identical to the copied genes in P1. 12331-12121-11110-22210-11130-21230-23220-11311-13320 Fig. 8 . A sample encoding of chromosome.
Step 2: Replace the genes in P1 with those in P2 with identical job number to its DGs.
Step 3: Copy the non-emptied genes from P1 to the nonemptied genes in Of1.
Similar steps will be carried out to obtain Of2. One of the advantages of this crossover mechanism is that the best genes will undergo crossover. In addition, the changed genes will be testified whether they can increase the fitness value. If they make contribution to the chromosome, they will be recorded, and inherited to its next generation. Assuming that Of1 is better than P1, then the inherited DGs from P2 will remain its domination. However, if it is weaker than its parents, assuming Of2 is weaker than P2, the inherited DGs from P1 will become normal genes.
In Case B, since P1 and P2 have DGs conflicting in the same location(s) or job(s), as shown in Fig. 10 , a selection is required to testify which sets of DGs contribute more to the offspring. The checking will be done by setting one set of DGs as normal genes, and then the other to satisfy the criteria of Case A in Of1A and Of1B respectively setting one set of DGs as normal genes, and then the other to satisfy the criteria of Case A. The stronger offspring generated will be Of1.
The mutation mechanism is similar to the two types of mutation operators discussed in Section 4.3 except that if the offspring is stronger than its parent, the mutated genes will be denoted as DGs.
Prevention of prematurity and local search
Similarity checking as discussed in Section 4.5 is applied again to prevent the prematurity of solution pool, and the algorithm from searching around a local optimal. However, in order to take the balance between the local search and global search, the algorithm will strategically increase the diversity of the solution pool. Throughout the evolution, the mutation rate is set as two genes for Mutation 1, and one gene for Mutation 2. This low mutation rate can increase the strength of local search. However, to prevent the algorithm from being trapped in a local optimal, each evolution will have an improvement checking. If there is no improvement found after certain number of evolutions, Mutation 2 will be run with 5% rate to slightly bring the searching out of the existing area. If no improvement is found for another certain number of evolutions, Mutation 2 will be run and the rate will be increased to 10%, and so on. The setting of rates is 5%-10%-15%-25%, and is then reset to 5% after a cycle.
Optimization results
The objective of this section is to testify the optimization reliability of the proposed GADG by comparing it with SGA as discussed in Section 4. Again, each model will be individually run for 50 times to measure the deviation of the results obtained with the same number of evolution as adopted in SGA. Table 4 shows that the average results obtained improve from Models 1 to 4. In addition, the deviation of the solutions is smaller. The proposed algorithm can also obtain a shorter makespan but SGA cannot. Fig. 11 shows the average makespan of GADG and SGA obtained in Model 4. In the figure, GADG converge slower than different rates of SGA in the initial stage, but steadily improve to obtain a better solution. This comparison indicates that DG improves the quality of the solution obtained and reduces the deviation of solution generated. Step 1
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Encoding of chromosome
The optimization reliability of GADG has been demonstrated in Section 5. GADG will be applied to solve the DS problem, which is subject to maintenance as discussed in Section 3. The encoding of chromosome will be further modified to FMJOSD, in which the S parameter represents the machine will stop for maintenance (the S parameter will be denoted as 1 if the machine will be maintained after the current operation, otherwise 0). For example, the first gene indicates that M2 in F1 will be maintained after O3 of J3 and it is denoted as DG in Fig. 12. 
Optimization results
The objective of these simulation runs is to demonstrate the significance of considering maintenance during DS. Two sets of simulation runs will be carried out. In Set 1, maintenance will not be considered during DS (as discussed in Section 5). In Set 2, maintenance will be considered during DS. Table 5 shows a sample of the problem parameters with processing time of operation on different machines, and the traveling distance between factories and customers. It has 2 factories and 10 jobs. Assuming the processing time of the operations in F1 and F2 is the same, the selection operator, crossover operator, mutation operator, and similarity checking are similar as discussed in Section 5. The number of evolution adopted is 5000 with the solution pool size of 100. Each set will be run for 50 times individually again to measure the deviation of the results. Table 6 summarizes the results of the simulation runs for Sets 1 and 2. Assuming that maintenance is not required on machines, the average makespan obtained is 510 unit time. However, if each machine is forced to stop for maintenance after its concurrent operation when the age is older than 200 unit time, the average makespan obtained becomes 1780 unit time. However, when maintenance is considered during DS as in Set 2, the average makespan can be shortened to 1280 unit time, which has 28% improvement.
For example, Fig. 13 shows a sample scheduling obtained from Set 1 with the makespan of 490 unit time, and the corresponding scheduling after maintenance is 1920 unit time as shown in Fig. 14. Fig. 15 shows a sample scheduling obtained from Set 2 with only 1220 unit time. This comparison demonstrates that adequate scheduling maintenance during DS can shorten the makespan by improving the machine utilization ratio, such as in Fig. 14, 
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Conclusion
In conclusion, this paper proposed a Genetic Algorithm with Dominant Genes (GADG) approach to solve distributed FMS scheduling problem subject to machine maintenance. The idea of Dominant Genes (DGs) and various genetic operators including selection, crossover, and mutation have been presented. A Simple Genetic Algorithm (SGA) approach has been compared with Petri Nets [35] and Ant Colony [36] in Lee and DiCesare's Model to testify its performance. The optimization results indicate that SGA performs better. However, when the problem size increases, the deviation of the solutions obtained becomes larger. To overcome the problem, DGs is applied. In traditional crossover mechanism, a number of genes will be randomly selected, governed by a predefined crossover rate(s). However, it is usually difficult to ensure that the important part of the chromosome structure can be selected and inherited to its offspring. In the new approach, the proposed DGs identify and record the best genes in each chromosome, and the corresponding structure. The results obtained by GADG have been compared with the ones obtained by SGA. The comparison indicates that GADG improves the quality of the solution, and reduces the deviation of the results obtained. Lastly, GADG has been modified to consider machine maintenance. Two sets of simulation runs have been carried out. Set 1 does not consider maintenance, while Set 2 does. The comparison of the results demonstrates that considering maintenance during DS can shorten the makespan by improving the machine utilization. The average makespan obtained by Set 2 is shorter. In addition, the machine utilization is improved as well. 
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