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1 Introduction
Probability densities contain important information on the structure of quan-
tum mechanical objects. In chemistry, for example, the atomic orbital model
provides a means to visualize the electronic cloud. In nuclear physics, it has
long been held that wave functions can be measured in knock-out experiments
as long as the quasielastic approximation holds (see, e.g., Refs. [1–3] and ref-
erences therein). However, in general kinematic situations this is not true: at
shorter distance scales strength can be shifted between the initial-state wave
function, the current operator, and final-state interactions by means of unitary
transformations or a redefinition of field variables [4–8].
Here we consider probability densities for halo nuclei. Halo nuclei are char-
acterized by a tightly bound core and a few loosely bound valence nucleons.
They show universal properties independent of the details of their structure at
short distances [9,10]. Due to this separation of scales in terms of a core mo-
mentum scale, Mcore, and a halo momentum scale, Mhalo Mcore, halo nuclei
can be described as effective few-body systems in an expansion in Mhalo/Mcore.
This expansion is conveniently implemented using the framework of Halo Ef-
fective Field Theory (Halo EFT) [11–13].
Halo nuclei consisting of two valence neutrons and a core are an effective
three-body problem in Halo EFT. In this case, the full wave function depends
on two Jacobi momenta. As we will discuss below this leads to some complica-
tions in the definition of the probability density due to the angular-momentum
recoupling that arises in transformations between different sets of Jacobi co-
ordinates. These complications occur for any three-body bound state in which
interactions are defined on a partial-wave basis.
Here we focus on the momentum-space probability density for 6He, where
two valence neutrons interact with each other and with an α-particle core. 6He
has already been discussed at leading order in Halo EFT [14,15]. We follow
the Halo EFT treatment of 6He by Ji et al. [15], which includes the 1S0 nn
interaction and the 2P3/2 nc interaction at leading order using a dibaryon for-
malism. The cn t-matrix then corresponds to an energy-dependent potential.
This necessitates modification of the standard normalization and orthogonal-
ity conditions, which in turn affects the expression for the momentum-space
probability densities.
Our approach is to construct two-body potentials, and corresponding am-
plitudes, that reproduce Halo EFT—or, equivalently, the effective-range ex-
pansion (ERE)—up to a given order and then solve the momentum-space Fad-
dev equations. By doing this we obtain a solution to the three-body problem
in which the asymptotic wave function is factorized and incorporates two-
body subsystems with phase shifts described by the ERE. But this is not
the only way to achieve that end. In Refs. [16,17] Fedorov and Jensen used
the adiabatic hyperspherical approach and imposed short-distance boundary
conditions on each Faddev component of the wave function that ensure that
two-body amplitudes agree with the ERE up to terms of O(k4).
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Note that we refer to our approach to 6He as Halo Effective Field Theory
(Halo EFT), even though the wave function of 6He is obtained by solving the
Schro¨dinger/Faddeev equation for suitably chosen effective potentials. Our ap-
proach has all the features of an EFT: it provides a power-counting scheme
to calculate higher-order corrections and so offers a way to systematically im-
prove calculations and obtain error estimates. Many-body forces and other
higher-order terms enter naturally as specified by the counting scheme. Con-
sequently, it is common practice to refer to this framework as “Halo EFT”: this
nomenclature was established already in the paper of Ji et al. that computed
6He in this manner [15].
The paper is organized as follows: In Sec. 2 the Halo EFT for 6He is re-
viewed. We write down the Faddeev equations for this system and compute
the potentials necessary to reproduce the leading-order cn and nn amplitudes
in Halo EFT. This is done using separable potentials with two different form-
factor choices. The coupling strengths thereby obtained are, in general, energy
dependent. The quantum mechanics of energy-dependent potentials is then
discussed in Sec. 3 at a generic level. As an example the momentum-space
probability density of a two-body bound state with an energy-dependent con-
tact interaction is worked out. In Sec. 4 we derive the expressions for the
probability density of 6He with and without the modifications due to energy
dependence of the potential. We show results for different regulator parame-
ters and different form factors and observe that the low-momentum part of
the density is independent of these choices. Furthermore, we show that the
modifications of the probability density due to the energy dependence of the
potentials are small for momenta in the domain of validity of the EFT. Finally,
in Sec. 5 we summarize our results and give an outlook.
2 Halo EFT for 6He
2.1 From Halo EFT to the 6He wave function via the Faddeev equations
Our aim is to solve the stationary three-body Schro¨dinger equation H |Ψ〉 =
E3 |Ψ〉 using the Faddeev equations, with the Hamiltonian H derived from
the leading-order Halo EFT for 6He. In Halo EFT—as in the cluster models
that came before it, e.g., Refs. [18–22]—6He is a three-body problem with
the neutrons n and the core c as degrees of freedom. Within this review we
follow [15], where Halo EFT for 6He is set up, the Faddeev amplitudes are
calculated and the three-body system is renormalized. A general discussion
of the Faddeev equations can be found in [23] and a general review in the
context of Halo EFT in [13]. The path from the EFT to our Hamiltonian is
that the EFT’s power counting determines the t-matrices that describe two-
body scattering to a given accuracy. From there we infer the potential terms
V of the Hamiltonian via the Lippmann-Schwinger equation.
In fact, for solving the Faddeev equations explicit expressions for the t-
matrices are sufficient. Expressions for the potentials are not necessary. Nev-
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ertheless, there are two reasons that make explicit formulas for the potentials
desirable. The first, somewhat usual, reason is that explicit expressions for the
potentials allow us to cross-check whether the found solution really solves the
stationary Schro¨dinger equation(
H0 +
∑
i
Vi + V3
)
|Ψ〉 = E3 |Ψ〉 . (1)
Note that here we follow the usual spectator notation for the three-body prob-
lem, as inspired by Faddeev’s treatment [24], and denote the kinetic energy
operator by H0, the two-body potential corresponding to spectator i by Vi,
and the three-body potential by V3. The second reason is that when either
the two-body or three-body potential in the Hamiltonian is energy dependent,
the standard formula for wave function normalization needs to be modified by
adding extra terms related to the potential.
We start down the path to solution of Eq. (1) by reviewing the connec-
tion between the two-body t-matrices t and potentials V . It is given by the
Lippmann-Schwinger equation for the t-matrix
t = V + V G0t , (2)
whereG0 = (E −H0)−1 is the free Green’s function. In order to distinguish the
different two-body interactions we introduce spectator indices i ∈ {n, n′, c}.
The t-matrix ti is the one corresponding to Vi via Eq. (2). In the case of two-
body potentials Vi we are limiting ourselves to separable potentials. They have
the advantage of significantly reducing the numerical effort needed to solve the
Faddeev equations. In momentum space a separable potential is given by
〈p|Vi(E)|p′〉 = (2li + 1)Pli(p · p′)gli(p)λi(E)gli(p′) . (3)
Since Pl denotes the l-th Legendre polynomial Eq. (3) encodes an interaction
that only happens in the partial wave li. The strength of the potential is given
by λi, which can be energy dependent. The dependence on off-shell momenta
completely resides in the so-called form-factors g(p). These form factors de-
scribe the shape of the potentials, their specific forms at high momenta should
not affect low-energy observables. In an EFT treatment gli(p) can be used to
regularize ultraviolet divergences in scattering equations. The separability of
the potential implies also the separability of the t-matrix:
〈p|ti(E)|p′〉 = (2li + 1)Pli(p · p′)gli(p)τi(E)gli(p′) . (4)
In our EFT treatment the expressions for the t-matrices are given according to
a power counting in scattering parameters and/or binding momenta. They are
also defined in terms of these, effective-range expansion, parameters. τi(E) is
therefore determined once the power counting and order of the calculation have
been specified. The strength parameter λi follows by partial-wave projecting
and reshaping the Lippmann-Schwinger equation (see, e.g., Ref. [25]):
λ−1i (E) = τ−1i (E) + 4pi
∫ ∞
0
q2 (gli(q))
2
E − q22µjk + i
dq . (5)
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Now that we have summarized the two-body sector we can proceed to the
solution of the three-body problem using the Faddeev equations. In a first step
we neglect three-body forces, they will be included later. Our aim is to solve
the stationary Schro¨dinger equation (1). Since the system is bound, we specify
E3 = −B(0)3 , with B(0)3 the binding energy of the three-body system relative
to the cnn threshold. Following Faddeev the total state is decomposed into
the Faddeev components
|ψi〉 := G0Vi |Ψ〉 , (6)
which fulfill ∑
i
|ψi〉 = |Ψ〉 . (7)
The Schro¨dinger equation then becomes equivalent to the set of coupled Fad-
deev equations:
|ψi〉 = G0ti
∑
j 6=i
|ψj〉 . (8)
At this point it is useful to discuss the basis states in terms of which
the obtained result |Ψ〉 shall be represented. In the center-of-mass frame two
independent momentum variables are needed to describe the state of the three-
particle system. We use standard Jacobi coordinates p and q, where p is the
relative momentum in the two-body subsystem. The momentum of the third
particle relative to the center of mass of the two-body subsystem is given by q.
Depending on the choice of the third, spectator, particle three sets of Jacobi
coordinates can be defined. The relations between the Jacobi momenta and
the single particle momenta ki are given by
pi := µjk
(
kj
mj
− kk
mk
)
, (9)
qi := µi(jk)
(
ki
mi
− kj + kk
Mjk
)
, (10)
where Mjk := mj + mk, with reduced masses µjk := mjmk/ (mj +mk) and
µi(jk) := miMjk/ (mi +Mjk). Different sets of Jacobi momenta with other
spectators are given by cyclic permutations of ijk.
We now discuss the description of angular momenta. The relative orbital
angular momentum of the two-body subsystem is given by l, the one of the
third particle with respect to the two-body subsystem is denoted by λ. The
total spin of the two-body subsystem is given by s, the spin of the third
particle by σ. The total angular momentum of the three-body system is J .
In order to do the angular momentum coupling one has the choice between
jJ -coupling or LS-coupling. In jJ -coupling the angular momenta of the sub-
system are coupled to j := l + s. The angular momenta of the third particle
make up I := λ + σ. Often a description of the states in the jJ -coupling
scheme is useful (see [23]):
|(l, s) j, (λ, σ) I; J,M〉 :=
∑
mj+mI=M
C(jmjImI JM) |l, s; j,mj〉 |λ, σ; I,mI〉 , (11)
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where C(l1m1l2m2 LM) := 〈l1m1l2m2|(l1l2)LM〉 is the Clebsch-Gordan coef-
ficient. In the case of 6He the quantum numbers of the ground state Jpi = 0+.
Our assumptions, that the nn interaction happens in the 1S0 channel and
the nc one acts in the 2P3/2, then fix all quantum numbers in the case of
jJ -coupling. This is summarized in the multiindices
|Ωc〉 := |(0, 0) 0, (0, 0) 0; 0, 0〉 , (12)
|Ωn〉 :=
∣∣∣∣(1, 12
)
3
2 ,
(
1, 12
)
3
2 ; 0, 0
〉
, (13)
where the quantum numbers are written in the same order as in (11) and
the multiindex |Ωi〉 is implicitly defined to mean that those quantum num-
bers refer to the co-ordinate system in which particle i is the spectator. The
representations of these indices in LS-coupling are given in [15].
Now we are equipped to set up the Faddeev equations. We insert the iden-
tity 1 =
∑
Ω
∫
dp p2
∫
dq q2 |p, q;Ω〉〈p, q;Ω| into Eq. (8) in order to obtain a
representation of the Faddeev equations. For this purpose the matrix elements
of the t-matrix and the Green’s function are necessary:
i
〈p, q;Ω|ti(E3)|p′, q′;Ω′〉i = 4pigli(p)τi
(
E3 − q
2
2µi(jk)
)
gli(p′)
× δΩ,Ω′δΩ,Ωi
δ(q − q′)
q2
, (14)
i
〈p, q;Ω|G0 (E3)|p′, q′;Ω′〉i =
(
E3 − p
2
2µjk
− q
2
2µi(jk)
)−1
× δΩ,Ω′ δ(p− p
′)
p2
δ(q − q′)
q2
, (15)
where E3 is the energy of the three-particle system.
In the case of a separable potential it is useful to define new components
|Fi〉, which lead to a simpler set of equations [25]. These are given by
|ψi〉 =: G0ti |Fi〉 . (16)
Now, the Faddeev equations become
|Fi〉 =
∑
j 6=i
G0tj |Fj〉 . (17)
By inserting identities and some reshaping one obtains the final version of the
Faddeev equations:
Fi(q) = 4pi
∑
j 6=i
∫
dq′ q′2Xij(q, q′;E3)τj(q′;E3)Fj(q′) , (18)
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with the definitions
Fi(q) :=
∫
dp p2gli(p)i〈p, q;Ωi|Fi〉 , (19)
Xij(q, q′;E3) :=
∫
dp p2gli(p)G
(i)
0 (p, q;E3)
×
∫
dp′ p′2
i
〈p, q;Ωi|p′, q′;Ωj〉j glj (p′) . (20)
Eq. (18) is a set of homogeneous Fredholm integral equations of the second
kind. It can be solved numerically by discretization of the momentum-space
integral. Eqs. (16) and (7) then determine how the wave function is obtained
from the solution for Fi(q).
The two integrals in Xij(q, q′) can be reduced to one integration over an an-
gle using the delta functions in the recoupling coefficient
i
〈p, q;Ωi|p′, q′;Ωj〉j .
In the case of form factors of the type gl(p) = plθ(βl − p) this integral can
then be evaluated analytically to yield Legendre functions of the second kind
if we neglect the Heaviside step function θ. However, here we carry out this
last integral numerically, since this makes it possible to extend the calcula-
tion to different form factors at a low effort. By making some adjustments the
additional numerical cost can be kept small. This has the additional advan-
tage that no discrepancies due to neglecting the step function are introduced.
Checks of the obtained solution are therefore better fulfilled. The formulas
actually used for Xij are given in appendix B.3.
6He contains two neutrons outside the α core, and the state |Ψ〉 has to be
antisymmetrized with respect to their exchange. Demanding −Pnn |Ψ〉 = |Ψ〉,
where Pnn is the nn permutation operator, and stating Vn′ = (−Pnn)Vn (−Pnn),
one finds (using [Pnn, Vc] = 0) that |ψn′〉 = −Pnn |ψn〉. Furthermore |Fn′〉 =
−Pnn |Fn〉 holds. So, in both versions of the Faddeev equations—(8) and (17)—
only two out of three equations are linearly independent.
Now that the solution procedure has been discussed we specify the t-
matrices at leading order in Halo EFT:
〈p|tc(E)|p′〉 = 14pi2µnn
1
γ0 + ik
, (21)
〈p|tn(E)|p′〉 = 3pp
′
4pi2µnc
1
γ1 (k2 − k2R)
, (22)
where k =
√
2µE is the on-shell momentum of the corresponding system
and we have assumed that p and p′ are much smaller than the cutoff. For
a scattering volume a1 and p-wave effective range r1 the momentum of the
resonance in the nc interaction is given by kR =
√
2/ (a1r1). Furthermore, we
designate γ1 = −r1/2 and γ0 = 1/a0 where a0 is the s-wave scattering length.
There is then a pole in the s-wave at k = iγ0. The t-matrix tn contains no
unitarity piece because of an expansion of the denominator according to the
power counting: in this channel the unitarity term is included perturbatively
at next-to-leading order and beyond [12].
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Finally, we discuss briefly how to solve the stationary Schro¨dinger equation[
H0 +
∑
i
(
Vi + V (i)3
)]
|Ψ〉 = E3 |Ψ〉 (23)
in the presence of the three-body potentials V (i)3 , which are defined with re-
spect to spectator i. This can be done by adjusting the Faddeev equations. As
explained in [23], one method is to modify Eq. (6) to
|ψi〉 := G0
(
Vi + V (i)3
)
|Ψ〉 . (24)
The Faddeev equations, as defined in Eq. (8), then have to be adjusted. In
practice, the equations that are solved to obtain the |Fi〉, (18), then change,
while the formulas for calculating the |ψi〉 and |Ψ〉 from the |Fi〉 are unaltered.
We use the three-body force as set up in [15]. See Ref. [26] for alternative
possibilities.
To close this section we explain a complication in the calculation of the
three-body wave function. Using the properties of the t-matrices in Eqs. (14)
and (16) we obtain
|ψi〉 =
∫
dp p2
∫
dq q2
∑
Ω′
|p, q;Ω′〉i i〈p, q;Ω′|ψi〉
=
∫
dp p2
∫
dq q2 |p, q;Ωi〉i i〈p, q;Ωi|ψi〉 . (25)
The Faddeev component |ψi〉 is thus particularly simple in the representation
|p, q;Ωi〉i. This simplicity does not extend to the full wave function |Ψ〉: |Ψ〉 6=∫
dp p2
∫
dq q2 |p, q;Ωi〉i i〈p, q;Ωi|Ψ〉 in general because of the presence of the
other two Faddeev components. When
∫
dp p2
∫
dq q2
∑
Ω′ |p, q;Ω′〉i i〈p, q;Ω′|ψj〉
is evaluated a recoupling has to be done between different spectators yielding
many non-trivial overlaps. There is thus no single angular momentum state
in the used basis containing the complete angular dependence of the state
|Ψ〉. We therefore project on Jacobi momenta plane wave states, and evaluate
the probability density for specific Jacobi momenta as the expectation value of
the projection operator Pp,q = |p, q〉〈p, q|; this avoids having to choose specific
spin states to project onto.
2.2 Potentials from amplitudes
As already mentioned, we want to calculate the λi from the τi; we do so by
using Eq. (5). The result depends on the chosen form factor. We consider two
different functional forms. First:
gl(p) = plθ(βl − p) , (26)
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where βl denotes the regulation scale and θ is the Heaviside step function. We
call this the Heaviside form factor here. It is the one used in Ref. [15]. The
second is the Yamaguchi form factor
gl(p) = pl
(
1 + p
2
β2l
)−(l+1)
. (27)
The factor of pl is required to ensure the t-matrix satisfies the Wigner threshold
law [27]. The rest of the function gl(p) determines not only the regularization
scheme, but also the off-shell behavior of the t-matrix. As long as an appropri-
ate three-body interaction is included, observables should not depend on the
off-shell behavior of two-body interactions [4,28]. We can test whether this
is really the case in our calculation by examining results for different form
factors.
In the case of Heaviside form factors we employ Eqs. (4) and (5) in Eqs. (21)
and (22) and obtain for the interaction strength:
λc(E) =
1
4pi2µnn
(28)
×
[
1
a0
−
√
−k2 − 2
pi
β0 +
2
pi
√
−k2 arccot
(√−k2
β0
)]−1
,
λn(E) =
1
4pi2µnc
(29)
×
[
γ1
(
k2 − k2R
)− 2k2β1
pi
− 2β
3
1
3pi −
2
pi
(−k2)3/2 arccot(√−k2
β1
)]−1
.
Note that the expressions depend not only on k2 but also on
√−k2. This
is necessary in order to obtain potentials from which the t-matrices are re-
produced exactly. The form of λc(E) and λn(E) which is more convenient
for bound states is given in Eqs. (28) and (29). For scattering problems we
would have to analytically continue via
√−k2 → −ik. A unitarity term, ik,
then becomes visible in the equation for λc, but is canceled by the imaginary
part of the analytic continuation of the arccot. However, the equation for λn
does not have a unitarity term outside the arccot. This is due to the fact that
we use the tn given in Eq. (22), which has no unitarity piece. λc and λn are
also different because expanding the arccot in Eqs. (28) and (29) in powers of
1/βi reveals that, in the limit βi →∞, the energy dependence of λc vanishes
whereas that of λn does not. This is why a discussion of energy-dependent
potentials is unavoidable in that case, see Sec. 3. For the calculations to be
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carried out there we need derivatives of the λi with respect to E. They are
∂λc
∂E
= −8pi2µ2nnλ2c(E)
×
[
1
2
√−k2 −
1
pi
√−k2 arccot
(√−k2
β0
)
+ 1
pi
β0
β20 − k2
]
, (30)
∂λn
∂E
= −8pi2µ2ncλ2n(E)
×
[
γ1 − 2β1
pi
+ 3
pi
√
−k2 arccot
(√−k2
β1
)
+ 1
pi
k2
β1 − k2/β1
]
. (31)
In the case of Yamaguchi form factors the expressions for the strength
parameters are:
λc(E) =
1
4pi2µnn
(
1 + 2k
2
β20
+ k
4
β40
)[
1
a0
− β02 + k
2 1
2β0
]−1
=: 14pi2µnn
uc
vc
,
(32)
λn(E) =
1
4pi2µnc
(
1 + k
2
β21
)4
×
[
γ1
(
k2 − k2R
)− β3116
(
1 + 9k
2
β21
+ 16
√−k23
β31
− 9k
4
β41
− k
6
β61
)]−1
=: 14pi2µnc
un
vn
, (33)
where uc, vc, un and vn are introduced in order to write the derivatives in
a more compact form. These λi also reproduce (22) and (21) exactly. Their
derivatives are:
∂λc
∂E
= 2µnnλc
 2β20 + 2k2β40
uc
−
1
2β0
vc
 , (34)
∂λn
∂E
= 2µncλn
4
(
1 + k2
β21
)3
1
β21
un
−
− r12 − 916β1 + 32
√−k2 + 98 k
2
β1
+ 316
k4
β31
vn
 .
(35)
In [15] similar derivations of the strength parameters were done. Tuning
the regulator parameters β0 and β1 of the Yamaguchi form factors as well as
the interaction strengths λc and λn Ji et al. were able to reproduce the effec-
tive range parameters a0, r0, a1 and r1 without energy-dependent potentials.
However, in contrast to what is done here, the inverse t-matrices in [15] still
contain pieces ∼ 1/βi. They therefore do not exactly reproduce the forms (21)
and (22), but only do so up to regulator artifacts associated with higher-order
terms in the effective-range expansion. By using energy-dependent potentials
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we have completely eliminated these artifacts. We have also guaranteed that r1
is reproduced, no matter what value of the regulator parameter β1 is employed.
The implications of this energy dependence are discussed in the following sec-
tion.
3 Normalization and orthogonality relations for energy-dependent
potentials
3.1 Orthogonality and normalization relations in the presence of
energy-dependent potentials
In this section we consider the Schro¨dinger Equation for an energy-dependent
potential, V (E). We assume that V , while energy-dependent, is still Hermitian,
i.e.,
〈φ1|V (E)|φ2〉 = 〈φ2|V (E)|φ1〉∗ , (36)
for all real energies E and for all states |φ1〉 and |φ2〉. We define eigenstates of
the problem corresponding to the energy E according to:
(H0 + V (E))|ψE〉 = E|ψE〉 . (37)
with H0 also—as usual—a Hermitian operator. Our discussion of this problem
summarizes results from Refs. [29,30].
Consider two eigenstates of H(E) corresponding to different energies, Eα
and Eβ denoted as |ψα〉 and |ψβ〉, respectively. Since the two states correspond
to the solutions of different eigenvalue problems—one for H(Eα) and one for
H(Eβ)—they are not orthogonal. By projecting the equation for the eigenstate
|ψα〉 onto |ψβ〉, and vice versa, and taking the difference of the results, we find:
〈ψβ |V (Eα)− V (Eβ)|ψα〉 = (Eα − Eβ)〈ψβ |ψα〉 , (38)
which may be rewritten as:
〈ψβ |(1−∆Vβα)|ψα〉 = 0 , (39)
with
∆Vβα :=
V (Eα)− V (Eβ)
Eα − Eβ . (40)
Obviously ∆V = 0 for an energy-independent potential. But, in a problem
with an energy-dependent potential, Eq. (39) states that the orthogonality
relation is only obtained if, to the usual “1” that is inserted between the two
states, we add the contribution from ∆V . Alternatively, we can say that 〈ψβ |
is orthogonal to (1−∆Vβα)|ψα〉 and/or |ψα〉 is orthogonal to 〈ψβ |(1−∆Vβα).
This is related to the modifications to the standard scalar product for states
bound by a pseudopotential discussed by Pricoupenko in Refs. [31,32].
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We may use this interpretation as the starting point for construction of the
operator D−1, introduced by McKellar and McKay [29], that converts the set
of states 〈ψβ | into a set of biorthogonal states. I.e., we seek D such that:
〈〈ψβ | = 〈ψβ |D−1 (41)
with
〈〈ψβ |ψα〉 = δβα . (42)
It is then tempting to identify D−1 = 1 − ∆Vβα. However—as pointed out
by Forma´nek et al. [30]—this identification is not correct in general, because
∆Vβα is an energy-dependent, and hence-state dependent, operator. McKellar
and McKay show how to construct D−1 as the solution to an integral equation.
With the operator D−1 in hand we can write a completeness relation:
1 =
∑
α
|ψα〉〈〈ψα| =
∑
α
|ψα〉〈ψα|D−1 . (43)
The presence of D−1 here has an important implication: the set of states
{|ψα〉}, while complete, is not orthornormal, and so cannot be inserted as an
identity when deriving quantum-mechanical equations. This is crucial for some
forms of scattering theory [29], but in the derivations performed in Sec. 2 only
complete sets of plane waves were inserted, so it does not affect any of the
results presented above.
It does, though, affect the normalization condition for the three-body wave
function, and hence the definition of the momentum density. From the resolu-
tion of the identity operator, (43), we identify the projector onto the eigenstate
of H(E) corresponding to energy Eα as
Pα = |ψα〉〈〈ψα| = |ψα〉〈ψα|D−1 . (44)
For Pα defined according to Eq. (44) to be a standard projector onto a subspace
of the Hilbert space of eigenstates of H(E) we need P 2α = Pα. This will only
be true if:
〈ψα|D−1|ψα〉 = 1. (45)
In the case of a linear-in-energy potential, V (E) = V0+V1E, the argument
becomes much simpler, since then ∆Vβα = V1 is state independent, and D−1 =
1− V1 at the operator level. Equation (44) then reduces to:
Pα = |ψα〉〈ψα|(1− V1) , (46)
and the normalization condition is:
〈ψα|(1− V1)|ψα〉 = 1 . (47)
This result permits us to construct the diagonal matrix elements of D−1
for an arbitrary V (E). For energies E ≈ Eα we can replace V (E) ≈ V (Eα) +
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V ′(Eα)(E−Eα). Following the steps of the previous paragraph then gives the
normalization of the state |ψα〉 as:
〈ψα|(1− V ′(Eα))|ψα〉 = 1 . (48)
Forma´nek et al. arrive at the same conclusion by considering the continuity
equation in the presence of an energy-dependent potential [30]. For yet an-
other derivation, see Appendix A. From now on we refer to the normalization
condition 〈ψα|ψα〉 = 1 as the “naive” normalization condition and Eq. (48) as
the “correct” normalization.
The projector Pα is not a Hermitian operator. So simply evaluating diago-
nal matrix elements of Pα using an eigenstate of the momentum operator does
not lead to a momentum-space probability density with expected properties,
e.g., ρα(p) ≥ 0. As pointed out by Forma´nek et al., if it is to correspond to
an observable, the operator O should be Hermitian with respect to matrix
elements 〈〈φ|O|ψ〉. This means that O must equal O# with the operator O#
defined by its matrix elements as:
〈〈ψ|O#|φ〉 := 〈〈φ|O|ψ〉∗ , (49)
or, in operator form:
O# := DO†D−1 , (50)
with † the usual Hermitian conjugation. (Here we have used, without proof,
that D = D†.) The simplest extension of the usual momentum-space projector
|p〉〈p| which obeys this requirement is
Pp =
√
D|p〉〈p|
√
D−1 . (51)
Note that Tr(Pp) = 1 for a set of normalized momentum-space eigenstates.
Note also that Eq. (51) is only well defined if D−1 is a positive semi-definite
operator.
We now construct the momentum-space probability density by taking the
trace of the product of the momentum-space projector (51) and the bound-
state projector (46), which acts as a pure-state density matrix. In general this
gives
ρα(p) = 〈ψα|
√
D−1|p〉〈p|
√
D−1|ψα〉 = |〈p|
√
D−1|ψα〉|2 , (52)
which is non-negative, as expected1. Constructing the operator
√
D−1 is, in
general, somewhat complicated for the three-body problem. In what follows
we will exploit the fact that, for the momenta at which the EFT is valid and
for cutoffs Λ well above the EFT breakdown scale, V ′(Eα)  1 (see explicit
formulas in Sec. 2). In that case the formal expression involving
√
D−1 can be
replaced by
ρα(p) = |〈p|
√
1− V ′(Eα)|ψα〉|2 . (53)
1 This result for the probability density can also be derived without invoking a density
matrix if we instead compute the expectation value in the 6He ground state of the modified
momentum-space projector (51) using the modified scalar product of [30].
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This density is positive semi-definite and is also normalized to 1, provided that
|ψα〉 is normalized according to Eq. (48). But in the regime where V ′(Eα) 1
the density (53) can be further approximated as:
ρα(p) ≈ |〈p|ψα〉|2 − Re(〈p|V ′(Eα)|ψα〉〈ψα|p〉) . (54)
Note that:
1. If such an evaluation of ρα yields a negative number it signifies that we are
outside the domain of validity of the expansion used to justify it.
2. The approximation leading to (54) preserves the normalization of ρα, thanks
to the normalization condition (48).
The above derivation considered eigenstates of a single momentum opera-
tor. In the three-body problem we construct the momentum-space projector
for a specific Jacobi representation and get:
ρi(p, q) ≈ i〈p, q|Ψ〉
〈Ψ |p, q〉i − Re
∑
j
〈
Ψ
∣∣∣∣V ′j
(
Eα −
q2j
2µj(ki)
)∣∣∣∣p, q〉
i
 ,
(55)
where the subscript i now indicates the Jacobi momenta p and q for which
we are computing ρ, and not the state of interest. We have assumed that
the three-body potential, V3, is energy independent, but have not assumed
anything about which two-body subsystem(s) the energy-dependent potential
is active in. If j 6= i recoupling is necessary in order to compute the matrix
element of Vj here.
Finally we reiterate that, while the naive probability density contains only
the one-body part |ψ|2 (or |Ψ |2), our corrected results, Eqs. (54) and (55),
include two-body contributions.
3.2 Example: two-body bound state with an energy-dependent contact
interaction
The EFT for a two-body system in which both the scattering length and
effective range are unnaturally large [33] can be implemented by considering
an energy-dependent potential whose matrix elements are:
〈p|V (E)|p′〉 = 1
∆0 +∆2E
, (56)
with ∆0 and ∆2 parameters that, as we will see below, are related to the
bound-state pole position and residue. If V is interpreted as due to an s-
channel particle exchange then ∆0 is proportional to the particle’s mass shift,
and ∆2 is related to its kinetic mass [34]. Reference [33] showed that the charge
density for such a system includes both one- and two-body terms, but is then
properly normalized. Here we demonstrate that the normalization condition
(48) has the same property.
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First we compute the two-body t-matrix for this problem: t(E) = V (E) +
V (E)G0(E)t(E). Since V (E) is independent of momentum t(E) is too, and
the Lippmann-Schwinger equation becomes algebraic. The solution is:
〈p|t(E)|p′〉 = 1
∆0 +∆2E + 8pimRΛ+ i4pi2mRk
, (57)
with mR the two-body reduced mass, k =
√
2mRE the on-shell momentum,
and Λ a sharp cutoff used to make the integral of G0(E) finite. We adjust ∆0
so that the system has one bound state, at E = −B. t then takes the form:
〈p|t(E)|p′〉 = 14pi2mR
1
1− γr
1
γ + ik , (58)
with:
∆0
4pi2mR
= γ − 2Λ
pi
− rγ
2
2 ;
∆2
4pi2mR
= −rmR . (59)
where r is the effective range for the expansion around the deuteron pole. Note
that the second equation has pieces of O(1/Λ) if we include the regulator in
the potential. In the calculation of the coupling strengths in subsection 2.2
this effect of the s-wave regulator (there denoted β0) was taken into account.
The three-dimensional wave function ψ obtained directly from t(E), with-
out imposing any normalization, is: [35,13]
〈p|ψ〉 = 1
pi
√Zγ
p2 + γ2 (60)
where we have defined Z = 1/(1 − γr) as the wave function renormalization,
because ∫
d3p|〈p|ψ〉|2 = Z . (61)
So the wave function is not normalized according to the naive normalization
condition.
Now
〈p′|V ′(−B)|p〉 = − ∆2(∆0 −∆2B)2 =
r
4pi2
1
(γ − 2Λpi )2
(62)
Therefore the two-body momentum density in the region of validity of the
EFT, Eq. (54) is approximately:
ρ(p) ≈ Zγ
pi2
1
p2 + γ2
[
1
p2 + γ2 −
r
2
1
(γ − 2Λpi )
]
, (63)
where we have regulated the divergent integral encountered in the two-body
contribution to the probability density using the same sharp cutoff as was em-
ployed in the calculation of the t-matrix. (In fact, the same divergent integral
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that appears everywhere in this analysis,
∫ d3p√
(2pi)3
ψ(p) = ψ(r = 0).) Integrat-
ing Eq. (63) over all momenta (and again regulating the second term using a
sharp cutoff) we find: ∫
d3pρ(p) = Z[1− rγ] = 1 . (64)
This verifies that the normalization condition (48) produces a properly nor-
malized probability density for this problem.
To close this section we note a few points that are relevant for our appli-
cation of this formalism to 6He in the next section
– For momenta p ∼ γ the two-body contribution to ρ(p) is a correction to
the one-body piece of O
(
rγ2
Λ
)
. For large cutoffs it is thus negligible at low
momentum. This justifies the linear approximation used to evaluate ρ(p).
– For p ∼ Λ the two-body contribution is larger than the one-body contri-
bution by a factor rΛ.
– In the approximate form of ρ the two-body part of the momentum-space
probability density is negative. This is to be expected since Z > 1. But,
since the positive one-body piece dominates at small momentum, it follows
that ρ(p) will go through zero at a momentum p0 ∼
√
Λ/r. For sufficiently
large Λ this is well above the breakdown scale of the EFT; the expression
we are using for ρ(p) is not reliable for p ∼ p0.
– The two-body contribution to the norm is proportional to a divergent inte-
gral. This, combined with the O(1/Λ) coefficient, produces a finite effect.
4 Results for the probability density
4.1 Calculation of one-body probability density
The probability density is given by
ρi(p, q) := 〈Ψ |
(
|p, q〉i i〈p, q| ⊗ 1(spin)
)
|Ψ〉 or (65)
ρ˜i(p, q) := 〈Ψ |
(
|p, q〉i i〈p, q| ⊗ 1(spin)
)(
1− ∂V
∂E3
)
|Ψ〉 (66)
in the presence of an energy-dependent potential. Note that, in order to de-
fine the projection operator, we include an identity in spin space. Hence, the
probability density we compute here is averaged over all allowed spin states.
|Ψ〉 is calculated from |Fi〉 via the equations |Ψ〉 = |ψn〉 + |ψn′〉 + |ψc〉 and
|ψi〉 = G0ti |Fi〉. Since we obtained Fi(q) :=
∫
dp p2gli(p)i〈p, q;Ωi|Fi〉 , it is
useful to insert an identity between the t-matrix and the Faddeev amplitude
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in the partial wave representation. Due to the projection property of the t-
matrix it also useful to insert one identity on its left. We then obtain∑
Ω
|p, q;Ω〉i i〈p, q;Ω|ψi〉 = |p, q;Ωi〉i 4piG
(i)
0
(
p, q;−B(0)3
)
gli(p)τi
(
q;−B(0)3
)
×
∫
dp′ p′2gli(p′)i〈p′, q;Ωi|Fi〉
= |p, q;Ωi〉i 4piG(i)0
(
p, q;−B(0)3
)
gli(p)τi
(
q;−B(0)3
)
Fi(q)
= |p, q;Ωi〉i ψi(p, q) , (67)
where the definition τi(q;E3) := τi
(
E3 − q2/
(
2µi(jk)
))
is used and the compo-
nent wave function ψi(p, q) := i〈p, q;Ωi|ψi〉 is introduced. In order to evaluate
the expressions for the probability density given in Eq. (65) or in Eq. (66)
using this expression one has to decouple |Ωi〉i into the angular and spin part
as given in [15]. The emerging overlaps of plane wave states with partial wave
states are given by coupled spherical harmonics
YLMlλ (p, q) := 〈p, q|p, q; (lλ)LM〉 (68)
=
∑
ml+mλ=M
C(lmlλmλ LM)Yl,ml(p)Yλ,mλ(q) , (69)
where Yl,ml(p) is the usual spherical harmonic. Using Eq. (67) we obtain2
i
〈p, q|Ψ〉 =
∑
Ω
i
〈p, q|p, q;Ω〉i i〈p, q;Ω|Ψ〉
= ai
1∑
L=0
L∑
M=−L
cL,MYLM11 (Υi) |L,−M〉n
− a˜i
1∑
L=0
L∑
M=−L
cL,MYLM11
(
Υ˜i
)P(spin)nn |L,−M〉n + di4pi |0, 0〉c , (70)
where P(spin)nn is the spin space part of the nn commutation operator Pnn.
The coefficients cL,M result from the recoupling from jJ -coupling to LS-
coupling given in [15]. Thus they do not depend on the spectator. They are
given by cL,M := (−1)M
√
21−L
6L+3 with L ∈ {0, 1} and −L ≤ M ≤ L. Note
2 Note that we abbreviate the spin states in the following way:
|L,−M〉n =
∣∣∣(12 , 0) 12 , 12 ;L,−M〉n ,
|0, 0〉c =
∣∣∣(12 , 12) 0, 0; 0, 0〉c ,
where the notation |(νj , νk) si, σi;S,MS〉i from [15] is used.
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that the result of Eq. (70) is the sum of scalars times spin states. The other
parameters, which depend on the spectator i, are given by
an = ψn(p, q) , (71)
a˜n = ψn
(
κ′nnp, κ
′
nnq
)
, (72)
dn = ψc(κncp, κncq) , (73)
Υn = (p, q) , (74)
Υ˜n =
(
κ′nnp,κ
′
nnq
)
. (75)
for the n as spectator. The definition of the κ are given in appendix B.1. The
functions in ai depend on the norm of the vectors which are contained in Υi,
the analogous relation holds for a˜i and Υ˜i. Subsequently the expressions for c
as spectator are given:
ac = ψn(κcnp, κcnq) , (76)
a˜c = ψn
(
κ′cnp, κ
′
cnq
)
, (77)
dc = ψc(p, q) , (78)
Υc = (κcnp,κcnq) , (79)
Υ˜c =
(
κ′cnp,κ
′
cnq
)
. (80)
Based on Eq. (70) and the following equations we obtain the expression below
for the one-body probability density by using the overlaps of spin states. Most
of these overlaps are given in [15].
ρi(p, q) = 〈Ψ |
(
|p, q〉i i〈p, q| ⊗ 1(spin)
)
|Ψ〉
=
[ 1∑
L=0
L∑
M=−L
c2L,M
(
a2i
∣∣YLM11 (Υi)∣∣2 + a˜2i ∣∣YLM11 (Υ˜i)∣∣2)+ ( di4pi
)2
− 2aia˜i
1∑
L=0
L∑
M=−L
c2L,M (−1)1−L Re
(
YLM11
(
Υ˜i
)∗YLM11 (Υi))
− 2a˜i di4pi c0,0Y
00
11
(
Υ˜i
)− 2ai di4pi c0,0Y0011 (Υi)
]
. (81)
We used that ai, a˜i and di are real.
Because c2L,M is independent of M it follows that ρi(p, q) only depends on
p, q and θpq := arccos (p · q/ (pq)). The simplification is very helpful, since it
reduces the computational effort of angular integrals of the probability density.
Additional remarks on it can be found in appendix B.2. It also motivates an
expansion in cos θpq:
ρ
(ξ)
i (p, q) =
∫ pi
0
dθpq sin θpqPξ(cos θpq)ρi(p, q) , (82)
ρ˜
(ξ)
i (p, q) =
∫ pi
0
dθpq sin θpqPξ(cos θpq)ρ˜i(p, q) , (83)
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where Pξ denotes the ξ-th Legendre polynomial. Although ξ looks like an
angular-momentum quantum number there is, in fact, no wave function com-
ponent angular momentum—neither l nor λ nor L—that can be associated
with it.
4.2 Calculation of two-body probability density
We proceed by calculating an approximation to the two-body probability den-
sity as given in Eq. (66), which accounts for the energy dependence of the
potentials. For simplicity we call it just the two-body probability density and
do not stress its approximate character. In subsection 2.2 the expressions for
the coupling strengths of the potentials Vc and Vn were already derived. As
explained in subsection 2.1, for Vn′ the equation
Vn′ = (−Pnn)Vn (−Pnn) (84)
holds. In following calculations we will use Vn′ |Ψ〉 = (−Pnn)Vn |Ψ〉.
Since V = Vn+Vn′+Vc+V (3) and the three-body potential V (3) is energy
indepedendent, the derivative of the potential with respect to the energy is
given by
∂V
∂E3
= ∂Vn
∂E3
+ ∂Vn
′
∂E3
+ ∂Vc
∂E3
. (85)
It is useful to split the calculation in the following way:
〈Ψ |(|p, q〉i i〈p, q|)
(
1− ∂V
∂E3
)
|Ψ〉 = 〈Ψ |(|p, q〉i i〈p, q|)|Ψ〉
− 〈Ψ |(|p, q〉i i〈p, q|)
∂Vn
∂E3
|Ψ〉 − 〈Ψ |(|p, q〉i i〈p, q|)
∂Vn′
∂E3
|Ψ〉
− 〈Ψ |(|p, q〉i i〈p, q|)
∂Vc
∂E3
|Ψ〉 , (86)
where |p, q〉i i〈p, q| ⊗ 1(spin) is abbreviated by |p, q〉i i〈p, q|. The first term is
the one-body probability density we already computed. In the case of the other
terms we can generalize the expression we have to evaluate a bit. We consider
the calculation of
Oi(p, q) := 〈Ψ |
(
|p, q〉i i〈p, q| ⊗ 1(spin)
)
Oi|Ψ〉 , (87)
where Oi can be either a potential or its derivative. Only the properties these
have in common are used in further simplifications:
i
〈p, q;Ω|Oi|p′, q′;Ω′〉i ∝ δΩ,Ω′δΩ,Ωi
δ(q − q′)
qq′
. (88)
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This enables us the reuse the result for the calculation of “potential energy
densities”3 〈Ψ |(|p, q〉i i〈p, q|)Vi|Ψ〉. Nevertheless, we want to give on this oc-
casion the full matrix elements of the two-body potentials Vi when embedded
in a three-body system:
i
〈p, q;Ω|Vi(E3)|p′, q′;Ω′〉i = 4pigli(p)λi
(
E3 − q
2
2µi(jk)
)
gli(p′)
× δΩ,Ω′δΩ,Ωi
δ(q − q′)
q2
. (89)
This expression also directly determines the matrix elements of V ′i .
Our expressions for the different densities will be expressed using the for-
mula
Oi(p, q) := 〈Ψ |
(
|p, q〉i i〈p, q| ⊗ 1(spin)
)
Oi|Ψ〉
=
[ 1∑
L=0
L∑
M=−L
c2L,M
(
aia
′
i
∣∣YLM11 (Υi)∣∣2 + a˜ia˜′i ∣∣YLM11 (Υ˜i)∣∣2)+ did′i(4pi)2
− (aia˜′i + a˜ia′i)
1∑
L=0
L∑
M=−L
c2L,M (−1)1−L Re
(
YLM11
(
Υ˜i
)∗YLM11 (Υi))
− (a˜id′i + dia˜′i)
1
4pi c0,0Y
00
11
(
Υ˜i
)− (aid′i + dia′i) 14pi c0,0Y0011 (Υi)
]
.
(90)
We used that ai, a′i, a˜i, a˜′i, di and d′i are real. For the coefficients ai, a˜i and
di as well as for Υi and Υ˜i Eqs. (71) to (80) hold. The coefficients a′i, a˜′i and
d′i involve matrix elements of Oi. In order to evaluate i〈p, q;Ωi|Oi|ψj〉 in the
case j 6= i a recoupling in the partial wave basis has to be made. Due to the
properties of |ψj〉 the relation
i
〈p, q;Ωi|Oi|ψj〉 =
∫
dp′ p′2
i
〈p, q;Ωi|Oi|p′, q;Ωi〉i
×
∫
dp˜′ p˜′2
∫
dq˜′ q˜′2
i
〈p′, q;Ωi|p˜′, q˜′;Ωj〉j j〈p˜′, q˜′;Ωj |ψj〉
(91)
holds. Accordingly overlaps of partial wave states with different spectators
have to be evaluated. Helpful identities are given in appendix B.4. With these
3 We put it in quotation marks, since it is actually only an approximation for the potential
energy density. The potential energy density of Vi is defined as Pp,qVi, where Pp,q projects
on the Jacobi momenta, p and q. The formula above represents the expectation value of this
product of operators in the case of potentials which are not energy dependent. Otherwise,
correction terms exist.
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the following relations for On can be derived:
a′n =
∫
dp′ p′2n〈p, q;Ωn|On|p′, q;Ωn〉n ψn(p′, q)
−
∫
dp′ p′2
n
〈p, q;Ωn|On|p′, q;Ωn〉n
×
∫
dΩp′
∫
dΩq˜
1∑
L=0
L∑
M=−L
(−1)L 2
1−L
6L+ 3
× (YLM11 (p′, q˜))∗ YLM11 (κ′nnp,κ′nnq)ψn(κ′nnp, κ′nnq)
+ 1√
2
∫
dp′ p′2
n
〈p, q;Ωn|On|p′, q;Ωn〉n
×
∫ pi
0
dθp′,q˜ sin θp′,q˜ cos θp′,q˜ψc(κncp, κncq) . (92)
a˜′n = 0 , (93)
d′n = 0 . (94)
Note that the arguments of the functions κijk are omitted. They are functions
of the momenta p′ and q˜. The vector q˜ has the same absolute value as q, it is
introduced since q is already in use. For the angular integration
∫
dΩp′
∫
dΩq˜
in the expression above the identities given in appendix B.2 can be used, so
that only one angular integral has to be carried out numerically. In order to
calculate Oc one needs:
a′c = 0 , (95)
a˜′c = 0 , (96)
d′c =
∫
dp′ p′2
c
〈p, q;Ωc|Oc|p′, q;Ωc〉c ψc(p′, q)
+ 1√
2
∫
dp′ p′2
c
〈p, q;Ωc|Oc|p′, q;Ωc〉c
×
∫ 1
−1
d cos θp′,q˜ cos θκcnp,κcnqψn(κcnp, κcnq)
+ 1√
2
∫
dp′ p′2
c
〈p, q;Ωc|Oc|p′, q;Ωc〉c
×
∫ 1
−1
d cos θp′,q˜ cos θκ′cnp,κ′cnqψn
(
κ′cnp, κ
′
cnq
)
(97)
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Also in this case κijk are functions of p′ and q˜. Again, |q˜| = |q| holds. The
density On′ can be obtained with
a′n′ = 0 , (98)
a˜′n′ =
(∫
dp′ p′2
n
〈p, q;Ωn|On|p′, q;Ωn〉n ψn(p′, q)
−
∫
dp′ p′2
n
〈p, q;Ωn|On|p′, q;Ωn〉n
×
∫
dΩp′
∫
dΩq˜
1∑
L=0
L∑
M=−L
(−1)L 2
1−L
6L+ 3
× (YLM11 (p′, q˜))∗ YLM11 (κ′nnp,κ′nnq)ψn(κ′nnp, κ′nnq)
+ 1√
2
∫
dp′ p′2
n
〈p, q;Ωn|On|p′, q;Ωn〉n
×
∫ 1
−1
d cos θp′,q˜ cos θp′,q˜ψc(κncp, κncq)
)∣∣∣∣∣
p=κ′nnp,q=κ′nnq
, (99)
d′n′ = 0 . (100)
As usual, the κijk are functions of the momenta p′ and q˜. The vector q˜ has
the same absolute value as q. The only difference is now, that the whole term
a˜′n′ is evaluated at p = κ′nnp, q = κ′nnq as indicated at the end of the expres-
sion. Again, the angular integration
∫
dΩp′
∫
dΩq˜ can be simplified using the
remarks given in appendix B.2. The relation On′ := (−Pnn)On (−Pnn) was
used in the derivation. In this last case we deviate a bit from the definition
given in Eq. (87). The index for the spectator and the one of the operator O
are not equal in this case. The correct definition for this exceptional case reads
On′(p, q) := 〈Ψ |
(
|p, q〉n n〈p, q| ⊗ 1(spin)
)
On′ |Ψ〉 . (101)
The expressions for the calculation of Oi(p, q) can be tested by considering
the cases of the potentials themselves, where there is another method for
the calculation of Vi(p, q). From the definition of the Faddeev wave function
components in Eq. (6) the relation
Vi |Ψ〉 = G−10 |ψi〉 (102)
follows. Since
i
〈p, q|G−10 |p′, q′〉i =
(
E3 − p2/ (2µjk)− q2/
(
2µi(jk)
))
δ(3)(p− p′)δ(3)(q − q′)
(103)
holds, the calculation of Vi(p, q) using this method requires only simple mod-
ifications of the expression for the one-body probability density given in Eq.
(81). Note that, if the three-body force is included as described in subsection
2.1, Eq. (102) is only true at vanishing three-body couplings.
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We note also that, if the two-body probability density is calculated using
the formulas of this section, then for some terms transformations to a Jacobi-
momentum basis corresponding to a different spectator are required.
4.3 Results for the probability densities
The results were obtained with the parameters B(0)3 = 0.975 MeV from [36],
ann = −18.7 fm from [37], kR = 37.4533 MeV and r1 = −174.0227 MeV. The
latter two were calculated using the results of [38]. Initially, we show results
obtained with Heaviside form factors, where we set β0 = β1 = Λ with the
three-body cutoff Λ. Different angular projections done according to Eq. (83)
are shown in Fig. 1. The color plot of each of the two subfigures shows the
probability density as function of the momenta p and q. On the left and below
these main plots usual 2d-plots are shown. They depict cuts of the probability
density. The left plots show the probability density as function of p at fixed
q, whereas the plots below the color plots show it as function of q at fixed
p. For these fixed values a value of order (but above) the breakdown scale
Mcore ≈ 140 MeV and a value of order of the dineutron binding momentum√
2µc(nn)S2n ≈
√
8/3 × 940 MeV2 ≈ 50 MeV are chosen. We estimate that
the numerical uncertainties4 of our result for the ξ = 0 and ξ = 1 projection
of the (two-body) probability density are smaller than 1%.
The upper panel of Fig. 1 shows that the corrections cause negative proba-
bilities at momenta higher than the high-momentum scale of this EFT Mcore ≈
140 MeV, i.e. in regions where we cannot trust the result anyway. Indeed, the
full probability density (52) is positive semi-definite, so the appearance of neg-
ative values for ρ˜(0)n (p, q)p2q2 in certain regions signals that the approximation
we made to evaluate it has failed there. A contrast is provided by the lower
panel of Fig. 1 where ρ˜(1)n (p, q)p2q2 is negative in the low-momentum regime.
In this case the negative values do not signal a breakdown of the approxima-
tion we made to evaluate ρ˜. This projection of the probability density contains
interferences between different partial waves in the wave function, and so does
not have to be non-negative.
4 We define the following measure for the numerical uncertainty:
maxi,j
(∣∣∣ρ(2n)ij − ρ(n)ij ∣∣∣)
maxi,j
(∣∣∣ρ(2n)ij ∣∣∣)/2 ,
where the ρij is the probability density evaluated on a grid. We put a number propor-
tional to the number of mesh points for the discretization of both the integral equations
and the angular integration in the brackets in the superscript of the ρij . These two numer-
ical techniques—as well as others—generally use different numbers of mesh points, but the
common proportionality factor enables us to change the overall precision. Accordingly this
measure is the maximum absolute difference of the result with fixed numbers of mesh points
and the result obtained with twice as many mesh points, divided by a “typical” density
value. For the latter we choose the half of the maximum of the absolute values.
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Fig. 1 Projections on ξ = 0 (upper panel) and ξ = 1 (lower panel) of the approximation
to the probability density ρ˜n(p, q)p2q2 are shown. These results were obtained with Λ =
750 MeV. Nevertheless, we plot up to 650 MeV in order to show the negative regions.
The ξ = 0 projection of ρ˜n(p, q)p2q2 has its peak at roughly p = 62 MeV
and q = 71 MeV. These momenta are ∼Mhalo and consistent with expectations
based on the S2n of 6He. The full width at half maximum (FWHM) of this
peak in the pq plane is about 150 MeV. This is consistent with ∆p ∼ h¯/∆x
and the FWHM of order 2 fm seen in the spatial probability density of 6He of
Refs. [21,22].
There is an exact symmetry of ρ˜n(p, q) in the limit of a core-to-neutron
mass ratio A := mc/mn of ∞: in that limit ρ˜n(p, q) = ρ˜n(q,p). The deriva-
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tion of this relation is based on two ingredients. One, true for every A, is
the identity ρ˜n(p, q) = ρ˜n′(−p, q). This can be derived using the antisym-
metry of the state |Ψ〉 under neutron exchange and the fact that [Vc + Vn +
Vn′ ,Pnn] = 0. The second ingredient is the equation limA→∞ n′〈p, q|p′, q′〉n =
δ(3)(p′ − q)δ(3)(q′ + p). When written in terms of magnitudes p and q the re-
sulting relation ρ˜n(p, q) = ρ˜n(q,p) becomes ρ˜n(p, q, θpq) = ρ˜n(q, p, θpq). Thus
the ξ = 0 projection of ρ˜n(p, q)p2q2—and all higher-ξ projections too—should
be approximately mirror symmetric with respect to p = q. For the case of
interest to us here, A = 4, the symmetry seems to be quite well fulfilled by the
ξ = 0 projection—perhaps surprisingly given that this is “only” A = 4. The
symmetry is less well obeyed in the ξ = 1 6He results.
Another interesting aspect of the probability density is its high-momentum
tails. There is one tail roughly parallel to the p-axis and a second roughly paral-
lel to the q-axis. At momenta greater than 500 MeV, where our approximation
to the two-body density is definitely no longer justified, the probability density
becomes negative with calculations at higher cutoffs showing that the position
in p of the zero crossing strongly depends on the cutoff. (The parallel-to-the-
q-axis tail shows analogous behavior.) These tails are at least outside of the
region of validity of our approach, and may be pure artefacts of approxima-
tions made in our calculation; the tails of the one-body probability density
do not become negative. The situation seems to be analogous to the example
in Subsec. 3.2, where a two-body system with an energy-dependent poten-
tial is discussed. The one-body probability density is not normalizable, while
the two-body one contains counter terms resolving this issue. But approxima-
tions to the two-body probability density then produce cutoff-dependent zero
crossings.
Nevertheless, our approximation to the full density is valid at low mo-
menta, i.e. the correction due to two-body pieces is small there, as can be seen
from Fig. 2, where the quotients of the two-body and one-body probability
densities are shown next to plots of the two-body probability density. This is
done for ξ = 0 and ξ = 1. The normalization constant changes due to the
modification of the probability density and contains probability values from
regions where we do not trust the density anymore. Therefore the actual val-
ues of the quotient shown in the left panel do not contain the key point. The
point is that the quotient varies very little in the domain of validity of the
EFT. Accordingly the shape of the probability density is the same with and
without the two-body contributions, and so they are small in this sense.
In the left panel of Fig. 3 we compare our results for the two-body prob-
ability density at low momenta for different cutoffs. Due to the modifications
resulting from the energy-dependence of the potentials the normalization con-
stant is in our case cutoff-dependent. Thus again the point is that the quotient
varies little in the region where the EFT is valid. The shape of the probability
density in this region is therefore, to a good approximation, cutoff indepen-
dent, even though the wave function normalization is not. This observation is
also true in case of ρ˜(1)n (p, q)p2q2.
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Fig. 2 The upper left plot shows the probability density ρ˜(0)n (p, q)p2q2, the upper right
shows the quotient of probability densities ρ˜(0)n (p, q)/ρ
(0)
n (p, q). The lower left plot shows
ρ˜
(1)
n (p, q)p2q2, the lower right shows ρ˜
(1)
n (p, q)/ρ
(1)
n (p, q). All were obtained with Λ =
750 MeV.
So far, all results were obtained by using Heaviside form factors. Finally, we
compare results for the two-body probability density obtained with Yamaguchi
form factors5 to those obtained with Heaviside form factors in the right panel
of Fig. 3. This time, the relation between the two-body and three-body cutoffs
is β0 = β1 ≈ Λ/2. The shown ratio of ξ = 0 projections is roughly constant.
This is also true for ξ = 1. This shows that two different regulators in the
two-body potential lead to almost the same results for the 6He wave function.
In summary, we have obtained a two-body probability density valid at low
momenta. The corrections due to the energy dependence are small in this
region. This low-momentum part is approximately regulator independent.
5 Note that we make a small error by using the analytic results for the λi as given in
subsection 2.2, since in these calculations the three-body cutoff Λ is neglected.
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Fig. 3 The left plot shows the quotient of the probability density ρ˜(0)n (p, q) obtained with
Λ = 1500 MeV and the identical quantity obtained with Λ = 750 MeV (both with Heaviside
form factor). The right plot shows the quotient of ρ˜(0)n (p, q) obtained with Yamaguchi form
factors and ρ˜(0)n (p, q) obtained with Heaviside form factors. The right plot was obtained with
Λ = 750 MeV and in case of Yamaguchi form factors with Λ = 950 MeV and β0 = β1 =
500 MeV. It may be useful to have the plot of ρ˜(0)n (p, q)p2q2 as given in the upper left of Fig.
2 in mind when looking at the plots of these quotients.
5 Summary and Future Work
In this work we calculated the probability density of 6He in momentum space.
Within Halo Effective Field Theory, 6He is a three-body nnc bound state. At
leading order the two-body pairwise interactions are parameterized to repro-
duce the nn 1S0 scattering length and the nc 2P3/2 scattering volume and
effective range. A three-body force is mandatory for renormalization [15] and
is adjusted to reproduce the 6He ground-state two-neutron separation energy.
The 6He ground-state three-body wave function was solved in the Fad-
deev formalism, with the nn and nc potentials adjusted to exactly reproduce
the corresponding leading-order amplitudes of Halo EFT. Using partial-wave
decomposition, we obtained the Faddeev components, each of which contains
only one spin-angular-momentum channel in the corresponding Jacobi specta-
tor representation. However, a single channel in one spectator representation
cannot completely describe the three-body total wave function, due to the non-
trivial overlaps between spin-angular-momentum eigenstates from two differ-
ent spectator representations.
The presence of energy-dependent potentials in this problem yields a modi-
fication of the orthonormality conditions used in calculations of the momentum-
space density. In addition to the usual one-body piece of the probability density
〈Ψ |Ψ〉, there is a new two-body term. This is linked to the energy derivative of
the two-body potential, and ensures correct normalization of the probability
density when integrated over a set of momentum eigenstates.
The resulting momentum-space probability density of 6He is a function of
the angle between the Jacobi momenta p and q. We expand this dependence
in Legendre polynomials and focus mainly on the angle-averaged (zeroth mo-
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ment) and p · q (first moment) in that expansion. By comparing the density
obtained with different regulators in the two-body potentials, we see that its
low-momentum part is regulator independent.
Results for the coordinate-space probability density are desirable. They
can be obtained from the momentum-space results presented here via Fourier
transformation. But it is more numerically efficient to first transform the com-
ponent functions Ψi(p, q) via spherical Bessel transforms and then construct
the coordinate-space density. In either approach the transformation is numeri-
cally delicate because of the high-momentum behavior of the momentum-space
probability density. We postpone the presentation of results to a future pub-
lication.
The energy-dependent potential has been commonly used in nuclear re-
action theory as well [39]. In the scattering of nucleons from nuclei optical
potentials are often introduced to account for channels of lower energy than
the elastic energy, which can remove flux. Such optical potentials are energy
dependent and, strictly speaking, probabilities calculated using them should
include additional two-body terms of the type discussed here.
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A Alternative derivation of the normalization condition
In this appendix we give an alternative derivation of the normalization condition in the
presence of an energy-dependent potential. This derivation focuses on the resolvent of H(E).
It is equivalent to the normalization conditions obtained for two-particle vertex functions in
relativistic bound-state equations in Refs. [40,41].
The resolvent of H(E) is:
G(E) := 1
E −H(E) . (104)
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This contrasts with the resolvent of the energy-independent Hamiltonian obtained by eval-
uating H(E) at E = Eα, H¯ := H(Eα). Denoting that resolvent by G¯(E) we have:
G¯(E) := 1
E − H¯ . (105)
By construction, H¯ and H(E) both have |ψα〉 as a right eigenstate corresponding to energy
Eα. The rest of H¯’s spectrum will, however, be different. And, while the eigenstate |ψα〉 is
common to the spectrum of both operators, it is not guaranteed that it should be normalized
in the same way. Indeed, we will show here that it should not be.
Expanding H(E) around E = Eα yields:
G(E) = 1
E − H¯ − (E − Eα)V ′(Eα)− . . .
, (106)
where ′ denotes differentiation with respect to E. This, in turn, allows us to write:
G(E) = G¯(E)
{
1 +
∞∑
n=1
[V ′(Eα)(E − Eα)G¯(E)]n
}
+ regular as E → Eα . (107)
Since G¯(E) is the resolvent of an energy-independent Hermitian operator it has a standard
spectral representation. If Eα is an isolated bound state then that is:
G¯(E) = |ψ¯α〉〈ψ¯α|
E − Eα
+ pieces in the space orthogonal to |ψ¯α〉 . (108)
where we have used |ψ¯α〉 to emphasize that this eigenstates of H¯ obey the standard normal-
ization condition 〈ψ¯β |ψ¯α〉 = δβα, since H¯ is an energy-independent, Hermitian, operator.
As discussed at length in Sec. 3 the states |ψα〉 do not obey this condition, although for
β 6= α this is not a surprise, since the spectrum of H¯ differs from that of H apart from the
one state at E = Eα. But for that particular state we must write:
Z1/2|ψα〉 = |ψ¯α〉 , (109)
with Z an additional wave function renormalization associated with the energy dependence
of V (E).
To fix Z we insert Eq. (108) in Eq. (107) and sum the geometric series. This yields:
G(E) = |ψ¯α〉〈ψ¯α|
E − Eα
1
1− 〈ψ¯α|V ′(Eα))|ψ¯α〉
+ regular as E → Eα . (110)
The factor in the denominator here ensures that the consistency condition:
G′(E) = −G(E)
[
∂
∂E
G−1(E)
]
G(E) . (111)
is satisfied. The spectral decomposition (110) will then take the standard form:
G(E) = |ψα〉〈ψα|
E − Eα
+ regular as E → Eα , (112)
provided we identify:
Z = 1− 〈ψ¯α|V ′(Eα)|ψ¯α〉 = 〈ψ¯α|1− V ′(Eα)|ψ¯α〉 . (113)
In practice this means that we solve the Hamiltonian eigenvalue problem at E = Eα,
thereby obtaining an eigenvector that is, prior to normalization, proportional to both |ψ¯α〉
and |ψα〉. Then, if we wish to compute the latter, we must normalize such that:
〈ψ|1− V ′(Eα)|ψ〉 = 1 , (114)
instead of using the standard
〈ψ|ψ〉 = 1 . (115)
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B Additional formulas for the probability density
B.1 Transformation of Jacobi coordinates
For the evaluation of overlaps of the type
i
〈p, q|p′, q′〉j the following functions are useful,
since they abbreviate many expressions:
pi1(p, q) := p+
A
A+ 1
q , (116)
pi2(p, q) := p+
1
2
q , (117)
pi3(p, q) := p+
1
A+ 1
q . (118)
The transformations can be summarized by the expression
i
〈
p, q
∣∣p′, q′〉
j
=: δ(3)
(
p′ − κijp(p, q)
)
δ(3)
(
q′ − κijq(p, q)
)
, (119)
which defines κijk(p, q) with i, j ∈ {n, c}, i 6= j and k ∈ {p, q}. The functions κijk are given
by
κncp := pi2(q,−pi1(p, q)) , (120)
κncq := −pi1(p, q) , (121)
κcnp := −pi1(q,pi2(p,−q)) , (122)
κcnq := pi2(p,−q) . (123)
Furthermore, we define the functions κ′ijk(p, q) with i, j ∈ {n, c} and k ∈ {p, q} by
i
〈
p, q
∣∣P(spatial)nn ∣∣p′, q′〉
j
=: δ(3)
(
p′ − κ′ijp(p, q)
)
δ(3)
(
q′ − κ′ijq(p, q)
)
, (124)
where the spatial part of the nn permutation operator Pnn is given by P(spatial)nn . The used
functions of the type κ′ijk read
κ′nnp := pi3(q,pi3(p,−q)) , (125)
κ′nnq := pi3(p,−q) , (126)
κ′cnp := −pi1(q,−pi2(p, q)) , (127)
κ′cnq := −pi2(p, q) . (128)
B.2 Simplification of certain combinations of coupled spherical harmonics
In this appendix identities simplifying the angular dependence of the probability density are
given. The angle γ between two vectors v1 and v2 is defined by
cos γ (θ1, ϕ1, θ2, ϕ2) := vˆ1 · vˆ2 (129)
vˆi =
(
sin θi cosϕi
sin θi sinϕi
cos θi
)
. (130)
Expressed in terms of the angles of the two vectors it reads
cos γ (θ1, ϕ1, θ2, ϕ2) := cos θ1 cos θ2 + sin θ1 sin θ2 cos (ϕ1 − ϕ2) . (131)
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In fact, the angular dependence of the coupled spherical harmonic Y0011 is captured entirely
by this angle γ.
Y0011 (θ1, ϕ1, θ2, ϕ2) =
−√3
4pi
cos γ (θ1, ϕ1, θ2, ϕ2) . (132)
Also the following combination of coupled spherical harmonics can be purely expressed in
terms of relative angles:
1∑
M=−1
Y1M11 (θ1, ϕ1, θ2, ϕ2)
(
Y1M11
(
θ′1, ϕ
′
1, θ
′
2, ϕ
′
2
))∗
= 1
2
( 3
4pi
)2 (
cos γ
(
θ1, ϕ1, θ
′
1, ϕ
′
1
)
cos γ
(
θ2, ϕ2, θ
′
2, ϕ
′
2
)
− cos γ
(
θ1, ϕ1, θ
′
2, ϕ
′
2
)
cos γ
(
θ′1, ϕ
′
1, θ2, ϕ2
))
. (133)
Although these relative angles are angles between different vectors, their use simplifies the
probability density a lot. If the identity is applied to our probability density all these rel-
ative angles will be only functions of p, q and θpq . Therefore angular integrations over the
probability density simplify significantly. Instead of four angular integrals only the one over
θpq has to be carried out numerically.
B.3 Numerical calculation of Xij
In the following expressions for the numerical calculation of the Xij are given for any type
of form factor. In a first step the expression for Xnn is derived using the identity
n
〈
p, q;Ωn
∣∣−Pnn∣∣p′, q′;Ωn〉
n
= −
∫
dΩp
∫
dΩq
∫
dΩp′
∫
dΩq′
×
n
〈
p, q;Ωn
∣∣(∣∣p, q〉
n n
〈
p, q
∣∣P(spatial)nn ∣∣p′, q′〉
n n
〈
p′, q′
∣∣⊗ P(spin)nn )∣∣p′, q′;Ωn〉
n
.
(134)
The calculation yields
Xnn
(
q, q′;E
)
=
∫
dp p2
∫
dp′ p′2gln (p)G
(n)
0 (p, q;E)gln
(
p′
)
n
〈
p, q;Ωn
∣∣−Pnn∣∣p′, q′;Ωn〉
n
= −
∫
dΩp
∫
dΩq
∫
dΩp′
∫
dΩq′ gln
(
pi3
(
q′, q
))
G
(n)
0
(
pi3
(
q′, q
)
, q;E
)
gln
(
pi3
(
q , q′
))
×
1∑
L=0
L∑
M=−L
(−2)1−L
6L+ 3
(
YLM11 (p, q)
)∗ YLM11 (p′, q′)
× δ(Ω)
(
p− pi3
(
q′, q
))
δ(Ω)
(
p′ − pi3
(
q, q′
))
= −
∫
dΩq
∫
dΩq′ gln
(
pi3
(
q′, q
))
G
(n)
0
(
pi3
(
q′, q
)
, q;E
)
gln
(
pi3
(
q , q′
))
×
1∑
L=0
L∑
ML=−L
(−2)1−L
6L+ 3
(
YLML11
(
pi3
(
q′, q
)
, q
))∗ YLML11 (pi3(q, q′), q′) , (135)
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where δ(Ω)(p− p′) := δ(ϕ− ϕ′) δ(θ−θ
′)
sin θ holds. In order to evaluate this expression only one
angular integral has to be computed numerically by using the identities given in appendix
B.2
The calculation of Xnc is based on an identity similar to Eq. (134):
n
〈
p, q;Ωn
∣∣p′, q′;Ωc〉
c
=
∫
dΩp
∫
dΩq
∫
dΩp′
∫
dΩq′
×
n
〈
p, q;Ωn
∣∣(∣∣p, q〉
n n
〈
p, q
∣∣p′, q′〉
c c
〈
p′, q′
∣∣⊗ 1(spin))∣∣p′, q′;Ωc〉
c
. (136)
With it one obtains
Xnc
(
q, q′;E
)
=
∫
dp p2
∫
dp′ p′2gln (p)G
(n)
0 (p, q;E)glc
(
p′
)
n
〈
p, q;Ωn
∣∣p′, q′;Ωc〉
c
= −
∫
dΩp
∫
dΩq
∫
dΩp′
∫
dΩq′ gln
(
pi1
(
q′, q
))
G
(n)
0
(
pi1
(
q′, q
)
, q;E
)
glc
(
pi2
(
q , q′
))
×
√
2
3
(
Y0011 (p, q)
)∗ Y0000(p′, q′)δ(Ω)(p+ pi1(q′, q))δ(Ω)(p′ − pi2(q, q′))
= −
∫
dΩq
∫
dΩq′ gln
(
pi1
(
q′, q
))
G
(n)
0
(
pi1
(
q′, q
)
, q;E
)
glc
(
pi2
(
q , q′
))
×
√
2
3
(
Y0011
(
−pi1
(
q′, q
)
, q
))∗ Y0000(pi2(q, q′), q′)
= 1√
2
∫ 1
−1
d cos θq,q′ gln
(
pi1
(
q′, q
))
G
(n)
0
(
pi1
(
q′, q
)
, q;E
)
glc
(
pi2
(
q , q′
))
cos θ−pi1(q′,q),q ,
(137)
where the definition θa,b := arccos (a · b/ (ab)) holds. Note that
Xnc
(
q, q′;E
)
= Xcn
(
q′, q;E
)
(138)
holds. This can be shown using that
n
〈p, q;Ωn|p′, q′;Ωc〉c is real.
The implementation of these results was checked by evaluating the expressions for Heav-
iside form factors, for which the analytic expressions have been calculated in [15]. As in the
derivation of the analytic expressions the Heaviside form factors have been neglected, dis-
crepancies from the numerical results can occur at momenta of the order of the regularization
scale.
B.4 Overlaps in partial wave basis
In the following expressions for the overlaps of partial wave states with different spectators
are derived. Also matrix elements of the nn permutation operator Pnn = P(spatial)nn ⊗P(spin)nn
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are given in this basis. We obtain
c
〈
p, q;Ωc
∣∣p′, q′;Ωn〉
n
=
∫
dΩp
∫
dΩq
∫
dΩp′
∫
dΩq′
×
c
〈
p, q;Ωc
∣∣(∣∣p, q〉
c c
〈
p, q
∣∣p′, q′〉
n n
〈
p′, q′
∣∣⊗ 1(spin))∣∣p′, q′;Ωn〉
n
=
√
2
(4pi)2
∫
dΩp
∫
dΩq
∫
dΩp′
∫
dΩq′
× cos θp′,q′δ(3)
(
p′ − κcnp(p, q)
)
δ(3)
(
q′ − κcnq(p, q)
)
, (139)
c
〈
p, q;Ωc
∣∣Pnn∣∣p′, q′;Ωn〉
n
=
∫
dΩp
∫
dΩq
∫
dΩp′
∫
dΩq′
×
c
〈
p, q;Ωc
∣∣(∣∣p, q〉
c c
〈
p, q
∣∣P(spatial)nn ∣∣p′, q′〉
n n
〈
p′, q′
∣∣⊗ P(spin)nn )∣∣p′, q′;Ωn〉
n
= −
√
2
(4pi)2
∫
dΩp
∫
dΩq
∫
dΩp′
∫
dΩq′
× cos θp′,q′δ(3)
(
p′ − κ′cnp(p, q)
)
δ(3)
(
q′ − κ′cnq(p, q)
)
, (140)
n
〈
p, q;Ωn
∣∣p′, q′;Ωc〉
c
=
∫
dΩp
∫
dΩq
∫
dΩp′
∫
dΩq′
×
n
〈
p, q;Ωn
∣∣(∣∣p, q〉
n n
〈
p, q
∣∣p′, q′〉
c c
〈
p′, q′
∣∣⊗ 1(spin))∣∣p′, q′;Ωc〉
c
=
√
2
(4pi)2
∫
dΩp
∫
dΩq
∫
dΩp′
∫
dΩq′
× cos θp,qδ(3)
(
p′ − κncp(p, q)
)
δ(3)
(
q′ − κncq(p, q)
)
, (141)
n
〈
p, q;Ωn
∣∣Pnn∣∣p′, q′;Ωn〉
n
=
∫
dΩp
∫
dΩq
∫
dΩp′
∫
dΩq′
×
n
〈
p, q;Ωn
∣∣(∣∣p, q〉
n n
〈
p, q
∣∣P(spatial)nn ∣∣p′, q′〉
n n
〈
p′, q′
∣∣⊗ P(spin)nn )∣∣p′, q′;Ωn〉
n
=
∫
dΩp
∫
dΩq
∫
dΩp′
∫
dΩq′
1∑
L=0
L∑
M=−L
(−1)1−L 2
1−L
6L+ 3
×
(
YLM11 (p, q)
)∗ YLM11 (p′, q′)δ(3)(p′ − κ′nnp(p, q))δ(3)(q′ − κ′nnq(p, q)) . (142)
