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We consider the distribution of waiting times between non-interacting fermions on a tight-binding
chain. We calculate the waiting time distribution for a quantum point contact and find a cross-over
from Wigner-Dyson statistics at full transmission to Poisson statistics close to pinch-off as predicted
by scattering theory. In addition, we consider several quantum dot structures for which we can
associate oscillations in the waiting time distributions to internal energy scales of the scatterers. A
detailed comparison with scattering theory and generalized master equations is provided. We focus
on mesoscopic conductors, but our tight-binding models may also be realized in cold atomic gases.
PACS numbers: 72.70.+m, 73.23.-b, 73.63.-b
I. INTRODUCTION
Quantum electronics is a rapidly developing field of
research.1–7 Experimental progress is currently being
made towards the detection of single electrons coherently
traversing a mesoscopic structure. With these advances,
it may soon be possible not only to measure mean cur-
rents, shot noise,8 and the first few higher-order current
correlation functions,9–12 but even the full statistical dis-
tribution of transferred charge in a quantum-coherent
conductor may become accessible. With this in mind,
it is now the right moment to develop statistical tools to
analyze and interpret such experimental data.
In one approach, the full counting statistics (FCS) of
transferred charge is investigated.13–15 Traditionally, the
charge fluctuations are integrated over a long period of
time and the zero-frequency current cumulants are mea-
sured. However, electrical fluctuations at finite times
have become of increasing interest and the FCS of charge
transfer in quantum dots has now been measured in sev-
eral single-electron counting experiments.16–24 In addi-
tion, to characterize short-time fluctuations the distri-
bution of waiting times between transferred charges has
recently been proposed as an alternative to FCS.25–32
Waiting time distributions (WTDs) are known in quan-
tum optics,33,34 but are now also being used in quantum
transport. Methods have become available for evaluat-
ing the WTDs of electronic systems described by gener-
alized master equations25–27,29,30 (GMEs) or by scatter-
ing theory.28,31
In this work we consider the WTD of non-interacting
fermions on a finite-size tight-binding chain with a fixed
number of particles. A central task is to understand if
such a system can mimic the quantum transport in a con-
ductor that is coupled to large particle reservoirs. We de-
velop a method to evaluate the WTD based on work by
Scho¨nhammer who considered the FCS of non-interacting
fermions in a one-dimensional tight-binding system.35–37
Similar tight-binding approaches have been used to eval-
uate the FCS in disordered free-fermion systems38 as well
as the finite-frequency noise39 of driven single-electron
emitters.40–42
In the following, we begin by occupying states in
the left part of the tight-binding chain to establish a
flow of particles via the central scatterer to the right
side of the chain. After a transient behavior, a quasi-
stationary regime is reached during which the particle
current through the scatterer is constant and we can
compute the WTD. We evaluate the WTD for a quan-
tum point contact (QPC) as well as a number of dif-
ferent quantum dot structures. We compare our results
with predictions based on scattering theory and find ex-
cellent agreement.28 This is an important check of our
method, which may thus serve as a stepping stone to-
wards a theory of WTDs for interacting fermions, for
example based on density matrix renormalization group
(DMRG) techniques.43–47 Under appropriate conditions,
we also find good agreement with calculations using gen-
eralized master equations (GME).25,29 We focus here on
electronic conductors, but our tight-binding models may
also be realized in cold atomic gases.48,49
Our paper is organized as follows: In Sec. II we in-
troduce the basic theory of WTDs. We describe our
tight-binding model as well as our method for calculat-
ing WTDs. In Sec. III we illustrate the method with
several applications. We first calculate the WTD for a
QPC and find a cross-over from Wigner-Dyson statistics
at full transmission to Poisson statistics close to pinch-
off as predicted by scattering theory.28 Next, we con-
sider several quantum dot structures. We calculate the
WTD for a single as well as a double quantum dot, which
may enclose a magnetic flux if the quantum dots are ar-
ranged in parallel. We show how oscillations in the WTD
may be associated with internal energy scales of the scat-
terer. For the quantum dot systems we find good agree-
ment with GME calculations.25,29 Finally, we consider
the WTD for a bipartite chain, where a gap opens in the
transmission spectrum as the chain becomes long. Our
work is summarized in Sec. IV. Several technical details
of our calculations are described in the appendices (A-D).
II. WAITING TIME DISTRIBUTIONS
We consider the generic tight-binding model depicted
in Fig. 1a. It consists of left and right tight-binding leads
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FIG. 1. (Color online) Tight-binding model, physical realizations, and dispersion relation. a, Left and right leads connected to
a central scatterer. The leads consist of tight-binding chains with Mα sites, α = L,R, and nearest-neighbor hopping amplitude
t¯. Each lead is coupled with hopping amplitude tα to the scatterer consisting of Ms sites. b, The tight-binding model may
represent a mesoscopic conductor coupled to electronic leads, for instance a QPC as shown here. c, Cold atoms in an optical
lattice are another possible realization of the tight-binding model. d, Cosine-dispersion εk of the leads (thick line), see Eq. (14).
The dispersion relation is linear (thin line) around k = pi/2. The horizontal lines are the eigenenergies of the left (L) and right
(R) leads. The states of the left lead marked with blue (in the shaded region) are initially occupied.
connected to a central scatterer. We consider situations
where non-interacting fermions are transferred from the
left to the right lead via the scatterer. We are interested
in the distributionW(τ) of waiting times τ between sub-
sequent particles appearing at a given site in the right
lead once a stationary particle flow through the scatterer
has been established. Physically, our model may repre-
sent a mesoscopic conductor coupled to electronic leads,
for example the QPC in Fig. 1b, which we describe as a
weak tunneling amplitude between the two leads. Other
realizations include cold fermionic atoms in an optical
lattice as depicted in Fig. 1c.
A central quantity in our work is the idle time prob-
ability (ITP) Π(t0, τ), i. e. the probability of detect-
ing no transferred particles during the time interval
[t0, t0 + τ ].
28,33 In general, the ITP depends both on t0
and τ . However, for stationary processes the ITP is a
function only of the length τ of the time interval, such
that Π(t0, τ) = Π(τ). In this case, the WTD can be
expressed as28,33
W(τ) = 〈τ〉 d
2
dτ2
Π(τ), (1)
where
〈τ〉 =
∫ ∞
0
dτW(τ)τ = − 1
Π˙(0)
(2)
is the mean waiting time. In a conventional quantum
transport setup consisting of a mesoscopic conductor con-
nected to (infinitely large) external electronic reservoirs,
the transport is stationary in the absence of any explicit
time-dependence and the relation above holds. In con-
trast, we consider here a situation in which the external
particle reservoirs are not infinitely large and the number
of particles in the isolated system is fixed. However, as
we will see, after a flow of particles through the scatterer
has been established, a period of time exists where the
transport is quasi-stationary and Π(t0, τ) ' Π(τ) is inde-
pendent of t0. Under these conditions, we may evaluate
the WTD using Eq. (1).
A. Tight-binding Hamiltonian
The tight-binding Hamiltonians that we consider could
originate from a problem of non-interacting spinless
fermions governed by the single-particle Hamiltonian
Hˆ = − ~
2
2me
d2
dx2
+ V (x). (3)
Here, the potential V (x) is only non-zero inside the scat-
tering region. This problem can be discretized on a lat-
tice with lattice spacing a.52 The single-particle wave-
function ψ(x) takes the value
ψl = ψ(x = xl) (4)
on lattice site number l with xl = la. Similarly, for the
potential V (x) we define
Vl = V (x = xl). (5)
3Finally, for the kinetic part of the Hamiltonian we use
the standard discretization55
− ~
2
2me
d2
dx2
ψ(x)|x=xl ' −
~2
2mea2
(ψl+1 − 2ψl + ψl−1)
(6)
from which we can identify
t¯ =
~2
2mea2
(7)
as the tunneling amplitude between neighboring sites.
The discretization in Eq. (6) introduces the constant on-
site energy 2t¯, which is absorbed into the potential by
redefining it as Vl + 2t¯ → Vl. We then arrive at a tight-
binding Hamiltonian of the form
Hˆtb = Hˆscat + Hˆleads + Hˆtun. (8)
The Hamiltonian of the scatterer reads
Hˆscat = −t¯
Ms−1∑
m=1
(|m〉〈m+ 1|+ h.c.) +
Ms∑
m=1
Vm|m〉〈m|,
(9)
having assumed that it consists of Ms sites, labeled as
{|m〉}. Specific expressions for the scatterer are given in
the examples below. The Hamiltonian of the leads
Hˆleads =
∑
α=L,R
Hˆα (10)
consists of the two parts
Hˆα = −t¯
Mα−1∑
m=1
|m,α〉〈m+ 1, α|+ h.c., (11)
where lead α = L,R contains Mα sites labeled as
{|m,α〉}. Finally, if not otherwise stated, tunneling be-
tween the scatterer and the leads is described by the
Hamiltonian
Hˆtun = −tL|ML, L〉〈1| − tR|1, R〉〈Ms|+ h.c., (12)
which connects the rightmost (leftmost) site of the left
(right) lead to the leftmost (rightmost) site of the scat-
terer with tunneling amplitude tL (tR). Below, we will
in general allow tL(R) to be different from t¯.
B. Idle time probability
We are now ready to calculate the ITP. In what follows,
we start out by initializing the left lead with a fixed num-
ber of particles. We consider the system at zero temper-
ature, although a finite temperature can be implemented
following Ref. 37. At time t = 0, we connect the scatterer
to the leads as described by the tunneling Hamiltonian
in Eq. (12). Having established the connection, particles
start to flow from the left lead to the right lead via the
scatterer. After a transient behavior, the flow of particles
becomes quasi-stationary for a period of time, limited by
the finite number of particles and the finite size of the
leads. Still, in this quasi-stationary regime, we may cal-
culate the ITP together with the WTD using Eq. (1).
To evaluate the ITP we first analyze the Hamiltonian
of the leads given by Eq. (11). The eigenstates of each
lead Hamiltonian are the standing-wave solutions35
|kjα〉 =
√
2
Mα + 1
Mα∑
m=1
sin(kjαm)|m,α〉, kjα =
jpi
Mα + 1
,
(13)
j = 1, . . . ,Mα, which vanish outside the leads. The cor-
responding dispersion relation reads
εkjα = −2t¯ cos(kjα), (14)
such that the group velocity becomes
vk =
1
~
∂εk
∂k
=
2t¯
~
sin(k). (15)
We take the same number of sites for the two leads
ML = MR = M. (16)
Additionally, we occupy N0 states of the left lead in the
linear part of the dispersion relation centered around
k = pi/2, see Fig. 1d. Here the group velocity is ap-
proximately constant, since it can be expanded as
vk = vF +O((k − pi/2)2) (17)
close to k = pi/2, where
vF =
2t¯
~
(18)
is the Fermi velocity. The constant group velocity is im-
portant for our calculations of the ITP. For the rest of
the paper, we set ~ = 1.
To evaluate the ITP, we consider a particular site of
the right lead |Md, R〉 and calculate the probability of
detecting no particles at this site during the temporal in-
terval [t0, t0 +τ ]. In the quasi-stationary regime, the ITP
depends only on the length of the time interval τ and is
independent of t0. Importantly, since all particles move
with the Fermi velocity vF from the left lead towards
site |Md, R〉 in the right lead, we may instead consider the
probability of detecting no particles in the spatial interval
between sites |dMd−vF τe, R〉 and |Md, R〉, where d·e de-
notes ceiling (or equivalently, due to the quasi-stationary
conditions, between sites |Md, R〉, and |bMd + vF τc, R〉,
where b·c denotes flooring).
The probability of finding a particular particle between
sites |1, R〉 and |b1 + vF τc, R〉, taking Md = 1 from now
on, is given by the expectation value of the operator24,28
Qˆτ =
MR∑
m=1
|m,R〉〈m,R| Θ(m− vF τ). (19)
4The probability of not observing the particle is then given
by the (single-particle) expectation value of 1− Qˆτ . Be-
low, we consider N0 particles in the system (rather than
a single particle), and the operator 1 − Qˆτ must act on
all particles in the many-body state. The ITP therefore
becomes
Π(τ) = 〈ΨS(t0)|
N0⊗
j=1
[
1− Qˆτ (τ)
]
|ΨS(t0)〉. (20)
Here we have evolved the initial many-body state |ΨS(0)〉
at t = 0 with all particles in the left lead to a time t0,
where the transport has become quasi-stationary. Addi-
tionally, we have defined
Qˆτ (τ) = eiHˆtbτ Qˆτe−iHˆtbτ . (21)
Importantly, as we are dealing with non-interacting
fermions, the many-body state |ΨS(t0)〉 is a Slater de-
terminant (as indicated with the subscript S), which at
t = 0 is constructed from the filled single-particle states
of the left lead. The expectation value of a product of
single-particle operators with respect to a Slater deter-
minant can itself be written as a determinant24,28 and
Eq. (20) thereby simplifies to
Π(τ) = det[1−Qτ (τ)]. (22)
The matrix elements of Qτ (τ) are taken with respect to
the initially filled states of the left lead,
[Qτ (τ)]kmL ,knL = 〈kmL (t0)|Qˆτ (τ)|knL(t0)〉, (23)
which have been evolved from t = 0 to t0, i. e.
|knL(t0)〉 = e−iHˆtbt0 |knL〉. (24)
With these expressions at hand, we are now in position
to state our final result for the WTD. To this end, we
recall Jacobi’s formula for the derivative of a determinant
d
dt
det[A(t)] = Tr[adj{A(t)}A˙(t)], (25)
where adj{A} is the adjugate of A and A˙(t) = ddtA(t).
For invertible matrices, the adjugate reads
adj{A} = det[A]A−1. (26)
For the mean waiting time, we then find
〈τ〉 = 1
Tr[Q˙0(0)]
, (27)
having used Eq. (2). From Eq. (1), we moreover find
W(τ) = Π(τ)Tr
2[GQ˙τ (τ)]− Tr[{GQ˙τ (τ)}2 +GQ¨τ (τ)]
Tr[Q˙0(0)]
,
(28)
where we have defined
G = [1−Qτ (τ)]−1. (29)
In addition, we have
Q˙τ (τ) = i[Htb,Qτ (τ)] + e
iHtbτ (∂τQτ )e
−iHtbτ , (30)
where Htb is the matrix representation of Hˆtb. Using
Eq. (28) we may calculate the WTD for an arbitrary
scatterer connecting the left and right leads.
III. RESULTS
In this section we illustrate our method by calculating
the WTDs for a number of scatterers. First, we consider
a QPC. Special attention is paid to the time it takes the
system to reach the quasi-stationary regime. We discuss
several technical details related to our calculations. In
the following examples we consider a single-level quan-
tum dot as well as a double quantum dot. The two quan-
tum dots can be arranged with the levels either in series
or in parallel, such that a magnetic flux can be enclosed.
We also consider a bipartite chain, where a gap opens
in the transmission spectrum as the chain becomes long.
We compare our numerical results to methods based on
scattering theory28 or generalized master equations.25,29
A. Quantum point contact
We first consider a QPC which directly couples the
left and right leads by the tunneling amplitude tQPC.
The Hamiltonian Hˆscat in Eq. (9) is then absent and the
tunneling Hamiltonian in Eq. (12) is simply
Hˆtun = −tQPC|ML, L〉〈1, R|+ h.c. (31)
To begin with the two leads are unconnected and we pre-
pare the left lead with N0 = M/3 particles in the linear
region of the dispersion relation (recalling that M is the
number of sites in each lead). Specifically, we fill the
states with energies in the interval [−V/2, V/2], where
V = 2t¯. This value of V is chosen as a trade-off between,
on the one hand, staying within the linear region of the
dispersion relation and, on the other hand, having a large
energy window which reduces the computation time.
At t = 0, the two leads are connected and particles
begin to flow from the left lead to the right lead. The
number of particles in the right lead can be expressed as
NR(t) =
∑
kjL occup.
〈kjL|PˆR(t)|kjL〉, t ≥ 0, (32)
where the sum runs over the initially occupied states of
the left lead and we have introduced the projection op-
erator onto the right lead
PˆR(t) = e
iHˆtbt
[
MR∑
m=1
|m,R〉〈m,R|
]
e−iHˆtbt. (33)
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FIG. 2. (Color online) Time-dependent current through the
QPC. The QPC is opened at t = 0. Numerical results (solid
lines) are shown for three different tunneling amplitudes tQPC.
The horizonal dashed lines show the expected stationary cur-
rent based on scattering theory. The vertical dashed lines
mark the “window of opportunity”, [t1, t2], during which the
transport is quasi-stationary and we can evaluate the WTD.
Initially, the left lead is occupied by N0 = 50 particles.
The time-dependent particle current running into the
right lead is then
IR(t) =
d
dt
NR(t) = i
∑
kjL occup.
〈kjL|[Hˆtb, PˆR(t)]|kjL〉, (34)
which can be evaluated in a straightforward manner.
In Fig. 2 we show the time-dependent particle current
for three different values of the QPC tunneling ampli-
tude. After the connection is established at t = 0, the
current goes through a transient behavior before reach-
ing a quasi-stationary value around the time t1 (marked
with a vertical dashed line), see also Refs. 35, 50, and 51.
The value of the quasi-stationary current is consistent
with predictions based on scattering theory (horizontal
dashed lines) as we discuss below. The current stays
constant until the time t2, when finite-size effects become
visible. However, the quasi-stationary regime [t1, t2] pro-
vides us with a “window of opportunity” during which
we may evaluate the WTD using Eq. (28).
In the following, all results are obtained by averag-
ing over at least three calculations with different choices
of starting times t0 ∈ [t1, t2] for evaluating the WTD.
The WTD is calculated for discrete times τm = m/vF ,
0 ≤ m ≤ M , due to the discretization of the leads. The
length of the leads, determining the length of the quasi-
stationary regime [t1, t2], must be chosen such that the
WTD approaches zero before t2 is reached. Typical val-
ues are t1 ≈M/3vF and t2 <∼M/vF .
In Fig. 3 we show WTDs for the three different values
of the tunneling amplitude tQPC. We have rescaled the
horizontal axis by the mean waiting time 〈τ〉 such that
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τ/
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FIG. 3. (Color online) WTD for the QPC. Numerical re-
sults (symbols) for three different tunneling amplitudes tQPC.
For all three curves, the waiting time is given in units of the
mean waiting time 〈τ〉. The numerical results agree well with
predictions based on scattering theory (solid lines), showing a
cross-over from Wigner-Dyson statistics at full transmission
(blue curve) to Poissonian statistics with an approximately
exponential WTD (green curve) at low transmissions.
the mean waiting time of each (rescaled) distribution is
unity. In the linear part of the dispersion relation, the
size of the energy window V only determines the mean
waiting time τ¯ = h/V of the particles in the incoming
many-particle state as shown in Ref. 28. We have checked
that the results in Fig. 3 do not depend on the value of V .
The suppression of the WTDs at short times reflects the
fermionic statistics of the particles, which prevents two
particles from being detected at the same time.
The calculations in Ref. 28 are based on scattering the-
ory with semi-infinite leads connected to the scatterer.
One important prediction is that the WTD for a QPC
should exhibit a cross-over from a Wigner-Dyson distri-
bution at full transmission to Poisson statistics close to
pinch-off. This prediction is confirmed by our numeri-
cal results. Remarkably, at low transmissions the tight-
binding results reproduce the small oscillatory features
in the WTD with period τ¯ , also found in Ref. 28.
To make the comparison with scattering theory quanti-
tative, we calculate the scattering amplitude of our setup
and evaluate the WTD using the method developed in
Ref. 28 (see also App. A). As we show in App. B, the
transmission amplitude reads
tk =
2it¯t∗QPC sin k
|tQPC|2 − t¯2e−2ik . (35)
At full transmission, tQPC = t¯, the transmission probabil-
ity T = |tk|2 = 1 is independent of k. For the stationary
current, we then expect
〈I〉 = GQV, (36)
where GQ is the conductance quantum (= 1/2pi in our
units). This result is shown with a horizontal dashed line
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FIG. 4. (Color online) WTD for a single-level quantum dot.
Numerical results (symbols) are shown for varying level posi-
tions εD and offset vertically for clarity. Calculations based on
scattering theory are shown with full lines. The inset shows a
comparison between the tight-binding approach (with εD = 0
and tL = tR = 0.15t¯) and Eq. (41) obtained from a general-
ized master equation (GME) derived in the high-bias limit.
in Fig. 2 and agrees well with the quasi-stationary current
obtained from our tight-binding calculations. For lower
transmission amplitudes, the stationary current reads
〈I〉 = GQ
∫ V/2
−V/2
dε |tk(ε)|2, (37)
which is also confirmed by Fig. 2. Additionally, we see
that our tight-binding calculations of the WTD in Fig. 3
are in excellent agreement with scattering theory using
the transmission amplitudes in Eq. (35).
B. Single-level quantum dot
As our next application, we consider a single-level
quantum dot. The quantum dot level is denoted as |D〉
and the corresponding energy is εD. In this case, the
Hamiltonian of the scatterer reads
Hˆscat = εD|D〉〈D|, (38)
whereas the tunneling Hamiltonian takes on the form
given by Eq. (12).
Figure 4 shows the WTD for a quantum dot with vary-
ing level position εD. Again our results agree very well
with those obtained from scattering theory. The trans-
mission amplitude is found following the procedure de-
scribed in App. B and reads
tk =
2itLtR sin k
(εk − εD)t¯+ (t2L + t2R)eik
. (39)
By moving εD away from the center of the energy win-
dow, the overall transmission is lowered and the peak of
the WTD shifts to larger times.
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FIG. 5. (Color online) WTD for a serial double quantum
dot. Numerical results (symbols) are shown for different inter-
dot coupling strengths tD. Calculations based on scattering
theory are shown with full lines.
In a complementary approach, we can calculate the
WTD using a GME derived in the high-bias limit follow-
ing Gurvitz and Prager.56 In this approach, the (broad-
ened) energy level is assumed to be positioned well within
the energy window [−V/2, V/2]. This implies that the
rates for tunneling in and out of the level are much slower
than the inverse mean waiting time between incoming
particles τ¯ = h/V . We can then effectively set τ¯ to zero.
The tunneling rates from the left lead to the QD (α = L)
and from the QD to the right lead (α = R) are
Γα ≈ 4|tα|
2
vF
(40)
as shown in App. C. With these tunneling rates, the
WTD becomes25
W(τ) = ΓRΓL
ΓR − ΓL
(
e−ΓLτ − e−ΓRτ)
= Γ2τe−Γτ , ΓL = ΓR = Γ,
(41)
obtained using the GME approach described in App. D.
The GME calculations agree very well with our tight-
binding results, see inset of Fig. 4. There are only small
deviations at short waiting times (hardly visible). This
is due to the GME approach, which predicts a linear
dependence on τ for τ  1/Γ according to Eq. (41).
In contrast, for the tight-binding calculations and from
scattering theory, we expect a quadratic dependence on
τ for τ  τ¯ .28
C. Serial double quantum dot
We now consider a system consisting of two single-level
quantum dots in series. The left (right) level |L〉 (|R〉) at
energy εL (εR) is coupled to the left (right) lead and the
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FIG. 6. (Color online) WTD for a serial double quantum
dot. Numerical results (symbols) are shown for different level
separations ε = |εL−εR|. The levels are shifted symmetrically
with respect to zero such that εL = −εR. Calculations based
on scattering theory are shown with full lines.
levels are connected by the interdot tunnel coupling tD.
The Hamiltonian of the scatterer reads
Hˆscat = εL|L〉〈L|+ εR|R〉〈R| − tD(|L〉〈R|+ h.c.) (42)
and the tunneling Hamiltonian is given by Eq. (12),
In Fig. 5 we show the WTD with different interdot
couplings tD and equal energy levels εL = εR. For tD >
tL, tR, the curves exhibit an oscillatory behavior. As tD
is decreased, the oscillations are damped and the WTD
is shifted toward larger times.
To understand the oscillatory behavior we note that
the eigenenergies of the Hamiltonian in Eq. (42) are
ε± = (εL + εR)/2±
√
(εL − εR)2/4 + t2D. (43)
The difference of the eigenenergies are thus
∆ε = 2
√
ε2/4 + t2D, (44)
having defined ε = |εL − εR|. The energy splitting gives
rise to coherent oscillations in the WTD with frequency
ωosc = ∆ε.
25,29 The oscillations can be understood by
noting that when tD > tR, a particle is likely to oscillate
back an forth between the left and right levels before
exiting to the right lead. The decay of the WTD at long
times is controlled by the tunneling rate to the right lead.
To further corroborate this picture, we consider in Fig. 6
the WTDs with an increasing detuning of the levels. As
expected from Eq. (44), the frequency increases as the
two levels are dealigned.
For the transmission amplitude, we find in this case
tk =
2it¯tLtDtR sin k∏
α=L,R[(εk − εα)t¯e−ik + t2α] + t2D t¯2e−2ik
. (45)
Calculations based on scattering theory are in good
agreement with our tight-binding calculations as illus-
trated in Figs. 5 and 6. We note that the results can also
be reproduced (not shown) with high accuracy using the
GME approach, see Refs. 25 and 29.
D. Double quantum dot enclosing a magnetic flux
We now place the two quantum dots in parallel such
that each one of them is coupled to both leads. In this
setup, a magnetic flux can be enclosed, inducing a vari-
able phase for different paths through the system. The
setup is shown schematically in the inset of Fig. 7. The
two levels with energies ε1(2) are coupled to the left
(right) lead by the tunnel couplings tLi (tRi), i = 1, 2.
In addition, there is a direct link with tunneling ampli-
tude ∆ between the quantum dots. The magnetic flux
Φ through the central area causes a (charged) particle
to acquire a phase factor of e±iφ/4 during each hopping
event where φ = 2pi(Φ/Φ0) and Φ0 = h/e is the magnetic
flux quantum.26 The plus (minus) sign in the exponen-
tial applies if the tunneling event occurs in the clockwise
(counterclockwise) direction around Φ.
The Hamiltonian of the double quantum dot now reads
Hˆscat = ε1|1〉〈1|+ ε2|2〉〈2| −∆(|1〉〈2|+ |2〉〈1|). (46)
In addition, the tunneling Hamiltonian is
Hˆtun = −tL1
(
eiφ/4|1〉〈ML, L|+ h.c.
)
− tL2
(
e−iφ/4|2〉〈ML, L|+ h.c.
)
−tR1
(
e−iφ/4|1〉〈1, R|+ h.c.
)
− tR2
(
eiφ/4|2〉〈1, R|+ h.c.
)
. (47)
For comparison with scattering theory we find for the transmission amplitude
tk =
2it¯ sin k
[
tL2tR2(εk − ε1)eiφ/2 + tL1tR1(εk − ε2)e−iφ/2 − (tR1tL2 + tL1tR2)∆
]
|tL1tR2 − tL2tR1e−iφ|2 + t¯e−ik [
∑
σ(t
2
Lσ + t
2
Rσ)(εk − εσ¯)− 2∆ cos(φ/2)
∑
α tα1tα2] + t¯
2e−2ik [
∏
σ(εk − εσ)−∆2]
,
8where α (= L,R) is the lead index and, and σ (= 1, 2) refers to the quantum dot levels.
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FIG. 7. (Color online) WTD for a parallel double quantum
dot enclosing a magnetic flux. The inset shows the setup
schematically. A blue (red) arrow implies a phase change of
eiφ/4 (e−iφ/4), where φ = 2pi(Φ/Φ0) is given by the magnetic
flux Φ. Direct tunneling between the dots is phase-neutral
(green arrows). Tight-binding calculations corresponding to
different magnetic fluxes are shown as symbols, results based
on scattering theory as solid lines.
In Fig. 7 we show WTDs for three different phase shifts
φ = 0, pi/2, and pi, without direct tunneling between the
quantum dots, ∆ = 0. By varying the phase, we may
modify the interference between the two paths leading
from the left to the right lead, so that it changes from
being constructive (φ = 0) to being destructive (φ = pi).
A particle coming from the left lead propagates through
both quantum dots and interferes with itself in the right
lead. For φ = 0, the interference is constructive and par-
ticles may perform coherent oscillations as seen in the
WTD. At φ = pi, the interference is maximally destruc-
tive and particle transfers through the DQD become in-
creasingly rare. However, because the two paths have
different amplitudes (since ε1 6= ε2), the transmission re-
mains non-zero. The reduced transmission decreases the
oscillations in the WTD as it approaches an exponential
distribution corresponding to a Poisson process.
This picture changes qualitatively with a finite tun-
neling amplitude between the quantum dots, ∆ 6= 0, as
shown in Fig. 8, where φ = pi. Several paths through the
systems are now possible so that the interference block-
ade is lifted and coherent oscillations are restored. In
both figures, our tight-binding calculations are in excel-
lent agreement with scattering theory.
0.0 0.5 1.0 1.5 2.0
τ/
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1.0
〈 τ
〉 W
(τ
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tL1 =tL2 =tR1 =tR2 =0.2t¯, ε1 =−ε2 =0.075t¯, φ=π
Δ=0.0t¯
Δ=0.2t¯
Δ=0.4t¯
FIG. 8. (Color online) WTD for a parallel double quan-
tum dot enclosing a magnetic flux. The destructive inter-
ference between the upper and lower paths is maximal with
φ = 2pi(Φ/Φ0) = pi. By increasing the inter-dot tunneling
amplitude ∆, the destructive interference is reduced and the
oscillations in the WTD are restored. Tight-binding calcu-
lations corresponding to different inter-dot tunneling ampli-
tudes are shown as symbols, results based on scattering theory
as solid lines.
E. Bipartite chain
As a last example we consider transport through a bi-
partite chain of variable length. This could be a simple
model of an extended molecule suspended between two
leads.53,54 The system Hamiltonian
Hˆsys = −
MD−1∑
m=1
{v|2m− 1〉〈2m|+ w|2m〉〈2m+ 1|+ h.c.}
−{v|2MD − 1〉〈2MD|+ h.c.} (48)
describes MD dimers consisting of two sites that are cou-
pled by the tunneling amplitude v. Each dimer is in
addition coupled to its neighbors with tunneling ampli-
tude w < v and the outermost sites are connected to the
leads by the tunneling Hamiltonian in Eq. (12).
The transmission amplitudes are obtained numeri-
cally for different lengths of the chain using the method
described in App. B. In Fig. 9 we show the energy-
dependent transmission obtained for different values of
MS . The transmission shows two bands around ±v
with a gap around ε = 0 that becomes increasingly pro-
nounced as the length of the chain 2MD is increased.
Adding a dimer to the chain increases the number of
peaks in the lower and upper bands by one. For MD →
∞ the peaks become dense within ±v−w ≤ ε ≤ ±v+w
and the transmission peaks become rectangular as shown
by the black curve.
90.6 0.4 0.2 0.0 0.2 0.4 0.6
ε/t¯
0.0
0.2
0.4
0.6
0.8
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|t(
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MD→∞
MD =3
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MD =1
FIG. 9. (Color online) Transmission probability for a bi-
partite chain of length 2MD. As the number of dimers MD
increases, the gap around ε = 0 becomes clearly defined and
the two brands around ±v become rectangular as indicated
with a black line.
In Fig. 10 we show results for the WTDs for different
lengths of the chain. In the case MD = 1, we recover
the result for a serial double quantum dot with ε = 0
and tD = v, cf. Sec. III C. Interestingly, as more dimers
are added, the WTDs eventually converge to a universal
curve (shown with a dashed line), which is independent
of the length 2MD.
IV. CONCLUSIONS
We have presented a method for calculating the waiting
time distributions (WTDs) of non-interacting fermions
on a finite-size tight-binding chain. As applications of
our method, we have calculated the WTDs for a quan-
tum point contact (QPC) and several different quantum
dot structures. Our tight-binding approach reproduces
the Wigner-Dyson distribution expected for a fully trans-
mitting QPC and it agrees well with predictions based
on scattering theory at transmissions below unity. In
addition, we can associate oscillations in the WTDs to
internal energy scales of quantum dot structures. For
quantum dots in series, the oscillations are clearly re-
lated to the energy splitting of the hybridized states. For
quantum dot structures enclosing a magnetic flux, we
find that the WTD carries signatures of the interference
between different traversal paths. Finally, for a bipar-
tite chain, the WTDs converge towards a universal curve
as the length of the chain is increased. In the high-bias
limit, we find good agreement with calculations based on
generalized master equations.
The agreement with existing approaches is an impor-
tant check of our method. In particular, it raises the
hope that similar tight-binding calculations may be gen-
eralized to include interactions, for example using density
0.0 0.5 1.0 1.5 2.0
τ/
〈
τ
〉0.0
0.5
1.0
1.5
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2.5
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tL =tR =0.3t¯, v=0.4t¯, w=0.2t¯
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MD =2
MD =3
MD =4
MD À1
FIG. 10. (Color online) WTD for a bipartite chain of length
2MD. Results obtained with the tight-binding method are
shown with symbols. Results obtained from scattering theory
are indicated with full lines. The curves are offset vertically.
As the length of the chain is increased, the results converge
towards the universal curve shown with a dashed line. The
universal curve is obtained from scattering theory, taking very
long chains, where the gap in the spectrum is fully developed.
matrix renormalization group (DMRG) techniques.43–47
It would also be interesting to investigate the WTDs for
tight-binding chains with periodic drivings in the spirit
of Refs. 27, 31, 32, 39, and 41.
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Appendix A: Scattering approach to WTDs
For the sake of completeness, we provide here the es-
sential steps in calculating WTDs within scattering the-
ory following Ref. 28. In this approach, the WTD is
calculated in the basis of the scattering states,
ϕk(x) =
{
eikx + rke
−ikx, x < 0
tke
ikx, x > xs > 0
(A1)
where the interval [0, xs] contains the scatterer with
transmission (reflection) amplitudes tk (rk). The dis-
persion relation is linearized in the transport window
[εF , εF + eV ], where V is the applied voltage, such that
εk =
~2k2
2m
' εF + ~vF k′. (A2)
Here vF = ~kF /m is the Fermi velocity and we have
defined k′ = k − kF , which is much smaller than the
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Fermi momentum, k′  kF .
The momentum interval [kF , kF + eV/~vF ] is split
into N intervals of size κ = eV/N~vF . The many-
body Slater determinant is constructed from the time-
dependent single-particle wave functions
φm(x, t) =
e−iεF t/~√
2piκ
∫ κm
κ(m−1)
dk′e−ivF k
′tϕkF+k′(x).
(A3)
We moreover define the single-particle operator
Qˆτ =
∫ x0+vF τ
x0
dx|x〉〈x|, (A4)
where x0 > xs is located on the right side of the scatterer.
The matrix elements of Qτ are
[Qτ ]m,n = 〈φm(τ)|Qˆτ |φn(τ)〉, (A5)
which in the limit N →∞ become
[Qτ ]m,n =
t∗κmtκn
2pii
1− eivF τκ(n−m)
n−m , (A6)
having redefined tkF+κn → tκn. Finally, the ITP is28
Π(τ) = det(1−Qτ ) (A7)
from which the WTD follows using Eq. (1). We note
that only the transmission amplitude tk of the scatterer
is required to calculate the WTD.
Appendix B: Transmission amplitudes for
tight-binding systems
To obtain the transmission of a given scatterer we
consider an incoming plane wave that is transmitted
with amplitude tk and reflected with amplitude rk,
cf. Eq. (A1).
The Schro¨dinger equation for the eigenstates of the
tight-binding Hamiltonian reads
Hˆtb|φk〉 = εk|φk〉. (B1)
We expand the eigenstates on the lattice sites as
|φk〉 =
∑
α=L,R
Mα∑
m=1
ckαm|m,α〉+
Ms∑
m=1
ckm|m〉, (B2)
where the first sum runs over the sites in the leads and
the second sum over the sites of the scatterer.
We evaluate the Schro¨dinger equation on the last site
of the left lead and on the first site of the right lead57
〈ML, L|Hˆ|φk〉 =εkckLML = −t¯ckL(ML−1) − tLck1 ,
〈1, R|Hˆ|φk〉 =εkckR1 = −t¯ckR2 − tRckMs ,
(B3)
assuming that the scatterer is coupled to the left (right)
lead with hopping amplitude tL (tR). Similar equations
can be formulated for each site of the scatterer, giving us
a total of 2 +Ms equations. Next, we make the ansatz
ckLm = e
ik(m−ML) + rke−ik(m−ML),
ckRm = tke
ik(m−1) (B4)
for the lead coefficients. Inserting the ansatz into the
2 + Ms (linear) equations above, we can solve for the
amplitudes tk and rk.
For the QPC considered in Sec. III A, Eqs. (B3) and
(B4) become
εk(1 + rk) = −t¯(e−ik + rkeik)− tQPCtk,
εktk = −t¯tkeik − t∗QPC(1 + rk),
(B5)
since the leads are directly coupled via the hopping am-
plitude tQPC. Solving this system of equations, we find
tk =
2it¯t∗QPC sin k
|tQPC|2 − (εk + t¯eik)2 (B6)
and
rk =
2t¯εk cos k + ε
2
k + t¯
2 − |tQPC|2
|tQPC|2 − (εk + t¯eik)2 . (B7)
It can be verified that |tk|2 + |rk|2 = 1. Moreover, as-
suming that the dispersion relation εk = −2t¯ cos k still
approximately holds, we obtain Eq. (35) from Eq. (B6).
The transmission amplitudes in Eqs. (39), (45), and (48)
as well as in Fig. 9 are found in a similar way.
The mean QPC current is now
〈I〉 = GQ
∫ V/2
−V/2
dε|tε(k)|2, (B8)
where GQ is the conductance quantum (= 1/2pi in our
units). Taking V = 2t¯ combined with Eq. (35), we find
for the QPC
〈I〉 = GQV
{
1− (1− θ
2)2
θ(1 + θ2)
artanh
[
θ
1 + θ2
]}
, (B9)
where θ = tQPC/t¯.
Appendix C: Generalized Master equation approach
WTDs can be calculated from GMEs using a method
developed by Brandes.25 Here we present a derivation of
the WTD for a GME describing uni-directional transport
using the language of full counting statistics (FCS).
The scatterer is described by its density matrix ρˆS
which evolves according to a Markovian GME of the form
d
dt
ρˆS(t) = LρˆS(t). (C1)
The Liouvillian L describes the coherent evolution of par-
ticles inside the scatterer as well as particle transfers be-
tween the scatterer and the leads. To evaluate the FCS
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we resolve the density matrix with respect to the num-
ber of particles n that have been transferred through the
scatterer during the time interval [0, t].58,59 From the n-
resolved density matrix ρˆ
(n)
S (t) we obtain the FCS as
P (n, t) = Tr[ρˆ
(n)
S (t)]. (C2)
Since the transport is assumed to be uni-directional, we
have P (n < 0, t) = 0. Additionally, if only one particle at
a time can be transferred from the scatterer to the right
lead, the GME for the n-resolved density matrix reads
d
dt
ρˆ
(n)
S (t) = L0ρˆ(n)S (t) + J ρˆ(n−1)S (t), (C3)
having partitioned the Liouvillian as L = L0 +J , where
the super-operator J describes individual particle trans-
fers from the scatterer to the lead.
To find the WTD, we use that the idle time probability
is simply
Π(τ) = P (n = 0, τ) = Tr[ρˆ
(0)
S (τ)]. (C4)
We find ρˆ
(0)
S (τ) by noting that ρˆ
(−1)
S (τ) = 0, such that
Eq. (C3) for n = 0 reduces to
d
dt
ρˆ
(0)
S (t) = L0ρˆ(0)S (t). (C5)
The formal solution for ρˆ
(0)
S (t) is then
ρˆ
(0)
S (t) = e
L0tρˆstatS , (C6)
assuming that the system (prepared in an arbitrary state
in the distant past) has reached the stationary state ρˆstatS
at t = 0. The stationary state is obtained as the normal-
ized solution to
LρˆstatS = 0. (C7)
The idle time probability is now
Π(τ) = Tr[eL0τ ρˆstatS ]. (C8)
From the idle time probability we first obtain the mean
waiting time using Eq. (2)
〈τ〉 = − 1
Π˙(τ = 0)
= − 1
Tr[L0ρstatS ]
=
1
Tr[J ρˆstatS ]
. (C9)
Here we have used that L0ρstatS = (L−J )ρstatS = −J ρstatS ,
since LρstatS = 0 according to Eq. (C7). The mean waiting
time is simply the inverse average particle current.
Finally, the WTD follows from Eq. (1) as
W(τ) = 〈τ〉∂2τΠ(τ) =
Tr
[J eL0τJ ρˆstatS ]
Tr[J ρˆstatS ]
. (C10)
in agreement with the result by Brandes.25 Here we have
used that Tr[L0•] = Tr[(L − J )•] = −Tr[J •], since
Tr[L•] = 0 due to probability conservation.
As an illustration, we consider the single-level quantum
dot from section III B. Here, it suffices to consider the
diagonal elements of the density matrix, which we denote
by ρˆ0 (empty level) and ρˆ1 (full level). Combining the
elements into the vector ρˆS = (ρˆ0, ρˆ1)
T , the two parts of
the Liouvillian L = L0 + J take the matrix forms
L0 =
( −ΓL 0
ΓL −ΓR
)
, J =
(
0 ΓR
0 0
)
. (C11)
The rates ΓL and ΓR can be expressed in terms of the
tight-binding parameters as described in App. D. From
Eq. (C10) then follows the WTD in Eq. (41).
Appendix D: Derivation of transition rates
We evaluate the rates entering the GME from our
tight-binding model. The Hamiltonians of the leads in
Eq. (11) can be diagonalized by the transformation
|m,α〉 =
√
2
Mα + 1
Mα∑
j=1
sin(kjαm)|kjα〉, kjα =
jpi
Mα + 1
,
(D1)
with j = 1 . . . ,Mα, leading to the eigenenergies
εkjα = −2t¯ cos(kjα). (D2)
We take a generic tunneling Hamiltonian
HˆT = −
∑
α=L,R
Ns∑
µ=1
(
tαµ|µ〉〈mα, α|+ t∗αµ|mα, α〉〈µ|
)
(D3)
with mL = ML and mR = 1, connecting the outermost
sites of the leads to the Ns sites of the scatterer. Ap-
plying the transformation in Eq. (D1) to the tunneling
Hamiltonian then yields
HˆT = −
∑
α=L,R
Mα∑
j=1
Ns∑
µ=1
(
tjαµ|µ〉〈kjα|+ (tjαµ)∗|kjα〉〈µ|
)
(D4)
with the hopping amplitudes
tjαµ =
√
2
Mα + 1
sin(kjα)tαµ. (D5)
With the level of the scatterer well inside the energy
window [−V/2, V/2], the particle transport is unidirec-
tional and the transition rates between the leads and the
scatterer are
Γαµ(ε) = 2pi
Mα∑
j=1
|tjαµ|2δ(ε− εjα). (D6)
From Eq. (D5) we then get
Γαµ(ε) =
4pi|tαµ|2
Mα + 1
Mα∑
j=1
sin2(kjα)δ(ε− εjα)
≈4pi|tαµ|
2
Mα + 1
Mα
pi
∫ pi
0
dkα sin
2(kα)δ(ε− εkα).
(D7)
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Moreover, using Eq. (D2) and taking Mα  1, we find
Γαµ(ε) =
2|tαµ|2
t¯
√
1−
( ε
2t¯
)2
. (D8)
Around the center of the band (ε ' 0), this gives
Γαµ(ε ' 0) ≈ 2|tαµ|
2
t¯
=
4|tαµ|2
vF
. (D9)
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