Abstract. Denote by µ β = " exp(βX)" the Gaussian multiplicative chaos which is defined using a log-correlated Gaussian field X on a domain U ⊂ R d . The case β ∈ R has been studied quite intensively, and then µ β is a random measure on U . It is known that µ β can also be defined for complex values β lying in certain subdomain of C, and then the realizations of µ β are random generalized functions on U . In this note we complement the results of [9] (where the case of purely imaginary β was considered) by studying the Besov-regularity of µ β and the finiteness of moments for general complex values of β.
Introduction
Gaussian multiplicative chaos measures on a domain U ⊂ R d are positive measures which can be formally written as (1) µ β (dx) = e βX(x)− β 2 2 EX(x) 2 dx = : e βX(x) : dx, where β ∈ (0, √ 2d) is a parameter and X is a log-correlated Gaussian field. Here : e βX(x) : refers to the Wick exponential of the field X. By a log-correlated Gaussian field we mean that X is a centered Gaussian distribution (generalized function) with covariance kernel of the form (2) EX(x)X(y) = log 1 |x − y| + g(x, y), where g is some sufficiently regular function. GMC measures first appeared around the same time in the early 70s in two rather different contexts, first by Hoegh-Krohn [8] and then by Mandelbrot [15] , but it was only in 1985 when Kahane built a rigorous theory of Gaussian multiplicative chaos [11] . As the point evaluations of log-correlated fields are not well-defined, giving a rigorous meaning to (1) is usually done by approximating the field X with some regular fields X ε and showing that the measures e βXε(x)− β 2 2
EXε(x) 2 dx converge as ε → 0. See [4] for an elegant proof of existence of non-trivial measures in the case of convolution approximations and [19] for a review of GMC measures.
Today GMC measures are encountered in various settings such as random geometry and Liouville quantum gravity [1, 6, 7, 12, 24] , random matrices [5, 25] and number theory [23] . In this note we are Figure 1 . The subcritical regime E a for β in the complex plane.
interested in the remarkable fact that µ β may also be defined for certain complex values of β. For non-real values of β the resulting object is in general not a measure but a random generalized function. It turns out that µ β is well-defined and analytic in β in the eye-shaped open domain Figure 1 . This was originally observed for cascade analogues in [3] and extended to some special log-correlated fields X in [1] . Recently analyticity was extended to a general class of log-correlated fields in [10] . A related but different kind of complex chaos was studied in [14] .
In a recent paper [9] it was rigorously verified that the scaling limit of the spin field of the XOR-Ising model is given by the real part of an imaginary multiplicative chaos distribution corresponding to the parameter value β = i/ √ 2. In the same paper there was a detailed study of the regularity of these imaginary chaos distributions, some of the main results of which are stated in the next theorem.
Theorem 1 ([9]
). Assume that the domain U is bounded and simply connected and that the function g in the covariance (2) is continuous, integrable and bounded from above. Let .
We refer to [9, Section 2.2] and the references there for basic facts on function spaces, especially on Besov spaces.
In the case of moments, there is a rather striking difference between this theorem and the following corresponding result for real β.
Theorem 2 ( [11, 17, 20] ). Let β ∈ (0, √ 2d) and p ∈ R. Then for any
Im(β) Figure 2 . E ap is the shaded area. In the first picture we have 1 < p < 2 and in the second one p > 2. The dashed line is the ellipse (p − 1)x 2 + y 2 = 2d(p − 1)/p and the dotted circle corresponds to the L 2 -regime.
The goal of this paper is to prove analogous positive results for general complex β. In [10] the complex chaos was constructed as H −d loc (U)-valued random analytic function, but the regularity was not studied in detail.
For the existence of the moments we have the following theorem.
, where
See Figure 2 for an illustration of the region E ap .
For the Besov-regularity we prove the following.
Theorem 4. Assume that in (2) we have g ∈ C ∞ (U × U). Let β ∈ E a and p ≥ 1. We have the following two cases:
and any q ≥ 1.
•
Remark. We suspect that the bounds obtained in Theorems 3 and 4 are optimal, but we do not touch this question in this paper. The smoothness condition on g in Theorem 4 can be relaxed, see Remark 2 below.
Auxiliary results and reduction to the exactly scaling field
We refer to [10] for the construction of the complex chaos corresponding to the field X with covariance (2) assuming that g ∈ H d+ε (U × U). In particular, the existence implies that one may simply define µ β for complex values of β ∈ E a as the analytic continuation of the standard chaos that corresponds to the parameter values
e on a domain U with the simple covariance structure
is called exactly scaling. Such fields exist locally in any dimension. The chaos corresponding to X e has a very simple scaling property as Lemma 1 shows and hence estimating the Besov norms via wavelets becomes easier. Our strategy is to reduce the case of a general field to this special case. We start with stating carefully the scaling relation. In what follows λ, φ stands for the standard duality pairing with the (test) function φ and the (generalised) function λ. Moreover, ∼ stands for equality in distribution.
(ii) Consider the complex chaos µ e β = "e βX e (x) " for parameter values β ∈ E a . For any ϕ ∈ C ∞ 0 (B(0, r d )) and ε ∈ (0, 1) it satisfies the scaling relation (ii) In the case of real β the scaling relation (4) is well-known at least in dimension 1 to the experts (see [2, Theorem 4] ), but for the reader's convenience we give a full argument here. Directly from the covariance structure we have that for any ε > 0 there is Z ∼ N(0, log(1/ε)) so that
Consider convolution approximations X e * ψ δ ,, where the bump function ψ has a compact support, and
,n , ϕ Letting n → ∞ we obtain the claim for real β. Moreover, the same proof also shows that any n-tuple (µ e β 1 , . . . , µ e βn ) satisfies a similar distributional scaling identity. Both sides of (4) are random analytic functions in β taking values in the Hilbert space H −d (B(0, r d ), and their restriction to E a ∩R has the same (joint in β) distribution, which easily yields by analytic continuation that they have the same distribution for all β ∈ E a . Finally, we need the following result in order to pass from X e to a general field X.
Lemma 2. Let β be real and X be a log-correlated field on the ball B ⊂ R
d with decomposition X = X e + G and covariance
where g is C ∞ -smooth. Then G is smooth. Denote by µ β the chaos generated by the field X, and recall that µ In particular, since also 1/h β is smooth, we deduce that the local Besovsmoothness of the chaos X β is the same as that of the chaos X e β .
Proof. It is enough to prove the claim for β ∈ (0, √ 2d) since the general claim then follows by analytic continuation. We first observe that G indeed is a Gaussian field with C ∞ -smooth realizations directly by the proof of Theorem A in [10] . Assume that β ∈ (0, √ 2d) and consider the mollifications X δ , G δ and X e δ of the fields X, G and X e with the same compactly supported radially symmetric mollifier. We then have X δ = X e δ + G δ . Especially, since the covariance of a mollified field is obtained by mollifying the covariance separately with respect to variable x and variable y, the equality (6) yields that
where g δ,δ stands for the mollification of g with respect to both of the variables separately. We obtain
and the claim follows by observing that obviously, almost surely,
locally in sup-norm as δ → 0.
Remark. The condition g ∈ C ∞ (U × U) can be replaced, for example, by the condition g ∈ H 
Proofs of Theorems 3 and 4
Proof of Theorem 3. The case 1 ≤ p ≤ 2 essentially appears in the proof of [10, Theorem 6.1]. There one writes X as a sum of an almost ⋆-scale invariant field L and an independent regular field R, obtaining approximating measures
and (L n ) being a martingale approximation of the field L. We refer to the paper [10] (see especially proof of Theorem 6.1) for all the above notions. By independence, the regular part will not affect the finiteness of the moments, and thus the moment estimates obtained in the rest of the proof apply. For the case p > 2 we simply note that one can replace the von BahrEsseen inequality used in the proof of [10, Theorem 6.1] by Rosenthal's inequality [21, Theorem 3] and obtain the result.
The proof of Theorem 4 will be based on wavelet analysis, so let us first recall from [16, Section 6.10] some basic facts on the existence of wavelet bases and how Besov spaces can be characterised by them.
For a given integer R ≥ 1 there exist functions φ, ψ λ ∈ L 2 (R d ) (λ ∈ Λ) such that the following properties hold:
, and it is the disjoint union of the sets Λ j where Λ 0 = 1 2 
Assume that 1 ≤ p, q ≤ ∞ and |s| < R. If f is a distribution with the wavelet series
then f belongs to the Besov space B (8) A
We also recall that due to orthonormality of the wavelet basis, a coefficient in the wavelet representation of f is obtained simply as the L 2 -inner product (more precisely, as the distributional duality) between f and the corresponding wavelet.
Proof of Theorem 4. Choose a wavelet basis φ, ψ λ with R > d. Then these wavelets can be used to study the local regularity of µ, as we know it belongs to H −d−ε loc (U). It is enough to prove the regularity of ηµ in any small open ball B ⊂ U of positive radius r 0 < r d , where r d is as in Lemma 1 and where η ∈ C ∞ c (B). Namely, then regularity in a given compact set K ⊂ U follows as we may cover K by finitely many balls of radius r 0 and apply a suitable smooth partition of unity. Moreover, by Lemma 2 it is enough to consider the exactly scaling field X e . Let β(k) and α(λ) be the coefficients of ηµ e in its wavelet series,
Because φ has a compact support and µ e is 0 outside of B, by the definition of the wavelet coefficients and the compact support of φ β(k) is nonzero only for finitely many k. Hence . The proof is finished by plugging r = min(p, √ 2d/| Re(β)|) into the formula for γ and solving γ < 0 for s.
