Abstract-Upper and lower bounds on the capacity and minimum energy-per-bit for general additive white Gaussian noise (AWGN) and frequency-division AWGN (FD-AWGN) relay channel models are established. First, the max-flow min-cut bound and the generalized block-Markov coding scheme are used to derive upper and lower bounds on capacity. These bounds are never tight for the general AWGN model and are tight only under certain conditions for the FD-AWGN model. Two coding schemes that do not require the relay to decode any part of the message are then investigated. First, it is shown that the "side-information coding scheme" can outperform the block-Markov coding scheme. It is also shown that the achievable rate of the side-information coding scheme can be improved via time sharing. In the second scheme, the relaying functions are restricted to be linear. The problem is reduced to a "single-letter" nonconvex optimization problem for the FD-AWGN model. The paper also establishes a relationship between the minimum energy-per-bit and capacity of the AWGN relay channel. This relationship together with the lower and upper bounds on capacity are used to establish corresponding lower and upper bounds on the minimum energy-per-bit that do not differ by more than a factor of 1 45 for the FD-AWGN relay channel model and 1 7 for the general AWGN model. Index Terms-Additive white Gaussian noise (AWGN) channels, channel capacity, minimum energy-per-bit, relay channel.
I. INTRODUCTION
T HE relay channel, first introduced by van der Meulen [1] in 1971, consists of a sender-receiver pair whose communication is aided by a relay node. In [1] and [2] , simple lower and upper bounds on the capacity of the discrete-memoryless relay channel were established. In [3] and [4] , capacity theorems were established for: i) physically degraded and reversely degraded discrete memoryless relay channels, ii) physically degraded and reversely degraded additive white Gaussian noise (AWGN) relay channels with average power constraints, iii) deterministic relay channels, and iv) relay channels with feedback. A max-flow min-cut upper bound and a general lower bound based on combining the generalized block-Markov and side-information coding schemes were also established in [4] . In [5] , the capacity of the relay channel with one deterministic component was established. It is interesting to note that in all special cases where the relay channel capacity is known, it is equal to the max-flow min-cut bound. Generalizations of some of the single-relay channel results to channels with many relays were Manuscript received September 13, 2004 given in [6] . In [7] , Aref established the capacity for a cascade of degraded relay channels. The relay channel did not receive much attention and no further progress was made toward establishing its capacity for a long time after this early work. Recent interest in multihop and ad hoc wireless networks has spurred the interest in studying AWGN relay channels. In [8] , achievable rates for AWGN channels with two relays were investigated. In [9] , the capacity of a class of orthogonal relay channels was established. In [10] , upper and lower bounds on the capacity of AWGN channels were established. The capacity of AWGN relay networks as the number of nodes becomes very large were investigated in (e.g., [11] - [14] ). Motivated by energy constraints in sensor and mobile networks, recent work has also investigated the saving in transmission energy using relaying [16] . In [18] , upper and lower bounds on the capacity of AWGN relay channels were used to establish bounds on the minimum energy-per-bit that do not differ by more than a factor of . The capacity and minimum energy-per-bit for AWGN relay channels, however, are not known in general.
In this paper, we provide detailed discussion and several extensions of the bounds on capacity and minimum energy-per-bit for AWGN relay channels presented in [10] and [18] , including correcting an error in the capacity with linear relaying result reported in [10] . We consider the two discrete-time AWGN relay channel models depicted in Fig. 1 . In the general model, Fig. 1(a) , the received signal at the relay and at the receiver at time are given by and where and are the signals transmitted by the sender and by the relay, respectively. The receivers' noise processes and are assumed to be independent white Gaussian noise processes each with power , and the constants represent the gain of the channels from the sender to the relay and from the relay to the receiver, respectively, relative to the gain of the direct channel (which is assumed to be equal to one). The frequency-division AWGN (FD-AWGN) model is motivated by the constraint that in practice the relay cannot send and receive information within the same frequency band (or at the same time). To satisfy this constraint, one can either split the channel from the sender to the relay and the receiver into two bands or alternatively split the channel to the receiver from the sender and the relay. The capacity of the first model has been established in [9] . In this paper, we focus on the second FD-AWGN model, depicted in Fig. 1(b) . The received signal at time is given by , where is the received signal from the sender and is the received signal TABLE I MAX-FLOW MIN-CUT UPPER BOUNDS AND GENERALIZED BLOCK-MARKOV LOWER BOUNDS ON C(P; P ) AND C (P; P )
from the relay, and and are independent white Gaussian noise processes each with average noise power .
The paper establishes upper and lower bounds on the capacity and minimum energy-per-bit for the general and FD-AWGN relay channel models. In the following discussion we summarize our main results and provide an outline for the rest of the paper.
Bounds on capacity: In Section II, we use the max-flow min-cut upper bound [4] and the generalized block-Markov lower bound [4] , [5] on the capacity of the relay channel to derive upper and lower bounds on the capacity of the general and FD-AWGN relay channels (see Table I ). The bounds are not tight for the general AWGN model for any and are tight only for a restricted range of these parameters for the FD-AWGN model. We find that the gap between the upper and lower bounds is the largest when the channel to the relay is not much better than the channel from the sender to the receiver, i.e., is close to . We argue that the reason for the large gap is that in the generalized block-Markov coding scheme the relay is either required to decode the entire message or is not used at all. For close to , this severely limits the achievable rate. Motivated by this observation, in Sections IV and V, we investigate achievable rates using two schemes where the relay cooperates in sending the message but without decoding any part of it. In Section IV, we explore achievable rates using the side-information coding scheme [4] . We find that this scheme can outperform block-Markov coding and in fact becomes optimal as . We show that the achievable rate can be improved via time sharing and provide a general expression for achievable rate with side information for relay channels in general (see Theorem 2) . In Section V, we investigate the achievable rates when the relay is restricted to sending linear combinations of past received signals. We show that when is close to , a simple suboptimal linear relaying scheme can significantly outperform the more sophisticated block-Markov scheme (see Example 1) . We show that the capacity with linear relaying functions can be found by solving a sequence of nonconvex optimization problems. One of the main results in this paper is showing that this formulation can be reduced to a "single-letter" optimization problem for the FD-AWGN model (see Theorem 3) .
Bounds on minimum energy-per-bit: In Section III, we establish a general relationship between the minimum energyper-bit and capacity (see Theorem 1) . We use this relationship together with the lower bound on capacity based on the generalized block-Markov coding scheme and the "max-flow min-cut" upper bound to establish upper and lower bounds on the minimum energy-per-bit (see Table II ). These bounds can be very close and do not differ by more than a factor of two. For the FD-AWGN model the upper and lower bounds coincide when the channel from the relay to the receiver is worse than the direct channel, i.e.,
. For the general AWGN model, the bounds are never tight. Using the lower bounds on capacity in Sections IV and V, we are able to close the gap between the lower and upper bounds to less than a factor of 1.45 for the FD-AWGN model and 1.7 for the general AWGN model.
II. BASIC BOUNDS ON CAPACITY
As in [4] , we define a code for the relay channel to consist of, i) a set of messages, ii) a codebook consisting of codewords of length , iii) a set of relay functions such that , and iv) a decoding rule . The average probability of decoding error is defined in the usual way as transmitted We assume the average transmitted power constraints for all and for all A rate is said to be achievable if there exists a sequence of codes satisfying the average power constraints on and on , such that as . The capacity of the AWGN relay channel with average power constraints is defined as the supremum of the set of achievable rates. To distinguish between the capacity for the general AWGN and the FD model, we label the capacity of the FD-AWGN relay channel as . In this section, we evaluate the max-flow min-cut upper bound and the block-Markov lower bounds on the capacity of the general and FD-AWGN channels. In particular, we show that the lower bounds achieved with the block-Markov encoding and the generalized block-Markov encoding schemes are the same for AWGN relay channels.
First note that the capacity of both the general and FD-AWGN relay channels are lower bounded by the capacity of the direct link Next, we use bounds from [4] on the capacity of the discretememoryless relay channel to derive the upper and lower bounds on and given in Table I . The upper bounds are derived using the "max-flow min-cut" bound on the capacity of the discrete-memoryless relay channel (see [4, Theorem 4] ) (1) This bound is the tightest upper bound to date on the capacity of the relay channel. For completion, derivations of the upper bounds are given in Appendix A.
The lower bounds in the table are obtained using a special case of Theorem 7 in [4] that yields (2) This lower bound is achieved using a generalized block-Markov coding scheme, where in each block the relay decodes part of the new message (represented by ) and cooperatively sends enough information with the sender to help the receiver decode the previous message ( then ). Note that if we set , we obtain the rate for the block-Markov scheme, which is optimal for the physically degraded relay channel, while if we set , the bound reduces to the capacity of the direct channel, which is optimal for reversely degraded relay channels. In addition to these two special cases, this bound was also shown to be tight for semi-deterministic relay channels [5] and more recently for a class of relay channels with orthogonal components [9] .
The bounds on the capacity of the general AWGN channel in the table are not tight for any . In particular, when , the generalized block-Markov coding bound yields , which is simply the capacity of the direct link. For the FD-AWGN, the bounds coincide for . In Sections IV and V, we show that side-information and linear relaying coding schemes can provide much tighter lower bounds than the generalized block-Markov bound for small values of .
Derivation of the lower bounds: Consider the lower bound for the general AWGN case. Note that is in fact achievable by evaluating the mutual information terms in (2) using a jointly Gaussian
. We now show that the lower bound in (2) with the power constraints is upper-bounded by in Table I Note that the above bounds are achieved by choosing to be jointly Gaussian with zero mean and appropriately chosen covariance matrix. Performing the maximization over gives the lower bound result in Table I . This completes the derivation of the lower bound. The lower bound for the FD-AWGN case can be similarly derived.
III. BASIC BOUNDS ON MINIMUM ENERGY-PER-BIT
In this section, we establish a general relationship between minimum energy-per-bit and capacity with average power constraints for the discrete-time AWGN relay channel. We then use this relationship and the bounds on capacity established in the previous section to find lower and upper bounds on the minimum energy-per-bit.
The minimum energy-per-bit can be viewed as a special case of the reciprocal of the capacity per-unit-cost [19] , when the cost is average power. In [22] , Verdú established a relationship between capacity per-unit-cost and channel capacity for stationary memoryless channels. He also found the capacity per-unit cost region for multiple-access and interference channels. Here, we define the minimum energy-per-bit directly and not as a special case of capacity per unit cost. We consider a sequence of codes where the rate can vary with . This allows us to define the minimum energy-per-bit in an unrestricted way. The energy for codeword is given by
The maximum relay transmission energy is given by
The energy-per-bit for the code is therefore given by
An energy-per-bit is said to be achievable if there exists a sequence of codes with and . We define the minimum energy-per-bit as the energy-per-bit that can be achieved with no constraint on the rate. More formally, we get the following definition.
Definition 1:
The minimum energy-per-bit is the infimum of the set of achievable energy-per-bit values.
To distinguish between the minimum energy-per-bit for the general and FD-AWGN channel models, we label the minimum energy-per-bit for the FD-AWGN relay channel by . In the discussion leading to Theorem 1, we derive a relationship between and . The statements and results including the theorem apply with no change if we replace by and by . First note that can be expressed as
where is defined in (4) at the bottom of the page, and where , and . Note that by a standard random coding argument, any rate less than is achievable. It is easy to argue that as defined in (4) is a super-additive sequence in , i.e., for any . Hence, the supremum in (3) can be replaced with the limit. We now establish the following properties of as a function of .
Lemma 1:
The capacity of the AWGN relay channel with average power constraints satisfies the following: i) if and approaches as ; ii) as ; iii)
is concave and strictly increasing in ; iv)
is nondecreasing in , for all . The proof of this lemma is provided in Appendix B.
We are now ready to establish the following relationship between the minimum energy-per-bit and capacity with average power constraint for the AWGN relay channel. We now use the above relationship and the bounds on capacity to establish lower and upper bounds on the minimum energy-per-bit. First note that the minimum energy-per-bit for the direct channel, given by , is an upper bound on the minimum energy-per-bit for both relay channel models considered. Using Theorem 1 and the bounds on capacity given in Table I , we obtain the lower and upper bounds on the minimum energy-per-bit provided in Table II. The bounds in the table are  normalized with respect to and therefore represent the reduction in the energy-per-bit using relaying.
It is easy to verify that the ratio of the upper bound to the lower bound for each channel is always less than . This maximum ratio is approached for as , i.e., when the relay and receiver are at the same distance from the transmitter and the relay is very close to the receiver. Note that for the FD-AWGN channel, the lower and upper bounds coincide and are equal to for , and therefore relaying does not reduce the minimum energy-per-bit. For the general AWGN channel, the ratio is very close to when or are small, or when is large. We now derive the upper and lower bounds for the general AWGN model. The bounds for the FD-AWGN relay channel can be similarly established.
Derivation of bounds: Using Theorem 1 and the bounds on capacity derived in Section II, we now establish the bounds on the minimum energy-per-bit of the general AWGN relay channel given in table, i.e.,
To prove the lower bound we use the upper bound on capacity in Table I and the relationship of Theorem 1 to obtain the bound. Substituting the upper bound given in Table I and taking limits as , we obtain the expression shown in the fist equation at the bottom of the page. To complete the derivation of the lower bound, we analytically perform the minimization. For , it is easy to see that the minimum is achieved by making as small as possible, i.e., , and the minimum is given by . On the other hand, if , the minimum is achieved when and is given by . Now, since the minimum is given by , which establishes the lower bound. Now we turn our attention to upper bounds on minimum energy-per-bit. Using the lower bound on capacity given in Table I and the relationship in Theorem 1, we can obtain an upper bound for . Note that the capacity lower bound in Table I satisfies the conditions on in Lemma 1, and therefore, the best upper bound is given by Now we show that this bound gives Substituting the lower bound from Table I in Theorem 1 and taking the limit as , for we obtain the second equation at the bottom of the page. To evaluate this bound we use the same approach we used in evaluating the lower bound. We consider the two cases and and find that the minimization is achieved for and the bound is given by the expression in the theorem. For , the best upper bound using the generalized block-Markov encoding is given by . Since for , this completes the proof.
Remark: Note that the definition of the energy-per-bit assigned equal cost to the energy expended by the sender and the relay. One can easily extend the bounds in Theorem 1 to the case where the energy of the sender or relay is more costly by adding a weight to the relay part of the energy-per-bit definition for a code. The new definition is It is easy to see that the bounds in this section hold with replaced by .
IV. SIDE-INFORMATION LOWER BOUNDS
The lower bounds on capacity given in Table I are based on the generalized block-Markov encoding scheme. In this scheme, the relay node is either required to fully decode the message transmitted by the sender or is not used at all. When the channel from the transmitter to the relay is not much better than the channel from the sender to the receiver, i.e., , the achievable rate is very close to the capacity of the direct link. This motivates the investigation of coding schemes that use the relay to help in transmitting the message without decoding the message itself.
In this section, we consider the case where the relay node facilitates the transmission from the sender to the receiver by sending a "quantized" version of its received signal using the Wyner-Ziv coding scheme.
First, we show that the lower bound on the capacity of the discrete-memoryless relay channel using this scheme (see [4, Theorem 6] ) can be recast into the bound (6) at the bottom of the page. The derivation of this result is given in Appendix C.
Using this result and choosing to be jointly Gaussian, which is not necessarily the optimal choice, we can establish the following lower bound on capacity of the general AWGN relay channel:
Achievability of this lower bound can be established by extending the achievability for the discrete-memoryless case (6) given in [4] to the AWGN case using standard arguments found in [26] .
Note that this achievable rate is not a concave function of . The intuitive reason is that as decreases, the received signal at the relay becomes too noisy in this case and therefore the relay transmission mostly contains information about the received noise sequence at the relay. The effectiveness of this scheme can be improved for low by transmitting at power for a fraction of the time, and not transmitting the rest of the time. Using this time-sharing argument, the following tighter lower bound can be established: (8) Similar derivation using (6) for the FD-AWGN relay channel yields the lower bound (9) It can be easily shown that the bounds in (7) and (9) become tight as . Additionally, the bound in (9) becomes tight as . Now, we show that we can do better by modifying the side-information scheme in [4] to include time sharing.
Theorem 2:
The capacity of the discrete-memoryless relay channel is lower-bounded by (10) at the bottom of the page, where is a discrete random variable with finite domain. Achievability for each value of the time-sharing random variable follows from Theorem 6 in [4] . The rate is then achieved by time sharing among the codes for the different values of according to its optimal distribution.
Evaluating this bound for jointly Gaussian (see Appendix D) and using time sharing only on the broadcast side of the channel, the following lower bound on the capacity of the FD-AWGN relay channel can be obtained: (11) where is given by Setting gives the lower bound in (9) . Hence, this bound is also tight as or .
A. Upper Bound on Minimum Energy-Per-Bit
The lower bound on capacity of the FD-AWGN relay channel using side-information coding leads to a tighter upper bound on the minimum energy-per-bit for some values of and . Using the side-information coding scheme, the maximum ratio reduces to less than (versus using the generalized block-Markov coding). The same coding scheme also reduces the maximum ratio to less than for the general AWGN relay channel.
V. ACHIEVABLE RATES USING LINEAR RELAYING FUNCTIONS
In this section, we investigate a simple relaying scheme, where the relay sends a linear combination of its past received signals. We show that this relatively simple scheme can outperform the generalized block-Markov encoding scheme when the channel from the transmitter to the relay is not much better than the direct channel. We show that it can also outperform the more sophisticated side-information encoding scheme in some cases.
We restrict the relay functions to be linear in the past received sequence of symbols at relay. Thus, at time , the transmitted relay symbol can be expressed as , where the 's are coefficients chosen such that the average power constraint for the relay is satisfied. Equivalently, for a transmission block length , the transmitted relay vector can be expressed in terms of the received relay vector as , where is a strictly lower triangular weight matrix. We define the capacity with linear relaying for the general AWGN relay channel to be the supremum over the set of achievable rates with linear relaying. The capacity with linear relaying for the FD-AWGN channel is labeled as -. First we establish a general expression for . The same expression applies to -with a small modification that simplifies our derivations. Similar to (3), the capacity with linear relaying for the general AWGN relay channel can be expressed as (12) where is define as in (13) at the bottom of the page. Note that . Also, by a standard random coding argument, any rate less than is achievable. The maximization in (13) is achieved when is Gaussian. Denoting the covariance matrix of by , it is easy to show (10) (14) at the bottom of the page, subject to , , , and , for . For , this is a nonconvex optimization problem. Thus, finding involves solving a sequence of nonconvex optimization problems, a daunting task indeed! Interestingly, we can show that even a suboptimal linear relaying scheme can outperform generalized block-Markov coding for small values of .
Example 1:
Consider the following linear relaying scheme for the general AWGN relay channel with block length (see Fig. 2 ). In the first transmission, the sender's signal is , for , and the relay's signal is . The received signal at the receiver and the relay receiver are and , respectively. In the second transmission, the sender's signal is , i.e., a scaled version of with average power . The relay cooperates with the sender by relaying a scaled version of , , where is chosen to satisfy the relay transmitter power constraint. Thus, The received signal after the second transmission is given by . It can be easily shown that the rate achieved by this scheme is given by (15) where .
This scheme is not optimal even among linear relaying schemes with block length . However, as demonstrated in Fig. 3 , it achieves higher rate than the generalized block-Markov coding when is small and can also outperform the more sophisticated side-information coding scheme when all distributions are Gaussians.
Next we consider the FD-AWGN relay channel with linear relaying functions. Since the channel from the relay to the receiver uses a different frequency band than the channel from the sender, without loss of generality we assume that th relay transmission can depend on all received signals up to (instead of ). With this relabeling, for block length , the transmitted vector , the transmitted relay vector , where is a lower triangular weight matrix with possibly nonzero diagonal elements, and the received vector , where and
The capacity with linear relaying can be expressed as in (12), where we get (16) , also at the bottom of the page. It can be easily shown that the maximization (16) is achieved when is Gaussian. Denoting the covariance matrix of by , we can reduce (16) to (17), also at the bottom of the page, where the maximization is subject to , , , and for . This is again a nonconvex optimization problem and finding -reduces to solving a sequence of such problems indexed by . Luckily in this case we can reduce the problem to a "single-letter" optimization problem. Before proceeding to prove this result, consider the following simple amplify-and-forward scheme.
Example 2:
We consider block length . It is easy to show that (17) reduces to -
- (16) - (17) which can be achieved by the simple amplify-and-forward scheme depicted in Fig. 4 , with and
It can be shown that if , then -is a concave function of . Otherwise, it is convex for small values of and concave for large values of . The interpretation is that as is decreased, linear relaying injects more noise than signal, thus becoming less helpful. In such cases, the performance of this scheme can be improved by time sharing between amplify-and-forward for a fraction of the time and direct transmission (see Fig. 5 ), where only the sender node transmits, for the rest of the time. The following lower bound can be established using this scheme and can be shown to be concave in for all parameter values and all (see Fig. 6 for an illustration) - (19) where and . As proved in the following theorem, the capacity with linear relaying can be achieved using time sharing between direct transmission and amplify-and-forward with at most four different power and relaying parameter settings. Proof: We first outline the proof. The main difficulty in solving the optimization problem is that it is not concave in and . However, for any fixed , the problem is concave in and the optimal solution can be readily obtained using convex optimization techniques [27] . We show that for any matrix , there exists a diagonal matrix whose associated optimal covariance matrix is also diagonal and such that the value of the objective function for the pair is the same as that for the pair . Hence, the search for the optimal solution can be restricted to the set of diagonal and matrices. The reduced optimization problem, however, remains nonconvex. We show, however, that it can be reduced to a nonconvex constrained optimization problem with 14 variables and three equality constraints.
Simplifying the expression for -in (17), the optimization problem can be expressed as (21) at the bottom of the page, subject to , , and where is a lower triangular matrix. Finding the optimal for any fixed is a convex optimization problem [27] . Defining and neglecting the factor, the Lagrangian for this problem can be expressed as
The Karush-Kuhn-Tucker (KKT) conditions for this problem are given by where . Now if is the singular value decomposition of and is the singular value decomposition of , then
Columns of matrices and are eigenvectors of the symmetric matrix . Hence, and are permutation matrices. As a result, is a diagonal matrix and, therefore, where . Therefore, the first KKT condition can be simplified to Since the KKT conditions are necessary and sufficient for optimality, it follows that must have the same set of eigenvectors , i.e., , where is a diagonal matrix. The dual matrix can be chosen to have the same structure, i.e., and , hence satisfying the KKT conditions. As a result, the expression in (21) can be simplified to - (22) where and are diagonal matrices. Since this expression is independent of , we can set . Hence, the search for the optimal matrices and can be limited to the space of diagonal matrices and . In particular, if , then the diagonal matrix . Thus, the maximization problem can be simplified to the following:
- (23) subject to , , for , , and .
-
First, it is easy to see that at the optimum point and Note that the objective function is an increasing function of . Therefore, if , we can always increase the value of objective function by increasing assuming that . Now we show that . It is easy to verify that is positive along the curve . Therefore, while keeping fixed at , we can always increase the objective function by increasing and hence . Note that at the optimum, if , then . However, if , the value of is not necessarily equal to zero. Without loss of generality, assume that at the optimum, for the first indices, and that the total power assigned to the indices is given by , for . Then by convexity where the upper bound can be achieved by redistributing the power as , for .
In Appendix E, we show that at the optimum, there are no more than four distinct pairs such that and . Including the case where , we therefore conclude that there are at most five distinct pairs for any . Thus, in general, the capacity can be expressed as (24) at the bottom of the page, where , , , subject to , , ,
To find -we need to find -. Taking the limit of the above expression as , we obtain -
where , subject to , , and This completes the proof of the theorem.
We have shown that the capacity with linear relaying can be computed by solving a single-letter cosntrained optimization problem. The optimization problem, however, is nonconvex and involves 14 variables (or 11 if we use the three equality constraints). Finding the solution for this optimization problem in general requires exhaustive search, which is computationally extensive for 11 variables. Noting that the problem is convex in each set of variables , , and if we fix the other two, the following fast Monte Carlo algorithm can be used to find a good lower bound to the solution of the problem. Randomly choose initial values for the three sets of variables, fix two of them, and optimize over the third set. This process is continued by cycling through the variable sets, until the rate converges to a local maximum. The process is repeated many times for randomly chosen initial points and local maximas are found. Fig. 7 compares the lower bound on the capacity of the FD-AWGN relay channel with linear relaying to the max-flow min-cut upper bound and the generalized block-Markov and side-information coding lower bound. Note that when is small, the capacity with linear relaying becomes very close to the upper bound. Further, as , the capacity with linear relaying becomes tight. On the other hand, as , the generalized block-Markov lower bound becomes tight. Note that if , the capacity is given by the block-Markov lower bound. This is similar to the result reported in [17] .
A. Upper Bound on Minimum Energy-Per-Bit
Linear relaying can improve the upper bound on the minimum energy-per-bit for the general AWGN relay model. To demonstrate this, consider the achievable rate by the scheme in Ex-- (15) is convex for small and therefore, as in Example 2, the rate can be improved by time sharing. The rate function with time sharing can be used to obtain an upper bound on the minimum energy-per-bit. Fig. 8 plots the ratio of the best upper to lower bounds on the minimum energy-per-bit. Note that the simple scheme in Example 1 with time sharing reduces the maximum ratio to . The minimum energy-per-bit using the linear relaying is usually lower than the minimum energy-per-bit using the side-information scheme for the general AWGN relay channel.
Using the relationship between the minimum energy-per-bit and capacity in Theorem 1 and the capacity with linear relaying for the FD-AWGN model established in Theorem 3, we can readily obtain an upper bound on minimum energy-per-bit of the FD-AWGN relay channel. Linear relaying improves the ratio for large and . The maximum ratio using the linear relaying is reduced to . The maximum ratio can be further reduced by using the side-information coding scheme to . Fig. 9 plots the ratio of the best upper bound on the minimumenergy-per-bit to the lower bound in Table II for the FD-AWGN relay channel. 
VI. CONCLUSION
The paper establishes upper and lower bounds on the capacity and minimum energy-per-bit for general and FD-AWGN relay channel models. The max-flow min-cut upper bound and the generalized block-Markov lower bound on capacity of the relay channel are first used to derive corresponding upper and lower bounds on capacity. These bounds are never tight for the general AWGN model and are tight only under certain conditions for the FD-AWGN model. The gap between the upper and lower bounds is largest when the gain of the channel to the relay is comparable or worse than that of the direct channel. We argue that the reason for this large gap is that in the generalized block-Markov scheme, the relay either decodes the entire message or it is not used at all. When or less than , this restricts the achievable rate to be close to the capacity of the direct channel. To obtain tighter lower bounds for this case, two coding schemes are investigated, where the relay cooperates with the sender but without decoding any part of the message. First, the side-information coding scheme is shown to outperform the block-Markov coding when the gain of the channel to the relay is comparable to that of the direct channel. We show that the achievable rate can be improved via time sharing and provide a general expression for the achievable rate using side-information coding for relay channels in general. In the second scheme, the relaying functions are restricted to be linear. For the general AWGN model, a simple linear-relaying scheme is shown to significantly outperform the more sophisticated generalized block-Markov and side-information schemes in some cases. It is shown that the capacity with linear relaying can be found by solving a sequence of nonconvex optimization problems. One of our main results in the paper is reducing this formulation to a "single-letter" expression for the FD-AWGN model. Figs. 3 and 7 compare the rates for the different schemes.
The paper also established a general relationship between the minimum energy-per-bit and the capacity of the AWGN relay channel. This relationship together with the lower and upper bounds on capacity are used to establish corresponding lower and upper bounds on the minimum energy-per-bit for the general and FD-AWGN relay channels. The bounds are very close and do not differ by more than a factor of for the FD-AWGN relay channel model and by for the general AWGN model.
Two open problems are suggested by the work in this paper. The first is to find the distribution on that optimizes the achievable rate using side-information coding given in Theorem 2. Our bounds are obtained with the assumption that is Gaussian and with specific choices of the time-sharing random variable . The second open problem is finding a "single-letter" characterization of the capacity with linear relaying for the general AWGN relay model. We have been able to find such characterization only for the FD-AWGN case.
In conclusion, the upper and lower bounds for the capacity and minimum energy-per-bit established in this paper are still not tight for the general AWGN relay model and are only tight under certain conditions for the FD-AWGN relay channel. Establishing capacity and the minimum energy-per-bit is likely to require a combination of new coding schemes and a tighter upper bound than the max-flow min-cut bound.
APPENDIX A
In this appendix, we evaluate upper bounds on the capacity of the general and FD-AWGN relay channels. The max-flow min-cut bound gives the First consider the general AWGN relay channel. To prove the upper bound we begin with the first bound. Using standard arguments, it can be easily shown that where we define Now, consider the second bound shown in the equation at the top of the page. Therefore, the upper bound can be expressed as Performing the maximization over , we can easily obtain the upper bound given in Table I . Now consider the bound for the FD-AWGN relay channel. Substituting by in (1) yields the max-flow min-cut upper bound on capacity of the FD-AWGN channel. Note that Similarly, it can be shown that Again both terms are maximized for . As a result, the following upper bound on capacity can be established:
Upper and lower bounds in Table I can be readily established.
APPENDIX B
Lemma: The capacity of the AWGN relay channel with average power constraints satisfies the following: i) if and approaches as . ii) as . iii)
is concave and strictly increasing in . iv) is nondecreasing in , for all . Proof: i) This follows from the fact that , which is less than or equal to , is strictly greater than zero for , and approaches infinity as . ii) This follows from the fact that in Table I which is greater than or equal to approaches zero as . iii) Concavity follows by the following "time-sharing" argument. For any and , there exists and such that and . Now, for any , where and are integers, where the second inequality follows from the fact that is achieved arbitrarily closely for some and that is a mixture of the and that achieve and the and that achieve (corresponding to "time-sharing"). Clearly, the set of "time-sharing" distributions is a subset of the set of all possible and .
Note here that even though may not be concave, is concave. That is strictly monotonically increasing in follows from parts i), ii), and concavity. iv) For any , and , it follows from the concavity of that But since , this implies that or Thus, for any , is nondecreasing in .
APPENDIX C
We show that the lower bound on the capacity of the discretememoryless relay channel of Theorem 6 in [4] can be recast into the bound as in (26) at the bottom of the page.
Achievability of any rate subject to the constraint , for any distribution was proved in [4] . We show the converse, i.e., any rate satisfying the original conditions and , also satisfies (26) . Consider
It is not difficult to show the achievability, i.e., that any rate satisfying the above inequality also satisfies the original conditions. APPENDIX D Achievability of any rate, shown in the second equation at the bottom of the page, was shown in Section IV. We now evaluate the mutual information terms for the AWGN relay channel. The optimal choice of probability mass functions are not known. We assume the random variable has cardinality and takes values in . We further assume . Consider as a Gaussian random variable with variance if and zero otherwise. Furthermore, assume is a Gaussian random variable with variance irrespective of the value of random variable and independent of . Define the random variable if , and if , where is a constant and is independent of , , , , and . Now consider
Using the above results, we can easily show that (26) Combining the above results, it can be shown that any rate shown in the first equation at the bottom of the page is achievable. It can be shown that the value of that maximizes the above expression is given by Replacing and simplifying the lower bound expression, we obtain the lower bound given in (11) .
APPENDIX E
In this appendix, we prove that -can be expressed as -The starting point is the expression -subject to , , for and For a given and , this optimization problem is equivalent to finding the maximum of subject to , , for and To find the optimality condition for this problem, we form the Lagrangian where and are Lagrange multipliers for the two equality constraints (the Lagrange multipliers for the inequality constraints are all equal to zero at the optimum, since by assumption and for all 
