Introduction. This paper is a study of the oscillation and boundedness of solutions of the self-adjoint differential equation (1) (r(%)y')'+ on the infinite half-axis /, a < x < + oo. We shall assume throughout that r(x) and p(x) are real, continuous functions and that r{x) is positive on /. A nonnull solution of equation (1) is said to be oscillatory if it has an infinity of zeros on /.
It will be noted that the results given here are of the "integral test" variety.
Although the problem goes back at least to Kneser [5, 6] ; probably the first "integral" condition for oscillation is due to Fite [1] , His criterion is that all solutions of the even order equation Γ Ja A similar result for the case n ~ 1 is due to Wintner [14] in which there is no restriction on the sign of p(x). Simultaneously Leighton [8] noted the analogous result for equation (1) (see Theorem 1 in this paper).
Hille [2] studied the nonoscillation of solutions of (1) The chief purpose of this paper is to extend the results of Hille and Leighton, 1. Oscillation theorems. We shall recall first the theorem due to Leighton. THEOREM 
If both dx [°o dx Γ°° t \ I
= + oo and I p \x)dx -+ oo Ja r\x) Ja hold 9 then the solutions of equation (1) are oscillatory.
It has been pointed out [10] that if the conditions of the theorem fail to hold, an oscillation-preserving substitution y = u(x)z, u(x) > 0, will frequently transform equation (1) into a form in which the conditions are applicable. Indeed, under the assumption that {r{x)u' (%))' be continuous, z satisfies the self-adjoint equation
We make the observation that solutions oscillate if and only if there is an ad-
This follows from Theorem 1 and the fact that a function uι(x) can be exhibited (see, for example, [lθ] ) which satisfies the identity
Ax)uf(x)
In this case, a particular solution of (1. To prove the theorem, note that if (A) holds, equation (1) may be transformed by the substitution
The function z{x) satisfies the equation
where Theorem 1 is now applicable, for
+ 00 , and τι -therefore, solutions of (1.2) (and, thus, those of (1) This theorem trivially implies that all solutions of equation (1) are both nonoscillatory and bounded.
The following is a similar nonoscillation test, applicable to a broader class of equations than those covered by the two preceding theorems.
THEOREM 5. Solutions of equation (1) are nonoscillatory if either of the following conditions is satisfied:
There exists a finite number A such that, for x >_ b >_ a,
There exists a finite number B such that for x >_ b >_ α, We have, according to Condition (A), that 0 < rι(x) < r(x) lor b <% < + oo.
According to the Sturm comparison theorem, solutions of equation (1) We include an example which shows that the theorem is not valid under either of the less restrictive assumptions:
where M is any finite number. EXAMPLE 1. Consider the equation
on the interval [ 1, +oo) , where Aγ is a parameter. A computation shows that
On the other hand the substitution y = x" 2 z and the subsequent transformation t -log x yield a function w(t) = z (x(t)), which satisfies the Mathieu equation (1) oscillate.
We obtain a generalization of this result, valid for any admissible r(x) and free of the assumption that p{x) be nonnegative. 
then solutions of equation (1) are nonosdilatory.
If k is such that the first inequalities hold, we prove the result by forming the function
A computation shows that u(x) is a solution of the differential equation
The function It follows from the conditions of the theorem that either
Equation (1) for the substitutions, y -g (x) z 9 or y = ft *(x)z, respectively, is transformed into
respectively. We can now apply Theorem 1. We have for equation (1.6) dx f " Ja r(
= + 00 •ix)g(x)
and r% dξ
In similar fashion Theorem 1 is applicable to equation (1.6)' to show that, in either case, solutions of (1) 
X
The following example shows that the condition
is not sufficient for nonoscillation. The corollary now follows from Theorem 6.
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Gy^(x) is defined only if lim^^oo JJ* ξ ρ(ξ)dζ exists and is finite, and thus, according to Theorem 5, the solutions are nonoscillatory. In any case, this result is a natural link between Hille's theorem and Theorem 5.
We shall denote by Ny(xι,x 2 ) the number of zeros of a solution y(x) of equation (1) (1).
In order to place estimates on N(x ί$ x 2 ), we note that equation (1) is equivalent to the system of equations
where a(x) > 0 and has a continuous derivative. In terms of polar coordinates R and β in the yt>plane, we have
Every solution y{x) of equation (1) can be uniquely represented by
where [R(x), Θ(#)] is a solution of the system (1.9) (1.10). These equations can be exploited for oscillation and boundedness theorems, typical of which is the following.
To see this, we set a(x) = A; thus, equation (1.9 
The result now follows from the obvious inequalities
is a sufficient, and 4-00 dx la r"ΰ) Ja a necessary condition that solutions of equation (1) oscillate.
x To prove the result note that for
From these relations and Theorem 8, we have that -[* p(ξ)dξ +0(1) <N(a 9 x) < -P 4 T T +0(1). πU Ja π Ja r\ξ)
The remaining details of the proof are now obvious.
We remark that lr Γhis theorem was suggested by an unpublished theorem due to Leighton and Martin in which the condition | r (x )p (x )\ < M replaces the analogous condition here.
hence, if for some constant, A,
--Equation (1.9) can be written as follows 0 (1).
where lim^^oo e (x) = 0.
The proof follows immediately from equation (1.11).
Theorems on boundednes.
We derive'here a number of results by suitable choices of a(x) in equation (1.10).
THEOREM 11. For every A > 0 we have
The proof is obvious.
THEOREM 12. If r(x)p(x)
is positive and has a continuous derivative,
The inequalities of the theorem now follow from the inequalities
Theorem 12 is a more general statement of a theorem due to Leighton [7, p. 190] in which it is assumed that rix)pix) is a positive, monotone function.
THEOREM 13. If p ix) --f ix), and rix) f ix) is positive and has a continuous derivative, then and

Λ V r !/α | rf ],
Setting a(%) = {r{x) f (x)) , we have
The proof of the theorem is now obvious.
In the special case, where (rix)fix))' >_ 0, it follows that
R(x) <R(a)ex
This inequality is sharp as the example Γ(Λ ) = 1 and p(x) = -a 2 shows.
Theorem 11 shows that dx /•oo dx Γoo I
•---< + oo, / \p\x)\dx < + Ja r\x) Ja 00 are sufficient conditions that all solutions of equation (1) and it is sufficient that both
The proof of the sufficiency follows from Theorem 11.
To prove the necessity, consider the particular solution y(x) of equation (1) hence, integrating both sides of this inequality, we have
Since all solutions of (1) are assumed to be bounded, γ{x), in particular, is bounded by M. We have, therefore
for all x, and the theorem is proved. of which x 2 is a particular solution.
We obtain the following theorem, particularly applicable to the case where p(x) £ 0, by writing equation (1) 
