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Microscopic theory of domain wall dynamics under electric current is reviewed. Domain
wall is treated as rigid and planar. The spin-transfer torque and forces on the wall are derived
based on the s-d exchange interaction between localized spins and conduction electrons,
treating non-adiabaticity expressed by the gauge field perturbatively. Effect of spin relaxation
is also studied.
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1. Introduction
The present information technology is based on electron transport and magnetism. Mag-
netism has been most successful as high-density storages such as hard disks. In magnetic
storages, read-out mechanism of the information had so far several significant developments.
The oldest idea of detecting magnetic information would be to use Faraday’s induction law by
scanning a read head (a coil) on the stored magnetic bits. More efficient read-out mechanism
was developed by using anisotropic magnetoresistance (AMR) effect. AMR is a resistivity
dependent on the angle between the magnetization and the electric current, which arises from
the coupling of magnetization and electrons’ oribtal motion due to spin-orbit interaction.1 The
resistivity change is only of order of a few %, but AMR is more efficient than using Faraday’s
induction used in magnetic tape and hard disks in early days. Magnetic head with higher
sensitivity was developed by use of GMR (giant magnetoresistance) effect in thin magnetic
multilayers discovered in 1988.2, 3 Strong magnetization dependence of the resistivity arises
from the spin-dependent scattering of the electron at the interface between thin ferromag-
netic layer and non-magnetic metallic layers. Quite recently GMR heads are being replaced
by TMR (Tunneling MR) heads, where the non-magnetic layer is replaced by an insulating
barrier.4 These rapid developments of read-out mechanism by use of solid state systems made
possible so far the rapid increase of recording density.
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1.1 Current-driven domain wall motion
In contrast, write-in mechanism in magnetic devices is still based on the knowledge of 19th
century, Ampe`re’s law. A novel mechanism of controlling magnetization by use of current but
without referring to magnetic field was first considered by Berger in 1978.5 He pointed out
theoretically a possibility of driving a domain wall by current directly. Domain wall is a twisted
structure of local spins as shown in Fig. 1.6, 7
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Fig. 1. (color online) Illustration of a Ne´el wall (left) and a Bloch wall (right). Also shown are the
wall position X and the angle φ0 between the wall magnetization and the easy plane, which are
collective coordinates describing a rigid and one-dimensional (or planar) wall. λ is the thickness
of the wall. The axes shown are those in spin space (they do not necessarily coincide with spatial
coordinate axes in the present systems without coupling between spin and real spaces). The current
direction is perpendicular to the wall plane.
The thickness of the wall, λ, is an important parameter governing the coupling between
the wall and conduction electrons. In most cases of 3d transition metals, λ is 10−100nm, and
is much larger than the Fermi wavelength of the electron, kF
−1. The wall is therefore in the
adiabatic limit, where the elctron spin can adiabatically follow the local spin direction as it
passes through the wall. We consider in this paper a domain wall which is planar and rigid.
In this case, the wall dynamics is described by two variables, its position X and φ0, average
angle out of easy plane (x-z plane in both walls in Fig. 1).8, 9 Our calculation applies to both
Ne´el and Bloch walls, since there is no coupling between spin and real space in our model.
The current direction is perpendicular to the wall plane.
Berger considered a domain wall under electric current, and discussed that s-d type ex-
change coupling between the local spin and conduction electron spin is dominant interaction
that drives the wall under current in the case of thin film (e.g., thickness less than ∼ 0.1µm),
where the effect of induced magnetic field can be neglected.5 In 1984,10, 11 he studied the
effect of the force arising from the reflection of conduction electron by domain wall caused
by this exchange coupling. This force was associated with a wall mobility introduced phe-
nomenologically. The effect was found to be small in most cases due to a very small reflection
2/32
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probability because the wall thickness is usually large compared with Fermi wavelength. In
1986,12 he argued that the exchange interaction produces a torque which tends to cant the
wall out of the easy plane (angle φ0). This torque was later found to push the wall by different
mechanism from exchange force, and turned out to be dominant driving mechanism,13 and is
nowadays called spin transfer torque. Based on this idea, an experimental study was carried
out in 199314 on a thin film of Ni81Fe19. There, domain wall velocity of 70 m/s was reported
at the current density of 1.35×1010 A/m2 applied as a pulse of duration 0.14µs. Although the
experiment was quite successful, experiments on better-controlled systems are now required.
After these works, there was no significant development until 1996 in studies on current-
driven domain wall motion, when Slonczewski15 and Berger16 independently developed a the-
ory of magnetization switching by spin-transfer torque in thin film or pilar structures. This
spin-transfer torque is essentially the same as the one Berger has discussed for domain wall.13
The pillar system considered there was intensively studied after the works by Slonczewski and
Berger since such a system is expected to be applied to a memory devices like magnetoresis-
tive ramdom access memory (MRAM) that opeartes without magnetic field. Current-induced
domain wall motion is also expected to be useful as a possible MRAM, and intensive experi-
mental studies have started.
Recently experimental studies have been carried out on submicron-size wires and domain
wall motion induced by current has been confirmed.17–20 In all of the early experiments, the
current density necessary for wall motion is high, of order of 1011 − 1012 A/m2. Measurement
of domain wall velocity was carried out by Yamaguchi et al.21 by observing wall displacement
by use of MFM after each current pulse of strength 1.2×1012 A/m2 and duration of 5µs. The
average velocity was found to be 2 ∼ 6m/s. In those experimental works, there seemed to be
a certain threshold value for domain wall motion, around 1012 A/m2, and the average wall
velocity were rather slow, less than 10m/s.
1.2 Recent theories
Those experiments motivated theoretical studies to look into the problem in more detail.
Microscopic derivation of equation of motion of domain wall under current was carried out by
Tatara and Kohno.9 They considered a planar (one-dimensional) wall and described the wall by
the two collective coordinates, X and φ0, i.e. within Slonczewski’s description.
8 The variableX
represents the position of the wall, and φ0 describes a tilt of the wall plane. Considering a small
hard-axis anisotropy case, other deformation modes than φ0 (such as change of wall width)
were neglected (rigid wall approximation). The equation of motion with respect to X and φ0
was derived including the effect of conduction electrons via the s-d exchange interaction. The
electron carrying a current was treated by use of non-equillibrium (Keldysh) Green function.
The equation of motion derived was found to be essentially the same as that obtained by
Berger long ago,10, 13 indicating his deep physical insights, but the effects of the spin-transfer
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torque and reflection force (momentum transfer) were obtained without phenomenological
assumptions and ambiguities for the first time. Based on the obtained equation of motion,
the wall motion under steady current was studied. It was found that in the adiabatic limit,
where the reflection force can be neglected, and if in the absence of spin relaxation, there is a
threshold current determined by the hard-axis magnetic anisotropy energy, K⊥. Thus the wall
is intrinsically pinned by the internal degree of freedom, φ0. At large current, however, the
wall gets depinned and its velocity becomes proportional to spin current (spin polarization of
the current flow), js, as is required from the angular momentum conservation.
Numerical simulation was performed based on an equation of motion of each local spin by
including the spin-transfer torque term in the adiabatic limit.22 The result was similar to the
analytical (collective-coordinate) study, indicating the existence of threshold current. Motion
of domain wall under magnetic field and spin-transfer troque was solved in Ref.23 Later Zhang
and Li24 and Thiaville et al.25 proposed to add a new torque term in the equation, which is
perpendicular to the spin-transfer torque. After Thiaville et al.,25 we call this torque term as
the β term. Zhang and Li argued that the β term arises from spin relaxation of conduction
electrons.24 Thus the phenomenological equation of motion of local spin under current reads
S˙ = Beff × S + α
S
S × S˙ − a
3
2eS
(js · ∇)S − a
3β
eS
[S × (js · ∇)S] + τna. (1)
Here Beff is the effective field arising from spin Hamiltonian, and α represents damping. The
equation S˙ = Beff × S + αSS × S˙ has been well-known as Landau-Lifshitz-Gilbert equation
describing magntization dynamics in a magnetic field Beff . Effects of current are represented
by other three terms in Eq. (1). The third term on the right hand side, (js · ∇)S, represents
spin transfer torque, the fourth one is β term, and the last term τna denotes non-adiabatic
term,26 which has not been taken account in numerical simulations.
The β term turned out to modify the threshold current and the terminal velocity of the wall
significantly when β/α & 1.24, 25, 27 The threshold current in this case is determined by extrinsic
pinning and the terminal wall velocity is determined by β/α.24, 25, 27 Microscopic derivation of
the β-term was carried out by several authors.28–31 Tserkovnyak et al.28 calculated β based
on a one-band model considering spin-relaxation of conduction electrons semi-classically and
assuming spin dynamics of small amplitude. They considered the limit of weak ferromagneticm
and found that βsf = αsf , namely, β due to spin flip is equal to the damping parameter caused
by spin flip. They also mentioned that in general βsf 6= αsf considering the effects of multiband
or deviation from weak ferromagnetism. Their approach is, however, still phenomenological,
treating the spin-flip process by a phenomenological spin-relaxation time in the equation of
motion of spin. βsf = αsf was suggested also by different phenomenological argument
32, 33 (see
also Ref.34). Fully microscopic calculation of β and α due to spin relaxation was carried out
on s-d model by Kohno et al.29, 30 using standard diagrammatic perturbation theory, where
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effect of spin relaxation are taken into account consistently and fully quantum mechanically.
The result indicated βsf 6= αsf . The same result was obtained later in the functional Keldysh
formalism by Duine et al.31 Determination of β and α values needs a careful microscopic
calculation, since they are quantities smaller by a factor of 1/(ǫF τ) compared with conventional
transport coefficients. Phenomenological thermodynamic argument predicted β = α,32, 33 but
microscopic studies29–31 indicate that it is wrong. The error would be because the argument
of refs.32, 33 lacks consistent consideration of the work done by the electric current.34
Waintal and Viret35 and Xiao, Zangwill and Stiles36 studied the spatial distribution of the
current-induced torque around a domain wall by solving Schro¨dinger equation and found a
non-local oscillatory torque (τna in eq. (1)). This torque is due to the non-adiabaticity arising
from the finite domain wall width, or in other words, from the fast-varying component of spin
texture. The oscillation period is∼ kF−1 (kF is the Fermi wavelength) and is of quantum origin
similar to the RKKY oscillation. Ohe and Kramer37 studied a wall motion solving the torque
due to the exchange interaction numerically, including non-adiabaticity. Non-local oscillating
torque was numerically studied by taking account of strong spin-orbit interaction based on
Kohn-Luttinger Hamiltonian (i.e., in magnetic semiconductors).38 It was shown there that
the oscillating torque is asymmetric around domain wall and that this feature results in high
wall velocity. Non-adiabaticity was studied further in Refs.26, 39, 40
In this paper, we review recent developments in the theory of current-driven domain wall
motion. We consider the case of a rigid one-dimensional (planar) domain wall. This rather
drastic assumption turns out to be more or less valid when compared with the numerical
simulation and some of the experimental data available at present. Detailed comparison of
experimental results with the present study will also shed light on the role of deformation of
the wall, which is the future target.
2. Model
For simplicity, we take a localized picture for ferromagnetism and adopt the s-d model,
where the dominant part of the ferromagnetic moment is carried by localized d-spins, S(x, t),
and they are coupled to conduction electrons via the s-d exchange interaction. Essentially
the same description would hold for itinerant ferromagnets, where the ferromagnetic order
parameter plays the role of S(x, t) above.41
The Lagrangian of the system consists of that of electrons Le, that of localized spins LS,
and the s-d exchange interaction Hsd between them;
L = Le + LS −Hsd. (2)
Each term will be explained in the following. Starting from this Lagrangian, we will derive
the equation of motion of a domain wall. Since the domain wall is a macroscopic object, we
treat it classically, whereas conduction elctrons are treated quantum mechanically.
5/32
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2.1 Electron part
The electrons we consider are interacting with impurities (both non-magnetic and mag-
netic) and with external eletric field. We denote the electron annihilation and creation oper-
ators as cσ(x, t) and c
†
σ(x, t), respectively, where σ = ± represents the spin state. The total
electron Lagrangian is given by
Le =
∑
k
c†k (i~∂t − ǫk) ck −Himp −Hsf −Hem, (3)
where ǫk ≡ ~sk22m − ǫF and ck ≡ (ck+, ck−)t (t denotes transposition). The spin-independent
impurity scattering is described by
Himp =
∑
i
∑
k,q
vimpe
−iq·Ric†
k+qck, (4)
where vimp represents the potential due to impurity and Ri represents position of random
impurities. We approximate the potential as on-site, i.e., vimp has no q-dependence. Treating
the impurity scattering by Born approximation, Himp gives rise to a lifetime of the electron,
τσ, whose inverse is given by
1
τσ
= 2πnimpv
2
impνσ, (5)
where νσ is the density of states at the Fermi level and nimp is the concentration of impurities.
The density of states and lifetime are spin-dependent in general, but we neglect this spin
dependence when we discuss the spin transfer and momentum transfer, to avoid unnecessary
complexity. This spin-dependence becomes important and so will be retained later when the
effect of spin relaxation is studied.
The term Hsf represents spin-flip scattering due to random magnetic impurities:
Hsf = us
∫
d3x
∑
i
Siiδ(x−R′i)(c†σc)x, (6)
where Sii represents impurity spin at site R
′
i. A quenched average is taken for the impurity
spin direction as well as for the impurity position.
The interaction with electric field is expressed by use of charge current j and electromag-
netic gauge field Aem as
Hem = −
∫
d3xAem · j, (7)
The gauge field is given by use of E ≡ −A˙em as
Aem = i
E
Ω0
eiΩ0t, (8)
where E is the applied electric field which is spatially homogeneous, and Ω0 is its frequency
to be set as Ω0 → 0 at the last stage of the calculation. The total current is given in the
6/32
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presence of gauge field by (e(< 0) is electron charge)
J ≡ e
m
∑
k
(~k − eAem)c†kck. (9)
θ
φ
z
x
y
n
eφ
eθ
Fig. 2. Polar coordinates (θ, φ) parametrizing the local spin direction, and unit vectors n, eθ and eφ.
2.2 Spin part
We consider the magnetization, or local spins, of fixed magnitude S and varying direction
n, and parametrize it by the polar coordinates (θ, φ) as (Fig. 2.1)
S = S(sin θ cosφ, sin θ sinφ, cos θ) ≡ Sn. (10)
Deferring the effect of damping (friction) to the next subsection, the spin part of the La-
grangian is given by
LS = ~S
∫
d3x
a3
φ˙(cos θ − 1)−HS, (11)
where HS is the Hamiltonian of local spin, which we will specify later. The first term is known
as the ‘kinetic potential’, and describes the spin dynamics governed by a torque equation. It
has the same form as the spin Berry phase in quantum mechanics, but here we treat localized
spins as classical objects. In fact, the equation of motion is derived from LS as
S˙ = γBs × S, (12)
where γBs ≡ δHSδS is the effective magnetic field acting on localized spin (in the absence of
conduction electrons).
The meaning of the ‘spin Berry phase’ term can be understood if one note that the
canonical structure is contained in this kinematical term in the Lagrangian. Let us demonstrate
this within classical mechanics. The canonical momentum conjugate to φ is defined as
Pφ ≡ δLS
δφ˙
= ~Sz − ~S. (13)
Defining the Poisson bracket (times ~) by {A,B}PB = (∂A/∂φ)(∂B/∂Sz)−(∂B/∂φ)(∂A/∂Sz),
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we have {φ, Sz}PB = 1. By using Sx ± iSy =
√
S2 − S2z e±iφ, we can derive the correct SU(2)
algebra of the spin angular momentum as
{Si, Sj}PB = ǫijkSk. (14)
The Hamiltonian of localized spin we consider is a general one with two anisotropy energies.
The easy axis and a hard axis, chosen as z and y direction, respectively. We treat local spins
in the continuum. The Hamiltonian is given by
HS =
∫
d3x
a3
[
J
2
(∇S)2 − K
2
(Sz)
2 +
K⊥
2
(Sy)
2
]
+ Vpin, (15)
where Vpin represents sample inhomogeneity leading to the pinning of a domain wall. For
a wire of soft ferromagnet, the easy axis is in the wire direction to avoid surface magnetic
charges (shape anisotropy), and a domain wall appears as the Ne´el wall (Fig. 1.1). The case of
Bloch wall such as realized in a film with perpendicular magneic anisotropy is also described
by HS. As for the spin-transfer and momentum-transfer processes, both types of domain walls
show the same dynamics if the spin-orbit coupling is neglected in the electron system.
2.3 Damping
In spin dynamics, damping (friction) plays an essential role. We know that the magneti-
zation will eventually point to the direction of the effective field, Bs. Simple torque equation,
S˙ = γBs × S (γ ≡ |e|m is gyromagnetic ratio), or n˙ = γBs × n, however, predicts only a
precession around Bs. This point was remedied by Landau and Lifshitz (LL) by adding a
perpendicular torque,
n˙ = γBs × n+ αLL(n × (n ×Bs)), (16)
where the last term describes a damping torque, which tends to align n along Bs. Gilbert
later proposed another form of damping, which contains n˙,
n˙ = γBs ×n − α0(n× n˙), (17)
and this equation (17) is called Landau-Lifshitz-Gilbert (LLG) equation. (In the above, αLL
and α0 are dimensionless parameters.) These two equations are essentially equivalent, and
they describe correctly the decay of precession and the relaxation to the equillibrium direction,
n ‖ B. As we will see, damping terms of Gilbert form can be derived by integrating out the
environment. (But damping torque has also higher order derivatives, and so both LL and LLG
equations are approximations in the linear order of time derivative.)
The damping term cannot be introduced in the Lagrangian without environment, as is al-
ways the case for dissipation processes. We here treat the Gilbert damping by use of Rayleigh’s
method in classical mechanics,42 by considering a quantity describing energy dissipation,
WS ≡ α0
2
~S
∫
d3x
a3
(θ˙2 + sin2 θ φ˙2). (18)
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The equation of motion with damping included is given by
d
dt
δLS
δq˙
− δLS
δq
= −δWS
δq˙
, (19)
where q represents θ and φ. The derived equation is the LLG equation, (17).
2.4 Exchange interaction
The most important interaction in our problem is the s-d exchange interaction
Hsd = −Jsd
∫
d3xS · (c†σc) ≡ −M
∫
d3xn · (c†σc), (20)
between local spin and conduction electrons. Here M ≡ JsdS is half the exchange splitting.
An important point is that Jsd is rather strong in 3d ferromagnets: Jsd/ǫF & O(0.1 − 1).
These values are indicated from experimental observations of large magnetoresistances such
as GMR.
Most non-trivial part of the theory is the treatment of this strong exchange interaction
when local spin has a spatial structure and/or is dynamical. Fortunately, spin structures
in 3d ferromagnets are slowly varying compared to the scale of conduction electrons. This
is a conseqence of strong exchange interaction, J , between local spins, which is of order of
1000K as indicated by high critical temperature of 3d ferromagnets (For Fe, TC ∼ 1043K).
(Correctly, the typical length scale, λ, is determined by the ratio of exchange energy and
magnetic anisotropy (Eq. (32)).) Since many local spins within the scale of λ are coupled, the
spin structure is (semi-) macroscopic and its time scale is slow compared to that of electrons.
From these considerations, the electron can go through the spin structures adiabatically. The
condition for the adiabaticity can be given by a few different small parameters. The first one,
introduced by Stern43 in disordered case,
~/(Mτ)≪ 1, (21)
justifies the perturbative treatment of non-adiabaticity by using a gauge field. The second
small parameter expressing spatially slow variation is 1/(kFλ)≪ 1. For spin transport in the
absence of disorder, this condition would be modified to be
1
kFλ
ǫF
M
≃ 1
(kF+ − kF−)λ ≪ 1, (22)
where the left hand side is a ratio of the precession time of conduction electron due to the
exchange interaction, ~/M , to the time needed for the electron to pass through the spin
structure, λ/vF , as proposed by Waintal and Viret.
35
3. Gauge Transformation
Under the condition of Eq.(21), the electron spin is polarized almost along the local spin
direction. By use of local gauge transformation in spin space, such electrons are mapped to
electrons in a uniform ferromagnetic state interacting with a gauge field. The local gauge
9/32
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σ
S
A
Fig. 3. Gauge transformation of electrons in inhomogeneous field (due to local spins, S) into electrons
in homogeneous field produces an SU(2) gauge field, A.
transformation is to choose the electron spin quantization axis along S(x, t) at each point
(Fig. 3).41 The deviation from perfect adiabaticity is described by an SU(2) gauge field, which
is small and we treat it perturbatively. A new electron operator a ≡ (a+, a−)t is defined as
c(x, t) ≡ U(x, t)a(x, t), (23)
where U is a 2× 2 matrix which we take here as
U(x, t) ≡m · σ, (24)
with a unit vector m given by
m =
(
sin
θ
2
cosφ, sin
θ
2
sinφ, cos
θ
2
)
. (25)
The derivative of the original electron is written as ∂µc = U(∂µ + iAµ)a in terms of new
electron, where Aµ ≡ −iU(x, t)−1∂µU(x, t) ≡ Aαµσα is the SU(2) gauge field with Aαµ ≡
(m × ∂µm)α (summation over α = x, y, z is suppressed). The gauge field is related to the
derivative n, as ∂µn = 2Aµ × n.
The free-electron part of the Lagrangian is written in terms of the a-electron as∑
k,σ
c†kσ(i~∂t − ǫk)ckσ =
∑
k,σ
a†kσ(i~∂t − ǫk)akσ −HA (26)
where HA describes the interaction with spatial and temporal variation of local spins, ex-
pressed by Aαµ ;
HA = −~
∑
k,q
[∑
µ
(
Jµ
(
k +
q
2
)
· Aαµ(−q)
)
a†k+qσαak
+
~
2m
∑
p
Aαi (−q − p)Aαi (p)a†k+qak
]
. (27)
10/32
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Here we have defined
Jµ(k) ≡
(
~
m
k, 1
)
, (28)
for µ = x, y, z, t.
The total electric current, eq.(9), is modified by the SU(2) gauge field as
J =
e
m
∑
k
[
(~k − eAem)a†kak + ~
∑
q,α
Aα(q)a†
k+qσ
αak
]
, (29)
and the interaction with external electric field is given by
Hem =
∑
k,i
ie~Ei
mΩ0
eiΩ0t
[
kia
†
kak +
∑
q,α
Aαi (q)a
†
k+qσ
αak
]
(30)
up to O(E). To summarize the electron part, the Lagrangian is now written as Le − Hsd =
L0e − HA − Hem − Hsf , where L0e ≡
∑
kσ a
†
kσ(i~∂t − ǫkσ)akσ − Himp, with ǫkσ ≡ ǫk − σM ,
defines free electrons under uniform magnetization and impurity potential. The interactions
which we treat perturbatively are shown in Fig. 4.
σ
k+q
A
k q
k+q A
k
q-p
A
p
H  =A
A
EE
ω+Ω0
ω
Ω0
q
k+q
k
Ω0
k
k
ω+Ω0
ω
H  =
em
σ
k+q
k q
H  =
sf
Fig. 4. Diagrammatic representaion of the coupling of conduction electrons to domain wall (HA),
to external electric field (Hem), and to magnetic impurities (Hsf). Solid lines are electron Green
functions with selfenergy due to impurity scattering included, and wavy lines denote the SU(2)
gauge field representing spin structure.
4. Domain Wall
We consider a planar (i.e., one-dimensional) domain wall as realized in a narrow wire,
where the spin configuration changes only in the wire direction, which we choose as z direction
of coordinate space. (This direction is y-direction of spin space in the Bloch wall case (Fig.
1.1). Note that spin space and coordinate space do not necessarily coincide in the symmetric
11/32
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system we consider.) The spin part of the Lagrangian LS (without the pinning potential and
the s-d exchange coupling) allows a static domain wall solution,
cos θ = tanh
z −X
λ
, (31)
with φ = 0, and X is an arbitrary constant. Here we have introduced a length scale
λ ≡
√
J
K
, (32)
governing the spatial scale of magnetic structure in general, and gives the thickness of the
domain wall.
The domain wall considered above is called Ne´el wall (Fig. 1, left), where magentization
is changing in the spatial z-direction, which coincides with the magnetic easy axis. Other
type of wall, called Bloch wall (Fig. 1, right), is also possible, if the easy plane (zx-plane) is
perpendicular to the wire direction, y. This difference of wall structure does not affect the
electron transport nor the spin torque if the spin-orbit interaction is neglected.
4.1 Collective coordinates of rigid 1D wall
To derive the equation of motion of a ‘rigid’ domain wall, we here consider the collective
coordinate description.44 This treatment and the results are essentially the same as the one
considered by Slonczewski6, 8 in the context of dynamics under magnetic field.
The idea is to consider the constant X in Eq.(31) as a dynamical variable, X(t). Then the
angle φ(z, t) can be excited, too, and so another collective variable
φ0(t) ≡
∫
dz
2λ
sin2 θ0 φ(z, t) (33)
needs to be treated also as dynamical,45 where cos θ0 = tanh
z−X(t)
λ or sin θ0 =[
cosh z−X(t)λ
]−1
. This is because X and φ0 are canonically conjugate to each other, as in-
dicated by the fact that the first term of Eq.(11) takes the form ∝ X˙φ0.
In the absence of sample inhomogeneity and driving force, X describes a gapless zero mode
owing to the translational symmetry of the system. If the pinning potential V0 is present, the
energy scale of X will be V0. Similarly, the energy scale of the φ0-mode is given by K⊥. Since
the energy gap of the spin-wave mode is ∼ √KK⊥, the modes described by X and φ0 are low
energy compared to others if the following condition is satisfied;
V0 ≪
√
KK⊥, K⊥ ≪ K. (34)
In this case, the low-energy wall dynamics is described by the two variables, X and φ0. Oth-
erwise, the pinning and/or K⊥ leads to a deformation of the wall, whose description requires
other variables than X and φ0. The condition (34) gives a criterion that such deformations
can be neglected.
Precisely speaking, we need one more condition that there is no linear coupling of spin-
12/32
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wave modes to X or φ0. In reality, when V0 and K⊥ are finite, there arise such linear couplings,
and the wall dynamics is not closed in X and φ0 in a strict sense. This is quite natural since
the pinning and K⊥ results in a deformation of the wall whose description requires other
variables than X and φ0. However, the condition (34) also assures that such linear couplings
are small. We assume the condition (34) in this paper.
4.2 Domain wall Lagrangian
From these considerations, the Lagrangian for low-energy dynamics of a rigid wall is given
by using n0 = (θ0, φ0) in the LS.
45 The result is L = Lw + Le, where
Lw = ~NS
(
X˙
λ
φ0 − K⊥
2~
S sin2 φ0
)
− Vpin[n0]
+M
∫
d3xn0 · sˆ. (35)
Here sˆ ≡ c†σc is the electrons’ spin-density operator, and N ≡ 2λA/a3 is the number of spins
in the wall. (A is the crossectional area of the wire.)
The equations of motion of the wall are now obtained simply by taking variations with
respect to X and φ0 and taking the expectation value of s ≡ 〈sˆ〉. Using
WS =
α0N~S
2
(
X˙2
λ2
+ φ˙0
2
)
, (36)
in eq. (19), they are obtained as
φ˙0 + α0
X˙
λ
=
λ
~NS
(F + Fpin), (37)
X˙ − α0λφ˙0 = K⊥λ
2~
S sin 2φ0 +
λ
~NS
τe,z. (38)
Here force and torque due to electrons are defined as
F ≡ −
〈
δHsd
δX
〉
= −M
∫
d3x∇zn0 · s, (39)
τ e ≡ −
∫
d3x
〈
δHsd
δS
〉
× S = −M
∫
d3x(n0 × s). (40)
We note that this set of equations, (37) and (38), is essentially the same as those obtained
by Berger.10, 13 What is new and essential in the present theory is that we have formal but
exact expressions of force and torque, which we can evaluate by a systematic diagrammatic
method.
Defining each component of s as (see Fig.2 for the definition of eθ and eφ)
s ≡ sθeθ + sφeφ + szn, (41)
force and torque are represented in terms of sθ and sφ as
Fµ = 2M
∫
d3x
(
−sθAφµ + sφAθµ
)
(42)
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τ e =M
∫
d3x (sφeθ − sθeφ) , (43)
where Aφµ ≡ eφ ·Aµ, Aθµ ≡ eθ ·Aµ. Clearly, the component sz parallel to the local spin S does
not affect the dynamics of S.
5. Calculation of Electron Spin Density
Our task is now to evaluate the electron spin density s in the presence of spin structure
(∇n) and current flow, or in the presence of spin dynamics (n˙). Since the electron state is
better defined in gauge-transformed (rotated) frame, we define Green functions with respect
to the rotated frame. We use non-equillibrium (or Keldysh) Green function defined on complex
time plane,46
gkσ(t, t
′) ≡ −i
〈
TCakσ(t)a
†
kσ(t
′)
〉
, (44)
where TC represents path order on complex time plane (Fig. 5) and 〈· · ·〉 denotes averaging
over quantum states, random impurities and thermal averaging. This non-equillibrium Green
function contains besides retarded and advanced Green functions the lesser (greater) Green
function,
g<kσ(t, t
′) ≡ i
〈
a†kσ(t
′)akσ(t)
〉
, (45)
which gives directly the informaiton on the particle (hole) number and is is most useful
in calculating physical qunatities. The quantum state is defined with respect to L0e , with
C t
Fig. 5. Keldysh contour in the complex time plane used in non-equillibrium Green functions.
normal impurities taken account in the standard ladder approximation (i.e., neglecting small
corrections of O(1/(ǫF τ))). Thus we have free retarded and lesser Green functions as
grkσ(ω) =
1
ω − ǫkσ + i2τσ
(46)
g<kσ(ω) = f(ω)(g
a
kσ(ω)− grkσ(ω)), (47)
where f(ω) ≡ 1
eβω+1
.
The exact Green function (detnoted by G), taking account of interaction, HA, Hem and
Hsf , satisfies the same Dyson equation as the conventional time-ordered and retarded Green
functions (but with time defined on a complex plane). This Green function is still defined on
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complex time, t, t′. To obtain physical quantities, we need to map t’s onto real time.46
We consider a slow local spin dynamics and assume that the SU(2) gauge field has only
zero frequency component, Aαµ(q,Ω) ≡ δΩ,0Aαµ(q). This is justified when Ωτ ≪ 1. We can
easily evaluate the spin density in rotated frame, s˜, defined by
s˜(x, t) ≡
〈
a†σa
〉
= −itr[σαG<(x, t,x, t)]. (48)
The spin density in the original frame is given by
s(x, t) = 2m(m · s˜)− s˜. (49)
σ σ
+
−
+− A
+
− +−
+
−
s    =+
−
~ (0)
σ
σ+−
+
−
A
E
+
−
s    =+
−
~
(1)
Fig. 6. Contributions to the electron spin density in the rotated frame, in zeroth- and linear-oder in
the applied electric field E (denoted by s˜(0) and s˜(1), respectively).
6. Spin-Transfer Torque on Domain Wall
We consider a rigid one-dimensional domain wall represented by (31)(33). The correpond-
ing gauge field is given as (q is along z-direction)
Aθ0(q) = −
πλ
2L
eiqX φ˙0uq, A
φ
0 (q) =
πλ
2L
eiqX
X˙
λ
uq
Aφi (q) = −δi,z
π
2L
eiqXuq, (50)
where uq ≡ 1cosh(pi
2
λq) is a form factor of the wall and A
θ
i = 0. The electron spin polarization
around the domain wall is then obtained as26
sθ(x) =
πλ
2LM
∑
q
e−iq(z−X)uq
×
[
sφ˙0χ
(0)
1 (q)− kF 3
X˙
λ
χ
(0)
2 (q)−
j
eλ
χ
(1)
2 (q)
]
, (51)
sφ(x) = − πλ
2LM
∑
q
e−iq(z−X)uq
×
[
s
X˙
λ
χ
(0)
1 (q) + kF
3φ˙0χ
(0)
2 (q) +
Pj
eλ
χ
(1)
1 (q)
]
, (52)
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where s ≡ (k3F+−k3F−)/(12π2) is the equilibrium spin density of electrons, kF ≡ (kF++kF−)/2,
and P ≡ js/j = δn/n is the polarization of current with n = n+ + n− and δn = n+ − n−.
Dimensionless correlation functions are given by
χ
(0)
1 (q) =
~M
sV
∑
k,±
P
fk±
ǫk+q − ǫk ± 2M
, (53)
χ
(0)
2 (q) =
~M
kF
3V
∑
k,±
π
2
(fk+ − fk−)δ (ǫk+q − ǫk ± 2M) , (54)
χ
(1)
1 (q) =
M
3πmδnV
∑
k,±
(
q ·
(
k +
q
2
))
i
grk± − gak±
ǫk+q − ǫk ± 2M , (55)
χ
(1)
2 (q) =
M
6πmnV
∑
k,±
(
±π
2
)(
q ·
(
k +
q
2
))
× i(grk± − gak±)δ(ǫk+q − ǫk ± 2M ). (56)
As seen, χ
(i)
1 and χ
(i)
2 (i = 0, 1) arise from the real and imaginary parts of the factor,
1
ǫk+q,∓−ǫk±+ iτ
, respectively.
Let us look into the adiabatic limit by putting q = 0 in χ’s. The spin density then becomes
s
(ad)
θ (x) =
1
2M
sin θ0(z −X)sφ˙0, (57)
s
(ad)
φ (x) = −
1
2M
sin θ0(z −X)
(
s
X˙
λ
+
Pj
eλ
)
. (58)
Results (51) and (52) indicate that non-adiabaticity (finite q contribution, χ
(0)
2 ) basically
exchanges roles of θ and φ; non-adiabatic contribution from current induces a spin polarization
in the θ-direction, and drives tilt of the wall. This is exactly what is expected in the presence
of spin relaxation as argued by Zhang and Li,24 so non-adiabaticity and spin relaxation have
essentially the same effect on the spin structure.
These features are cleary seen in the equation of motion. The torque on a wall is obtained
as
τe = −1
2
∫
d3x
∫
d3x
′
sin θ0(x) sin θ0(x
′)
×
[
s
X˙
λ
χ˜
(0)
1 (x− x′)−
∑
i
jis
eλ
χ˜
(1)
1 (x− x′)
]
.
(59)
Noting χ˜
(i)
1 (q) = 1 +O(q/kF )
2, we obtain
τe = −~N
2λ
(
sX˙ − Pj
e
)
+ o((kFλ)
−2). (60)
Roles of electron spin polarization on wall dynamics is summarized in Fig. 7.
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X
.
φ.
Fig. 7. (color online) Spin polarization of conduction electrons (denoted by small arrows) around a
domain wall (large arrows), and its effect on the domain-wall dynamics. Top: Equilibrium polar-
ization along the local spin does not affect the dynamics. Middle: Under current, the spin-transfer
torque is induced by the polarization component out of the wall plane (in spin space), which
induces rotation of local spins within the plane, hence the translational motion, X˙. Bottom: φ˙0
is induced by the component in the θ-direction in the wall plane. Such polarization arises from
non-adiabatic9 and spin-relaxation24 processes.
7. Spin Relaxation
The presence of spin relaxation processes in the electron system produces a new type of
torque
τ sf = αsfSn× n˙+ βsf a
3S
2e
(n× (js · ∇)n), (61)
in the adiabatic regime, as first recognized in ref.24 The first term is the Gilbert damping,
and the second term is a new type of current-induced torque which is orthogonal to the spin-
transfer torque. (αsf and βsf are dimensionless coefficients.) In ref.,
29 the authors adopted
quenched magnetic impurities to simulate spin relaxation processes in a microscopic Hamil-
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tonian, and obtained the result as
αsf = πnsu
2
s
[
2S2zν+ν− + S2⊥(ν
2
+ + ν
2
−)
]
, (62)
βsf =
πnsu
2
s
M
[(
S2⊥ + S2z
)
ν˜+ +
1
P
(
S2⊥ − S2z
)
ν˜−
]
, (63)
in terms of the density of states, ν±, or ν˜± ≡ ν+ ± ν− (note that the notation is different
from ref.29), the concentration (ns) and the scattering amplitudes (usS⊥, usSz) of magnetic
impurities, and the degree of spin polarization, P = js/j, of the current.
8. Force
The concept of force may be generalized to arbitrary spin structures based on Eq. (42).
There are several types of forces corresponding to each torque.26, 47 In particular, we now have
three kinds of current-induced forces: F = F refl + F ST + F β. The first one
F refl = eNeρsj, (64)
is a (non-adiabatic) force due to electron reflection by spin structure, and is related to the
resistivity48, 49
ρs =
4πM2
e2n2
1
V
∑
k,q,σ
|Aσz (q)|2 δ(ǫk,σ) δ(ǫk+q,−σ), (65)
due to the spin structure. The other ones, F ST and F β, are finite in the adiabatic limit, and
are physically different from the reflection force, F refl. They are calculated as
F STi = −
1
2e
∑
ℓ
jsℓ
∫
d3xn · (∂in× ∂ℓn) (66)
F βi = βsf
1
2e
∫
d3x (js ·∇)n · ∇in, (67)
up to O((kFλ)
−2). For ferromagnetic films, the spin-transfer force F ST has a topological
meaning since the quantity, nv ≡ 14π
∫
d2xn · (∂xn × ∂yn), defined in two dimensions is a
topological number (integer or half integer depending on boundary conditions). The force
F ST is, in fact, a back reaction of the Hall effect due to spin chirality,50, 51 and was derived
by Thiele52 and Berger,12 then based on a general relation between force and the torque,47
and also in the context of magnetic vortex.53 Note that the adiabatic force is included in the
(adiabatic) spin-transfer torque, while the reflection force is not. The second term due to the
β-term is written as24, 25, 47
F β =
1
2e
γ′βsfjs, (68)
for a one-dimensional spin texture, where γ′ ≡ ∫ d3x (∇zn)2. These forces are schematically
illustrated in Fig. 8.
There are also forces induced by spin dynamics (S˙) in the absence of current, F = F (0)+
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Fig. 8. (color online) Schematic illustration of three kinds of current-induced forces acting on a spin
structure. Electron reflection pushes the structure along the current flow (F refl), and Hall effect
due to spin chirality results in a force in the perpendicular direction (F ST). Spin relaxation results
in a force along the direction of current (F β).
F (1) :
F
(0)
i =
s
2
∫
d3x
a3
n · (n˙× ∂in), (69)
F
(1)
i = αsfS
∫
d3x
a3
n˙ · ∂in (70)
The first term comes from the “spin renormalization” torque (see the next section), and the
second term comes from the Gilbert damping.
9. Equation of Motion
For a rigid one-dimensional wall, F (0) = −NS2λ φ˙0+o((kFλ)−2) and F ST = 0. (For a vortex
or a vortex wall, F ST is finite.) Combining Eqs. (37), (38), (60) and (64), we finally obtain
the equation of motion under current as
γSφ˙0 + α
X˙
λ
=
a3
eλ
βj + fpin, (71)
γSX˙ − αλφ˙0 = vc sin 2φ0 + a
3
2S
P
j
e
, (72)
up to O((kFλ)
−2), where the damping now includes the contribution from spin relaxation (eq.
(62)), α = α0 + αsf ,
β ≡ λ
2~S
e2nRwA+ Pβsf , (73)
is the total force due to electric current including the effect of spin relaxation (eq. (63)), and
vc ≡ K⊥λ
2~
S (74)
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has the dimension of velocity. Pinning force represented by
fpin = −2λV0
~Sξ2
Xθ(ξ − |X|), (75)
is due to an (extrinsinc) pinning potential Vpin(X) =
1
2MwΩ
2(X2 − ξ2)θ(ξ − |X|), which we
approximate as harmonic with range ξ, pinning frequency Ω (Mw ≡ N/(K⊥λ2) is the wall mass
and V0 ≡ Mw2N Ω2ξ2). The factor of γS ≡
(
S + s2
)
/S, arising from F (0), indicates that electron
spin polarization s/2 contributes to the magnetization of the wall (if close to the adiabatic
limit). This natural result indicates consistency of our calculation. (In the equaitons of motion,
we have neglected small non-adiabatic corrections of o((kFλ)
−2). Correctly speaking, the
reflection force is also the same order of o((kFλ)
−2),48, 49, 54 but we retain this term since
physical meaning is clear.)
Most important part of our work is the derivation of this equation of motion. We see
that it is essentially the same as the one argued by Berger10, 13 (with additional terms in-
troduced by Zhang and Li,24 and Thiaville et al.25), indicating his deep physical insights.
The phenomenological arguments were quite useful in discussing the adiabatic limit, where
angular momentum conservation (adiabatic spin-transfer torque) governs the dynamics. Once
non-adiabaticity and spin relaxation come in, fully quantum mechanical calculation as we
did is required. Of particular future interest would be the quantitative first-principle estima-
tions of torques and forces including material parameters (such as spin-orbit interactions) and
geometry (pinning) based on the present formulas (42) and (43).
10. Solution
Let us look into the solution of the equations of motion, which are given in terms of
dimensionless parameters by
∂t˜
(
X˜ − αφ0
)
= sin 2φ0 + P˜ j˜, (76)
∂t˜
(
φ0 + αX˜
)
= −V˜0X˜θ(ξ/λ− |X˜ |) + β j˜, (77)
where t˜ ≡ tvc/λ, X˜ ≡ X/λ, Ω˜ ≡ Ωλ/vc = 2
√
2
S
λ
ξ
√
V0
K⊥
, P˜ ≡ P2S , j˜ ≡ a
3
evc j and V˜0 ≡ 12Ω˜2 =
4
S2
V0
K⊥
(
λ
ξ
)2
, and we approximated as γS = 1. (For details of the solutions, see Ref.
27)
10.1 Threshold current
Behavior of threshold current depends on the extrinsic pinning.
(I) Weak pinning regime Under small current, j˜ . 1, φ0 remains small and the wall
dynamics is well described by X only. This is defined as regime I. Linearizing the sine-term
in Eq.(38) as sin 2φ ≃ 2φ, we eliminate φ to obtain55, 56
(1 + α2)∂2
t˜
X˜ +
1
τ˜
∂t˜X˜ + Ω˜
2X˜ = F˜j, (78)
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where 1/τ˜ = 2α
(
1 + 12 V˜0
)
, and F˜j ≡ 2βj˜ is a dimensionless force due to current. We consider
the case of steady current and weak damping; 2Ω˜τ˜ > 1. A solution satisfying the initial
condition, X˜(0) = 0 and ∂t˜X˜(0) = P˜ j˜, is obtained as
X˜(t) =
2βj˜
Ω˜2
(
1− e− t˜2τ˜
(
cos Ω˜′t˜+
1
2Ω˜′τ˜
sin Ω˜′t˜
))
+
P˜ j˜
Ω˜′
e−
t˜
2τ˜ sin Ω˜′t˜, (79)
where Ω˜′ ≡
√
Ω˜2 − 14τ˜2 . The threshold (depinning) current is determined by |X˜(j˜)|max = ξ,
which is given by
jc
Ia) ∼ 2
√
2S
P
eλ
~a3
√
K⊥V0 (βc .
P˜
2
Ω˜)
jc
Ib) =
eS
~a3
λ2
ξ
V0
β
(βc &
P˜
2
Ω˜). (80)
By balancing the pinning force and the force due to magnetic field, V0 is expressed by the
depinning field Bc as
V0 =
S
2
gµBBc
ξ
λ
. (81)
(II) Intermediate regime This regime, j˜ & O(1), could be important for application since
the threshold is not sensitive to sample irregularities. Depinning in this regime is described
by φ0.
9 The reason is that the effective mass of “φ0-particle”, given by 1/V0
45(see Eq. (82)),
becomes lighter than the corresponding mass of “X-particle” given by 1/K⊥, and so “φ0-
particle” is a better variable to describe dynamics for strong pinning. By eliminating X from
Eqs. (76) and (77), we obtain
(1 + α2)∂2
t˜
φ0 + α∂t˜φ0
(
2 cos 2φ0 + V˜0
)
+ V˜0 sin 2φ0 + j˜V˜0P˜ = 0. (82)
Thus β does not affect the dynamics of φ0. (Correctly speaking, this feature is specific to the
harmonic pinning potential, and anharmonicity introduces the dependence on β.) In fact, the
β-term can be eliminated from the equations of motion if one rewrite Eq. (77) in terms of
X ′ ≡ X − 2β
Ω˜2
j˜ (i.e., it just shifts the stable point of X). Even in the case with anharmonicity,
we have numerically checked that β does not lead to important modification in this regime.
From Eq. (82), we see that the energy barrier for φ0 vanishes when j˜c ∼ P˜−1, irrespective
of the pinning strength. Once φ0 escapes from the local minimum, its velocity is given from
Eq. (82) as ∂t˜φ0 ≃ j˜P˜α .This corresponds, according to Eq. (77), to a maximum displacement,
X˜max ≃ j˜P˜αV˜0 , of the wall. Unless the pinning is extremely strong, i.e., if αV˜0 . 1, |X˜max|
exceeds ξ/λ, i.e., depinning of X occurs as soon as φ0 is depinned. Thus the threshold is
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Table I. Summary of threshold current for different strength of extrinsic pinning.
Pinning Threshold
I-a: Weak Ω˜ . O(1), β . O(Ω˜) jc ∝
√
K⊥V0
I-b: Weak Ω˜ . O(1), β & O(Ω˜) jc ∝ V0/β
II: Intermediate O(1) . Ω˜ . O(α−1) jc ∝ K⊥
III: Strong O(α−1) . Ω˜ jc ∝ V0/α
roughly given by j˜c ∼ P˜−1, and is actually found numerically to be
jc ∼ 0.7× e
~
λS2
Pa3
K⊥. (83)
This story was presented in ref.,9 but the estimate of threshold current there was j˜c = 1.
The reason for this difference comes from β. In the analysis of ref.,9 where β = 0 was assumed,
even if X escapes from the pinning potential for current j˜ > 0.7P˜−1, the terminal velocity
vanishes if j˜ < P˜−1 owing to the intrinsic pinning effect (i.e., φ0 reaches a steady value and
X˙ becomes zero). On the other hand, if β 6= 0, steady motion of X is possible as soon as X
escapes from the pinning. This is the reason why the threshold curreent is different for β = 0
and β 6= 0 in the intermediate regime II (Fig. 9).
(III) Strong pinning regime The above result X˜max ≃ j˜P˜αV˜0 indicates that for extremely
strong pinning, V˜0 & α
−1, the wall is not always depinned even after φ0 escapes from a
potential minimum due to K⊥. The depinning occurs at
j˜c ∼ αV˜0
P˜
ξ
λ
, (84)
as pointed out in ref.9
Results for the threshold current are summarized in table I. It is interesting that such a
simple set of equation of motion results in so rich behaviors.
10.2 Wall speed
After depinning, the wall dynamics is describged by the equations of motion, (76) and
(77), with V˜0 = 0. The solution can be obtained analytically (see Eq.(31) in Ref.
27). We see
that the wall dynamics is quite different for j˜ ≥ j˜a and j˜ ≤ j˜a, where
j˜a ≡
∣∣∣∣P˜ − βα
∣∣∣∣
−1
. (85)
Above j˜a, the wall velocity X˙ has an oscillating component, while the wall reaches a steady
motion below j˜a. The time-averaged velocity is given by
〈
X˙
〉
=
β
α
j˜ +
sgn[(P˜ − βα)j˜]
1 + α2
√[(
P˜ − β
α
)
j˜
]2
− 1 (86)
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Fig. 9. (Color online) Threshold current j˜c plotted as function of pinning frequency Ω˜ ≡
√
2V˜0 for
α = 0.01, P˜ = 1, and several values of β.
Fig. 10. (Color online) Wall velocity as function of current density for Ω˜ = 0.5 and α = 0.01. A jump
is seen at j˜ = j˜c. Crossover from (I-a) j˜c ∼ Ω˜/β to (I-b) j˜c ∼ Ω˜ is seen at β ≃ Ω˜4 ∼ 0.1.
for j˜ ≥ j˜a, and 〈
X˙
〉
=
β
α
j˜ (87)
for j˜ ≤ j˜a.
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11. Numerical Simulation
The above results are for a one-dimensional (1D) rigid wall, which would not be the case
in real experiments (in, e.g., a thick wire of width L⊥ & λ). Nevertheless, rigid 1D wall
description seems quite good, if we compare with numerical simulation carried out on realistic
sample geometries.22, 25 The simulations are based on Landau-Lifshitz-Gilbert equation with
spin-transfer torque and the β-term included, without assuming rigid nor 1D. It was found
there firstly that the wall speed is correlated with the appearance of hard-axis component
of spin (i.e., structure like vortex core) inside the wall.22 In fact, during slow motion of the
wall, a vortex core is nucleated, and then the wall is accelerated. In due course, the core is
annihilated, emitting spin waves, and then the wall slows down and sometimes stops. This
oscillation of wall speed synchronized with creation and annihilation of vortex core are the
same as predicted in rigid 1D case (Eqs. (71) and (72), where vortex core is simulated by φ0
and periodic modulation of wall speed is represented by sin 2φ0(t) term in the velocity. Thus,
somewhat surprisingly, deformation and details of spin structure does not affect the dynamics
in an essential way, resulting in quite a similar wall speed as a function of current (Fig. 10 and
Fig. 2 of Ref.22 and Ref.25). This is because of adiabatic wall, where the spin-transfer torque
tends to flow spin structures at the same velocity a
3
2eSPj irrespective of spin structure.
Effects of deformation would be significant in the presence of extrinsic pinning, and will
affect the threshold current.
12. Recent Experiments
12.1 Metallic systems
So far experimental results on metallic samples all show threshold currents of order of
1012[A/m2]. If we use K⊥/kB ∼ O(1) [K] estimated experimentally,21, 57, 58 the observed
threshold is orders of magnitude (10−2 − 10−1 times) smaller than the intrinsic threshold,
jic. For instance, a sample of Yamaguchi
21, 57, 58 showed jc = 1× 1012 [A/m2]. The anisotropy
energy is estimated to be K⊥/kB = 2.4[K], and using S ∼ 12 , a ≃ 2.2A˚ and P ∼ O(1),
we obtain jic = 5.8 × 1013 [A/m2], i.e., jc/jic ∼ 0.02. The observed low threshold currents
in metals thus should be regarded as due to an extrinsic pinning in regime I-a) or I-b).
Actually, direct evidence excluding intrinsic pinning in permalloy wires so far was given by
Yamaguchi et al.59 They prepared permalloy wires with different geometry, and relaized dif-
ferent perpendicular anisotropy energies S
2
a3
K⊥ ≃ (0.1 − 7.6) × 105 J/m3, which corresponds
to K⊥/kB ≃ 0.03− 2.4K (per 1 spin). The intrinsic pinning, Eq. (83), predicts then threshold
current of 5×1011−4×1013 A/m2. In contrast to this much difference in the predicted values
of the intrinsic threshold current, experimental values of threshold for these samples do not
vary so much, (3− 8)× 1011A/m2, and are smaller than the predicted intrinsic threshold by
factor of 2 to 100. Besides, data by Yamaguchi et al. indicate that these experimental values
do not scale with K⊥, although there is a weak dependence on K⊥. Therefore the observed
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threshold would be of some extrinsic origin.
Let us first try to explain experimental result57 assuming regime I-a). Assuming ξ ∼ λ, the
pinning potential is estimated from the measured depinning field Bc = 0.01 − 0.1[T] as V0 =
0.34× (10−2 ∼ 10−1) [K] = 4.7 × (10−26 ∼ 10−25) [J], i.e., V0K⊥ = 1.4× (10−3 ∼ 10−2), and so
jc
Ia) = (0.21 ∼ 0.67)×jic. This value is still too big to explain the experimental value. Velocity
jump is estimated as27 ∆vIa) = βα × 839[m/s], so extremely small β (βα ∼ 4× 10−3) is required
to explain the experimental value of ∆v ∼ 3[m/s].21 If we assume regime I-b), the threshold is
jc
Ib) = 1|β| × 2.8× (10−3 ∼ 10−2)× jic. Experimental value could be reproduced if β = 0.1 ∼ 1.
But such large value of β cannot be explained within the current understanding that β arises
from either non-adiabaticity9, 25 or spin relaxation.24 Instead, ∆v cannot be explained by use
of the above V0 assuming I-b), as it predicts too large value of ∆v
Ib) = 103[m/s]. Thus,
honestly, none of the above predictions based on rigid 1D wall neglecting temperature rise
due to heating are successful in explaining experimental result of metals quantitatively.
It might be crucial to treat the wall as a non-rigid, non-planar object, in particular con-
sidering the sample width larger than 100nm. In fact, direct observation of the spin structure
indicates that the wall is quite deformed upon motion.60–63 It was shown60 that the initial
state is not a planar wall but more like a vortex (called a vortex wall), which is the case in
film or wide wires, and vortex wall moves by applying a current pulse of 2.2× 1012A/m2, and
that the wall is deformed to be a transverse one after some pulses. What was quite interesting
there is that while vortex wall moves easier, the transverse wall does not move at the same
current density. Thus the experimentally observed wall motion in wide metallic wires would
be that of vortex wall, and so simple theory assuming 1D rigid wall may not directly apply.
However, as we discussed, non rigid and non planar nature does not seem essential if we com-
pare the results to those of numerical simulation.25 Threshold current of vortex wall obtained
in simulation is still too large compared with experiments.64
There are some possibilities to resolve the disagreement. Most probable one would be the
heating effect by current. Estimate of V0 by use of experimental Bc could be an over estimate
if effective barrier height V0 is greatly reduced by heating under current, while such heating
does not occur under static magnetic field. Let us estimate the pinning potential which gives
the experimental value of jc. Assuming regime I-a), experimental value of jc/j
i
c = 0.02 is
reproduced if µ ≡ V0K⊥ = 1.3 × 10−5, which corresponds to V0 = 3 × 10−5[K]= 4.5 × 10−5[T].
This is two orders of magnitude smaller than the value extracted from Bc. For I-b), we have
µ = β × 10−2. From the experiment, ∆v/(a3e jc) = 3[m/s]/67[m/s]= 0.05. This value is equal,
for regime I, to βα , so β = 5× 10−4 if α = 0.01. So in case I-b), µ = 5× 10−6. Thus, assuming
either regime I-a) or I-b), the experimental results could be explained by an extremely weak
pinning potential, V0K⊥ = 10
−6 ∼ 10−5.
Heating effect in metallic samples has indeed been found to be crucially important.57 Use
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of short pulsed current of ns order could be useful in avoiding heating. Sub ns pulse was
reported to be quite efficient in driving the wall at low current density of ∼ 1010A/m2.65 This
could be due to the fact that damping does not affect much for such short timescale.
Quite recently, Dagras et al. measured the temperature dependence of the threshold cur-
rent and found that it decreases at low temperatures, for instance, from 2.4 × 1012A/m2 at
T ∼ 170K to 1.9 × 1012A/m2 at T ∼ 100K to.66 Dissipation of spin-transfer torque by spin
waves was suggested as a possible explanation, but theoretical study is yet to be done.
12.2 Thin wall
Quite an interesting result was obtained recently by Feigenson et al.67 in SrRuO3, an
itinerant ferromagnet with perovskite structure. The current density needed to drive wall was
5.3 × 109A/m2 at T = 140K and 5.8 × 1010A/m2 at T = 40K. Small threshold current at
140K would be due to reduction of magnetization close to TC = 150K. The threshold current
is about 2 orders of magnitude smaller than in other metals. This high efficiency would be due
to a very narrow domain wall, λ ∼ 3nm, as a result of very strong uniaxial anisotropy energy
(K) corresponding to a field of 10T. They defined a parameter determining the efficiency
as a ratio of depinning field and depinning current density, Λ ≡ Bc/jc. Their results were
Λ = 10−12 Tm2/A. They compared this value with threshold current of extrinsic pinning,9
given by Eqs. (80) and (81). Using ~a
3
eµBλ
∼ 0.5 × 10−11 [Tm2/A] and S ∼ 3/2, we see that
Λ = 10−12 Tm2/A is realized if β ∼ 0.5. This value would be too large if interpreted as
due to spin relaxation. Using the measured resistivity of domain wall, the non-adiabatic force
contribution to β was estimated and the result of jc was of similar order as observed ones
but with discrepancy of factor of around 6 at low temperature (Fig. 4(a) of Ref.67). This
discrepancy seems not so bad considering crude rigid and planar approximation of the wall.
There is another extrinsic pinning threshold, j
Ia)
c . If we use this expression, Λ = 10−12 Tm2/A
is obtained if K⊥ ∼ µBBc = 4× (10−3 − 10−2)K (per site).
12.3 Magnetic Semiconductor
Beautiful experiments were carried out at low current in ferromagnetic semiconductors by
Yamanouchi et al.68, 69 They fabricated a well structure of 20µm width made of GaMnAs with
different thickness, which determines the ferromagnetic coupling and transition temperature,
and trapped a domain wall. The wall position was measured optically after applying a current
pulse, and the average velocity was estimated. The current necessary was ∼ 4 × 109A/m2,
which is 2-3 orders of magnitude smaller than in metallic systems. This is due to the small
average magnetization, S ∼ 0.01, carried by dilute Mn ions, and small hard-axis anisotropy
K⊥.69 The obtained velocity was rather high, ∼ 22m/s at j = 1.2× 1010A/m2. This velocity
is consistent with the adiabatic spin-transfer mechanism, and the threshold appears to be
consistent with intrinsic pinning mechanism9 with anisotropy energy obtained from band cal-
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culation. However, there are some puzzles. First, the theory of intrinsic pinning9 and adiabatic
spin transfer does not take account of strong spin-orbit interaction in semiconductors. So the
agreement with these thoeries might be a coincidence.
The second puzzle is the validity of using purely adiabatic theory. In fact, quite a large
momentum transfer (force) is expected from the wall resistance, Rw = 1Ω,
70 corresponding
to β ≫ 1 in terms of β.70
The other puzzle, which was solved just recently, is the temperature dependence of wall
velocity. The observed velocity scaled as ln v ≃ −(TC−T )2j−1/2, similar to the creep behavior
under magnetic field,71 but this fractional power of j has not been explained in the current-
driven case. A simple theory of thermal activation assuming rigid wall under the spin-transfer
torque predicts different behavior, ln v ≃ j/T ,72 and thus creep motion would be essential in
the experiment by Yamanouchi et al. Sucessful explanation of creep behavior was just recently
done by Yamanouchi et al.,73 by taking account of growth of φ at the pinning center.
Nguyen et al. studied theoretically the domain wall speed in magnetic semiconductors
based on the 4-band Kohn-Luttinger Hamiltonian.38 It was shown there that the wall speed
can be enhanced by the spin-orbit interaction by a factor of 103 − 104 due to the increase
of mistracking, hence reflection, of conduction electrons. This could be useful for efficient
magnetization switching.
12.4 Excitation of wall
Time-resolved study of excitation of wall provides rich information on the wall character
and driving mechanism.
Under AC current, domain wall shows another aspect not seen in DC case. AC current
can drive domain walls quite effectively at low current if the frequency is tuned close to the
resonance with the pinning frequency. This resonance was realized in recent experiment by
Saitoh et al.55 They applied a small AC current (of amplitude of 1010A/m2) in a wire with a
domain wall in a weak pinning potential controlled by magnetic field. Although the current
is well below the threshold, the wall can shift slightly as we see below (for about a distance
of µm, but this would be an overestimate). Under small current, φ0 remains small, and the
equation of motion reduces to that of a “particle”;
MwX¨ +
Mw
τ
X˙ +MwΩ
2X = F (t), (88)
whereMw is the wall mass, τ ∝ α−1 is a damping time, Ω is the (extrinsic) pinning frequency,
and F (t) is a force due to current. For AC current, I(t) = I0e
iωt, where ω is the frequency, the
force is given F (t) = I(t)e
[
2~S
λ β − iP~2 ωK⊥λ
]
, where β, given by Eq. (73), is from momentum
transfer and spin relaxation (βsf), and the last term proportional to ω is from the spin-
transfer torque. The wall under weak current thus shows a forced oscillation of a particle. By
measurering the energy dissipation (from complex resistance), a resonance peak would then
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appear when ω is tuned closely around Ω. From the resonance spectra, the mass and the
friction constant were obtained as Mw = 6.6× 10−23kg, τ = 1.4× 10−8sec. The experimental
result seems to be well described by the rigid-wall picture, and this would be due to a low
current density (by factor of 10−2 compared to DC experiments on metals), resulting in small
deformation. What is more, from the resonance line shape, the driving mechanism of the
domain wall was identified to be the force (β) rather than the spin-transfer torque. This
finding was surprising at that time, when adiabatic spin-trasnfer torque was considered as the
main driving mechanism. The observed force corresponds to the value of β ∼ 1.5, which is
too large if β arises from spin relaxation βsf (βsf is considered to be of the same order as α,
both arising from spin relaxation). If it comes purely from the momentum transfer, the wall
resistance is estimated to be RDW = 3 × 10−4[Ω], a quite reasonable value. A striking point
in this experiment is a significant enhancement of the effect of the force due to resonance,
which made possible the low-current operation. On the other hand, the spin-transfer torque
is suppressed in the MHz range (as seen from the factor of ω in the spin-transfer torque term
of F (t)).
Quite recently, Thomas et al.74 succeeded in detecting periodic oscillation of a wall in a
confining potential by using ns current pulse at j = 6.9×1011A/m2. The motion was consistent
with the rigid wall description in terms ofX and φ0. Periodic variation of chirality, φ0, of a wall
was observed in the presence of magnetic field and current pulse of 10ns at 1× 1012A/m2.75
The results indicated that the chirality, φ0, plays an important role on the wall propagation,
as predicted theoretically.8, 9, 25
13. Summary
We have reviewed theoretical aspects of the current-driven domain wall motion, including
microscopic derivation of the equation of motion, wall dynamics, and brief discussion on
experimental results. The effect of current arises from the s-d exchange coupling between the
local spin and conduction electrons. Treating the non-adiabaticity perturbatively, we have
derived fully quantum mechanical expression of torques and forces acting on the wall in
terms of Green’s functions. The effect of current on the equation of motion of local spin
(modified Landau-Lifshitz-Gilbert equation under electric current) was thus obtained. Using
the results, we derived the equation of motion of the wall. The wall is assumed to be rigid
and one-dimensional, described by two collective coordinates, position X and angle out of
easy-plane φ0. Spin-transfer torque arising from angular momentum conservation was shown
to contribute to wall velocity, and spin relaxation and non-adiabaticity were shown to work
as a force on the wall, which induces φ˙0. Solving the equation of motion, we found that there
is a threshold current to drive the wall arising from hard axis magnetic anisotropy energy K⊥
and/or extrinsic pinning potential V0. Threshold current is determined by K⊥ in the intrinsic
pinning regime, by V0, K⊥ and force from the current if in extrinsic pinning regime. Our
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results would be useful in realizing domain wall motion at low current.
Our formalism can also be applied to describe general spin structures and dynamics under
current. Extension of our method to first-principle calculation would be useful in realizing fast
and efficient switching of magnetization by current.
Acknowledgement
The authors are grateful to Y. Yamaguchi, T. Ono, M. Yamanouchi, H. Ohno, Y. Otani,
H. Miyajima, M. Kla¨ui, Y. Nakatani, A. Thiaville, E. Saitoh, K.-J. Lee, A. Brataas, R. Egger,
M. Thorwart, J. Ieda, J. Inoue, S. Maekawa and H. Fukuyama for valuable discussion.
29/32
J. Phys. Soc. Jpn. Full Paper
References
1) T. R. McGuire and R. I. Potter: IEEE Trans. Magn. MAG-11 (1975) 1018.
2) M. N. Baibich, J. M. Broto, A. Fert, F. Nguyen Van Dau, F. Petroff, P. Eitenne, G. Creuzet, A.
Friederich, and J. Chazelas: Phys. Rev. Lett. 61 (1988) 2472.
3) G. Binasch, P. Gru¨nberg, F. Saurenbach, and W. Zinn: Phys. Rev. B39 (1989) 4828.
4) T. Miyazaki and N. Tezuka: J. Magn. Magn. Mater. 139 L231 (1995).
5) L. Berger: J. Appl. Phys. 49 (1978) 2156.
6) A. Hubert and R. Scha¨fer: Magnetic Domains, Springer-Verlag (1998).
7) C. H. Marrows: Advances in Physics, 54 (2005) 585.
8) J. C. Slonczewski: Int. J. Magn., 2, (1972) 85.
9) G. Tatara and H. Kohno: Phys. Rev. Lett. 92 (2004) 086601.
10) L. Berger: J. Appl. Phys. 55 (1984) 1954.
11) C.-Y. Hung and L. Berger: J. Appl. Phys. 63 (1988) 4276–4278.
12) L. Berger: Phys. Rev. B33, 1572 (1986).
13) L. Berger: J. Appl. Phys. 71 (1992) 2721.
14) E. Salhi and L. Berger: J. Appl. Phys. 73 (1993) 6405.
15) J.C. Slonczewski: J. Magn. Magn. Mater. 159 (2006) L1.
16) L. Berger: Phys. Rev. B 54 (1996) 9353.
17) J. Grollier, D. Lacour, V. Cros, A. Hamzic, A. Vaures, A. Fert, D. Adam and G. Faini: J. Appl.
Phys 92 (2002) 4825.
18) J. Grollier, P. Boulenc, V. Cros, A. Vaures, A. Fert and G. Faini: Appl. Phys. Lett. 83 (2003) 509.
19) M. Tsoi, R. E. Fontana, and S. S. P. Parkin: Appl. Phys. Lett 83 (2003) 2617.
20) M.Kla¨ui, C. A. F. Vanz, J. A. C. Blend, W.Wernsdorfer, G. Faini, E. Cambril and L. J. Heyderman:
Appl. Phys. Lett 83 (2003) 105.
21) A. Yamaguchi, T. Ono, S. Nasu, K. Miyake, K. Mibu and T. Shinjo: Phys. Rev. Lett. 92 (2004)
077205.
22) A. Thiaville, Y. Nakatani and N. Vernier: J. Appl. Phys. 95 (2004) 7049.
23) Z. Li and S. Zhang: Phys. Rev. B 70 (2004) 024417.
24) S. Zhang and Z. Li: Phys. Rev. Lett. 93 (2004) 127204.
25) A. Thiaville, Y. Nakatani, J. Miltat and Y. Suzuki: Europhys. Lett. 69 (2005) 990.
26) G. Tatara, H. Kohno, J. Shibata, Y. Lemaho and K.-J. Lee: J. Phys. Soc. Jpn. 76 (2007) 054707.
27) G. Tatara, T. Takayama, H. Kohno, J. Shibata, Y. Nakatani and H. Fukuyama: J. Phys. Soc. Jpn.
75 (2006) 064708.
28) Y. Tserkovnyak, H. J. Skadsem, A. Brataas and G.E.W. Bauer: Phys. Rev. B74 (2006) 144405.
29) H. Kohno, G. Tatara and J. Shibata: J. Phys. Soc. Jpn. 75 (2006) 113706.
30) H. Kohno and J. Shibata: J. Phys. Soc. Jpn. 76 (2007) 063710.
31) R. A. Duine, A. S. Nunez, J. Sinova and A. H. MacDonald: Phys. Rev. B75 (2007) 214420.
32) S. E. Barnes and S. Maekawa: Phys. Rev. Lett. 95 (2005) 107204.
33) S. E. Barnes: Phys. Rev. Lett. 96 (2006) 189701.
34) G. Tatara and H. Kohno: Phys. Rev. Lett. 96 (2006) 189702.
35) X. Waintal and M. Viret: Europhys. Lett. 65 (2004) 427.
36) J. Xiao, A. Zangwill and M. D. Stiles: Phys. Rev. B73 (2006) 054428.
30/32
J. Phys. Soc. Jpn. Full Paper
37) J.-I. Ohe and B. Kramer: Phys. Rev. Lett. 96 (2006) 027204.
38) A. K. Nguyen, H. J. Skadsem and A. Brataas: Phys. Rev. Lett. 98 (2007) 146602.
39) F. Piechon and A. Thiaville: cond-mat/0611320.
40) M. Thorwart and R. Egger: Phys. Rev. B76 (2007) 214418.
41) G. Tatara and H. Fukuyama: Phys. Rev. Lett. 72 (1994) 772; J. Phys. Soc. Jpn. 63 (1994) 2538.
42) C. P. H. Goldstein, J. Safko: Classical mechanics, Third Edition (2002) Chap. 1. Sec. 5.
43) A. Stern: Phys. Rev. Lett. 68 (1992) 1022.
44) R. Rajaraman: Solitons and Instantons (North-Holland, 1982) Chap. 8.
45) S. Takagi and G. Tatara: Phys. Rev. B54 (1996) 9920.
46) H. Haug, A. P. Jauho: Quantum Kinetics in Transport and Optics of Semi-conductors, Springer-
Verlag, 1998.
47) H. Kohno, G. Tatara, J. Shibata and Y. Suzuki: J. Magn. Magn. Mater. 310 (2007) 2020.
48) G. Tatara and H. Fukuyama: Phys. Rev. Lett. 78 (1997) 3773.
49) G. Tatara: Int. J. Mod. Phys. B15 (2001) 321.
50) J. Ye, Y. B. Kim, A. J. Millis, B. I. Shraiman, P. Majumdar, and Z. Tesanovic: Phys. Rev. Lett.
83 (1999) 3737.
51) G. Tatara and H. Kawamura: J. Phys. Sco. Jpn. 71 (2002) 2613.
52) A. A. Thiele: Phys. Rev. Lett. 30 (1973) 230.
53) J. Shibata, Y. Nakatani, G. Tatara, H. Kohno and Y. Otani: Phys. Rev. B73 (2006) R20403.
54) G. G. Cabrera and L. M. Falicov: Phys. Stat. Sol. (b), 61 (1974) 539 .
55) E. Saitoh, H. Miyajima, T. Yamaoka and G. Tatara: Nature 432(2004) 203 .
56) G. Tatara, E. Saitoh, M. Ichimura and H. Kohno: Appl. Phys. Lett. 86 (2005) 232504.
57) A. Yamaguchi, S. Nasu, H. Tanigawa, T. Ono, K. Miyake, K. Mibu and T. Shinjo: Appl. Phys.
Lett. 86 (2005) 012511.
58) A. Yamaguchi, T. Ono, S. Nasu, K. Miyake, K. Mibu, and T. Shinjo: Phys. Rev. Lett. 96 (2006)
179904.
59) A. Yamaguchi, K. Yano, H. Tanigawa, S. Kasai and T. Ono: Jpn. J. Appl. Phys. 45 (2006) 3850.
60) M. Kla¨ui, P.-O. Jubert, R. Allenspach, A. Bischof, J. A. Bland, G. Faini, U. Ru¨diger, C. A. Vaz,
L. Vila and C. Vouille: Phys. Rev. Lett. 95 (2005) 026601.
61) Y. Togawa, T. Kimura, K. Harada, T. Akashi, T. Matsuda, A. Tonomura and Y. Otani: Jpn. J.
Appl. Phys. 45 (2006) L683.
62) Y. Togawa, T. Kimura, K. Harada, T. Akashi, T. Matsuda, A. Tonomura and Y. Otani: Jpn. J.
Appl. Phys. 45 (2006) L1322.
63) A. Biehler, M. Kla¨ui, M. Fonin, C. Ko¨nig, G. Gu¨ntherodt, and U. Ru¨diger: Phys. Rev.B 75 (2007)
184427.
64) Y. Nakatani: private communication.
65) C. K. Lim, T. Devolder, C. Chappert, J. Grollier, V. Cros, A. Vaure`s, A. Fert, and G. Faini: Appl.
Phys. Lett. 84 (2004) 2820.
66) M. Laufenberg, W. Bu¨hrer, D. Bedau, P.-E. Melchy, M. Kla¨ui, L. Vila, G. Faini, C. A. F. Vaz, J.
A. C. Bland, and U. Ru¨diger: Phys. Rev. Lett. 97 (2006) 046602.
67) M. Feigenson, J. W. Reiner and L. Klein: Phys. Rev. Lett. 98 (2007) 247204.
68) M. Yamanouchi, D. Chiba, F. Matsukura and H. Ohno: Nature 428 (2004) 539.
31/32
J. Phys. Soc. Jpn. Full Paper
69) M. Yamanouchi, D. Chiba, F. Matsukura, T. Dietl and H. Ohno: Phys. Rev. Lett., 96 (2006)
096601.
70) D. Chiba, M.Yamanouchi, F.Matsukura, T.Dietl and H.Ohno: Phys.Rev. Lett. 96 (2006) 096602.
71) S. Lemerle, J. Ferre´, C. Chappert, V. Mathet, T. Giamarchi, and P. Le Doussal: Phys. Rev. Lett.
80 (1998) 849.
72) G. Tatara, N. Vernier and J. Ferre`: Appl. Phys. Lett. 86 (2005) 252509.
73) M. Yamanouchi, J. Ieda, F.Matsukura, S. E. Barnes, S. Maekawa and H. Ohno: Science 317 (2007)
1726.
74) L. Thomas, M. Hayashi, X. Jiang, R. Moriya, C. Rettner, S. S. P. Parkin: Nature 443 (2006) 197.
75) M. Hayashi, L. Thomas, C. Rettner, R. Moriya, S. S. P. Parkin: Nature Physics 3(2007) 21.
32/32
