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Abstract
In this article, we establish the adjoint equation for Nikiforov-Uvarov-Suslov dif-
ference equation of hypergeometric type on non-uniform lattices, and prove it to be a
difference equation of hypergeometric type on non-uniform lattices as well. The par-
ticular solutions of the adjoint equation are then obtained. As an appliction of these
particular solutions, we use them to obtain the particular solutions for the original
difference equation of hypergeometric type on non-uniform lattices. Finally, we prove
another kind of fundamental theorems for Nikiforov-Uvarov-Suslov difference equation
of hypergeometric type, which are essentially new results, its expression is different
from Suslov’s Theorem.
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1 Introduction
Differential equation of hypergeometric type:
σ(z)y′′(z) + τ(z)y′(z) + λy(z) = 0, (1)
where σ(z) and τ(z) are polynomials of degrees at most two and one, respectively, and λ is a
constant, has attracted great attention, since its solutions are some types of special functions
of mathematical physics, such as the classical orthogonal polynomials, the hypergeometric
and cylindrical functions. In particular, for some positive integer n such that λ = −n(n−1)σ
′′
2
−
nτ ′ and λm 6= λn for m = 0, 1, . . . , n− 1, Eq. (1) has a polynomial solution yn(z) of degree
n, which can be expressed by the Rodrigues formula [1, 2, 3, 4, 5, 6]:
yn(z) =
1
ρ(z)
dn
dzn
(ρ(z)σn(z)), (2)
where ρ(z) satisfies the Pearson equation
(σ(z)ρ(z))′ = τ(z)ρ(z). (3)
These solution functions are useful in quantum mechanics, the theory of group represen-
tations, and computational mathematics. Because of this, the classical theory of hyper-
geometric type equations has been greatly developed by G. Andrews, R. Askey [5, 6], J.
A. Wilson, M. Ismail [7, 8, 9, 10]; F. Nikiforov, K. Suslov, B. Uvarov, N. M. Atakishiyev
[1, 2, 3, 11, 12]; G. George, M. Rahman [13]; T. H. Koornwinder [14]; and many other re-
searchers [15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26]. On the other hand, many researchers
like R. A´lvarez-Nodarse, K. L. Cardoso, I. Area, E. Godoy, A. Ronveaux, A. Zarzo, E. Hille,
and E. L. Ince [27, 28, 29, 30, 31] studied particular solutions for the adjoint differential
equation of Eq. (1) as
σ(z)w′′(z) + (2σ′(z)− τ(z))w′(z) + (λ+ σ′′(z)− τ ′(z))w(z) = 0, (4)
or the alternative one as
σ(z)y′′(z)− τ−2(z)y
′(z) + (λ− κ−1)y(z) = 0, (5)
2
where
τν(z)
.
= τ(z) + νσ′(z), κν
.
= τ ′ +
1
2
(ν − 1)σ′′. (6)
A. F. Nikiforov, V. B. Uvarov and S. K. Suslov [1, 2] generalized Eq. (1) to a difference
equation of hypergeometric type case and studied the Nikiforov-Uvarov-Suslov difference
equation on a lattice x(s) with variable step size ∇x(s) = x(s)− x(s− 1) as
σ˜[x(s)]
∆
∆x(s− 1/2)
[
∇y(s)
∇x(s)
]
+
1
2
τ˜ [x(s)]
[
∆y(s)
∆x(s)
+
∇y(s)
∇x(s)
]
+ λy(s) = 0, (7)
where σ˜(x) and τ˜(x) are polynomials of degrees at most two and one in x(s), respectively, λ
is a constant, ∆y(s) = y(s+1)− y(s), ∇y(s) = y(s)− y(s−1), and x(s) is a lattice function
that satisfies
x(s+ 1) + x(s)
2
= αx(s +
1
2
) + β, α, β are constants, (8)
x2(s+ 1) + x2(s) is a polynomial of degree at most two w.r.t. x(s+
1
2
). (9)
It should be pointed out that Eq. (7) was obtained as a result of approximating Eq. (1)
on a non-uniform lattice x(s). Here, two kinds of lattice functions x(s) called non-uniform
lattices which satisfy the conditions in Eqs. (8) and (9) are
x(s) = c1q
s + c2q
−s + c3, (10)
x(s) = c˜1s
2 + c˜2s+ c˜3, (11)
where ci, c˜i are arbitrary constants and c1c2 6= 0, c˜1c˜2 6= 0.
It was found that Eq. (7) is of independent importance itself and the equation intrigues
many interesting questions. Its solutions essentially generalize the solutions of the original
differential equation and are of interest in their own selves. Some of its solutions have
been used in quantum mechanics, the theory of group representations, and computational
mathematics [1, 2]. In particular, Suslov [3] established an analogous fundamental result for
the difference equation on non-uniform lattices, which generalizes the Rodrigues formula for
polynomial solutions on non-uniform lattices.
We should mention that the adjoint difference equation of Eq. (7) for the case of non-
uniform lattices is of independent importance itself and the adjoint equation may intrigues
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some other interesting questions. For example, this will help us very much to obtain the
particular solutions for the difference equation of hypergeometric type in Eq. (7) on non-
uniform lattices, or obtain an extension of the Rodrigues formula in the non-uniform lattice
case, e.t.c. To our best knowledge, the adjoint difference equation of Eq. (7) for the case of
uniform lattices such as x(s) = s and x(s) = qs has already been obtained in [27, 28, 29].
However, for the case of non-uniform lattices where x(s) is defined in Eq. (10) or Eq. (11), it
is more complicated and difficult to estalish and simplify and then solve the adjoint equations
on the non-uniform lattice, and as a result, the related study has not been done yet.
Following the work of literature [3], the purpose of this article is to establish an adjoint
difference equation for the difference equation in Eq. (7) on non-uniform lattices where x(s)
is given in Eq. (10) or Eq. (11). We will prove that the adjoint difference equation is
still a difference equation of hypergeometric type on non-uniform lattices, and then obtain
the particular solutions of the new adjoint equation. As an application of these particular
solutions, it can be used to obtain the form of particular solutions of the original difference
equation of hypergeometric type in Eq. (7) on non-uniform lattices. Finally, we prove
another kind of fundamental theorems for Nikiforov-Uvarov-Suslov difference equation of
hypergeometric type in Eq. (7), which are essentially new results, its expression is different
from Suslov’s theorem (Comparing Corollary 5.1-5.2 with Theorem 5.1-5.2 in this paper).
The paper is organized as follows. In section 2, we introduce some preliminary infor-
mation about the difference equation of hypergeometric type on non-uniform lattices and
give some propositions and lemmas. In section 3, we first consider a more general equation
than Eq. (7) on non-uniform lattices and derive its adjoint equation. We then prove that the
adjoint equation is also a difference equation of hypergeometric type on non-uniform lattices.
As a special case of these results, we obtain the adjoint equation of hypergeometric type for
Eq. (7) on non-uniform lattices. In section 4, we derive the forms of particular solutions
for the general adjoint equation and its special adjoint equation for Eq. (7), respectively.
In section 5, we use these particular solutions to obtain particular solutions for both Eq.
(7) and its more general difference equation of hypergeometric type on non-uniform lattices.
In addition, we give another two new fundamental theorems for both Eq. (7) and its more
4
general difference equation of hypergeometric type on non-uniform lattices. And finally, the
conclusion is given in Section 6.
Throughout this paper, we follow those notations used in [1, 2, 3] which now have become
the standard for analysis. Furthermore, the properties listed below will be used in our study:
x(z + µ) + x(z)
2
= α(µ)x(z +
µ
2
) + β(µ), (12)
x(z + µ)− x(z) = γ(µ)∇x(z +
µ+ 1
2
), (13)
where
α(µ) =


q
µ
2 +q−
µ
2
2
,
1;
β(µ) =

 β
1−α(µ)
1−α
,
βµ2;
γ(µ) =


q
µ
2 −q−
µ
2
q
1
2−q−
1
2
,
µ.
(14)
2 Preliminary Information and Lemmas
In this section, we give some preliminary information on the difference equation of hyperge-
ometric type on non-uniform lattices. Let x(s) be a lattice, where s ∈ C (complex numbers).
It can be seen that for any real ν, xν(s) = x(s +
ν
2
) is also a lattice. Given a function f(s),
we define two difference operators with respect to xν(s) as
∆νf(s) =
∆f(s)
∆xν(s)
, ∇νf(s) =
∇f(s)
∇xν(s)
. (15)
Moreover, for any nonnegative integer n, we define
∆(n)ν f(s) =


f(s), if n = 0,
∆
∆xν+n−1(s)
· · ·
∆
∆xν+1(s)
∆
∆xν(s)
f(s), if n ≥ 1.
∇(n)ν f(s) =


f(s), if n = 0,
∇
∇xν−n+1
· · ·
∇
∇xν−1(s)
∇
∇xν(s)
f(s), if n ≥ 1.
The following equalities can be verified straightforwardly.
Proposition 2.1. Given two functions f(s), g(s) with complex variable s, the following
difference equalities hold
∆ν(f(s)g(s)) = f(s+ 1)∆νg(s) + g(s)∆νf(s)
= g(s+ 1)∆νf(s) + f(s)∆νg(s),
5
∆ν
(
f(s)
g(s)
)
=
g(s+ 1)∆νf(s)− f(s+ 1)∆νg(s)
g(s)g(s+ 1)
=
g(s)∆νf(s)− f(s)∆νg(s)
g(s)g(s+ 1)
,
∇ν(f(s)g(s)) = f(s− 1)∇νg(s) + g(s)∇νf(s)
= g(s− 1)∇νf(s) + f(s)∇νg(s),
∇ν
(
f(s)
g(s)
)
=
g(s− 1)∇νf(s)− f(s− 1)∇νg(s)
g(s)g(s− 1)
=
g(s)∇νf(s)− f(s)∇νg(s)
g(s)g(s− 1)
.
It can be seen that the difference equation of hypergeometric type in Eq. (7) can be
written as
σ˜[x(s)]∆−1∇0y(s) +
τ˜ [x(s)]
2
[∆0y(s) +∇0y(s)] + λy(s) = 0. (16)
Let
zk(s) = ∆
(k)
0 y(s) = ∆k−1∆k−2 · · ·∆0y(s), k = 1, 2, ...,
Then, for any nonnegative integer k, zk(s) satisfies an equation that has the same type
equation as Eq. (16) as [1, 2]:
σ˜k[xk(s)]∆k−1∇kzk(s) +
τ˜k[xk(s)]
2
[∆kzk(s) +∇kzk(s)] + µkzk(s) = 0, (17)
where µk is a constant, and σ˜k(xk) and τ˜k(xk) are polynomials of degrees at most two and
one in xk, respectively, which are given as
σ˜k[xk(s)] =
σ˜k−1[xk−1(s+ 1)] + σ˜k−1[xk−1(s)]
2
+
1
4
∆k−1τ˜k−1(s)
∆xk(s) +∇xk(s)
2∆xk−1(s)
[∆xk−1(s)]
2
+
τ˜k−1[xk−1(s+ 1)] + τ˜k−1[xk−1(s)]
2
∆xk(s)−∇xk(s)
4
,
σ˜0[x0(s)] = σ˜[x(s)];
6
τ˜k[xk(s)] = ∆k−1σ˜k−1 [xk−1(s)] + ∆k−1τ˜k−1 [xk−1(s)]
∆xk(s)−∇xk(s)
4
+
τ˜k−1[xk−1(s+ 1)] + τ˜k−1[xk−1(s)]
2
∆xk(s) +∇xk(s)
2∆xk−1(s)
,
τ˜0[x0(s)] = τ˜ [x(s)];
µk = µk−1 +∆k−1τ˜k−1 [xk−1(s)] , µ0 = λ.
To analyze additional properties of solutions of Eq. (17), it is convenient to use the
equality
1
2
[∆kzk(s) +∇kzk(s)] = ∆kzk(s)−
1
2
∆ [∇kzk(s)]
and rewrite Eq. (17) in an equivalent expression as
σk(s)∆k−1∇kzk(s) + τk(s)∆kzk(s) + µkzk(s) = 0, (18)
where
σk(s) = σ˜k[xk(s)]−
1
2
τ˜k[xk(s)]∇xk+1(s), (19)
σk(s) = σk−1(s) = σ(s); (20)
τk(s)∇xk+1(s) = σ(s+ k)− σ(s) + τ(s + k)∇x1(s+ k), (21)
τk(s) = τ˜k[xk(s)]; (22)
µk = λ+
k−1∑
j=0
∆jτj(s). (23)
Eq. (17) can further be rewritten into a self-adjoint form as
∆k−1 [σ(s)ρk(s)∇kzk(s)] + µkρk(s)zk(s) = 0,
where ρk(s) satisfies the Pearson type difference equation as
∆k−1 [σ(s)ρk(s)] = τk(s)ρk(s).
Letting ρ(s) = ρ0(s), then it has
ρk(s) = ρ(s+ k)
k∏
i=1
σ(s+ i).
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Thus, if for a positive integer n such that µn = 0 and
λ = λn := −
n−1∑
j=0
∆jτj(s), and λm 6= λn for m = 0, 1, . . . , n− 1, (24)
then Eq. (17) has a polynomial solution yn[x(s)] of degree n about x(s), which can be
expressed by the difference analog of the Rodrigues formula [1, 2]:
yn[x(s)] =
1
ρ(s)
∇(n)n [ρn(s)] =
1
ρ(s)
∆
(n)
−n [ρn(s− n)] .
Furthermore, when k is nonnegative integer, S. K. Suslov in [3] gave the following exten-
sion definitions of equalities (19) and (21):
Definition 2.1. Let ν ∈ R, x = x(z) be a lattice satisfying the two conditions given in
Eqs. (12)-(13). Then, functions σ˜ν(z) and τν(z) are defined by the equalities
σ˜ν(z) = σ(z) +
1
2
τν(z)∇xν+1(z), (25)
τν(z)∇xν+1(z) = σ(z + ν)− σ(z) + τ(z + ν)∇x1(z + ν). (26)
Then he had deeply researched the following extension Nikiforov-Uvarov-Suslov equation of
Eq. (7):
σ(z)
∆
∆xν−µ−1(z)
(
∇y(z)
∇xν−µ(z)
) + τν−µ(z)
∆y(z)
∆xν−µ(z)
+ λy(z) = 0 (27)
where ν, µ ∈ R, x = x(z) be a lattice satisfying the two conditions given in Eqs. (12)-(13),
and obtained a lots of important results, which supplemented the material of the books [1, 2].
Lemma 2.1. [3]. σ˜ν(z) = σ˜ν(xν) and τν(z) = τν(xν) are polynomials of degrees at most
two and one, respectively, in the variable xν(s) = x(s+
ν
2
).
Lemma 2.2. [3]. Under the hypotheses of Lemma 2.1, the function
Q(s) = ν(µ)σ(s)− τν(s)[xν−µ(s)− xν−µ(z)]
has the form of
Q(s) = A+B[xν(s)− xν(z)] + C[xν(s)− xν(z)][xν(s)− xν(z − µ)],
8
where
A = ν(µ)σ(z), B = −τν−µ(z), C = −κµ−2ν+1.
The following identities about the explicit form of τν(s), µk and λn are not difficult to
check under the non-uniform lattices of x(s) = c1q
s + c2q
−s + c3 and x(s) = c˜1s
2 + c˜2s + c˜3
respectively.
Proposition 2.2. [3]. Given any real ν, let α(ν) and ν(ν) be defined in Eq. (14), κν be
defined in Eq. (6), and if x(s) = c1q
s + c2q
−s + c3, then
τν(s) = κ2ν+1xν(s) + c(ν),
where c(ν) is a function with respect to ν as
c(ν) = c3(1− q
ν
2 )(q
ν
2 − q−ν) + c3(2− q
ν
2 − q−
ν
2 )ν(ν)
+ 2τ˜ (0)α(ν) + σ˜(0)ν(ν).
On the other hand, if x(s) = c˜1s
2 + c˜2s+ c˜3, then
τν(s) = κ2ν+1xν(s) + c˜(ν),
where c˜(ν) is a function with respect to ν as
c˜(ν) =
σ˜”
4
c˜1ν
3 +
3τ˜ ′
4
c˜1ν
2 + σ˜(0)ν + 2τ˜(0).
Proposition 2.3. [3]. For α(µ) and ν(µ), it holds that
k−1∑
j=0
α(2j) = α(k − 1)ν(k),
k−1∑
j=0
ν(2j) = ν(k − 1)ν(k).
Proposition 2.4. [1, 2]. For x(s) = c1q
s + c2q
−s + c3 or x(s) = c˜1s
2 + c˜2s+ c˜3, it holds
that
µk = λ+ κkν(k), k = 1, 2, ..., n, (28)
λn = −nκn. (29)
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3 Adjoint difference equation
We now seek its second-order adjoint difference equation corresponding to Eq. (7). To this
end, we first let
L[y(z)] ≡ σ(z)
∆
∆xν−µ−1(z)
(
∇y(z)
∇xν−µ(z)
) + τν−µ(z)
∆y(z)
∆xν−µ(z)
+ λy(z) = 0, (30)
which is a more general Nikiforov-Uvarov-Suslov equation than Eq. (7), and can be reduced
to Eq. (7) by letting µ = ν. Eq. (30) can be rewritten as
σ˜ν−µ(z)
∆
∆xν−µ−1(z)
(
∇y(z)
∇xν−µ(z)
) +
τν−µ(z)
2
[
∆y(z)
∆xν−µ(z)
+
∇y(z)
∇xν−µ(z)
] + λy(z) = 0, (31)
where
σ˜ν−µ(z) = σ(z) +
1
2
τν−µ(z)∇xν−µ+1(z).
By Lemma 2.1, we see that σ˜ν−µ(z) and τν−µ(z) are polynomials of degrees at most two and
one, respectively, in the variable xν−µ(s), and hence, Eq. (31) is a difference equation of
hypergeometric type.
It can be seen that Eq. (30) has a self-adjoint form
∆
∆xν−µ−1(z)
(σ(z)ρν−µ(z)
∇y(z)
∇xν−µ(z)
) + λρν−µ(z)y(z) = 0, (32)
where ρν−µ(z) satisfies the Pearson type equation as
∆(σ(z)ρν−µ(z))
∆xν−µ−1(z)
= τν−µ(z)ρν−µ(z). (33)
Introducing w(z) = ρν−µ(z)y(z), we have
∇w(z)
∇xν−µ(z)
= ρν−µ(z)
∇y(z)
∇xν−µ(z)
+
∇ρν−µ(z)
∇xν−µ(z)
y(z − 1),
or
ρν−µ(z)
∇y(z)
∇xν−µ(z)
=
∇w(z)
∇xν−µ(z)
−
∇ρν−µ(z)
∇xν−µ(z)
y(z − 1). (34)
From Eq. (33), we have
∆(σ(z)ρν−µ(z)) = τν−µ(z)ρν−µ(z)∆xν−µ−1(z),
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that is
ρν−µ(z)∆σ(z) + ∆ρν−µ(z)σ(z + 1) = τν−µ(z)ρν−µ(z)∆xν−µ−1(z),
implying
∆ρν−µ(z) =
τν−µ(z)∆xν−µ−1(z)−∆σ(z)
σ(z + 1)
ρν−µ(z),
and hence
∇ρν−µ(z)
∇xν−µ(z)
y(z − 1) =
∆ρν−µ(z − 1)y(z − 1)
∇xν−µ(z)
=
τν−µ(z − 1)∇xν−µ−1(z)−∇σ(z)
σ(z)∇xν−µ(z)
w(z − 1). (35)
Substituting Eqs. (34)-(35) into Eq. (32), we obtain
∆
∆xν−µ−1(z)
[σ(z)
∇w(z)
∇xν−µ(z)
]
−
∆
∆xν−µ−1(z)
[
τν−µ(z − 1)∇xν−µ−1(z)−∇σ(z)
∇xν−µ(z)
w(z − 1)] + λw(z)
= 0.
This gives
σ(z)
∆
∆xν−µ−1(z)
(
∇w(z)
∇xν−µ(z)
) +
∆σ(z)
∆xν−µ−1(z)
∆w(z)
∆xν−µ(z)
−
τν−µ(z − 1)∇xν−µ−1(z)−∇σ(z)
∇xν−µ(z)
∇w(z)
∆xν−µ−1(z)
−
∆
∆xν−µ−1(z)
[
τν−µ(z − 1)∇xν−µ−1(z)−∇σ(z)
∇xν−µ(z)
]w(z) + λw(z)
= 0,
implying that
σ(z)
∆
∆xν−µ−1(z)
(
∇w(z)
∇xν−µ(z)
) +
∆σ(z)
∆xν−µ−1(z)
∆w(z)
∆xν−µ(z)
−
τν−µ(z − 1)∇xν−µ−1(z)−∇σ(z)
∆xν−µ−1(z)
∇w(z)
∇xν−µ(z)
−
∆
∆xν−µ−1(z)
[
τν−µ(z − 1)∇xν−µ−1(z)−∇σ(z)
∇xν−µ(z)
]w(z) + λw(z)
= 0. (36)
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With the help of the following difference equalities
∆w(z)
∆xν−µ(z)
−
∇w(z)
∇xν−µ(z)
=∆(
∇w(z)
∇xν−µ(z)
), (37)
∇w(z)
∇xν−µ(z)
=
∆w(z)
∆xν−µ(z)
−∆(
∇w(z)
∇xν−µ(z)
), (38)
Eq. (36) can be further changed to
L∗[w(z)] ≡ σ∗(z)
∆
∆xν−µ−1(z)
(
∇w(z)
∇xν−µ(z)
) + τ ∗ν−µ(z)
∆w(z)
∆xν−µ(z)
+ λ∗ν−µw(z) = 0, (39)
where
σ∗(z) = σ(z − 1) + τν−µ(z − 1)∇xν−µ−1(z), (40)
τ ∗ν−µ(z) =
σ(z + 1)− σ(z − 1)− τν−µ(z − 1)∇xν−µ−1(z)
∆xν−µ−1(z)
, (41)
λ∗ν−µ = λ−
∆
∆xν−µ−1(z)
(
τν−µ(z − 1)∇xν−µ−1(z)−∇σ(z)
∇xν−µ(z)
). (42)
Hence, we define Eq. (39) as the adjoint difference equation corresponding to Eq.
(30). By letting µ = ν, Eq. (39) gives the adjoint difference equation corresponding to
Eq. (7).
Furthermore, it can be easily seen that there exists an important relationship between
adjoint difference operator and original difference operator:
Proposition 3.1. for y(z), it holds
L∗[ρν−µ(z)y(z)] = ρν−µ(z)L[y(z)]. (43)
By the use of Definition 2.1 and Proposition 2.2, it is not hard to obtain
Corollary 3.1. Eq. (41) and Eq. (42) can be simplified to
τ ∗ν−µ(z) = −τν−µ−2(z + 1) = −κ2ν−2µ−3xν−µ(z) + c(ν − µ), (44)
λ∗ν−µ = λ−∆ν−µ−1τν−µ−1(z) = λ− κ2ν−2µ−1. (45)
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Proof. Since
σ(z + 1)− σ(z − 1)− τν−µ(z − 1)∇xν−µ−1(z)
= σ(z + 1)− σ(z − 1)− τν−µ(z − 1)∇xν−µ+1(z − 1)
= σ(z + 1)− σ(z − 1 + ν − µ)− τ(z − 1 + ν − µ)∇x1(z − 1 + ν − µ)
= −τν−µ−2(z + 1)∇xν−µ−1(z + 1)
= −τν−µ−2(z + 1)∆xν−µ−1(z),
then from Eq. (41) and Proposition 2.2, we have
τ ∗ν−µ(z) = −τν−µ−2(z + 1)
= −κ2ν−2µ−3xν−µ−2(z + 1) + c(ν − µ)
= −κ2ν−2µ−3xν−µ(z) + c(ν − µ).
Using a similar argument, we obtain
τν−µ(z − 1)∇xν−µ−1(z)−∇σ(z) = τν−µ(z − 1)∇xν−µ−1(z) + σ(z − 1)− σ(z),
τ(z − 1 + ν − µ)∇x1(z − 1 + ν − µ) + σ(z − 1 + ν − µ)− σ(z) = τν−µ−1(z)∇xν−µ(z).
Hence, we have
λ∗ν−µ = λ−∆ν−µ−1τν−µ−1(z)
= λ−∆ν−µ−1{κ2ν−µ−1xν−µ−1(z)}
= λ− κ2ν−2µ−1,
and complete the proof.
With respect to the adjoint difference equation Eq. (39), we find that it has the following
interesting dual properties:
Proposition 3.2. For the adjoint difference equation Eq. (39), it holds
σ(z) = σ∗(z − 1) + τ ∗ν−µ(z − 1)∇xν−µ−1(z), (46)
τν−µ(z) =
σ∗(z + 1)− σ∗ν−µ(z − 1)− τ
∗
ν−µ(z − 1)∇xν−µ−1(z)
∆xν−µ−1(z)
, (47)
λ = λ∗ν−µ −∆ν−µ−1
(
τ ∗ν−µ(z − 1)∆xν−µ−1(z)−∇σ
∗(z)
∇ν−µx(z)
)
. (48)
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Proof. From Eq. (41), we have
τ ∗ν−µ(z)∆xν−µ−1(z) = σ(z + 1)− σ(z − 1)− τν−µ(z − 1)∇xν−µ−1(z). (49)
Based on Eq. (40) and Eq. (49), we obtain
σ(z + 1) = σ∗(z) + τ ∗ν−µ(z)∆xν−µ−1(z),
implying that
σ(z) = σ∗(z − 1) + τ ∗ν−µ(z − 1)∇xν−µ−1(z).
Thus, we obtain from Eq. (40) that
τν−µ(z − 1) =
σ∗(z)− σ(z − 1)
∇xν−µ−1(z)
=
σ∗(z)− σ∗(z − 2)− τ ∗ν−µ(z − 2)∇xν−µ−1(z − 1)
∇xν−µ−1(z)
,
which is Eq. (47). Moreover, we obtain
τν−µ(z − 1)∇xν−µ−1(z)−∇σ(z) =σ
∗(z)− σ(z − 1)−∇σ(z)
=σ∗(z)− σ(z)
=σ∗(z)− [σ∗(z − 1) + τ ∗ν−µ(z − 1)∇xν−µ−1(z)]
=∇σ∗(z)− τ ∗ν−µ(z − 1)∇xν−µ−1(z). (50)
Using Eq. (42) together with Eq. (50) gives Eq. (48) and hence the proof has been completed.
Parallel to Corollary 3.1, one may obtain the following corollary.
Corollary 3.2. Eq. (47) and Eq. (48) can be simplified to
τν−µ(z) = −τ
∗
ν−µ−2(z + 1), (51)
λ = λ∗ν−µ − κ
∗
2ν−2µ−1. (52)
Proposition 3.3. The adjoint difference equation Eq. (39) can be rewritten as
σ(z + 1)∆ν−µ−1∇ν−µw(z)− τν−µ−2(z + 1)∇ν−µw(z) + (λ− κ2ν−2µ−1)w(z) = 0. (53)
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Proof. Since
∆ν−µw(z)−∇ν−µw(z) = ∆(
∇w(z)
∇ν−µx(z)
),
we have
τ ∗ν−µ(z)∆ν−µw(z) =τ
∗
ν−µ(z)∇ν−µw(z) + τ
∗
ν−µ(z)∆(
∇w(z)
∇ν−µx(s)
)
=τ ∗ν−µ(z)∇ν−µw(z) + τ
∗
ν−µ(z)∆xν−µ−1(z)
∆
∆xν−µ−1(z)
(
∇w(z)
∇ν−µx(z)
). (54)
Substituting Eq. (54) into Eq. (39), we obtain
[σ∗(z) + τ ∗ν−µ(z)∆xν−µ−1(z)]
∆
∆xν−µ−1(z)
(
∇w(z)
∇ν−µx(z)
)
+ τ ∗ν−µ(z)∇ν−µw(z) + λ
∗
ν−µw(z)
=0. (55)
From Eq. (44), one may have
σ∗(z) + τ ∗ν−µ(z)∆xν−µ−1(z) = σ(z + 1). (56)
Substituting it into Eq. (55) and then using Eq. (44), we obtain Eq. (53) and hence complete
the proof.
Finally, we prove that the adjoint difference equation in Eq. (39) or Eq. (53) is also a
difference equation of hypergeometric type on non-uniform lattices. To this end, we only
need to prove that
σ˜∗(z) = σ∗(z) +
1
2
τ ∗ν−µ(z)∆xν−µ−1(z) = σ(z + 1) +
1
2
τν−µ−2(z + 1)∆xν−µ−1(z)
is a polynomial of degree at most two in the variable xν−µ(z). In fact, from Eq. (25) and
Lemma 2.1, one may obtain
σ˜∗(z) = σ(z + 1) +
1
2
τν−µ−2(z + 1)∇xν−µ−1(z + 1) = σ˜ν−µ−2(z + 1)
is a polynomial of degree at most two in the variable xν−µ−2(z + 1) = xν−µ(z). As such, we
obtain the following theorem.
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Theorem 3.1. The adjoint equation Eq. (53) or
σ˜ν−µ−2(z + 1)∆ν−µ−1∇ν−µw(z)
−
1
2
τν−µ−2(z + 1)[∆ν−µw(z) +∇ν−µw(z)] + (λ− κ2ν−2µ−1)w(z)
=0 (57)
is also a difference equation of hypergeometric type on non-uniform lattices.
By letting µ = ν, one may conclude that the adjoint difference equation of Eq. (7) is
also a difference equation of hypergeometric type on non-uniform lattices.
Corollary 3.3. The adjoint equation of Eq. (7) or
σ˜−2(z + 1)∆−1∇0w(z)
−
1
2
τ−2(z + 1)[∆0w(z) +∇0w(z)] + (λ− κ−1)w(z)
=0 (58)
is also a difference equation of hypergeometric type on non-uniform lattices.
4 Particular Solutions for Adjoint Difference Equations
In this section, we first derive the forms of particular solutions for a difference equation of
hypergeometric type on non-uniform lattices (see Proposition 4.1) and then use it to obtain
the forms of particular solutions for the adjoint difference equation given in Eq. (39) or
an alternative equation in Eq. (53) (see Theorem 4.1). By letting µ = ν, one may obtain
the forms of particular solutions for the adjoint difference equation given in Eq. (58) (see
Theorem 4.2).
Proposition 4.1. On those classes of non-uniform lattices x = x(z), the difference
equation of hypergeometric type on non-uniform lattices
σ(z)
∆
∆xν−µ−1(z)
(
∇y(z)
∇xν−µ(z)
)− τν−µ(z)
∇y(z)
∇xν−µ(z)
+ λ˜y(z) = 0 (λ˜ ∈ R) (59)
has particular solutions in the form of
y(z) =
b−1∑
s=a
ρν(s)∇xν+1(s)
[xν(s)− xν(z − 1)](µ−1)
, (60)
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and also in the form of
y(z) =
∮
C
ρν(s)∇xν+1(s)ds
[xν(s)− xν(z − 1)](µ−1)
, (61)
where a, b are complex with the same imaginary parts, C is a contour in the complex s-plane,
and xν(s) = x(s+
1
2
), if
i) functions ρ(z) and ργ(z) satisfy
∆
∇x1(z)
[σ(z)ρ(z)] = τ(z)ρ(z),
∆
∇xν+1(z)
[σ(z)ρν(z)] = τν(z)ρν(z); (62)
ii) µ, ν satisfy
λ˜+ κ2ν−(µ−1)γ(µ− 1) = 0; (63)
iii) difference derivatives of the functions are calculated by
φνµ(z) =
b−1∑
s=a
ρν(s)∇xν−1(s)
[xν(s)− xν(z − 1)](µ−1)
, (64)
or
φνµ(z) =
∮
C
ρν(s)∇xν−1(s)ds
[xν(s)− xν(z − 1)](µ−1)
, (65)
can be carried out by means of the formula
∇φνµ(z)
∇xν−µ(z)
= γ(µ− 1)φν,µ+1(z); (66)
iv) the following equalities hold
ψνµ(a, z) = ψνµ(b, z),
∮
C
∆sψνµ(s, z)dz = 0, (67)
where
ψνµ(s, z) =
σ(s)ρν(s)
[xν−1(s)− xν−1(z)](µ)
. (68)
Proof. To establish the relationship among ∆ν−µ−1∇ν−µy(z),∇ν−µy(z), and y(z), we
need to find nonzero functions Ai(z), i = 1, 2, 3, such that
A1(z)∆ν−µ−1∇ν−µy(z) + A2(z)∇ν−µy(z) + A3(z)y(z) = 0. (69)
Note that
∇ν−µy(z) = γ(µ− 1)
b−1∑
s=a
ρν(s)∇xν+1(s)
[xν(s)− xν(z − 1)](µ)
,
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∆ν−µ−1∇ν−µy(z) = γ(µ)γ(µ− 1)
b−1∑
s=a
ρν(s)∇xν+1(s)
[xν(s)− xν(z)](µ−1)
.
Substituting them into Eq. (69) gives
b−1∑
s=a
ρν(s)∇xν+1(s)
[xν(s)− xν(z)](µ+1)
{γ(µ)γ(µ− 1)A1(z) + γ(µ− 1)A2(z)[xν(s)− xν(z)]
+ A3(z)[xν(s)− xν(z)][xν(s)− xν(z − µ)]}
=
b−1∑
s=a
ρν(s)∇xν+1(s)
[xν(s)− xν(z)](µ+1)
P (s),
where
P (s) = γ(µ)γ(µ− 1)A1(z) + γ(µ− 1)A2(z)[xν(s)− xν(z)]
+ A3(z)[xν(s)− xν(z)][xν(s)− xν(z − µ)].
On the other hand, we set
b−1∑
s=a
ρν(s)∇xν+1(s)
[xν(s)− xν(z)](µ+1)
P (s)
=
b−1∑
s=a
∆s[
σ(s)ρν(s)
[xν−1(s)− xν−1(z)](µ)
]
=
b−1∑
s=a
τν(s)ρν(s)∇xν+1(s)
[xν−1(s+ 1)− xν−1(z)](µ)
−
b−1∑
s=a
γ(µ)σ(s)ρν(s)∇xν+1(s)
[xν(s)− xν(z)](µ+1)
= −
b−1∑
s=a
ρν(s)∇xν+1(s)
[xν(s)− xν(z)](µ+1)
{γ(µ)σ(s)− τν(s)[xν−µ(s)− xν−µ(z)]}
= −
b−1∑
s=a
ρν(s)∇xν+1(s)
[xν(s)− xν(z)](µ+1)
Q(s),
where
Q(s) = γ(µ)σ(s)− τν(s)[xν−µ(s)− xν−µ(z)].
By Lemma 2.2, we have
Q(s) = γ(µ)σ(z)− τν−µ(z)[xν(s)− xν(z)]
− κ2ν−(µ−1)[xν(s)− xν(z)][xν(s)− xν(z − µ)].
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Comparing P (s) with Q(s) gives
A1(z) =
1
γ(µ− 1)
σ(z), A2(z) = −
τν−µ(z)
γ(µ − 1)
, A3(z) = −κ2ν−(µ−1),
and hence the proof is completed .
Theorem 4.1. On those classes of non-uniform lattices x = x(z), the adjoint difference
equation given in Eq. (39) or an alternative equation in Eq. (53) as
σ(z + 1)
∆
∆xν−µ−1(z)
(
∇y(z)
∇xν−µ(z)
)− τν−µ−2(z + 1)
∇y(z)
∇xν−µ(z)
+ λ∗ν−µy(z) = 0, (70)
has particular solutions in the form of
y(z) =
b−1∑
s=a
ρν(s)∇xν+1(s)
[xν(s)− xν(z)](µ+1)
,
and also in the form of
y(z) =
∮
C
ρν(s)∇xν+1(s)ds
[xν(s)− xν(z)](µ+1)
,
where C is a contour in the complex s-plane, and xν(s) = x(s +
1
2
), if
i) functions ρ(z) and ργ(z) satisfy
∆
∇x1(z)
[σ(z)ρ(z)] = τ(z)ρ(z),
∆
∇xν+1(z)
[σ(z)ρν(z)] = τν(z)ρν(z); (71)
ii) µ, ν satisfy
λ∗ν−µ + κ2ν−(µ+1)γ(µ+ 1) = 0; (72)
iii) difference derivatives of the functions can be calculated by
φνµ(z) =
b−1∑
s=a
ρν(s)∇xν−1(s)
[xν(s)− xν(z)](µ+1)
, (73)
or
φνµ(z) =
∮
C
ρν(s)∇xν−1(s)ds
[xν(s)− xν(z)](µ+1)
(74)
can be carried out by means of the formula
∇φνµ(z)
∇xν−µ(z)
= γ(µ+ 1)φν,µ+1(z); (75)
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iv) the following equalities hold
ψνµ(a, z) = ψνµ(b, z),
∮
C
∆sψνµ(s, z)dz = 0 (76)
where
ψνµ(s, z) =
σ(s)ρν(s)
[xν−1(s)− xν−1(z + 1)](µ+1)
. (77)
Proof. Eq. (71) can be written as
σ(z + 1)
∆
∆xν−µ−3(z + 1)
(
∇y(z)
∇xν−µ−2(z + 1)
)− τν−µ−2(z + 1)
∇y(z)
∇xν−µ−1(z + 1)
− κ2ν−(µ+1)γ(µ+ 1)y(z)
= 0.
Letting y(z) = y˜(z + 1) gives
σ(z)
∆
∆xν−µ−3(z)
(
∇y˜(z)
∇xν−µ−2(z)
)− τν−µ−2(z)
∇y˜(z)
∇xν−µ−2(z)
− κ2ν−(µ+1)γ(µ+ 1)y˜(z)
= 0.
Furthermore, letting µ+ 2 = µ˜ gives
σ(z)
∆
∆xν−µ˜−1(z)
(
∇y˜(z)
∇xν−µ˜(z)
)− τν−µ˜(z)
∇y˜(z)
∇xν−µ˜(z)
− κ2ν−(µ˜−1)γ(µ˜− 1)y˜(z) = 0
By Proposition 4.1, one may obtain
y(z) = y˜(z + 1) =
b−1∑
s=a
ρν(s)∇xν+1(s)
[xν(s)− xν(z)](µ˜−1)
=
b−1∑
s=a
ρν(s)∇xν+1(s)
[xν(s)− xν(z)](µ+1)
and
y(z) = y˜(z + 1) =
∮
C
ρν(s)∇xν+1(s)ds
[xν(s)− xν(z)](µ˜−1)
=
∮
C
ρν(s)∇xν+1(s)ds
[xν(s)− xν(z)](µ+1)
,
which the proof is completed.
Finally, by letting µ = ν, then from Eq. (45), λ∗ = λ − κ−1, one may obtain the forms
of particular solutions for the adjoint difference equation Eq. (58) .
Theorem 4.2. On those classes of non-uniform lattices x = x(z), the adjoint difference
equation given in Eq. (58) as
σ(z + 1)
∆
∆x−1(z)
(
∇y(z)
∇x(z)
)− τ−2(z + 1)
∇y(z)
∇x(z)
+ λ∗y(z) = 0, (78)
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has particular solutions in the form of
y(z) =
b−1∑
s=a
ρν(s)∇xν+1(s)
[xν(s)− xν(z)](ν+1)
,
and also in the form of
y(z) =
∮
C
ρν(s)∇xν+1(s)ds
[xν(s)− xν(z)](ν+1)
,
where C is a contour in the complex s-plane, and xν(s) = x(s +
1
2
), if
i) functions ρ(z) and ργ(z) satisfy
∆
∇x1(z)
[σ(z)ρ(z)] = τ(z)ρ(z),
∆
∇xν+1(z)
[σ(z)ρν(z)] = τν(z)ρν(z); (79)
ii) µ, ν satisfy
λ∗ + κν−1γ(ν + 1) = 0; (80)
iii) difference derivatives of the functions can be calculated by
φνν(z) =
b−1∑
s=a
ρν(s)∇xν−1(s)
[xν(s)− xν(z)](ν+1)
, (81)
or
φνν(z) =
∮
C
ρν(s)∇xν−1(s)ds
[xν(s)− xν(z)](ν+1)
(82)
can be carried out by means of the formula
∇φνν(z)
∇x(z)
= γ(ν + 1)φν,ν+1(z); (83)
iv) the following equalities hold
ψνν(a, z) = ψνν(b, z),
∮
C
∆sψνν(s, z)dz = 0 (84)
where
ψνν(s, z) =
σ(s)ρν(s)
[xν−1(s)− xν−1(z + 1)](ν+1)
. (85)
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5 Application and Fundamental Theorems
Based on Proposition 3.1 and Theorem 4.1, one may obtain the following theorem.
Corollary 5.1. Under the hypotheses of Theorem 4.1, the equation
σ(z)
∆
∆xν−µ−1(z)
(
∇y(z)
∆xν−µ(z)
) + τν−µ(z)
∆y(z)
∆xν−µ(z)
+ λy(z) = 0 (86)
has particular solutions in the form of
y(z) =
1
ρν−µ(z)
b−1∑
s=a
ρν(s)∇xν+1(s)
[xν(s)− xν(z)](µ+1)
(87)
and also the form of
y(z) =
1
ρν−µ(z)
∮
C
ρν(s)∇xν+1(s)ds
[xν(s)− xν(z)](µ+1)
, (88)
where ρ(z), ρν(z) satisfy
∆(σ(z)ρ(z))
∇x1(z)
= τ(z)ρ(z),
∆(σ(z)ρν(z))
∇xν+1(z)
= τν(z)ρν(z),
and ν, µ are roots of the equation
λ+ κ2ν−µγ(µ) = 0.
Note that by letting µ = ν in Corollary 5.1, Eq. (86) can be reduced to Eq. (7). Thus,
we obtain the following well-known theorem given in [3].
Corollary 5.2 (Theorem 2.2 in [3]) Under the hypotheses of Corollary 5.1 with µ = ν,
the equation
σ(z)
∆
∆x−1(z)
(
∇y(z)
∆x0(z)
) + τ(z)
∆y(z)
∆x0(z)
+ λy(z) = 0 (89)
has particular solutions in the form of
y(z) =
1
ρ(z)
b−1∑
s=a
ρν(s)∇xν+1(s)
[xν(s)− xν(z)](ν+1)
(90)
and also in the form of
y(z) =
1
ρ(z)
∮
C
ρν(s)∇xν+1(s)ds
[xν(s)− xν(z)](ν+1)
, (91)
where ρ(z), ρν(z) satisfy
∆(σ(z)ρ(z))
∇x1(z)
= τ(z)ρ(z),
∆(σ(z)ρν(z))
∇xν+1(z)
= τν(z)ρν(z),
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and ν is the root of the equation
λ+ κνγ(ν) = 0.
Finally, we prove another kind of fundamental theorems for Eq. (7) and Eq. (86), re-
spectively, which are essentially new results, its expression is different from Suslov’s theorem
(Corollary 5.1 and Corollary 5.2).
Theorem 5.1. On those classes of nonuniform lattices x = x(z), the difference equation
of hypergeometric type on non-uniform lattices
σ(z)
∆
∆xν−µ−1(z)
(
∇y(z)
∇xν−µ(z)
) + τν−µ(z)
∆y(z)
∆xν−µ(z)
+ λy(z) = 0 (92)
has particular solutions in the form of
y(z) =
b−1∑
s=a
[xν(s)− xν(z)]
(µ+1)ρν(s)∇xν+1(s), (93)
and also in the form of
y(z) =
∮
C
[xν(s)− xν(z)]
(µ+1)ρν(s)∇xν+1(s)ds, (94)
where C is a contour in the complex s-plane, and xν(s) = x(s+
1
2
), if
i) functions ρ(z) and ργ(z) satisfy
∇
∇xν+1(z)
[σ(z)ρν(z)] + τν(z)ρν(z) = 0; (95)
ii) µ, ν satisfy the equation
λ+ κ2ν−(µ−1)γ(µ+ 1) = 0; (96)
ii) difference derivatives of the functions are calculated by
φνµ(z) =
b−1∑
s=a
[xν(s)− xν(z)]
(µ+1)ρν(s)∇xν−1(s), (97)
or
φνµ(z) =
∮
C
[xν(s)− xν(z)]
(µ+1)ρν(s)∇xν−1(s)ds (98)
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can be carried out by means of the formula
∆φνµ(z)
∆xν−µ(z)
= −γ(µ+ 1)φν,µ−1(z); (99)
iv) the following equalities hold
ψνµ(a, z) = ψνµ(b, z),
∮
C
∇sψνµ(s, z)dz = 0, (100)
where
ψνµ(s, z) = σ(s)ρν(s)[xν+1(s)− xν+1(z − 1)]
(µ). (101)
Proof. To establish the relationship among ∆ν−µ−1∇ν−µy(z),∆ν−µy(z), and y(z), we
need to find nonzero functions Ai(z), i = 1, 2, 3, such that
A1(z)∆ν−µ−1∇ν−µy(z) + A2(z)∇ν−µy(z) + A3(z)y(z) = 0.
Substituting
∆ν−µy(z) = −γ(µ+ 1)
b−1∑
s=a
[xν(s)− xν(z)]
(µ)ρν(s)∇xν+1(s),
∆ν−µ−1∇ν−µy(z) = γ(µ+ 1)γ(µ)
b−1∑
s=a
[xν(s)− xν(z − 1)]
(µ−1)ρν(s)∇xν+1(s)
into Eq. (92), we obtain
b−1∑
s=a
ρν(s)∇xν+1(s)[xν(s)− xν(z − 1)]
(µ−1){γ(µ+ 1)γ(µ)A1(z)
− γ(µ+ 1)A2(z)[xν(s)− xν(z)] + A3(z)[xν(s)− xν(z)][xν(s)− xν(z − µ)]}
=
b−1∑
s=a
ρν(s)∇xν+1(s)[xν(s)− xν(z − 1)]
(µ−1)P (s),
where
P (s) = {γ(µ+ 1)γ(µ)A1(z)− γ(µ+ 1)A2(z)[xν(s)− xν(z)]
+ A3(z)[xν(s)− xν(z)][xν(s)− xν(z − µ)]}.
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On the other hand, we let
b−1∑
s=a
ρν(s)∇xν+1(s)[xν(s)− xν(z − 1)]
(µ−1)P (s)
=
b−1∑
s=a
∇s[σ(s)ρν(s)[xν+1(s)− xν+1(z − 1)]
(µ)]
= −
b−1∑
s=a
τν(s)ρν(s)∇xν+1(s)[xν+1(s− 1)− xν+1(z − 1)]
(µ)
+
b−1∑
s=a
γ(µ)σ(s)ρν(s)∇xν+1(s)[xν(s)− xν(z − 1)]
(µ−1)
=
b−1∑
s=a
ρν(s)∇xν+1(s)[xν(s)− xν(z − 1)]
(µ−1){γ(µ)σ(s)− τν(s)[xν−µ(s)− xν−µ(z)]}
=
b−1∑
s=a
ρν(s)∇xν+1(s)[xν(s)− xν(z − 1)]
(µ−1)Q(s),
where
Q(s) = γ(µ)σ(s)− τν(s)[xν−µ(s)− xν−µ(z)].
By Lemma 2.2, we have
Q(s) = γ(µ)σ(z)− τν−µ(z)[xν(s)− xν(z)]
− κ2ν−(µ−1)[xν(s)− xν(z)][xν(s)− xν(z − µ)]
Comparing P (s) with Q(s) gives
A1(z) =
1
γ(µ+ 1)
σ(z), A2(z) =
τν−µ(z)
γ(µ+ 1)
, A3(z) = −κ2ν−(µ−1),
and hence we have completed the proof.
Letting µ = ν in Theorem 5.1 gives the following theorem.
Theorem 5.2. Under the hypotheses of Theorem 5.1 with µ = ν, the equation
σ(z)
∆
∆x−1(z)
(
∇y(z)
∆x0(z)
) + τ(z)
∆y(z)
∆x0(z)
+ λy(z) = 0 (102)
has particular solutions in the form of
y(z) =
b−1∑
s=a
[xν(s)− xν(z)]
(ν+1)ρν(s)∇xν+1(s) (103)
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and also in the form of
y(z) =
∮
C
[xν(s)− xν(z)]
(ν+1)ρν(s)∇xν+1(s)ds, (104)
where ρ(z), ρν(z) satisfy
∇(σ(z)ρν(z))
∇xν+1(z)
+ τν(z)ρν(z) = 0,
and ν is the root of the equation
λ+ κν+1γ(ν + 1) = 0.
6 Conclusion
We have obtained the adjoint difference equation for a Nikiforov-Uvarov-Suslov difference
equation of hypergeometric type on non-uniform lattices given as x(s) = c1q
s + c2q
−s + c3
or x(s) = c˜1s
2 + c˜2s + c˜3 and proved it to be a difference equation of hypergeometric type
on non-uniform lattices as well. The particular solutions of the adjoint difference equation
have then been obtained. By applying these particular solutions for the adjoint equation,
we can obtain the particular solutions of the original difference equation of hypergeometric
type on non-uniform lattices. Finally, we have obtained new fundamental theorems for the
Nikiforov-Uvarov-Suslov difference equation of hypergeometric type.
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