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Resumo
Esta dissertac¸a˜o trata das formas lineares em logaritmos p-a´dicos. Ale´m de apresentar
alguns dos resultados dados por Bugeaud, Laurent e Yu sobre as formas lineares em loga-
ritmos p-a´dicos, o trabalho visa aplicar esses resultados na resoluc¸a˜o de algumas equac¸o˜es
Diofantinas estudadas por Luca, Marques e Grossman.
Palavras-chave: Formas lineares em logaritmos p-a´dicos. Equac¸o˜es Diofantinas.
iii
Abstract
This work treats of linear form in p-adic logarithms. We shall present some results due
to Bugeaud, Laurent and Yu about linear form in p-adic logarithms, moreover we shall
apply these results for solving some Diophantine equations studied by Luca, Marques and
Grossman.
Keywords: Linear form in p-adic logarithms, Diophantine equations.
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Introduc¸a˜o
A teoria de formas lineares em logaritmos p-a´dicos tem uma longa histo´ria e seguiu de
perto os resultados no domı´nio complexo. Essa teoria vem sendo aplicada para resoluc¸a˜o
de equac¸o˜es Diofantinas exponenciais e polinomiais e para sequeˆncias recorrentes linea-
res, como veremos no u´ltimo cap´ıtulo deste trabalho. Ale´m dessas aplicac¸o˜es, existem
inu´meras outras como o problema do maior primo divisor de formas bina´rias ou polino-
miais, a teoria do no´ e a conjectura abc.
No ano de 1966, Baker publicou seus primeiros resultados sobre formas lineares em
logaritmos de nu´meros alge´bricos e seus me´todos impulsionaram a investigac¸a˜o das formas
lineares em logaritmos p-a´dicos de nu´meros alge´bricos.
Va´rios pesquisadores obtiveram resultados ana´logos aos de Baker para o caso p-a´dico,
entre eles Coates, van der Poorten, Dong, Yu, Bugeaud e Laurent. Neste trabalho utili-
zaremos as verso˜es de formas logar´ıtmicas p-a´dicas dadas por Bugeaud e Laurent em [3]
e por Yu em [20] e [21].
Nesse trabalho, definimos uma forma linear em logaritmos de nu´meros alge´bricos como
uma expressa˜o da forma Λ =
n∑
i=1
bi logαi, onde estamos considerando α1, . . . , αn nu´meros
alge´bricos, b1, . . . , bn inteiros e precisaremos que a forma linear seja na˜o nula. Ale´m disso,
tambe´m nos referimos como forma linear em logaritmos a` forma exponencial de Λ, ja´ que
temos |Λ| < e|Λ| − 1.
Os teoremas de formas lineares em logaritmos p-a´dicos sa˜o utilizados para obter limi-
tantes superiores para ordem de uma forma linear na˜o nula Λ = αb11 α
b2
2 · · ·αbnn − 1, onde
αi sa˜o nu´meros alge´bricos e bi nu´meros inteiros, com relac¸a˜o a um ideal primo P , para
enta˜o limitar as varia´veis envolvidas na equac¸a˜o Diofantina inicial.
Quando utilizamos as formas lineares em logaritmos p-a´dicos podemos obter, em al-
guns casos, uma limitac¸a˜o melhor do que quando utilizamos as formas lineares em loga-
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ritmos dada por Baker, o que nos ajuda na hora de computar os casos finitos e verificar
quais resultam em soluc¸a˜o da equac¸a˜o Diofantina dada.
O objetivo da dissertac¸a˜o e´ aplicar o me´todo de formas lineares em logaritmos p-a´dicos
na resoluc¸a˜o de treˆs distintas equac¸o˜es Diofantinas. O u´ltimo cap´ıtulo sera´ composto de
treˆs sec¸o˜es que tratam dessas equac¸o˜es.
O primeiro problema, estudado por Luca em [10], visa descobrir os nu´meros de Fibo-
nacci que sa˜o rep-d´ıgitos e para isso, utilizamos a versa˜o das formas logar´ıtmicas p-a´dicas
dada por Bugeaud e Laurent em [3].
O segundo problema tambe´m foi estudado por Luca em conjunto com Marques em [11]
e trata da sequeˆncia exponencial fatorial dada por a1 = 1 e an = n
an−1 para n ≥ 2.
Para essa sequeˆncia, queremos descobrir quando a soma de seus termos e´ um quadrado
perfeito. Ale´m das formas lineares em logaritmos p-a´dicos, usaremos ferramentas de
frac¸o˜es cont´ınuas e equac¸o˜es de Pell na resoluc¸a˜o do problema.
E ainda, estudaremos o problema de somas fatoriais em sequeˆncias recorrentes bina´rias
que Grossman e Luca abordaram em [8].
Cabe ressaltar que usaremos o software Wolfram Mathematica como ferramenta auxi-
liar para o desenvolvimento do trabalho, sendo muito u´til no ca´lculo de frac¸o˜es cont´ınuas,
convergentes e limitantes para as varia´veis envolvidas nas equac¸o˜es.
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Cap´ıtulo 1
Preliminares
Nesse cap´ıtulo, pretendemos introduzir os pre´-requisitos ba´sicos para o bom entendimento
do trabalho, listando os principais resultados referentes a frac¸o˜es cont´ınuas, equac¸o˜es de
Pell e sequeˆncias recorrentes. Ale´m disso, explicitaremos resultados de teoria alge´brica
dos nu´meros que podem ser encontrados em [1], [4] ou [15].
Ainda, sera˜o apresentados alguns resultados sobre nu´meros p-a´dicos que sera˜o ute´is
quando estudarmos as formas lineares em logaritmos p-a´dicos. Quando necessa´rio, ou-
tros resultados e definic¸o˜es podera˜o ser citados ao longo do texto, para que tudo seja
devidamente justificado.
1.1 Frac¸o˜es cont´ınuas
De modo geral, um nu´mero real x pode ser representado por mais de uma maneira, por
exemplo, 0, 5 tambe´m pode ser representado pela frac¸a˜o 1/2 ou pela frac¸a˜o 3/6. Nessa
sec¸a˜o, estamos interessados em representar um nu´mero real pela sua frac¸a˜o cont´ınua e
estudar as informac¸o˜es que essa representac¸a˜o nos da´ sobre o nu´mero.
Quando utilizamos a representac¸a˜o de um nu´mero real, em particular de um nu´mero
irracional, por frac¸o˜es cont´ınuas estamos obtendo boas aproximac¸o˜es racionais para este
nu´mero real. E assim, a definic¸a˜o de frac¸o˜es cont´ınuas torna-se uma ferramenta muito
importante frente a dificuldade de se definir um nu´mero real quando comparado a definic¸a˜o
dos nu´meros naturais, inteiros e racionais.
Assim, definimos frac¸o˜es cont´ınuas recursivamente. Seja x um nu´mero real e consi-
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dere
α0 = x, an = bαnc,
onde bαnc e´ a parte inteira de αn e se αn 6∈ Z, tomamos αn+1 = 1
αn − an , para todo
n ∈ N.
Se, para algum n, αn = an temos:
x = α0 = 〈a0; a1, a2, . . . , an〉 = a0 + 1
a1 +
1
. . . +
1
an
.
Caso contra´rio, denotamos:
x = 〈a0; a1, a2, . . .〉 = a0 + 1
a1 +
1
a2+...
.
Essa expressa˜o e´ chamada de representac¸a˜o por frac¸o˜es cont´ınuas. Note ainda que
x = α0 = 〈a0;α1〉 = 〈a0; a1, α2〉 = · · · = 〈a0; a1, . . . , an, αn+1〉.
Vejamos alguns exemplos de nu´meros reais escritos como frac¸o˜es cont´ınuas.
Exemplo 1.1.
43
12
= 〈3; 1, 1, 2, 2〉,
pois
43
12
= 3 +
1
1 +
1
1 +
1
2 +
1
2
.
Na pra´tica, para obtermos a representac¸a˜o por frac¸o˜es cont´ınuas do nu´mero acima,
escrevemos 43/12 = b43/12c + {43/12} onde b·c e´ a parte inteira e {·} e´ a parte fraciona´ria
de 43/12. Como {43/12} e´ diferente de zero, consideramos o nu´mero 1{43/12} e o escrevemos
como sua parte inteira mais sua parte fraciona´ria, e seguimos o processo indefinidamente
ou, como no exemplo acima, ate´ a parte fraciona´ria ser zero.
Neste exemplo, assim como em todos os casos em que escrevemos um nu´mero racional
por frac¸o˜es cont´ınuas, sempre teremos um processo finito, pois o processo envolvido nada
mais e´ que o algoritmo da divisa˜o.
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Exemplo 1.2.
√
2 = 〈1; 2, 2, 2, . . .〉 pois
1 +
√
2 = x
⇒
√
2 = x− 1
⇒ 2 = (x− 1)2 = x2 − 2x+ 1
⇒ x2 = 2x+ 1
⇒ x = 2 + 1
x
.
Da´ı temos:
√
2 = 1 +
1
2 +
1
2+...
.
Como observado acima, a representac¸a˜o por frac¸o˜es cont´ınuas do nu´mero racional 43/12
e´ finita enquanto a representac¸a˜o por frac¸o˜es cont´ınuas do nu´mero irracional
√
2 e´ infinita.
Isto na˜o e´ por acaso, ainda nessa sec¸a˜o veremos que a representac¸a˜o por frac¸o˜es cont´ınuas
de um nu´mero real x e´ infinita se, e somente se, x e´ irracional.
E´ interessante observar que encontrar a representac¸a˜o por frac¸o˜es cont´ınuas de um
nu´mero real pode ser bastante trabalhoso, mas existem programas matema´ticos que nos
fornecem essa representac¸a˜o facilmente. O programa que utilizaremos nesse trabalho
e´ o Wolfram Mathematica e, com o comando ContinuedFraction[x], obtemos a repre-
sentac¸a˜o por frac¸a˜o cont´ınua do nu´mero x. Vejamos a utilizac¸a˜o do comando nos exemplos
acima:
Utilizando ContinuedFraction[43/12] obtemos {3, 1, 1, 2, 2}, e com
ContinuedFraction[Sqrt[2]] obtemos {1, {2}}. Note que nesse u´ltimo exemplo o nu´me-
ro 2 aparece entre chaves indicando que ira´ se repetir infinitamente na representac¸a˜o por
frac¸a˜o cont´ınua de
√
2 (veremos adiante que chamamos essa representac¸a˜o de perio´dica).
Para os irracionais que na˜o fornecem frac¸a˜o cont´ınua perio´dica e´ necessa´rio especificar
quantos termos da frac¸a˜o cont´ınua desejamos obter, por exemplo,
ContinuedFraction[Pi,15] nos fornece os 15 primeiros termos da frac¸a˜o cont´ınua de
pi, que sa˜o
{3, 7, 15, 1, 292, 1, 1, 1, 2, 1, 3, 1, 14, 2, 1}.
Definic¸a˜o 1.3. Seja x = 〈a0; a1, a2, . . .〉 e sejam pn ∈ Z e qn ∈ N, qn 6= 0, primos entre
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si tais que pn
qn
= 〈a0; a1, . . . , an〉, n ≥ 0. Dizemos que pnqn e´ a n-e´sima reduzida ou
convergente da frac¸a˜o cont´ınua de x.
Proposic¸a˜o 1.4. Dada uma sequeˆncia (finita ou infinita) a0, a1, a2, . . . ∈ R tal que ak > 0,
para todo k ≥ 1, definimos as sequeˆncias (xm) e (ym) por x0 = a0, y0 = 1, x1 =
a0a1 + 1, y1 = a1, xm+2 = am+2xm+1 + xm, ym+2 = am+2ym+1 + ym para todo m ≥ 0.
Temos enta˜o:
〈a0; a1, a2, . . . , an〉 = a0 + 1
a1 +
1
. . . +
1
an
=
xn
yn
, ∀ n ≥ 0.
Ale´m disso, xn+1yn − xnyn+1 = (−1)n para todo n ≥ 0.
Demonstrac¸a˜o. Faremos a prova por induc¸a˜o em n.
Para n = 0 temos
〈a0〉 = a0 = a0
1
=
x0
y0
.
Para n = 1 temos
〈a0; a1〉 = a0 + 1
a1
=
a0a1 + 1
a1
=
x1
y1
.
E, para n = 2 temos
〈a0; a1, a2〉 = a0 + 1
a1 +
1
a2
= a0 +
a2
a1a2 + 1
=
a0a1a2 + a0 + a2
a1a2 + 1
=
a2(a0a1 + 1) + a0
a2a1 + 1
=
a2x1 + x0
a2y1 + y0
=
x2
y2
.
Suponha que a afirmac¸a˜o seja va´lida para n, vamos mostrar que a afirmac¸a˜o tambe´m
e´ va´lida para n+ 1:
〈a0; a1, . . . , an, an+1〉 = 〈a0; a1, . . . , an + 1/an+1〉
=
(an +
1
an+1
)xn−1 + xn−2
(an +
1
an+1
)yn−1 + yn−2
=
an+1(anxn−1 + xn−2) + xn−1
an+1(anyn−1 + yn−2) + yn−1
=
an+1xn + xn−1
an+1yn + yn−1
=
xn+1
yn+1
.
Agora, resta provar que xn+1yn − xnyn+1 = (−1)n para todo n ≥ 0, e faremos isso
usando, novamente, induc¸a˜o em n.
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Para n = 0 temos x1y0 − x0y1 = (a0a1 + 1)1− a0a1 = 1 = (−1)0.
Agora, supondo verdadeiro para n, temos:
xn+2yn+1 − xn+1yn+2 = (an+2xn+1 + xn)yn+1 − (an+2yn+1 + yn)xn+1
= −(xn+1yn − xnyn+1) = −(−1)n = (−1)n+1.
Ou seja, a afirmac¸a˜o tambe´m e´ va´lida para n+ 1, o que demonstra a proposic¸a˜o.
Corola´rio 1.5. As sequeˆncias (pn) e (qn), onde
(
pn
qn
)
e´ a sequeˆncia dos convergentes da
frac¸a˜o cont´ınua de x = 〈a0; a1, a2, . . .〉, satisfazem as recorreˆncias:
pn+2 = an+2pn+1 + pn e qn+2 = an+2qn+1 + qn
para todo n ≥ 0, com p0 = a0, p1 = a0a1 + 1, q0 = 1 e q1 = a1.
Observac¸a˜o 1.6. Frequentemente, e´ u´til considerarmos a sequeˆncia acima com os valores
iniciais p−1 = 1 e q−1 = 0.
Observe que, mesmo com o corola´rio anterior, encontrar os convergentes da frac¸a˜o
cont´ınua de um nu´mero real x pode ser trabalhoso, por isso, a utilizac¸a˜o do comando
Convergents[x,a] no programa Mathematica e´ muito conveniente. Vejamos alguns
exemplos:
Exemplo 1.7. Encontrar os 10 primeiros convergentes da frac¸a˜o cont´ınua de pi.
Convergents[Pi,10] fornece
pn
qn
∈
{
3,
22
7
,
333
106
,
355
113
,
103993
33102
,
104348
33215
,
208341
66317
,
312689
99532
,
833719
265381
,
1146408
364913
}
.
Exemplo 1.8. Encontrar os 5 primeiros convergentes da frac¸a˜o cont´ınua de
√
2.
Convergents[Sqrt[2],5] fornece
pn
qn
∈
{
1,
3
2
,
7
5
,
17
12
,
41
29
}
.
Nesses exemplos, ja´ podemos observar que os convergentes da frac¸a˜o cont´ınua sa˜o
boas aproximac¸o˜es racionais para o nu´mero real dado. Cabe ressaltar que sempre que nos
referirmos aos convergentes de x estamos tratando dos convergentes da representac¸a˜o por
frac¸o˜es cont´ınuas do nu´mero real x.
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Corola´rio 1.9. Valem as seguintes propriedades:
(i) pn+1qn − pnqn+1 = (−1)n, ∀ n ≥ 0;
(ii) pn+2qn − pnqn+2 = (−1)nan+2, ∀ n ≥ 0
Corola´rio 1.10. Para todo n ∈ N temos:
x =
αnpn−1 + pn−2
αnqn−1 + qn−2
.
Demonstrac¸a˜o. Note que x = 〈a0; a1, . . . , an−1, αn〉, onde x = α0, an = bαnc e αn+1 =
1
αn−an . Pela Proposic¸a˜o 1.4, temos que
x = 〈a0; a1, . . . , an−1, αn〉 = αnpn−1 + pn−2
αnqn−1 + qn−2
.
Proposic¸a˜o 1.11. Temos, para todo k ≥ 0,
p2k
q2k
<
p2k+2
q2k+2
< x <
p2k+3
q2k+3
<
p2k+1
q2k+1
.
Demonstrac¸a˜o. Para n ≥ 0 temos
pn+2
qn+2
− pn
qn
=
an+2pn+1 + pn
an+2qn+1 + qn
− pn
qn
=
an+2(pn+1qn − pnqn+1)
qn(an+2qn+1 + qn)
=
(−1)nan+2
qn+2qn
e´ positivo para n par e negativo para n ı´mpar.
Da´ı temos p2k
q2k
< p2k+2
q2k+2
e p2k+3
q2k+3
< p2k+1
q2k+1
.
Ale´m disso, como x = αn+1pn+pn−1
αn+1qn+qn−1
, temos que
x− pn
qn
=
αn+1pnqn + pn−1qn − αn+1qnpn − qn−1pn
(αn+1qn + qn−1)qn
=
pn−1qn − qn−1pn
(αn+1qn + qn−1)qn
=
−(pnqn−1 − pn−1qn)
(αn+1qn + qn−1)qn
=
−(−1)n−1
(αn+1qn + qn−1)qn
=
(−1)n
(αn+1qn + qn−1)qn
e´ positivo para n par e negativo para n ı´mpar. Logo, temos o resultado.
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A proposic¸a˜o anterior nos permite concluir que, em particular, temos:
(i) A sequeˆncia
(
p2k+1
q2k+1
)
e´ decrescente e limitada;
(ii) A sequeˆncia
(
p2k
q2k
)
e´ crescente e limitada;
(iii) A sequeˆncia p2k
q2k
− p2k+1
q2k+1
tende a zero.
Os pro´ximos resultados nos permitem concluir que os convergentes da frac¸a˜o cont´ınua
de x sa˜o “boas aproximac¸o˜es”para x, ale´m disso, a rec´ıproca tambe´m e´ verdadeira, ou seja,
“boas aproximac¸o˜es”para x sa˜o convergentes da frac¸a˜o cont´ınua de x. Assim, podemos
definir x = 〈a0; a1, . . .〉 = lim
n→∞
pn
qn
.
Proposic¸a˜o 1.12. (i) Sejam α um irracional e pk
qk
os convergentes da frac¸a˜o cont´ınua
de α para k ≥ 0. Se r, s ∈ Z com s > 0 e k um inteiro positivo tal que
|sα− r| < |qkα− pk|
enta˜o s ≥ qk+1.
(ii) Se α e´ um irracional e r
s
um nu´mero racional com s > 0 tal que∣∣∣α− r
s
∣∣∣ < 1
2s2
enta˜o r
s
e´ um convergente de α.
Demonstrac¸a˜o. (i) Suponha por absurdo que 1 ≤ s < qk+1 e considere o sistema de
equac¸o˜es:
pkx+ pk+1y = r
qkx+ qk+1y = s.
Temos enta˜o, pelo Corola´rio 1.9,
(pk+1qk − pkqk+1)x = spk+1 − rqk+1 e (pkqk+1 − pk+1qk)y = spk − rqk,
o que nos da´:
x = (−1)k(spk+1 − rqk+1) e y = (−1)k(spk − rqk).
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Vamos provar que x e y sa˜o diferentes de zero e com sinais contra´rios. Se x = 0,
r/s = pk+1/qk+1 e como pk+1 e qk+1 sa˜o coprimos temos que qk+1|s, absurdo pois
estamos supondo 1 ≤ s < qk+1. Se y = 0, olhando para o sistema de equac¸o˜es temos
que r = pkx e s = qkx, portanto
|sα− r| = |x||qkα− pk| ≥ |qkα− pk|,
que contradiz a nossa hipo´tese. Portanto xy 6= 0.
Suponha agora que y < 0, como qkx = s− qk+1y temos que x > 0. Se y > 0 temos
qk+1y ≥ qk+1 > s e portanto qkx = s − qk+1y < 0 implica que x < 0. Ja´ sabemos
que
pk
qk
< α <
pk+1
qk+1
se k ≡ 0(mod 2)
e
pk+1
qk+1
< α <
pk
qk
se k ≡ 1(mod 2).
Em ambos os casos, qkα−pk e qk+1α−pk+1 tem sinais opostos e portanto x(qkα−pk)
e y(qk+1α− pk+1) tem o mesmo sinal. Assim:
|sα− r| = |(qkx+ qk+1y)α− (pkx+ pk+1y)|
= |x(qkα− pk) + y(qk+1α− pk+1)|
= |x||qkα− pk|+ |y||qk+1α− pk+1|
> |x||qkα− pk| ≥ |qkα− pk|
o que e´ uma contradic¸a˜o. Logo, s ≥ qk+1.
(ii) Suponha que r/s na˜o e´ um convergente da frac¸a˜o cont´ınua de α, ou seja, r/s 6= pk/qk
para todo k. Seja k o maior inteiro na˜o negativo tal que s ≥ qk. Como q0 = 1 e (qk)
e´ crescente, temos que esse inteiro existe. E como qk ≤ s < qk+1 implica que
|qkα− pk| ≤ |sα− r| = s
∣∣∣α− r
s
∣∣∣ < 1
2s
temos ∣∣∣∣α− pkqk
∣∣∣∣ < 12sqk .
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Como r/s 6= pk/qk, temos |spk − rqk| ≥ 1 e portanto
1
sqk
≤ |spk − rqk|
sqk
=
∣∣∣∣pkqk − rs
∣∣∣∣ ≤ ∣∣∣∣pkqk − α
∣∣∣∣+ ∣∣∣α− rs ∣∣∣ < 12sqk + 12s2
o que implica que 1
2sqk
< 1
2s2
⇒ qk > s, contradic¸a˜o. Logo rs e´ convergente da frac¸a˜o
cont´ınua de α.
Teorema 1.13. Temos, para todo n ∈ N,∣∣∣∣x− pnqn
∣∣∣∣ ≤ 1qnqn+1 < 1q2n .
Ale´m disso, ∣∣∣∣x− pnqn
∣∣∣∣ < 12q2n ou
∣∣∣∣x− pn+1qn+1
∣∣∣∣ < 12q2n+1 .
Teorema 1.14 (Hurwitz, Markov). Para todo α irracional e todo inteiro n ≥ 1, temos∣∣∣∣α− pq
∣∣∣∣ < 1√5q2
para pelo menos um racional
p
q
∈
{
pn−1
qn−1
,
pn
qn
,
pn+1
qn+1
}
.
Em particular, a desigualdade acima tem infinitas soluc¸o˜es racionais p
q
.
As demonstrac¸o˜es desses u´ltimos resultados podem ser encontradas em [14].
O pro´ximo resultado, devido a Worley [18], nos diz que sob certas condic¸o˜es, podemos
obter aproximac¸o˜es para um irracional α que sa˜o combinac¸o˜es lineares de convergentes
da frac¸a˜o cont´ınua de α.
Teorema 1.15. Seja α um nu´mero irracional e sejam p e q inteiros coprimos satisfazendo
a desigualdade ∣∣∣∣α− pq
∣∣∣∣ < kq2 ,
onde k e´ um nu´mero real positivo. Enta˜o
(p, q) = (rpn ± spn−1, rqn ± sqn−1),
para alguns inteiros na˜o negativos n, r e s tais que rs < 2k.
11
Mais detalhes do Teorema 1.15 podem ser encontrados em [5], [6] e [18].
Observac¸a˜o 1.16. Do resultado anterior e como q0 = 1 e (qn) e´ uma sequeˆncia crescente,
temos que sempre podemos escolher n o maior ı´ndice tal que q ≥ qn.
Agora, mostraremos que se a representac¸a˜o por frac¸o˜es cont´ınuas de x e´ infinita enta˜o
x e´ irracional e a rec´ıproca tambe´m e´ verdadeira.
Teorema 1.17. O nu´mero real x tem representac¸a˜o por frac¸o˜es cont´ınuas infinita se, e
somente se, x e´ irracional.
Demonstrac¸a˜o. (⇒) Seja x = 〈a0; a1, . . .〉 e suponha, por absurdo, que x = pq , onde p e q
sa˜o inteiros. Sabemos que
p2k
q2k
< x <
p2k+1
q2k+1
.
Assim,
0 < x− p2k
q2k
<
p2k+1
q2k+1
− p2k
q2k
implica que
0 <
p
q
− p2k
q2k
<
p2k+1q2k − p2kq2k+1
q2k+1q2k
.
E como p2k+1q2k − p2kq2k+1 = (−1)2k temos
0 <
pq2k − p2kq
qq2k
<
(−1)2k
q2k+1q2k
.
Logo,
0 < pq2k − p2kq < q
q2k+1
.
Note que como q e´ fixo e q2k+1 cresce a` medida que crescemos o k, temos que para k
suficientemente grande q
q2k+1
< 1 e da´ı obtemos um absurdo ja´ que pq2k − p2kq seria um
inteiro entre 0 e 1. Logo x e´ irracional.
(⇐) E´ imediato da definic¸a˜o de frac¸a˜o cont´ınua, ja´ que escrevemos αn+1 = 1αn−bαnc ,
αn 6∈ Z para x irracional e x = 〈a0; a1, . . . , an, αn+1〉.
Veremos que para resoluc¸a˜o das equac¸o˜es de Pell x2 − dy2 = N , onde d e´ um inteiro
positivo que na˜o e´ um quadrado perfeito, necessitamos encontrar a frac¸a˜o cont´ınua do
irracional
√
d. Esse irracional
√
d e´ chamado de irracional quadra´tico pois e´ raiz da
equac¸a˜o x2 − d = 0 e possui propriedades interessantes e u´teis quando olhamos sua
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representac¸a˜o por frac¸o˜es cont´ınuas. Assim, vejamos agora alguns desses resultados para
irracionais quadra´ticos.
Definic¸a˜o 1.18. Dizemos que α ∈ R \ Q e´ um irracional quadra´tico se α e´ raiz de
uma equac¸a˜o da forma Ax2 +Bx+ C = 0 com A,B,C ∈ Z e A 6= 0.
Assim, podemos escrever α =
a+ b
√
e
f
onde a, b, e, f sa˜o inteiros e e > 0 na˜o e´ um
quadrado perfeito. Note que
α =
af +
√
eb2f 2
f 2
=
P0 +
√
d
Q0
,
com P0 = af,Q0 = f
2 e d = eb2f 2 inteiros, d na˜o e´ quadrado perfeito e ainda, Q0 | d−P 20 .
Definimos recursivamente, para k = 0, 1, . . .:
αk =
Pk +
√
d
Qk
ak = bαkc
Pk+1 = akQk − Pk
Qk+1 =
d− P 2k+1
Qk
,
e temos que a frac¸a˜o cont´ınua 〈a0; a1, . . .〉 assim definida e´ a frac¸a˜o cont´ınua de α.
De fato, seja k ≥ 0 e assuma que Pk e Qk sa˜o inteiros com Qk | d − P 2k . Enta˜o,
Pk+1 = akQk − Pk e´ um inteiro e d− P 2k+1 = (d− P 2k ) +Qk(2akPk − a2kQk) e´ divis´ıvel por
Qk. Portanto Qk+1 = (d− P 2k+1)/Qk e´ um inteiro que satisfaz Qk+1 | d− P 2k+1.
Como d na˜o e´ um quadrado perfeito, temos que as sequeˆncias (Pk) e (Qk) esta˜o bem
definidas.
Temos ainda
αk − ak = Pk +
√
d
Qk
− ak =
√
d− (akQk − Pk)
Qk
=
√
d− Pk+1
Qk
=
d− P 2k+1
Qk(
√
d+ Pk+1)
=
QkQk+1
Qk(
√
d+ Pk+1)
=
Qk+1√
d+ Pk+1
=
1
αk+1
.
Em particular, αk+1 > 0 e αk = 〈ak, αk+1〉. E, portanto, para k = 0, 1, . . . temos
α = 〈a0; a1, . . .〉.
13
Definic¸a˜o 1.19. A frac¸a˜o cont´ınua 〈a0; a1, a2, . . .〉 e´ dita perio´dica se existem h e n
tal que am = am+h para todo m ≥ n. Se h e´ o menor nu´mero com essa propriedade,
escrevemos:
〈a0; a1, . . .〉 = 〈a0; a1, . . . , an−1, an, an+1, . . . , an+h−1〉.
E a frac¸a˜o cont´ınua e´ dita puramente perio´dica se am = am+h para todo m ≥ 0.
Exemplo 1.20.
√
6 = 〈2; 2, 4, 2, 4, . . .〉 = 〈2, 2, 4〉 e´ perio´dica de per´ıodo h = 2 e
1 +
√
5
2
= 〈1; 1, 1, . . .〉 = 〈1〉
e´ puramente perio´dica de per´ıodo h = 1.
Proposic¸a˜o 1.21. Um irracional α e´ quadra´tico se, e somente se, sua frac¸a˜o cont´ınua e´
perio´dica.
Proposic¸a˜o 1.22. Seja d > 0 um inteiro que na˜o e´ um quadrado perfeito enta˜o
√
d = 〈a0; a1, a2, a3 . . . , a2, a1, 2a0〉.
As demonstrac¸o˜es desses resultados podem ser encontradas em [10].
1.2 Equac¸o˜es de Pell
As equac¸o˜es de Pell sa˜o equac¸o˜es em inteiros (x, y) da forma
x2 − dy2 = N,
onde d > 1 na˜o e´ um quadrado perfeito e N 6= 0. Note que se (x, y) e´ soluc¸a˜o enta˜o
(±x,±y) tambe´m e´ soluc¸a˜o da equac¸a˜o e portanto podemos considerar x e y inteiros
positivos.
Observac¸a˜o 1.23. Note que a equac¸a˜o x2 − dy2 = N quando d e´ um quadrado perfeito
pode ser resolvida facilmente pelo me´todo da fatorac¸a˜o para cada N dado. E, se d e´
negativo podemos usar o me´todo das desigualdades para resolveˆ-la. Por isso, e´ interessante
considerarmos o caso em que d > 1 na˜o e´ um quadrado perfeito.
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Quando N ≥ 1, podemos fatorar x2−dy2 = N em fatores positivos, da seguinte forma:
(x−
√
dy)(x+
√
dy) = N
⇒ (x−
√
dy)(x+
√
dy −
√
dy +
√
dy) = N
⇒ (x− y
√
d)2 + (x− y
√
d)(2y
√
d) = N.
Note que
x−
√
dy > 0⇒ x
y
−
√
d > 0
e como
(x− y
√
d)(2y
√
d) = N − (x− y
√
d)2
temos
(x− y
√
d)(2y
√
d) < N ⇒ x
y
−
√
d <
N
2y2
√
d
.
Da´ı:
0 <
x
y
−
√
d <
N
2y2
√
d
.
Quando temos N < 0 podemos reescrever a equac¸a˜o de Pell como
y2 − x
2
d
= −N
d
,
onde o lado direito e´ positivo e temos:
(
y − x√
d
)2
+
(
y − x√
d
)(
2x√
d
)
= −N
d
.
E ainda,
0 <
y
x
− 1√
d
< − N
2x2
√
d
.
Em ambos os casos, pela Proposic¸a˜o 1.12, quando 0 < |N | <
√
d temos que x/y e´ um
convergente de
√
d se N > 0 e que y/x e´ um convergente de 1/
√
d = 〈0;
√
d〉 se N < 0, o
que e´ equivalente a x/y ser um convergente de
√
d. Portanto, temos o seguinte resultado:
Teorema 1.24. Se 0 < |N | <
√
d enta˜o todas as soluc¸o˜es em inteiros positivos (x, y) de
x2 − dy2 = N sa˜o tais que x/y e´ um convergente de
√
d.
Proposic¸a˜o 1.25. Se d > 1 e´ um inteiro que na˜o e´ um quadrado e α = α0 =
√
d enta˜o
p2k−1 − dq2k−1 = (−1)kQk.
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Demonstrac¸a˜o. Como definido anteriormente, α = P0+
√
d
Q0
=
√
d implica que P0 = 0 e
Q0 = 1. Ale´m disso, Pk+1 = b
√
dcQk − Pk e Qk+1 = d−P
2
k+1
Qk
implicam que P1 = b
√
dc e
Q1 = d− P 21 = d− b
√
dc2.
Assim, para k = 1, como p0 = b
√
dc e q0 = 1, temos p20 − dq20 = b
√
dc2 − d = −Q1.
Agora, vamos considerar k ≥ 2. Podemos escrever
α =
√
d = 〈a0; a1, . . . , ak−1, αk〉 = αkpk−1 + pk−2
αkqk−1 + qk−2
.
Como αk =
Pk +
√
d
Qk
temos
√
d =
(Pk +
√
d)pk−1 +Qkpk−2
(Pk +
√
d)qk−1 +Qkqk−2
,
o que nos da´
dqk−1 +
√
d(Pkqk−1 +Qkqk−2) = Pkpk−1 +Qkpk−2 +
√
dpk−1.
Portanto,
dqk−1 = Pkpk−1 +Qkpk−2
pk−1 = Pkqk−1 +Qkqk−2.
Assim, temos que
p2k−1 − dq2k−1 = (Pkqk−1 +Qkqk−2)pk−1 − (Pkpk−1 +Qkpk−2)qk−1
= Qkqk−2pk−1 −Qkpk−2qk−1
= Qk(qk−2pk−1 − pk−2qk−1)
= Qk(−1)k.
Com o resultado seguinte, vamos classificar todas as soluc¸o˜es da equac¸a˜o de Pell
quando N = ±1.
Proposic¸a˜o 1.26. Seja h o per´ıodo da frac¸a˜o cont´ınua de
√
d. Enta˜o Qk = 1 se, e
somente se, h | k.
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Demonstrac¸a˜o. Como h e´ o per´ıodo da frac¸a˜o cont´ınua de
√
d temos que α1 = αh+1 e
α0, α1, . . . , αh−1 sa˜o distintos. Enta˜o:
αh = 2a0 +
1
αh+1
= 2a0 +
1
α1
= 2a0 + (
√
d− a0) =
√
d+ a0.
Mas αh =
Ph+
√
d
Qh
. Se Qh > 1, enta˜o Ph− a0Qh = (Qh− 1)
√
d 6∈ Q, o que e´ imposs´ıvel.
Enta˜o Qh = 1 e o mesmo argumento mostra que Qk = 1 para todos os mu´ltiplos k de h.
Suponha que Qk = 1. Enta˜o αk = Pk +
√
d. Como αk e´ puramente perio´dico (e
portanto reduzido, ver [10]), α′k ∈ (−1, 0), onde α′k e´ o conjugado de αk sobre Q[
√
d].
Portanto Pk −
√
d ∈ (−1, 0). Logo, Pk = b
√
dc = a0. Enta˜o αk = αh o que implica que k
e´ mu´ltiplo de h.
Corola´rio 1.27. A equac¸a˜o x2−dy2 = 1 tem infinitas soluc¸o˜es inteiras (x, y). A equac¸a˜o
x2−dy2 = −1 tem uma soluc¸a˜o inteira (x, y) (e enta˜o infinitas) se, e somente se, o per´ıodo
h da frac¸a˜o cont´ınua de
√
d e´ ı´mpar.
Teorema 1.28. Seja h o per´ıodo da frac¸a˜o cont´ınua de
√
d. Enta˜o todas as soluc¸o˜es
inteiras e positivas (x, y) da equac¸a˜o x2 − dy2 = ±1 sa˜o dadas por
x+ y
√
d = (x1 + y1
√
d)l ∀ l ≥ 1,
onde x1 + y1
√
d = ph−1 + qh−1
√
d.
Observac¸a˜o 1.29. A soluc¸a˜o minimal em inteiros positivos (x1, y1) da equac¸a˜o de Pell
x2 − dy2 = ±1 satisfaz x1 +
√
dy1 < e
3
√
d log d (veja em [9]).
Outra maneira de analisarmos as soluc¸o˜es da equac¸a˜o de Pell x2 − dy2 = ±1 e´ obser-
vando que toda soluc¸a˜o positiva dessa equac¸a˜o pertence a um conjunto finito de sequeˆncias
bina´rias recorrentes.
Para isso, vamos primeiramente definir sequeˆncia recorrente e sequeˆncia recorrente
bina´ria, destacando alguns resultados importantes.
Definic¸a˜o 1.30. Seja k ≥ 1 um inteiro. Uma sequeˆncia (un)n≥0 ⊂ C e´ chamada de
linearmente recorrente de ordem k se a recorreˆncia
un+k = a1un+k−1 + a2un+k−2 + · · ·+ akun
vale para todo n ≥ 0 com alguns coeficientes fixos a1, . . . , ak ∈ C, ak 6= 0 e onde os k
primeiros termos u0, u1, . . . , uk−1 sa˜o dados.
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Se a1, . . . , ak ∈ Z e u0, . . . , uk−1 ∈ Z, enta˜o, por induc¸a˜o em n, temos que un e´ um
inteiro para todo n ≥ 0. O polinoˆmio
f(X) = Xk − a1Xk−1 − · · · − ak ∈ C[X]
e´ chamado de polinoˆmio caracter´ıstico de (un)n≥0. Suponha que
f(X) =
s∏
i=1
(X − αi)σi
onde α1, . . . , αs sa˜o ra´ızes distintas de f(X) com multiplicidades σ1, . . . , σs, respectiva-
mente.
Proposic¸a˜o 1.31. Suponha que f(X) ∈ Z[X] tem ra´ızes distintas, todas com multiplici-
dade 1. Enta˜o existem constantes c1, . . . , ck ∈ K = Q(α1, . . . , αk) tal que
un =
k∑
i=1
ciα
n
i
vale para todo n ≥ 0.
Para mais detalhes da proposic¸a˜o acima veja [14].
Definic¸a˜o 1.32. Se k = 2, dizemos que (un)n≥0 e´ uma sequeˆncia recorrente bina´ria.
Nesse caso, o polinoˆmio caracter´ıstico e´ da forma
f(X) = X2 − a1X − a2 = (X − α1)(X − α2).
Suponha que as raizes α1 e α2 sejam distintas, enta˜o temos que un = c1α
n
1 + c2α
n
2 para
todo n ≥ 0. Se c1c2α1α2 6= 0 e α1/α2 na˜o e´ uma raiz da unidade, dizemos que a sequeˆncia
recorrente bina´ria e´ na˜o degenerada.
Exemplo 1.33. Um exemplo muito conhecido de sequeˆncia recorrente bina´ria e´ a sequeˆncia
de Fibonacci dada por F0 = 0, F1 = 1 e Fn+2 = Fn+1 + Fn para todo n ≥ 0. A essa
sequeˆncia temos associado o polinoˆmio caracter´ıstico F (X) = X2 −X − 1 e a conhecida
fo´rmula de Binet dada por
Fn =
αn − βn
α− β ,
onde α = 1+
√
5
2
e β = 1−
√
5
2
sa˜o as ra´ızes do polinoˆmio caracter´ıstico.
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Note ainda que β = −α−1 e α−β =
√
5 assim, podemos reescrever a fo´rmula de Binet
como
Fn =
αn − (−1)nα−n√
5
.
Assim, podemos analisar as soluc¸o˜es da equac¸a˜o de Pell como pertencente a um con-
junto de sequeˆncias bina´rias atrave´s do seguinte teorema.
Teorema 1.34. Seja d > 1 um inteiro que na˜o e´ um quadrado perfeito e seja N 6= 0.
Enta˜o toda soluc¸a˜o em inteiros positivos (u, v) da equac¸a˜o u2 − dv2 = N pertence a
um conjunto de sequeˆncias bina´rias recorrentes. Essas sequeˆncias tem a mesma equac¸a˜o
caracter´ıstica X2 − 2x1X + 1, onde (x1, y1) e´ a soluc¸a˜o minimal em inteiros positivos de
x2 − dy2 = 1.
Demonstrac¸a˜o. Primeiramente, note que se existe uma soluc¸a˜o (u0, v0) de u
2 − dv2 = N
enta˜o temos infinitas soluc¸o˜es. De fato, considere (x1, y1) soluc¸a˜o minimal de x
2−dy2 = 1,
ζ = x1 +
√
dy1 e η = x1 −
√
dy1. Fazendo
ul +
√
dvl = (u0 +
√
dv0)ζ
l
e conjugando, obtemos
ul −
√
dvl = (u0 −
√
dv0)η
l.
Multiplicando essas igualdades obtemos
u2l − dv2l = (u20 − dv20)(ζη)l = N
ou seja, (ul, vl) e´ tambe´m soluc¸a˜o da equac¸a˜o de Pell.
Observe que
ul =
c1ζ
l + c2η
l
2
e vl =
c1ζ
l − c2ηl
2
√
d
onde c1 = u0 +
√
dv0 e c2 = u0 −
√
dv0. As sequeˆncias (ul)l≥0 e (vl)l≥0 sa˜o recorreˆncias
bina´rias e ambas com equac¸a˜o caracter´ıtica dada por
f(X) = (X − ζ)(X − η) = X2 − (ζ + η)X + ζη = X2 − 2x1X + 1.
Agora, vamos mostrar que toda soluc¸a˜o inteira positiva (u, v) e´ obtida como descrita
acima de alguma soluc¸a˜o minimal (u0, v0). Seja (u, v) soluc¸a˜o inteira positiva de u
2−dv2 =
19
N . Se u+
√
dv ≤ |N |ζ, enta˜o existem somente finitas possibilidades para (u, v). Suponha
agora que u+
√
dv ≥ |N |ζ e seja l ≥ 1 o menor inteiro positivo tal que (u+
√
dv)ζ−l ≤ Nζ.
Escrevemos
u0 +
√
dv0 = (u+
√
dv)ζ−l
= ((u+
√
dv)(xl −
√
dyl)
= (uxl − dvyl) +
√
d(−uyl + vxl).
Como u e v sa˜o positivos, pela definic¸a˜o de l, temos que u0 + v0
√
d > |N |, pois caso
contra´rio ter´ıamos 0 < u0 + v0
√
d < |N |, o que implica que
(u+
√
dv)ζ−(l−1) < (u0 +
√
dv0)ζ < |N |ζ,
mas isso contradiz a escolha de l.
Vamos provar agora que u0 e v0 sa˜o positivos. E´ claro que pelo menos um deles e´
positivo. Desde que u20−dv20 = N temos que |u0−
√
dv0| = |N |/(u0 +√dv0) < 1. Se u0 e v0 tem
sinais contra´rios, enta˜o 1 > |u0−
√
dv0| = |u0|+
√
d|v0|, o que na˜o e´ poss´ıvel. Isso mostra
que para toda soluc¸a˜o inteira positiva (u, v) existe algum inteiro l na˜o negativo e alguma
soluc¸a˜o inteira positiva (u0, v0) com u0 +
√
dv0 < |N |ζ e tal que u+
√
dv < (u0 +
√
dv0)ζ
l,
e portanto, (u, v) pertence a uma unia˜o finita de recorreˆncias bina´rias.
1.3 Alguns resultados sobre valorizac¸a˜o p-a´dica
O objetivo dessa sec¸a˜o e´ tratar de algumas definic¸o˜es e resultados sobre nu´meros p-
a´dicos, a fim de definirmos a valorizac¸a˜o p-a´dica de um nu´mero x que denotaremos por
νp(x). Ale´m disso, estenderemos essa definic¸a˜o para valorizac¸a˜o ou ordem de um ideal A
com respeito a um ideal primo P , denotado por ordP (A), que apresentaremos com mais
detalhes na pro´xima sec¸a˜o.
Definic¸a˜o 1.35. Seja K um corpo. Um valor absoluto ‖ · ‖ e´ uma func¸a˜o de K para R
que satisfaz:
(i) ‖x‖ ≥ 0 para todo x ∈ K e ‖x‖ = 0 se, e somente se, x = 0;
(ii) ‖xy‖ = ‖x‖‖y‖ para todo x, y ∈ K;
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(iii) Existe a > 0 tal que para todo x, y ∈ K temos ‖x+ y‖a ≤ ‖x‖a + ‖y‖a.
Se K = Q e p e´ um nu´mero primo definimos o valor absoluto, chamado de valor
absoluto p-a´dico, de Q para R por: |0|p = 0 e |x|p = p−νp(x). Onde νp(x) e´ o expoente
de p na decomposic¸a˜o de x em um produto de poteˆncias de primos.
Como νp(x) e´ o expoente de p na decomposic¸a˜o de x em um produto de poteˆncias
de primos, temos que νp(x) = m se p
m divide x, mas pm+1 na˜o divide x. Para qualquer
nu´mero racional a/b seja νp(a/b) = νp(a)−νp(b), onde a, b ∈ Z, b 6= 0. Definimos νp(0) =∞.
Enta˜o as seguintes propriedades sa˜o satisfeitas:
(i) νp(x) =∞ se, e somente se, x = 0;
(ii) νp(xy) = νp(x) + νp(y);
(iii) νp(x+ y) ≥ min{νp(x), νp(y)}.
Ale´m disso, se νp(x) < νp(y) enta˜o νp(x+ y) = νp(x).
Teorema 1.36 (De Polignac). Seja p um nu´mero primo e n um inteiro positivo. Enta˜o
νp(n!) =
∞∑
k=1
⌊
n
pk
⌋
,
onde bxc e´ o maior inteiro menor ou igual que x.
Demonstrac¸a˜o. (Esboc¸o:) Existem
⌊
n
p
⌋
inteiros entre 1 e n que sa˜o divis´ıveis por p, con-
tribuindo com um fator de p. Destes,
⌊
n
p2
⌋
contribuem com um segundo fator, e assim
por diante.
Lema 1.37. Seja p um nu´mero primo e seja n um inteiro positivo. Enta˜o
νp(n!) <
n
p− 1 .
Ale´m disso, se n ≥ p, enta˜o
νp(n!) >
n
2p
.
E ainda,
νp(n!) ≥ n
p− 1 −
log(n+ 1)
log p
.
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Demonstrac¸a˜o. Pelo Teorema 1.36, temos que
νp(n!) =
⌊
n
p
⌋
+
⌊
n
p2
⌋
+ · · ·+
⌊
n
pt
⌋
+ · · · .
Portanto,
νp(n!) <
n
p
+
n
p2
+ · · ·+ n
pt
+ · · · = n
(
1
p
+
1
p2
+ · · ·+ 1
pt
+ · · ·
)
=
n
p− 1 .
Se n ≥ p, enta˜o n/p ≥ 1. Como bxc > x/2 para todo x ≥ 1 temos
νp(n!) =
⌊
n
p
⌋
+
⌊
n
p2
⌋
+ · · ·+
⌊
n
pt
⌋
+ · · · >
⌊
n
p
⌋
>
n
2p
.
A u´ltima desigualdade e´ o Lema 1 em [3].
Definic¸a˜o 1.38. Dizemos que um valor absoluto ‖ · ‖ e´ Arquimediano se o corpo tem
caracter´ıstica zero e se existe m ∈ Z tal que ‖m‖ > 1. Caso contra´rio, dizemos que e´
na˜o Arquimediano.
Lema 1.39. Um valor absoluto ‖ · ‖ em um corpo K e´ na˜o Arquimediano se, e somente
se, satisfaz
‖x+ y‖ ≤ max(‖x‖, ‖y‖).
Chamamos a desigualdade do lema anterior de ultrame´trica e vamos nos referir ao
valor absoluto na˜o Arquimediano como valor absoluto ultrame´trico.
O valor absoluto p-a´dico e´ um valor absoluto ultrame´trico. De fato, |x+y|p = p−νp(x+y)
e νp(x + y) ≥ min(νp(x), νp(y)) nos da´ |x + y|p ≤ p−min(νp(x),νp(y)). Por outro lado,
max(|x|p, |y|p) = max(p−νp(x), p−νp(y)) ≥ p−min(νp(x),νp(y)). Logo |x+ y|p ≤ max(|x|p, |y|p).
Se K e´ um corpo e P e´ um ideal primo na˜o nulo de OK, podemos introduzir um valor
absoluto P -a´dico de maneira similar: para x ∈ K∗ seja νP (x) = ordP (x) o expoente de
P na decomposic¸a˜o do ideal principal 〈x〉 em produto de poteˆncias de ideais primos, e
seja |x|P = C−νP (x) para algum C > 1 (e |0|P = 0).
Por se tratar de uma ferramenta fundamental no estudo das formas lineares em loga-
ritmos p-a´dicos, faremos um estudo mais preciso da ordem de um ideal com respeito a
um ideal primo na sec¸a˜o seguinte.
22
1.4 Um pouco de teoria alge´brica dos nu´meros
Nessa sec¸a˜o, apresentaremos definic¸o˜es e resultados de teoria alge´brica dos nu´meros que
podem ser encontrados em [1], [4] ou [15]. Na˜o temos por objetivo dar detalhes da teoria,
apenas desejamos dar noc¸o˜es que possibilitem o entendimento do restante do trabalho.
Definic¸a˜o 1.40. Um nu´mero complexo e´ dito um nu´mero alge´brico se satisfaz uma
equac¸a˜o polinomial
xn + an−1xn−1 + · · ·+ a1x+ a0 = 0,
onde a0, a1, . . . , an−1 ∈ Q.
Caso a0, a1, . . . , an−1 ∈ Z enta˜o esse nu´mero e´ dito um inteiro alge´brico.
Dado um corpo de nu´meros alge´bricos K definimos OK como o anel dos inteiros
alge´bricos de K. Observe que se L e K sa˜o corpos de nu´meros alge´bricos tais que L ⊆ K
enta˜o OL ⊆ OK.
Definic¸a˜o 1.41. Dizemos que D e´ um domı´nio de Dedekind se D e´ um domı´nio
Noetheriano (toda cadeia de ideais ascendente e´ finita), D e´ integralmente fechado e se
todo ideal primo de D e´ um ideal maximal.
E´ poss´ıvel mostrar que o anel dos inteiros alge´bricos de um corpo K, OK, e´ um domı´nio
de Dedekind.
Teorema 1.42. Se D e´ um domı´nio de Dedekind enta˜o todo ideal na˜o nulo de D pode
ser escrito de maneira u´nica como produto de ideais primos.
Seja K um corpo de nu´meros alge´bricos de grau n, ou seja, [K : Q] = n, e sejam
α = α1, α2, . . . , αn os K-conjugados de α, definimos a norma de α por
N(α) = α1α2 · · ·αn.
Se α ∈ Q temos que N(α) = αn. Ale´m disso, temos que a norma e´ multiplicativa, isto
e´, N(αβ) = N(α)N(β) para α e β em K.
Teorema 1.43. Seja K um corpo de nu´meros alge´bricos de grau n. Enta˜o:
(i) Se α e´ unidade de OK enta˜o N(α) = ±1;
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(ii) Se α ∈ OK e N(α) = ±1 enta˜o α e´ unidade de OK;
(iii) Se α ∈ OK e N(α) = ±p, onde p e´ um primo racional, enta˜o α e´ irredut´ıvel;
(iv) Se α ∈ OK enta˜o N(〈α〉) = |N(α)|.
Dado um ideal I de OK definimos a norma de I por
N(I) = card(OK/I),
onde OK/I e´ o anel quociente de OK por I. E vale N(IJ) = N(I)N(J) para I e J ideais
de OK.
Teorema 1.44. Seja I ideal de OK. Enta˜o:
(i) Se N(I) = p enta˜o I e´ ideal primo de OK;
(ii) N(I) ∈ I.
Considere agora A um domı´nio de Dedekind com corpo quociente K. Seja L uma
extensa˜o separa´vel de K de grau finito n e seja B o fecho inteiro de A em L. Note que B
e´ tambe´m um domı´nio de Dedekind.
Seja P um ideal primo de A, enta˜o o lifting ou a extensa˜o de P para B e´ o ideal de B
gerado por P , que denotaremos por PB ou 〈P 〉B. Cabe ressaltar que o ideal 〈P 〉B pode
na˜o ser ideal primo em B.
Como B e´ domı´nio de Dedekind, podemos escrever o ideal 〈P 〉B como produto de
ideais primos de B:
〈P 〉B =
g∏
i=1
Qeii ,
onde Qi sa˜o ideais primos de B e ei sa˜o inteiros positivos.
Por outro lado, podemos comec¸ar com um ideal Q de B e obter um ideal primo de A
da seguinte forma: P = Q∩A. Nesse caso, dizemos que Q encontra-se sobre P ou que P
e´ uma contrac¸a˜o de Q para A.
Suponha agora que temos um ideal primo na˜o nulo P de A que se estende para B.
A pro´xima proposic¸a˜o nos diz que os ideais Q1, Q2, . . . , Qg que aparecem na fatorac¸a˜o de
〈P 〉B sa˜o precisamente os ideais primos de B que encontram-se sobre P .
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Proposic¸a˜o 1.45. Seja Q um ideal primo de B. Enta˜o Q aparece na fatorac¸a˜o prima de
〈P 〉B se, e somente se, Q ∩ A = P .
Assumindo
〈P 〉B =
g∏
i=1
Qeii
temos que g e´ o nu´mero de decomposic¸a˜o de P na extensa˜o L|K, ei = e(Qi|P ) e´ o ı´ndice
de ramificac¸a˜o de Qi em L|K e definimos o grau de ine´rcia de Qi, fi = f(Qi|P ), como a
dimensa˜o de B/Qi sobre A/P .
Considere ainda uma extensa˜o separa´vel E|L de grau finito e C o fecho inteiro de B
em E. Assim, dado um ideal primo J de C e sejam Q = J ∩ B e P = Q ∩ A com P 6= 0.
Enta˜o:
e(J |P ) = e(J |Q) · e(Q|P ),
f(J |P ) = f(J |Q) · f(Q|P ).
Seja K um corpo de nu´meros alge´bricos sobre Q. Seja θ um nu´mero alge´brico tal que
K = Q(θ) e sejam θ1 = θ, θ2, . . . , θn os conjugados de θ sobre Q. Enta˜o os corpos
Q(θ1) = Q(θ) = K,Q(θ2), . . . ,Q(θn)
sa˜o chamados os corpos conjugados de K.
Enunciaremos agora o Teorema das Unidades de Dirichlet que utilizaremos no terceiro
cap´ıtulo. A demonstrac¸a˜o desse teorema pode ser encontrado em [1] ou [15].
Teorema 1.46 (Teorema das Unidades de Dirichlet). Seja K um corpo de nu´meros
alge´bricos de grau n. Seja r o nu´mero de conjugados reais do corpo K e seja 2s o nu´mero
de conjugados complexos do corpo K, assim n = r+ 2s. Enta˜o OK conteˆm r+ s− 1 uni-
dades ε1, . . . , εr+s−1 tais que cada unidade de OK pode ser expressa unicamente da forma
ρεn11 · · · εnr+s−1r+s−1 , onde ρ e´ uma raiz da unidade em OK e n1, . . . , nr+s−1 sa˜o inteiros.
1.4.1 Ordem de um ideal com respeito a um ideal primo
Seja A um ideal na˜o nulo de um domı´nio de Dedekind D, enta˜o A pode ser escrito de forma
u´nica como A =
n∏
i=1
P aii , onde Pi sa˜o ideais primos distintos e ai sa˜o inteiros. Dizemos
enta˜o que ai = ordPi(A) e´ a ordem do ideal A com respeito ao ideal primo Pi, i = 1, . . . , n.
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Assim, se P e´ ideal primo diferente de Pi para todo i, dizemos que ordP (A) = 0. Ale´m
disso, temos ordP (〈1〉) = 0 e ordP (P k) = k.
Claramente, dados A e B ideais na˜o nulos de um domı´nio de Dedekind D, temos que
A | B, ou seja, existe um ideal C de D tal que B = AC, se, e somente se, ordP (A) ≤
ordP (B), para todo ideal primo P .
Teorema 1.47. Sejam A e B ideais na˜o nulos de um domı´nio de Dedekind D. Enta˜o
A | B ⇔ B ⊆ A.
Teorema 1.48. Sejam A e B ideais na˜o nulos de um domı´nio de Dedekind D e P um
ideal primo de D. Enta˜o:
(i) ordP (AB) = ordP (A) + ordP (B)
(ii) ordP (A+B) = min{ordP (A), ordP (B)}.
Analogamente a` definic¸a˜o de ordem de um ideal com respeito a um ideal primo, po-
demos definir a ordem de um elemento na˜o nulo com relac¸a˜o a um ideal primo. Seja
D um domı´nio de Dedekind e K seu corpo quociente. Para α ∈ K, α 6= 0, definimos
ordP (α) = ordP (〈α〉), para qualquer ideal primo P de D. Da´ı, se A for um ideal de D
temos que α ∈ A se, e somente se, ordP (α) ≥ ordP (A), para todo ideal primo P de D.
Teorema 1.49. Seja D um domı´nio de Dedekind e K seu corpo quociente. Seja P um
ideal primo de D, enta˜o
(i) Para α, β ∈ K∗ temos
ordP (αβ) = ordP (α) + ordP (β);
(ii) Para α, β, α + β ∈ K∗ temos
ordP (α + β) ≥ min{ordP (α), ordP (β)}.
Ale´m disso, se ordP (α) 6= ordP (β) enta˜o
ordP (α + β) = min{ordP (α), ordP (β)}.
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Teorema 1.50. Sejam L um corpo de nu´meros alge´bricos e P um ideal primo em OL.
Enta˜o existe um u´nico primo p ∈ Z tal que P | 〈p〉.
Teorema 1.51. Sejam L um corpo de nu´meros alge´bricos de grau D sobre Q e P um
ideal primo em OL. Se p ∈ Z e´ o primo que esta´ em P enta˜o N(P ) = pf , para algum
f ∈ {1, . . . , D}, onde N(P ) e´ a norma de P .
As demonstrac¸o˜es de todos esses resultados podem ser encontradas em [1].
O nu´mero f dado pelo teorema acima e´ chamado de grau de ine´rcia de P em OL e e´
a dimensa˜o de P sobre o corpo Z/pZ, ou seja, OL/P e´ um corpo finito com pf elementos.
Ale´m disso, se 〈p〉 = P e11 . . . P egg , onde P1, . . . , Pg sa˜o ideais primos distintos de OL e
e1, . . . , eg sa˜o inteiros positivos temos que
∑g
i=1 eifi = D. Chamamos g de nu´mero de
decomposic¸a˜o e temos que g ≤ D. E ainda, se e e´ tal que P e | 〈p〉 e P e+1 - 〈p〉 enta˜o e
e´ dito o ı´ndice de ramificac¸a˜o de P .
Considerando e o ı´ndice de ramificac¸a˜o de P , onde P e´ um ideal primo que divide p,
temos que νp(x) = ordP (x)e
−1.
Para o caso particular em que K = Q(
√
d) e´ um corpo quadra´tico temos a seguinte
classificac¸a˜o:
Teorema 1.52. Seja p um primo ı´mpar. Enta˜o
(i) p e´ ramificado em Q(
√
d)⇔ p divide d,
(ii) p e´ inerte em Q(
√
d)(ou seja, 〈p〉 = P ) ⇔
(
d
p
)
= −1,
(iii) p e´ totalmente decomposto em Q(
√
d)⇔
(
d
p
)
= 1,
onde
(
d
p
)
e´ o s´ımbolo de Legendre.
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Cap´ıtulo 2
Limitantes para Formas Lineares em
Logaritmos
2.1 Formas lineares em logaritmos
Uma forma linear em logaritmos de nu´meros alge´bricos e´ uma expressa˜o da forma
Λ =
n∑
i=1
bi logαi,
onde estamos considerando α1, . . . , αn nu´meros alge´bricos, b1, . . . , bn inteiros e precisare-
mos que a forma linear seja na˜o nula.
Sabendo que |Λ| < e|Λ| − 1, por vezes chamaremos de forma linear em logaritmos a
expressa˜o Λ = αb11 α
b2
2 · · ·αbnn − 1 que e´ a forma exponencial da nossa forma linear em
logaritmos de nu´meros alge´bricos.
Em 1966, Alan Baker deu um limitante para o valor absoluto de uma forma linear
em logaritmos, o que possibilitou a resoluc¸a˜o de alguns tipos de equac¸o˜es Diofantinas,
por exemplo, equac¸o˜es Diofantinas onde as varia´veis desconhecidas esta˜o no expoente
(chamadas equac¸o˜es Diofantinas exponenciais).
Inicialmente, vamos fazer algumas considerac¸o˜es sobre nu´meros alge´bricos. Seja α um
nu´mero alge´brico de grau d e seja f(x) =
∑d
i=0 aix
d−i ∈ Z[x] seu polinoˆmio minimal,
com a0 > 0 e mdc(a0, . . . , ad) = 1. Definimos H(α) = max{|a0|, . . . , |ad|} como a altura
cla´ssica de α e escrevendo f(x) = a0
∏d
i=1(x−α(i)), onde α = α(1) e α(i) sa˜o os conjugados
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de α, definimos a altura logar´ıtmica de α como
h(α) =
1
d
(
log |a0|+
d∑
i=1
log max{1, |α(i)|}
)
.
Como estamos tratando de limitantes para as formas lineares em logaritmos de nu´meros
alge´bricos, muitas vezes basta estimar a altura logar´ıtmica do nu´mero alge´brico α em vez
de calcula´-la efetivamente. Para isso, podemos utilizar as seguintes propriedades que
podem ser encontradas em [17, Propriedade 3.3].
Sejam x e y nu´meros alge´bricos, enta˜o valem:
(i) h(x−1) = h(x);
(ii) h(x/y) ≤ h(x) + h(y);
(iii) h(xy) ≤ h(x) + h(y);
(iv) h(x+ y) ≤ h(x) + h(y) + log 2.
Ainda, dizemos que dois nu´meros reais x e y sa˜o multiplicativamente indepen-
dentes se a u´nica soluc¸a˜o da equac¸a˜o xayb = 1, em inteiros a e b, e´ a = b = 0. Caso
contra´rio, dizemos que x e y sa˜o multiplicativamente dependentes.
O seguinte resultado foi provado por Baker e Wu¨stholz, em 1993, para uma quantidade
arbitra´ria n de nu´meros alge´bricos.
Teorema 2.1 (Baker e Wu¨stholz). Sejam α1, . . . , αn nu´meros alge´bricos na˜o nulos e
b1, . . . , bn inteiros, D = [Q(α1, . . . , αn) : Q], B = max{|b1|, . . . , |bn|, e} e para i = 1, . . . n,
Ai = max{H(αi), e}. Se Λ =
∑n
i=1 bi logαi 6= 0 enta˜o
|Λ| > exp (−(16nd)2n+2 logA1 · · · logAn logB).
Usando o fato que |Λ| < e|Λ| − 1 temos o seguinte corola´rio:
Corola´rio 2.2. Se αb11 · · ·αbnn 6= 1 enta˜o
|αb11 · · ·αbnn − 1| > exp(−(17(n+ 1)D)2n+7 logA1 · · · logAn logB).
Em geral, buscamos resolver equac¸o˜es Diofantinas de duas ou treˆs varia´veis, por isso
e´ interessante questionarmos se e´ poss´ıvel melhorar os limitantes das formas lineares em
logaritmos quando trabalhamos com dois ou treˆs logaritmos. E e´ exatamente isso que
Laurent, Mignotte e Nesterenko obtiveram para formas lineares em dois logaritmos:
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Teorema 2.3 (Laurent, Mignotte e Nesterenko). Sejam b1 e b2 inteiros positivos e α1,
α2 nu´meros alge´bricos reais positivos multiplicativamente independentes. Sejam Λ =
b1 logα1 − b2 logα2, D = [Q(α1, α2) : Q] e A1, A2 tais que
logAi ≥ max
{
h(αi),
| logαi|
D
,
1
D
}
, i = 1, 2.
Ale´m disso, defina
b′ =
b1
D logA2
+
b2
D logA1
.
Enta˜o
log |Λ| ≥ −24, 34 ·D4
(
max
{
log b′ + 0, 14,
21
D
,
1
2
})2
logA1 logA2.
Um exemplo simples da aplicac¸a˜o desse teorema pode ser encontrado em [13].
Muitas vezes, quando utilizamos os resultados acima para resoluc¸a˜o de equac¸o˜es di-
ofantinas obtemos limitantes muito grandes para as varia´veis envolvidas na equac¸a˜o e
mesmo com o aux´ılio do computador, na˜o e´ via´vel computar os casos finitos. Assim,
precisamos utilizar estrate´gias que reduzam os limitantes das varia´veis, o que podemos
fazer em alguns casos com a ajuda do seguinte lema devido a Dujella e Petho¨ [7].
Lema 2.4 (Dujella e Petho¨). Seja M um inteiro positivo e p/q um convergente da frac¸a˜o
cont´ınua do irracional γ tal que q > 6M e seja µ um nu´mero real. Seja ε = ‖µq‖−M‖γq‖,
onde ‖·‖ e´ a distaˆncia ate´ o inteiro mais pro´ximo. Se ε > 0, enta˜o na˜o existe soluc¸a˜o
para
0 < mγ − n+ µ < A ·B−m
em inteiros positivos m e n com
logAq/ε
logB
≤ m ≤M.
2.2 Formas lineares em logaritmos p-a´dicos
Nessa sec¸a˜o, veremos os teoremas de formas lineares em logaritmos p-a´dicos dados por
Yu, Bugeaud e Laurent. Esses teoremas sa˜o utilizados para obter limitantes superiores
para ordem de uma forma linear na˜o nula Λ = αb11 α
b2
2 · · ·αbnn − 1 com relac¸a˜o a um ideal
primo P .
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Os resultados de formas lineares em logaritmos p-a´dicos, assim como os de formas
lineares em logaritmos dados por Baker, sa˜o utilizados para obter limitantes para as
varia´veis envolvidas em uma equac¸a˜o Diofantina. Em alguns casos, as formas lineares em
logaritmos p-a´dicos nos da˜o uma limitac¸a˜o melhor do que quando utilizamos as formas
lineares em logaritmos vistas na sec¸a˜o anterior, o que nos auxilia na hora de computar os
casos finitos e verificar quais resultam em soluc¸a˜o da equac¸a˜o Diofantina dada.
Sejam L um corpo de nu´meros alge´bricos de grau D sobre Q e P um ideal primo em
OL. Sejam eP e fP os ı´ndices de ramificac¸a˜o e ine´rcia, respectivamente. Sabemos que se
p ∈ Z e´ o u´nico nu´mero primo tal que P | p, enta˜o
〈p〉 =
k∏
i=1
P eii ,
onde P1, . . . , Pk sa˜o ideais primos de OL. Temos que o ideal primo P e´ um dos ideais
primos Pi, digamos P = P1 e da´ı eP = e1.
Teorema 2.5. Nas condic¸o˜es acima, sejam α1, . . . , αn nu´meros alge´bricos e b1, . . . , bn
inteiros. Sejam Hj ≥ max{h(αj), log p}, para todo j = 1, . . . , n e B = max{|b1|, . . . , |bn|}.
Se Λ =
n∏
i=1
αbii − 1 e´ diferente de zero enta˜o
ordP (Λ) ≤ 19(20
√
n+ 1D)2(n+1)en−1P
pfP
(fP log p)2
log (e5nD)H1 · · ·Hn logB.
Essa versa˜o de limitantes para formas lineares em logaritmos p-a´dicos foi dada por
Kunrui Yu em [21] como consequeˆncia de um teorema mais geral. Outras verso˜es dadas
por Yu podem ser encontradas em [20], ou ainda no trabalho de Grossman e Luca em [8],
onde encontra-se a seguinte versa˜o para limitantes de formas lineares em logaritmos p-
a´dicos.
Teorema 2.6. Suponha α1, . . . , αn nu´meros alge´bricos, diferentes de zero e um, com
alturas na˜o excedendo A1, . . . , An. Vamos assumir, Ai ≥ e. Seja D o grau de L =
Q(α1, . . . , αn) sobre Q. Sejam b1, . . . , bn nu´meros inteiros e B ≥ max{|b1|, . . . , |bn|, e}.
Seja P um ideal primo de OL dividindo o primo p. Se ordP (αi) = 0 para todo i =
1, 2, . . . , n e se Λ = αb11 α
b2
2 . . . α
bn
n − 1 6= 0, enta˜o existem constantes computa´veis C1 e C2
tais que
ordP (Λ) < (C1nD)
C2n
pD
log2 p
logA1 · · · logAn log (D2B).
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Da mesma forma que no caso complexo, temos que e´ u´til conhecer a forma linear
em dois logaritmos p-a´dicos. O resultado que enunciaremos abaixo, dado por Bugeaud e
Laurent, e´ originalmente uma estimativa da valorizac¸a˜o p-a´dica do nu´mero Λ, vp(Λ), mas
que por definic¸a˜o esta´ relacionada com a ordem do ideal gerado por Λ com relac¸a˜o ao
ideal primo P que divide p pela seguinte definic¸a˜o:
vp(Λ) = e
−1
P ordP (Λ).
Assim, a estimativa encontrada para ordP (Λ) e´ a estimativa de vp(Λ) vezes o ı´ndice
de ramificac¸a˜o eP .
Teorema 2.7 (Bugeaud e Laurent). Seja L um corpo de nu´meros alge´bricos de grau D
sobre Q. Sejam P um ideal primo em OL e p um primo racional tal que P | p. Suponha
logAj ≥ max
{
h(αj),
fP log p
D
}
e sejam Λ = αb11 α
b2
2 − 1 e b′ =
|b1|
D logA2
+
|b2|
D logA1
. Se
α1 e α2 sa˜o multiplicativamente independentes, enta˜o
ordP (Λ) ≤ 24p(p
fP − 1)D5
f 5P (p− 1)(log p)4
(max{log b′+log log p+0, 4; 10fP log p/D; 10})2 logA1 logA2.
Assim como para formas lineares em logaritmos, existem outras verso˜es dos teoremas
de formas lineares em logaritmos p-a´dicos. No entanto, optamos por enunciar os teoremas
que utilizaremos na resoluc¸a˜o das equac¸o˜es Diofantinas do pro´ximo cap´ıtulo.
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Cap´ıtulo 3
Aplicac¸o˜es das Formas Lineares em
Logaritmos p-a´dicos
Neste cap´ıtulo, pretendemos dar sentido ao que foi exposto acima resolvendo treˆs equac¸o˜es
Diofantinas utilizando o me´todo de formas lineares em logaritmos p-a´dicos.
3.1 Nu´meros de Fibonacci que sa˜o rep-d´ıgitos
Um rep-d´ıgito e´ um inteiro positivo que tem um u´nico d´ıgito repetido quando escrito
na base 10 e podemos generalizar essa definic¸a˜o para qualquer base b > 1 chamando de
rep-d´ıgito na base b.
Exemplo 3.1. O nu´mero
77777 = 7 · 104 + 7 · 103 + 7 · 102 + 7 · 10 + 7 = 7 · 10
5 − 1
10− 1
e´ um rep-d´ıgito.
Exemplo 3.2. Os nu´meros de Mersenne, que sa˜o nu´meros da forma Mn = 2
n − 1 onde
n e´ nu´mero natural, sa˜o rep-d´ıgitos na base 2, pois Mn = 111 . . . 1(2) quando escrito na
base 2.
Queremos encontrar os nu´meros de Fibonacci que sa˜o rep-d´ıgitos, o que nos leva ao
seguinte teorema estudado por Luca em [10].
Teorema 3.3. O maior nu´mero de Fibonacci que e´ um rep-d´ıgito e´ F10 = 55.
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Demonstrac¸a˜o. Inicialmente vamos assumir que Fn possua m d´ıgitos e que d e´ o d´ıgito
repetido. Queremos enta˜o encontrar todas as soluc¸o˜es da seguinte equac¸a˜o Diofantina.
Fn = ddd . . . d(10) = d · 10m−1 + d · 10m−2 + · · ·+ d · 10 + d = d · 10
m − 1
10− 1 ,
com d ∈ {1, 2, . . . , 9}.
Seja α = 1+
√
5
2
enta˜o podemos reescrever a equac¸a˜o usando a fo´rmula de Binet:
αn − εα−n√
5
= Fn = d · 10
m − 1
9
,
onde ε = (−1)n ∈ {±1}.
Escrevendo de forma conveniente temos
αn +
d
√
5
9
− εα−n = d10
m
√
5
9
,
ou seja,
α−n
(
α2n +
d
√
5
9
αn − ε
)
=
d2m(
√
5)2m+1
9
.
Ou ainda,
α−n(αn − z1)(αn − z2) = d2
m(
√
5)2m+1
9
(3.1)
onde z1 e z2 sa˜o soluc¸o˜es da equac¸a˜o quadra´tica
X2 +
d
√
5
9
X − ε = 0,
ou seja,
z1,2 =
−d√5±√5d2 + 324ε
18
.
Queremos aplicar o Teorema 2.7, devido a Bugeaud e Laurent, para resolver a equac¸a˜o
Diofantina acima. Para isso, precisamos verificar todas as hipo´teses.
Inicialmente, note que (3.1) e´ diferente de zero e assuma que d 6= 9. Vamos mostrar
que z1,2 e α sa˜o multiplicativamente independentes.
Note que α ∈ Q[
√
5] e se ε = −1 temos que 5d2 +324ε < 5 ·82−324 = −4 < 0, da´ı z1,2
e´ complexo com parte real diferente de zero, e portanto multiplicativamente independente
com α. Agora, se ε = 1, temos que 5d2 + 324ε e´ coprimo com 5, pois 5 - 324, e na˜o e´ um
quadrado perfeito para todo d ∈ {1, . . . , 8}. Logo, z1,2 = x1
√
5 ± x2
√
c com x1, x2 ∈ Q∗
e c 6= 0, 1, 5 um inteiro livre de quadrados. Assim, α e z1,2 sa˜o multiplicativamente
independentes tambe´m nesse caso, ja´ que nenhuma poteˆncia de z1,2 esta´ em Q[
√
5].
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Seja L = Q[z1, z2] = Q[
√
5,
√
5d2 + 324ε] e observe no diagrama abaixo que o grau da
extensa˜o de L sobre Q e´ D = 4.
L = Q[
√
5,
√
5d2 + 324ε]
2 2
Q[
√
5] Q[
√
5d2 + 324ε]
Q
2 2
Considere agora P um ideal primo emOL que divide
√
5, ou seja, 〈
√
5〉 ⊆ P . Queremos
estimar a ordem com relac¸a˜o ao ideal P da igualdade (3.1).
Por um lado temos que
ordP (α
−n(αn − z1)(αn − z2)) = ordP (α−n) + ordP (αn − z1) + ordP (αn − z2).
Note que α−n e´ uma unidade em OL, pois
N(α−n) = N(α)−n =
(1 +√5
2
)2(
1−√5
2
)2−n = 1.
Logo, temos ordP (α
−n) = 0.
Por outro lado,
ordP
(
d2m(
√
5)2m+1
9
)
≥ 2m+ 1,
pois como P divide
√
5 temos 〈
√
5〉 = PA para algum ideal A e da´ı 〈
√
5〉2m+1 =
P 2m+1A2m+1. Logo, a ordem de d2
m(
√
5)2m+1
9
com relac¸a˜o ao ideal primo P e´ pelo me-
nos 2m+ 1.
Assim, temos
2m+ 1 ≤ ordP (αn − z1) + ordP (αn − z2). (3.2)
Queremos estimar
ordP (α
n − z1,2) = ordP (z1,2(αnz−11,2 − 1)) = ordP (z1,2) + ordP (αnz−11,2 − 1).
Portanto, precisamos estimar ordP (z1,2) e ordP (α
nz−11,2 − 1).
Mas, temos que ordP (z1,2) = 0 pois P na˜o divide z1,2. De fato, se dividisse ter´ıamos
z21,2 +
−d√5
9
z1,2 + ε ≡ 0(mod P )⇒ ε ≡ 0(mod P ),
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o que e´ um absurdo.
E, para ordP (α
nz−11,2 − 1) utilizaremos o Teorema 2.7 com Λ = αnz−11,2 − 1.
Note inicialmente que P na˜o pode dividir ambos αn − z1 e αn − z2, pois da´ı dividiria
a diferenc¸a z1 − z2 =
√
5d2+324ε
9
que e´ um nu´mero alge´brico cuja norma e´ um nu´mero
racional, sendo o numerador e o denominador coprimos com 5. Logo temos que para um
dos ı´ndices i = 1 ou i = 2, ordP (α
n − zi) = 0. Suponha que ordP (αn − z2) = 0 e vamos
estimar ordP (Λ) com Λ = α
nz−11 − 1.
Precisamos estimar as alturas logar´ıtmicas de α e z1. Como X
2−X− 1 e´ o polinoˆmio
minimal de α em Z[X] temos que h(α) =
1
2
(log 1 + logα+ log 1) < 0, 25. Agora, note que
os conjugados de z1 sa˜o da forma
±d√5±√5d2 + 324ε
18
e seus valores absolutos sa˜o menores ou iguais que
8
√
5 +
√
5 · 64 + 324
18
< 2, 41.
Note ainda que o polinoˆmio minimal de z1 divide o polinoˆmio
81
(
X2 − d
√
5
9
X − ε
)(
X2 +
d
√
5
9
X − ε
)
= 81(X2 − ε)2 − 5d2X2 ∈ Z[X]
portanto h(z1) <
1
4
(log 81 + 4 log (2, 41)) < 2.
E´ interessante observarmos que o ideal gerado por
√
5 e´ um ideal primo emOQ[√5] ⊆ OL
pelo Teorema 1.44, e que 5 e´ um quadrado perfeito nesse corpo pois 5 = (
√
5)2. Logo, o
ı´ndice de ramificac¸a˜o e´ e(〈
√
5〉|〈5〉) = 2.
Temos ainda, pelo Teorema 1.52, que como 5d2 + 324ε e´ livre de quadrados e(
5d2 + 324ε
5
)
=
(
324ε
5
)
=
(
182
5
)(±1
5
)
= 1,
5 se divide em dois ideais primos distintos em OQ[√5d2+324ε] ⊆ OL, ou seja, 〈5〉 = P1P2
com P1 6= P2.
Como eP = e(P |5) = e(P |〈
√
5〉) · e(〈
√
5〉|5) = 2 · e(P |〈
√
5〉) temos que eP = 2 ou
eP = 4.
Suponha que eP = 4. Logo, 〈5〉 = P 4 em OL. Mas nesse caso, pela Proposic¸a˜o 1.45
ter´ıamos P1 = P2 em OQ[√5d2+324ε], o que e´ um absurdo.
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OL
OQ[√5] OQ[√5d2+324ε]
OQ
〈5〉 = P 2Q1Q2
〈5〉 = 〈√5〉2 〈5〉 = P1P2
〈5〉
Portanto, temos eP = 2, fP = 1 e D = 4.
Cabe ressaltar que, como o ı´ndice de ramificac¸a˜o e´ limitado pelo grau da extensa˜o,
poder´ıamos utilizar eP ≤ 4 no nosso problema. No entanto, ja´ que foi poss´ıvel determinar
exatamente que eP = 2, fazemos uso desse valor, obtendo assim uma limitac¸a˜o melhor
para nossa forma linear em logaritmos.
Tomando α1 = α, α2 = z1, b1 = n e b2 = −1, podemos considerar
logA1 = 1 > max
{
h(α),
log 5
4
}
,
logA2 = 2 > max
{
h(z1),
log 5
4
}
e b′ ≤ n
8
+
1
4
=
n+ 2
8
.
Perceba que nesse momento podemos aplicar o Teorema 2.7 e limitar ordP (α
n − z1).
No entanto pela desigualdade (3.2) obter´ıamos uma limitac¸a˜o para m em func¸a˜o de n,
que na˜o e´ suficiente para resolvermos a equac¸a˜o Diofantina inicial. Logo, precisamos de
outros artif´ıcios para obter o resultado.
Por induc¸a˜o em n podemos verificar que
αn−2 < Fn < αn−1
para todo n ≥ 3. Assim temos
αn−2 < Fn =
d
9
(10m − 1) < 10m
⇒ (n− 2) logα < m log 10
⇒ n− 2 < m log 10
logα
⇒ n < 4, 8m+ 2.
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Assim, b′ < n+2
8
< 0, 6m+ 0, 5 e temos pela equac¸a˜o (3.2):
2m+ 1 <
24 · 5 · (5− 1) · 45
(5− 1) · (log 5)4 · 1 · 2
· (max{log (0, 6m+ 0, 5) + log log 5 + 0, 4; (10 log 5)/4; 10})2
< 3, 7 · 104 · (max{log (0, 6m+ 0, 5) + log log 5 + 0, 4; (10 log 5)/4; 10})2
Como (10 log 5)/4 < 10 temos:
2m+ 1 < 3, 7 · 104 · (max{log (0, 6m+ 0, 5) + log log 5 + 0, 4; 10})2.
Se o ma´ximo da expressa˜o acima e´ 10 temos que 2m+1 < 3, 7·104 ·102 ⇒ m < 1, 9·106.
No outro caso, podemos utilizar o Mathematica para encontrar a limitac¸a˜o para o m
atrave´s do comando:
Reduce[2*m+1<3.7*10^4*(Log[0.6*m+0.5]+Log[Log[5]]+0.4)^2,m,Integers]
Obtendo assim m < 4, 6 · 106.
Logo, m < 4, 6 · 106 e n < 2, 3 · 107.
Para analisarmos essa quantidade finita de casos, recorremos ao Mathematica. Existe
mais de uma maneira de fazermos isso, e aqui, daremos uma delas. Inicialmente buscamos
artif´ıcios matema´ticos que otimizem o tempo que o programa levara´ para encontrar as
soluc¸o˜es. Por exemplo, podemos procurar soluc¸o˜es congruentes mo´dulo 108, com m = 8
e se obtivermos alguma soluc¸a˜o, aumentamos as casas decimais para verificar se continua
sendo soluc¸a˜o da nossa equac¸a˜o inicial.
Timing[Catch[Do[{n, d};If[Mod[Fibonacci[n] - d*(10^8 - 1)/9, 10^8] == 0,
Print[{n, d}]], {n, 11, 2.3*10^7}, {d, 1, 8}]]]
E´ interessante observar que se considerarmos n < 105 o comando
Timing[Catch[Do[{n, d};If[Mod[Fibonacci[n] - d*(10^8 - 1)/9, 10^8] == 0,
Print[{n, d}]], {n, 11, 10^5}, {d, 1, 8}]]]
retorna {273.937756,Null}, o que significa que demorou menos que 5 minutos para retor-
nar que na˜o existe nenhuma soluc¸a˜o. No entanto, quando consideramos o comando com
n < 2, 3 · 107, o programa pode demorar dias para retornar se existe alguma soluc¸a˜o. De
modo geral, na˜o havera´ soluc¸o˜es.
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Para finalizar, resta analisar o caso em que d = 9, ou seja, queremos resolver a equac¸a˜o
Diofantina Fn = 10
m − 1.
Para isso, usaremos o Teorema do Divisor Primitivo de Carmichael que diz que se
n > 12 enta˜o existe p primo tal que p | Fn e p - F1 · · ·Fn−1. Tal primo p e´ chamado de
divisor primitivo.
Sabendo que para todo inteiro positivo k valem
F4k + 1 = F2k−1L2k+1
F4k+1 + 1 = F2k+1L2k
F4k+2 + 1 = F2k+2L2k
F4k+3 + 1 = F2k+1L2k+2
onde Ln e´ um termo da sequeˆncia de Lucas dada por L0 = 2, L1 = 1 e Ln = Ln−1 +Ln−2,
temos que 10m = Fn+1 = F(n−δ)/2L(n+δ)/2 onde δ ∈ {±1,±2} e n ≡ δ( mod 2). Portanto,
se n > 26 temos (n − δ)/2 > 12 e F(n−δ)/2 tem um divisor primitivo p > 12, mas isso e´
um absurdo pois p dividiria 10m. Logo, na˜o temos soluc¸a˜o para d = 9 e n > 26.
Utilizando o Mathematica para computar Fn quando n ≤ 26 temos que a maior soluc¸a˜o
e´ F10 = 55.
Table[Fibonacci[n], {n, 0, 26}] nos da´
{0, 1, 1, 2, 3, 5, 8, 13, 21, 34,55, 89, 144, 233, 377, 610, 987, 1597,
2584, 4181, 6765, 10946, 17711, 28657, 46368, 75025, 121393}.
3.2 Sequeˆncia exponencial fatorial
Definic¸a˜o 3.4. Seja (an)n≥1 a sequeˆncia definida por a1 = 1 e an = nan−1 para n ≥ 2.
Essa sequeˆncia e´ chamada de exponencial fatorial.
Observe que os primeiros termos da sequeˆncia exponencial fatorial sa˜o a1 = 1, a2 =
21 = 2, a3 = 3
21 = 9, a4 = 4
32
1
= 262144 e a5 = 5
262144 tem 183231 d´ıgitos decimais
(ver [16]).
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Teorema 3.5. A u´nica soluc¸a˜o da equac¸a˜o
a1 + · · ·+ an = m2
em inteiros positivos m e n e´ m = n = 1.
O problema de encontrar as soluc¸o˜es para a equac¸a˜o a1 + · · ·+an = ml, com l > 1, foi
estudado por Luca e Marques em [11] e aqui, estamos interessados no caso em que l = 2,
ja´ que utilizaremos as formas lineares em logaritmos p-a´dicos para encontrar as soluc¸o˜es.
Ale´m disso, a sequeˆncia exponencial fatorial (an) aparece como A049384 em [16].
Uma propriedade interessante dessa sequeˆncia e´ que o nu´mero
∑
n≥1 1/an e´ um nu´mero
de Liouville e portanto transcendente. Outra curiosidade e´ que∑
n≥1
1/an = 1, 611114925808376736 1111 . . . 111︸ ︷︷ ︸
183213
272243 . . . .
Vamos enta˜o a` prova do teorema:
Demonstrac¸a˜o. Comec¸aremos com algumas observac¸o˜es que valem em geral.
Observe que se bn :=
∑
1≤k≤n ak temos:
b1 = a1 = 1, que e´ um quadrado perfeito.
b2 = a1 + a2 = 1 + 2
1 = 3,
b3 = a1 + a2 + a3 = 2
2 × 3 e
b4 = a1 + · · ·+ a4 = 22 × 65539, que na˜o sa˜o quadrados perfeitos.
Agora note que se b5 = m
2 e p | m2 enta˜o p2 | m2.
Com a ajuda do computador, vemos que 17 | b5 mas b5 ≡ 17× 5 (mod 172), ou seja,
172 - b5. Logo, b5 na˜o e´ um quadrado perfeito. O mesmo argumento usamos para mostrar
que b6, b7 e b8 na˜o sa˜o quadrados perfeitos. De fato, 7 | b6 mas b6 ≡ 7×2 (mod 72), 2 | b7
mas b7 ≡ 2 (mod 22) e 2 | b8 mas b8 ≡ 2 (mod 22).
Logo, vamos considerar n ≥ 9.
Observe que an = n
an−1 > ean−1 para n ≥ 3 enta˜o log an > an−1. Ale´m disso,
an ≥ 2an−1 para todo n ≥ 2. De fato, ja´ que x > 2 log x para todo x ≥ 1 temos
an > 2 log an > 2an−1, para n ≥ 3 e, para n = 2 temos a2 = 2 = 2a1. Logo, an ≥ 2an−1
para n ≥ 2.
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Usando essas desigualdades, temos que:
0 < m2 − an = m2 − nan−1 = an−1 + an−2 + · · ·+ a1
≤ an−1 + an−1
2
+
an−2
2
+ · · ·+ a2
2
≤ an−1 + an−1
2
+
an−1
22
+ · · ·+ an−1
2n−2
= an−1
(
1 +
1
2
+
1
22
+ · · ·+ 1
2n−2
)
< 2an−1 < 2 log an.
Ou seja,
0 < m2 − nan−1 < 2 log an (3.3)
Primeiramente, note que se n e´ ı´mpar enta˜o an−1 = (n − 1)an−2 e´ par, e portanto
an = n
an−1 e´ um quadrado perfeito. Da´ı, dividindo a desigualdade 0 < m2− an < 2 log an
por m+
√
an temos:
0 < m2 − an = (m−√an)(m+√an) < 2 log an
⇒ 0 < m−√an < 2 log an
m+
√
an
⇒ 0 < m−√an < 2 log an√
an
< 1.
Note que na u´ltima desigualdade usamos o fato de que 2 log x <
√
x para x ≥ 75.
Mas a´ı, temos
0 < m−√an < 1
o que e´ uma contradic¸a˜o, ja´ que m−√an e´ um inteiro quando an e´ um quadrado perfeito.
Se considerarmos n par e quadrado perfeito, temos novamente que an e´ um quadrado
perfeito e obtemos a mesma contradic¸a˜o acima.
Logo, vamos assumir que n e´ par mas n na˜o e´ um quadrado perfeito. Enta˜o n ≥ 10 e
temos:
0 < m−√an < 2 log an√
an
.
Portanto,
0 < m−√n× n(an−1−1)/2 < 2 log an
nan−1/2
=
2an−1 log n
nan−1/2
.
Dividindo as desigualdades acima por n(an−1−1)/2 e tomando o mo´dulo obtemos:∣∣∣√n− m
n(an−1−1)/2
∣∣∣ < 2an−1 log n
nan−1−0,5
.
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Pelo Teorema 1.15, devido a Worley, temos que se α e´ um irracional e∣∣∣∣α− pq
∣∣∣∣ < κq2 ,
enta˜o existem inteiros k, r e s com |r| < 2κ, |s| < 2κ, p = rpk + spk−1 e q = rqk + sqk−1,
onde pk/qk e´ o k-e´simo convergente de α. Ale´m disso, podemos escolher k de maneira que
k seja ma´ximo na condic¸a˜o qk ≤ q.
Na nossa situac¸a˜o, como∣∣∣√n− m
n(an−1−1)/2
∣∣∣ < 2an−1 log n
nan−1−0,5
temos que α =
√
n, p = m, q = n(an−1−1)/2 = rqk + sqk−1, κ =
2an−1 logn√
n
e ainda
max{|r|, |s|} < 4an−1 logn√
n
.
Observe que q = n(an−1−1)/2 e´ inteiro ja´ que n e´ par e portanto an−1 e´ ı´mpar, implicando
que (an−1 − 1)/2 e´ um inteiro.
Definimos o numerador e o denominador dos convergentes da frac¸a˜o cont´ınua como
sequeˆncias recorrentes no Corola´rio 1.5. Como os convergentes da frac¸a˜o cont´ınua de
√
n nos da˜o as soluc¸o˜es da equac¸a˜o de Pell X2 − nY 2 = 1 e (1, 0) tambe´m e´ soluc¸a˜o
dessa equac¸a˜o de Pell, podemos fazer uma pequena mudanc¸a de varia´vel e definir as
sequeˆncias recorrentes do numerador e denominador dos convergentes da seguinte maneira:
considerando
√
n = 〈u0, u1, . . . , uh〉, onde h e´ o menor per´ıodo par da frac¸a˜o cont´ınua de
√
n, definimos
p0 = 1 q0 = 0
p1 = u0 q1 = 1
pk = uk−1pk−1 + pk−2, qk = uk−1qk−1 + qk−2, ∀ k ≥ 2.
Com essa nova definic¸a˜o temos que a soluc¸a˜o minimal da equac¸a˜o de Pell X2−nY 2 = 1
e´ (ph, qh). Para ver isso, basta utilizarmos as proposic¸o˜es 1.25 e 1.26.
Usando a definic¸a˜o podemos obter
qk ≥ Fk ≥
(
1 +
√
5
2
)k−2
,
onde Fk e´ o k-e´simo nu´mero de Fibonacci. Assim, como escolhemos k tal que qk < q =
n(an−1−1)/2 temos
(k − 2) log
(
1 +
√
5
2
)
<
an−1 − 1
2
log n.
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O que nos da´
k <
(an−1 − 1) log n
2 log
(
1+
√
5
2
) + 2
< 2[(an−1 − 1) log n+ log n]
< 2an−1 log n.
Agora, para cada l ∈ {0, . . . , h − 1} considere a recorreˆncia bina´ria (qhλ+l)λ≥0 com
valores iniciais ql ≤ qh e qh+l ≤ q2h e equac¸a˜o caracter´ıstica X2− 2phX + 1. Chamaremos
de
ζ = ph +
√
nqh e ζ
−1 = ph −
√
nqh
as ra´ızes da equac¸a˜o caracter´ıstica. Assim, podemos escrever
qhλ+l = c1ζ
λ + c2ζ
−λ,
onde ql = c1 + c2 e qh+l = c1ζ + c2ζ
−1. Assim, obtemos
c1 =
qh+l − ζ−1ql
ζ − ζ−1 e c2 =
qlζ − qh+l
ζ − ζ−1 .
Escrevendo k = hλ + l para algum l ∈ {1, . . . , h} temos qk = c1ζλ + c2ζ−λ e qk−1 =
d1ζ
λ + d2ζ
−λ, com ql−1 = d1 + d2 e qh+(l−1) = d1ζ + d2ζ−1, obtendo assim
d1 =
qh+(l−1) − ζ−1ql−1
ζ − ζ−1 e d2 =
ql−1ζ − qh+(l−1)
ζ − ζ−1 .
Portanto q = n(an−1−1)/2 = rqk + sqk−1 = (rc1 + sd1)ζλ + (rc2 + sd2)ζ−λ, ou seja
n(an−1−1)/2 = α1ζλ + α2ζ−λ,
onde αi = rci + sdi, i = 1, 2.
Como estamos considerando n par, temos que 2(an−1−1)/2 divide o lado esquerdo na
igualdade acima. Queremos estudar o expoente de 2 no lado direito.
Inicialmente, observe que βi = (ζ − ζ−1)αi e´ um inteiro alge´brico para i = 1, 2. Seja
β1 = 2
tγ1, onde t ≥ 0 e γ1 na˜o e´ mu´ltiplo de 2. Observe que β2 e´ o conjugado de β1 com
o sinal trocado e que portanto β2 = 2
tγ2 e γ2 na˜o e´ mu´ltiplo de 2.
Ale´m disso,
|β1| = |(ζ − ζ−1)α1| = |ζ − ζ−1|
∣∣∣∣(qh+l − ζ−1qlζ − ζ−1
)
r +
(
qh+(l−1) − ζ−1ql−1
ζ − ζ−1
)
s
∣∣∣∣
≤ (q2h + ζqh)|r|+ (q2h + ζqh)|s|
= (|r|+ |s|)(q2h + ζqh).
43
Logo, como |β1β2| = 22t|γ1γ2| ≥ 22t pois |γ1γ2| ≥ 1 ja´ que γ1 e γ2 sa˜o inteiros alge´bricos,
temos:
22t ≤ |β1||β2| = |β1|2 ≤ (|r|+ |s|)2(q2h + ζqh)2.
E assim,
2t ≤ (|r|+ |s|)(q2h + ζqh) ≤ 8an−1 log n√
n
(q2h + ζqh).
Sabendo que ζ < e3
√
n logn,
qh = c1ζ + c2ζ
−1 =
ζ − ζ−1
2
√
n
< ζ
e
q2h = c1ζ
2 + c2ζ
−2 =
ζ2 − ζ−2
2
√
n
< ζ2,
enta˜o
t log 2 ≤ log
(
8an−1 log n√
n
)
+ log (q2h + ζqh)
< log
(
8an−1 log n√
n
)
+ log (2ζ2),
o que nos da´ t < 3an−2 log (n− 1).
Como 2(an−1−1)/2 divide α1ζλ + α2ζ−λ enta˜o divide β1ζλ + β2ζ−λ = 2t(γ1ζλ + γ2ζ−λ).
Ale´m disso, (an−1 − 1)/2− t > 0 e portanto 2(an−1−1)/2−t divide
γ1ζ
λ + γ2ζ
−λ = −γ2ζ−λ
((−γ1
γ2
)
ζ2λ − 1
)
.
Considere P ideal primo dividindo p = 2. Queremos estimar
ordP
(
−γ2ζ−λ
((−γ1
γ2
)
ζ2λ − 1
))
.
Mas, note que, ordP (−γ2) = ordP (ζ−λ) = 0 pois ζ e´ unidade (ζζ−1 = 1) e P na˜o divide
γ2 (pois se dividisse, 2 dividiria γ1 ou γ2, o que na˜o ocorre).
Queremos portanto estimar a ordem de 2 que pode aparecer em Λ =
(−γ1
γ2
)
ζ2λ − 1
utilizando formas lineares em logaritmos p-a´dicos.
Por um lado, como
t < 3an−2 log (n− 1) e 2(an−1−1)/2−t | −γ2ζ−λΛ,
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temos que
ordP (Λ) ≥ an−1 − 1
2
− 3an−2 log (n− 1) > an−1
4
.
Para obter uma estimativa superior para ordP (Λ) usaremos o Teorema 2.7. Assim,
considere α1 = −γ1
γ2
, α2 = ζ, b1 = 1 e b2 = 2λ. Note que K = Q[
√
n] e portanto D = 2.
Consideramos p = 2 e P um ideal primo dividindo 2, e vamos considerar que α1 e α2 sa˜o
multiplicativamente independentes.
Precisamos determinar A1 e A2, para isso vamos estimar a altura logar´ıtmica de α1 e
α2. Como |γ1γ2| ≥ 1, |γ1| ≤ (|r|+ |s|)(qh+l + ζql) e
2(|r|+ |s|)ζ2 < 28an−1 log n√
n
e6
√
n logn < 16an−1e6
√
n logn
temos
h(α1) ≤ log |γ1/γ2|
2
=
log
( |γ1|2
|γ1γ2|
)
2
≤ log |γ1|
2
2
= log |γ1|
≤ log ((|r|+ |s|)(qh+l + ζql)) < log ((|r|+ |s|)(q2h + ζqh))
< log (2(|r|+ |s|)ζ2) < log 16an−1 + 6
√
n log n.
E ainda,
h(α2) = h(ζ) =
log ζ
2
<
3
√
n log n
2
= 1, 5
√
n log n.
Logo, podemos escolher
logA1 = 2 log an−1 > log 16an−1 + 6
√
n log n
e
logA2 = log an−1 > 1, 5
√
n log n.
Resta determinar b′ para termos satisfeitas todas as hipo´teses do Teorema 2.7. Note
que 2λ ≤ 2(hλ+ l) = 2k < 4an−1 log n pois vimos que k < 2an−1 log n. Assim
b′ =
1
2 log an−1
+
2λ
4 log an−1
<
an−1
2
.
Lembrando que f e´ o ı´ndice de ine´rcia e portanto f ≤ 2, temos que p
f − 1
f 5
≤ 1 e
obtemos que
ordP (Λ) ≤ 24 · 2 · 2
5
(2− 1)(log 2)4 · (log an−1)
2 · 2 log an−1 log an−1 < 14000 · (log an−1)4.
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Comparando com a limitac¸a˜o inferior obtida anteriormente temos
an−1 < 56000(log an−1)4
e usando o Mathematica obtemos an−1 < 1011, que e´ falso para n ≥ 10.
O comando que utilizamos no Mathematica para obter a limitac¸a˜o do an−1 e´ o seguinte:
Reduce[x<56000*(Log[x])^4,x,Integers].
Logo, na˜o existe soluc¸a˜o para o caso em que n ≥ 10 e α1 e α2 sa˜o multiplicativamente
independentes.
Basta analisarmos o caso em que α1 e α2 sa˜o multiplicativamente dependentes.
Inicialmente, note que ζ = ph +
√
nqh e´ uma unidade em OK pois N(ζ) = ζζ−1 = 1, e
como ζ > 1 temos que ζ pode ser o gerador da parte livre de torc¸a˜o do grupo das unidades
de OK. Se ζ na˜o for o gerador, existe ζ1 > 1 unidade que e´ gerador com ζ = ζ21 e tal
que a norma de ζ1 e´ −1. De fato, se ζ1 = a +
√
nb temos que N(ζ1) = a
2 − nb2 = ±1,
mas se N(ζ1) = 1 ter´ıamos que (a, b) e´ soluc¸a˜o da equac¸a˜o de Pell X
2 − nY 2 = 1 com
ζ = ζ21 > ζ1, contrariando o fato de (ph, qh) ser a soluc¸a˜o minimal. Logo N(ζ1) = −1.
Logo, para considerarmos os dois casos, vamos escrever ζ = ζδ1 com δ ∈ {1, 2}. Ale´m
disso, como γ1
γ2
e´ unidade, pelo Teorema das Unidades de Dirichlet 1.46, temos γ1
γ2
= εζσ1 ,
onde ε = ±1.
Como vimos,
2 log an−1 > h(α1) = h
(
−γ1
γ2
)
= h(εζσ1 ) =
|σ| log ζ1
2
>
|σ| log
(
1+
√
5
2
)
2
,
onde a u´ltima desigualdade vem do fato que ζ = ph+qh
√
n ≥ 1+
√
10, pois n ≥ 10 e ph, qh
sa˜o inteiros positivos. Da´ı, se ζ1 = ζ ≥ 1+
√
10 > 1+
√
5
2
e se ζ1 =
√
ζ ≥
√
1 +
√
10 > 1+
√
5
2
.
Obtendo assim uma limitac¸a˜o para |σ|, isto e´, |σ| < 9 log an−1.
Observe que
Λ =
(
−γ1
γ2
)
ζ2λ − 1 = −εζσ1 (ζδ1)2λ − 1 = −εζ2δλ+σ1 − 1,
e portanto, Λ divide
ζ4δλ+2σ1 − 1 = (ζ2δλ+σ1 − 1)(ζ2δλ+σ1 + 1),
que divide
ζ4δλ+2σ − 1 = ζδ(4δλ+2σ)1 − 1, δ ∈ {1, 2}.
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Logo, ordP (Λ) ≤ ordP (ζ4δλ+2σ − 1). E agora, usaremos o Teorema 2.5 com um loga-
ritmo para limitar superiormente ordP (ζ
4δλ+2σ − 1). Ja´ vimos que h(ζ) < 1, 5√n log n.
Temos ainda que p = 2, fP ≤ 2, H1 = 2 log an−1, B = |4δλ+ 2σ| e D = 2. Portanto
ordP (ζ
4δλ+2σ − 1) ≤ 19(20
√
2 · 2)4 2
(log 2)2
log (2e5)2 log an−1 log |4δλ+ 2σ|
< 9, 3 · 109 log an−1 log (8λ+ 2|σ|).
Note que, como λ < 2an−1 log n e |σ| < 9 log an−1, temos 8λ+ 2|σ| < a2n−1. Logo,
ordP (ζ
4δλ+2σ − 1) < 9, 3 · 109 log an−1 log a2n−1
< 18, 6 · 109(log an−1)2.
Assim, comparando com o limite inferior obtido para ordP (Λ) temos
an−1
4
< 18, 6 · 109(log an−1)2
e usando no Mathematica o comando
Reduce[x<4*18.6*10^9*(Log[x])^2,x,Integers]
obtemos an−1 < 7, 7 · 1013, o que e´ um absurdo para n ≥ 10.
Portanto, a u´nica soluc¸a˜o da equac¸a˜o a1 + · · ·+ an = m2 e´ m = n = 1.
A soluc¸a˜o do problema para l > 2, ou seja, quando a1 + a2 + · · ·+ an = ml, pode ser
encontrada em [11] e, da mesma forma que no caso l = 2, a u´nica soluc¸a˜o e´ m = n = 1.
3.3 Somas de fatoriais em sequeˆncias recorrentes bina´rias
Nessa sec¸a˜o, vamos considerar o problema de expressar um termo de uma sequeˆncia
recorrente bina´ria na˜o degenerada como a soma de fatoriais. Esse problema foi estudado
por Grossman e Luca em [8].
Como vimos no primeiro cap´ıtulo, uma sequeˆncia recorrente bina´ria (un)n≥0 e´ uma
sequeˆncia de inteiros tal que
un+2 = run+1 + sun, ∀ n ≥ 0.
Vamos considerar r e s inteiros na˜o nulos tais que r2 + 4s 6= 0.
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Sejam α e β as duas ra´ızes da equac¸a˜o caractet´ıstica X2 − rX − s = 0. Sabemos que
existem duas constantes a e b tais que un = aα
n+bβn, ∀ n ≥ 0 (veja [14]). Considerando
u0 e u1 os valores iniciais da sequeˆncia recorrente temos o seguinte sistemau0 = a+ bu1 = aα + bβ
o que nos da´
a =
u1 − βu0
α− β e b =
αu0 − u1
α− β .
Consideramos ainda (un)n≥0 como uma sequeˆncia na˜o degenerada, ou seja, abαβ 6= 0
e α/β na˜o e´ raiz da unidade.
Antes de enunciar o teorema principal desta sec¸a˜o, veremos alguns lemas importantes
que sera˜o utilizados na demonstrac¸a˜o do teorema mais adiante.
Lema 3.6. Seja A > 0 um nu´mero real dado. Enta˜o a equac¸a˜o
k∑
i=1
aini! = 0, ai ∈ Z, |ai| < A para i = 1, 2, . . . , k e n1 < n2 < . . . < nk,
onde nem todos os ai’s sa˜o zero, tem somente um nu´mero finito de soluc¸o˜es efetivamente
computa´veis.
Demonstrac¸a˜o. Seja
Bn =
1
n
+
1
n(n− 1) + · · ·+
1
n!
, para n ≥ 1.
Note que B1 = B2 = 1 e B3 = 2/3. Em particular temos que Bn ≤ 2/n para n ≤ 3.
Vamos mostrar por induc¸a˜o em n que Bn < 2/n para n ≥ 4.
Bn−1 =
1
n− 1 +
1
(n− 1)(n− 2) + · · ·+
1
(n− 1)!
⇒ Bn−1
n
=
1
n(n− 1) +
1
n(n− 1)(n− 2) + · · ·+
1
n(n− 1)!
⇒ Bn−1
n
+
1
n
=
1
n
+
1
n(n− 1) + · · ·+
1
n!
⇒ 1
n
(1 +Bn−1) = Bn.
Portanto,
Bn =
1
n
(1 +Bn−1) ≤ 1
n
(
1 +
2
n− 1
)
.
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Note que 1 +
2
n− 1 < 2 ⇔
2
n− 1 < 1 ⇔ n − 1 > 2 ⇔ n > 3. Como n ≥ 4 temos que
Bn <
2
n
.
Assuma agora que
∑k
i=1 aini! = 0 vale para alguns n1 < · · · < nk. Podemos assumir
que nenhum dos ai’s e´ nulo. Vamos mostrar que nk < 2A. Suponha, por contradic¸a˜o, que
n ≥ 2A. Enta˜o∣∣∣∣∣
k∑
i=1
aini!
∣∣∣∣∣ ≥ |ak|nk!−
∣∣∣∣∣
k−1∑
i=1
aini!
∣∣∣∣∣ > nk!− A
nk−1∑
i=1
i! = nk!
(
1− A
nk−1∑
i=1
i!
nk!
)
.
Note que Bnk =
∑nk−1
i=1
i!
nk!
, logo
∣∣∣∣∣
k∑
i=1
aini!
∣∣∣∣∣ > nk!(1− ABnk) ≥ nk!
(
1− 2A
nk
)
≥ 0, para nk ≥ 2A.
Portanto, ∣∣∣∣∣
k∑
i=1
aini!
∣∣∣∣∣ > 0.
O que e´ um contradic¸a˜o com a hipo´tese, portanto nk < 2A e assim tem somente um
nu´mero finito de soluc¸o˜es computa´veis.
Lema 3.7. Seja (un)n≥0 uma sequeˆncia recorrente bina´ria na˜o degenerada. Sejam α e β
as ra´ızes da equac¸a˜o caracter´ıstica e assuma que |α| > |β|. Enta˜o, existem duas constantes
C1 e C2 efetivamente computa´veis, dependendo somente da sequeˆncia (un)n≥0, tais que
|un| > |α|n−C1 logn para n > C2.
Demonstrac¸a˜o. Temos que
|un| = |aαn + bβn| = |−aαn|
∣∣∣∣−ba
(
β
α
)n
− 1
∣∣∣∣ .
Note que −b
a
(
β
α
)n 6= 1 para n suficientemente grande, caso contra´rio un = 0 para
infinitos n.
Usando o corola´rio do Teorema 2.1 para formas lineares em logaritmos com α1 =
−b
a
,
α2 =
β
α
, b1 = 1 e b2 = n temos ∣∣∣∣−ba
(
β
α
)n
− 1
∣∣∣∣ > e−C logn.
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Logo, para n > C2,
|un| > |a||α|ne−C logn.
Escolhendo uma constante C1 adequada temos que
|un| > |α|n−C1 logn
para n > C2.
Lema 3.8. Seja (un)n≥0 uma sequeˆncia recorrente bina´ria na˜o degenerada e seja p um
nu´mero primo tal que p - s onde r e s sa˜o inteiros na˜o nulos dados na recorreˆncia
un+2 = run+1 + sun, ∀ n ≥ 0 e tais que r2 + 4s 6= 0. Enta˜o, existem duas constantes C1
e C2 efetivamente computa´veis, dependendo de p e da sequeˆncia (un)n≥0, tais que
νp(un) < C1 log
2 n, para n > C2.
Demonstrac¸a˜o. Considere P o ideal primo dividindo p. Como νp(un) = ordP (un)e
−1
P ,
onde eP e´ o ı´ndice de ramificac¸a˜o de P , temos νp(un) ≤ ordP (un). Ale´m disso, temos que
un = aα
n + bβn. Assim,
νp(un) ≤ ordP (un) = ordP (aαn + bβn) = ordP
(
−bβn
(−a
b
(
α
β
)n
− 1
))
= ordP (−b) + ordP (βn) + ordP
(−a
b
(
α
β
)n
− 1
)
.
Note que como α e β sa˜o as ra´ızes da equac¸a˜o caracter´ıstica X2 − rX − s = 0 temos
−s = αβ. E como p - s temos que p - α e p - β.
Ale´m disso, temos que P - α e P - β. De fato, se P | α enta˜o N(P ) | N(α), onde N e´
a norma em Q(α) que sabemos ser multiplicativa. Logo, pfP | N(α) = αβ, onde fP e´ o
ı´ndice de ine´rcia, e da´ı p | α ou p | β, contradic¸a˜o. Logo, P - α. Analogamente, P - β.
Portanto ordP (α) = ordP (β) = 0. Considere ainda ordP (−b) < c1, onde c1 e´ uma
constante positiva. Resta estimar ordP
(−a
b
(
α
β
)n
− 1
)
.
Vamos considerar dois casos:
Caso 1: −a
b
e α
β
sa˜o multiplicativamente independentes. Neste caso utilizaremos o
Teorema 2.7 com α1 =
−a
b
, α2 =
α
β
, b1 = 1 e b2 = n. Temos que b
′ ≤ c2n, onde c2 e´ uma
constante que depende de (un). Assim,
ordP
(−a
b
(
α
β
)n
− 1
)
< c4(max{c3 log n, c5})2 < c6 log2 n, para n > C2,
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onde c3, c4, c5 e c6 dependem de (un) e p. E portanto,
νp(un) ≤ ordP (un) < c1 + c6 log2 n, para n > C2
ou seja,
νp(un) < C1 log
2 n, para n > C2,
com C1 e C2 dependendo somente de (un) e p.
Caso 2: −a
b
e α
β
sa˜o multiplicativamente dependentes. Assim, existem x e y inteiros
na˜o nulos tais que (−a
b
)x
=
(
α
β
)y
.
Assim, aplicando a ordem com relac¸a˜o ao ideal primo P temos
x · ordP (−a/b) = y · ordP (α/β) = y(ordP (α)− ordP (β)) = 0,
ja´ que P na˜o divide α nem β.
Logo, como x 6= 0 e y 6= 0 temos que ordP (−a/b) = 0 e ordP (α/β) = 0. E assim,
estamos nas condic¸o˜es para aplicar o Teorema 2.6 com B = n. Ou seja,
ordP
(−a
b
(
α
β
)n
− 1
)
< (2k1D)
2k2
pD
log2 p
logA1 logA2 log (D
2n) < k3 log
2 n,
para n > C3. Portanto
νp(un) ≤ ordP (un) < c1 + k3 log2 n, para n > C3
o que nos da´
νp(un) < C4 log
2 n para n > C3.
Lema 3.9. Seja (un)n≥0 uma sequeˆncia recorrente bina´ria na˜o degenerada e seja p um
nu´mero primo tal que p | mdc(r, s). Enta˜o
νp(un) ≥
⌊n
2
⌋
∀ n ≥ 3.
Demonstrac¸a˜o. Usaremos induc¸a˜o sobre n e o fato de un = run−1 + sun−2.
Seja d =mdc(r, s).
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Para n = 3 temos, como p | d,
νp(u3) = νp(ru2 + su1) = νp(d) + νp(r1u2 + s1u1) ≥ 1 = b32c.
Supondo verdadeiro para todo k ≤ n− 1, temos:
νp(un) = νp(run−1 + sun−2)
= νp(d) + νp(r1un−1 + s1un−2)
≥ 1 + min{νp(r1) + νp(un−1), νp(s1) + νp(un−2)}
≥ 1 + min{bn−1
2
c, bn−2
2
c}
≥ 1 + bn−2
2
c
= b1 + n−2
2
c
= bn
2
c.
Logo, νp(un) ≥ bn2 c para todo n ≥ 3.
Agora estamos aptos a demonstrar o teorema principal.
Teorema 3.10. Seja A > 1 um nu´mero real, k um inteiro positivo fixado e (un)n≥0
uma dada sequeˆncia recorrente bina´ria na˜o degenerada, como acima. Enta˜o, existe uma
constante C efetivamente computa´vel dependendo de A, k e da sequeˆncia (un)n≥0, tal que
se
um = a1n1! + · · ·+ aknk!, ai ∈ Z, |ai| < A para i = 1, . . . , k,
onde ni sa˜o inteiros na˜o nulos arbitra´rios para i = 1, 2, . . . , k, enta˜o m < C.
Demonstrac¸a˜o. Para demonstrar o teorema usaremos induc¸a˜o em k. Note que quando k =
0 temos um = 0 e pelo Lema 3.7, tem somente um nu´mero finito de soluc¸o˜es computa´veis.
Se k = 1 temos um = an!, para algum inteiro a com |a| < A. Nesse caso, considere p
um primo menor ou igual que s que na˜o divide s.
Se n < s obtemos uma limitac¸a˜o tambe´m para m e o teorema esta´ provado.
Seja enta˜o n ≥ s.
Pelo Lema 3.8 temos νp(um) < C1 log
2m para m > C2. Por outro lado, como um = an!
temos νp(um) = νp(an!) = νp(a) + νp(n!) e pelo Lema 1.37 temos νp(n!) > n/2p. Assim
n
2p
< νp(n!) ≤ νp(a) + νp(n!) = νp(um) < C1 log2m,
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para m > C2.
Portanto, n < 2pC1 log
2m < 2sC1 log
2m para m > C2.
Agora, pelo Lema 3.7 temos |α|m−C3 logm < |um| = |an!| < Ann, para m > C4. Logo
m
2
< m− C3 logm < logA
log |α| +
n log n
log |α| < C5n log n,
para m > C6.
Tomando m > max{C2, C6} temos
n < 2sC1 log
2 (2C5n log n).
Logo, obtemos n < C7 e assim um e´ limitada e portanto m tambe´m e´ limitado,
provando o teorema.
Note que no caso k = 1 tomamos p ≤ s e p - s, mas quando s = 2 tal primo na˜o existe.
Mas, caso s = 2 basta tomar p = 3 e teremos n < 2 · 3C1 log2m < 2 · 3C1 log2 (2C5n log n)
e da mesma forma o teorema esta´ provado.
Vamos supor agora k ≥ 2.
Observe que podemos assumir que n1 < n2 < · · · < nk. De fato, se tivermos ni = nj
para alguns ı´ndices i 6= j, colocamos em evideˆncia esses ni e substitu´ımos a constante A
por kA.
Observe tambe´m que, pelo Lema 3.6 e por induc¸a˜o, se
∑
j∈J ajnj! = 0 para algum con-
junto de ı´ndices na˜o vazio J , temos que existe um nu´mero finito de soluc¸o˜es computa´veis,
e portanto podemos assumir que
∑
j∈J ajnj! 6= 0.
Vamos denotar por C1, C2, . . . as constantes (maiores que 1) que dependem somente
de k, A e da sequeˆncia (un)n≥0.
Inicialmente, observe que, pelo Lema 3.7, temos
|α|m−C2 logm < |um| para m > C1. (3.4)
Por outro lado,
|um| =
∣∣∣∣∣
k∑
i=1
aini!
∣∣∣∣∣ <
k∑
i=1
Ank! = kAnk! < kAn
nk
k = kAe
nk lognk , (3.5)
onde a u´ltima desigualdade segue do fato que n! ≤ nn para todo n ≥ 1.
Assim, por (3.4) e (3.5), temos |α|m−C2 logm < kAenk lognk para m > C1.
53
Afirmac¸a˜o:
nk > C3
m
logm
, para m > C1. (3.6)
De fato, sejam l1 e l2 constantes maiores que 1 tais que |α|l1 > kA e |α|l2 > e. Logo,
para m > C1,
|α|m−C2 logm < kAenk lognk < |α|l1+l2nk lognk
⇒ m− C2 logm < l1 + l2nk log nk
⇒ m
logm
− C2 < l1
logm
+ l2nk
log nk
logm
≤ l1 + l2nk log nk
logm
⇒ m
2 logm
<
m
logm
− C2 − l1 < l2nk log nk
logm
(3.7)
Ale´m disso, como um = aα
m + bβm e |α| > |β| temos |um| ≤ l3|α|m < |α|2m para
m > C1.
Por outro lado, um = a1n1! + · · ·+ αknk! implica que
|um| ≥ |ak|nk!− |a1n1! + · · ·+ ak−1nk−1!| > |ak|nk!− A(k − 1)nk−1! > l4nk!,
para uma constante l4.
Portanto,
|α|2m > |um| > l4nk! > |α|2nk ⇒ m > nk ⇒ logm > log nk.
Voltando em (3.7) temos
nk > C3
m
logm
para m > C1 e a afirmac¸a˜o esta´ provada.
Note que se limitarmos nk por cima por um polinoˆmio em logm sera´ poss´ıvel encontrar
uma constante C tal que m < C e o teorema estara´ provado. Para fazer isso, encontra-
remos um limitante superior para n1, que sera´ nossa base de induc¸a˜o, e enta˜o usaremos
induc¸a˜o em j para limitar superiormente nj, para 1 ≤ j ≤ k.
Enta˜o, vamos comec¸ar limitando n1. Para isso, escolha q o menor primo maior que s,
onde s e´ dado na equac¸a˜o caracter´ıstica da recorreˆncia (um)m≥0.
Pelo Lema 3.8, como q - s ja´ que q > s, temos νq(um) < C4 log2m para m > C5.
Ale´m disso, pelo Lema 1.37 dado no primeiro cap´ıtulo, ou n1 < q (e a´ı ja´ ter´ıamos
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uma limitac¸a˜o para n1, pois pelo Postulado de Bertrand existe um primo q entre s e 2s,
portanto n1 < q < 2s), ou
νq(n1!) >
n1
2q
.
Note que, como estamos supondo n1 < n2 < · · · < nk e um =
∑k
i=1 aini! temos que
n1! | ni! para todo i = 1, . . . , k e portanto n1! | um. Logo,
n1
2q
< νq(n1!) ≤ νq(um) < C4 log2m para m > C5.
Portanto,
n1 < 2qC4 log
2m para m > C5. (3.8)
Podemos assumir C5 > max{e, C1} e C4 > 1. Seja C6 = max{C5, e2qC4}. Assim, se
m > C6 enta˜o m > C5 e m > e
2qC4 . De m > C5 temos que vale (3.8) e de m > e
2qC4
temos que logm > 2qC4. Portanto,
n1 < 2qC4 log
2m < log3m para m > C6. (3.9)
Para concluir a prova do teorema, precisamos analisar treˆs casos.
Caso 1: mdc(r, s) 6= 1.
Como mdc(r, s) 6= 1, seja p um primo dividor de mdc(r, s). Vamos usar induc¸a˜o para
mostrar que nj < log
j+2m, para m suficientemente grande.
O caso j = 1 e´ dado pela desigualdade (3.9). Assuma que ni < log
i+2m para i =
1, . . . , j, onde 1 ≤ j ≤ k.
Suponha que
Nj =
j∑
i=1
aini! = p
xy,
onde p - y.
Note que nesse caso x = νp (Nj).
Assim,
logp
∣∣∣∣∣
j∑
i=1
aini!
∣∣∣∣∣ = x+ logp |y| ≥ x,
pois logp |y| ≥ 0 ja´ que y ∈ Z.
Como
|Nj| =
∣∣∣∣∣
j∑
i=1
aini!
∣∣∣∣∣ < kAnj! < kAnnjj ,
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segue que
x ≤ logp
∣∣∣∣∣
j∑
i=1
aini!
∣∣∣∣∣ < logp(kA) + nj logp(nj),
ou seja
νp(|Nj|) = νp
(∣∣∣∣∣
j∑
i=1
aini!
∣∣∣∣∣
)
<
nj log nj + log kA
log p
.
Usando a hipo´tese de induc¸a˜o para nj temos
νp
(∣∣∣∣∣
j∑
i=1
aini!
∣∣∣∣∣
)
<
logj+2 m log logj+2 m
log p
+
log kA
log p
= C7 +
j + 2
log p
logj+2 m log logm
= C7 + C8 log
j+2m log logm,
onde C7 =
log kA
log p
e C8 =
j+2
log p
.
Considere C9 = C7 + C8 e assuma m > e
e. Portanto, temos
νp(Nj) = νp
(
j∑
i=1
aini!
)
< C9 log
j+2 m log logm. (3.10)
Agora, note que pelo Lema 3.9 temos
νp(um) ≥
⌊m
2
⌋
≥ m− 1
2
.
Se
m− 1
2
≤ C9 logj+2m log logm < C9 logk+2m log logm,
enta˜o obtemos m < C10 e o teorema esta´ provado.
Vamos considerar enta˜o o caso em que
m− 1
2
> C9 log
j+2m log logm.
Assim,
νp(um) ≥ m− 1
2
> C9 log
j+2m log logm > νp
(
j∑
i=1
aini!
)
,
ou seja,
νp(um) > νp
(
j∑
i=1
aini!
)
. (3.11)
Note que
um −
(
j∑
i=1
aini!
)
=
k∑
i=j+1
aini!
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e portanto
nj+1! | um −
(
j∑
i=1
aini!
)
.
Assim,
νp(nj+1!) ≤ νp
(
um −
(
j∑
i=1
aini!
))
= νp
(
j∑
i=1
aini!
)
,
onde a u´ltima igualdade vem da desigualdade (3.11) e do fato que se νp(x) < νp(y) enta˜o
νp(x+ y) = νp(x).
Logo, de (3.10) temos νp(nj+1!) < C9 log
j+2m log logm, e como νp(nj+1!) >
nj+1
2p
temos
nj+1 < 2pC9 log
j+2m log logm. (3.12)
Observe que queremos mostrar que nj+1 < log
j+3 m para m suficientemente grande.
Logo, devemos ter na desigualdade (3.12) 2pC9 log logm < logm. Para isso, basta esco-
lhermos C11 = max{C6, (4pC9)4pC9}. Assim, para m > C11 temos que
nj+1 < log
j+3m.
Assim, temos completa a induc¸a˜o e vale nk < log
k+2m e de (3.6) obtemos um limitante
superior para m, provando o Teorema.
Caso 2: s 6= ±1.
Inicialmente, note que pelo caso 1 podemos supor que r e s sa˜o coprimos. Ale´m disso,
como α e β sa˜o ra´ızes de X2− rX − s = 0 temos que αβ = −s 6= ±1, portanto α e β na˜o
sa˜o unidades, ja´ que N(α) = N(β) = αβ 6= ±1, onde N(x) e´ a norma de x em Q(α).
Considere P um ideal primo de norma p em Q(α) dividindo o ideal gerado por α.
Vamos provar por induc¸a˜o que nj < log
3jm para m suficientemente grande. O caso
j = 1 vale pela desigualdade (3.9) para m > C6. Assuma agora que ni < log
3im para
i = 1, 2, . . . , j e 1 ≤ j < k.
Considere um = aα
m + bβm e Nj =
∑j
i=1 aini!.
Ja´ vimos que |Nj| < kAnnjj , logo
log |Nj| < nj log nj + log kA,
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e pela hipo´tese de induc¸a˜o temos
log |Nj| < log3jm log log3jm+ log kA
= 3j log3jm log logm+ log kA
< C12 log
3jm log logm, (3.13)
onde C12 = 2 ·max{3k, log kA}.
Assuma novamente que m > ee. Como um = a1n1! + · · · + aknk!, podemos reescrever
essa equac¸a˜o como
aαm + bβm −Nj =
k∑
i=j+1
aini!.
Observe que, como α e β sa˜o ra´ızes de X2 − rX − s = 0 temos α− β = ±
√
r2 + 4s e
o ideal primo P na˜o divide α− β.
De fato, se P dividisse α − β enta˜o P dividiria (α − β)2 = r2 + 4s e, como a norma
e´ multiplicativa, ter´ıamos que N(P ) | N(r2 + 4s) = (r2 + 4s)2, pois r2 + 4s ∈ Z. Logo,
p | (r2 + 4s)2 ⇒ p | r2 + 4s.
Ale´m disso, P divide α e portanto divide s = −αβ. Assim, N(P )|N(s) ⇒ p | s2 ⇒
p | s.
Logo, como p divide r2 + 4s e p divide s, temos que p divide r2 e portanto p divide r.
O que e´ um absurdo pois r e s sa˜o coprimos.
Assim, P na˜o divide o denominador de a e b e portanto
ordP (aα
m) ≥ m. (3.14)
Observe que o fato de P na˜o dividir o denominador de a e´ fundamental para que ordP (aα
m) ≥
m, pois se P dividisse o denominador de a a ordem de aαm com respeito ao ideal P poderia
ser menor que m.
Queremos estimar ordP (aα
m + bβm−Nj) ≥ min{ordP (aαm), ordP (bβm−Nj)}. Logo,
precisamos estimar ordP (bβ
m −Nj).
Note que
ordP (bβ
m −Nj) = ordP
(
Nj
(
b
Nj
βm − 1
))
= ordP (Nj) + ordP
(
b
Nj
βm − 1
)
.
Assim, se b
Nj
e β sa˜o multiplicativamente independentes usamos o Teorema 2.7 para
formas lineares p-a´dicas em dois logaritmos com α1 =
b
Nj
, α2 = β, b1 = 1 e b2 = m. Note
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que h(α1) ≤ h(b) + h(Nj) = c1 log |Nj|, onde c1 e´ uma constante que depende de um.
Ale´m disso, b′ < c2m, onde c2 depende de um tambe´m. Logo, aplicando o Teorema 2.7
temos
ordP
(
b
Nj
βm − 1
)
< c3 log
2m log |Nj|,
onde c3 depende apenas de um.
Caso b
Nj
e β sa˜o multiplicativamente dependentes enta˜o existem inteiros na˜o nulos x
e y tais que (
b
Nj
)x
= βy.
Da´ı
x · ordP
(
b
Nj
)
= y · ordP (β) = 0,
pois P na˜o divide β (pois se dividisse, como divide α, dividiria α− β, absurdo).
Logo,
ordP
(
b
Nj
)
= ordP (β) = 0
e podemos usar o Teorema 2.6 com α1 =
b
Nj
, α2 = β, b1 = 1, b2 = m e B ≥ m obtendo
ordP
(
b
Nj
βm − 1
)
< c4 log
2m log |Nj|,
onde c4 depende apenas de um.
Em qualquer caso, temos
ordP (bβ
m −Nj) < C13 log2m log |Nj|.
Ale´m disso, por (3.13) temos
ordP (bβ
m −Nj) < C13 log2mC12 log3jm log logm
= C14 log
3j+2m log logm, (3.15)
onde C14 = C12 · C13.
Agora, se m ≤ C14 log3j+2m log logm ≤ C14 log3k+2m log logm enta˜o e´ poss´ıvel limitar
m e o Teorema esta´ provado.
Logo, podemos assumir m > C14 log
3j+2m log logm.
Assim, temos
ordP (aα
m) ≥ m > C14 log3j+2m log logm > ordP (bβm −Nj).
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E, como nj+1! | um −Nj, pelo mesmo argumento usado no caso 1 temos
ordP (nj+1!) ≤ ordP (um −Nj)
= ordP (aα
m + (bβm −NJ))
= ordP (bβ
m −Nj)
< C14 log
3j+2m log logm.
Como, νp(nj+1!) ≤ ordP (nj+1!) e νp(nj+1!) > nj+12p temos
nj+1 < 2pC14 log
3j+2m log logm.
Portanto, escolhendo C15 = max{C6, (4pC14)4pC14} segue que
nj+1 < log
3(j+1)m para m > C15.
Logo, vale nk < log
3km e de (3.6) obtemos um limitante superior para m, provando o
teorema.
Caso 3: s = ±1
Vamos analisar o caso em que s = −1 e o caso em que s = 1 e´ ana´logo. Como
αβ = −s = 1 temos que β = α−1.
Seja p um nu´mero primo que na˜o divide o numerador do nu´mero racional N(ab) onde
a norma e´ dada em Q(α).
Vamos mostrar por induc¸a˜o que nj < log
3jm para m suficientemente grande. Nova-
mente, o caso j = 1 e´ dado pela desigualdade (3.9). Assuma enta˜o que ni < log
3im para
i = 1, 2, . . . , j e 1 ≤ j < k.
Considerando a mesma notac¸a˜o do caso 2, temos Nj =
∑j
i=1 aini! e assim
um −Nj = aαm + bβm −Nj = aβm
(
α2m − Nj
a
αm +
b
a
)
.
Logo, podemos escrever
um −Nj = aβm(αm − z1)(αm − z2),
onde z1 e z2 sa˜o ra´ızes da equac¸a˜o
X2 − Nj
a
X +
b
a
= 0.
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Seja P um ideal primo dividindo p em L = Q(α, z1). Queremos estimar
ordP (um −Nj) = ordP (aβm) + ordP (αm − z1) + ordP (αm − z2).
Note que ordP (aβ
m) = ordP (a) + ordP (β
m) e ordP (β
m) = 0 pois β e´ unidade, ja´ que
N(β) = αβ = 1.
Ale´m disso, P - a, pois se dividisse enta˜o N(P ) = pfP dividiria N(a), o que implica
que p divide N(a) e portanto p divide N(ab) = N(a)N(b), absurdo. Logo, ordP (a) = 0.
Resta estimar ordP (α
m − zi) para i = 1, 2.
Observe que
ordP (α
m − zi) = ordP (zi(αmz−1i − 1)) = ordP (zi) + ordP (αmz−1i − 1).
Se α e zi sa˜o multiplicativamente independentes, usamos o Teorema 2.7 com α1 = α,
α2 = zi, b1 = m e b2 = −1.
E se α e zi sa˜o multiplicativamente dependentes temos que existem constantes na˜o
nulas x e y tais que
αx = zyi ⇒ x · ordP (α) = y · ordP (zi)⇒ ordP (zi) = 0,
ja´ que α e´ unidade e ordP (α) = 0.
Logo, podemos usar o Teorema 2.6.
Em ambos os casos, obtemos
ordP (α
mz−1i − 1) < C16 log2m log |Nj|.
E portanto,
ordP (um −Nj) < 2C16 log2m log |Nj|.
Usando a desigualdade (3.13) temos
ordP (um −Nj) < C17 log3j+2 m log logm,
onde C17 = 2C12C16.
Analogamente ao caso 2, como nj+1 | um−Nj e nj+12p < νp(nj+1!) < ordP (nj+1!) temos
nj+1 < 2pC17 log
3j+2m log logm.
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E escolhendo C18 = max{C6, (4pC17)4pC17} temos
nj+1 < log
3(j+1)m para m > C18.
Logo, completamos a induc¸a˜o e nk < log
3km. Por fim, comparando com (3.6) encon-
tramos um limitante superior para m e temos demonstrado o teorema.
Grossman e Luca ainda analisaram as sequeˆncias de Fibonacci e de Lucas como soma
de fatoriais e obtiveram o seguinte resultado que pode ser encontrado em [8].
Teorema 3.11. Sejam (Fn)n≥0 e (Ln)n≥0 as sequeˆncias de Fibonacci e Lucas respecti-
vamente. essas sequeˆncias sa˜o dadas por F0 = 0, F1 = 1, L0 = 2, L1 = 1 e ambos
satisfazem a recorreˆncia un+2 = un+1 + un. Enta˜o, a maior soluc¸a˜o da equac¸a˜o
Fm = n1!± n2!
e´ F12 = 5! + 4!.
E a maior soluc¸a˜o da equac¸a˜o
Lm = n1!± n2!
e´ L6 = 4!− 3!.
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