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INTERPOLATION AND EXTRAPOLATION OF STRICTLY
SINGULAR OPERATORS BETWEEN Lp SPACES
FRANCISCO L. HERNA´NDEZ, EVGENY M. SEMENOV, AND PEDRO TRADACETE
Abstract. We study the interpolation and extrapolation properties of strictly
singular operators between different Lp spaces. To this end, the structure of
strictly singular non-compact operators between Lp − Lq spaces is analyzed.
Among other things, we clarify the relation between strict singularity and the
L-characteristic set of an operator. In particular, Krasnoselskii’s interpolation
theorem for compact operators is extended to the class of strictly singular opera-
tors.
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1. Introduction
The classical Riesz-Thorin interpolation theorem for operators between Lp spaces
has a well-known counterpart, due to M. A. Krasnoselskii [19], concerning the com-
pactness properties of the operators involved (see [4, Theorem IV.2.9], also [20]).
Given the range of applicability of Krasnoselskii’s result, an analogue for strictly
singular operators would be desirable. The aim of the present paper is to provide
the version of this principle for strictly singular operators, and to extend several
results in this line that have been given for endomorphisms on Lp spaces in [15].
Recall that an operator between Banach spaces is strictly singular if it is never
invertible on a (closed) inﬁnite dimensional subspace. This class of operators forms
a closed two-sided operator ideal, containing that of compact operators, and was
introduced by T. Kato [18] in connection with the perturbation theory of Fredholm
operators. Certain properties of compact operators, such as the spectral theory,
can be extended to the class of strictly singular operators (see for instance [12]),
whereas many other facts are not in general true for this larger class; these include in
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particular the lack of non-trivial invariant subspaces [29] and interpolation properties
[13, 5].
Despite the lack of interpolation properties in the general case, we will show that
strict singularity can be interpolated for operators between diﬀerent Lp spaces ex-
tending Krasnoselskii’s interpolation result. It should be noted that the classical
proof of Krasnoselskii’s theorem is based on the approximation of a compact op-
erator by ﬁnite-rank ones, while the inﬁnite dimensional nature of strictly singular
operators requires a diﬀerent approach. In Theorem 21 we show that if an operator
T : Lp0 → Lq0 is strictly singular and T : Lp1 → Lq1 is bounded, then T : Lpθ → Lqθ
is strictly singular for each (pθ, qθ) in the interior of the interpolation segment joining
(p0, q0) with (p1, q1) (that is, for
1
pθ
= 1−θ
p0
+ θ
p1
and 1
qθ
= 1−θ
q0
+ θ
q1
, with θ ∈ (0, 1)).
The case of endomorphisms, that is when p0 = q0 and p1 = q1, was considered in
[15]. In particular, [15, Theorem 4.2] asserts that for p0, p1 ∈ [1,∞] if T : Lp0 → Lp0
is bounded and T : Lp1 → Lp1 is strictly singular, then T : Lpθ → Lpθ is actually
compact for every θ ∈ (0, 1). This interpolation result has been recently applied to
the study of the rigidity of composition operators on Hardy spaces Hp (see [21]).
On the other hand, another extrapolation property of strict singularity is given
in Theorem 13: Under certain assumptions on the indices p0, p1, q0, q1 ∈ (1,∞),
if an operator T : Lpi → Lqi is bounded for i = 0, 1, and for some 0 < θ < 1,
T : Lpθ → Lqθ is strictly singular, then we actually have that T : Lpτ → Lqτ is
compact for every τ ∈ (0, 1).
Recall that given an operator T : L∞ → L1, its L-characteristic is the set L(T )
of those (1
p
, 1
q
) ∈ [0, 1] × [0, 1] such that the operator T : Lp → Lq is bounded.
This classical notion, formally introduced by M. A. Krasnoselskii and P. Zabreiko in
[36], provides relevant information about the interpolation properties of the operator
T . In particular, Riesz-Thorin convexity theorem yields that the L-characteristic is
always a convex set. The subsets of the unit square arising as the L-characteristic set
of an operator were characterized in [30]. Our contribution in this respect is Theorem
9, which allows us to identify points (1
p
, 1
q
) for which an operator T : Lp → Lq is
strictly singular but not compact, as part of the boundary of the L-characteristic
set of T .
The paper is organized as follows: After recalling some preliminaries on the sub-
spaces of Lp and operators in Section 2, we will analyze the structure of the sets
Vp,q of strictly singular non-compact operators between Lp − Lq spaces in Section
3. In this section, we also study the stability under duality of strict singularity and
the relation with the L-characteristic set L(T ) of an operator T showing the inclu-
sion V (T ) ⊂ ∂L(T ). Section 4 is devoted to prove a useful extrapolation property
of strictly singular operators between Lp spaces. Our results yield, under certain
conditions, which will later be shown to be necessary, that a bounded operator map-
ping T : Lp0 → Lq0 and T : Lp1 → Lq1, which is strictly singular as an operator
T : Lp → Lq for some pair (p, q) in the interior of the interpolation segment join-
ing (p0, q0) and (p1, q1), then it is necessarily compact for every point in the whole
segment. In Section 5, we give the analogue of Krasnoselskii compact interpolation
result for strictly singular operators (see Theorem 21). Finally, Section 6 collects
some facts about strictly singular operators from the space L∞ and also extends
some previous results to more general Banach lattices (see Theorem 23).
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2. Preliminaries
Throughout, for 1 ≤ p ≤ ∞, Lp denotes the space Lp[0, 1] equipped with Lebesgue
measure µ. Given Banach spaces X , Y , let L(X, Y ) denote the space of bounded lin-
ear operators from X to Y . Also let K(X, Y ) and S(X, Y ) denote the corresponding
ideals of compact and strictly singular singular operators, respectively.
Recall that an order continuous Banach lattice with weak unit is order isomet-
ric to a dense ideal in L1(Ω,Σ, µ) for certain probability space (cf. [24, Theorem
1.b.14]). In the understanding of subspaces of Lp, or more generally, order contin-
uous Banach lattices, Kadecˇ-Pe lczyn´ski dichotomy provides a useful tool ([17], see
also [24, Proposition 1.c.8]):
Theorem 1. Let X be a separable subset of an order continuous Banach lattice E.
The following alternative holds:
(1) Either X is a strongly embedded subset, that is, the norms of E and L1 are
equivalent restricted to X; or
(2) X contains an almost disjoint normalized sequence, that is, there exists a
normalized sequence (xn) ⊂ X such that xn = un + vn, where (un) is a
disjoint sequence and ‖vn‖ → 0.
In particular, for p > 2 this result yields that every normalized weakly null se-
quence in Lp has a subsequence which is equivalent either to the unit basis of ℓp or
ℓ2 (cf. [17, Corollary 5].
Next result, due to L. Dor [9] (cf. [3, Theorem 44]), also provides relevant infor-
mation about the subspaces of Lp which are isomorphic to ℓp:
Theorem 2. Let 1 ≤ p 6= 2 <∞, 0 < θ ≤ 1, and a sequence (fi)
∞
i=1 in Lp. Assume
that either:
(1) 1 ≤ p < 2, ‖fi‖ ≤ 1 for i ∈ N, and for every n ∈ N and scalars (ai)
n
i=1, we
have
‖
n∑
i=1
aifi‖p ≥ θ(
n∑
i=1
|ai|
p)1/p,
(2) or 2 < p < ∞, ‖fi‖ ≥ 1 for i ∈ N, and for every n ∈ N and scalars (ai)
n
i=1,
we have
‖
n∑
i=1
aifi‖p ≤ θ
−1(
n∑
i=1
|ai|
p)1/p.
Then there exist disjoint measurable sets (Ai)
∞
i=1 in [0, 1] such that for every i ∈ N
‖fi χAi‖p ≥ θ
2/|p−2|.
Recall the following interpolation property of compact operators between Lp
spaces due to M. A. Krasnoselskii ([19], see also [4, Theorem IV.2.9], [20]):
Theorem 3. Let 1 ≤ p0, p1, q0, q1 ≤ ∞. If T : Lp0 → Lq0 is a compact operator and
T : Lp1 → Lq1 is bounded, then T : Lpθ → Lqθ is compact, where
1
pθ
= 1−θ
p0
+ θ
p1
and
1
qθ
= 1−θ
q0
+ θ
q1
, for every θ ∈ (0, 1).
Note that an analogous result for interpolating strictly singular operators does not
hold in general. Indeed, one can consider the formal inclusion T : L∞ → L1, which
is strictly singular by a classical result of Grothendieck (cf. [31, Theorem 5.2], see
also Section 6) and T : L1 → L1 is bounded. However, for 1 < p <∞, T : Lp → L1
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is invertible on the span of the Rademacher functions, thus it is not strictly singular.
Apparently, positive results for one-sided interpolation of strictly singular operators
are only known in the degenerated case when the initial couple reduces to one single
space (see [5, Proposition 2.1], [7], [13, Proposition 1.6]). Nevertheless, the following
was given in [15, Theorem 4.2] for endomorphisms on Lp spaces:
Theorem 4. Let 1 ≤ r, s ≤ ∞, r 6= s and T : Ls → Ls be a bounded operator. If
T ∈ S(Lr, Lr), then T ∈ K(Lp, Lp) for every p between r and s.
Recall that an operator T : E → X deﬁned from a Banach lattice E to a Banach
space X is called AM-compact when T [−f, f ] is relatively compact for every f ∈ E+,
where [−f, f ] = {x ∈ E : |x| ≤ f}. Also, T : E → X is called M-weakly compact if
‖Txn‖ → 0 for every disjoint norm-bounded sequence (xn) ⊂ E.
Given an operator T : L∞ → L1, its L-characteristic (cf. [20, 36]) is the set
L(T ) =
{(1
p
,
1
q
)
∈ [0, 1]× [0, 1] : T ∈ L(Lp, Lq)
}
.
It is clear that if (α1, β1) ∈ L(T ), then (α, β) ∈ L(T ) whenever 0 ≤ α ≤ α1 and
β1 ≤ β ≤ 1. Riesz-Thorin interpolation theorem asserts that L(T ) is a convex
subset of [0, 1]× [0, 1]. Actually, the subsets of [0, 1]× [0, 1] which can arise as the L-
characteristic set of some operator are exactly the Fσ-sets with the above properties
(see [30]).
We follow standard notation concerning Banach spaces and Banach lattices. For
any unexplained terminology the reader is referred to the monographs [1, 23, 24, 25].
3. Strictly singular non-compact operators
Given 1 ≤ p, q ≤ ∞, let us consider the set
Vp,q = S(Lp, Lq)\K(Lp, Lq).
The following result was announced in [33]:
Theorem 5. Let p, q ∈ [1,∞).Then Vp,q = ∅ if and only if p ≥ 2 ≥ q.
Proof. If p < 2 or q > 2, we can consider respectively the operators T and S deﬁned
by
Lp
Pp

T // Lq Lp
Prad

S // Lq
ℓp

 // ℓ2
Jrad
OO
ℓ2

 // ℓq
Jq
OO
where Pp, Prad are projections onto the closed linear span of disjointly supported
functions in Lp and respectively the closed linear span of the Rademacher functions,
and Jrad, Jq the embeddings via the Rademacher functions and a sequence of nor-
malized disjointly supported functions in Lq. The operators T and S are respectively
strictly singular and non-compact.
Let p ≥ 2 ≥ q and suppose T /∈ K(Lp, Lq). Then there exist a sequence (xi)i∈N
in Lp and λ > 0 such that ‖xi‖p = 1, xi
w
→ 0 and ‖Txi‖q ≥ λ for every i ∈ N. By
[17], there is a subsequence (xik) which is equivalent to the unit basis of ℓp or ℓ2.
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If (xik) were equivalent to the unit basis of ℓp, then since Lq has cotype 2, there
exist constants c1, c2 > 0 such that for every n ∈ N we have
c1n
1
2 ≤
∫ 1
0
∥∥∥ n∑
k=1
rk(t)Txik
∥∥∥
q
dt ≤ ‖T‖
∫ 1
0
∥∥∥ n∑
k=1
rk(t)xik
∥∥∥
p
dt ≤ c2n
1
p .
Since p ≥ 2, this is a contradiction for large enough n. Hence, the sequence (xik)
must be equivalent to the unit basis of ℓ2. Now, by [10, Proposition 2.1] it follows
that T is not strictly singular. 
Recall that an operator T between Banach spaces is compact if and only if its
adjoint T ∗ is compact. In general, this is no longer true for strictly singular operators.
However, for endomorphisms on Lp spaces this duality holds (see [26] and [34]). We
will address now the case when the operator is deﬁned between diﬀerent Lp spaces.
Recall that a Banach space X is called subprojective when every subspace contains
a further subspace which is complemented in X . The following is well-known:
Proposition 6. Let p ∈ (1, 2] and X a Banach space. If T : Lp → X is strictly
singular, then T ∗ is strictly singular.
Proof. By [17], the space L∗p is subprojective, hence the result follows from [35,
Corollary 2.3]. 
Theorem 7. Let p, q ∈ (1,∞). There is a strictly singular operator T : Lp → Lq
such that T ∗ is not strictly singular, if and only if p > q > 2.
Proof. If p > q > 2, then p′ < q′ < 2 so we can consider an isomorphic embedding
j1 : ℓq′ → Lp′ (using for instance q
′-stable random variables). Let j2 : ℓq → Lq be
an isomorphic embedding generated by a sequence of disjointly supported functions,
which span a complemented subspace, and let T : Lp → Lq be the operator given
by T = j2j
∗
1 . Since p > q > 2, by [17, Corollary 5], every subspace of Lp contains a
subspace isomorphic to ℓp or ℓ2, hence the operator j
∗
1 : Lp → ℓq is strictly singular,
and so is T . However, T ∗ is an isomorphism on a subspace isomorphic to ℓq′ hence
it is not strictly singular.
Conversely, suppose now p ≤ q or q ≤ 2. The case when p ≤ 2 is contained in
Proposition 6. If p ≥ 2 ≥ q, then by Theorem 5, every strictly singular operator
T : Lp → Lq is compact, hence T
∗ is also compact and in particular strictly singular.
As mentioned above, the case p = q has been given in [26] and [34]. Finally, if
q > p > 2, and T : Lp → Lq is strictly singular, then using [16] we get the existence
of T1 : Lp → ℓq and T2 : ℓq → Lq such that T = T2T1. Hence, we have T
∗ = T ∗1 T
∗
2 .
Note that q′ < p′ < 2, so Lp′ does not contain any subspace isomorphic to ℓq′ (cf.
[1, Proposition 6.4.3.]), thus T ∗1 : ℓq′ → Lp′ is strictly singular and so is T
∗. 
Recall that two measurable functions f and g are equi-measurable if for every
−∞ < λ <∞ the distribution functions satisfy
µ({s : f(s) > λ}) = µ({s : g(s) > λ}).
In particular, given a measurable function f , we denote by f ∗ its decreasing re-
arrangement:
f ∗(t) = inf
{
λ > 0 : µ{s : |f(s)| > λ} ≤ t
}
.
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Proposition 8. If 2 < q ≤ p < ∞ and T ∈ Vp,q, then there exists a normalized
sequence (yk) in Lp, which is equivalent to the unit vector basis of ℓ2 with (|yk|)
equi-measurable, (Tyk) is equivalent to the unit vector basis of ℓq, and the subspace
[yk] is complemented.
Proof. We proceed as in [15, Lemma 3.2] where the case p = q was done. Assume
q < p, since T /∈ K(Lp, Lq) then there exists a sequence (xk) in Lp, such that
‖xk‖p = 1, xk
w
→ 0 and ‖Txk‖q ≥ α for some α > 0. By [17, Corollary 5], we may
suppose that (xk) (respectively, (Txk)) is equivalent to the unit vector basis of ℓr
with r ∈ {2, p} (resp., ℓs with s ∈ {2, q}).
The cases (i) r = s = 2, (ii) r = p, s = 2, and (iii) r = p, s = q cannot happen.
Indeed, in case (i), the restriction of T on the subspace [xk] is an isomorphism, which
contradicts the assumption that T ∈ S(Lp, Lq). While, if case (ii) holds, then for
every n ∈ N we have
n
1
2 ≈
∥∥∥∥∥
n∑
k=1
Txk
∥∥∥∥∥
q
≤ ‖T‖
∥∥∥∥∥
n∑
k=1
xk
∥∥∥∥∥
p
≈ n
1
p ,
which is impossible for large n ∈ N as p > 2. Similarly, in case (iii), we would have
n
1
q ≈
∥∥∥∥∥
n∑
k=1
Txk
∥∥∥∥∥
q
≤ ‖T‖
∥∥∥∥∥
n∑
k=1
xk
∥∥∥∥∥
p
≈ n
1
p ,
which again is impossible for large n ∈ N as p > q. Hence, (xk) is necessarily
equivalent to the unit vector basis of ℓ2 and (Txk) is equivalent to the unit vector
basis of ℓq.
Now, by [32, Theorem 3.2] there is a subsequence (xnk) such that xnk = uk+ vk+
wk, where
(1) ‖uk‖p ≤ 1, (|uk|) are equi-measurable, and uk
w
→ 0;
(2) |vi| ∧ |vj| = 0 for any i 6= j in N, with ‖vk‖p ≤ 2, and vk
w
→ 0;
(3) lim
k→∞
‖wk‖p = 0.
It holds that lim
k→∞
‖Tvk‖q = 0. Indeed, otherwise we can select a subsequence
(vik) such that inf
k
‖Tvik‖q > 0. By [17, Corollary 5] some subsequence of (Tvik) is
equivalent to the unit vector basis of ℓ2 or ℓq. As above, both cases are impossible
because (vik) is equivalent to the unit vector basis of ℓp and p > q > 2.
Now, since lim
k→∞
‖wk‖p = 0 we have that lim
k→∞
‖Twk‖q = 0, and so
lim
k→∞
‖Txnk − Tuk‖q ≤ lim
k→∞
(‖Tvk‖q + ‖Twk‖q) = 0.
Thus, by a standard perturbation (cf. [23, Thm. 1.a.9]), it follows that (Tujk) is
also equivalent to the unit vector basis of ℓq. Since uk
w
→ 0, we have that (ujk) must
be equivalent to the unit vector basis of ℓ2 and spans a complemented subspace of
Lp. Set yk = ujk , which satisﬁes the required properties. 
Following a similar approach as with the L-characteristic of an operator, given
T : L∞ → L1, let us consider the V -characteristic set
V (T ) =
{(1
p
,
1
q
)
∈ (0, 1)× (0, 1) : T ∈ Vp,q
}
.
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The following result relates the set V (T ) with the boundary of L(T ), and extends
the preliminary result given in [15, Theorem 3.7]) for endomorphisms.
Theorem 9. For every operator T : L∞ → L1 the following inclusion holds:
V (T ) ⊆ ∂L(T ).
Before the proof we need the following.
Lemma 10. Let 1 ≤ p, q < ∞ with q 6= 2. If an operator T : Lp → Lq and
(xn) ⊂ Lp are such that supn ‖xn‖p <∞ and (Txn) is equivalent to the unit vector
basis of ℓq, then T /∈ L(Lp, Lr) for any r > q.
Proof. By Theorem 2, there exist λ > 0 and a sequence of disjoint subsets An ⊂ [0, 1]
such that ‖(Txn)χAn‖q ≥ λ for every n ∈ N. Given r > q, let s > q be such that
1
r
+ 1
s
= 1
q
. By Holder’s inequality it follows that
λ ≤ ‖(Txn)χAn‖q ≤ ‖Txn‖r‖χAn‖s = ‖Txn‖rµ(An)
1
s .
Since µ(An) → 0 and s < ∞ we have that ‖Txn‖r → ∞. Thus, T /∈ L(Lp, Lr), as
claimed. 
Proof of Theorem 9. Let T ∈ Vp,q, and suppose (
1
p
, 1
q
) /∈ ∂L(T ). Let us assume ﬁrst
that q > 2. We claim that T is AM-compact: To see this, ﬁrst let M ∈ R+, and
(fn) ⊂ Lp be such that |fn| ≤M . We want to prove that some subsequence (Tfnk)
converges in norm. If this were not the case, without loss of generality, we can assume
that some subsequence (fn) is normalized weakly null and for some λ > 0 we have
‖Tfn‖q > λ for every n ∈ N. By [10, Lemma 1.4], there is a subsequence such that
(fnk) is equivalent to the unit vector basis of ℓ2. Since T is strictly singular, (Tfnk)
has no subsequence which is equivalent to the unit vector basis of ℓ2. Therefore, by
[17, Corollary 5], as q > 2 it follows that there is a subsequence of (Tfnk) which is
equivalent to the unit vector basis of ℓq. Lemma 10 shows then that (
1
p
, 1
q
) ∈ ∂L(T ).
This is a contradiction, hence, we can assume that T [−M,M ] is a relatively compact
set in Lq for every M ≥ 0.
Now, for arbitrary f ∈ Lp, and any ε > 0, taking Mε ∈ R+ such that ‖(|f | −
Mε)+‖p ≤ ε we have that
[−|f |, |f |] ⊂ [−Mε,Mε] + εBLp.
Since T [−Mε,Mε] is relatively compact, it follows that T [−|f |, |f |] is also relatively
compact in Lq. Thus, T is AM-compact, as claimed.
Since T is not compact, there is a normalized weakly null sequence (xn) in Lp such
that c = infn ‖Txn‖q > 0. By [17], there is a subsequence of (xn), not relabelled,
that can be writen as xn = yn + zn where (yn) are pairwise disjoint and (zn) are a
p-equi-integrable sequence, that is for every ε > 0 there is fε ∈ Lp such that
(zn) ⊂ [−fε, fε] + εBLp.
Note that since (xn) and (yn) are weakly null, then so is (zn). Therefore, since
(T (zn)) ⊂ T [−fε, fε] + ‖T‖εBLq ,
by the AM-compactness of T , it follows that lim infn ‖Tzn‖q = 0.
Hence, we have found a sequence (yn) ⊂ Lp of pairwise disjoint seminormalized
elements, such that ‖Tyn‖q ≥ c > 0 for every n ∈ N. Let An ⊂ [0, 1] be such that
yn = ynχAn (which clearly satisfy µ(An)→ 0). Suppose now that T : Ls → Lq were
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bounded for some s < p. Hence, taking r > s such that 1
p
+ 1
r
= 1
s
, by Holder’s
inequality we have
c ≤ ‖Tyn‖q ≤ ‖T‖‖yn‖s = ‖T‖‖ynχAn‖s ≤ ‖T‖‖yn‖p‖χAn‖r = ‖T‖‖yn‖pµ(An)
1
r .
Since r < ∞ and ‖yn‖p ≤ 1, this is a contradiction. Therefore, (
1
p
, 1
q
) ∈ ∂L(T ) as
claimed. This proves the statement when q > 2.
When p < 2, we have by Proposition 6, together with Schauder’s theorem, that
if T ∈ Vp,q, then T
∗ ∈ Vq′,p′, with p
′ > 2. Hence, by the previous part of the proof it
follows that ( 1
q′
, 1
p′
) ∈ ∂L(T ∗), which is tantamount to (1
p
, 1
q
) ∈ ∂L(T ).
The only remaining case would be that q ≤ 2 ≤ p, but since in this case Vp,q = ∅
by Theorem 5, the statement is trivially true. 
Remark 11. Note that the inclusion V (T ) ⊂ ∂L(T ) ∩ (0, 1)× (0, 1) can be strict.
For instance, the formal inclusion T : L∞ → L1 given by Tf = f is easily seen to
satisfy V (T ) = ∅, whereas
L(T ) =
{(1
p
,
1
q
)
: 1 ≤ q ≤ p ≤ ∞
}
.
Analogous examples with V (T ) 6= ∅ can also be constructed using the examples in
[30].
For regular operators (i.e., those which can be written as a diﬀerence of two
positive operators) strict singularity is even closer to compactness as the following
shows (this result was given in [6], but we include a proof here for convenience).
Theorem 12. Let T : Lp → Lq be a regular operator with 1 < q ≤ p < ∞. If T is
strictly singular, then it is compact.
Proof. The case when p = q is given in [15, Corollary 3.5]. Hence, let us suppose
q < p. We claim that in this case every regular operator T : Lp → Lq is M-weakly
compact. Indeed, let (xn) be a norm bounded disjoint sequence in Lp. As T is
regular, its modulus |T | deﬁnes a bounded operator. Since (|xn|) is weakly null,
it follows that (|T |(|xn|)) is also weakly null. Moreover, as |T |(|xn|) ≥ 0 for every
n ∈ N, we have that ‖|T |(|xn|)‖1 → 0. If ‖|T |(|xn|)‖q → 0, then we are done, so let
us assume the contrary. By Kadec-Pelczynski Theorem 1, we can assume that the
sequence (|T |(|xn|)) is almost disjoint in Lq. Hence, for every n ∈ N we have
n
1
q ≈
∥∥∥ n∑
k=1
|T |(|xk|)
∥∥∥
q
≤ ‖T‖
∥∥∥ n∑
k=1
|xk|
∥∥∥
p
≈ n
1
p ,
which is a contradiction with q < p.
Note that if q ≤ 2 ≤ p, then by Theorem 5 we know that strictly singular operators
are compact. If q < p < 2, then we have that T : Lr → Lq is strictly singular for
every r ≥ p, so by Theorem 5 we have that T : Lr → Lq is compact for r ≥ 2, so
Krasnoselskii Theorem 3 implies that T : Lr → Lq is actually compact for every
r > p. From this, it is easy to see that T : Lp → Lq is AM-compact. Hence, by [25,
Proposition 3.7.4] we get that T : Lp → Lq is compact.
Finally, it remains the case when 2 < q < p. Now, T : Lp → Ls is strictly
singular for s ≤ q, so again by Theorem 5 we have that T : Lp → Ls is compact for
s ≤ 2, and Krasnoselskii Theorem 3 yields that T : Lp → Ls is compact for s < q.
By Schauder’s theorem we have that T ∗ : Ls′ → Lp′ is compact for s < q, where
INTERPOLATION OF STRICTLY SINGULAR OPERATORS 9
1
s
+ 1
s′
= 1 = 1
p
+ 1
p′
, and as before we get that T ∗ : Lq′ → Lp′ is AM-compact. Hence,
since T ∗ is M-weakly compact, by [25, Proposition 3.7.4] we get that T ∗ : Lq′ → Lp′
is compact. Therefore, T : Lp → Lq is compact. 
We will later see in Theorem 18 that the conditions in Theorem 12 cannot be
relaxed, i.e., there exist regular operators T ∈ Vp,q for p < q. Similarly for p = q = 1.
4. Extrapolation
The following is an extrapolation property of strict singularity and extends a pre-
vious result given for the case of endomorphisms in [15, Theorem 3.3]. Throughout,
let 1 ≤ p0, p1, q0, q1 ≤ ∞, and for each θ ∈ (0, 1), let pθ and qθ be given by
1
pθ
=
θ
p0
+
1− θ
p1
and
1
qθ
=
θ
q0
+
1− θ
q1
.
Theorem 13. Let 1 < pi, qi <∞ for i = 0, 1 with q0 6= q1 , p0 6= p1. Suppose either
• min{ q0
p0
, q1
p1
} ≤ 1, or
• min{ q0
p0
, q1
p1
} > 1 and q1−q0
p1−p0
< 0.
If T is a bounded operator from Lpi to Lqi for i = 0, 1, and for some 0 < θ < 1,
T ∈ S(Lpθ , Lqθ), then T ∈ K(Lpτ , Lqτ ) for every τ ∈ (0, 1).
Proof. We will split the proof in three cases:
(a) When max{ q0
p0
, q1
p1
} ≤ 1.
(b) When min{ q0
p0
, q1
p1
} ≤ 1 < max{ q0
p0
, q1
p1
}.
(c) When min{ q0
p0
, q1
p1
} > 1 and q1−q0
p1−p0
< 0.
(a) Supppose that max{ q0
p0
, q1
p1
} ≤ 1. Without loss of generality, let us assume q0 <
qθ < q1. Let us suppose that T /∈ K(Lpτ , Lqτ ) for some τ ∈ (0, 1). By Krasnoselskii’s
Theorem 3, we must then have that for the given θ ∈ (0, 1), T ∈ Vpθ,qθ . Suppose
ﬁrst that 2 < qθ ≤ pθ, and let (yk) ⊂ Lpθ be the sequence obtained by Proposition
8. Since the sequence (Tyk) is equivalent to the unit vector basis of ℓqθ , by Dor’s
Theorem 2, there exist c > 0 and disjoint sets (Ak) ⊂ [0, 1], such that for every
k ∈ N
(1) ‖(Tyk)χAk‖qθ ≥ c.
Since (yk) are equi-measurable, by Hardy-Littlewood inequality (cf. [4, §2, Lemma
2.1]) we have for every k ∈ N ∫
A
|yk|
pθ ≤
∫ µ(A)
0
(y∗1)
pθ .
Where y∗1 denotes the decreasing rearrangement of y1, and hence of every yk. There-
fore, there is ε > 0 such that whenever µ(A) < ε, it follows that
(2) ‖ykχA‖pθ <
c
2‖T‖pθ,qθ
for every k ∈ N (in other words, (yk) are uniformly pθ-integrable).
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The equi-measurability of (yk) also implies the existence of measurable subsets
Ck ⊂ [0, 1] with µ(Ck) ≥ 1 − ε, such that ykχCk ∈ L∞ with ‖ykχCk‖∞ ≤ y
∗
1(ε) for
every k ∈ N. Let
rθ =
q0q1
θ(q1 − q0)
.
It follows that 1
qθ
= 1
q1
+ 1
rθ
. Now, using Ho¨lder’s inequality and the fact that
‖ykχCk‖p1 ≤ ‖ykχCk‖∞ ≤ y
∗
1(ε)
we have
‖(T (ykχCk))χAk‖qθ ≤ ‖T (ykχCk)‖q1‖χAk‖rθ(3)
≤ ‖T‖p1,q1 y
∗
1(ε)µ(Ak)
θ
(
1
q0
− 1
q1
)
.
On the other hand, since µ([0, 1]\Ck) < ε, by (2) we have
(4) ‖T (ykχ[0,1]\Ck)‖qθ ≤ ‖T‖pθ,qθ‖ykχ[0,1]\Ck‖pθ <
c
2
.
Therefore, we have
‖(Tyk)χAk‖qθ ≤ ‖(T (ykχCk))χAk‖qθ + ‖T (ykχ[0,1]\Ck)‖qθ
≤ ‖T‖p1,q1 y
∗
1(ε)µ(Ak)
θ
(
1
q0
− 1
q1
)
+
c
2
.
and since µ(Ak)→ 0 this is a contradiction with (1) for large k ∈ N.
This ﬁnishes the proof in the case that 2 < qθ ≤ pθ. The case when qθ ≤ pθ < 2
reduces to the previous one by a standard duality argument based on Theorem 7.
Finally, Theorem 5 yields that Vpθ,qθ = ∅ when qθ ≤ 2 ≤ pθ and the claim follows.
(b) Supppose that min{ q0
p0
, q1
p1
} ≤ 1 < max{ q0
p0
, q1
p1
}. Without loss of generality, we
can assume that q0 ≤ p0, p1 < q1 and pθ ≤ qθ. Let
m =
1
p0
− 1
p1
1
q0
− 1
q1
.
Assume ﬁrst that q0 < p0. We distinguish two cases:
Suppose ﬁrst that m < 0. Since T ∈ S(Lpθ , Lqθ), we have that T ∈ S(Lp, Lq)
whenever p ≥ pθ and q ≤ qθ. Since m < 0, we can take θ
′ ∈ (0, 1) such that pθ′ > pθ,
qθ′ < qθ and qθ′ < pθ′ . Therefore, T ∈ S(Lpθ′ , Lqθ′ ) and by part (a) we must have
T ∈ K(Lpθ′ , Lqθ′ ). By Krasnoselskii Theorem 3, the conclussion follows.
Now, suppose that m > 0. Pick as before θ′ ∈ (0, 1) such that pθ′ > pθ, qθ′ < qθ
and qθ′ < pθ′ . Since T ∈ S(Lpθ , Lqθ), part (a) together with Theorem 3 imply that
(5) T ∈ K(Lpθ′ , Lq) whenever q < qθ′,
and
(6) T ∈ K(Lp, Lqθ′ ) whenever p > pθ′.
From (6), it easily follows that T : Lpθ′ → Lqθ′ is AM-compact. We will see that
T : Lpθ′ → Lqθ′ is also M-weakly compact. Indeed, otherwise there exist a disjoint
normalized sequence (xn) ⊂ Lpθ′ such that ‖Txn‖qθ′ ≥ α > 0 for every n ∈ N.
By Kadec-Pelczynski dichotomy, either ‖Txn‖qθ′ ≈ ‖Txn‖1, or (Txn) has an almost
disjoint subsequence. The former case is impossible because of (5). Hence, passing
INTERPOLATION OF STRICTLY SINGULAR OPERATORS 11
to a subsequence we can assume that (Txn) is equivalent to the unit basis of ℓqθ′ .
In particular, for every N ∈ N we have
N
1
q
θ′ ≈
∥∥∥ N∑
n=1
Txn
∥∥∥
qθ′
≤ ‖T‖
∥∥∥ N∑
n=1
xn
∥∥∥
pθ′
≈ N
1
p
θ′ ,
which is a contradiction with the fact that qθ′ < pθ′ . Therefore, it follows that
T : Lpθ′ → Lqθ′ is M-weakly compact, and by [25, Proposition 3.7.4] it follows that
T ∈ K(Lpθ′ , Lqθ′ ). Again, by Krasnoselskii Theorem 3, the conclusion follows.
It remains to consider the case when q0 = p0 with p1 < q1. Since T ∈ S(Lpθ , Lqθ)
for some θ ∈ (0, 1), we have that T ∈ S(Lp, Lq) for p ≥ pθ and q ≤ qθ. By part (a), it
follows that T ∈ K(Lp, Lq) for p ≥ pθ and q ≤ qθ. If m < 0 this already implies that
T ∈ K(Lp0 , Lq0) and by Krasnoselskii’s Theorem 3 the conclusion follows. Finally,
if m > 0, then arguing as above with statements similar to (5) and (6), it follows
that T ∈ K(Lpθ , Lqθ) for the given θ ∈ (0, 1), and again by Krasnoselskii Theorem
3 the proof is ﬁnished.
(c) Suppose min{ q0
p0
, q1
p1
} > 1 and q1−q0
p1−p0
< 0. Without loss of generality assume
that p1 < p0. Note that we clearly have T ∈ L(Lp1 , Lp1) and T ∈ L(Lq1 , Lq1). Since
T ∈ S(Lpθ , Lqθ) we have p1 < qθ < q1 with T ∈ S(Lqθ , Lqθ). Thus, by part (a) it
follows that T ∈ K(Lr, Lr) for every p1 < r < q1. Now, by Krasnoselskii Theorem
3 we get that T ∈ K(Lpτ , Lqτ ) for every τ ∈ (0, 1). 
Remark 14. The above result does not hold when p0 = p1 or q0 = q1. Indeed,
consider the operators
Lp
Pp

T // Lq Lp
Prad

R // Lq
ℓp

 // ℓ2
Jrad
OO
ℓ2

 // ℓq
Jq
OO
with p < 2 in the ﬁrst case and 2 < q in the second, Pp, Prad are projections onto
the span of disjointly supported functions in Lp and respectively the span of the
Rademacher functions, and Jrad, Jq the embeddings via the Rademacher functions
and a sequence of normalized disjointly supported functions in Lq.
Now, note that for 1 ≤ p0 ≤ pθ ≤ p1 ≤ 2 and 1 < q <∞, we have that T ∈ Vpθ,q.
Similarly, for 2 ≤ q0 ≤ qθ ≤ q1 < ∞ and 1 < p < ∞, the above operator satisﬁes
R ∈ Vp,qθ .
Remark 15. Theorem 13 does not hold when p0 = p1 ∈ {1,∞}. Indeed, let
T : L∞ → Lq be the formal inclusion operator. We have that T ∈ V∞,q for every
q ∈ [1,∞). Analogously, given a sequence of paiwise disjoint sets (An)
∞
n=1 ⊂ [0, 1],
each of them having positive measure, let T : L1 → Lq be given by
Tf =
∞∑
n=1
(∫
An
fdµ
)
rn,
where rn denotes the n-th Rademacher function. It follows that T ∈ V1,q for every
q ∈ (1,∞).
Remark 16. Notice that an alternative proof of Theorem 9 can be given using the
above extrapolation result. Indeed, assume that there exists (1
p
, 1
q
) ∈ V (T )\∂L(T ).
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Clearly, (1
p
, 1
q
) must belong to the interior of L(T ). Now we can deduce from the
extrapolation Theorem 13, by taking a suitable interpolation line segment in each
case, that T ∈ K(Lp, Lq). This is a contradiction.
Corollary 17. Let T : L∞ → L1 and assume V (T ) contains a line segment I with
( 1
p0
, 1
q0
) ∈ I for some 1 < q0 ≤ p0. It follows that either
(1) p0 < 2 and I is a vertical segment, or
(2) q0 > 2 and I is a horizontal segment.
Proof. Since T ∈ Vp0,q0 with 1 < q0 ≤ p0, by Theorem 5, it follows that p0 < 2 or
q0 > 2. Now, take another point (
1
p1
, 1
q1
) ∈ I and assume p1 6= p0 and q1 6= q0. Note
that ( 1
pθ
, 1
qθ
) ∈ I ⊂ V (T ) for every θ ∈ (0, 1). In particular, T ∈ S(Lpθ , Lqθ) for every
θ ∈ (0, 1). Since min{ q0
p0
, q1
p1
} ≤ 1, by Theorem 13, we get that T ∈ K(Lpθ , Lqθ),
which is in contradiction with the fact that I ⊂ V (T ). Therefore, we must have that
p1 = p0 < 2 or q1 = q0 > 2 and I is respectively a vertical or horizontal segment. 
In general, Theorem 13 cannot be extended to the situation when min{ q0
p0
, q1
p1
} > 1
as the following shows.
Theorem 18. For each λ ∈ (0, 1) set Sλ = {(p, q) : 1 ≤ p, q ≤ ∞,
1
p
− 1
q
= λ}.
Then ⋂
(p,q)∈Sλ
Vp,q 6= ∅.
Proof. Given λ ∈ (0, 1) , let (Ak)k∈N be a sequence of pairwise disjoint measurable
sets in [0, 1] with µ(Ak) > 0. For f ∈ L1, let us consider the operator deﬁned by
Tf =
∑
k∈N
(
µ(Ak)
λ−1
∫
Ak
fdµ
)
χAk .
We claim that for any 1 ≤ p < q ≤ ∞ such that 1
p
− 1
q
= λ, T deﬁnes a bounded
linear operator T : Lp → Lq with ‖T‖ = 1. Indeed, note ﬁrst that using Ho¨lder’s
inequality it follows that∫
Ak
fdµ ≤ ‖fχAk‖p‖χAk‖p′ = ‖fχAk‖p µ(Ak)
1− 1
p .
Hence,
‖Tf‖q ≤
(∑
k∈N
(
µ(Ak)
λ−1‖fχAk‖p µ(Ak)
1− 1
p
)q
µ(Ak)
) 1
q
=
(∑
k∈N
‖fχAk‖
q
p
) 1
q
≤
(∑
k∈N
‖fχAk‖
p
p
) 1
p
≤ ‖f‖p.
This shows that ‖T‖ ≤ 1, and since for any k ∈ N
(7) T (µ(Ak)
− 1
pχAk) = µ(Ak)
− 1
qχAk ,
it follows that ‖T‖ = 1, as claimed.
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Now, observe that T : Lp → Lq can be written as
Lp
P

T // Lq
ℓp

 i // ℓq
Q
OO
where P is the averaging projection onto the linear span of (χAk) in Lp, i = ip,q is
the formal inclusion from ℓp to ℓq, and Q is the isomorphic embedding of ℓq in Lq via
the functions (χAk). Therefore, T ∈ S(Lp, Lq) and taking (7) into account it follows
that T /∈ K(Lp, Lq). Since this holds for every 1 ≤ p < q ≤ ∞ such that
1
p
− 1
q
= λ
we have that
T ∈
⋂
(p,q)∈Sλ
Vp,q.

Example 19. Given 1 < p < 2 < q < ∞, there is an operator T : L∞ → L1 such
that
V (T ) =
{(1
p
,
1
q
)}
Indeed, let us consider a function g ∈ Lq\∪r>q Lr[0,
1
2
] and h ∈ Lp′\∪r>p′Lr[0,
1
2
],
where 1
p
+ 1
p′
= 1. Deﬁne the rank-one operator T1 : Lp[0,
1
2
]→ Lq[0,
1
2
] given by
T1f(t) =
(∫ 1
2
0
f(s)h(s)dµ
)
g(t).
Due to the choice of g and h, it is easy to see that the L-characteristic set of T1 is
L(T1) =
{(1
r
,
1
s
)
: p ≤ r ≤ ∞, 1 ≤ s ≤ q
}
,
and since T ∈ K(Lr, Ls) for p ≤ r ≤ ∞, 1 ≤ s ≤ q, we have V (T1) = ∅.
Now, let T2 : Lp[
1
2
, 1]→ Lq[
1
2
, 1] be the operator given by
T2f =
∑
k∈N
(
µ(Ak)
λ−1
∫
Ak
fdµ
)
χAk ,
where (Ak)k∈N is a sequence of pairwise disjoint measurable sets in [
1
2
, 1] with
µ(Ak) > 0 and λ =
1
p
− 1
q
. It follows that
L(T2) =
{(1
r
,
1
s
)
:
1
r
−
1
s
≤ λ
}
while
V (T2) =
{(1
r
,
1
s
)
:
1
r
−
1
s
= λ
}
.
Finally, consider the operator T (f) = T1(fχ[0, 1
2
]) + T2(fχ[ 1
2
,1]), which satisﬁes that
L(T ) = L(T1) and V (T ) = {(
1
p
, 1
q
)}.
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( 1
p0
, 1
q0
)
( 1
p1
, 1
q1
)
> 1p
∧
1
q
1
2
−
|
1
2
Figure 1. The set V (T ) of Example 20.
Example 20. Given p1 < 2 < q0 and p0 < q0, p1 < q1 such that
1
q0
− 1
p0
= 1
q1
− 1
p1
= λ,
there exists an operator T : L∞ → L1 such that
V (T ) = {(1
p
, 1
q
) : 1
q
− 1
p
= λ, p ∈ [p0, p1], q ∈ [q0, q1]}∪
{(1
p
, 1
q0
) : p ≥ p0} ∪ {(
1
p1
, 1
q
) : q ≤ q1}
Indeed, let T1 : Lp[0,
1
3
]→ Lq0[0,
1
3
] be given by the composition of projecting onto
the span of the Rademacher sequence on [0, 1
3
], then the formal inclusion i2,q0 : ℓ2 →
ℓq0 and ﬁnally embedding ℓq0 into Lq0[0,
1
3
] via a sequence of disjoint functions; let
T2 : Lp[
1
3
, 2
3
]→ Lq[
1
3
, 2
3
] be given by
T2f =
∑
k∈N
(
µ(Ak)
λ−1
∫
Ak
fdµ
)
χAk ,
where (Ak)k∈N is a sequence of pairwise disjoint measurable sets in [
1
3
, 2
3
] with
µ(Ak) > 0 and λ =
1
p0
− 1
q0
; let T3 : Lp1 [
2
3
, 1] → Lq[
2
3
, 1] be given by project-
ing ﬁrst on the span of a sequence of pairwise disjoint functions in Lp1[
2
3
, 1], then
compose with the formal inclusion ip1,2 : ℓp1 → ℓ2, and ﬁnally compose this with
the embedding of ℓ2 in Lq[
2
3
, 1] via a sequence of Rademacher functions. Now the
operator T = T1 + T2 + T3 has the desired properties.
The above motivates the following open question: Given an operator T : L∞ →
L1, does the set V (T ) always look like that of Figure 1?
5. Interpolation
Recall that, in general, strictly singular operators are not suitable for interpolation
properties (cf. [5, 13]). Here we analyze this question providing a positive answer
for operators between Lp − Lq spaces. Our previous result [15, Theorem 4.2] could
be considered as a preliminary version of this fact valid just for endomorphism on
Lp-spaces.
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Theorem 21. Let 1 ≤ p0, p1, q0, q1 < ∞. If an operator T : Lp0 → Lq0 is strictly
singular and T : Lp1 → Lq1 is bounded, then T : Lpθ → Lqθ is strictly singular for
each θ ∈ (0, 1).
Proof. Assume ﬁrst that qθ > 1. Note that T ∈ S(Lr, Ls) whenever (r, s) ∈ [p0,∞]×
[1, q0]. Therefore, by Theorem 5 it follows that T ∈ K(Lr, Ls) when r ≥ max{2, p0}
and s ≤ min{q0, 2}. Hence, by Kranoselskii’s Theorem 3 it follows that
(8) T ∈ K(Lr, Lqθ) for every r > pθ.
Similarly, we also have that
(9) T ∈ K(Lpθ , Ls) for every s < qθ.
Now, suppose, for the sake of contradiction that the operator T : Lpθ → Lqθ is
not strictly singular. Thus, there exist an inﬁnite dimensional subspace X ⊂ Lpθ
and c > 0 such that
‖Tx‖qθ ≥ c‖x‖pθ
for every x ∈ X , in other words, the restriction T |X is an isomorphism onto T (X).
Note that if the subspace T (X) were strongly embedded in Lqθ , then for every s < qθ
we would have
‖Tx‖s ≈ ‖Tx‖qθ ≥ c‖x‖pθ
which is impossible by (9). Therefore, by Kadec-Pelczynski Theorem 1, it follows
that T (X) contains an almost disjoint sequence, so going to a further subspace,
we can assume that X and T (X) are isomorphic to ℓqθ and are complemented
respectively in Lpθ and Lqθ . Note that for 1 < p <∞ the space ℓq is complemented
in Lp only when q = 2 or q = p, while for p = 1 this only holds when q = 1 (see
for instance [1, Proposition 5.6.1 and Theorem 6.4.21]). Therefore, the statement
follows whenever pθ 6= qθ 6= 2.
In order to complete the proof we will consider the following three cases separately:
(1) pθ = qθ.
(2) pθ > 2 = qθ.
(3) pθ < 2 = qθ.
Note that if p0 = p1, then the result follows from ([5] Proposition 2.1 or [13]
Proposition 1.6); while if q0 = q1 = qθ > 1, then in the ﬁrst two cases, using the
stability under duality Theorem 7, this can always be reduced to the previous one.
Hence, in (1) and (2) , we can assume p0 6= p1 and q0 6= q1.
(1) In the case that pθ = qθ, we have several possibilities: either p0 = q0 and
p1 = q1 in which case the result follows from Theorem 4, or min{
q0
p0
, q1
p1
} < 1 in
which case we can pick another θ′ ∈ (0, 1)\{θ} so that pθ′ 6= qθ′, hence by the above
part of the proof we have that T ∈ S(Lpθ′ , Lqθ′ ), but in this case, since p0 6= p1 and
q0 6= q1, by Theorem 13, it follows that T ∈ K(Lpθ , Lqθ).
(2) If pθ > 2 = qθ, then necessarily min{
q0
p0
, q1
p1
} < 1. Hence, if we pick θ′ ∈
(0, 1)\{θ} so that pθ′ 6= qθ′ 6= 2, then by the above part of the proof we have that
T ∈ S(Lpθ′ , Lqθ′ ). As before, since p0 6= p1 and q0 6= q1, by Theorem 13, it follows
that T ∈ K(Lpθ , Lqθ).
(3) Assume now pθ < 2 = qθ. Note that since the sequence (xn) ⊂ X is equivalent
to the unit vector basis of ℓ2, then up to a further subsequence (xn) must be equi-
integrable in Lpθ . Indeed, by the subsequence splitting property, up to a further
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subsequence, we can write xn = gn+hn with |gn|∧|hn| = 0, (gn) equi-integrable and
(hn) disjoint. Now, let us suppose that the disjoint part (hn) satisfy ‖hn‖pθ ≥ K > 0
for every n ∈ N. Then, by [24, Theorem 1.d.6] we have
n
1
2 ≈
∥∥∥ n∑
k=1
xk
∥∥∥
pθ
≈
∥∥∥( n∑
k=1
|xk|
2
) 1
2
∥∥∥
pθ
≥
∥∥∥( n∑
k=1
|hk|
2
) 1
2
∥∥∥
pθ
≈ n
1
pθ ,
and since pθ < 2 this is a contradiction for large n. Hence, we can assume that (xn)
is equi-integrable in Lpθ . Now, it easily follows from (8) that T : Lpθ → L2 is in fact
AM-compact, so ‖Txn‖2 → 0. This is a contradiction with the assumption that T |X
was an isomorphism, and the proof is ﬁnished when qθ > 1.
Finally, it remains to consider the case when qθ = 1, which implies that q0 = q1 =
1. In this case, since T ∈ S(Lp0, L1), we have that T ∈ S(Lr, L1) for every r ≥ p0, so
in particular T ∈ K(Lr, L1) for r ≥ max{p0, 2} by Theorem 5. Hence, by Theorem
3, it follows that T ∈ K(Lpθ , L1). 
Note that the inclusion operator T : L∞ → Lq is strictly singular for 1 ≤ q <∞,
while T : Lp → Lq is invertible on the span of the Rademacher functions. This
shows that p0 <∞ in Theorem 21 is a necessary condition.
Corollary 22. Let 1 < pi, qi < ∞ for i = 0, 1 with q0 6= q1, p0 6= p1. Suppose
min{ q0
p0
, q1
p1
} ≤ 1, or min{ q0
p0
, q1
p1
} > 1 and q1−q0
p1−p0
< 0. If an operator T : Lp0 → Lq0
is strictly singular and T : Lp1 → Lq1 is bounded, then T ∈ K(Lpθ , Lqθ) for every
θ ∈ (0, 1).
Proof. This is a direct consequence of Theorems 21 and 13. 
Note that the domain restriction in this Corollary is a necessary condition as
Theorem 18 shows.
Recall that an operator between Banach spaces T : X → Y is super strictly
singular (or ﬁnitely strictly singular) if for every ε > 0 there is N ∈ N such that
every subspace F ⊂ X with dimension greater than N contains a vector x ∈ F such
that ‖Tx‖ ≤ ε‖x‖. This class of operators provide an asymptotic version of strictly
singular operators (see [28]).
In particular, an operator T : X → Y is super strictly singular if and only if,
for every ultraﬁlter U , the corresponding ultraoperator TU : XU → YU is strictly
singular. Since every ultrapower (Lp)U is another Lp-space (over a larger measure
space), it follows from Theorem 21 that super strictly singular operators between
Lp spaces can also be interpolated.
Recall that for T : X → Y and every n ∈ N, the Bernstein numbers bn(T ) are
deﬁned as
bn(T ) = sup
{
inf
{‖Tx‖
‖x‖
: x 6= 0 ∈ F
}
: F ⊂ X, dim(F ) = n
}
.
These numbers play an important role in approximation theory and in the study
of super strictly singular operators (see for instance [11, 14]). In particular, an
operator T is super strictly singular if and only if bn(T ) −→
n→∞
0. Considering the
above comments, it would be interesting to study the interpolation properties of
Bernstein numbers for operators between Lp spaces.
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6. Strictly singular operators on other Banach lattices
In this section we address the relation of strict singularity with compactness and
related notions for operators between Banach lattices. Recall that given a Banach
space X , an operator T : E → F is called X-singular if it is never an isomorphism
when restricted to a subspace isomorphic to X . The following rigidity result is an
abstract version of Theorem 5, and can also be considered as a natural extension of
[10, Proposition 2.1]:
Theorem 23. Let E be a Banach lattice with type 2 and an unconditional basis,
and F be a Banach lattice satifying a lower 2-estimate. If an operator T : E → F
is ℓ2-singular, then it is compact. In particular, K(E, F ) = S(E, F ).
Proof. Let us assume that T : E → F is not compact. Since E has type 2, it cannot
contain subspaces isomorphic to c0 nor ℓ1, hence by [24, Theorem 1.c.5], the space
E is reﬂexive. Hence, there exists a normalized weakly null sequence (xn) ⊂ E such
that for some δ > 0 we have ‖Txn‖F ≥ δ for every n ∈ N.
Without loss of generality, we can assume that (xn) is a 1-unconditional basic
sequence. Hence, using that E has type 2, there is M > 0 such that for scalars
(an)
m
n=1 we have∥∥∥ m∑
n=1
anxn
∥∥∥
E
=
∫ 1
0
∥∥∥ m∑
n=1
anrn(t)xn
∥∥∥
E
dt ≤M
( m∑
n=1
a2n
) 1
2
.
Now, by Kadec-Pelczynski Theorem 1, either the sequence (‖Txn‖1) is bounded
away from zero, or (Txn) has a subsequence equivalent to a disjoint sequence.
Suppose ﬁrst that (‖Txn‖L1) is bounded away from zero, then by [2, 6.Theorem],
there exist C > 0 and a subsequence (Txnk) such that for scalars (ak)
m
k=1 we have
M‖T‖
( m∑
k=1
|ak|
2
) 1
2
≥ ‖T‖
∥∥∥ m∑
k=1
akxnk
∥∥∥
E
≥
∥∥∥ m∑
k=1
akTxnk
∥∥∥
F
≥
∥∥∥ m∑
k=1
akTxnk
∥∥∥
1
≥ C
( m∑
k=1
|ak|
2
) 1
2
.
On the other hand, if (Txnk) is equivalent to a disjoint sequence, using that F
satisﬁes a lower 2 estimate, then for scalars (ak)
m
k=1 we would have
M‖T‖
( m∑
k=1
|ak|
2
) 1
2 ≥ ‖T‖
∥∥∥ m∑
k=1
akxnk
∥∥∥
E
≥
∥∥∥ m∑
k=1
akT (xnk)
∥∥∥
F
≥ Kδ
( m∑
k=1
|ak|
2
) 1
2
.
Thus, in both cases this would imply that T is not ℓ2-singular, and we reach a
contradiction. 
In particular, this can be applied when E (respectively, F) is an Orlicz space
Lϕ[0, 1] with indices 2 < α∞ϕ ≤ β
∞
ϕ < ∞ (respectively, 1 < α
∞
ϕ ≤ β
∞
ϕ < 2, see for
instance [24] for the deﬁnition of the indices).
Remark 24. The hypothesis that E has an unconditional basis in Theorem 23 can
be weakened to having an unconditional ﬁnite dimensional decomposition, or even
to the unconditional subsequence property.
In the remaining of the section we address the case of strictly singular operators
from L∞.
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Proposition 25. Let X be a Banach space and an operator T : L∞ → X. The
following statements are equivalent:
(1) T is super strictly singular.
(2) T is strictly singular.
(3) T is c0-singular.
(4) T is weakly compact.
Proof. The implications (1) ⇒ (2) ⇒ (3) are trivial. Note that L∞ is isomorphic
to a space C(K) (take for instance K to be βN, the Stone-Cech compactiﬁcation
of N). The implication (3) ⇒ (4) was given in [27]. The implication (4) ⇒ (1) has
been considered in a more general context in [22], but we include a proof next.
If T is weakly compact, by [8, Theorem 15.2] there is p ∈ [1,∞) and a probablity
measure µ ∈ C(K)∗, such that for every ε > 0 there is N(ε) > 0 such that
‖Tf‖X ≤ N(ε)‖f‖p + ε‖f‖∞.
Since the inclusion i : C(K) →֒ Lp(µ) is strictly singular (cf. [31, Theorem 5.2]),
letting ε1 = ε/N(ε), there is some n ∈ N such that for every subspace X ⊆ C(K)
with dim(X) ≥ n, there is x ∈ X such that ‖x‖p ≤ ε1‖x‖∞. Therefore, we have
‖Tx‖X ≤ N(ε)‖x‖p + ε‖x‖∞ ≤ 2ε‖x‖∞,
which yields that T : L∞ → X is super strictly singular. 
Theorem 26. Let X be a Banach space which is either separable or does not have
any subspace isomorphic to c0. Then every operator T : L∞ → X is strictly singular.
Proof. Let X be separable. Suppose T : L∞ → X is not strictly singular. By
Proposition 25, T is an isomorphism on a subspace E ⊂ L∞ isomorphic to c0. By
Sobczyk’s theorem (cf. [1, Corollary 2.5.9.]) there is a projection P : X → T (E).
Now, T−1|T (E)PT deﬁnes a projection on L∞ onto E, which is isomorphic to c0.
This is impossible (cf. [1, Theorem 2.5.5.]).
On the other hand if X does not have any subspace isomorphic to c0, the result
follows directly from Proposition 25. 
Corollary 27. If X be a rearrangement invariant space, then X is separable if and
only if every operator T : L∞ → X is strictly singular.
Proof. If X is separable, the statement follows from Theorem 26. On the other
hand, if X is non-separable, then it contains a subspace isomorphic to L∞ and the
corresponding embedding provides a non-strictly singular operator into X . 
The following is a quantiﬁed version of Theorem 26 by means of estimating the
corresponding Bernstein numbers.
Theorem 28. Suppose X is a Banach space with cotype q ∈ [2,∞), then there is
a constant K > 0 such that every operator T ∈ L(L∞, X) is super strictly singular
and for every n ∈ N
bn(T ) ≤ K‖T‖n
−1/q,
Proof. Let E be a 2n-dimensional subspace of L∞. By [8, Lemma 1.3], there exist
x1, . . . , xn ∈ E such that 1/2 ≤ ‖xk‖ ≤ 1 and
(10) ‖
n∑
k=1
akxk‖ ≤
( n∑
k=1
a2k
)1/2
.
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This implies that
sup
{( n∑
k=1
|x∗(xk)|
2
) 1
2
: x∗ ∈ L∗∞, ‖x
∗‖ = 1
}
≤ 1.
Since X has cotype q ∈ [2,∞), using [8, Theorem 11.14], there is a constant C > 0
such that
(11)( n∑
k=1
‖Txk‖
q
) 1
q
≤ C‖T‖ sup
{( n∑
k=1
|x∗(xk)|
2
) 1
2
: x∗ ∈ L∗∞, ‖x
∗‖ = 1
}
≤ C‖T‖
Therefore, there must be some i0 ∈ {1, . . . , n} such that ‖Txi0‖ ≤ C‖T‖n
−1/q, as
claimed. 
Corollary 29. Let 1 ≤ q < ∞. Every operator T : L∞ → Lq is super strictly
singular, and
bn(T ) ≤ K‖T‖n
− 1
max{q,2} .
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