In the current era of diet-gene analyses, large sample sizes are required to uncover the etiology of complex diseases. As such, consortia form and often combine available data. Food frequency questionnaires, which commonly use 2 different types of responses about the frequency of intake (predefined responses and openended responses), may be pooled to achieve the desired sample size. The common practice is to categorize openended responses into the predefined response categories. A problem arises when the predefined categories are noncontiguous: possible open-ended responses may fall in gaps between the predefined categories. Using simulated data modeled from frequency of intake among 1,664 controls in a lung cancer case-control study at The University of Texas M. D. Anderson Cancer Center (Houston, Texas, 2000 -2005 , the authors describe the effect of different categories of open-ended responses that fall in between noncontiguous, predefined response sets on estimates of the mean difference in intake and the odds ratios. A significant inflation of false positives appears when comparing mean differences of intake, while the bias in estimating odds ratios may be acceptably small. Therefore, if pooling data cannot be restricted to the same type of response, inferences should focus on odds ratio estimation to minimize bias. computer simulation; data interpretation, statistical; diet surveys Abbreviations: CI, confidence interval; FFQ, food frequency questionnaire; LCPS, lung cancer parent study; OR, odds ratio.
Initially submitted July 20, 2009; accepted for publication December 9, 2009. In the current era of diet-gene analyses, large sample sizes are required to uncover the etiology of complex diseases. As such, consortia form and often combine available data. Food frequency questionnaires, which commonly use 2 different types of responses about the frequency of intake (predefined responses and openended responses), may be pooled to achieve the desired sample size. The common practice is to categorize openended responses into the predefined response categories. A problem arises when the predefined categories are noncontiguous: possible open-ended responses may fall in gaps between the predefined categories. Using simulated data modeled from frequency of intake among 1,664 controls in a lung cancer case-control study at The University of Texas M. D. Anderson Cancer Center (Houston, Texas, 2000 Texas, -2005 , the authors describe the effect of different categories of open-ended responses that fall in between noncontiguous, predefined response sets on estimates of the mean difference in intake and the odds ratios. A significant inflation of false positives appears when comparing mean differences of intake, while the bias in estimating odds ratios may be acceptably small. Therefore, if pooling data cannot be restricted to the same type of response, inferences should focus on odds ratio estimation to minimize bias. computer simulation; data interpretation, statistical; diet surveys Abbreviations: CI, confidence interval; FFQ, food frequency questionnaire; LCPS, lung cancer parent study; OR, odds ratio.
In the life span of long-running case-control accrual or cohort studies, new technologies for data collection, such as the OpScan dual iNSIGHT scanner (Scantron Corporation, Eagan, Minnesota), may lead to changes in study design or data collection methods. Such is true in our own experience. We attempted to redesign a nutrition questionnaire to be more readily processed by converting a questionnaire soliciting open-ended frequency responses to a more easily scanned format using predefined categories. We were then faced with how to pool the older and newer data. This same scenario will also arise when collaborators want to pool their data for a larger sample size where some in the collaboration use an open-ended questionnaire, such as the Block food frequency questionnaire (FFQ) (1) , and others use a questionnaire with predefined responses, such as the Willett FFQ (2) . When researchers pool dietary data based on both predefined and open-ended responses regarding frequency of intake to study an outcome of interest, they commonly categorize the open-ended responses into the predefined response categories (2) . However, this approach has methodological implications for diet-disease risk assessment.
Research has focused on the advantages and disadvantages of using predefined categories versus open-ended responses, ranging from loss of information by categorizing (2) (3) (4) (5) (6) (7) (8) to open-ended responses being conducive to error without interviewer assistance (9) . (For further discussion on categorical vs. open-ended responses, refer to Subar et al. (9) and Willett (10) .) The current paper investigates the error introduced by pooling previously collected open-ended and predefined categorical data. Consider the question, How often did you eat hamburgers?; predefined responses might include the following: less than once per month, 1-3 times per month, once per week, more than once per week, and so on. The corresponding open-ended response for the same question asks participants to provide their own frequency of intake in units of days, weeks, or months.
When analyzing open-ended responses, researchers usually standardize the open-ended data to a specific time frame, such as times per year, which can then be divided by 52 to calculate the frequency of intake per week. If the categories are contiguous, it is straightforward to categorize the open-ended responses. However, if the predefined categorical responses for frequency of intake are not contiguous, issues arise. In an open-ended questionnaire, one person might respond that he or she eats hamburgers 6 times per month. Consider pooling this response with data from another study using the following predefined categories: once per week and 2-3 times per week. The frequency of intake falls in an undefined gap between the predefined, noncontiguous categories. In this case, the researchers could either categorize the response into once per week, categorize the response into 2-3 times per week, or treat the response as missing. Their decision would ultimately influence the distribution of responses and hence possibly affect inferences about the relation between diet and disease risk.
In our experience, the responses of as many as 11% of the individuals in our sample who provided an open-ended response for frequency of intake fell in a gap between predefined responses. For this study, we applied the categories (and gaps) as defined on the Willett FFQ (2) for the Nurses' Health Study II. Figure 1 is a graphic representation of the categories and gaps discussed in this paper. To our knowledge, the implications of pooling dietary data from tools with open-ended and predefined, noncontiguous responses have not been reported. This paper investigates whether, and to what extent, pooling dietary data from open-ended and predefined responses affects measures of central tendency and estimation of odds ratios. We report findings using simulated data based on previously collected dietary data from healthy individuals.
MATERIALS AND METHODS
This research consisted of 2 phases: a simulation study and a pilot project. A) The underlying exponential distribution of intake; each color denotes a predefined category and white spaces denote a gap. The gaps are left by the original categories, especially when translated into times per year from the original categories. Individuals in the gaps were categorized as shown in B) (bars show where the cutpoints for the gaps fall on the original distribution, with the colors showing which categories the individuals in the gaps were categorized into for each of the following 7 methods of categorizing: 1) Midpoint: the midpoint of the gap was used as a cutpoint; individuals who fell below this point were assigned to the previous category. If they fell above this midpoint, they were assigned the next category. 2) Median: the median of the individuals in the gap was used as the cutpoint. Above the value was assigned to the previous category and below the value to the next category. 3) Quartile 1: The first quartile of the individuals in the gaps was used as the cutpoint to determine to which category an individual belonged. 4) Quartile 3: The third quartile of the individuals in the gaps was used as the cutpoint to determine to which category an individual belonged. 5) Minimum: everyone in a gap was assigned to the next category (the minimum of the gap is the cutpoint). 6) Maximum: everyone in a gap was put in the previous category (the maximum of the gap is the cutpoint). 7) Everyone in the gap was treated as missing, represented by the white space. (11) . Briefly, the controls had no previous diagnosis of cancer (except nonmelanoma skin cancer) and were frequency matched to lung cancer patients on the basis of age (65 years), smoking status, gender, and ethnicity. The lung cancer parent study (LCPS) recruited the healthy controls at the Kelsey-Seybold Clinic, the largest private physician group in Houston; the overall response rate was about 75%.
Dietary and demographic data. Dietary information, demographic characteristics, and smoking history were collected by personal interviews. Trained interviewers administered a 198-item, modified Block FFQ (1) with open-ended responses regarding frequency of intake. The validity of the Block FFQ has been described across various populations (12, 13) . The FFQ was modified for the LCPS by adding foods commonly eaten in the greater Houston metropolitan area. Previously, we showed that the estimated intake of several nutrients (such as iron, magnesium, and calcium) and beverages (including tea and coffee) by healthy controls was comparable with that reported by adults who participated in the 1999-2000 National Health and Nutrition Examination Survey (14) (15) (16) . For this analysis, we focused on the open-ended responses regarding the frequency of intake of orange juice and hamburgers.
We simulated 2 types of data by modeling the distributions of already collected data on the frequency of intake of orange juice and hamburgers among the 1,664 controls of the LCPS to estimate the population parameters for use in the simulations. First, we generated open-ended responses and predefined responses to compare mean intake measured by each response type; second, we generated case-control data to elucidate the effect on the odds ratio of converting open-ended responses to different predefined response categories.
Mean intake simulations. To evaluate the effect of categorizing open-ended responses on comparing mean intakes between 2 groups, we generated data sets consisting of 2 groups with 3 different sample sizes for each pair of groups: n ¼ 40, n ¼ 200, and n ¼ 1,000 individuals in each of the 2 groups. For each fixed sample size, we generated 200 replicates of the 2 groups.
Simulation of open-ended responses. The empirical distribution for the frequency of intake of orange juice in the LCPS data was positively skewed (data not shown). Therefore, we simulated frequency of intake using an exponential distribution with a mean of 120 (equal to the mean frequency of intake of orange juice/year from the LCPS) and rounded to the nearest integer for a total of 1,000 observations.
Simulation of predefined responses. To generate the predefined responses, we classified intake of orange juice into the Willett FFQ (2) categories: <12 times per year (once/ month), 12-36 times per year (2-3 times/month), 52 times per year (once/week), 104-208 times per year (2-4 times/ week), 260-312 times per year (5-6 times/week), 365 times per year (once/day), and !730 times per year (!2 times/ day). We then calculated the proportion of the 1,664 participants in each category. We used these proportions to create a multinomial distribution in which the probabilities for each predefined response category were equivalent to the proportion of the simulated open-ended responses for each category. Further details regarding development of the multinomial distribution of predefined responses are provided in Appendix 1.
Case and control simulations. To investigate the effect of using different predefined responses on the odds ratio for diet-disease associations, we simulated 200 replicates of 1,000 cases and 1,000 controls. First, we simulated openended responses from the same exponential distribution for orange juice as described above (mean ¼ 120). We also simulated age as a normally distributed covariate (mean ¼ 55 years; standard deviation, 12, rounded to the nearest integer) based on estimates from the LCPS control population. We then generated case or control status under 4 logistic regression models (Table 1) for different levels of orange juice intake (scaled to times/month), including age as a covariate. Note that, for model 1, the odds ratio referred to the percent decrease in risk from an increase in frequency of intake of orange juice, whereas, in model 2, we generated an increased risk effect. For model 3, the odds ratio referred to the decrease in risk after intake exceeded 78 times per year. We chose 78 times per year as a threshold because it is the midpoint of the gap between 1 time per week and 2-4 times per week. Model 4 applied the odds ratio to the same threshold of 78 times per year, but the odds ratio represented an increased risk effect. Further details regarding this simulation procedure are given in Appendix 2.
We applied a similar approach to simulate disease status based on the frequency of hamburger intake. We used an exponential distribution with a mean of 62 (equal to the mean frequency of hamburger intake per year from the LCPS).
Prior to conducting analyses, for the individuals whose frequencies of intake fell in a gap between predefined response categories, we used 1 of the following 7 methods to categorize that individual based on his or her frequency of intake: 1) the midpoint of the gap: those individuals in the gap whose frequency of intake was at or above the midpoint were included in the next higher category, and those whose frequency of intake was below the midpoint were included in the lower category; 2) minimum of the gap: we placed all individuals at or above the lowest intake in the gap into the next higher group; 3) maximum of the gap: we placed all individuals at or below the highest intake in the gap into the previous group; 4) median of the gap: those individuals whose frequency of intake fell below the median intake for the individuals in the particular gap were grouped into the next lower category, and those at or above the median of the gap were placed into the next higher category. Similarly, we 5) used the 25th percentile (quartile 1) of individuals in the gaps to categorize the open-ended responses; 6) used the 75th percentile (quartile 3) of individuals in the gaps to categorize the open-ended responses; and, finally, 7) treated all individuals in the gaps as missing. At the end of each procedure, all individuals were categorized in 1 of the 7 predefined response levels.
Analysis of mean intake. We compared the mean of the categorized simulated open-ended responses regarding frequency of drinking orange juice with the mean of the simulated predefined responses using a 2-sample t test. We calculated power and type 1 error as the proportion of the 200 replicates with observed P < 0.05.
Analysis of case-control data. To evaluate the effect of categorizing open-ended responses into predefined responses on odds ratio estimation, we computed logistic regression models of the association between orange juice intake and disease outcome, adjusting for age by each of the 7 intake categorization methods using 1,000 cases and 1,000 controls under the 4 disease models. We averaged the resulting odds ratios across the 200 replicates. To test for differences in the means of odds ratios generated from different methods for the individuals in the gaps, we used the standard normal z test. To preserve the overall significance level of 0.05, we used a Bonferroni adjustment because we executed multiple pairwise comparisons across the different methods for categorizing the gaps. We simulated the data in R software, version 2.5.1 (R Foundation for Statistical Computing, http://www.r-project.org/foundation/) and performed all processing and analysis of the data in the Statistical Analysis System, version 9.2 (SAS Institute, Inc., Cary, North Carolina). Statistical analysis of the pilot data. We analyzed hamburger intake from the pilot data by treating the categorized intake as a scale ranging from 1 to 7, a ranking method similar to that in other dietary analyses. We computed a paired t test to compare the mean hamburger intake frequency estimated by the current meat cookery FFQ with that estimated by the modified meat cookery FFQ. P < 0.05 was considered significant.
RESULTS

Phase 1: simulation results
Comparing mean intake. Table 2 shows type 1 error rates when we compared mean intake using open-ended responses with that obtained using predefined responses regarding frequency of drinking orange juice. We observed inflation in the type 1 error rate when the open-ended responses were categorized using any method different from that used to define the equivalent proportions. For example, for the n ¼ 200 per group, the maximum of the gap method had the lowest type 1 error (26%), whereas the quartile 3, the midpoint, and the median of the methods had 66%, 79.5%, and 85% type 1 error rates, respectively. We observed the highest error rates in the quartile 1 of the gap method, at 97%, and the minimum of the gap method, at 100%. We observed similar trends for n ¼ 1,000 and n ¼ 40. In addition, as the sample size increased, so did the type 1 error rates, regardless of the method of categorizing the open-ended responses. However, when we defined the responses that fell into the gaps as ''missing,'' we observed acceptable type 1 error rates close to the nominal 0.05. We Table 3 shows the averaged odds ratios and 95% confidence intervals for orange juice for the 200 replicates generated from each of the 4 models in Table 1 . We reported the odds ratios estimated by analyzing the original open-ended data on a times-per-month scale and then those estimated by analyzing the categorized open-ended data using the 6 methods shown in Figure 1 and the gap as missing method. For all models and all categorization methods, the 95% confidence interval for the average odds ratio excluded 1. For model 1, where the true odds ratio was 0.80, analyzing the data under its original scale of times per month was the only method that accurately estimated the true odds ratio (odds ratio (OR) ¼ 0.8, 95% confidence interval (CI): 0.78, 0.82). Using the different methods to categorize observations that fell in the gaps into the predefined categories yielded varying odds ratios. Using the midpoint of the gap method (OR ¼ 0.39, 95% CI: 0.36, 0.43) generated odds ratios similar to those using the median of the gap (OR ¼ 0. Note that the estimated odds ratios based on the categorized open-ended responses overestimated the magnitude of the true odds ratio, implying a much stronger protective effect than was simulated. Data analysis from model 2 showed similar trends, but the odds ratios were in the direction of risk, such that we observed elevated risk estimates. For the threshold models (models 3 and 4), none of the different categorizations of the open-ended data correctly estimated the true odds ratio (Table 3) .
We also analyzed data simulated from orange juice intake with models 3 and 4, using the first category as a reference. For model 3, when we compared all categories of intake with the first level (less than once/month), the average odds ratios were equivalent across the midpoint, median, quartile 1, and quartile 3 categorizations (Table 4) . For those categories below the threshold for disease risk (78 times/year), the 95% confidence intervals for the odds ratios included 1. For those categories above the threshold, the methods recovered the true simulated odds ratio. However, when we used the ''minimum of the gap'' method, the average odds ratio was significantly different from the odds ratios obtained from the other methods in the 2-4 times per week category (P < 0.01). When we used the ''maximum of the gap'' method, the average odds ratio for the once per week category was significantly different from the odds ratios obtained when other methods were used to allocate the observations in the gaps (P < 0.01). This result shows that, when categorizing the data, if the true threshold was within the category, then the estimation of the odds ratio was biased. Similar results were found with the average odds ratios for model 4 (Table 5) , with the odds ratio being in the direction of inferring risk. 
Phase 2: pilot study results
The average intake of hamburgers per year as recorded by the current meat cookery FFQ was 62.23 (standard deviation, 67.56), which fell in the gap between categories 3 and 4 ( Figure 1 ). The median intake of hamburgers as reported on the current meat cookery FFQ was 43.5, which fell in the gap between intake categories 2 and 3 ( Figure 1 ). The average and median intake of hamburgers according to the modified meat cookery FFQ (treating the categories as intervals) was 2.0 (standard deviation, 0.75). We used each of the 7 categorizations for the open-ended responses about hamburger intake collected with the current meat cookery FFQ for the pilot study. Table 6 summarizes mean hamburger intake recorded by the current meat cookery FFQ categorized by each of the methods. For all categorization methods, except the one defining responses of individuals who fell into the gaps as ''missing,'' we found a significant difference between the mean intake calculated from the current meat cookery FFQ and that calculated from the modified meat cookery FFQ. The mean of the current meat cookery FFQ varied according to the method used to categorize the observations of the open-ended data in the gaps. Table 6 also shows the results for the paired t test comparing the mean hamburger intake using the current meat cookery FFQ versus the modified meat cookery FFQ, with responses on the current meat cookery FFQ categorized by the different methods. The variation across categorization methods implied that, even with actual data, the method chosen to categorize the data influences the inference about mean differences.
DISCUSSION
The simulations showed that the method used to categorize the open-ended response strongly affected type 1 error when we compared mean intake between open-ended and predefined responses. We also observed that the methods chosen to categorize open-ended responses biased odds ratio estimation, whether the data were treated as purely categorical or as interval. When we compared intake reported by open-ended responses versus predefined responses, we noticed a variation in the P values reported, and this variation depended on how we categorized the open-ended responses into the noncontiguous, predefined responses.
By simulating the open-ended and predefined responses to have the same proportions, we observed that the method of categorizing continuous observations that fall between predefined categories inflates type 1 error. Only one method for categorizing the data did not severely inflate type 1 error: treating the data in the gaps as missing. We caution against concluding that this approach is the best for comparing means; in our analysis, this method precisely matched the method we used to simulate the data. As shown in Appendix 2, our use of proportions in the multinomial distribution matched the proportion of the open-ended data that fell into each of the predefined categories, essentially ignoring those observations in the gap. These results imply that, when making inferences about the mean difference and comparing categorized open-ended data with predefined categorical data, one needs to categorize open-ended data by using a method identical to the thought process a participant would use when categorizing his or her intake into 1 of 2 noncontiguous, predefined categories. However, this categorization could be accomplished only by conducting cognitive interviews with participants. Our simulation studies of diet-disease associations using logistic regression models to estimate the odds ratios
showed that categorizing open-ended data by using any method biased the estimates away from the null. This result is unsurprising, because categorizing the data can be seen as changing the size of the unit change in intake, which corresponds to a larger odds ratio (17) . However, once the openended responses are categorized, the method of categorizing the open-ended responses that fall in a gap does not have as strong an effect on odds ratios as it does on inferences about differences in mean intake. The odds ratio estimates for models 1 and 2 showed some variation, but, given the 95% confidence intervals of each estimate, the inference regarding the significance of the odds ratios was similar across categorization methods.
When the true underlying mechanism of risk is a threshold, as simulated in models 3 and 4, treating the categories as ordinal does not detect any change in risk due to intake. Only by comparing each category with a reference can the analysis correctly estimate the simulated odds ratio; however, the odds ratio estimate differs depending on the method of categorizing the data. Most categorization methods tell us that the threshold for orange juice intake to affect risk is between once per week and 2-4 times per week, but the maximum and minimum methods do not make this finding evident. Recall that the true threshold is the midpoint of the gap between once per week and 2-4 times per week. The minimum and maximum place the entire gap into one of the adjacent categories. Therefore, logistic regression estimates an odds ratio for a group that consists of individuals on both sides of the true risk threshold, thereby biasing the estimate toward the null (3, 5, 7) .
Given the results from the simulated data, interpretation of the results comparing mean intake collected from an FFQ using open-ended responses with mean intake collected Significantly different average odds ratios compared with other average odds ratios in the same row (2-sided t test, P < 0.05). from an FFQ using predefined responses for hamburger intake is not straightforward. Comparing mean intakes by using simulated data showed an inflation of type 1 error. Therefore, the significant difference detected by the t test comparing the current meat cookery FFQ with the modified meat cookery FFQ may be artificially generated by the method chosen to categorize the open-ended data before the comparison was made.
A limitation of this research is that we could not address the participant's framework for choosing answers or the error introduced by high quantities of missing data as a result of mixing open-ended responses after a series of closedended questions, because the simulations model data that had already been collected. By modeling our simulations as we did, we isolated the error induced by the researcher's choice of how to pool the data and showed that treatment of gaps can modify the inference in a study independently of more common sources of variation in a nutrition epidemiology study using FFQs.
In summary, when mean intakes based on open-ended responses are compared with those measured by predefined categories, the type 1 error rate can be severely inflated. Therefore, significant differences in mean intakes between 2 groups collected by using these 2 different methods cannot be trusted. In contrast, when odds ratios are estimated, if the risk changes continuously with intake, the odds ratio estimates are similar regardless of the categorization methods used, avoiding the extremes of the maximum or minimum methods. Yet, when there is an intake threshold for the change in risk, then if the threshold occurs within a large category, the precise magnitude of the threshold may be masked by the method selected to categorize the gaps.
Therefore, the message is to pool data of the same response types when possible. If different response types are used, odds ratios will have a slight, but most likely acceptable, bias. Mean intake cannot be compared when pooling data. Therefore, researchers must proceed with caution when building risk models. Commonly, t tests for mean intake are computed first to determine whether a dietary variable enters multivariable logistic regression models. When dealing with pooled data of different types, researchers must rely on other multivariable model-building methods based on odds ratios such as stepwise regression or Bayesian model averaging (18) rather than the preliminary t tests. When developing the questionnaire, one can minimize the effect of the error from categorizing the gaps by simply wording the predefined categories so they are contiguous.
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APPENDIX 1 Simulating Predefined Responses From a Multinomial Distribution
This Appendix provides additional details for simulating 2 groups with equal intake, one reporting intake with openended responses and the other with predefined responses. As mentioned in the paper, we simulated 1,000 open-ended responses from an exponential distribution with mean ¼ 120 and rounded to the nearest integer. We matched the exponential distribution with mean ¼ 120 to a categorical multinomial distribution using a 3-step process. First, we used the same exponential distribution (mean ¼ 120) to generate 2 million responses (to approximate the true distribution) regarding frequencies of orange juice intake per year. Second, we estimated the proportion of frequencies in each of the following categories shown in Figure 1 : less than 12 times per year (once/month), 12-36 times per year (2-3 times/month), 52 per year (once/week), 104-208 times per year (2-4 times/week), 260-312 times per year (5-6 times/ week), 365 times per year (once/day), and 730 times per year or more (!2 times/day). Third, we computed the 1,000 predefined responses from a multinomial distribution, with the probabilities for each category being equal to the proportion estimated from the exponential distribution. We repeated the same procedure with mean ¼ 62 to simulate hamburger intake.
APPENDIX 2 Simulating Cases and Controls
We simulated a population of 20,000 individuals using the distributions described in the Materials and Methods section of the text for age (normal distribution, with mean ¼ 55 (standard deviation, 12), rounded to the nearest integer) and orange juice intake (exponential distribution with mean ¼ 120, rounded to the nearest integer). We scaled intake to times per month (times/year divided by 12) and calculated the probability of disease for each of the simulated covariate pairs of age and intake using the logistic models from Table 1 . We then simulated disease status from these probabilities. We then sampled 1,000 cases from those with the simulated disease and 1,000 controls from those without the simulated disease. We repeated this procedure with a mean of the exponential distribution ¼ 62 to simulate hamburger intake.
