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ABSTRACT OF DISSERTATION

Tolerance Intervals for Time Series Models and Specifying Trimming/Winsorizing
Cutoffs
Confidence intervals are used to capture a parameter of interest, usually a mean or
a quantile, at a specified confidence level. Prediction intervals are another practical
interval that aim at making sound predictions of future values with some confidence.
Although these are useful inference tools, neither of them gives people a plausible
range of the sampled population. Tolerance intervals are such an inference tool that
captures a specified proportion of the sampled population at a predetermined confidence level. In this dissertation, tolerance intervals for an autoregressive process with
order p are constructed. In addition, a method of utilizing tolerance interval to find
out appropriate cutoff values is also comprehensively investigated.
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Chapter 1 Introduction

1.1

Tolerance Interval

Statistical intervals are widely used tools for estimation, prediction, and many other
purposes. Confidence interval is one popular member in the family of statistical
intervals, and it is used to estimate unknown parameters, such as population mean,
median and standard deviation. A confidence interval always comes with a specified
confidence level. For example, a two-sided (1 − α) × 100% confidence interval of a
population mean has the formula:
S
x̄ ± Z α2 √
n

(1.1)

where x̄ is sample mean, S is sample standard deviation, n represents sample size, and
Z α2 stands for α/2 quantile of a standard normal distribution. If we repeatedly take
random samples from a population and apply Equation (1.1) to construct confidence
intervals about a parameter of interest, about (1 − α) × 100% of those confidence
intervals will capture the true parameter. If the variance of a population is unknown,
then a t−distribution should replace a normal distribution, and tα/2;n−1 takes the
place of Zα/2 in Equation (1.1). When a one-sided confidence intervals is desired,
Zα/2 in Equation (1.1) needs to be adjusted to Zα . A prediction interval has similar
explanation to a confidence interval and it also comes with a predetermined confidence
level. However, the purpose of a prediction interval is to give predictions of future
observations. In a time series scenario, people often use the terminology of forecasting
rather than prediction, while they both serve to make a guess of future values.
A tolerance interval is slightly different from the two statistical intervals described
above. A (P, γ) tolerance interval captures at least P proportion of sampled population at confidence level γ. A tolerance interval aims at capturing the range of a
population, while a confidence interval is developed to seek potential values of a parameter. Because of its formulation, a one-sided tolerance interval is equivalent to a
confidence interval for a percentile.
1

Wilks (1941) and Wald and Wolfowitz (1946) are pioneers in tolerance intervals
and they did fundamental studies on finding tolerance limits, as well as smallest
sample size, for normal distributions. Murphy et al. (1948) released distributional assumption and developed nonparametric tolerance limits using order statistics. Wallis
(1951) extended the research and developed tolerance intervals under regression settings. With fast-growing pace of industrialization, tolerance limits captured people’s
eye rapidly and tolerance limits under different settings are further extensively studied. Lieberman and Miller Jr (1963) showed techniques of developing simultaneous
tolerance intervals capturing different proportions, P ’s, while ensuring overall confidence level of γ. Multiple literature reviews have been conducted by Patel (1986),
Vangel (2014) and other scholars. A book by Krishnamoorthy and Mathew (2009b)
provides a comprehensive introduction and review on the topic.
There are two broad types of tolerance intervals. One is constructed such that
at least P proportion is captured, and the other is constructed to contain at least P
central proportion of a distribution. More specifically, a two-sided (P, γ) tolerance
interval with lower and upper bounds (L (X) , U (X)) satisfies the condition
PX {PX (L (X) ≤ X ≤ U (X) |X) ≥ P } = γ
and an equal-tail (P, γ) tolerance interval is mathematically expressed as

n 

o
PX PX L (X) ≤ q 1−P and q 1+P ≤ U (X) |X ≥ P = γ
2

2

where q 1−P and q 1+P are (1 − P )/2 and (1 + P )/2 quantiles of the distribution,
2

2

respectively, and 0.5 ≤ P ≤ 1. One-sided tolerance can be modified analogously.
Tolerance intervals have wide applications in mass production, quality control, and
survival analysis. A normal distribution is the most common distribution encountered
in these fields. A two-sided (P, γ) tolerance interval carries a similar expression to
Equation (1.1) for a confidence interval. Given a random sample X ∼ N (µ, σ 2 ), a
two-sided (P, γ) tolerance intervals satisfies


PX̄,S PX X̄ − kS ≤ X ≤ X̄ + kS|X̄, S ≥ P = γ
2

(1.2)

where X̄ and S are sample mean and sample standard deviation, respectively, and
they are independent from each other. Based on Equation (1.2), it is clear that
a parametric tolerance interval is critically determined by the k − f actor, and the
equation can be further derived as
 


X̄ − µ − kS
X −µ
X̄ − µ + kS
Px̄,S PX
≤
≤
≥P =γ
σ
σ
σ
that is,
PZn ,U {(Φ (Zn + kU ) − Φ (Zn − kU )) > P } = γ
where Φ denotes the standard normal cumulative density function, Zn represents for
N (0, 1/n), and U 2 = S 2 /σ 2 ∼ χ2m /m with degree of freedom m = n − 1. After
applying some preliminary results, we see that k is the solution to
r Z ∞ 

mχ21;P (z 2 ) − 1 nz2
2n
2
P χm >
e 2 dz = γ
π 0
k2
Before the availability of necessary computation resources, k was approximated as

k≈

mχ21;P (1/n)
χ2m;1−γ

 21

where χ2m;1−γ (δ) is the (1 − γ) quantile of a chi-square distribution with degree of
freedom m, with non-centrality parameter δ.

An equal-tail (P, γ) tolerance interval takes the form of X̄ − ke S, X̄ + ke S , and
contains at least P proportion in the middle of a distribution at confidence level
γ. Following the same logic of general tolerance interval, k − f actor for equal-tail
tolerance interval, ke , is the solution to
 

√ 
Z ∞
1
ke nx
− x2 n−1
√
2Φ
−δ
+
−
1
e
x 2 −1 dx = γ

n−1
2
n−1
(n−1)δ
n−1
2 2 Γ 2
k2 n
e

where here Φ (·) denotes the standard normal distribution function. Owen (1964) gave
a table of approximated ke values for some conditions due to limitations of computer
development at his time.
Tolerance intervals for different distributions are further studied by researchers.
Hahn and Chandra (1981b) developed approximate tolerance interval for Binomial
3

and Poisson distributions, and Krishnamoorthy et al. (2011b) proposed closed-form
approximation; Young (2015) considered tolerance intervals for hypergeometric and
negative hypergeometric variables; tolerance intervals for double exponential distributions and exponential families are extensively studied by researchers (Engelhardt
and Bain (1978), Bain et al. (1984), and Shyu and Owen (1986).Due to its computational complexity, approximation is universally applied. Young (2010a) developed an
R package to give exact and accurate k − f actors, and the package covers a comprehensive set of tolerance intervals under various situations with different distributions.
Another important member in the family of tolerance intervals is nonparametric
tolerance interval, which alleviate distributional assumptions. Nonparametric tolerance intervals are constructed based on order statistics. Suppose we have a set of

observations, X = {X1 , X2 , · · · , Xn }. Let X[1] , X[2] , · · · , X[n] be corresponding order statistics, such that X[1] ≤ X[2] ≤ · · · ≤ X[n] . A (P, γ) nonparametric tolerance
interval satisfies that


PX[r] ,X[s] Px X[r] ≤ X ≤ X[s] |X[r] , X[s] ≥ P = γ

(1.3)

where r ≤ s. One-sided tolerance interval is defined similarly based on order statistics.
Equation (1.3) can be further written as
PX[r] ,X[s]





F X[s] − F X[r] ≥ P = γ



Let U = F X[s] − F X[r] , the probability density function of U is
(r − 1)! (n − s)!
n!
us−r−1 (1 − u)n−s+r
(r − 1)! (s − r − 1)! (n − s)!
(n − s + r)!
1
=
us−r−1 (1 − u)n−s+r , 0 < u < 1
B (s − r, n − s + r + 1)

fU (u) =

where B (s − r, n − s + r + 1) is a beta distribution with shape parameters (s − r)
and (n − s + r + 1). Therefore, any pair of (r, s) such that
P (X ≤ s − r − 1) ≥ γ
is a (P, γ) nonparametric tolerance interval, where X ∼ Binomial (n, P ), and 1 ≤
r ≤ s ≤ n. For details, please see Chapter 8 of Krishnamoorthy and Mathew (2009b).
4

It needs to be mentioned that the location of r and s is determined by sample
size. That is to say, regardless the empirical distribution of X, as long as two datasets
share the same sample size, their locations of a (P, γ) nonparametric tolerance interval are same. In addition, Wilks (1941) suggests the interval to be constructed
using the smallest value of r. One-sided nonparametric tolerance intervals are found
analogously.
1.2

Trimming and Winsorization Methods

Extreme values or outliers are common in real applications, especially in survey data.
One intuitive treatment to extreme values is trimming, which means setting aside
some values in one or both tails. Trimming has a long history and throughout centuries, trimming has been widely practiced in many fields of studies. In as early as
1763, Short (1763) used what is now called metric trimming to estimate the sun’s parallax based on observations of the late transit of Venus. Also mentioned in a review
paper by Dixon and Yuen (1974) that in 1893, Dmitrii Ivanovich Mendeleev expressed
his preference for using 1/3 trimmed mean instead of the ordinary arithmetic mean.
Tukey (1960) and Dixon (1960) reintroduced trimming methods in contaminated survey and censored samples. Since then, trimmed mean has been prominent as one of
the simple and intuitive methods in the fields of robust statistics.
We follow definitions by Tukey and McLaughlin (1963) that suppose we have a
sample of n observations of a random variable X. Let {x[1] , x[2] , · · · , x[n] } be order
statistics of the sample, such that x[1] ≤ x[2] ≤ · · · ≤ x[n] . Then the arithmetic mean
and sample variance are commonly recognized by
n

x̄ =

1X
x[i]
n i=1
n

s

2

2
1 X
=
x[i] − x̄
n − 1 i=1

Let n = g + h + g, the g − times (symmetric) trimmed mean and variance are given

5

by
x̄Tg

n−g
X
1
=
x[i]
n − 2g i=g+1
n

s2Tg =

X
2
1
x[i] − x̄Tg
n − 2g − 1 i=1

The g−times (symmetric) trimmed mean is calculated based on (n − 2g) observations
in the center by omitting g smallest and greatest values on each tail. It should be
obvious that 0% trimmed mean is the arithmetic mean, while a 50% trimmed mean
is usually taken to be the median. Also the popular “inter-quantile” mean defined
by Tilanus and Rey (1964) is the 25% trimmed mean, which is the average of all
observations between the first and the third quantiles.
Although trimming is a valid and robust methodology handling extreme values,
when some observation are omitted, some information are lost. Dixon (1960) is the
first one mentioned that via a personal communication, Charles P. Winsor proposed
a method which assigns each extreme values to the threshold rather than taking them
aside. In such a way, sample size keeps the same with small or large extreme values
are reflected in the sample at some degree while not being extreme any more. This
method is called “Winsorization” in honour of Charles P. Winsor. Mathematically, a
Winsorized mean and variance can be expressed as
!
n−g
X

1
x̄W =
g x[g+1] + x[n−g] +
x[i]
n
i=g+1
s2

1
=
n−1

g

h

x[g+1] − x̄W

2

+ x[n−g] − x̄W

2 i

+

n−g
X

!
x[i] − x̄W

2

i=g+1

where x[·] is the order statistic of the sample. Trimming and Winsorization are similar
in their algorithm, while Winsorization has one more step than trimming by replacing
extreme values by cutoff values. In the following, we use trimming and Winsorization interchangeably, rather than repeating trimming and Winsorization, to avoid
cumbersome wording since they are conceptually similar.
After describing the fundamental idea of Winsorization, the critical problem becomes finding the cutoff locations. One attractive property of Winsorized statistics is
6

robustness. Some researches has been done to study properties of Winsorized mean,
such as its robustness and efficiency. McLaughlin and Tukey (1961) studies variance
of symmetrically trimmed mean of a normal population. Capéraà and Rivest (1995)
extended the investigation of variance of Winsorized mean. Dixon and Tukey (1968)
tabulates efficiency of Winsorized mean for different trimming proportion. Jaeckel
(1971) proposed an adaptive method to find the optimal trimming amount using
L − estimator. Rivest (1994) studied mean squared error (MSE) of Winsorized mean
for different distributions, especially for skewed distributions, in terms of biasness.
Cutoff values are mostly determined to minimize MSE, using g − times trimming
method. Although Maximizing efficiency provides a guidance for locating cutoff values, these methods ignored one important purpose of Winsorization, that is to exclude
extreme values. The question is how to tell if an observation is extreme or not. Wu
and Zuo (2007) and Wu and Zuo (2009) proposed a Winsorization method based on
a scaled deviation. Being more specifically, They defined the scaled deviation of x to
the center of distribution F by
D (x, F ) =

x − µ (F )
σ (F )

where µ (F ) is the location measure of a distribution F , and σ (F ) is the median of
F . Users can define a parameter β at their discretion, such that any observation x,
whose scaled deviation |D (x, F ) | ≥ β are treated as extreme values.
It is clear that trimming and Winsorization are typically conducted for a fixed
level of g or proportion α. Also mentioned by Cox (2013) that the precise rule is
usually that bnp/100c values are removed in one or both tails. Here, b·c is a floor
notation, which specifies rounding down to the nearest integer. Once the proportion
p or α is determined, a g − times trimming can be performed. However, there are
not many studies have been done to investigate the actual coverage probability of
regular trimming. Also, one would not know the appropriate amount to trim without prior knowledge about the underlying distribution in practice. In Chapter 3,
we propose a tolerance-based Winsorization methods, where we apply nonparametric
tolerance intervals to the data and use the order statistics to find the cutoff points

7

of Winsorization. The method we propose have an inherent meaning for their coverage probability, while being distribution-free simultaneously. We also propose an
extension to find cutoff regions for multivariate data.
1.3

Time Series

Time series models have a long history and these models are quite sophisticated.
Time series models are widely applied in a broad range of fields such as finance,
science and commerce. Although time series models present similar format to regression models, they are inherently different because for time series models, current
value is inevitably affected by previous observations. For example, today’s stock price
is undoubtedly impacted by yesterday’s price, this year’s GDP, along with previous
years’ data, provides a guidance for next year’s economy, and geologists get indications of a potential earthquake by tracking ground shaking at different time points
(serismometer). This special characteristic of self-correlation is given the name of
autocorrelation, and autoregressive models are a major branch among time series
models.
Many books give definitions of an autoregressive model (see Chpater 4 of Cryer
and Chan (2008b), Chapter 4 of Metcalfe and Cowpertwait (2009), and Chapter 3 of
Shumway and Stoffer (2017a)), and we summarize in the following that an autoregressive model of order p, abbreviated AR(p) model, is defined as
xt = φ1 xt−1 + φ2 xt−2 + · · · + φp xt−p + wt

(1.4)

where xt represents for the value at time t, {φ1 · · · φp } are model coefficients associated
with each time point, and wt is the independent and identical error term at each time
t. In time analysis, it is a tradition that wt is used, rather than εt in regression
models, because the error terms are often assumed to be white noise. A white noise
i.i.d

is a random process with mean 0 unrelated to time t. A wt ∼ N (0, σw ) is given the
name of Gaussian white noise.
Another important fundamental model in time series analysis is moving average.
We summarize the definition of a moving average model of order q, abbreviated as
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MA(q), that for a series {xt },
xt = wt + θ1 wt−1 + θ2 + · · · + θq wt−q

(1.5)

where {wt } is independent and identical white noise with mean 0 and variance σw .
A stationary time series is strongly preferred for analysis. People usually transfer
a non-stationary time series into a stationary model before practicing any analysis.
There are two types of stationarity, one is strict stationary, in some literature it
is called first-order stationary, and the other is weakly stationary, or second-order
stationary. In Chapter 1 of Shumway and Stoffer (2017a), the authors give a definition
to each stationarity. A time series is strictly stationary if the probabilistic behavior
of every collection of values {xt1 , xt2 , · · · , xtk } is identical to the of the time shift set
{xt1 +h , xt2 +h , · · · , xtk +h }, that is
P {xt1 ≤ c1 , · · · , xtk ≤ ck } = P {xt1 +h ≤ c1 , · · · , xt1 +h ≤ ck }
for all k = 1, 2, · · · ,, all time points t1 , t2 , · · · , tk , all numbers c1 , c2 , · · · , ck , and all
time shifts h = 0, ±1, ±2, · · · .
A weakly stationary time series, xt , is a finite variance process if it meets the
following two conditions:
1. the mean value function, µt , is constant and does not depend on time t, and
2. the covariance function, γ (s, t), depends on s and t only through their difference
|s − t|
where the mean function, µt , is defined as
Z +∞
µxt = E (xt ) =
xft (x) dx
−∞

and the autocovariance function, γ (s, t), is defined as the second moment product
γx (s, t) = E [(xs − µs ) (xt − µt )]
for all s and t. Note that γx (s, t) = γx (t, s) for all time points s and t. The
autocovariance measures the linear dependence between two points on the same time
9

series observed at different time points. A strict stationarity implies weak stationarity
while the inverse implication does not hold. In practice, a strict stationary time series
is too ideal because its assumption is too strong. A second-order stationary model
is more common to analyze. Therefore, in the following text, we will use stationary,
instead of weakly stationary.
There are two popular operations to transform a non-stationary time series model
into a stationary one, they are back shift and difference operator. We briefly introduce
the two operations in the following. A back shift, B, is executed as
Bxt = xt−1
Bn xt = xt−n
In words, first-order back shift points to previous value with time lag 1, while an
nth −order back shift points to previous value with time lag n. A straight application
of back shift, B, in time series models is that recall an AR(1) model with model
coefficient of φ1 = 1 has the format of
xt = xt−1 + wt
With back shift operation, this model can be rewritten as
xt = Bxt + wt
(1 − B) xt = wt
xt = (1 − B)−1 wt
Although is usefulness cannot be fully presented in this simple example, when we have
more complicated models, model simplifications that brought by back shifts become
significant.
The difference operator,O, is a widely utilized tool to transform a non-stationary
time series to a stationary time series. It is executed as
Oxt = xt − xt−1
= xt − Bxt
= (1 − B) xt
10

Therefore, O = (1 − B) and more generally, On = (1 − B)n . A difference operation,
by its name, basically means finding the difference between current value and the
previous value on a time series.
Based on Equation (1.4) and (1.5), we can understand an AR (p) model as its
current value is impacted by previous observations, and a M A (q) model can be understood as current residual is affected by previous residuals. It should not be surprise
that current value carries information from both previous observations and residuals,
since past observations are results of earlier data and residuals. Therefore, a more
general fundamental time series model, which combine autoregressive, moving average models, and difference operation, is integrated autoregressive moving average
model with different orders of d, p, and q, respectively. ARIMA(p, d, q) is an abbreviation for the long terminology. An ARIMA(p, d, q) model is an ARMA(p, q) model
including dth order of differencing to make the time series stationary. A process {xt }
is said to be ARIMA(p, d, q) if
Od xt = (1 − B)d xt
is an ARMA(p, q) process. More specifically, an ARIMA(p, d, q) can be written as
φ (B) (1 − B)d xt = θ (B) wt
where φ (B) and θ (B) are functions in terms of B.
Time series models are not limited to the ones discussed above. There are many
other models, such as exponentially weighted moving average (EWMA) models which
are used for forecasting purpose; SARIMA models, which is short for Seasonal ARIMA
models and they provide reasonable representations for seasonal non-stationary and
mostly economic time series; and generalized autoregressive conditional heteroskadasticity models (abbreviated by GARCH), which considers heteroskadastic conditions.
However, we are not going to extend our discussion too much on those models because
they are all rooted in an ARIMA(p, d, q) model and our methodologies are developed
for an ARIMA(p, d, q) model.
In a time series analysis, there are two major research interests, model fitting and
forecasting. Fitting a time series model is similar to fitting a linear regression. Least
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square and maximum likelihood are two most popular methods for coefficient estimation. Akaike’s information criterion (Akaike (1973b)) is a widely accepted method
for model selection. In time series models, we treat previous values as explanatory
variables to find out potential seasonal effect or trend. There are some special techniques for time series models, such as differencing, long-memory process, and spectral
analysis (see Metcalfe and Cowpertwait (2009)). Fitting a time series models aims to
extract the over trend existing in the series for further analysis. Forecasting, seeking
for a confidence interval and forecasting interval are more essential to a time series
model, because a time series is an on-going process. Understanding the series and
making guess for coming events are inherently more important than extracting the
trend.
Many time series are a one-time observation, and as time passes by, it is impossible
to go back and regenerate another time series from the same sample space. Hence,
simulation techniques are heavily applied in time series studies. In as early as 1969,
Benignus (1969) utilized Monte Carlo simulation techniques to estimate coherence
spectrum and its confidence interval using fast Fourier transformation. Schruben
(1983) developed a lemma to estimate confidence intervals for a standard time series.
The confidence interval based on Schruben’s lemma dominates asyptotic properties
of confidence intervals based on simulation techniques in Goldsman and Schruben
(1984). Goldsman and Schruben (1990) further developed a new asymptotically valid
confidence interval estimators, which are weighted generalizations of Schruben’s standardized time series, for the underlying mean of a stationary simulation process. In
1999, Foley and Goldsman (1999) extended the standardized time series method for
constructing confidence intervals for the mean of a stationary stochastic process,
based on othonormally weighted standardized time series variance estimator. Ueki
and Nease (2006) used Monte Carlo method to construct confidence intervals for
ARMA(2, 1) models, based on MacMillan (1973)’s formula of confidence limits for
ARMA(p, p − 1) models. A more recent research by Shao (2010) gives confidence
intervals for a stationary time series and avoids direct estimation of the asymptotic
variances, and are conducted by Monte Carlo simulations.
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Forecasting is considered as a spontaneous problem in time series with confidence
intervals, since making inference about future values is one important purpose of time
series problems. Almost every time series related book spends at least one chapter
discussing forecasting problems, and there are some books specifically talk about time
series forecasting (see Bowerman and O’Connell (1979) and Chatfield (2000)). Chatfield (1988) had a review paper for time series forecasting by his time, and De Gooijer
and Hyndman (2006) did another comprehensive review in forecasting topics for time
series. Earlier works are done at the perspectives of smoothing and model variability.
In 1957, Holt (2004) (reprinted in 2004) and Winters (1960) originated exponential
smoothing for exponentially weighted moving average models. Abraham and Ledolter
(1986) showed linear exponential smoothing forecasting for ARIMA models. Later,
Abraham and Ledolter (2009) published a book talking about statistical methods in
forecasting for time series problem. More recently, Box et al. (2015) shows detailed
work of putting exponential smoothing into a statistical framework in their book. As
machine learning and artificial intelligence researches bloom recently, machine learn
and neutral network techniques are applied for forecasting in time series. Tay and
Cao (2001), Cao and Tay (2003) and Kim (2003) applied supporting vectors for time
series forecasting. Azoff (1994) summarizes some commercial neural network models
in financial sections and introduced some concepts about how a neural network can
recognize patterns from data and make forecasts of future patterns. Zhang and Qi
(2005) took advantage of computer science and applied neural network technique to
make inference on seasonal pattern and trends. Bootstrap method is widely applied
to seek for prediction intervals in time series, such as Thombs and Schucany (1990)
and Pan and Politis (2016).
Recall that in time series, a confidence interval captures a statistic of interest,
usually the mean, at a specified confidence level; a forecasting output also tends to
predict coming trend (or the mean) smoothly while without confidence statement;
and a prediction interval is usually ridiculously wide and does not give any reliable
guidance for future values. A tolerance interval is a tool that aims at capturing a
determined proportion of the population at a designated confidence level. Therefore,
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a tolerance interval in time series context have potentials to give possible values at
each time point, while within a reasonable range.
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Chapter 2 Tolerance Intervals for Autoregressive Models

2.1

Introduction

The National Health Service (NHS) is the publicly-funded national healthcare system
in England. Statistical releases about the NHS in England (Baker, 2018) pertain to
various broad categories, such as
• demand for emergency and planned hospital care, and measures of NHS capacity;
• waiting times for urgent and hospital care, and other performance indicators;
and
• staff numbers.
Analyses related to the above categories have guided a number of policy and research
papers; see, for example, Armstrong (2000), Dimakou et al. (2009), Cooper et al.
(2009), and Laudicella et al. (2012). In particular, assessment of waiting times can
guide important decisions within the NHS, such as for capacity planning. In fact,
Silvester et al. (2004) explicitly addressed the problem of insufficient capacity using
data from waiting lists. Thus, developing informative summaries about waiting lists
can be helpful to inform the state of demand and capacity within the NHS.
Summaries based on statistical intervals are often more informative for researchers
compared to simple point estimates. Standard statistical intervals are calculated
based on a random sample such that the type of interval required is determined by
the underlying data problem. The most common statistical interval is a confidence
interval, which provides bounds for a population parameter of interest. Prediction
intervals are used to determine bounds for one or more future observations from the
sampled population. Tolerance intervals are bounds that are expected to capture at
least a certain proportion of the sampled population (called the content level, which
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we denote by P ) with a given confidence level, 1 − α. The focus of our discussion is
on tolerance intervals.
Statistical tolerance intervals have been used for a number of important applications, such as cancer research (Heck et al., 2014), assessing the performance of
genetic algorithms (Van der Borght et al., 2014), ratio editing in surveys (Young
and Mathew, 2015), and to inform immunogenicity assay development and validation
(Zhang et al., 2017). Tolerance intervals — especially for normally-distributed data
— are also utilized in regulatory documents by the EPA (Environmental Protection
Agency, 2006) and the IAEA (International Atomic Energy Agency, 2008). Thus,
the utility of statistical tolerance intervals is quite broad.
The extensive literature on statistical tolerance intervals dates back to the papers by Wilks (1941, 1942) and Wald (1943), who developed the theory for normal
tolerance intervals and distribution-free tolerance intervals based on order statistics.
Since then, tolerance intervals for numerous data settings have been developed. Some
examples include tolerance intervals for linear regression models (Wallis, 1951), discrete distributions (Hahn and Chandra, 1981a), random effects models (Hoffman and
Kringle, 2004), nonlinear and nonparametric regression models (Young, 2013), and
dynamic treatment regimes (Lizotte and Tahmessebi, 2017). Tolerance intervals for
data sampled from a symmetric distribution follow the form
X̄ ± kP,α S,

(2.1)

where X̄ and S are the sample mean and sample standard deviation, respectively, and
kP,α is a k-factor that is calculated so that the resulting tolerance intervals capture at
least P proportion of the sampled population with confidence level 1−α. The text by
Krishnamoorthy and Mathew (2009a) provides a fairly comprehensive treatment of
the theory and computation of tolerance intervals for many of these different settings.
One setting for which tolerance intervals have minimal development is time series.
The effects of autocorrelation on normal-based tolerance intervals is treated in Amin
and Lee (1999), and was further studied by Amin and Li (2002) to understand those
same effects on exponentially-weighted moving average tolerance limits. Amin and
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Lee (1999) use the process variance from an autoregressive model of order 1 (AR(1))
in the calculation of S in (2.1). Knoth and Amin (2003) later built on this work and
proposed modified estimators of S in order to improve on the coverage probabilities
obtained from tolerance intervals that use the estimate of the process variance. Both
Amin and Lee (1999) and Knoth and Amin (2003) developed the tolerance intervals
based on an AR(1) model. Moreover, the k-factor calculations were done based
on fairly accurate approximations. Since the work of Amin and Lee (1999) and
Knoth and Amin (2003), the R package tolerance (Young, 2010b) has been launched,
which has a wide range of routines for calculating tolerance intervals and regions.
One prominent function in that package is K.factor, which calculates k-factors for
normal-based tolerance intervals. It also has the capability of solving the integral
equation for the exact k-factor by using adaptive quadrature.
The main contribution of our work is to develop tolerance intervals for the more
general AR(p) model, including when a mean or trend component is present. We use
the estimate of the process variance from the AR(p) model for the calculation of our
tolerance intervals. We present extensive simulation studies for values in the AR(p)
model such that the standard constraints on the coefficients are used to ensure that
the process is stationary. We identify ranges of these coefficients where it appears
that the resulting tolerance intervals perform well or appear deficient with respect
to their coverage properties. For values of the coefficients where the coverages fall
noticeably less than the nominal level, we propose a bootstrap-based adjustment to
improve the coverage probabilities. We further utilize the K.factor function in the
tolerance package to calculate the exact k-factor, thus mitigating any effects that
might result from using an approximation. Finally, we emphasize the utility of this
procedure as a tool for capacity planning by analyzing data from hospital waiting
lists.
This paper is organized as follows. In Section 2.2 we introduce the notation that
will be used throughout this paper for the AR(p) model and two-sided statistical
tolerance intervals. In Section 2.3 we derive the formulas for the limits of two-sided
tolerance intervals for general AR(p) models, which includes a clear illustration of the

17

formulas for the AR(1) setting. In Section 2.4 we present extensive simulation results
for the AR(1) and AR(2) models as well as some limited results for AR(4) models.
We highlight where the procedure has generally good coverage properties as well as
areas where it appears to fall short. We further propose a bootstrap adjustment to
the confidence level in order to help mitigate liberal behavior that occurs in certain
regions of the parameter space. In Section 2.5 we analyze data on the monthly number
of patients on hospital waiting lists in England, and articulate how the resulting
tolerance limits can provide insight into capacity planning for hospitals. Section
2.6 provides a discussion of future research, including some proposed strategies for
improving the deficiencies noted in the simulation study.
2.2

Models and Definitions

Autoregressive Models
One of the most common models for time series is that which models an autoregressive
process. The autoregressive model of order p — abbreviated as AR(p) model — with
a deterministic trend is
xt = µt + φ1 xt−1 + φ2 xt−1 + · · · + φp xt−p + εt ,

(2.2)

where p is the number of lags and the {φj }pj=1 are the model parameters. εt is white
noise, which we assume to be independent and identically distributed (iid) Gaussian
with mean 0 and variance σε2 . µt is a linear function in terms of time t, and it
represents the deterministic trend of the process. In full generality, µt can be of
P
q−1
the form β0 + q−1
k=1 βk gk (t) for some real-valued functions {gk }k=1 , thus requiring
estimates of the q parameters β0 , β1 , . . . , βq−1 . Without loss of generality for the
tolerance intervals we develop in Section 2.3, we only consider a simple linear trend,
µt = β0 + β1 t, or a constant mean, µt = β0 .
In order to proceed with estimation and inference about the AR(p) model, it is
reasonable to make some additional simplifying assumptions, such as in regards to
stationarity. A stochastic process, say {yt }, is stationary if it is a finite variance
process such that
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1. the mean value function, θt = E(yt ), is constant and does not depend on time
t, and
2. the covariance function, γy (m, n) = E[(ym − µm )(yn − µn )], depends on m and
n only through their number of shifts in time |m − n|.
More formally, this definition means that {yt } is actually weakly stationary, which
Shumway and Stoffer (2017b) highlight as the notion of stationarity typically assumed
by authors.1 As noted for our model in (2.2), µt can actually be a linear trend that
depends on t. Thus, detrending the time series makes it stationary for the AR(p)
model; i.e.,
xt − µt = φ1 (xt−1 − µt−1 ) + φ2 (xt−2 − µt−2 ) + · · · + φp (xt−p − µt−p ) + εt .

(2.3)

Tolerance Intervals
For defining two-sided statistical tolerance intervals, we closely follow the notation
used in Krishnamoorthy and Mathew (2009a). Suppose that X = (X1 , X2 , . . . , Xn )
is a random sample of size n from some distribution Fθ , parameterized by θ. Assume
further that X is a random variable that also follows Fθ , independently of X. Then, a
(P, 1−α) two-sided tolerance interval (L(X), U (X)) is calculated such that it satisfies

PrX (PrX [L(X) ≤ X ≤ U (X)|X] ≥ P ) = 1 − α.

(2.4)

When Fθ is a symmetric distribution, then two-sided tolerance limits are of the form
given in (2.1). Specifically, when the data is iid N (µ, σ 2 ), then the k-factor needs to
be determined such that
PrX̄,S {PrX (X̄ − kP,α;f S ≤ X ≤ X̄ + kP,α;f S)|X̄, S) ≥ P } = 1 − α,

(2.5)

where X ∼ N (µ, σ 2 ) independently of the sample mean (X̄) and the sample standard
deviation (S). Applying Result 1.2.1(ii) in Krishnamoorthy and Mathew (2009a)
1
This is often contrasted with strictly stationary time series, where the probabilistic behavior of every collection of values {yt1 , yt2 , · · · , ytk } is identical to that of the time shift set
{yt1 +h , yt2 +h , · · · , ytk +h }; i.e., all multivariate distribution functions for subsets of variables must
agree with the corresponding shifted set for all values of the shift parameter h.
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yields kP,α;f as the solution of the integral equation
!
r Z ∞
2
2
f
χ
(z
)
1
2n
2
1;P
e− 2 nz dz = 1 − α,
Pr χ2f >
2
π 0
kP,α;f

(2.6)

where χ2ν represents the chi-square distribution with ν degrees of freedom (df) and
χ2ν;q (δ) represents the qth quantile of a noncentral chi-square distribution with ν df
and noncentrality parameter δ. Note in (2.6) that the quantity f pertains to the df
associated with the estimator of the variance. Thus for two-sided tolerance intervals
for the univariate normal, f = n − 1.
2.3

Tolerance Intervals for Autoregressive Model

The derivation of the k-factor from (2.6) assumes that the data is iid normal. Thus,
construction of a tolerance interval based on the time series {xt } for the AR(p)
model with a linear deterministic trend in (2.2) will not be this same k-factor. For
our discussion, we assume a linear trend µt = β T zt , where β ∈ Rq and zt is a qdimensional vector (1, t, g1 (t), . . . , gq−2 (t))T such that the gh , h = 1, . . . , q−2, are realvalued functions of t. Let β̂ and φ̂ = {φ̂i }pi=1 be the maximum likelihood estimates
of the AR(p) model. In order to utilize a formula like (2.1) for a tolerance interval
for autoregressive data, we need to determine what is an appropriate estimate for
the variability that appears in the margin-of-error portion of the tolerance interval
expression.
For the AR(1) model, Amin and Li (2002) proposed using the usual sample variance or the estimate of the true process variance. Let us consider a time series of
length T . If we effectively ignore any underlying structure, then the usual sample
variance is

T

1 X
S =
(xt − x̄).
T − 1 t=1
2

(2.7)

If data were truly independent, then S 2 would be appropriate and, in fact, follows
immediately from the theory when deriving the k-factor in (2.6). This sample variance
could naı̈vely be an estimate of variability of a stationary AR(p) model, because after
detrending (subtracting µ̂t = β̂ T zt from the observation) the time series has a mean
20

of 0 and is stationary. The residuals for this setup are then
ε̂t = xt − β̂ T zt −

p
X


φ̂i xt−i − β̂ T zt−i .

(2.8)

i=1

Therefore,
Sp2

T
X
1
=
ε̂2
T − p − q t=p+1 t

(2.9)

is the appropriate estimator of σε2 , the variance of the Gaussian error terms.
If no trend is to be estimated, then the process variance is given by
γp =

1−

σ2
Ppε

i=1

ρi φi

,

(2.10)

which is found by first taking the variance of both sides of the AR(p) model in (2.3)
and then specifying the general form of the Yule-Walker equations. These YuleWalker equations can give us each ρi strictly in terms of the φi s; see Chapter 4 of
Cryer and Chan (2008a) for additional details. However, if estimating a linear trend,
then we must reflect the additional variation incurred by estimating the regression
parameters. The variance to estimate – which mimics the calculation of the variance
of the prediction error for a prediction interval in linear regression and follows the
discussion on p. 203 of Cryer and Chan (2008a) – is
T
−1 T
2
T
)zt∗ ),
ςp,t
∗ = γp (1 + zt∗ (ZT ZT )

(2.11)

where ZT is the T × q matrix with tth row zT
t , for t = 1, . . . , T . Note that this
calculation implicitly depends on the length of the time series T and the time of
interest t∗ , where t∗ may be a forecasted time point. Thus, if only a process mean is
to be estimated, then zt∗ = 1, ZT = 1T , and (2.11) reduces to γp (1 + 1/T ).
After obtaining the estimates of ρi , and having calculated Sp2 as the estimate of
σε2 , we can then estimate γp by
γ̂p =

1−

Sp2
Pp

i=1 ρ̂i φ̂i

.

For example, the AR(1) model has the stationarity condition |φ1 | < 1 and process
variance
γ1 =

σ2
.
1 − φ21
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The AR(2) model has stationarity conditions φ2 < 1 − φ1 , φ2 < 1 + φ1 , and |φ2 | < 1,
and process variance
γ2 =

σ2
,
1 − ρ1 φ1 − ρ2 φ2

where
ρ1 =

φ1
1 − φ2

and ρ2 =

φ2 (1 − φ2 ) + φ21
;
1 − φ2

see Section 4.3 of Cryer and Chan (2008a). We also derive the stationarity conditions
for the AR(4) model and the value of γ4 in the Appendix. We highlighted these
three autoregressive models because they are used in our coverage study in the next
section.
Let xt∗ , t∗ ≥ p, be any value following our AR(p) model with a deterministic
linear trend. The content of the required tolerance interval is

p
X
T
∗
C(t ; β̂, φ̂, ςˆp,t∗ ) = Prxt∗ β̂ zt∗ +
φ̂i xt∗ −i − kP,α
ςˆp,t∗ ≤ xt∗
∗

i=1
T

≤ β̂ zt∗ +

p
X

φ̂i xt∗ −i +

∗
kP,α
ςˆp,t∗

 (2.12)
β̂, φ̂, ςˆp,t∗ ,

i=1
∗
where kP,α
is the k-factor satisfying the condition

Prβ̂,φ̂,ˆςp,t∗ {C(t∗ ; β̂, φ̂, ςˆp,t∗ ) ≥ P } = 1 − α.

(2.13)

∗
Because of the intractability with deriving kP,α
under this probability, the k-factor in

(2.6) is proposed as a practical surrogate, which is consistent with the approach taken
in Amin and Lee (1999) for the AR(1) model. However, the degrees of freedom for
the k-factor for the AR(p) model with a deterministic linear trend will also reflect the
∗
degrees of freedom for the estimated process variance. Thus, setting kP,α
= kP,α;T −p−q ,

our proposed tolerance interval is
x̂t ± kP,α;T −p−q ςˆp,t∗ ,

(2.14)

where the x̂t are the fitted (or forecasted) values based on our estimated time series
model.
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2.4

Adjusted Confidence Level and Coverage Study

We now assess the coverage properties of the tolerance intervals developed in the
previous section. We conducted coverage studies for AR(1) and AR(2) models for a
broad grid of the φ values such that the respective stationarity conditions are met.
We also conducted coverage studies for a few specific AR(4) models. We generated
M = 500 time series under each condition. We considered time series of length
T ∈ {25, 50, 100, 500}. The conditions for each of the autoregressive structures are
outlined below.

AR(1)
For the AR(1) models, we simulated time series for φ1 ∈ {±0.95, ±0.94, . . . , ±0.01, 0},
a constant process mean of µt = β0 = 3, and standard Gaussian white noise terms;
i.e., σ2 = 1. We assessed the coverage probabilities under all of these settings for
(0.90, 0.90) and (0.95, 0.95) tolerance intervals. The df for the k-factor under these
settings is f = T − 2.

AR(2)
For the AR(2) models, we simulated time series for φ1 ∈ {±1.50, ±1.35, . . . , ±0.15, 0}
and φ2 ∈ {±0.90, ±0.75, . . . , ±0.15, 0} such that the stationarity conditions stated in
Section 2.3 have been met. See Figure 2.1 for a figure showing the grid of the values
used in our simulation. We considered a linear trend where β0 = 1 and β1 = 3, and
standard Gaussian white noise terms. We assessed the coverage probabilities under
all of these settings for (0.95, 0.95) tolerance intervals. The df for the k-factor under
these settings is f = T − 4.

AR(4)
For the AR(4) models, we considered four different sets of values for φ = (φ1 , φ2 , φ3 , φ4 ):
1. φ1 = (0.3, 0.4, −0.2, 0.2);
2. φ2 = (−0.3, 0.2, −0.1, 0.2);
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Figure 2.1: Grid of φ1 and φ2 values used for the AR(2) simulations.

3. φ3 = (0.6, 0.1, 0.1, −0.5); and
4. φ4 = (0.9, −0.6, −0.2, 0.5).
The above values for φ meet the stationarity conditions derived in the Appendix 5.2.
We further used a constant process mean of µt = β0 = 4, and standard Gaussian
white noise terms. We assessed the coverage probabilities for (0.95, 0.95) tolerance
intervals. The df for the k-factor under these settings is f = T − 6.

Figure 2.2 shows the coverage probabilities for the AR(1) simulations. Each plot
shows the coverage probabilities versus φ1 for the four sample sizes used in the simulation. The left column of plots are the (0.90, 0.90) results and the right column of
plots are the (0.95, 0.95) results. The results are given by the black points that are
connected together. As can be seen, the coverage results are increasingly liberal as
|φ| → 1. As |φ| → 0, the coverages approach the nominal level. Intuitively, this is
because the process approaches the independent setting, which is the setting that the
k-factor in (2.6) was derived under. This behavior is comparable to the simulation
results reported in Amin and Li (2002) and Knoth and Amin (2003). However, here
we have reported results from a more expansive set of simulation conditions such that
the resulting figure gives a clear indication of the shape of this behavior. Moreover,
our results presumably have improved accuracy due to the ability to calculate the exact k-factor in the R package tolerance. Regardless, there is still concern regarding
the liberal performance as we approach the edge of the parameter space of φ1 .
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Figure 2.2: Coverage probabilities for the AR(1) simulations. The left column and
right column of figures correspond, respectively, to the (0.90, 0.90) and (0.95, 0.95)
settings for (a), (b) T = 25, (c), (d) T = 50, (e), (f) T = 100, and (g), (h) T = 500.
One possible strategy to correct this liberal performance is by using an adjustment
on the confidence or content level used for the calculation. For example, Fernholz
and Gillespie (2001) developed a content-corrected version of the k-factor based on
the bootstrap to develop tolerance intervals of the form in (2.1) for a broader class
of non-normal distributions. Krishnamoorthy et al. (2011a) explored an adjustment
to the confidence level for (P, 1 − α) equal-tailed binomial and Poisson tolerance
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intervals, which was based on some numerical results of Wang and Tsung (2009).
However, that procedure is prefaced on the way tolerance intervals are constructed
for discrete distributions, and thus would not be applicable to our time series setting. For our setting, we proceed to perform a confidence level correction based on
parametric bootstrapping, which is aimed at improving the conditions where liberal
coverage probabilities are observed. It is important to emphasize that we are not
implementing a computationally-expensive double bootstrap as a way to improve
coverage accuracy, which would be impractical for the number of simulation conditions we are considering. Rather, we are doing an adjustment more like that of the
bootstrap calibration technique of Loh (1987), which was designed to improve the
coverages of certain standard confidence intervals. Regardless, the empirical evidence
for our approach demonstrates a noticeable improvement.
The steps for our Monte Carlo study with our bootstrap-based confidence level
adjustment are as follows:
1. For i = 1, . . . , M , simulate a time series of length T from the autoregressive
model of interest with parameters (β, φ). Call this {xij }Tj=1 .
2. Estimate the autoregressive model for {xij }Tj=1 , which we do using the arima
function in R. Call these estimates (β̂i , φ̂i ).
3. Simulate b = 1, . . . , B parametric bootstrap samples from (β̂i , φ̂i ). Call these
{x∗ij1 }Tj=1 , . . . , {x∗ijB }Tj=1 .
4. For each bootstrap sample, construct (P, 1 − αk∗ ), k = 1, . . . , K, tolerance intervals for a set of candidate α∗ levels that include α, such that 1 − α is the
nominal coverage level. Let Γ∗ = {αk∗ : k = 1, . . . , K}.
5. Assess the coverage probability for each (P, 1 − αk∗ ) tolerance interval, which we
will call C(P, 1 − αk∗ ), relative to the quantiles of the autoregressive model with
parameters (β̂i , φ̂i ). Find the value αi∗ such that
αi∗ = arg min |C(P, 1 − αk∗ ) − (1 − α)| .
Γ∗
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(2.15)

6. Construct the (P, 1 − αi∗ ) tolerance limits for {xij }Tj=1 .
7. Assess the coverage probability of the i = 1, . . . , M (P, 1 − αi∗ ) tolerance limits
relative to the true P th quantile of the model based on (β, φ).
Note that the steps above are for our full simulation study. In practice, this adjustment would be implemented starting at Step 2 and ending at Step 6, with no
dependence on the Monte Carlo index i. Steps 1 and 7 are necessary for us to assess
the coverage when using this proposed bootstrap adjustment.
Returning to Figure 2.2, the coverages based on implementing the above bootstrap
adjustment are given by the red connected squares. Clearly the adjustment has
uniformly improved the liberal coverages closer to nominal. Note that those values
of φ that are closer to ±1 still demonstrate liberal behavior, but have been improved
through use of the bootstrap adjustment. We provide additional discussion in Section
2.6 about research currently being undertaken to further improve the coverages in
these settings.
Figure 2.3 shows a bubble chart of the coverage probabilities for the AR(2) simulations overlaid on the grid of φ1 and φ2 values used in the simulation. Each
row of plots in Figure 2.3 correspond to the four lengths of time series considered:
T ∈ {25, 50, 100, 500}. The left column of plots show the coverage probabilities when
no adjustment is applied. In the unadjusted setting, we see a similar behavior as
in the AR(1) setting. Namely, when we are more to the interior of the stationarity
constraints, the closer to nominal the procedure performs. The closer we get to the
boundaries, the more liberal the coverage probabilities. The right column of plots
show the coverage probabilities that resulted from performing the bootstrap adjustment. Clearly the right-hand column of plots demonstrate that we, again, are able
to make substantial improvements closer to the nominal level. Specifically, we are
looking for the plot to have bubbles that are (relatively) larger and possess a hue near
the center of the color gradient that was used. These features would correspond to
the nominal level of 0.95. Most notably, Figure 2.3h is getting closest to the nominal
coverage probabilities as this is the longest time series; i.e., T = 500. This is similar
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Figure 2.3: Coverage probabilities for the AR(2) simulations. The left column and
right column of figures correspond, respectively, to the unadjusted and boostrap
adjustment setting. The rows correspond to time series of length (a), (b) T = 25,
(c), (d) T = 50, (e), (f) T = 100, and (g), (h) T = 500. The scale of each bubble
is relative to the coverage probability. Coverage probabilities between 0.90 and 1.00
are further indicated by a color gradient, whereas coverages below 0.90 are given as
gray.
behavior as what was observed in the AR(1) simulations.
Table 2.1 gives the coverage results for the four AR(4) models used in this simulation. For these particular values of φ used in this simulation, fairly liberal coverage
probabilities were obtained when not adjusting the confidence level. However, results
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Table 2.1: Coverage results for the AR(4) models, with and without the bootstrap
adjustment.
T
Adjustment?
φ1
φ2
φ3
φ4

25
No
0.760
0.866
0.784
0.848

50
Yes
0.846
0.882
0.862
0.912

No
0.778
0.830
0.778
0.766

100
Yes
0.886
0.886
0.902
0.914

No
0.728
0.788
0.740
0.714

Yes
0.858
0.878
0.890
0.916

500
No
0.800
0.778
0.708
0.648

Yes
0.922
0.912
0.920
0.920

from applying the bootstrap adjustment again provide coverage probabilities closer
to the nominal level.
Finally, we note that the general behavior across these conditions is that the further the autoregressive parameters are away from the boundaries for the stationarity
constraints, the better the procedure performs. However, as the autoregressive parameters approach the boundary, then liberal coverage probabilities are observed.
Regardless, the bootstrap-based adjustment helps improve the coverages for those
conditions that demonstrate liberal performance, while maintaining the near-nominal
coverages for those settings that already demonstrated good performance. Thus, we
suggest that researchers always defer to implementing the bootstrap correction for
constructing tolerance intervals for AR(p) models.
2.5

Application to Hospital Waiting List Data

Long waiting lists for healthcare is well known to be a symbol of inefficiency for
hospital services across the world. This is an important ongoing issue, especially for
publicly funded institutes. Although extensive research and discussion have been put
forth (cf. Ringard and Hagen, 2011; Viberg et al., 2013; Rechel et al., 2016), there
is no panacea for this dynamic issue. If the length of waiting lists can be forecasted
by reasonable statistical summaries, then hospitals may be able to better prepare
and improve their service performance. Obviously published data on waiting lists are
time series. Thus, we turn to the tolerance intervals we developed in this paper to
produce an informative summary.
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Figure 2.4: The NHS hospital waiting list time series from March 2000 to September
2010. The dashed vertical lines are where the changepoint locations were estimated
through binary segmentation.

Figure 2.5: Plot of the AIC values for determining the number of changepoints
through binary segmentation.
Data we analyze are the monthly number of patients on provider-based waiting
lists to be admitted to NHS hospitals in England — either as a day case or an ordinary
admission (United Kingdom’s Department of Health and Social Care, 2018). These
data do not contain emergency or outpatient cases. The data covers slightly over ten
years, from March 2000 to September 2010 (T = 127). There are additional data
prior to March 2000, but it was only reported either quarterly or annually, so we only
analyzed the timeframe covering the 10.5 years where monthly data were available.
The time series are plotted in Figure 2.4.
Clearly, the NHS hospital waiting list time series have a linear trend present that
will need to be estimated along with the order of the autoregressive model. Moreover,
there appear to be changepoints in the time series that should be reflected in the linear
portion of the model. Since a piecewise linear regression model is still a linear model,
the methodology developed in Section 2.3 is directly applicable. We performed binary
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segmentation (Scott and Knott, 1974) on the data, and then estimated the number
and locations of the changepoints using the Akaike information criterion (AIC; Akaike,
1973a). We note that the use of information criteria as the stopping rule for binary
segmentation is common; cf. Yang (2012) and Fryzlewicz (2014). A plot of the AIC
results versus the number of changepoints is shown in Figure 2.5, which indicates that
6 appears to be appropriate. These occur at t ∈ T ∗ = {7, 43, 55, 72, 91, 102}, which
correspond to the months of September (2000, 2003, 2004, 2007), February (2006),
and August (2008). It is interesting to note that all but one of these changepoints
occurred during or near the month of September, which might correspond to, for
example, something that was operationally implemented within the NHS. We have
also indicated these changepoints by dashed vertical lines on the time series plot in
Figure 2.4.

(a)

(b)

Figure 2.6: (a) ACF plot and (b) PACF plot for the hospital waiting lists data.
We identify the order of our autoregressive model using the autocorrelation function (ACF) and partial ACF (PACF). These plots for the hospital waiting lists data
are given in Figure 2.6. The ACF plot shows a relatively large spike at a lag of 1
that noticeably decreases at subsequent lags. Moreover, the PACF plot has a large
spike at a lag of 1. Thus, there is strong evidence for using an AR(1) model. We
proceed to fit an AR(1) model with a piecewise linear regression trend with the set
of changepoints T ∗ . For the (piecewise) linear trend µt = β T zt ,
zt = (1, t, (t − 7)+ , (t − 43)+ , (t − 55)+ , (t − 72)+ , (t − 91)+ , (t − 102)+ )T ,
where (t − t∗ )+ is the hinge function. Of course, one could explore more flexible
models, such as higher-order polynomials or smoothers, to decide the deterministic
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Table 2.2: Parameter estimates and their standard errors for the AR(1) model with
a pieceiwse linear trend.
Par.
β0
β1
β2

Est. (SE)
1291.344 (17.972)
-35.775 (3.029)
35.740 (3.232)

Par.
β3
β4
β5

Est. (SE)
-9.546 (1.451)
2.589 (1.906)
4.122 (1.554)

Par.
β6
β7
φ1

Est. (SE)
-16.094 (1.989)
21.997 (1.839)
0.537 (0.077)

trend. However, such modeling alternatives are beyond the scope of our discussion.
We fit the AR(1) model with a piecewise linear trend via maximum likelihood
using the arima function in R. The estimates for this model are given in Table 2.2.
The estimate of the sample variance for these data is S12 = 202.941, which yields the
time series process variance estimate
γ1∗ =

S12
1 − φ̂21

=

202.941
= 285.177.
1 − 0.5372

We are interested in constructing a (0.95, 0.95) tolerance interval for these time series
data. The interpretation is that we are 95% confident that at least 95% of all of
the number of patients fall between these limits at the given time point. Note that
this is a pointwise interpretation, just like the interpretation for pointwise regression
tolerance intervals (Young, 2013). Since the estimate of φ1 is 0.537, the results of the
previous section indicate that a (0.95, 0.95) tolerance interval would fall short of the
nominal coverage probability. Thus, the bootstrap adjustment will provide us with
limits that have coverage closer to 0.95.
Figure 2.7 is the NHS hospital waiting list time series with the estimated piecewise
linear trend overlaid, as well as the unadjusted and bootstrap-adjusted (0.95, 0.95)
tolerance intervals. Of course, the bootstrap-adjusted limits are wider given the typical liberal performance of the unadjusted procedure. The adjusted confidence level,
which will always differ for a given dataset, was actually quite large for this particular application, which is likely due to the additional sampling variability for all
of the regression coefficients estimated for the piecewise linear model. The value is
1 − α∗ = 1 − 3.81966 × 10−15 . Such a large confidence coefficient results because
the k-factor has relatively smaller changes for larger changes in the confidence coefficients. Specifically, the k-factor for the bootstrap-adjusted tolerance intervals is
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Figure 2.7: The NHS hospital waiting list time series with the estimated piecewise linear trend (dashed black line), the unadjusted (0.95, 0.95) tolerance intervals (dashed
blue lines), and the bootstrap-adjusted (0.95, 0.95) tolerance intervals (dotted red
lines). The 12 red points beyond September 2010 are forecasted values.
about 3.59, whereas the k-factor for the unadjusted tolerance intervals is about 2.21.
Still, these k-factors are of a reasonable order of magnitude given other applications
of tolerance bound calculations for extreme values; cf. Scholz (1995) and Scholz and
Tjoelker (1995). On Figure 2.7, the 12 red points beyond September 2010 are forecasted values along with the unadjusted and bootstrap-adjusted (0.95, 0.95) tolerance
intervals. These values are also reported in Table 2.3. For example, October 2010
has a forecasted value of 621,523 patients on the NHS hospital waiting list. The
bootstrap-adjusted (0.95, 0.95) tolerance interval is (557, 453, 685, 593), which means
that with 95% confidence, we can expect at least 95% of the possible observed values
for October 2010 (of which there will obviously only be a single observed value) to
be between 557,453 and 685,593. Thus, this data-driven interval can help healthcare
providers in their efforts for capacity planning.
2.6

Discussion

In this paper, we have developed statistical tolerance intervals for general AR(p) models. This work extends that of Amin and Lee (1999) and Knoth and Amin (2003),
which only addressed the effects of autocorrelation through the AR(1) model. We further developed these intervals in the presence of a mean or linear trend, both of which
are easily handled in the setup we have presented. Simulation studies showed that
the coverage probabilities were best when the parameters in the autoregressive model
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Table 2.3: Forecasted monthly number of patients on provider-based waiting lists as
well as unadjusted and bootstrap-adjusted (0.95, 0.95) tolerance intervals.
Date

Forecast

October 2010
November 2010
December 2010
January 2011
February 2011
March 2011
April 2011
May 2011
June 2011
July 2011
August 2011
September 2011

621,523
624,555
627,588
630,620
633,652
636,685
639,717
642,749
645,782
648,814
651,846
654,879

Unadjusted TI
Lower Limit Upper Limit
581,546
661,500
584,295
664,815
587,028
668,147
589,745
671,495
592,446
674,859
595,131
678,238
597,802
681,632
600,458
685,040
603,100
688,463
605,728
691,900
608,343
695,349
610,945
698,812

Adjusted TI
Lower Limit Upper Limit
557,453
685,593
560,032
689,079
562,584
692,592
565,110
696,130
567,611
699,693
570,088
703,281
572,541
706,893
574,970
710,528
577,377
714,186
579,761
717,866
582,124
721,568
584,467
725,290

were smaller, and conversely, the coverage probabilities were the most liberal as the
coefficients approached the boundary of the stationarity constraints. We addressed
this undesirable behavior by implementing a bootstrap adjustment on the confidence
level, which showed substantial improvements in the coverage performance towards
the nominal level. We applied our tolerance intervals methodology for forecasting
limits on the monthly number of people on waiting lists in England. Such information can help improve capacity planning for those hospitals included on those waiting
lists.
There are certain extensions to this research that are currently being undertaken.
One extension is to further improve upon the bootstrap strategy employed for determining the adjusted confidence coefficient to ensure the performance of the procedure
is near the nominal level. A natural approach is the use of a bootstrap calibration
via the double bootstrap, which has been shown to improve the coverage accuracy of
a confidence procedure (Martin, 1990; Loh, 1991; Scholz, 1994). The bootstrap calibration has been successfully applied to some tolerance (limit) interval procedures,
such as for ratios of normal random variables (Flouri et al., 2017) and for the discrete
Pareto distribution (Young et al., 2019). However, greater care needs to be taken
with a bootstrap calibration in the present setting since the effects of autocorrelation
need to be properly reflected in the bootstrapping procedure.
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We are also exploring ways to make the current work as general as possible. In
particular, the present work assumes Gaussian white noise, which may be too restrictive for the time series being analyzed. Thus, we are exploring how best to utilize
existing methods for nonparametric tolerance intervals in the context of constructing
tolerance intervals for time series data, such as the use of interpolated order statistics;
see Young and Mathew (2014). Moreover, to maximize the utility of such tolerance
interval procedures, it will also be beneficial to extend these results to more generalized time series models, such as autoregressive integrated moving average (ARIMA)
and generalized autoregressive conditional heteroskedasticity (GARCH) models. Such
tolerance intervals could have broad applicability in setting informative limits when
producing forecasting estimates in financial data or for producing informative datadriven limits in climate monitoring.
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Chapter 3 Tolerance Intervals for Specifying Winsorization/Trimming
Cutoffs

3.1

Introduction

Winsorization is a popular and robust methodology employed to reduce the influence of outliers when calculating a statistic. Winsorized mean is, perhaps, the most
commonly calculated Winsorized statistic (c.f., Searls (1966), Rivest (1994), and Wu
and Zuo (2009)) while Winsorized totals are often calculated in business surveys (c.f.,
Kokic and Bell (1994), Kokic (1998), and Chambers et al. (2000)).
Let X be a continuous random variable with cumulative distribution function
FX (·; θ). Let X1 , X2 , . . . , Xn be an iid random sample from FX (·; θ) and x1 , x2 , . . . , xn
be the corresponding realizations (i.e., our data). A two-sided Winsorization yields
the Winsorized data x∗1 , x∗2 , . . . , x∗n such that



π ∗ xi + (1 − πL ) ∗ KL , if xi ≤ KL ;

 L
x∗i =
πU ∗ xi + (1 − πU ) ∗ KU , if xi ≥ KU ;



 x,
otherwise,
i

(3.1)

where 0 ≤ πL , πU ≤ 1 and KL < KU are cutoff values. Similarly, one-sided lower and
one-sided upper Winsorization can be accomplished by omitting the first and second
condition above, respectively.
An issue with Winsorization is how to choose the cutoff values. A naı̈ve, yet
common approach is to simply specify an α-cutoff, where α ∈ (0, 0.5). For the
two-sided setting, KL and KU are set equal to the α/2-th and (1 − α/2)-th sample
quantile, respectively. For the one-sided settings, simply replace α/2 with α. The
value of α may be a common value (e.g., 0.05 or 0.10) or the choice may be guided
by exploratory data analysis. Regardless, there is often a high level of subjectivity
when choosing α in such a manner.
Some work has been done to more rigorously estimate cutoff values. Searls (1966)
was one of the first articles to study this topic by suggesting the use of previous
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data to select the cutoffs, but cautions that the procedure is not necessarily optimal.
Tambay (1988) used a quantile distance method that typically resulted in a smaller
mean squared error (MSE) than the simple expansion estimator. Kokic and Bell
(1994), Clark (1995), and Chambers et al. (2000) all studied cutoffs for one-sided
Winsorization. Their approach estimated a single parameter L, which represents the
H strata cutoffs for a stratified random sample (SRS). Rivest and Hidiroglou (2004)
performed estimation in a similar manner to compute corrected Winsorized means
for disaggregated estimators. Kokic (1998) also developed a procedure for two-sided
Winsorization.
In most of the papers handling Winsorization cutoffs, the “optimal” cutoff value is
found through minimizing a loss function. Moreover, most of the applications in the
papers cited above pertain to Winsorizing survey data. Chambers et al. (2000) point
out that the one-sided procedure depends on having a “good” estimate of µ̂ under
each sampled unit. A way to estimate the mu is to use data from (possibly) several
previous implementations of the survey. However, this assumes that such data exist
and that the data can be used as an estimate of µ̂. But as Hulliger (2000) points
out, the general approach sort of reduces to a one-step procedure: “Take a robust
estimator µ. Then use the weighted residuals to decide on a good choice of a cut-off
value K. Then use a Winsorized mean for prediction.”
Besides a loss-based approach, Wu and Zuo (2007) and Wu and Zuo (2009) developed a mechanism to perform a (possibly) asymmetrical Winsorization based on
the scaled deviations of the observations. The idea is to Winsorize points that are
far away from the median, which are determined by using the scaled deviations as
weights. They showed that the Winsorized means and standard deviations using
this approach behave well over the traditional approach; however, the approach is
distribution-dependent.
Our approach is presented as an alternative when previous information (e.g., population estimates from surveys) is not available or the researcher is not willing to
make distributional assumptions. In such a scenario, the choice of choosing the Winsorization cutoff is often purely subjective. Even the use of Searls (1966) MSE-based
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criterion has no simple algebraic solution to definitively yield a choice for K. We
utilize the intrinsic meaning of tolerance intervals to bound a specified proportion
of the population at a given confidence level. These bounds are, in turn, used as
the Winsorization cutoffs. While our approach still has a level of subjectivity to it
(i.e., the choice of the nominal levels for the tolerance intervals), the characterization
of the underlying data structure using nonparametric tolerance intervals provides a
more established framework with which to characterize the data and ultimately guide
the choice of the Winsorization cutoffs.
The above estimation procedure for the cutoffs is developed in the context of
stratified random samples (SRSs). However, the approach can be extended to other
types of surveys. But the optimality of the procedure only holds in the SRS setting
at a fixed level of aggregation (Kokic and Bell, 1994). Since this a very specific
survey setting, we propose a simple procedure for setting Winsorization cutoffs that
can apply to a broad class of data problems. We propose to use nonparametric
tolerance limits on the raw data as cutoffs. Our approach makes no assumption
about previously collected data and is able to be easily handled for one-sided, twosided, and multivariate Winsorization. The only assumption made is that our data
come from a continuous distribution.
A (P, γ) tolerance interval captures a specified proportion P or more of a population with a given confidence level γ. A tolerance interval is computed using a
random sample, where the confidence level γ reflects the sampling variability. The
topic has been well-studied in the literature with Wilks (1941) being the first paper
to thoroughly present the problem. Tolerance intervals are commonly applied in engineering, quality control, pharmaceuticals, and environmental research as a way to
set statistically-based design limits. We refer to the book by Krishnamoorthy and
Mathew (2009b) for a detailed treatment of the topic as well as numerous examples.
Note that our procedure can also be extended to choosing cutoff values for trimming. Given the extra step of reassigning values to the cutoff in Winsorization (which
is non-trivial in the multivariate setting), we chose to focus our discussion explicitly
on Winsorization.
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This paper is organized as follows. In Section 3.2, the general framework for
nonparametric tolerance intervals is presented. In Section 3.3, we discuss the use
of nonparametric tolerance intervals for setting Winsorization cutoffs in univariate
datasets. In Section 3.4, we extend the procedure to multivariate setting. In this
section, we also provide greater details about data depth functions. We then conduct a
simulation study in Section 3.5 to demonstrate that our procedure typically performs
as good or better than simply selecting a cutoff value. Census Agriculture data are
also analyzed in Section 3.6. Finally, we close with a discussion in Section 3.7 about
some future research problems.
3.2

Nonparametric Tolerance Limits

Now consider a random sample X = (X1 , X2 , · · · , Xn ) from distribution F (·; θ). A
two-sided (P, γ) nonparametric tolerance interval (L (X) , U (X)) satisfies
PX {PX (L(X) ≤ X ≤ U (X)|X) ≥ P } = γ.

(3.2)

where P is the desired proportion to be captured from the sampled population, and
γ is the designated confidence level.
A one-sided (P, γ) nonparamtric upper tolerance limit is defined as
PX {PX (X ≤ U1 (X)|X) ≥ P } = γ.
A one-sided (P, γ) nonparamtric lower tolerance limit is defined similarly.
We also note that a (P, γ) upper tolerance limit U1 (X) for distribution of X is
a (100 × γ) % upper confidence limit for the (100 × P )th percentile of X. Similarly,
a (P, γ) lower tolerance limit L1 (X) for the distribution of X is a (100 × γ) % lower
confidence limit for the 100 × (1 − P )th percentile of X. However, the computation of
a two-sided tolerance interval does not reduce to a similar interval estimation problem. Approximations and some exact procedures are available for many parametric
tolerance intervals (see Krishnamoorthy and Mathew (2009b) and Young (2010a)).
Let X(1) , · · · , X(n) be the order statistics for the random sample X1 , · · · , Xn . Suppose that the distribution function FX (·) is now only assumed to be a continuous,
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non-decreasing probability function. We can construct a two-sided (P, γ) nonparametric tolerance interval by determining a pair of order statistics X(r) and X(s) , r < s,
so that the criterion in (3.2) is met. Namely,


PX(r) ,X(s) PX X(r) ≤ X ≤ X(s) |X(r) , X(s) ≥ P ≥ γ.

(3.3)

Note that because r, s ∈ N, we need to determine their values such that s − r is at
a minimum, which leads to (3.3) being an inequality statement instead of a strict
equality statement as in (3.2).
Letting U(i) = F(X(i) ), i = 1, . . . , n, we can rewrite (3.3) as

PU(r) ,U(s) U(s) − U(r) ≥ P ≥ γ.

(3.4)

Using the joint distribution of U(r) and U(s) , it can be shown (see Section 8.4 of
Krishnamoorthy and Mathew (2009b)) that U = U(s) − U(r) is beta distributed with
shape parameters (s − r) and (n − s + r + 1) and that

γ ≤ PU(r) ,U(s) U(s) − U(r) ≥ P = P(Y ≤ k − 1|n, P ),

(3.5)

where Y ∼ Bin(n, P ), k = s − r, and 1 ≤ r ≤ s ≤ n. The smallest k ∈ N such
that (3.5) is satisfied implies that any interval [X(r) , X(s) ] is a (P, γ) nonparametric
tolerance interval. Similarly, if we let W ∼ Bin(n, 1 − P ), then X(k∗ ) and X(n−k∗ +1)
are one-sided (P, γ) lower and upper tolerance limits, respectively, where k ∗ is the
largest integer satisfying
P(W ≥ k ∗ |n, P ) ≥ γ.

(3.6)

Nonparametric tolerance intervals also require a minimum sample size to ensure the
nominal levels are achieved. In general, they hold only for n ≥ g ((1 − γ) , P ), where
various g(·) functions have been explored in the literature (see Patel (1986) for references). The value of n is determined from the perspective that at least 100P % of the
population will be captured between [X(1) , X(n) ] with at least 100γ% confidence or
between [−∞, X(n) ] or [X(1) , +∞] for the one-sided settings. To ensure with 100γ%
confidence that the two-sided tolerance interval is defined by the extremes of the
sample, we must find the smallest value of n such that
nP n−1 − (n − 1)P n < (1 − γ) .
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(3.7)

Moreover, the one-sided setting requires finding the smallest value of n such that
P n < (1 − γ).
It is important to note that the discussion above only pertains to univariate data.
Nonparametric tolerance regions (i.e., for multivariate data) is a more complex problem that has been treated far less in the literature. Di Bucchianico et al. (2001)
replace the class of nonparametric tolerance intervals with a general class of indexing sets, which specializes to classes of ellipsoids, hyperrectangles, and convex sets.
Li and Liu (2008) use data depth to define multivariate spacings as “shells” around
the cloud of multivariate data (or “rings” in the two-dimensional setting) and apply
the theory of Wilks (1941) to establish nonparametric tolerance regions. Young and
Mathew (2020) use data depth to establish hyperrectangular tolerance regions for
the purpose of establishing multivariate reference regions in the area of laboratory
medicine. Fortunately, our method for determining Winsorization cutoffs only requires univariate nonparametric tolerance limits, regardless of the dimension of the
data.
3.3

Cutoffs - Univariate Data

Symmetric Tails
We now discuss the construction of cutoff locations for symmetric trimming and
Winsorization problems utilizing nonparametric tolerance limits. By talking about
symmetry, it means same proportion on each side of the distribution is trimmed/Winsorized.
A two-sided nonparametric tolerance intervals discussed in the previous section,
Wilks (1941) takes s = n − r + 1, resulting in the tolerance interval being the rth
smallest and sth largest order statistics from a sample of size n and refers to the
resulting interval as the truncated sample range. This approach will always remove
the same number of observations from each tail. As sample size n increases, so does
(s − r). We recommend Algorithm 1 if one wants to trim/Winsorize the same number
of extremes from each tail.
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Algorithm 1: Univariate Symmetric Trimming/Winsorization
Given data X of size n, {x1 , · · · , xn }.

Step 1: Obtain order statistics of X, x(1) , · · · , x(n) ;
Step 2: Apply two-sided nonparametric (P, γ) tolerance limits to order statistics.
Record cutoff locations r and s, where r ≤ s, obtained by the tolerance limits.


x(r) , x(s) is the desired interval which trims/Winsorizes (1 − P ) /2 of data
at each tail.
When data are skewed, a one-sided trimming/Winsorization may be preferred.
Under this case, a one-sided (P, γ) should be applied in Step 2 of Algorithm 1. Coverage probabilities of tolerance-based trimming/Winsorization for one-sided and twosided problems are scrutinized in Section 3.5.
Asymmetric Tails
When data are skewed, a one-sided trimming/Winsorization is usually performed.
When data are unskewed and symmetrically distributed, a two-sided trimming/Winsorization is more often executed. Symmetric trimming/Winsorization excludes same
proportion of data on each side of the distribution and it is a common manner of
downsizing data to preserve the most representative characteristics for future investigation. However, special needs may raise due to different research purpose, and
different proportions of each tail may needed to be trimmed/Winsorized, especially
for asymmetric distributions.
Asymmetric trimming/Winsorization finds cutoff locations which excludes different proportions of data on each tail. In this section, we introduce two asymmetric
tolerance-based trimming/Winsorization methods. One method emphasizes on inclusion part, which means that the focus is on capturing a specified P proportion
within two cutoff points while trimming/Winsorizing different proportions on each
tail; the other method puts more concentrations on exclusion part, which ensures
that a specific proportion, (1 − P ), is taken away.
In the following we developed two asymmetric trimming/ Winsorization methods
with different emphasis. We suggest Algorithm 2 for inclusion purpose and Algorithm
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3 for exclusion purpose.
Algorithm 2: Univariate Asymmetric Trimming/Winsorization, Emphasizing on Inclusion Proportion
Given data X of size n, {x1 , · · · , xn }. Specify the lower and upper
proportions, Plower and Pupper , to be trimmed/Winsorized with a confidence
level γ.

Step 1: Obtain order statistics of X, x(1) , · · · , x(n) ;
Step 2: Apply two-sided nonparametric ((1 − 2Plower ) , γ) and ((1 − 2Pupper ) , γ)
tolerance limits to the order statistics. Denote two cutoff locations obtained
by each tolerance limit as r and s, respectively.


x(r) , x(s) is the desired interval, and it captures P proportion of the data at
confidence level γ, where P = (1 − Plower − Pupper ).

Recall that a (P, γ) tolerance interval includes P proportion of the sampled
population within the interval at confidence level γ, and therefore, (1 − P ) proportion is excluded by the interval. When we focus on inclusion part of the interval, a ((1 − 2Plower ) , γ) tolerance intervals captures (1 − 2Plower ) proportion of
the data, while trimming/Winsorizing Plower proportion on the lower tail; and a
((1 − 2Pupper ) , γ) tolerance intervals captures (1 − 2Pupper ) proportion of the data,
trimming/Winsorizing Pupper proportion on the upper. When we combine lower cutoff location obtained by ((1 − 2Plower ) , γ) tolerance limit and upper cutoff location
obtained by ((1 − 2Pupper ) , γ) tolerance limit, we capture P proportion of the data,
with Plower and Pupper proportion on lower and upper tail being excluded, respectively.
When focusing on a specified total proportion to be trimmed/Winsorized on each
side of the data, we suggest Algorithm 3.
Algorithm 3 is slightly different from Algorithm 2 due to lightly distinct purposes.
A one-sided ((1 − Plower ) , γ) tolerance interval leaves at most Plower proportion on
the left tail at confidence level γ; while A one-sided ((1 − Pupper ) , γ) nonparametric
tolerance interval leaves at most Pupper proportion on the right tail at confidence level
γ. When these two one-sided tolerance limits are operated simultaneously, a proper
Bonferroni adjustment is needed.
The idea of trimming/Winsorization for univariate data is straightforward and
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Algorithm 3: Univariate Asymmetric Trimming/Winsorization, Emphasizing on Exclusion Proportions
Given data X of size n, {x1 , · · · , xn }. Specify the lower and upper
proportions, Plower and Pupper , to be trimmed/Winsorized with a confidence
level γ.

Step 1: Obtain order statistics of X, x(1) , · · · , x(n) ;
Step 2: Apply two-sided nonparametric (Plower , (2γ − 1)) and (Pupper , (2γ − 1))
tolerance limits to the order statistics. Denote two cutoff locations obtained
by each tolerance limit as r and s, respectively.


x(r) , x(s) is the desired interval, and it excludes Plower and Pupper proportion
of the data on lower and upper tail, respectively, at confidence level γ, where
P = (1 − Plower − Pupper ).
executions are considerably easy. Tukey’s g − times trimming/Winsorization takes
(g/2)th and (1 − g/2)th percentiles as cutoff locations. However, given any random
data, Tukey’s methods does not necessarily return a promising coverage probability.


That being said, xT(r) , xT(s) does not cover the desired proportion of the data. A nonparametric tolerance interval carries the appealing property of ensuring a specified
proportion P being captured by cutoff points. We utilize tolerance limits to develop
not only symmetric trimming/Winsorization algorithms, but also two different asymmetric algorithms to fit different purposes. Justifications and coverage studies are
presented in Section 3.5.
3.4

Cutoffs - Multivariate Data

Cutoffs for Bivariate Data
Note that Winsorization is a procedure that inherently projects data points onto a
convex hull of a subset of the data points. In the univariate case, this equates to
projecting the points onto endpoints of the interval. While spherical depth is only
orthogonally invariant, this property is not viewed as a deficiency for our purposes.
For multivariate data, we have a different paradigm as to how we handle Winsorization. First, there is no notion of “one-sided” or “two-sided” Winsorization. Underlying our approach will be characterizing points that lie furthest from the cloud of
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the bulk of our data, which we believe represent the “true” underlying multivariate
density. Our Winsorization cutoff will now be the boundary of a region (i.e., a shell)
that encompasses where we believe the representative portion of the density to be.
The shape of such a shell should be representative of the shape of the data cloud.
But since we wish to avoid making any distributional assumptions, we will not pursue
contours that are derived from any particular multivariate distribution (e.g., multivariate normal). Instead, we will take a novel nonparametric approach that utilizes
data depth.
Data depth is a measure of closeness of each observation to the center of the
cloud. If a data point is extreme, it receives a low data depth value; while if an
observation is at the center, it receives a high data depth value, since it is “deep” in
the cloud. There are numerous methods to compute data depth values. Small (1987)
defined the affine median in a multivariate environment, and Liu and Singh (1992)
introduced angular simplicial depth (ASD) and arc distance depth (ADD) based on
the affine median. However, the ASD and ADD methods assumes an underlying
multivariate distribution and it is not practically computational with a large sample
size. Mahalonobis depth is easy to compute using Mahalonobis distance, but it is not
robust. Elmore et al. (2006) developed a spherical depth using depth function, and
it is both computational efficient and robust. In our methodology, we use spherical
data depth for computational efficiency purpose. The idea of using a data depth
measure here is to exclude observations which are considered to be extremes. For large
survey data, to compute data depth values, the algorithm goes over all observations.
Therefore, computational efficiency is a major consideration in choosing data depth
method.
Algorithm 4 illustrates the procedure of finding a cutoff convex hull using our
tolerance-based method for a bivariate data structure. Trimming and Winsorization
intend to exclude extreme observations from the analysis. In univariate data, order
statistics are one direct tool which sort observations in a descending or ascending order. Observations whose values are considered to be small or large are trimmed/Winsorized. In multivariate data, data depth values reduce high-dimensional data to one
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dimension and efficiently mark observations which are distant away from the major
cloud with low data depth values. A nonparametric tolerance interval on data depth
values can help identify extreme observations.
Algorithm 4: Tolerance-Based Cutoff Region
Given a bivariate data (X, Y ), {(x1 , y1 ) , · · · , (xn , yn )} and selection criterion
(P, γ), where P is the proportion one wants to cover by the convex hull, and
γ is the confidence level.
Step 1: Obtain data depth values for {(x1 , y1 ) , · · · , (xn , yn )}, and denote those data
depth values as (d1 , · · · , dn ). (Note that each observation (xi , yi ) has a unique
data depth value di , for i = 1, 2, · · · , n);
Step 2: Obtain order statistics of (X, Y ) in terms of corresponding data depth values.




That is x(1) , y(1) , x(2) , y(2) , · · · , x(n) , y(n) is ordered in accordance with
order statistics of data depth values d(1) , d(2) , · · · , d(n) .

Step 3: Apply one-sided nonparametric (P, γ) tolerance limit onto d(1) , · · · , d(n) , and
record lower cutoff location s.
The
 convex hull
 which enfolds observations,
x(s+1) , y(s+1) , · · · , x(n) , y(n) , whose data depth values are
d(s+1) , · · · , d(n) is the desired region.

Adjusted Tolerance-Based Cutoffs
Tolerance based trimming/ Winsorization is a completely nonparametric methodology. Actual convex hulls differ from sample to sample, even under the same (P, γ)
content and confidence settings. Figure 3.1 shows how various samples result in different convex hulls. In Figure 3.1, all four samples are randomly generated from
independent bivariate standard normal distribution. Each of the sample have sample size of 500. A (P, γ) = (0.90, 0.90) tolerance based trimming/Winsorization is
applied to each sample in order to construct a cutoff region. Since all observations
are randomly located, resulting cutoff convex hulls have different shapes and boundaries. Therefore, actual coverage for each convex hull is expected to vary from sample
to sample. It is worthy recalling that under a (0.90, 0.90) tolerance setting, 90% of
the resulting convex hull captures at least 90% of an independent bivariate standard
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normal distribution. However, by nature of nonparametric methodology, actual conditions usually deviate from ideal and theoretical conditions. In this section, we study
actual contents embodied by the convex hull, and develop an automatic adjustment
procedure to lift coverage probability to nominal level.

(a)

(b)

(c)

(d)

Figure 3.1: (0.90, 0.90) Tolerance-based Convex Hulls
Now we study actual content of cutoff regions obtained directly from tolerancebased methods. The study is conducted based on 500 Monte Carlo simulations under
(0.90, 0.90) tolerance setting. The red histogram in Figure 3.2 shows empirical distribution of actual content of unadjusted method. It is not surprising that some contents
are below nominal level P = 0.90, and some are well above. To meet nominal coverage
probability, about 90% actual contents need to be above 0.90. That is, we want the
10th percentile, the red dashed line, to be around 0.90, and shift the red histogram
rightward to match the blue histogram in Figure 3.2 reasonably. (Note that the blue
histogram is the distribution of actual contents of tolerance-based trimming/Winsorization after proper adjustment.) We designed Algorithm 5 to accommodate an
adjustment based on the observed empirical performance for large sample sizes.

This adjustment procedure is based on some knowledge about the underlying
distribution. We consider this as a legitimate assumption that investigators have
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Algorithm 5: Adjusted Tolerance-Based Cutoffs
Given a bivariate data (X, Y ) from F( XY ), {(x1 , y1 ) , · · · , (xn , yn )} and
choosing criterion (P, γ), where P is the proportion one wants to cover by
the convex hull, and γ is the confidence level.
Step 1: Estimate sufficient statistics of FX,Y from the given data, and obtain the
estimated joint distribution, F̂X,Y . Also, obtain the order statistic of the
dataset with respect to their spherical data depth value, and record the order
statistics as {(x(1) , y(1) ), · · · , (x(N ) , y(N ) )};
Step 2: Generate a bootstrap sample from F̂X,Y with the same sample size of the
original dataset N ;
Step 3: Obtain the order statistics of {(x̂1 , ŷ1 ), · · · , (x̂N , ŷN )} with respect to their
spherical data depth value, and denote the order statistics as
{(x̂(1) , ŷ(1) ), · · · , (x̂(N ) , ŷ(N ) )};
Step 4: Apply a lower one-sided nonparametric (P, γ) tolerance limits to order
statistics of (X̂, Ŷ ), and locate the cutoff point, (x̂(r) , ŷ(r) ).
Step 5: Compute the cumulative density enclosed by the convex hull of
{(x̂r , ŷr ), · · · , (x̂N , ŷN )}, and denote as Pactual ;
Step 6: Repeat Step 2 to Step 5 for B times, where B is a sufficiently large number.
1
B
Record actual contents as {Pactual
, · · · , Pactual
};
Step 7: Obtain the adjusted content Padj = 2P − P1−γ , where P1−γ is the (1 − γ)th
1
B
percentile of {Pactual
, · · · , Pactual
};
Step 8: Apply lower one-sided nonparametric (Padj , γ) tolerance limit to the order
statistics of the original data, {(x̂(1) , ŷ(1) ), · · · , (x̂(N ) , ŷ(N ) )}, locate the cutoff
point as (x(r) , y(r) ), the convex hull consist of {(xr , yr ), · · · , (xN , yN )} is the
target region.
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Figure 3.2: Unadjusted (Red) v.s. Adjusted (Blue) Contents
fundamental understanding of their data and FXY . In addition, this assumption is
not strict, and can be further released. If the investigator does not carry any prior
knowledge about their data, then a nonparametric adjustment can be executed by
taking bootstrap samples based on the observed sample. More extensive coverage
studies are demonstrated in Section 3.5.
Before giving any conclusions, we want to point out that an adjustment is not
strictly necessary, because without adjusting, the cutoff region based on direct tolerancebased method is well around nominal content. Although coverage probability is below
nominal level, it is not disastrous. The low coverage probability is not caused by the
algorithm itself, but due to randomization of observations. We strongly believe that
if a smoother shape, like an ellipsoid, of cutoff region can be obtained, the coverage
will be well met. However, we choose to use convex hull followed by two reasons.
One is that a convex hull is constructed based on actual observations and its vertices
are real data. Therefore, a convex hull can fully reflect actual conditions. While
the boundary of an ellipsoid can miss any actual observations. Secondly, due to lack
of package availability, a convex hull is the most reachable tool to construct desired
cutoff regions.
Another claim we want to share is that when an adjustment is made, the investigator has the option to apply their prior knowledge about the underlying distribution
of data and therefore, make a semiparametric adjustment. However, this is not a
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necessary condition for investigators to apply tolerance-based algorithm since a nonparametric adjustment can also be well-executed.
Conclusively, tolerance-based cutoff methodology utilizes data depth values to
capture a desired proportion of the sampled data. Our method makes no distributional assumption, and shows solid performance under various conditions. When a
confidence statement is strictly required, both parametric and nonparametric adjustment procedures return valid results as well.
3.5

Coverage Study

Robustness Study
The influence function is a heuristic tool used to approximate effects of data contamination to an estimator. Data are often assumed to follow an underlying distribution,
real observations can deviate from the pattern. Regular estimators, such as mean
and standard deviation, are not robust because any potential outlying observed values may result in dramatic change on estimations. The influence function is therefore
developed to test robustness and efficiency of an estimator. Hampel et al. (2011)
defines an influence function to be
IF (x; T (F )) =

lim+

ε→0

T ((1 − ε) F + ε∆x ) − T (F )
ε

where δx is a point mass function at x, T is a functional, and F is the underlying
distribution.
Tukey’s g-times trimming and Winsorization are robust estimators. Other authors also developed various types trimming and Winsorization algorithms. Influence
functions are used check robustness of an estimator in literature. Wu and Zuo (2007)
and Wu and Zuo (2009) used influence functions to study the efficiency of trimmed
and Winsorized means and standard deviations based on a scaled deviation. Distances between observations and the median serves as an indication for trimming and
Winsorization. Wu and Zuo (2007) defined distance as
D (x, F ) =
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x − µ (F )
σ (F )

where µ (F ) is the median, and σ is the standard deviation of F , respectively. β is
a user-defined threshold, where any observations with |D (x, F ) | > β are trimmed/
Winsorized. The β scaled-deviations trimmed mean and variance functionals are
R
I (|D (x, F ) | ≤ β) wi (D (x, F )) xdF (x)
, i = 1, 2,
Ti (F ) = R
I (|D (x, F ) | ≤ β) wi (D (x, F )) dF (x)
R
I (|D (x, F ) | ≤ β) w2 (D (x, F )) (x − T1 (F ))2 dF (x)
2
R
S (F ) = ct
I (|D (x, F ) | ≤ β) w2 (D (x, F )) dF (x)
where ct is the consistency coefficient, 0 < β < ∞ and wi (i = 1, 2) is an even-bounded
weight function on [−∞, ∞] so that the denominator is positive. In addition, Wu
and Zuo (2007, 2009) show the following preliminary results of influence functions:
IF (x; L (F )) = IF (x; µ (F )) − βIF (x; σ (F ))
IF (x; U (F )) = IF (x; µ (F )) + βIF (x; σ (F ))
IF (x; µ (F ))
IF (x; D (y, F )) = − (D (y, F ) IF (x; σ (F ))) +
σ
Therefore, the influence function of Ti (F ) and S 2 (F ) are functions of IF (x; µ (F ))
and IF (x; σ (F )). However, the influence function of tolerance-based trimming and
Winsorization methods is unexpectedly complex due to lack of closed form of solutions
to a tolerance interval. We consider actual “influence” of a contamination to the
estimator as an alternative to study the robustness and we compare the influences of
contamination of tolerance-based method against Tukey’s method.
Before presenting results, let us review the formula and actual meaning of an
influence function. An influence function takes the form of
IF (x; T (F )) =

lim+

ε→0

T ((1 − ε) F + ε∆x ) − T (F )
ε

where ε is the contamination proportion. Differences between estimators under contamination and non-contamination is the core idea to study the robustness. If we
take one step back, and study the behavior of F ((1 − ε) X + εG) − F (X), where ε is
contamination proportion and G is the contamination, we are able to get ideas about
how much a statistic is affected by a potential contamination.
We now conduct our robustness study in the following conditions. Assume we
have an underlying distribution of N (0, 1), with sample size of 1000. We apply
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both Tukey’s 5% − W insorization (Winsorize 5% on each side of the distribution)
and (0.90, 0.90) tolerance-based Winsorization to the random data and study how
a proportion of contamination could possibly affect the Winsorized mean. We use
values of {0, 2, 4, 10} for potential contamination. Figure 3.3 shows behaviors of
amount of Winsorized mean changes with respect to data contamination.

(a) Contamination at 0

(b) Contamination at 2

(c) Contamination at 4

(d) Contamination at 10

Figure 3.3: Difference between functionals under contamination conditions
Parametric mean for a N (0, 1) distribution is 0. When contamination is at value
0, the contaminated is also bell-shaped distributed as a standard normal distribution, but with a more abrupt peak at the center, 0, of the distribution. Therefore,
when contamination is at 0, there is no significant differences between contaminated
and non-contaminated statistics. When contamination deviates to a more extreme
location, Winsorized means with and without contamination tend to be different.
The amount of difference gets larger as proportion of contamination increases. We
decided to present the plots in reverse order; the x-axis starts from 1 and ends at 0, to
illustrate how differences between two statistics change as contamination proportion
vanishes. Robustness behavior between Tukey’s and tolerance-based methods show
very similar, if not identical, patterns in terms of contamination proportion.
We also study the impact of data contamination to Winsorized standard deviation.
Simulation conditions are identical to the study of Winsorized mean that is described
52

above. Figure 3.4 presents the differences between Winsorized standard deviations
under contamination and non-contamination conditions.

(a) Contamination at 0

(b) Contamination at 2

(c) Contamination at 4

(d) Contamination at 10

Figure 3.4: Difference between functionals under contamination conditions
As expected, the robustness between Tukey’s and tolerance-based Winsorization
show similar behaviors. Robustness behavior for trimming should be analogous to
Winsorization problems, and patterns are expected to be similar.
In addition to actual differences between statistics under different contamination,
we also study the empirical influence functions of both Tukey’s and tolerance-based
methods. Results are demonstrated in Figure 3.5.

(a) Trimmed Mean

(b) Winsorized Mean

Figure 3.5: Comparison of Empirical Influence Functions between Tukey’s and
Tolerance-Based Methods
Illustrations of empirical influence functions are consistent with previous robustness studies. It gives more evidence to show tolerance-based statistics share similar
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robustness as statistics of Tukey’s method.
Simulation for Univariate Data: Symmetric Cutoffs
We now assess the coverage properties of symmetric tolerance-based trimming and
Winsorization. We compare actual coverages of Tukey’s and tolerance-based methods.
Extensive coverage studies for univariate data are conducted using various distributions. For each simulation, the following conditions are considered.
• Number of Monte Carlo simulations, B=5000
• Sample size, N = {50, 60, · · · , 990, 1000}
• (P, γ) = {(90, 90) , (90, 95) , (95, 90) , (95, 95)}
When the underlying data is symmetrically distributed, a symmetric trimming/Winsorization is usually considered. Figure 3.6 and 3.7 are coverage results for standard
normal and Cauchy distribution, respectively.

(a) (P, γ) = (0.90, 0.90)

(b) (P, γ) = (0.90, 0.95)

(c) (P, γ) = (0.95, 0.90)

(d) (P, γ) = (0.95, 0.95)

Figure 3.6: Coverage Study for Normal Distribution N (0, 1)
When data are skewed, a one-sided trimming/Winsorization may be preferred.
Without loss of generality, an exponential distribution with rate of 5 is studied in
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(a) (P, γ) = (0.90, 0.90)

(b) (P, γ) = (0.90, 0.95)

(c) (P, γ) = (0.95, 0.90)

(d) (P, γ) = (0.95, 0.95)

Figure 3.7: Coverage Study for Cauchy Distribution C(0, 1)
this section. Coverages for both lower and upper trimming/ Winsorization are shown
in Figure 3.8 and 3.9, respectively.

(a) (P, γ) = (0.90, 0.90)

(b) (P, γ) = (0.90, 0.95)

(c) (P, γ) = (0.95, 0.90)

(d) (P, γ) = (0.95, 0.95)

Figure 3.8: Coverage Study for Exponential Distribution Exp(Rate = 5), Lower
Cutoff
Simulation results present consistently and substantially better coverage performance of tolerance-based trimming/Winsorization methods than Tukey’s method under various conditions. For small sizes and higher content conditions, the coverages
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(a) (P, γ) = (0.90, 0.90)

(b) (P, γ) = (0.90, 0.95)

(c) (P, γ) = (0.95, 0.90)

(d) (P, γ) = (0.95, 0.95)

Figure 3.9: Coverage Study for Exponential Distribution Exp(Rate = 5), Upper
Cutoff
are slightly liberal, and this is due to the random locations of actual observations.
That being said, given a sample size and a tolerance setting, the same order statistics are always obtained. When the thresholds x(r) or x(s) are shifted, the actual
coverage changes accordingly. Although actual coverages are liberal, they are within
neighbourhood of nominal settings.
Simulation for Univariate Data: Asymmetric Cutoffs
This section we show coverage study for asymmetric cutoffs. Simulations are based
on the following conditions:
• Number of Monte Carlo simulations, B = 5000;
• Sample sizes, N = ({50, 70, · · · , 2000});
• (Plower , Pupper , γ) = {(0.07, 0.03, 0.90) , (0.07, 0.03, 0.95)}.
Without loss of generality, a N ∼ (0, 1) is used. Figure 3.10 illustrates coverage for
inclusion part of Tukey’s and tolerance-based cutoffs. Coverages calculated based on
percentage of contents captured by the cutoff points. It is obvious that tolerance-
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based method shows satisfactory results, and it converges to nominal level asymptotically.

(a) γ = 0.90

(b) γ = 0.95

Figure 3.10: Asymmetric Cutoffs, Capturing Middle Part
Figure 3.11 presents coverages calculating exclusion parts of cutoffs. Because
nominally, 7% and 3% are desired proportions to be trimmed or Winsorized on lower
and upper tail, respectively. Coverages are calculated based on percentage of contents which exclude 10% using cutoffs. For small sample sizes, coverages are slightly
conservative due to randomization. However, conservativeness under this case is practically acceptable. Consider scenarios that a mass production factory want to ensure
its quality control procedure detects deficiency below and above a preset limitation.
A conservative coverage returns cutoffs with more solid test conditions.

(a) γ = 0.90

(b) γ = 0.95

Figure 3.11: Asymmetric Cutoffs, Capturing Tail Parts

Simulation for Bivariate Data
In this section, coverage studies for bivariate data structures are presented. Simulations are based on following conditions:
• Number of Monte Carlo simulations, B=1000
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• Sample size, N = {300, 320, · · · , 1180, 1200}
• (P, γ) = {(90, 90) , (90, 95) , (95, 90) , (95, 95)}
Both unadjusted and adjusted coverages are illustrated and compared. Coverages
for independent bivariate standard normal and exponential distribution are shown in
Figure 3.12 and 3.13, respectively.

(a) (P, γ) = (0.90, 0.90)

(b) (P, γ) = (0.90, 0.95)

(c) (P, γ) = (0.95, 0.90)

(d) (P, γ) = (0.95, 0.95)

Figure 3.12: Coverage Study for Independent Bivariate Standard Normal Distribution
For bivariate data, although coverages for unadjusted tolerance-based trimming
or Winsorization are impressively liberal at the first sight, the actual contents are
close to nominal levels. Figure 3.2 displays unadjusted and adjusted actual contents
for sample size of 600 at (P, γ) = (0.90, 0.95) setting as an example. Theoretically,
we want 95% of contents to be above content 0.90. Before any adjustment, although
only about 20% contents are above content of 0.90, the rest of them do not have a
huge departure. They are in a close neighbourhood. These low content, again, is
not because of incorrect algorithm, it is resulted by applying continuous justification
(parametric cumulative bivariate density) onto a discrete measurement (random locations of vertices). Adjustment idea comes from the observation that if we are able
to shift the histogram rightward, such that the 5th percentile of actual content meets
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(a) (P, γ) = (0.90, 0.90)

(b) (P, γ) = (0.90, 0.95)

(c) (P, γ) = (0.95, 0.90)

(d) (P, γ) = (0.95, 0.95)

Figure 3.13: Coverage Study for Independent Bivariate Standard Exponential Distribution
at 0.90 content. After slight and appropriate adjustment, we lift the coverage at its
nominal level.
3.6

Agricultural Data

Farm acreage management does not draw enough attention to people, while it impacts
our daily life intensively. Global warming and environmental sustainability have
been popular topics. Biofuel, which burns crops instead of petroleum, is a reliable
and environmentally friendly solution. However, Hausman et al. (2012) shows that
by growing more biofuel productions can increase food prices by nearly 30%. It is
important for government to monitor and balance number of farms and acreages
closely and therefore, make appropriate stimulation programs and policies. In this
section, we use tolerance-based method to find out counties which are “different”
from their peers in terms of number of farms and acreages.
Distributions for survey data are often skewed. Observations those are on the
tails are considered to be extremes, but are not necessarily outliers, because they are
part of the data, but departing from the major “cloud” gradually. Therefore, there
may not be a clear threshold to determine extremes. With tolerance-based method,
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we have some degrees of confidence to capture the majority of observations.
Data we analyze come from two major sources. SDaA, an R package developed
by Verbeke et al. (2009), contains county level farm and acreage data from 1982 to
1992 at every 5 census year. Data from 1997 to 2017 are obtained from Department of
Agriculture (https://quickstats.nass.usda.gov/). Our finalized data, therefore, contain number of farms and acreages for 3080 counties across 50 states from 1982 to
2017 for every 5 census years.
Figure 3.14 plot farm and acreage data at 8 census years from 1982 to 2017. For
each data, a (P, γ) = (0.90, 0.90) tolerance-based cutoff region is computed, as well as
adjusted cutoff regions. Adjustments are based on 500 nonparametric Monte Carlo
simulations. Observations which are excluded by the cutoff regions are considered
to be extremes and may deserve more attentions. Both adjusted and unadjusted
tolerance-based convex hull capture counties which show “normal” number of farms
and acreages, as is shown in Figure 3.14. Table 3.1 compares average number of farms
and acreages in each county among regular, trimmed, and Winsorized manners. Full
data statistics tend to over estimate mean number of farms and acreages simply
because they count all observations including extreme cases who has significantly
larger number of farms and acreages than other counties. Trimmed and Winsorized
statistics are considered to be more representative because they reflect the most
majority of counties without extreme cases.
Researchers may also have a consequential interest on looking deeper into which
counties are categorized to be “extremes”. Figure 3.15 shows number of counts of
being “extreme” cases for each county over 36 years. Counties in Arizona, New
Mexico, Southern California, Montana, and Wyoming show high counts most often
due to significantly larger than average number of either farms or acreages; while
counties in mid and east part of the U.S. have fewer counties which are counted to be
“extreme”, because their geological structure, higher density of population and more
urbanization.

60

(a) 1982

(b) 1987

(c) 1992

(d) 1997

(e) 2002

(f) 2007

(g) 2012

(h) 2017

Figure 3.14: Coverage Study for Independent Bivariate Standard Exponential Distribution
Table 3.1: Mean, Trimmed Mean, and Winsorized Mean for Number of Farms and
Acreage
Year
1982
1987
1992
1997
2002
2007
2012
2017

Mean
(727.83
(678.07
(625.31
(719.68
(691.46
(716.08
(685.06
(663.27

,
,
,
,
,
,
,
,

320402.98)
313137.24)
306961.28)
310003.65)
304521.87)
299342.95)
296927.76)
292213.77)

Trimmed Mean
Unadjusted
Adjusted
(727.54 , 309051.69) (727.99 , 308821.89)
(674.24 , 302783.44) (674.87 , 302439.97)
(621.50 , 297338.84) (622.15 , 297008.62)
(712.92 , 303477.23) (714.17 , 303227.09)
(687.63 , 298887.04) (688.60 , 298671.34)
(706.61 , 294377.64) (707.93 , 294098.62)
(675.18 , 291435.14) (676.21 , 291078.28)
(654.81 , 286656.80) (655.84 , 286319.80)
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Winsorized Mean
Unadjusted
Adjusted
(716.74 , 295259.68) (700.63 , 295606.53)
(663.32 , 286356.43) (662.73 , 286356.46)
(599.78 , 281028.32) (596.75 , 281342.08)
(678.55 , 286010.82) (687.00 , 287539.87)
(663.55 , 281363.58) (669.65 , 281542.95)
(689.90 , 276418.11) (693.59 , 277375.40)
(634.13 , 273618.58) (649.74 , 275038.78)
(629.83 , 269916.55) (627.84 , 270333.44)

Figure 3.15: Count of Extremes
3.7

Concluding Remarks

The majority of work for Winsorization cutoffs has been in the context of one-sided
Winsorization. However, this paper introduced an approach that not only applies to
one-sided Winsorization, but also to two-sided Winsorization as well as Winsorization
for multivariate data. A benefit of our approach is that we can easily extend it to the
multivariate setting through the data depth procedure that we discussed. Also, our
approach can be applied under very general conditions on the data structure. Namely,
all that we require is that the underlying data is assumed to follow a continuous
distribution.
Depending on the combination of sample size, content level, and confidence level,
the tolerance limits selected may simply be the extremes of the dataset at hand. For
such cases, one should consider revising which levels of the content and confidence
are being used. It will be the researcher who inevitably needs to decide upon the
level risk that they are willing to tolerate - no different than specifying a Type I error
rate in a traditional testing scenario. Still, we recommend a traditional 95/95 level
as that tends to be the tolerance level most often used in practice.
Also, we implicitly use a notion of statistical confidence through the tolerance
interval approach. Other cutoff procedures are lacking any such a statement. While
ideally we would like to concurrently make a statement about the sensitivity and
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specificity on the classification of outliers for Winsorizing, the method we present at
least provides some notion of the proportion of data from the sampled population
that we captured.
A direction for future research could be refining the data depth mechanism used
in the multivariate setting. For example, different depth functions will yield different
multivariate orderings of the data. Thus, certain shapes of data (e.g., heavily-skewed
or mixture shapes) may benefit from one depth function over another. Plus, Winsorizing non-convex shape features may benefit from using a more general framework,
like generalized spatial quantiles (Mukhopadhyay and Chatterjee, 2011). Generalized
spatial quantiles do not assume convexity plus the sample size can be smaller than
the dimension of the data. Both of these settings would be interesting to explore
further with the approach that we presented.

63

Chapter 4 Tolerance Interval for ARIMA(p,d,q) Models

4.1

Introduction

Time series models are widely applied in many fields, such as governmental administration, finance, and commerce. The presentation of time series models is straightforward that an observation is plotted according to one measurement of interest and
a time index. To fit a time series model can be as simple as fitting a linear regression
model by taking time index as a regressor. However, a linear regression model usually
does not give a sound prediction or forecasting result, because observations are not
independent. This characteristic makes a time series a special branch in statistical
models. In time series analysis, model fitting, confidence interval and prediction are
three major problems investigated. To fit a time series model, classical regression
techniques apply fairly well. Polynomial and periodical regression, which treats time
index, t, as a regressor is one conceptually simple technique. Kernel smoothing, nearest neighbour and locally weighted regression, as well as smoothing splines are also
population methods to extract a trend or seasonal effect out of a time series.
4.2

Models and Definitions

Autoregressive and Moving Average Models
One fundamental model in time series problems is autoregressive models. This model
illustrate the most significant different between a time series and a regular regression
model, that current value is impacted by previous realizations. Because of the innercorrelation, autoregressive models is therefore named to this type of model. The
autoregressive model of order p, shorted as AR(p), is defined as
xt = φ1 xt−1 + φ2 xt−2 + · · · + φp xt−p + εt
where p is number of lags, {φi }pi=1 are model parameters, and εt is the error term. In
a time series model, εt is usually assumed to be white noise with mean 0 and a finite
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variance. A N (0, σ 2 ) is a special case of white noise, and is called Gaussian white
noise.
A moving average model is similar to an autoregressive model. For a moving
average model, value is ideals and purely affected by current residuals as well as
previous ones.
xt = εt + θ1 εt−1 + θ2 εt−2 + · · · + θq εt−q
where {θj }qj=1 are model parameters, and εt are usually assumed to be Gaussian
white noise. If we look closer to a moving average model, it should be clear to us
that a moving average model is stationary, regardless of model parameters, since it
is just a linear combination of residuals, which can be considered as another residual
conceptually.
Integrated ARMA Models
Although autoregressive and moving average models receive wide application, they
are both a simplified model which captures main characteristics of a complex problem.
A more general model, autoregressive and moving average model with orders of p and
q, abbreviated as ARMA(p,q) model, can describe a wider range of real situations.
A stationary ARMA(p,q) is then defined as
xt = φ1 xt−1 + φ2 xt−2 + · · · + φp xt−p + εt + θ1 εt−1 + θ2 εt−2 + · · · + θq εt−q (4.1)
where {φi , θj : i = 1, 2, · · · , p; j = 1, 2, · · · , q} are model parameters and none of φi
or θj equals to 0. Again, {εt : t = ±1, ±2, · · · } is a Gaussian white noise, unless
otherwise specified.
In time series, a stationary model is strongly preferred for analysis. Both trend
exaction (or model fitting) and back operator serve the role of transforming a nonstationary time series to a stationary one. Differencing is another technique that is
commonly used in time series analysis. Suppose we have a random walk, xt = xt−1 +εt ,
although xt is not a stationary series, xt − xt−1 = εt is. We define a differencing
operation, O, as
Oxt = xt − xt−1
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A second order differencing can be decomposed as
O2 xt = O (Oxt )
= O (xt − xt−1 )
= ((xt − xt−1 ) − (xt−1 − xt−2 )
= xt − 2xt−1 + xt−2
A dth order differencing can be extended accordingly.
An integrated ARMA, or ARIMA, model is a broader class of ARMA models to
include differencing. Therefore, a process, xt , is said to be ARIMA(p,d,q) if Od xt =
(1 − B)d xt is ARMA(p,q). In general, the model can be written as
φ (B) (1 − B)d xt = θ (B) εt
where B is a back operator, and φ (B) and θ (B) are corresponding back operators in
terms of model parameters φ and θ. In the following, we show three examples of an
ARIMA(1,1,1), ARIMA(1,1,2), and ARIMA(2,2,2) for illutration.
An ARIMA(1,1,1) model has the format of xt = (1 + φ1 ) xt−1 −φ1 xt−2 +εt +θ1 εt−1 .
By definition, after first order differencing, the model has an ARMA(1,1) formation.
Therefore, let zt = xt − xt−1 .
zt = φ1 zt−1 + εt + θ1 εt−1
xt − xt−1 = φ1 xt−1 − φ1 xt−2 + εt + θ1 εt−1
xt = (1 + φ1 ) xt−1 − φ1 xt−2 + εt + θ1 εt−1
An ARIMA(1,1,2) model can be written as xt = (1 + φ1 ) xt−1 − φ1 xt−2 + εt + θ1 εt−1 +
θ2 εt−2 , analogously.
An ARIMA(2,2,2) model is slightly more complicated than an ARIMA(1,1,1)
model because it has a second order differencing operation. Recall that
O2 = (1 − B)2
=

1 − 2B + B 2
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Therefore,
Oxt = xt − 2xt−1 + xt−2
Let zt = xt = xt − 2xt−1 + xt−2 , after second order of differencing, we have an
ARMA(2,2) model, that is
zt = φ1 zt−1 + φ2 zt−2 + εt + θ1 εt−1 + θ2 εt−2
xt − 2xt−1 + xt−2 = φ1 (xt−1 − 2xt−2 + xt−3 ) +
φ2 (xt−2 − 2xt−3 + xt−4 ) +
εt + θ1 εt−1 + θ2 εt−2
After re-ordering terms, we have an ARIMA(2,2,2) to be
xt = (2 + φ1 ) xt−1 +
(φ2 − 2φ2 − 1) xt−2 +
(φ1 − 2φ2 ) xt−3 +
φ2 + xt−4 +
εt + θ1 εt−1 + θ2 εt−2
4.3

Proposal of Tolerance Interval for ARIMA Models

Confidence intervals are widely used for the purpose of estimate model parameters,
while a tolerance interval serves to capture the sampled population. According to
current literature reviews, there are limited number of investigations being conducted
for a tolerance interval for ARIMA models. In future research, we want to propose a
parametric tolerance interval for an ARIMA model when the underlying distribution
of errors are known and utilize order statistics to propose a nonparametric tolerance
interval for an ARIMA model when actual observations are only information obtained.
Based on previous experience, we do foresee that the coverage probability of direct
methodology may be conservative, therefore, we also want to develop an “automatic”
adjustment mechanism, using bootstrap method to lift coverage probability in order
to meet its nominal level.
67

Chapter 5 Summary and Future Work

In this section, we briefly summarize studies in this dissertation, and we also give a
discussion about future researches.
5.1

Summary

In this dissertation, we put our focus on tolerance intervals. We not only develop a
tolerance interval for autoregressive models with any order of time lag, but also utilize
tolerance intervals to develop a mechanism finding cutoff locations for trimming and
Winsorization problems. In addition, we also give appropriate adjustment algorithm
for each methodology to make coverage probabilities be close to nominal levels.
In the first part of this dissertation, we discuss autoregressive models and previous
contributions about tolerance intervals for an AR(1) model. However, the methodology provided by Amin and Lee (1999) is limited to autoregressive models with order
of 1. Also, their method presents a liberal coverage probability under special cases.
We take process variance into consideration and develop tolerance intervals with appropriate degree of freedom. Besides, an ad hoc adjustment is also discussed in this
dissertation. The tolerance interval constructed and adjusted under our methodology
applies to any order of time lag and meet nominal coverage probabilities even under
extreme cases.
In the second part of this dissertation, we discuss trimming and Winsorization
problems. Tukey suggested a g − times trimming/Winsorization algorithm to handle data contamination. However, Tukey’s method does not necessarily include a
desired proportion of sampled population for analysis. Tolerance interval has an attractive property that it captures a specified proportion of sampled population at
a predetermined confidence level. We utilize this property to find out cutoff locations for trimming and Winsorization problems. In addition, bootstrap method is
also applied to seek for appropriate adjustment to ensure coverage probabilities meet
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nominal levels. Another contribution of this dissertation is that tolerance based trimming/Winsorization algorithm can be applied to not only univariate data, but also
bivariate data, and potentially multivariate data structures. Based on our study, tolerance based trimming/Winsorization algorithm show similar robustness as Tukey’s
method, and has a desired level of coverage.
Finally, we discussed a broader and more complex time series model, integrated
autoregressive and moving average model. We briefly discuss potential research direction of constructing tolerance intervals for an ARIMA(p,d,q) model. In addition,
we also foresee that coverage probabilities based on direct method can be liberal.
Therefore, we intend to develop an automatic adjustment scheme to bring coverages
to nominal levels.
5.2

Future Work

There are a limited number of researches have been conducted on tolerance intervals
for time series models. Future work can be aimed at generalizing our construction
of tolerance intervals for more complicated time series models. There are some ideas
that I explored during study of this dissertation. In the following, I briefly discuss
some potential work that can be done in my future research agenda:
1. Tolerance intervals for an integrated autoregressive and moving average (ARIMA)
model can be developed. We will have a deeper and more thorough study about
behaviors of an ARIMA(p,d,q) model and explore potential factors that can impact coverage probability of a tolerance interval. In addition, we also want to
develop an automatic adjustment scheme such that the algorithm itself is able
to seek for appropriate tolerance setting to capture a proportion of sampled
population at a desired confidence level.

2. In Chapter 3, we developed tolerance based trimming and Winsorization method
for univariate and bivariate data structures. We want to extend our study and
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further build trimming/Winsorization method for multivariate data.

3. Tolerance intervals have a wide range of applications in industry, especially in
massive production fields. Quality control is a core topic in the field. We want
to investigate tools in statistical quality control topics and develop tolerance
intervals for statistical quality control process.
In this dissertation, we addressed some interesting findings of tolerance intervals
in time series models, and also developed a comprehensive range of algorithms to
find cutoff locations for trimming and Winsorization problems. We hope our study
be attractive and helpful to researches in their investigations and these methods help
provide more realistic information across multidisciplinary fields.
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Appendices

Appendix A: AR(4) Model Details
Pointwise Distribution for AR(2) Model
Suppose we have
xt = µt + φ1 xt−1 + φ2 xt−2 + εt
where µt represents for the deterministic trend of the time series and is a linear
i.i.d

function of time t, and εt ∼ N (0, σε2 ). In addition, we also assume that x0t s are
independent of ε0t s, and the time series is at least weakly stationary.
Now we denote r(τ ) to be autocovariance between xt and xt−p , and it should
be immediate that V ar(xt ) = r(0), and r(τ ) = r(−τ ) for p = 0, ±1, ±2, · · · . In
the following, we derive the variance, or equivalently r(0), of xt for AR(2) models.
Without loss of generality, we assume µt = 0, since it is a linear trend.
r(τ ) = E(xt xt−τ )
= E[(φ1 xt−1 + φ2 xt−2 + εt )xt−τ ]
= φ1 E(xt−1 xt−τ ) + φ2 E(xt−2 xt−τ ) + E(εt xt−τ )


φ1 r(τ − 1) + φ2 r(τ − 2), f or τ 6= 0
=

φ1 r(τ − 1) + φ2 r(τ − 2) + σ 2 , f or τ = 0
ε
Therefore, we have




r(0) = φ1 r(1) + φ2 r(2) + σε2



r(1) = φ1 r(0) + φ2 r(1)





r(2) = φ1 r(1) + φ2 r(0)
By rearranging the set of equations, we have
r(0) =

σε2
1 − φ1 ρ1 − φ2 ρ2
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(1)

φ1
,
1−φ2

where ρ1 =

φ22 +(1−φ2 )φ2
,
1−φ2

and ρ2 = φ1 ρ1 + φ2 =

since ρ(τ ) =

r(τ )
.
r( 0)

Besides, for

AR(2) model, given ρ1 and ρ2 , we have ρ(τ ) = φ1 ρ(τ −1)+φ2 ρ(τ −2), for τ = 3, 4, · · · .

Conclusively, for AR(2) models with regularity assumptions claimed above, xt ∼
2

N (µt , 1−φ1 ρσ1ε−φ2 ρ2 ).
Pointwise Distribution for AR(p) Model
Now we extend our derivation of AR(2) models to more general cases, AR(p) models.
Assume we have the model:
xt = µt + φ1 xt−1 + φ2 xt−2 + · · · + φp xt−p + εt

(2)

i.i.d

again, µt is a linear function of t, εt ∼ N (0, σε2 ), and all independence and stationarity
conditions holds as before.
Similar to the AR(2) models, we have the autocovariance:
r(τ ) = E(yt yt−τ )
= φ1 E(xt−1 xt−τ ) + φ2 E(xt−2 xt−τ ) + · · · + φp E(xt−p xt−τ ) + E(εt xt−τ )


φ1 r(τ − 1) + φ2 r(τ − 2) + · · · + φp r(τ − p), f or τ 6= 0
=

φ1 r(τ − 1) + φ2 r(τ − 2) + · · · + φp r(τ − p) + σ 2 , f or τ = 0
ε
By solving above set of equations for τ = 0, 1, 2, · · · , p, we have
r(0) =
where ρ(τ ) =

r(τ )
.
r(0)

σε2
1 − φ1 ρ1 − φ2 ρ2 − · · · − φp ρ(p)
2

Therefore, xt ∼ N (µt , 1−φ1 ρ1 −φ2 σρ2ε−···−φp ρ(p) ), for a stationary AR(p)

model under regularity conditions.
Sample Process Standard Deviation



ρ1 = φ1 + φ2 ρ1 + φ3 ρ2 + φ4 ρ3






ρ2 = φ1 ρ1 + φ2 + φ3 ρ1 + φ4 ρ2



ρ3 = φ1 ρ2 + φ2 ρ1 + φ3 + φ4 ρ1





ρ = φ ρ + φ ρ + φ ρ + φ
4
1 3
2 2
3 1
4
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(3)

Rearrange the second equation of (3), we have
(1 − φ4 )ρ2 = φ2 + (φ1 + φ3 )ρ1
That is,
ρ2 =

φ2
φ1 + φ3 
+
ρ1
1 − φ4
1 − φ4

(4)

From the third equation of (3), we have
ρ3 = (φ2 + φ4 )ρ1 + φ1 ρ2 + φ3
That is,
ρ3

φ1 φ2
φ21 + φ1 φ3 
= (φ2 + φ4 )ρ1 +
+
ρ1 + φ3
1 − φ4
1 − φ4

(5)

Put both (4) and (5) into the first equation of (3), we have
ρ1 =

φ1 − φ1 φ4 + φ2 φ3 + φ3 φ4 − φ3 φ24 + φ1 φ2 φ4
(6)
(1 − φ2 )(1 − φ4 ) − φ1 φ3 − φ23 − (φ2 φ4 + φ24 )(1 − φ4 ) − φ21 φ4 − φ1 φ3 φ4

Therefore, by putting (6) into (4), (5), and the fourth equation of (3), we have the
following set of ρ1 , ρ2 , ρ3 , and ρ4 in terms of parameters φ1 , φ2 , φ3 , and φ4 , such that

φ −φ φ +φ φ3 +φ3 φ4 −φ3 φ24 +φ1 φ2 φ4


ρ1 = (1−φ2 )(1−φ41)−φ11 φ43 −φ22 −(φ

2
2

2 φ4 +φ4 )(1−φ4 )−φ1 φ4 −φ1 φ3 φ4
3





ρ2 = φ2 + φ1 +φ3 ρ1
1−φ4
1−φ4
(7)



ρ3 = (φ2 + φ4 )ρ1 + φ1 ρ2 + φ3





ρ = φ ρ + φ ρ + φ ρ + φ
4
1 3
2 2
3 1
4
The stationarity constraints for the AR(4) model are the p = 4 roots of the autoregressive characteristic equation
1 − φ1 z − φ2 z 2 − φ3 z 3 − φ4 z 4 = 0,

(8)

each of which must exceed the value of 1 in absolute value. As noted on page 76 of
Cryer and Chan (2008a), for the roots in (8) to be greater than 1 in absolute value,
then it is necessary (but not sufficient) that both of the following be satisfied:


φ1 + φ2 + φ3 + φ4 < 1

|φi | < 1, i = 1, 2, 3, 4.
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Assuming stationarity under the above conditions, we can then proceed to derive the
formula for the process variance, γ4 , of the AR(4) model. The general Yule-Walker
equations for an AR(4) model are



ρ1 = φ1 + φ2 ρ1 + φ3 ρ2 + φ4 ρ3






ρ2 = φ1 ρ1 + φ2 + φ3 ρ1 + φ4 ρ2

(9)




ρ3 = φ1 ρ2 + φ2 ρ1 + φ3 + φ4 ρ1





ρ = φ ρ + φ ρ + φ ρ + φ .
4
1 3
2 2
3 1
4
Rearranging the second equation of (9) and solving for ρ2 yields


φ2
φ1 + φ3
ρ2 =
+
ρ1 .
1 − φ4
1 − φ4
Similarly, rearranging the third equation of (9) and solving for ρ3 yields


φ21 + φ1 φ3
φ1 φ2
+ φ2 + φ4 +
ρ3 =
ρ1 + φ3 .
1 − φ4
1 − φ4

(10)

(11)

Putting (10) and (11) into the first equation of (9) then gives
ρ1 =

φ1 − φ1 φ4 + φ2 φ3 + φ3 φ4 − φ3 φ24 + φ1 φ2 φ4
.
(1 − φ2 )(1 − φ4 ) − φ1 φ3 − φ23 − (φ2 φ4 + φ24 )(1 − φ4 ) − φ21 φ4 − φ1 φ3 φ4

(12)

Therefore, by combining the above, we can rewrite the Yule-Walker equations as
expressions explicitly in terms of the parameters φ1 , φ2 , φ3 , and φ4 :

φ1 −φ1 φ4 +φ2 φ3 +φ3 φ4 −φ3 φ24 +φ1 φ2 φ4


ρ
=

2
2
2
1
(1−φ
)(1−φ

2
4 )−φ1 φ3 −φ3 −(φ2 φ4 +φ4 )(1−φ4 )−φ1 φ4 −φ1 φ3 φ4





ρ2 = φ2 + φ1 +φ3 ρ1
1−φ4
1−φ4



φ21 +φ1 φ3
φ1 φ2


ρ
=
+
φ
+
φ
+
ρ1 + φ3
3
2
4

1−φ4
1−φ4




ρ = φ ρ + φ ρ + φ ρ + φ .
4
1 3
2 2
3 1
4

(13)

Therefore, according to (2.10), the process variance for the AR(4) model is then
γ4 =

σε2
,
1 − ρ1 φ1 − ρ2 φ2 − ρ3 φ3 − ρ4 φ4

where ρi can be rewritten in terms of the φi , i = 1, 2, 3, 4, based on (13). Moreover,
once estimates for the φi are obtained, such as the maximum likelihood estimates
obtained via the arima function in R, we can input those along with the estimate of
σε2 (S42 ) to obtain the estimator γ̂4 .
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Appendix B: An R Function Calculating cdf of Convex Hulls
There is no functions return cumulative density function of any given convex hull in
R. We develop an R function,prob.convex.hull, which calculates cumulative density
function for any given convex hull with a continuous bivariate joint densities. Two
inputs are required, joint density function FXY , and vertices of the convex hull.
Inputs of prob.convex.hull
Two inputs are required for function prob.convex.hull, points and f.xy. points is a
p × 2 matrix or data frame, in which each row represents for (x, y) values of each
vertice. In addition, vertices should display in order. That is, the second row of
points represents for the vertex that is next to the one that is represented by the first
row. Also, the last row should be the same as the first row because the convex hull
is closed. The other input is f.xy, which represents for the joint density function of
FXY .
Idea for Computation
Suppose we have a random convex hull as is shown in Figure 1

Figure 1: A Random Convex Hull

Denote the convex hull as C, and also denote the domain of X and Y to be X
and Y, respectively. Area enclosed by the convex hull is
ZZ
1 dYdX
(X ,Y∈C)
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Therefore, the corresponding cumulative density is

ZZ
fX,Y (x, y) dYdX

(14)

(X ,Y∈C)

For computational purpose, we decompose the convex hull into upper and lower
sections. Equation (14) now becomes
ZZ
ZZ
fX,Y (x, y) dYdX −
(X ,Y∈U)

fX,Y (x, y) dYdX
(X ,Y∈L)

where U and L denote the U pper Boundary and Lower Boundary of the convex hull
C, respectively.

In Figure 2, the convex hull is sliced into upper and lower sections by connecting
the right-most and left-most points. In addition, the convex hull is further sliced into
pieces in terms of vertices.

Figure 2: Decomposition of Convex Hull

The probability is sum of probabilities of triangles and trapezoids surrounded by
boundaries and vertical dashed lines. The challenge is to determine which boundaries
and vertices to use. We give step-by-step instruction in next section.
Procedures
Determine the U pper and Lower Hull
Suppose we have vertices {(x1 , y1 ) , · · · , (xm , ym )}, let’s further define x[1] = min(x1 , · · · , xm )
and x[m] = max(x1 , · · · , xm ). Figure 3 shows two cases of finding extremes, which are
76

left-most and right-most vertices of the convex hull.

(a) Case 1

(b) Case 2

Figure 3: Two Cases of Finding Extremes
For Case 1, the two extremes are are (x[1] , yi ) and (x[m] , yj ), where yi and yj are
corresponding Y values of vertices whose X values are x[1] and x[m] , respectively.
For Case 2, if there are multiple points share the same x[1] and x[m] , then we define
(x[1] , yi ) and (x[m] , yj ) to be two extremes, where yi is the minimum Y value among
vertices who share x[1] , and yj is the maximum Y value among vertices who share
x[m] .
We then find a reference line, yref = ax + b, by connecting two extremes. Any
vertex that is above the reference line is categorized into upper hull; while those below
the reference line are grouped into lower hull. The left and right extremes are always
counted into upper and lower hull, respectively.
Computing Probability for Each Section
The challenging part is to find appropriate vertices and boundary to calculate corresponding cumulative density for each part. In Figure 4 we label all vertices with color.
Red labelled points are upper vertices and blue labelled points are lower vertices.
For example, (x[3] , y· ), the second upper vertex, is between the second and third
lower vertices in terms of X values. Therefore, we use the first upper boundary and
the second lower boundary to calculate the cumulative density of shaded area. We
repeat this procedure for all vertices and the cumulative density of the convex hull
can be obtained accordingly.
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Figure 4: Labelling Vertices
Appendix C: Stepwise Interpretation for prob.convex.hull
Now we introduce an algorithm to compute the area of the probability of a convex
hull, given joint density function. This version is also conceptually simply, but a little
computationally complex. The advantage of this version is that when one or more
points is out of the domain of (X , Y), the previous version does not apply. All computations of this algorithm is conducted locked in its domain; while the disadvantage
of the second version is it is slightly slower than the previous version as should be
expected, since we add more complexities into the calculation.
Now the idea of computing area or the probability of the convex hull is that we
slice the convex hull into pieces, according to unique X values of vertex, as is shown
in Figure 5.
Steps and Explanations
Step 1: Input the vertex matrix, points.
The data impute step is exactly the same as previous version that the input matrix
represents for the vertices of the convex hull, where the first row matches the last
row, and the left column is the X values and the right column is the Y values.
1 points <- data . frame ( points )
2 sample . vertex <- points [ - dim ( points ) [1] ,]
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Figure 5: Slice Convex Hull into Pieces

Step 2: Determine the Upper and Lower Hull
Similar to previous execution that we first find the minimum and the maximum X
value(s). If there is only one vertex which has the smallest (or the largest) X value,
then it is the extreme we are looking for. If there are two points share the same
minimum (or the maximum) of X value, then we need one more step to categorize
the point.
If two points, say (x1 , y1 ) and (x1 , y2 ) share the same minimum value of X, x1 .
We put set the point which has a greater Y as the left extreme point. That is to say,
if y1 < y2 , then (x1 , y2 ) is the extreme, and vice versa.
If two points, say (x1 , y1 ) and (x1 , y2 ) share the same maximum value of X, then
we set the point which attains a smaller value of Y to the the right extreme point.
That is to say, if y1 < y2 , then (x1 , y1 ) is the right extreme point, and vice versa.
It is impossible to have more than two point to have the same smallest or the
largest value of X, since the hull is convex.
Once we find the two extremes, we connect them. Any point that is above the
connection line is grouped into the Upper hull, and any point that is below the
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connection line is grouped into the Lower hull.
Notice that, by design, the left-extreme is always categorized into the Upper hull,
while the right-extreme is always categorized into the Lower hull.
1 # ## Find Extremes ###
2

location . xmin . org <- which ( sample . vertex [ ,1] == min ( sample . vertex [ ,1]) )

3

location . xmax . org <- which ( sample . vertex [ ,1] == max ( sample . vertex [ ,1]) )

4
5
6

if ( length ( location . xmin . org ) >1) {
if ( sample . vertex [ location . xmin . org [1] ,2] > sample . vertex [ location . xmin . org
[2] ,2]) {

7
8

location . xmin <- location . xmin . org [1]
} else {

9
10
11

location . xmin <- location . xmin . org [2]
}
} else { location . xmin <- location . xmin . org }

12
13
14

if ( length ( location . xmax . org ) >1) {
if ( sample . vertex [ location . xmax . org [1] ,2] > sample . vertex [ location . xmax . org
[2] ,2]) {

15
16

location . xmax <- location . xmax . org [2]
} else {

17
18
19

location . xmax <- location . xmax . org [1]
}
} else { location . xmax <- location . xmax . org }

20
21

# ## Connect Two Extremes ###

22

sample . vertex . noExtreme <- sample . vertex [ - c ( location . xmin ,

23

location . xmax ) ,]

24
25

line . connect . extremes <- rep ( NA ,2)

26

line . connect . extremes [1] <- as . numeric ((( sample . vertex [ location . xmax ,]) [2] -( sample
. vertex [ location . xmin ,]) [2]) /

27

(( sample . vertex [ location . xmax ,]) [1] -(
sample . vertex [ location . xmin ,]) [1]) )

28

line . connect . extremes [2] <- as . numeric (( sample . vertex [ location . xmax ,]) [2] -( line .
connect . extremes [1]) * ( sample . vertex [ location . xmax ,]) [1])

29
30

# ## Determine Upper / Lower Vertex ###

31

upper . vertex <- sample . vertex [ location . xmin ,]

32

lower . vertex <- sample . vertex [ location . xmax ,]

33
34
35

for ( a in 1:( dim ( sample . vertex . noExtreme ) [1]) ) {
if ( sample . vertex . noExtreme [a ,2] < sample . vertex . noExtreme [a ,1] * line . connect .
extremes [1]+ line . connect . extremes [2]) {
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36

lower . vertex <- rbind ( lower . vertex , sample . vertex . noExtreme [a ,])

37

} else {

38

upper . vertex <- rbind ( upper . vertex , sample . vertex . noExtreme [a ,])

39

}

40

}

41

# Record Original Order , in terms of X #

42

origin . order . upper <- order ( upper . vertex [ ,1])

43

origin . order . lower <- order ( lower . vertex [ ,1])

44
45

upper . vertex <- upper . vertex [ origin . order . upper ,]

46

lower . vertex <- lower . vertex [ origin . order . lower ,]

Compute functions of boundaries.
On this step, we compute the functions of lines which connecting adjacent vertices
for both upper and lower hulls. We need to pay more attention to the case where
there are two points share the same extreme X values. In such a case, either the first
line of the lower hull or the last line of the upper hull will have a line segment with
infinite slope.
In addition, under this version of algorithm, it is possible that there is only one
point in the upper hull or the lower hull. Under this case, the only connecting line
will just be the line which connecting the two extremes.
1 upper . line . mat <- matrix ( NA , nrow = dim ( upper . vertex ) [1] , ncol =2)
2

lower . line . mat <- matrix ( NA , nrow = dim ( lower . vertex ) [1] , ncol =2)

3
4

if ( dim ( upper . vertex ) [1]==1) {

5

upper . line . mat [1 ,1] <- line . connect . extremes [1]

6

upper . line . mat [1 ,2] <- line . connect . extremes [2]

7

} else {

8

for ( b in 1:( dim ( upper . vertex ) [1] -1) ) {

9

upper . line . mat [b ,1] <- ( upper . vertex [ b +1 ,2] - upper . vertex [b ,2]) / ( upper . vertex [ b
+1 ,1] - upper . vertex [b ,1])

10

upper . line . mat [b ,2] <- upper . vertex [b ,2] - upper . line . mat [b ,1] * upper . vertex [b ,1]

11

}

12

upper . line . mat [ dim ( upper . vertex ) [1] ,1] <- ( sample . vertex [ location . xmax ,2] - upper .
vertex [ dim ( upper . vertex ) [1] ,2]) / ( sample . vertex [ location . xmax ,1] - upper . vertex
[ dim ( upper . vertex ) [1] ,1])

13

upper . line . mat [ dim ( upper . vertex ) [1] ,2] <- upper . vertex [ dim ( upper . vertex ) [1] ,2] upper . line . mat [ dim ( upper . vertex ) [1] ,1] * upper . vertex [ dim ( upper . vertex ) [1] ,1]

14

}
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15

# ###

16

if ( dim ( lower . vertex ) [1]==1) {

17

lower . line . mat [1 ,1] <- line . connect . extremes [1]

18

lower . line . mat [1 ,2] <- line . connect . extremes [2]

19

} else {

20

for ( c in 2:( dim ( lower . vertex ) [1]) ) {

21

lower . line . mat [c ,1] <- ( lower . vertex [c ,2] - lower . vertex [c -1 ,2]) / ( lower . vertex [c
,1] - lower . vertex [c -1 ,1])

22

lower . line . mat [c ,2] <- lower . vertex [c ,2] - lower . line . mat [c ,1] * lower . vertex [c ,1]

23

}

24

lower . line . mat [1 ,1] <- ( lower . vertex [1 ,2] - sample . vertex [ location . xmin ,2]) / ( lower

25

lower . line . mat [1 ,2] <- lower . vertex [1 ,2] - lower . line . mat [1 ,1] * lower . vertex [1 ,1]

. vertex [1 ,1] - sample . vertex [ location . xmin ,1])

26

}

Determine line sections to use
In the section, we want to determine which line sections are used as the upper bound
and the lower bound of the piece of interest, since we slice the whole convex hull
according to unique X values.
1 upper . rep <- rep ( NA , dim ( upper . vertex ) [1])
2

lower . rep <- rep ( NA , dim ( lower . vertex ) [1])

3
4

# ##

5

if ( length ( upper . rep ) ==1) {

6
7

upper . rep [1] <- dim ( lower . vertex ) [1]
} else {

8

for ( d in 2: length ( upper . rep ) ) {

9

upper . rep [d -1] <- length ( which ( upper . vertex [d -1 ,1] < lower . vertex [ ,1] & lower .
vertex [ ,1] < upper . vertex [d ,1]) ) +1

10

}

11

upper . rep [ length ( upper . rep ) ] <- ( length ( unique ( sample . vertex [ ,1]) ) -1) - sum ( upper .
rep [ - length ( upper . rep ) ])

12

}

13
14

# ##

15

if ( length ( lower . rep ) ==1) {

16
17
18

lower . rep [1] <- dim ( upper . vertex ) [1]
} else {
for ( e in length ( lower . rep ) :2) {

19

lower . rep [ e ] <- length ( which ( lower . vertex [e -1 ,1] < upper . vertex [ ,1] & upper .
vertex [ ,1] < lower . vertex [e ,1]) ) +1

20

}
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21
22

lower . rep [1] <- ( length ( unique ( sample . vertex [ ,1]) ) -1) - sum ( lower . rep [ -1])
}

23
24

# ##

25

upper . section . to . use <- rep (1 , upper . rep [1])

26

if ( length ( upper . rep ) ==1) {

27
28

upper . section . to . use <- rep (1 , upper . rep [1])
} else {

29

for ( f in 2: length ( upper . rep ) ) {

30

upper . section . to . use <-c ( upper . section . to . use , rep (f , upper . rep [ f ]) )

31
32

}
}

33
34
35

lower . section . to . use <- rep (1 , lower . rep [1])

36

if ( length ( lower . rep ) ==1) {

37
38

lower . section . to . use <- rep (1 , lower . rep [1])
} else {

39

for ( g in 2: length ( lower . rep ) ) {

40

lower . section . to . use <-c ( lower . section . to . use , rep (g , lower . rep [ g ]) )

41
42

}
}

43
44

section . to . use <- matrix ( c ( upper . section . to . use , lower . section . to . use ) , byrow = TRUE
, nrow =2)

Compute piecewise probabilities
In this final step, we compute the area or the probability of each piece of the convex
hull, and then sum them up.
1 prob . hull <- 0
2
3

for ( h in 1:( length ( unique ( sample . vertex [ ,1]) ) -1) ) {

4

x . min <- unique ( x . order [ ,1]) [ h ]

5

x . max <- unique ( x . order [ ,1]) [ h +1]

6

y . min <- function ( x ) { x * as . numeric ( lower . line . mat [ section . to . use [2 , h ] ,1]) + as .
numeric ( lower . line . mat [ section . to . use [2 , h ] ,2]) }

7

y . max <- function ( x ) { x * as . numeric ( upper . line . mat [ section . to . use [1 , h ] ,1]) + as .
numeric ( upper . line . mat [ section . to . use [1 , h ] ,2]) }

8

# ## If there is any error due to boundary problem in the " pracma " package , then
skip the simulation ###

9

prob . hull <- try (( prob . hull + integral2 ( fun = f . xy , xmin = x . min , xmax = x . max ,
ymin = y . min , ymax = y . max ) $ Q ) , silent = TRUE )
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10

if ( class ( prob . hull ) == " try - error " ) {

11

prob . hull <- NA

12

}

13

# ##

14

}

15

print ( prob . hull )

Footnotes
Note 1: In very rare cases, the function will return N A, by our design. This is
because we are utilizing the R package of pracma, and the package returns error
when the x or y values is very close to be on the boundary of its domain. When
doing simulations, we want to keep the simulations running under some extremely
rare but possible occasions, and therefore, we set the output to be N A, rather than
letting the program to stop.
One of such a rare example is shown in the following.
1 library ( pracma )
2
3 f . xy <- function (x , y ) {
4

dnorm (x , mean =0 , sd =1) * dnorm (y , mean =0 , sd =1)

5 }
6
7 x . min <- 1.586224
8 x . max <- 1.713675
9
10 y . min <- ( -3.295)
11 y . min <- ( -3.296)
12
13 y . max <- function ( x ) {( -7.12001) * x +13.91991}
14
15 integral2 ( fun = f . xy , xmin = x . min , xmax = x . max , ymin = y . min , ymax = y . max ) $ Q

This function calculate the probability of the trapezoid lower bounded by the
horizontal line y = y.min, and upper bounded by y = −7.12001 · x + 13.91991, while
left bounded by the vertical line of x = 1.586224, and right bounded by the vertical
line of x = 1.713675. The result will be an error if the lower bound is set to he
y = −3.296. This error will be easily relieved if the lower bound is adjusted to be
y = −3.295, with a tiny increment of 0.001.
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Appendix D: An R Function Finding Projection Points
We develop an R function, project.to.convex.hull, to give a projection point to the
boundary of designated convex hull, given any outer point. There are two inputs of
the function, one is vertices, and the other is points.
The input vertice is a p × 2 matrix, in which each row represents X and Y values
of each vertex. Vertice should be in order. That is, the second row is the vertex that
is next to the vertex represented in the first row, and the last and first row should be
the same since the convex hull is enclosed. The other input is also a m × 2 matrix,
where each row represents for a outer point of interest.
Given a random outer observation, O, to find the appropriate projection onto the
convex hull, we need to determine its nearest vertex, V0 , along with two neighbour
vertice, V1 and V2 . If ∠OV0 V1 , see Figure 6 (a), is smaller than 90◦ , then the projection is on the boundary V0 V1 . If ∠OV0 V1 and ∠OV0 V2 are both greater than 90◦ ,
then the projection of observation, O, onto the convex hull is the nearest vertex V0
(see Figure 6 (b)). If a given observation is equal distant to two vertice, V1 and V2
(see Figure 6 (c)), the its projection is on the boundary V1 V2 .

Appendix E: R Code for project.to.convex.hull
The R function, project.to.convex.hull aims to find a projection of any outer points
of a convex hull. The biggest challange of finding a projection onto a convex hull is
to determine should the outer point being projected to a boundary or a vertex. In
following, the logic, interpretation and corresponding R code are provided.
The function, project.to.convex.hull has two inputs, one a matrix of two columns,
which represents for vertices of the convex hull. The other input is also a matrix of
two columns that illustrate locations of outer points of the convex hull. For both
inputs, the first and second column are X and Y locators, respectively.
1. Find the closest vertex of the outer point. If there are two vertices that are
equal-spaced to the outer point, go to Step 4.
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(a) Acute Angle

(b) Obtuse Angles

(c) Equal Distance

Figure 6: Finding Projection

1 # ## Step 1: Find the nearest vertex ###
2

n . observations <- dim ( observations ) [1]

3

projections <- matrix ( NA , ncol =2 , nrow = n . observations )

4

vertex <- vertex [ -1 ,]

5
6

for ( i in 1: n . observations ) {

7

combined <- rbind ( observations [i ,] , vertex )

8

distances <- dist ( combined , method = " euclidean " ) [1:( dim ( vertex ) [1]) ]

9
10

closest <- which ( distances == min ( distances ) )
# ##########################
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11
12

if ( length ( closest ) == 1) {
# ## Pick up the nearest vertex , along with two neighbour vertex ###

13

picked . location <- rep ( NA ,3)

14

if ( closest == 1) {

15
16

picked . location <- c ( dim ( vertex ) [1] ,1 ,2)
} else if ( closest == dim ( vertex ) [1]) {

17
18

picked . location <- c ( closest -1 , closest , 1)
} else {

19
20

picked . location <- c ( closest -1 , closest , closest +1)
}

2. Find two neighbour vertices to the nearest vertex. Denote the outer point as
O, its nearest vertex as V0 , and two neighbour vertices as V1 and V2 . Calculate
angles ∠OV0 V1 and ∠OV0 V2 .
1 # ## Calculate Angles ###
2

angles <- rep ( NA ,2)

3

v1 <- c (( observations [i ,][1] - vertex [ closest ,][1]) ,( observations [i ,][2] vertex [ closest ,][2]) )

4

v2 <- c (( vertex [ picked . location [1] ,][1] - vertex [ closest ,][1]) ,

5

( vertex [ picked . location [1] ,][2] - vertex [ closest ,][2]) )

6

v3 <- c (( vertex [ picked . location [3] ,][1] - vertex [ closest ,][1]) ,

7

( vertex [ picked . location [3] ,][2] - vertex [ closest ,][2]) )

8

angles [1] <- ( v1 % * % v2 ) / ( norm ( as . matrix ( v1 ) ) * norm ( as . matrix ( v2 ) ) )

9

angles [2] <- ( v1 % * % v3 ) / ( norm ( as . matrix ( v1 ) ) * norm ( as . matrix ( v3 ) ) )

10
11

bound . or . vertex <- NA

12

if ( angles [1] > 0) {

13
14

bound . or . vertex <- ( -1)
} else if ( angles [2] > 0) {

15
16

bound . or . vertex <- 1
} else {

17
18

3.

bound . or . vertex <- 0
}

• If both angles of ∠OV0 V1 and ∠OV0 V2 are obtuse angles, then project O
onto its nearest vertex V0 ;
• If ∠OV0 V1 < 90◦ and ∠OV0 V2 > 90◦ , then project O onto boundary V0 V1 ;
• If ∠OV0 V1 > 90◦ and ∠OV0 V2 < 90◦ , then project O onto boundary V0 V2 ;

1 # ## Project to vertex or boundary ###
2

if ( bound . or . vertex == 0) {
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3

projections [i ,] <- vertex [ closest ,]

4

} else if ( bound . or . vertex == ( -1) ) {

5

if ( vertex [ picked . location [1] ,][1] == vertex [ closest ,][1]) {

6

projections [i ,] <- c ( vertex [ closest ,][1] , observations [i ,][2])

7

} else if ( vertex [ picked . location [1] ,][2] == vertex [ closest ,][2]) {

8

projections [i ,] <- c ( observations [i ,][1] , vertex [ closest ,][2])

9

} else {

10

P1 <- vertex [ picked . location [1] ,]

11

P2 <- vertex [ closest ,]

12

Line <- C r e a t e L i n e P o i n t s ( P1 , P2 )

13

projections [i ,] <- ProjectPoint ( observations [i ,] , Line )

14

}

15

} else {

16

if ( vertex [ picked . location [3] ,][1] == vertex [ closest ,][1]) {

17

projections [i ,] <- c ( vertex [ closest ,][1] , observations [i ,][2])

18

} else if ( vertex [ picked . location [3] ,][2] == vertex [ closest ,][2]) {

19

projections [i ,] <- c ( observations [i ,][1] , vertex [ closest ,][2])

20

} else {

21

P1 <- vertex [ picked . location [3] ,]

22

P2 <- vertex [ closest ,]

23

Line <- C r e a t e L i n e P o i n t s ( P1 , P2 )

24

projections [i ,] <- ProjectPoint ( observations [i ,] , Line )

25

}

26

}

4. If there are two vertices, V01 and V02 , equally distant to the outer point, O, then
project O onto the boundary V01 V02 .
1

else {

2

if ( vertex [ closest [1] ,][1] == vertex [ closest [2] ,][1]) {

3

projections [i ,] <- c ( vertex [ closest [1] ,][1] , observations [i ,][2])

4

} else if ( vertex [ closest [1] ,][2] == vertex [ closest [2] ,][2]) {

5

projections [i ,] <- c ( observations [i ,][1] , vertex [ closest [1] ,][2])

6

} else {

7

P1 <- vertex [ closest [1] ,]

8

P2 <- vertex [ closest [2] ,]

9

Line <- C r e a t e L i n e P o i n t s ( P1 , P2 )

10

projections [i ,] <- ProjectPoint ( observations [i ,] , Line )

11
12

}
}
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Geissler, A., van Ginneken, E., Ashton, T., Sperre Saunes, I., Anell, A., Quentin,
W., Saltman, R., Culler, S., Barnes, A., Palm, W., and Nolte, E. (2016). Public
Reporting on Quality, Waiting Times and Patient Experience in 11 High-Income
Countries. Health Policy, 120(4):377–383.
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