We propose two new classes of non-adaptive pooling designs. The first one is guaranteed to be 
Introduction
The basic problem of group testing is to identify the set of defectives in a large population of items. As it is becoming more standard to use the term positive instead of defective, we shall use the former throughout the paper. We assume some testing mechanism exists which if applied to an arbitrary subset of the population gives a negative outcome if the subset contains no positive and positive outcome otherwise. Objectives of group testing vary from minimizing the number of tests, limiting number of pools, limiting pool sizes to tolerating a few errors. It is conceivable that these objectives are often contradicting, thus testing strategies are application dependent.
Group testing algorithms can roughly be divided into two categories : Combinatorial Group Testing (CGT) and Probabilistic Group Testing (PGT). In CGT, it Department of Computer Science and Engineering, University of Minnesota, 200 Union street, EE/CS Building, room 4-192, Minneapolis, MN 55455, USA. e-mail:
hngo, dzd @cs.umn.edu. Support in part by by the National Science Foundation under grant is often assumed that the number of positives among items is equal to or at most ¡ for some given positive integer ¡ . In PGT, we fix some probability ¢ of having a positive. Group testing strategies can also be either adaptive or non-adaptive. A group testing algorithm is non-adaptive if all tests must be specified without knowing the outcomes of other tests. A group testing algorithm is error tolerant if it can detect or correct some £ errors in test outcomes. Test errors could be either ¤ ¦ ¥ § , i.e. a negative pool is identified as positive, or ¤ ¥ § in the contrast. In this paper, we propose two new classes of non-adaptive and error-tolerance CGT algorithms. Non-adaptive algorithms found its applications in a wide range of practical areas such as DNA library screening [2, 5] and multi-access communications [16] , etc. For a general reference on CGT, the reader is referred to a monograph by Du and Hwang [6] . Recently, Ngo and Du [14] gave a survey on non-adaptive pooling designs.
The rest of the paper is organized as follows. Section 2 presents basic definitions, notations and related works. Section 3 provides our results and section 4 concludes the paper. 
The Matrix Representation
W c X B A ' s, § D C ' E C ¡ contain ¤ ' s.
Related Works
Previous works on error-tolerance designs are those of Dyachkov, Rykov and Rashad [8] , Aigner [1] , Muthukrishnan [13] , Balding and Torney [3] and Macula [12, 11] . Dyachkov, Rykov and Rashad [8] derived upper and lower bounds for the test to item ratio given the number of tolerable errors, maximum number of positives, and the size of the population. Aigner [1] and Muthukrishnan [13] , discussed optimal strategies when ¡ @ § and the number of errors is small, although in a slightly more general setting where each test outcome could be F -ary instead of binary. Balding and Torney [3] studied several instances of the problem when ¡ C . In some specific case, they showed that an optimal strategy is possible if and only if certain Steiner system exists. In [12] Macula showed that his construction is error-tolerant with high probability, while in [11] he constructed
On construction of disjunct matrices, the most well-known method is to construct the matrix from set packing designs. This method was introduced by Kautz and Singleton [9] %& ( 0 5 2 ). We also order elements of these set lexicographically. 
is a loopless multigraph which is -regular. Borrowing an idea from Macula [12] , we get the following algorithm which uses 
Discussions
We have given the constructions of two different classes of pooling designs. given , ¡ and/or any other constraints from practice. We need some reasonably good asymptotic formulas to estimate them.
