Abstract. Let µ be an Ahlfors-David probability measure on R q , namely, there exist some constants s 0 > 0 and ǫ 0 , C 1 , C 2 > 0 such that C 1 ǫ s 0 ≤ µ(B(x, ǫ)) ≤ C 2 ǫ s 0 for all ǫ ∈ (0, ǫ 0 ) and x ∈ supp(µ). For n ≥ 1, let αn be an n-optimal set for µ of order r and (Pa(αn))a∈α n an arbitrary Voronoi partition with respect to αn. The nth quantization error en,r(µ) for µ of order r is given by e r n,r (µ) := d(x, αn) r dµ(x). Write Ia(α, µ) := Pa(αn) d(x, αn) r dµ(x), a ∈ αn. We prove that, all the following three quantities are of the same order as 1 n e r n,r (µ). Thus, for Ahlfors-David probability measure on R q , our result shows that a weaker version of Gersho's conjecture holds.
Introduction
The quantization problem for probability measures has been studied intensively in the past years (cf. [5, 6, 7, 8, 9, 17] ). One of the main aims of this problem is to study the error in the approximation of a given probability measure with discrete probability measures of finite support, in terms of L r -metrics. We refer to [4] for rigorous mathematical foundations of quantization theory and [11, 16] for promising applications of this theory. One may see [1, 10, 18] for the deep background of the quantization problem in information theory and engineering technology.
Let | · | be a norm on R q and d the metric on R q induced by this norm. For each n ∈ N, we write D n := {α ⊂ R q : 1 ≤ card(α) ≤ n}. For a Borel probability measure ν on R q , the nth quantization error for ν of order r ∈ (0, ∞) is defined by Let α ⊂ R q be a finite set. A Voronoi partition with respect to α means a partition {P a (α) : a ∈ α} of R q satisfying {x ∈ R q : d(x, a) < d x, α \ {a} ⊂ P a (α) ⊂ x ∈ R q : d(x, a) = d(x, α) .
For the above α ⊂ R q and a Borel probability measure ν, we write d(x, α) r dν(x), a ∈ α.
In 1979, Gersho conjectured [3] that, for an absolutely continuous probability measure ν, elements of a Voronoi partition with respect to an n-optimal set asymptotically make equal contributions to the quantization error, namely, I a (α n , ν) ∼ 1 n e r n,r (ν), a ∈ α n ∈ C n,r (ν).
where, for two sequences (a n )
of positive numbers, a n ∼ b n means that a n /b n → 1 (n → ∞). One may see [9] for some heuristic interpretations. This conjecture has been proved only for a certain class of one-dimensional absolutely continuous probability measures (cf. [2] ). In [9] , Graf, Luschgy and Pagès proved the following weaker version of Gersho's conjecture for a large class of absolutely continuous probability measures P (including some with unbounded support):
I a (α n , P ) ≍ 1 n e r n,r (P ), a ∈ α n ∈ C n,r (P ), where a n ≍ b n means that there exists a constant C which is independent of n, such that Cb n ≤ a n ≤ C −1 b n for all n ≥ 1. Gersho's conjecture reflects a kind of asymptotic local uniformity of the quantization error with respect to n-optimal sets. It is certainly also significant for singular probability measures. In [19] , the author showed (1.3) for self-similar measures µ on R q with the assumption of the strong separation condition (SSC). Recall that the self-similar set associated with a family (f i ) M i=1 of contractive similitudes on R q refers to the unique non-empty compact set E satisfying E = M i=1 f i (E) and the self-similar measure associated with (f i ) M i=1 and a given probability vector (p i )
refers to the unique Borel probability measure satisfying ν =
As general probability measures do not have particular geometric structure like selfsimilar sets, and one can hardly assume any separation condition for their support, it is even very difficult to examine for what probability measures the weaker version (1.3) of Gersho's conjecture holds.
In the present paper, we will prove (1.3) for Ahlfors-David probability measures on R q . Recall that a Borel probability measure µ on R q is said to be s 0 -dimensional Ahlfors-David regular if there exist constants C 1 , C 2 , ǫ 0 > 0, such that
where B(x, ǫ) := {y ∈ R q : d(y, x) ≤ ǫ}. We denote by K the support of µ. Then by (1.4), K is clearly compact. When s 0 / ∈ N, the measure µ is singular with respect to Lebesgue measure. By [4, Lemma 12.3] , for
For simplicity, we will assume that (1.5) holds with C 2 in place of C ′ .
Next, we recall some known results by Graf and Luschgy regarding the quantization for Ahlfors-David measures. For this, we need some more definitions.
For a Borel probability measure ν, the s-dimensional upper quantization coefficient Q The upper (lower) quantization dimension D r (ν) (D r (ν)) is exactly the critical point at which the upper (lower) quantization coefficient jumps from infinity to zero. According to [4, Proposition 11.3] and [17] , we have
, D r (ν) = lim inf n→∞ log n − log e n,r (ν)
.
The upper and lower quantization coefficient and the upper and lower quantization dimension are natural characterizations for the asymptotic properties of the quantization error. We refer to [4, 5, 7, 12, 13, 14, 15, 17, 22] for some related results in this direction. By [4, Theorem 12.18] , for the measures µ satisfying (1.4), we have
Next, we state our main result of the paper. For a finite α ⊂ R q and a Voronoi partition {P b (α)} b∈α with respect to α, we write (cf. (1.2))
Theorem 1.1. Let µ be an s 0 -dimensional Ahlfors-David probability measure on R q . For every n, let α n be an arbitrary n-optimal set for µ of order r and P a (α n ) an arbitrary voronoi partition with respect to α n . Then we have J(α n , µ), J(α n , µ) ≍ As the support K of µ generally does not have particular geometric structure like self-similar sets, and no separation condition for the support is assumed, we will fix an integer m ≥ 2 and consider the largest number of pairwise disjoint closed balls of radii m −k which are centered in K. The advantage of doing so is that, we may shrink or expand such a closed ball to some suitable size without losing control of the µ-measures. We will make use of some auxiliary measures by pushing forward and pulling back the conditional measures of µ on suitable neighborhoods of the above-mentioned balls and establish a series of preliminary lemmas regarding the quantization errors. One may see [21] for more applications of auxiliary measures of this type. The proof for the main result will rely on the following two aspects.
First, for a given α n ∈ C n,r (µ), we will choose a suitable integer k and establish upper and lower bounds for the number of points of α n in suitable neighborhoods of those balls of radii m −k . These bounds will allow us to show that each element P a (α n ) of a Voronoi partition {P a (α n )} a∈αn intersects at most a bounded number (independent of n) of the above-mentioned balls. This enables us to estimate J(α n , µ) from above.
Secondly, for an arbitrary point a ∈ α n , we will choose a bounded number of points in α n , and show that the union U of the corresponding elements of {P a (α n )} contains a neighborhood of one of the above-mentioned closed ball, and U ∩ K is contained in a bounded number (independent of n) of neighborhoods of such closed balls. This, together with [4, Theorem 4.1] and our preliminary results will enable us to establish a lower estimate for J(α n , µ).
Preliminary lemmas
In the remaining part of the paper, we denote by µ the Ahlfors-David measure satisfying (1.4) and K the support of µ. Let m ≥ 2 be a fixed integer. In this section, we will establish some preliminary lemmas, some of which will be given in a more general context and stated in terms of ν. We set
For every k ≥ k 0 , we denote by φ k the largest number of pairwise disjoint closed balls of radii m −k which are centered in K. We choose such φ k closed balls and denote them by E σ , σ ∈ Ω k , where
For every σ ∈ Ω k , let c σ denote the center of E σ . We write
where |A| denotes the diameter of a set A ⊂ R q . We have the following simple fact:
Proof. By the definition, we have K ⊂ σ∈Ω k A σ . Thus, by (1.4), we deduce
It follows that
As a consequence of (1.6) and (2.2), for n ≍ φ k , we have 1 n e r n,r (µ) ≍ n
The subsequent three lemmas are given in a more general context.
There exists an integer M (η), such that for every Borel probability measure ν on R q with compact support K ν , we have
Proof. Let N η (K ν ) denote the largest number of pairwise disjoint closed balls of radii 1 2 |K ν |η, which are centered in K ν . Then we double the radii of these balls and get a cover for K ν . By estimating the volumes, we have
This implies that
Then K ν can be covered by M (η) − 1 closed balls of radius η|K ν |. We denote by β the centers of such M (η) − 1 closed balls. It follows that
This completes the proof of the lemma.
With the following lemma, we give an upper estimate for the error difference e r k−1,r (ν) − e r k,r (ν), provided that ν satisfies a certain local property. Lemma 2.3. Let ν be a Borel probability measure on R q with compact support K ν such that sup x∈R q ν(B(x, ǫ)) ≤ Cǫ t for every ǫ ∈ (0, ∞). Assume that |K ν | ≤ 1. Then for each k ≥ 2, there exists a real number ζ k,r , which depends on C, t and k, such that e
Proof.
By estimating the volumes, we may find an integer l k which depends on k and C, such that
Hence, there exists some
Note that B i does not intersect any one of the balls B(a i , δ k,1 ),
This, together with (2.5), yields
The lemma follows by setting ζ k,r :=
. Our next lemma is based on some results in [4] and [6] . This lemma will be used in the proof of the main result. 
Proof. Let α n ∈ C n,r (ν). We write {P a (α n )} a∈αn for an arbitrary Voronoi partition with respect to α n . By [4, Theorem 4.11], we have card(α n ) = n, and min
Let n ≥ 2 and a ∈ α n . One can easily see that
we set β := α n \ {a}. Choose an arbitrary b ∈ β and y ∈ P b (α n ). Then for every
Using this and Lemma 2.3, we deduce
It follows that ν(P a (α n )) ≥ 3 −r ζ n,r . Following [4, Proposition 12.12] and define
where
Then by (12.13) and (12.14) of [4] , we have
Using this, we further deduce
The lemma follow by setting d n := min{d n (1), d n (2)}.
Now we return to the Ahlfors-David measure µ satisfying (1.4). For δ > 0, let (F ) δ denote the closed δ-neighborhood of a set F ⊂ R q . Let E σ , A σ , D σ be as defined in (2.1) and B a Borel set satisfying D σ ⊂ B ⊂ (A σ ) 19 16 |Aσ| . Then 7 16
Also, by (1.4) and (2.6), we have
For the largest choice (A σ ) 19 16 |Aσ| and the smallest one D σ , we have
Let h B be an arbitrary similitude of similarity ratio |B|. We define (2.9)
B . We denote by K B the support of λ B . Then we have |K B | ≤ 1. Proof. For every x ∈ K B and ǫ > 0, we have
The lemma follows by setting ξ B := ξ −1 C 2 .
In the following, we will need to consider measures λ B for different sets B. For convenience, we write λ B =:
Remark 2.6. By Lemma 2.2, we are able to define a first constant n 1 which will be useful later. Let M (η) be as defined in the proof of Lemma 2.2. We define When (A σ ) 1 16 |Aσ| ∩ (A ω ) 1 8 |Aω| = ∅ for some distinct σ, ω ∈ Ω k , we will need to consider the following two choices of B:
For these two choices of B, we write
. Also, for the proof of the main result, we will consider a larger neighborhood (A ω ) 19 16 |Aω| of A ω . So for B = (A ω ) 19 16 |Aω| , we also write λ B =: ν ω,7 , h B := h ω,7 .
With the next lemma, we define two more constants n 2 , n 3 . For this, we set
By estimating the volumes, we know that for every σ ∈ Ω k , the set (A) σ can be covered by n 0 closed balls of radii 19 16 |Aσ| . Lemma 2.7. For σ ∈ Ω k , let ν σ,i , 1 ≤ i ≤ 7, be defined as above. Then
(1) For k ≥ 1, there exists a ζ k,r > 0 which is independent of σ, such that
(2) There exists an integer n 2 > n 1 + k 1 , such that for ω ∈ Ω k , and i = 3, 5, 6,
There exists an integer n 3 > N (n 0 + n 2 )k 3 + k 2 =: n 4 , such that
(1) Let k ≥ k 0 and σ ∈ Ω k . Then by (1.4), we have 
(2) Note that |K νω,3 | ≤ 1. By Lemma 2.2, (2) follows by setting
(3) By Lemma 2.2, it suffices to set
3.
A characterization for the n-optimal sets for µ For each n ≥ (n 0 + n 2 )φ 1 , there exists a unique k such that
Next, we fix an arbitrary α n ∈ C n,r . We need to establish a characterization for the positions where the points of α n are lying. Write
Proof. Suppose that L c > n 0 φ k . we deduce a contradiction. Write
We distinguish two cases. Case 1: F n = ∅. In this case, we set β := α n (2). Then we have card(β) < n and I(β, µ) = I(α n , µ). This contradicts the optimality of α n .
Case 2: F n = ∅. Then for each σ ∈ Ω k , we denote by γ σ the set of the centers of n 0 closed balls of radii |Aσ| 64 which is centered in A σ and cover A σ . We set
Then we have card(β) < n. We have K ⊂ σ∈Ω k A σ and
Note that β ⊃ α n (2). So by (3.1), we have d(x, β) ≤ d(x, α n ) for all x ∈ K. For every x ∈ F n ∩ A σ and y ∈ B(x,
We fix an arbitrary x 0 ∈ F n ∩ A σ . We have
It follows that I(α n , µ) > I(β, µ), contradicting the optimality of α n .
For σ ∈ Ω k and β ⊂ R q , we write
Proof. Assume that G σ = ∅. Then there exists some
Thus, for every x ∈ B(x 0 ,
Hence, for
Note that B(x 0 ,
and |E σ | < ǫ 0 . We have
Using (2.11), (3.2) and (3.3) we deduce
Next, we assume that G σ = ∅. Then for every x ∈ E σ ∩ K, we have
By the hypothesis, card(β ∩ (A σ ) 1 16 |Aσ| ) < n 1 . Using this and (3.4), we deduce r (ν σ,1 ). This completes the proof of the lemma.
Proof. Suppose that L σ < n 1 for some σ ∈ Ω k . We will deduce a contradiction. Note that n ≥ φ k (n 0 + n 2 ) and n 2 > n 1 . By Lemma 3.1, we have
Hence, there exists some ω ∈ Ω k with L ω ≥ n 2 . Next, we distinguish two cases.
Let β ω denote the set of the centers of k 1 closed balls of radii 1 32 |A ω | which are centered in (A ω ) 1 8 |Aω| and cover (A ω ) 1 8 |Aω| . We have two subcases.
Case (1a): G σ = ∅. In this case, we set
). Then we have card(β) ≤ n. By triangle inequality, one can see that
This allows us to focus on (A ω ) 1 8 |Aω| and (E σ ) 1 16 |Eσ| . By the supposition, we have L σ < n 1 . Thus, by Lemma 3.2, we deduce
On the other hand, we have
By (2.8) and Lemma 2.7, we have ∆ 2 (α n , β) < ∆ 1 (α n , β). This, together with (3.5), implies I(β, µ) < I(α n , µ), contradicting the optimality of α n .
Case (1b): G σ = ∅. In this case, let γ Lω−k1−n1 (ν ω,3 ) ∈ C Lω −k1−n1,r (ν ω,3 ) and define (ν σ,1 ) ). Then (3.5) and (3.7) remain true. This allows us to focus on (A ω ) 1 8 |Aω| and E σ . Since G σ = ∅ and L σ < n 1 , by Lemma 3.2, we have
By (2.8) and Lemma 2.7, we have ∆ 2 (α n , β) < ∆ 3 (α n , β). This together with (3.5) implies that I(α n , µ) > I(β, µ), which contradicts the optimality of α n .
Case 2:
Let β ω be the same as in Case (i). Due to the set β ω , (3.5) remains true.
Case (2a): G σ = ∅. In this case, (3.6) remains true. We set
|Eσ| r e r n2−n1−k1,r (ν ω,5 ). By (2.8), (3.6) and Lemma 2.7, we have ∆ 1 (α n , β) > ∆ 4 (α n , β). Using this and (3.5), we deduce that I(β, µ) < I(α n , µ). This contradicts the optimality of α n .
Case (2b): G σ = ∅. In this case, (3.5) and (3.8) remain true. We set 1 ) ). Due to (3.5), we focus on (A ω ) 1 8 |Aω| \ E σ and E σ . We have
). Using this, (2.8), (3.8) and Lemma 2.7, we deduce that ∆ 5 (α n , β) < ∆ 3 (α n , β). Thus, by (3.5), we have I(β, µ) < I(α n , µ), contradicting the optimality of α n .
Proof. By the hypothesis, there exists an
For the proof of our main theorem, we need to establish an upper bound for the number of points a in α n such that
Then by Corollary 3.4, we have M σ ⊂ (A σ ) 9 8 |Aσ| . It follows that (3.10) card(α n ∩ (A σ ) 9 8 |Aσ| ) ≥ M σ . Remark 3.5. Note that, for distinct words σ, τ ∈ Ω k , the balls A σ , A τ may be overlapping. Thus, little can be said about L σ even if M ω is "excesively large". Fortunately, E σ , σ ∈ Ω k , are pairwise disjoint. Hence, if M ω is "too large" for some ω ∈ Ω k , then as we will see, card(α n ∩ E σ ) would be "too small". We will use this fact to give an upper bound for M σ .
Proof. Suppose that M ω > n 3 for some ω ∈ Ω k . We deduce a contradiction. Set q ] = k 3 . Since n 3 > n 4 , we deduce
Since E τ , τ ∈ Ω k , are pairwise disjoint, there exists some σ ∈ Ω k such that
. Let β ω be the centers of k 2 closed balls of radius Case 1 : H σ = ∅. In this case, we set γ Mω−n4 (ν ω,7 ) ∈ C Mω −n4,r (ν ω,7 ), β N (n0+n2) (ν σ,1 ) ∈ C N (n0+n2),r (ν σ,1 ); β := α n \ (A ω ) 9 8 |Aω| ∪ β ω ∪ h ω,7 (γ Mω −n4 (ν ω,7 )) ∪ h σ,1 (β N (n0+n2) (ν σ,1 )). Then by (3.10), we have card(β) ≤ n. Due to the set β ω , we have (3.11) d(x, β) ≤ d(x, α n ) for every x ∈ K \ (A ω ) 19 16 |Aω| . Hence, we may focus on (A ω ) 19 16 |Aω| and E σ . Since H σ = ∅, we choose an x 0 ∈ D σ ∩ K such that d(x 0 , α n ) > Proof. Let a be an arbitrary point in α n . As above, we denote by c σ the center of A σ for σ ∈ Ω k . By Corollary 3.4, for every σ ∈ Ω k with A σ ∩ P a (α n ) = ∅, we have d(a, c σ ) ≤ Then we have P a (α n ) ∩ K ⊂ τ ∈Γ k (a) A σ . Note that E τ and A τ share the same center, and E τ , τ ∈ Ω k , are pairwise disjoint. By estimating Volumes,
It follows that N a ≤ 15 2 q . On the other hand, by Lemma 3.3, we know that α n ∩ (A τ ) 1 16 |Aτ | = ∅ for all τ ∈ Ω k . Thus, for very x ∈ P a (α n ) ∩ A τ , we have d(x, a) ≤ d(x, α n ) ≤ The lemma follows by setting C 3 := C 2 2 s0+r 9 8 r 15 2 q .
Next, we give a lower estimate for J(α n , µ).
Lemma 4.2.
There exists a constant C 6 > 0 such that for every a ∈ α n , we have I a (α n , µ) ≥ C 6 m −k(s0+r) .
Proof. Let a be an arbitrary point in α n . We write S a := {σ ∈ Ω k : A σ ∩ P a (α n ) ∩ K = ∅}. 
