Efficiency and robustness are the important performance for the registration of multi-view point sets. To address these two issues, this paper casts the multi-view registration into a clustering problem, which can be solved by the extended K-means clustering algorithm. Before the clustering, all the centroids are uniformly sampled from the initially aligned point sets involved in the multi-view registration. Then, two standard K-means steps are utilized to assign all points to one special cluster and update each clustering centroid. Subsequently, the shape comprised by all cluster centroids can be used to sequentially estimate the rigid transformation for each point set. These two standard K-means steps and the step of transformation estimation constitute the extended K-means clustering algorithm, which can achieve the clustering as well as the multi-view registration by iterations. To show its superiority, the proposed approach has tested on some public data sets and compared with the-state-of-art algorithms. Experimental results illustrate its good efficiency and robustness for the registration of multi-view point sets.
I. INTRODUCTION
As a fundamental issue in many areas, the problem of point set registration has attracted immense attention in computer vision [1] , [2] , computer graphics [3] , [4] , and robotics [5] , [6] , etc. It addresses the problem of transformation estimation between different point sets. According to the involved number of point sets, this problem can be divided into pair-wise registration and multi-view registration.
Usually, the pair-wise registration problem is solved by the iterative closest point (ICP) algorithm [7] or its variants [8] , [9] , [10] . To achieve registration, most of these approaches alternately build hard correspondences and estimate the transformation. These approaches are efficient but may not very accurate. Instead, some registration approaches [11] , [12] , [13] , [14] replace the hard assignment by the soft assignment so as to obtain more accurate results. As the soft assignment should be built from each point to all points in the opposite point set, these approaches are time-consuming. Besides, most of registration approaches are locally convergent. To obtain the desired global minimum, particle filter [15] , [16] and genetic algorithm [17] , [18] can be combined to estimate the transformation. What's more, some 3D features can be extracted from the point sets. They can be matched to provide Jihua Zhu is with the School of Software Engineering, Xi'an Jiaotong Universiy, P. R. China. e-mail: zhu@xjtu.edu.cn.
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Manuscript received October 13, 2017. initial transformation for the pair-wise registration [19] , [20] .
As the base of multi-view registration, the problem of pairwise registration has been well solved. Compared to the pair-wise registration, multi-view registration is more difficult and has comparatively attracted less attention. For the multi-view registration, the original method is to sequentially align and merge two point sets until all point sets are merged into one model. Although this approach may be efficient, it suffers from the error accumulation problem. To address this issue, the pair-wise registration algorithm can be sequentially utilized to align one point set to the coarse model constructed by all point sets [21] . The results can be returned to update the coarse model, which can be further used to align each point set. Due to too many points in the reconstructed model, the efficiency of these approaches is required to be further improved.
Besides, Govindu and Pooja proposed the motion averaging algorithm [22] , [23] , which can recover all rigid transformations simultaneously for multi-view registration from a set of relative motions, which can be estimated by the pair-wise registration. Given reliable and accurate relative motions [24] , [25] , the motion averaging algorithm can achieve accurate results. Besides, the multi-view registration can also be cast into the problem of low-rank and sparse (LRS) matrix decomposition [26] . For some scan pairs with high overlapping percentages, the relative motions can be estimated and concatenated into a large matrix, which has missed data corresponding to the scan pairs with low overlapping percentages. By the LRS decomposition, the matrix can be completed and the multiview registration results can be recovered. Compared to other approaches, it is more likely to be affected by the sparsity of the uncompleted matrix.
Recently, Georgios and Radu hold the view that all the points involved in multi-view registration are drawn from a central Gaussian mixture [27] . Therefore, the multi-view registration can be cast into a clustering problem, where the expectation maximization (EM) algorithm is utilized to estimate both the GMM parameters and the rigid transformations that optimally align the point sets. Although this approach is very accurate, it should estimate many parameters and is timeconsuming.
Actually, we can assume that all the points are drawn from K clusters, which are represented by the same number of centroids. This idea initially appeared in [28] , where the K-means clustering algorithm was utilized to refine the 3D model from multi-view registered range images. But it suppose that the multi-view registration has been accomplished. In this paper, the multi-view registration can reasonably be cast into the clustering problem. To achieve the clustering, the proposed approach starts with initial estimates for the centroids uniformly sampled from all initially posed point sets.
Then two standard steps of K-means algorithm are required to assign each point to one special cluster and then update the cluster centroids. As all point sets are not well aligned, the shape comprised by all the update centroids can be used to sequentially estimate the rigid transformation for each point set by the pair-wise registration. To obtain the desired results, the K-means steps and transformation estimation should be alternately and iteratively applied to all point sets. The remaining of this paper is organized as follows. Section 2 gives a brief introduction of K-means clustering algorithm. Following that, Section 3 proposed the novel approach for registration of multi-view point sets. In Section 4, the proposed approach is tested and evaluated on some public datasets. Section 5 concludes this paper.
II. K-MEANS CLUSTERING ALGORITHM
As an unsupervised learning method, the K-means algorithm is very effective for the clustering. Given the number of clusters K and the data set X = { x j } M j=1 , this algorithm starts with initial estimates for the K centroids { µ 0 k } K k=1 , which can either be randomly selected or generated from the data sets. It can achieve the clustering by the iteration of two steps.
(1) Data assignment c q (j) = arg min k∈{1,2,..,K}
(2) Centroid update
Usually, the good clustering results can be obtained by iterating these two steps until some convergence criteria are met.
III. MULTI-VIEW REGISTRATION BY K-MEANS CLUSTER
In this section, we will formulate the multi-view registration problem and present the motivation of the proposed approach. Then, we propose the extended K-means clustering algorithm for the registration of multi-view point sets.
A. Problem formulation
The development of scanning equipment makes it possible to reconstruct the precise 3D object model. Due to the occlusion, the object cannot be scanned in its entirety from a single viewpoint. Therefore, scanners can acquire point sets from different viewpoints so as to cover the entire object surface. These point sets should then be transformed into one common reference frame for the 3D model reconstruction.
Denote
as M i range points that belong to the ith point set and let N be the number of point
, the goal of multi-view registration is to estimate accurate rigid transformations {R i , t i } N i=1 between each point set and the reference frame. Without loss of generality, the reference frame can be attached to the first point set. Therefore, there is no need to estimate the first rigid transformation, which has always been fixed during the multi-view registration.
B. Motivation
Given the accurate model, the multiview registration problem can be divided into multiple subproblems, where each point set is pair-wisely registered to the accurate model, respectively. However, there is no accurate model before the multi-view registration. Whats available is just the coarse model reconstructed from the initially posed point sets, which contains too many redundant points due to the overlapping areas among different point sets.
For the multi-view registration, we can suppose all the points are drawn from K clusters, which can be represented by the same number of centroids. These centroids can make up an accurate model. Therefore, if all the points can be well clustered, the accurate model can be constructed from the clustering centroids. Different from other clustering problems, this clustering problem contains both the the clustering problem and the registration problem. As we all know, the K-means algorithm is very effective for the clustering. To solve the this clustering problem, it should be extended so as to cluster points and estimate the rigid transformations simultaneously.
Accordingly, we proposed the novel multi-view registration approach by the extended K-means clustering algorithm. The flowchart of the proposed approach is displayed in Fig. 1 . As shown in Fig. 1 , given the initial rigid transformations, the proposed approach can achieve the accurate registration of multi-view point sets as follows: (1) . Generate all the initial centroids from initially aligned point sets.
(2). Based on the current registration results, assign each point to one special cluster and then update the centroids for all clusters.
(3). Based on the updated centroids, sequentially update the rigid transformations for each point set.
(4). Iterate Steps 2 and 3 until some stop criteria are met. Subsequently, the extended K-means clustering algorithm will be presented to solve the registration of multi-view point sets.
C. The extended K-means clustering algorithm
Given the clustering centroids { µ k } K k=1 , the multi-view registration can be formulated as the following least-square (LS) problem:
is the nearest cluster centroid of the aligned point (R i p ij + t i ) and w ij is a binary variable. If the c(ij)th cluster only contains the point belongs the ith point set, we set w ij = 0, otherwise w ij = 1. Eq. (3) can be solved by the variant of K-means clustering algorithm.
Before the multi-view registration, initial centroids
are required for the K-means clustering. As mentioned before, the initial centroids can either be randomly selected or generated from the data set. Given initial rigid transformations
, the coarse model can be reconstructed by all point sets involved in the multi-view registration as follows:
Then, the initial centroids of all clusters { µ 0 k } K k=1 can be uniformly sampled from this coarse model. The shape comprised by all centroids is similar to the coarse model. The only difference is the resolution of points.
Being provided with initial rigid transformations
, the extended K-means clustering algorithm can be proposed to achieve the registration of multi-view point sets by iterations. In each iteration, the following three steps are included:
(1) Assign each point to one special cluster:
(2) Update the centroids for all clusters:
(3) Sequentially estimate each rigid transformation except the first one:
Similar to the standard K-means algorithm, Steps (1)-(3) should be repeated until the iteration number q exceeds the maximum value Q or all the estimated rigid transformations have no obvious change between two iterations. Finally, it can achieve the clustering and obtain the desired results for the multi-view registration of multi-view point sets.
In fact, Eq. (5) is the nearest neighbor search problem, which can be efficiently solved by the search method based on k-d tree. After data assignment, each clustering centroid can be directly calculated from all the assigned points. Besides, Eq. (7) can be solved by the singular value decomposition (SVD) method [29] . The main difficulty lies in the confirmation of each binary variable w q ij . In the multi-view registration, the ith point set covers some regions that other point sets cannot cover. If these regions are used to update the rigid transformation for itself in Eq. (7), the accuracy will go down. Therefore, these regions are invalid and should be eliminated. As these regions are only covered by one point set, the cluster lying in these regions would contain less points than other regions, which may be covered by more than two point sets. Hence, we can confirm the value of w q ij according to number of point in the c q (ij)th cluster. Here, if the point number of the c q (ij)th cluster is less than half of the mean value of all clusters, we set w q ij = 0 so as to eliminate the regions covered only by ith point set. Otherwise, we can set w q ij = 1.
D. Implementation
Based on the above description, we can summarize the extended K-means clustering algorithm for the multi-view registration as Algorithm 1.
As shown in Algorithm 1, to efficiently achieve the multiview registration, all points in the coarse reconstructed model should be clustered so as to get the reasonable model comprised by the clustering centroids. As the reconstructed model is comprised by the clustering centroids, the rigid transformation can be efficiently refined for each point sets. To obtain good registration results, the clustering and transformation estimation can be alternately and iteratively applied to all point sets. In this approach, the only parameter is the number of the clusters K. Actually, this parameter has a greater impact on the performance of the multi-view registration. If K is too small, the registration may be efficient but inaccurate. While, if K is too large, the registration may be time-consuming and easily to be trapped into local minimum. However, the actual Algorithm 1 : Registration of multi-view point sets
Get the initial model by Eq. (4); Sample the centroids { µ 0 k } K k=1 from the initial model; q = 0; Repeat q = q + 1; Do data assignment according to Eq. (5); Update all cluster centroids according to Eq. (6); for i= 2:N Calculate (R q i , t q i ) according to Eq. (7); number of the clusters is unknown and varies with the multiview point sets to be registered. In this paper, we set it to be a fixed value during the experiments.
E. Complexity
This section discusses the complexity of the proposed approach for registration of multi-view point sets. Since our approach is proposed for registration of multi-view point sets, the number M of points is the central quantity. As the raw Kmeans clustering algorithm, the extended k-means clustering algorithm accomplish the clustering by iterations. In each iteration, three steps are included:
(1) Assign each point to one special cluster. In this step, one clustering centroid should be assigned to each point in multiview registration. To accelerate the assignment, the proposed approach utilizes the nearest neighbor search method based on the k-d tree, which leads to a complexity of O(M log K).
(2) Update the centroids for all clusters. By sequentially traversing each point, all the clustering centroids can be updated. Therefore, This step introduces a complexity of O(M ).
(3) Sequentially estimate each rigid transformation except the first one. As shown in Eq. (7) , M i point pairs are used to estimate one rigid transformation, so the estimation of (N −1) rigid transformations can introduce a complexity of O(M − M 1 ).
According to the above statement, the complexity of each individual operation is displayed in Table I .
IV. EXPERIMENT
To test the proposed approach, a set of experiments were conducted on 6 datasets in the Stanford 3D Scanning Repository [30] . Table II displays some information of these datasets.
These data sets contain the multi-view point sets and the ground truth of transformation for the multi-view registration. To reduce the runtime of multi-view registration, all the raw point sets have been down-sampled by a factor of 8 before experiments. For the comparison, the error of rotation matrix and translation can be defined as
notes the ground truth of the ith rigid transformation and (R i,m , t i,m ) indicates the one estimated by the multi-view registration approach.
During experiments, some parameters are set as follows: K = 1500 and Q = 500. All the competed approaches adopted the nearest-neighbor search method based on k-d tree to establish correspondences. Experiments were implemented in MATLAB and performed on a four-Core 3.6 GHz computer with 8 GB of memory.
A. Validation
As mentioned before, the reconstructed model is comprised by the clustering centroids, which are initially sampled from all the aligned point sets. Since each point set covers some regions that other point sets cannot cover, the proposed approach suggests that these regions should be eliminated to estimate the rigid transformation of this point set itself. To verify the effectiveness of this strategy, we compare the proposed approach with and without elimination of the invalid cluster centroids, which are abbreviated as KmeansReg and KmeansRegWOR, respectively. They were tested on Stanford Bunny and Armadillo under different noises levels, where five uniform distributed noises were added to ground-truth transformations, respectively. To eliminate the randomness, 10 Monte Carlo (MC) trials were conducted with respect to five noise levels for two strategies. Fig. 2 illustrates the mean of rotation error, translation error and the mean runtime of two different strategies.
As shown in the Fig. 2 , the proposed approach without elimination of the invalid cluster centroids can always obtain the less accurate registration results under varied noise levels for different datasets. This is because the pair-wise registration of two same point sets can only obtain the identity matrix.
Since the ith rigid transformation should be estimated by aligning the ith point set to the model comprised by all the clustering centroids, these cluster centroids located in the regions only covered by the ith point set should be eliminated. Otherwise, the registration accuracy will go down. Therefore, the proposed approach with elimination of the invalid cluster centroids can obtain more accurate registration results. Besides, the execution time of these two strategies are approximately equal. Accordingly, the proposed approach is valid for multi-view registration of initially posed point sets.
B. Comparison
To illustrate its superiority, the proposed approach is compared with three state-of-the-art approaches: the coarse-to-fine TrICP approach [21] , the motion averaging TrICP approach [23] and the approach based on the low-rank and sparse decomposition [26] , which are abbreviated as CFTrICP, MA-TrICP and LRS, respectively. 1) Accuracy and efficiency: As the locally convergent registration approaches, all these four approaches require the initial registration parameters. Before experiment, initial registration parameters can be generated by adding random noises to the ground truth of rigid transformations. Subsequently, four competed approaches were applied to the registration of multi-view point sets. For comparison, Table III records the registration error and runtime of all competed approaches for different data sets, where the bold number denotes the best performance among these competed approaches. To evaluate the registration accuracy in a more intuitive way, Fig. 3 displays the multiview registration results of the corresponding four competitive approaches in the form of cross-section. Table III , the proposed approach is the most efficient one among these four competed registration approaches. For the registration, the proposed approach only requires to establish the correspondence between each point set and the model comprised by the clustering centroids. While, the CFTrICP should establish the correspondence between each point set and the model constructed by other aligned point sets. Besides, other two registration approaches should establish the correspondence between one point set and the other point set. As the number of the clustering centroids are much less than the number of point involved in multiview registration, the establishment of correspondences, the most time-consuming operation in the multi-view registration, is much faster in the proposed approach. As shown in Table III and Fig. 3 , the proposed approach is not very sensitive to noises and it can always obtain acceptable accuracy compared to other competed approaches. Since the proposed approach utilizes the model comprised by all clustering centriods for the estimation of each transformation, the resolution of this model is much lower than the model constructed by raw point sets. Therefore, the proposed approach may not always obtain the most accurate registration results. But other competed approaches may fail to achieve the multi-view registration without good registration parameters. Therefore, the proposed approach is comparable to other stateof-the-art approaches in the term of accuracy.
As shown in the
2) Robustness: To further verify its robustness, the proposed approach was tested on Stanford Dragon under different noises levels, where five uniformly distributed noises were added to ground-truth transformations, respectively. To eliminate the randomness, 10 MC trials were conducted with respect to five noise levels for all competed approaches. Table  IV recorded the mean of rotation error, the mean of translation err, and the mean runtime for these approaches.
As shown in Table IV , the proposed approach can obtain the most robust registration results under varied noise levels. Other three registration approaches are all vulnerable to noise levels. With the increase of noise level, the registration errors of the proposed approach increase gradually. Although the CFTrICP performs well under low noise levels, its registration errors sharply raises due to the increase of noise level. Meanwhile, both the MATrICP and LRS approaches are difficult to achieve accuracy registration for the Stanford Dragon under all noise levels. Therefore the proposed approach is the most robust one among all the competed approaches. Besides, its runtime is far less than the three other competed approaches.
V. CONCLUSION
This paper proposes a novel approach for registration of multi-viewpoint sets. To the best of our knowledge, it is the first time that K-means clustering is applied to solve the multiview registration problem. Viewed as the clustering problem, the multi-view registration can be sloved by the proposed extended K-means clustering algorithm. The proposed approach has been tested on the Stanford 3D Scanning Repository and the experimental results demonstrate that it can achieve the multi-view registration of initially posed point sets with good efficiency and robustness. Similar to most of the related approaches, the proposed approach requires initial parameters for the multi-view registration.
Our future work will investigate how to estimate the initial rigid transformations so as to automatically achieve the multiview registration of unordered point sets without any prior information. 
