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The locally integrable function spaceLloc1 is made a module over
the ring of proper rational functions. Using this module structure,
the notion of relative dimension is deﬁned naturally for every lin-
ear subspace in (Lloc1 )
q. It is shown that the property of having
ﬁnite relative dimension togetherwith the property of having sufﬁ-
cientlymany smooth trajectories and the evident property of differ-
entiation-invariance characterize the weak solutions sets of linear
constant coefﬁcientdifferential systemsamongall linear subspaces.
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0. Introduction
A theorem by Willems [10,11] states that a linear subspace in (Rq)Z+ can be described by a linear
constant coefﬁcient difference equation if and only if it is shift-invariant and closed in the pointwise
topology. Onewants to have a similar result in the continuous-time case as well. It was conjectured by
Willems in [11] that the properties that characterize continuous-time linear dynamical systems are:
time-invariance, closedness and locally speciﬁedness. However, an example constructed byHörmand-
er shows that this is not true (see [11]). A complete characterization of continuous-time linear systems
(which is along the above conjecture) has been given then by Soethoudt in his thesis [9]. Recently
the second author offered (see [3]) a purely algebraic approach to the problem that is based on the
notion of relative dimension (orMcMillan degree). He proved that a linear subspace in C∞(R+)q can be
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described by a differential equation R(d/dt)w = 0with R(s) ∈ R•×q[s] if and only if it is differentiation-
invariant and has ﬁnite relative dimension. This is a generalization of the well-known fact that a linear
subspace in C∞(R+)q can be described by a differential equation R(d/dt)w = 0with R(s) ∈ Rq×q[s] and
det R(s) /= 0 if and only if it is differentiation-invariant and has ﬁnite dimension.
As is known, in systems and control theory locally integrable functions are very often used as
signals; this class of functions is “attractive for applications due to its ﬂexibility” (as emphasized in
[7]). Themain goal of this paper is tomake a transition from inﬁnitely differentiable functions to locally
integrableones,which indeedprovideaverynatural context.Anothergoal is togetmuchsimplerproofs
based on another point of view. The ring of proper rational functionsRpr(s) inherits a shift operator and
a topology from the ring of formal power seriesR[[s−1]], and in view of the abovementionedWillems’
theorem, it is a natural idea to consider shift-invariant closed linear subspaces inRpr(s)q. We call them
frequency responses. A simple observation is that there are canonical one-to-one correspondences
{Discrete linear systems} ←→ {Frequency responses}
←→ {Continuous linear systems}.
Using these correspondences, we easily deduce the continuous-time case from the discrete-time one.
The contents of the paper are as follows:
1. Locally integrable functions as a module.
2. AR-models and their behaviors.
3. Fundamental exact sequence.
4. Frequency responses.
5. When have two AR-models the same behavior?
6. Distinguished submodules and the relative dimension.
7. Properties characterizing the behaviors.
Throughout this paper, k is the ﬁeld of real or complex numbers, s an indeterminate and q is a ﬁxed
positive integer. We letU denote the space of all locally integrable k-valued functions deﬁned on R+
andC the space of all smooth k-valued functions (also deﬁned on R+).
Given a locally integrable function w ∈U, we deﬁne its integral ∫ w to be the function
x →
∫ x
0
w(ξ)dξ (x  0).
By Owe denote the ring of proper rational functions, and by t the “uniformizer” s−1.
Given a proper rational function g, we let g(∞) be its value at inﬁnity and gσ its backward shift. By
the definition, if g = b0 + b1t + b2t2 + · · · is the expansion of g at inﬁnity, then
g(∞) = b0 and gσ = b1 + b2t + · · ·
Evidently, g = g(∞) + tgσ .
If R is a rational matrix, then there is a factorization R = ADB, where A is a left invertible polyno-
mial matrix, D a nonsingular rational matrix and B a right invertible proper rational matrix. (This is
immediate by the Wiener–Hopf factorization theorem.) We deﬁne the Chern number of R to be the
number −ord∞(det D). (The order at inﬁnity of a rational function u/v with u, v ∈ k[s] and v /= 0 is
deg(v) − deg(u).)
Recall that for polynomial matrices there is the notion of McMillan degree. If R is an arbitrary
polynomial matrix with rank p, then its McMillan degree is deﬁned to be themaximum of the degrees
of the determinants of nonsingular p× p submatrices of R. One can show that the Chern number of a
polynomial matrix is equal to the McMillan degree. (This is easily reduced to the full row rank case,
for which the reader is referred to [2], Lemma 4.)
1. Locally integrable functions as a module
Given a proper rational function g, we deﬁne the (inverse) Laplace transform L(g) as the function
x →
∑
n0
bn
xn
n! (x  0),
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where bn are the coefﬁcients in the expansion of g at inﬁnity. (Warning: This in fact is the derivative of
the conventional inverse Laplace transform.) We put  = L(1), which simply is the constant function
1 deﬁned on R+.
The functions L(g)will be calledpolynomial-exponential (or Bohl) functions. The followingexample
(together with partial fraction decomposition, for which we refer to [7, Appendix B.2], say) implies
that in the case k = C these are precisely ﬁnite linear combinations of functions xneλx with n ∈ Z+ and
λ ∈ C, and this justiﬁes the name.
Example. For every nonnegative integerm,
L
(
s
(s − a)m+1
)
= x
m
m! e
ax.
Indeed, this is obvious for m = 1: L(s/(s − a)) = L((1− at)−1) = eax . Using the following lemma and
induction, we have
L
(
s
(s − a)m+1
)
= L
(
t
s
s − a
s
(s − a)m
)
= eax∗ x
m−1
(m− 1)!e
ax
=
∫ x
0
um−1
(m− 1)!e
auea(x−u)du = eax
∫ x
0
um−1
(m− 1)!du =
xm
m! e
ax.
Lemma 1 (Convolution Theorem). If f and g are proper rational functions, then
L(tfg) = L(f )∗L(g).
Proof. It sufﬁces to consider the special case f = tn. Using induction, we can easily show that
L(tn)∗w = ∫ n+1w foreveryw ∈U.Next, it is evident that tn+1L(g) = L(tn+1g).Hence,wehaveL(tn+1g) =
L(tn)∗L(g). 
For g ∈ O and w ∈U, we set
gw = L(gσ )∗w + g(∞)w.
It is worthwhile to note that
1w = w and tw =
∫
w.
Lemma 2. The multiplication above makesU a module over O.
Proof. The only thing that is not trivial to check is the associativity rule.
To check it take f , g ∈ O and w ∈U. From
fg = f (∞)g(∞) + t(fg)σ
and
fg = (f (∞) + tf σ )(g(∞) + tgσ ) = f (∞)g(∞) + tf (∞)gσ + tg(∞)f σ + t2f σ gσ ,
we get
(fg)σ = f (∞)gσ + g(∞)f σ + tf σ gσ .
Using this equality and Lemma 1, we can easily obtain that
(fg)w = f (gw). 
(We remark that the definition gw = L(g)∗w may seem to be more natural, but then we would not
have the equality 1 ·w = w.)
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It is easily seen that the module U has no torsion: This is an immediate consequence of the fact
that the integration operator is injective and the fact that every proper rational function is represented
in the form tnu with n 0 and invertible u ∈ O. It is natural therefore to consider the fraction space of
U. We letM denote this fraction space. Call elements ofM Mikusinski functions. Every Mikusinski
function can be written as a ratio w/tn, where w ∈U and n 0.
Remark. As one knows well, Mikusinski [4] established a foundation of Heaviside’s operational cal-
culus based on the Titchmarsh theorem stating that the space C(R+) of all continuous functions of the
nonnegative real variable forms an integral commutative ring under the addition and convolution. He
deﬁned generalized functions to be elements of the quotient ﬁeld. We regardLloc1 (R+) as a torsion
free module over O, and respectively we take the quotient space. So, by the definition, our generalized
functions form a linear space over the rational function ﬁeld.
We identifyUwith its image inM under the canonical map w → w/1. It is obvious that
U ⊂ sU ⊂ s2U ⊂ · · · and M = ∪snU.
The homomorphism L can be uniquely continued to a k(s)-linear map k(s) →M, and we shall use the
same letter L to denote it. We shall interpret elements of L(sk[s]) = k[s]δ as purely impulsive functions.
Mikusinski functions, which do not belong toU, should be thought as singular functions. We have
tn · snw = w, and this means that the singularities that these generalized functions may have are not
“essential” (in the sense that they can be resolved by applying the integration operator ﬁnitely many
times).
Example. Let us “prove” that s is thewell-knownDirac function δ. For eachN > 0, deﬁne the function
δN by the formula
δN(x) =
{
N, 0 x  1/N;
0, x > 1/N.
The integral of δN is easily calculated:(∫
δN
)
(x) =
{
Nx, 0 x  1/N;
1, x  1/N.
Letting N → +∞, we get
lim δN = δ and lim
(∫
δN
)
= .
It follows that  is the “integral” of δ, and hence δ = s.
We shall need the following simple.
Lemma 3. There holds
U ∩ k[s]δ = {0}.
Proof. Assume there is w ∈U that is not zero and that is purely impulsive. We then have
w = (a0sn + · · · + an)δ
with ai ∈ k and a0 /= 0. It follows that
tn+1w = (a0 + · · · + antn),
which implies that
t(tnw − (a1 + · · · + antn−1)) = a0.
The left hand side here is an (absolutely) continuous function vanishing at 0, while the right hand
side is a nonzero constant function. So, we get a contradiction. 
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Remark. Inwhat follows onemay assume (if onewants) k to be an arbitrary ﬁeld, and onemay assume
thatU is an arbitrary module over O and  an arbitrary nonzero element ofU satisfying the following
two conditions
(1) U
t→U is injective;
(2) tU ∩ k = {0}.
It is suggestive to view elements ofU as locally integrable functions and  as the constant function
1. The multiplication by t should be interpreted as the integration operator. The ﬁrst condition above
means that taking the “integral” is an injective operator, and the second one means that the only
“integral” that is constant is 0. Deﬁne the “inverse Laplace transform” of an element g ∈ O to be g.
Say that w ∈U is differentiable, if there exist u ∈U and a ∈ k such that
w = tu+ a.
In view of the conditions above, the “u” and the “a” are uniquely determined. We may call them
respectively the derivative ofw and the value at 0. One can deﬁne, by induction, n-times differentiable
functions, and then, in an obvious way, smooth (or inﬁnitely differentiable) functions. The set of all
smooth functions clearly is a submodule ofU. LettingC denote this submodule, we haveC = tC⊕ k.
2. AR-models and their behaviors
In the textbook [7] of Polderman andWillems arbitrary linear constant coefﬁcient differential equa-
tions are considered. We adopt this generality, and by an AR-model we shall understand an arbitrary
polynomial matrix. (In the sequel, all AR-models will be assumed to have column number q.)
Recall from [3] that a transfer function is as a submodule T ⊆ Oq such that Oq/T is torsion free. It
can be deﬁned also as a submodule of the form T = E ∩ Oq, where E is a k(s)-linear subspace of k(s)q.
Let now R be an AR-model with row number p. The set
T = {w ∈ Oq| Rw = 0}
is a transfer function; it is called the transfer function of R. The set
F = {g ∈ Oq| Rg ∈ sk[s]p}
is a k-linear subspace in Oq (which will be called in the sequel the frequency response, and which
perhaps is the most important invariant of R). The space
X = k[s]p ∩ tROq
is called the initial condition (or state) space.
By the definition of F , we have a canonical linear map F → sk[s]p. The kernel of this map is T and
the image is sX , and thus we have a short exact sequence
0 → T → F → sX → 0.
Call the submodule in k[s]q generated by the columns of Rtr (i.e., the submodule Rtrk[s]p) the asso-
ciated module of R. Given two AR-models R1 and R2, one says that R1 is more powerful than R2 if there
exists a polynomial matrix A such that R2 = AR1 (or, what is equivalent, if the associated module of R1
contains that of R2). Two AR-models are said to be equivalent if each of them is more powerful than
the other.
Certainly, the row number of an AR-model is greater than or equal to the rank of the associated
module. In the case of equality an AR-model is said to be minimal. Clearly, a minimal AR-model is just
a full row rank AR-model.
It is obvious that every AR-model is equivalent to aminimal one. Twominimal AR-models R1 and R2
are equivalent if and only if R2 = UR1 with unimodular polynomialmatrixU. A little bitmore generally,
if R1 and R2 are two AR-models and if R1 is minimal, then they are equivalent if and only if R2 = AR1
for some left invertible polynomial matrix A.
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Proposition 1. The state dimension is equal to the McMillan degree.
Proof. Let R be an AR-model, say, with row number p and rank r. Choose any minimal AR-model R1
that is equivalent to R. Then there is a left invertible polynomial matrix A such that R = AR1. Notice
that the McMillan degree of R is equal to that of R1. Let E denote Rk(s)
q, which is a k(s)-linear subspace
of k(s)p of dimension r. We then have
Ak(s)r = A(R1k(s)q) = Rk(s)q = E.
Because A is left invertible, we have
Ak[s]r = k[s]p ∩ E.
From this and from AR1O
q = ROq (and from injectivity of A as a mapping), we get
A(k[s]r ∩ tR1Oq) = (k[s]p ∩ E) ∩ tROq.
Since tROq ⊆ E, it follows that
A(k[s]r ∩ R1Oq) = k[s]p ∩ tROq.
We see that A induces an isomorphism of the state space of R1 onto the state space of R, and so we are
reduced to the full rank case.
For a full row rank AR-model it is not difﬁcult to show that the state dimension is equal to the Chern
number (see [3, Section 6]). 
Given an AR-model R, we have a differential equation
R(∂)w = 0, w ∈Uq. (1)
Suppose R = R0 + R1s + · · · + Rnsn with Rn /= 0. Following [7], we then call w ∈Uq a weak solution of
(1) (or a trajectory of R) if
(R0t
n + R1tn−1 + · · · + Rn)w = (c0 + c1t + · · · + cn−1tn−1)
for some c0, . . . , cn−1 ∈ kp.
Remark. One can show easily (see, for example, [7, Theorem 2.3.11] and [3, Lemma 2]) that a smooth
function is a weak solution if and only if it is a solution in the usual sense.
The following says, in particular, that the notion of weak solutions is independent of the “order” n.
Lemma 4. A function w ∈Uq is a weak solution if and only if
Rw ∈ k[s]pδ;
that is, if Rw is purely impulsive.
Proof. Suppose that there are c0, . . . , cn−1 ∈ kp such that
(R0t
n + R1tn−1 + · · · + Rn)w = (c0 + c1t + · · · + cn−1tn−1).
Multiplying this by sn, we obtain
Rw = (c0sn + c1sn−1 + · · · + cn−1s).
Conversely, suppose that
Rw = (c0sN + c1sN−1 + · · · + cN−1s)
with c0 /= 0. We only need to show that N  n. Assume that this is not the case. Then multiplying the
above equality by tn, we get
tnRw = (c0sN−n + c1sN−n−1 + · · · + cN−n−1s)+ (cN−n + · · · + cN−1tn−1).
M. Saeed Akram, V. Lomadze / Linear Algebra and its Applications 430 (2009) 2277–2289 2283
This yields
tnRw − (cN−n + · · · + cN−1tn−1) = (c0sN−n + c1sN−n−1 + · · · + cN−n−1s),
which contradicts Lemma 3. 
The set of all trajectories of R is denoted by Bh(R) and is called the behavior of R. This certainly is a
k-linear subspace ofUq.
If R1 is more powerful than R2, then Bh(R1) ⊆ Bh(R2). This is obvious due to the previous lemma.
Indeed, assumethatR2 = AR1.Now, ifw is such thatR1w ispurely impulsive, thencertainlyR2w = AR1w
is purely impulsive as well. We shall see in Section 6 that the converse also is true.
3. Fundamental exact sequence
Given a submodule T ⊆ Oq, let TU denote the submodule of Uq generated by all trajectories of
the form gw, where g ∈ T and w ∈U. Obviously, TU is the image of the canonical homomorphism
T ⊗U→ Oq ⊗U =Uq. It should be noted that this homomorphism is injective sinceU is torsion free
(and therefore ﬂat). We remark that if {g1, . . . , gm} is a basis of T , then every element w ∈ TU can be
uniquely represented as
w = g1w1 + · · · + gmwm
with w1, . . . ,wm ∈U.
Theorem 1. Let R be an arbitrary AR-model, and let T be its transfer function and X the initial condition
space. Then there is a canonical short exact sequence
0 → TU→S→ sL(X) → 0,
whereS = Bh(R).
Proof. Let p and r denote respectively the row number and the rank of R.
By Lemma 4, we have a canonical linear map
S→ k[s]pδ,
which is induced by the homomorphism R :Uq →Mp. We have to ﬁnd the image and the kernel.
Take a full column rank rational (p× r)-matrix D such that ROq = DOr . We then have RUq = DUr ,
and hence the image is equal to
k[s]pδ ∩ RUq = k[s]pδ ∩ DUr = k[s]pδ ∩ L(k(s))p ∩ DUr .
Weclaim that L(k(s))p ∩ DUr = DL(Or). Indeed, assume thatw ∈Ur andDw ∈ L(k(s))p. Choosing any C
such that CD = I, we getw = CDw ∈ L(k(s))r . Using Lemma 3, one can easily show thatUr ∩ L(k(s))r =
L(Or). It follows thatw ∈ L(Or). Hence, we have “⊆”. The other inclusion is obvious, and so the claim is
proved. We further see that the image of our map is equal to
k[s]pδ ∩ L(DOr) = L(sk[s]p ∩ DOr) = L(sk[s]p ∩ ROq) = sL(X).
To ﬁnd what is the kernel, consider the exact sequence
0 → T → Oq R→ k(s)p.
As already remarked, the moduleU is ﬂat. Therefore tensoring this sequence byU, we get an exact
sequence
0 → T ⊗U→Uq R→Mp.
Replacing T ⊗U by TU, we obtain an exact sequence
0 → TU→Uq R→Mp.
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This means that the kernel of our map is equal to TU.
The proof is complete. 
Composing the mapS→ sL(X) with the isomorphism sL(X)  X , we obtain a canonical surjective
linear mapS→ X. This map classiﬁes the trajectories via initial conditions. Ifw ∈S and if its image
under this map is x, we say that x is the initial condition of w. The theorem implies that if x is any
initial condition, then there is a trajectory having initial condition x; the theorem says also that TU is
the set of all trajectories having initial condition 0.
We have the following important corollary.
Corollary 1. There always exists a polynomial-exponential trajectory with a given initial condition.
Proof. Let F be the frequency response. It is clear that L(F) is exactly the set of the polynomial-
exponential trajectories of R. As we know, the canonical map F → sX is onto, and the statement
follows. 
The followingcorollary tellsuswhenthecorrespondencebetween trajectoriesand initial conditions
is one-to-one.
Corollary 2. Let R have full rank. Then the following conditions are equivalent:
(a) R is square;
(b) The transfer function of R is {0};
(c) The behavior of R is ﬁnite-dimensional.
Proof. Obvious. 
If R is a square polynomial matrix with det(R) /= 0, then the dimension of Bh(R) is equal to the
degree of det(R). By Corollary 1, all trajectories are polynomial-exponential, exactly what they should
be (see, for example, [7, Section 3.2]).
4. Frequency responses
We begin with the following
Lemma 5. Let F be a shift-invariant k-linear subspace of Oq. Then the set
T = {g ∈ Oq | gO ⊆ F}
is a transfer function (called the transfer function of F).
Proof. Obviously, T is a submodule of Oq. Choose any its generating matrix G, and assume that it is
not left invertible. Then the scalar matrix G(∞) (deﬁned in an obvious way) is not of full column rank.
This is equivalent to saying that the columns g1, . . . , gm of G are linearly dependent modulo tO
q. Say,
for example, that
gm ≡ a1g1 + · · · + am−1gm−1 (mod tOq),
where a1, . . . , am−1 ∈ k. This means that there exists a column h ∈ Oq such that
gm = a1g1 + · · · + am−1gm−1 + th.
Certainly h /= 0. We claim that h ∈ T . Indeed, let u be an arbitrary proper rational function. Because
th ∈ T , we have tuh ∈ F . From this, using the invariance property of F , we get uh = (tuh)σ ∈ F; hence,
h ∈ T .
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The columns g1, . . . , gm−1,h generate T . Since their number is m, they must form a basis. But
diag(1, . . . , 1, t) is not biproper, and therefore {g1, . . . , gm−1, gm} can not be a basis. The contradiction
shows that T must be a transfer function.
The lemma is proved. 
On k[[t]]we have the topology of pointwise convergence: gi → g means that the coefﬁcient of tn in
gi converges to the coefﬁcient of t
n in g for every n. This topology induces a topology on O ⊆ k[[t]].
(In what follows the “bar” will stand for the topological closer in k[[t]]; the shift operator in k[[t]]
also will be denoted by σ .)
Let R an AR-model with row number p. We then have an operator R(σ ) : k[[t]]q → k[[t]]p, which in
turn determines a difference equation
R(σ )g = 0, g ∈ k[[t]]q. (2)
One can easily show that
R(σ )g = 0 ⇔ Rg ∈ sk[s]p.
(The proof of this is similar to that of Lemma 2 in [3].)
Proposition 2. Let F be a k-linear subspace of Oq. Then the following conditions are equivalent:
(a) F is shift-invariant and closed subset (in Oq);
(b) F is the proper rational solution set of a difference equation of the form (2);
(c) F is shift-invariant and its transfer function has ﬁnite codimension.
Proof. (a) ⇒ (b) Consider the set F ⊆ k[[t]]q. This is a closed shift-invariant k-linear subspace of k[[t]]q.
By the Willems theorem (see [10, Theorem 5]), there exists an AR-model R such that
F = {g ∈ k[[t]]q | R(σ )g = 0}.
Since F is closed, we have F = F ∩ Oq. The statement follows.
(b) ⇒ (c) Suppose that
F = {g ∈ Oq| Rg ∈ sk[s]p} = {g ∈ Oq| R(σ )g = 0},
where R is an AR-model and p its row number. Clearly, F is shift-invariant. Next, if g ∈ Oq, then saying
that Rg = 0 is equivalent to saying that RgO ⊆ sk[s]p; in other words, the transfer function of F is the
same as that of R. The statement follows now from the canonical exact sequence in the beginning of
Section 3.
(c) ⇒ (a) Let T denote the transfer function of F , and let g1, . . . , gm be a basis of T . It is clear that
T = g1k[[t]] ⊕ · · · ⊕ gmk[[t]].
Because Oq/T is free, we can ﬁnd h1, . . . ,hp so that g1, . . . , gm,h1, . . . ,hp will be a basis of O
q. All these
elements will form a basis for k[[t]]q as well. Now take any element in k[[t]]q and write it as
a1g1 + · · · + amgm + b1h1 + · · · + bphp,
where the coefﬁcients ai and bj are formal series. This belongs to O
q if and only if all these coefﬁcients
are fromO; thisbelongs toT if andonly if allbj arezero.Wesee thatT ∩ Oq = T , and thusT is closed inOq.
We have F = T ⊕ X for some ﬁnite-dimensional subspace X ⊆ Oq. Because T is closed and because
X also is closed, F must be closed. 
We deﬁne a frequency response (with signal number q) to be a k-linear subspace of Oq satisfying
the equivalent conditions of the proposition just proved. Given an AR-model R, call the set
KerR(σ ) ∩ Oq = {g ∈ Oq| R(σ )g = 0}
the frequency response of R.
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5. When have two AR-models the same behavior?
There is a canonical k-bilinear form k[s]q × k[[t]]q → k given by the formula
〈f , g〉 = the free coefﬁcient of f tr(σ )g.
Notice that for g ∈ Oq, we have 〈f , g〉 = (f tr(σ )g)(∞). We shall need the following duality result, which
is quite well-known. (See [5, Proposition 2, 8, Theorem 2.6].)
Lemma 6. Let R be an arbitrary AR-model. Then
KerR(σ )⊥ = ImRtr.
Consider now a canonical bilinear form k[s]q ×Cq → k deﬁned by the formula
〈f ,w〉 = (f tr(∂)w)(0).
Notice that this is related with the one given above: If g ∈ Oq, then 〈f , L(g)〉 = 〈f , g〉.
Proposition 3. Let R be an AR-model, and letB be its behavior. Then
(B ∩Cq)⊥ = ImRtr.
Proof. “⊇” is obvious.
To prove “⊆”, becauseB ∩ L(O)q ⊆B ∩Cq, it sufﬁces to show that
(B ∩ L(O)q)⊥ ⊆ ImRtr.
But this is the same as saying that
F⊥ ⊆ ImRtr ,
where F is the frequency response. The bilinear form k[s]q × k[[t]]q → k is continuous, and conse-
quently F⊥ = (F)⊥. If we can prove that
F = KerR(σ )
(i.e., the set of proper rational solutions of (2) is a dense subset in the set of all solutions), it will follow
that
F⊥ = KerR(σ )⊥ = ImRtr.
Thus it only remains to prove the density of F .
Let T be the transfer function of R, and let {g1, . . . , gm} be its basis. We then have
F = g1O ⊕ · · · ⊕ gmO ⊕ sX
for some ﬁnite-dimensional subspace X ⊆ Oq. Certainly X  k[s]p ∩ tROq, where p is the row number
of R. Because O = k[[t]] and because X is closed (as a ﬁnite-dimensional subspace), we have
F = g1k[[t]] ⊕ · · · ⊕ gmk[[t]] ⊕ sX.
Further, replacing in Section 4 the moduleU by the module k[[t]] (and the differential operator ∂ by
the shift operator σ ), we obtain an exact sequence
0 → Tk[[t]] → KerR(σ ) → sk[s]p ∩ ROq → 0.
Since Tk[[t]] = g1k[[t]] ⊕ · · · ⊕ gmk[[t]], it follows that
KerR(σ ) = g1k[[t]] ⊕ · · · ⊕ gmk[[t]] ⊕ sX.
The proposition is proved. 
Remark. Abovewededuced the “continuous-timeduality” from the “discrete-timeduality”. The inter-
ested reader is referred to [1], where both dualities are obtained in a uniﬁed way and in an arbitrary
M. Saeed Akram, V. Lomadze / Linear Algebra and its Applications 430 (2009) 2277–2289 2287
dimension. A general duality for linear systems was developed, as is well-known, by Oberst in [6]. The
duality in [1] is a simple version of Oberst’s duality.
Corollary 3. Let R1 and R2 be two AR-models. Then R1 is more powerful than R2 if and only if
Bh(R1) ⊆ Bh(R2).
Proof. The “only if” part is easy (and we have already proved it). To show the “if” part, assume that
Bh(R1) ⊆ Bh(R2). Then, by the previous theorem, ImRtr2 ⊆ ImRtr1 . It follows from this that there exists a
polynomial matrix A such that Rtr
1
= Rtr
2
Atr. Hence, R2 = AR1. 
Corollary 4. Two AR-models have the same behavior if and only if they are equivalent.
Remarks. (1) We can see that two AR-models have the same frequency response if and only if they
are equivalent.
(2) For another proof of the statement of Corollary 4, the reader is referred to [7, Section 3.6].
6. Distinguished submodules and the relative dimension
If R is an AR-model and T is its transfer function, then one can easily check that
T = {g ∈ Oq | gU ⊆ Bh(R)}.
The dimension of Bh(R) with respect to TU is ﬁnite; by Theorem 1, it is equal to the McMillan degree
of R.
This remark leads to the following development.
Call a submodule D ⊆Uq distinguished, if it is “generated” by a family of columns in Oq. More
precisely,D ⊆Uq is distinguished if there is a family (gi)i∈I of columns in Oq such that every w ∈D
is represented as w = giwi, where wi ∈U and wi = 0 for all but ﬁnite number of indices i. Since Oq
is noetherian, every distinguished module can be written in the form TU, where T is a submodule in
Oq. The following says that such a representation is unique.
Lemma 7. The mapping T → TU establishes a bijective correspondence between submodules in Oq and
distinguished submodules inUq.
Proof. Let T1 and T2 be two submodules in O
q, and assume that T1U = T2U. Putting T = T1 + T2 and
letting i be 1 or 2, we then have TiU = TU. Tensoring the exact sequence
0 → Ti → T → T/Ti → 0
byUwe get an exact sequence
0 → TiU→ TU→ T/Ti ⊗U→ 0.
We can see that T/Ti ⊗U = 0.
It remains to show that if M ⊗U = 0 for a module M, then necessarily M = 0. As is well-known,
every nontrivialO-module is a direct sumof copies ofO andmodulesO/tnO. SinceO ⊗U =U, the con-
ditionM ⊗U = 0 implies that it is impossible forM to contain a copy of O. Further, since O/tnO ⊗U 
U/tnU is not 0 for n 1, the module M can not contain as well any O/tnO with n 1. Thus, indeed
M = 0.
The lemma is proved. 
LetS be an arbitrary k-linear subspace ofUq. It is obvious that the set
T = {g ∈ Oq | gU ⊆S}
is a submoduleofOq. CertainlyTU ⊆S, andwedeﬁne the relativedimension (or theMcMillandegree)
ofS to be the dimension ofSwith respect to the distinguished submodule TU.
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A distinguished submoduleZ ⊆Uq is said to be a zero initial condition trajectorymodule (ZICTM)
ifUq/Z is without torsion; in other words, if it satisﬁes the following condition:
w ∈Uq and tnw ∈Z for some n 0 ⇒ w ∈Z.
One can easily show that if T is a submodule in Oq, then TU is a ZICTM if and only if T is a trans-
fer function. (This follows from the canonical isomorphism Uq/TU  Oq/T ⊗U and the fact that
U/tnU /= {0}.) We thus have
Corollary 5. The mapping T → TU induces a bijective correspondence between transfer functions and
ZICTMs.
7. Properties characterizing the behaviors
LetS be a k-linear subspace in Uq, and let T ⊆ Oq be the submodule associated toS as above.
Say thatS has sufﬁciently many smooth trajectories ifS ⊆ TU+Cq; in other words, if there always
exists a smooth trajectory that is congruent to a given one modulo TU.
Lemma 8. IfS has sufﬁciently many smooth trajectories and ifS ∩Cq is differentiation-invariant, then
the set
T = {g ∈ Oq | gU ⊆S}
is a transfer function (called the transfer function ofS).
Proof. The proof practically is the same as that of Lemma 5, and is left to the reader. 
We deﬁne a linear system (with signal number q) to be a k-linear subspaceS ⊆Uq satisfying the
following conditions:
(LS1)S has sufﬁciently many smooth trajectories;
(LS2)S ∩Cq is differentiation-invariant;
(LS3)S has ﬁnite relative dimension.
Proposition 4. LetS be a linear system, and let T be its transfer function. Then
w ∈ TU ⇔ ∀n 0, tnw ∈S.
Proof. “⇒” is obvious. To show “⇐” consider the trajectories tnw, n ∈ Z+. They must be linearly
dependantmodulo TU, whichmeans that there are n 0 and a polynomial g ∈ k[t]with nonzero free
coefﬁcient such that tngw ∈ TU. Because g is an invertible element of the ringO, we get that tnw ∈ TU.
From this, because TU is a ZICTM, it follows that w ∈ TU. 
We think of the trajectories belonging to TU as the trajectories having initial condition 0. By the
previous proposition, these are exactly those trajectories of S whose all n-fold integrals also are
trajectories.
It is obvious that the behavior of an AR-model is a linear system. We are going to show that the
converse also is true.
Let F be a frequency response with transfer function T . Choose any ﬁnite-dimensional linear sub-
space X ⊆ F such that F = T ⊕ X and set (F) = TU⊕ L(X). Clearly (F) = TU+ L(F), and so (F) is
well-deﬁned. Using the equality T = L−1(TU ∩ L(Oq)) (for which we refer to the beginning of Section
5 in [3]), we can easily see that F = L−1((F) ∩ L(Oq)). From this it follows that if g ∈ Oq is such that
gU ⊆ (F), thennecessarily gO ⊆ F andhence g ∈ T . Thus T = {g ∈ Oq| gU ⊆ (F)}, and it immediately
follows from the definition that (F) has sufﬁciently many smooth (even polynomial-exponential)
trajectories and has ﬁnite relative dimension. Further, using the equality L(g)′ = L(gσ ), we can see that
(F) ∩Cq is differentiation-invariant. So, (F) is a linear system.
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Let nowS be a linear system.We set(S) = L−1(S ∩ L(Oq)). Clearly, this is a frequency response.
By the definition, it consists of those proper rational functions that correspond to the polynomial-
exponential trajectories.
We have noticed that((F)) = F . It is easily seen also that ((S)) =S. Thus, the mappings
F → (F) and S → (S)
are inverse to each other. It follows, in particular, that the frequency response completely determines
a linear system.
The following theorem justiﬁes the definition we made above.
Theorem 2. Every linear system is represented as the weak solution set of a differential equation
R(∂)w = 0,
where R is an AR-model.
Proof. LetS be a linear system, and let F = (S). This is a frequency response, and, by Proposition
2, we can ﬁnd an AR-model R such that
F = {g ∈ Oq | R(σ )g = 0}.
One can easily show that F = (Bh(R)). Thus,(S) = (Bh(R)), and henceS = Bh(R).
The proof is complete. 
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