It is noted that 6 tests (1, 3, 6, 9, 13 and 15) consider the entire bit sequence together and the theoretical studies available in literatures mention their statistic parameters and also the ways to calculate their respective simple deviations which is used in Error Function for 5 tests (1, 3, 6 , 9, and 15) and in Normal Gaussian Distribution Function for test 13 to compute respective P-values. Other 9 tests (2, 4, 5, 7, 8, 10, 11, 12 and 14) consider the issue of degrees of freedom and the available theoretical studies indicate their respective statistic parameters and also mention ways to calculate their chi-square (χ 2 ) deviations with degrees of freedom which are used in Gamma Function to compute their respective Pvalues. The 2 tests (2 and 7) consider the entire bit sequence being divided in N blocks and their P-values are computed based on Gamma Function with degrees of freedom N. The 4 tests (4, 5, 8 and 10) consider the entire bit sequence being divided in N blocks and also consider (K+1) classes obtained from respective theoretical studies and their respective P-values are computed using Gamma Function with degrees of freedom K, instead of N. The 3 tests (11, 12 and 14) consider the entire bit sequence together and introduce (K+1) classes obtained from respective theoretical studies while calculating their statistic parameters which are used in Gamma Function with degrees of freedom K in order to compute their P-values. The methodologies to compute P-values using Error function, Normal Gaussian Distribution function and Gamma function are well described in [1] , [2] .
A. Brief description of test-wise strategy to evaluate deviation of statistic parameters
The purposes in each test being applied on n-bit binary sequence are briefly narrated focusing the statistic parameters and methods to calculate the simple deviations or the χ 2 -deviations as the case may be. Test 1: Mono-bit Frequency test: It is intended to see if the difference of number of 0s and 1s falls within the limit of randomness. From ε i binary sequence, different χ i sequence using a mathematical relation χ i = 2ε i -1 is obtained where 0s are changed to -1 keeping 1s as +1. The summation of |χ i | gives the simple deviation of magnitude of the difference of number of 1s and 0s is calculated. The P-value is computed by using the simple deviation in Error function.
Test 2: Mono-bit Frequency test in N blocks:
The purpose is to see if the number of 1s in M-bit N Blocks is close to M/2 and the χ 2 -deviation of proportion of 1s in M-bit blocks from probability 1/2 is calculated. The P-value is computed by using the χ 2 -deviation in Gamma function with N degrees of freedom. Test 3: Test of Runs of 0s and 1s: It is intended to see if the frequencies of runs of 1s and 0s of various lengths across the entire sequence are in limits of randomness and the simple deviation of number of runs of 0s and 1s together from that obtained for random sequence is calculated. The P-value is computed by using the simple deviation in error function. Test 4: Test of Longest runs of 1s in N blocks involving (K+1) classes: It is intended to see if the frequencies of (K+1) classes of longest runs of 1s appearing in the N-block sequence each of M bits falls within the limit of randomness. From relevant theoretical studies it is observed that K is considered as 3 for M=8 and there are 4 class of blocks (ν i , i = 0 to 3) based on longest run of 1s varying from 1-bit or less to 4-bit or above and the χ 2 -deviation of the observed four classes from expected ones can be calculated for M=8. The theoretical studies also indicate that 6 classes can also be considered for larger values of M, e.g. 128, 512 and 1000 and 7 classes if M = 10000. The P-value is computed by using χ 2 -deviation in Gamma function with K degrees of freedom. Test 5: Binary Matrix Rank test in N blocks involving 3 classes: The test intends to see linearly dependent repetitive patterns within its fixed length N blocks of sub-strings of M2 bits forming (M x M) matrix and to search its rank. The choices of M (≤32) and N are made in such a way that the discarded bits (n -M 2 .N) become least. The search is for the rank of an M-order matrix by calculating determinants of all its possible sub-matrices including the own one. If the determinant of Morder matrix is non-zero, its rank is M; if not and if at least the determinant of one of (M-1)-order sub-matrices is nonzero, its rank is (M-1); if not, one has to look for all possible sub-matrices of (M-2)-order and downwards. For a full rank sub-matrix, there are no repetitive patterns. From relevant theoretical studies under the assumptions of randomness for M ≥ 10, the probability data of full rank M-order matrix and other lower order sub-matrices are available. The probability values for sub-matrices of (M-2)-order and lower have been observed to be so low that these can be clubbed together without any effective loss of information providing three classes of matrices and giving 2 degrees of freedom from class point of view for the distribution function. The χ 2 -deviation of full rank and rank-deficiency matrices from theoretically expected ones gives deviation values of the statistic parameter. The P-value is computed by using the χ 2 -deviation in Gamma function with 2 degrees of freedom. Test 6: Discrete Fourier Transform test: The purpose of the test is to detect periodic features in the n-bit sequence by focusing on the peak heights in its Discrete Fourier Transform. The periodic features indicate the presence of repetitive patterns that are close to each other. It is intended to see the test statistic parameter (d), which is the normalized difference between the observed numbers of peaks exceeding 95% threshold (T) and the expected theoretical number of such peaks under the assumption of randomness, is within the limit of randomness when less than 95% peak occur below T and greater than 5%, above T. The P-value is computed by using d in Error function.
Test 7: Non-overlapping Template test in N Blocks:
The purpose of the test is to search number of occurrences of pre-defined non-periodic (aperiodic) patterns by using a nonoverlapping m-bit window sliding by 1-bit -once the pattern is found, the window is reset after sliding m-bit. The entire n-bit sequence is divided in N blocks each of M bits where M is expected to be greater than 1% of n and N is the integer division of n by M. The distribution of such non-periodic patterns in blocks is theoretically found to follow Gaussian distribution function based on Central Limit theorem and expressions of mean and standard deviation of number of occurrences of all specified pattern are also given following exhaustive theoretical studies. The number of times the specified patterns do occur in each block is counted and the χ 2 -deviation of the same from the mean is obtained. The P-value is computed by using the χ 2 -deviation in Gamma function with N degrees of freedom.
Test 8: Overlapping Template test in N Blocks involving 6 classes:
The purpose of the test is to search number of occurrences of pre-defined non-periodic patterns by using an overlapping m-bit window sliding always by 1-bit irrespective of whether the pattern is found or not and to see if the number of such occurrences is within the limit of randomness obtained from relevant theoretical studies. The sequence is divided in N blocks each of M-bit in such a way that N is the integer division of n by M and is at least greater than 5. Six classes ν i with 0≤i≤5, is defined as the number blocks where mbit pattern is found in i-times. It is found that for this test the Poisson asymptotic distribution is being followed. From theoretical studies the probability (p i ) of occurrences of ν i blocks corresponding to 6 classes are available in literature. The statistic parameter is the observed ν i blocks for 6 classes and its χ 2 -deviation is calculated based on observed and expected proportion of ν i blocks for 0 ≤ i ≤5. The P-value is computed by using the χ 2 -deviation in Gamma function considering 5 degrees of freedom. Test 9: Maurer's "Universal Statistical" test: The test checks if the sequence is a significantly compressible one without any loss of information. A significantly compressible sequence is considered to be non-random. The focus of the test is to measure the distances in number of bits between two locations of an L-bit pattern, one in the initialization segment Q and others in the test segment K. Such distances are measures that are related to the lengths of compressed sequence. Out of the n-bit sequence, the initialization segment has (QL) bits and the test segment has (KL) bits discarding less than L bits, L can take values between 6 and 16. The test statistic parameter fn(L) is the average of all such distances in number of bits arising out of the presence of the L-bit pattern in many places of K test segments. Under the assumption of randomness, the Standard Normal Gaussian Distribution function is assumed and an expression of expected value of the test statistic parameterEf n (L) is available in literatures including an expression of variance(L) which also finds the standard deviation (σ) as a function of K. The simple deviation is calculated based on fn, Ef n (L) and σ. The P-value is computed by using the simple deviation in Error function.
Test 10: Linear Complexity test in Blocks involving 7 classes:
The purpose of the test is to see if the sequence is complex enough to be considered random. The focus of the test is the length of a Linear Feedback Shift Register (LFSR) which generates the sequence. The bit sequence from which a longer LFSR is obtained can be termed as random, while the shorter LFSR indicates non-randomness. The BerlekampMassey Algorithm is adopted to obtain a LFSR. The n-bit sequence is divided into N blocks, each of M bits. Under the assumption of randomness, the theoretical mean length of LFSR (µ) and also the statistical deviation, Ti of a LFSR of length Li are obtained from literature and seven range of values of Ti are marked between -2.5 and +2.5 as 7 classes for 0 ≤ i ≤ 6. The theoretical probability (π) of number of blocks (ν i ) corresponding to each of the 7 classes is also obtained from standard literature. Following the extraction of LFSR of each M-bit N blocks and its length (Li), the test statistic parameter is marked as the number of blocks (ν i ) for 0 ≤ i ≤ 6 and the χ 2 -deviation is calculated followed by computation of P-value by using the χ 2 -deviation in Gamma function and considering 6 degrees of freedom. which is also termed as approximate entropy A p E n (m). For a random sequence, the A p E n (m) assumes a maximum value projected as ln2. The smaller values of A p E n (m) indicate strong regularity implying non-randomness, while its larger values indicate substantial fluctuation or irregularity implying randomness. Theχ 2 -deviation of the statistic parameter is calculated by comparing its value from ln2. The P-value is computed using χ 2 -deviation in Gamma function with 2 m degrees of freedom.
Test 13: Cumulative Sums (cusum) test:
This test intends to see if either 1s or 0s appear in large numbers at early stages and at later stages of the tested sequence and for these two partial sequences of about 100 bits or more are considered at the beginning and at the end respectively. The expression X = 2ǫ i -1, used in Test 1, makes the {0, 1} n ǫ i sequence to {-1,+1}
n χ i sequence. The cumulative sums of the adjusted {-1,+1} X i digits of a partial sequence at the beginning or at the end of the sequence is obtained as S i = S i−1 + X i with S 0 = 0 and while on the run its maximum value z = max(|S i |) is picked up. The purpose of the test is to see if the cusum of the partial sequences occurring in the tested sequence is too large or too small relative to the expected behavior of the same for random sequences. In the event the statistic parameter (z/ √ n) is large, the bit sequence is considered to be non-random. It may be noted the cusum can be undertaken in a forward manner (mode=0) starting from the beginning of the sequence to the end of the partial sequence and a larger statistic value indicates that 1s or 0s occur in large numbers at the early stages of the sequence. The cusum can also be undertaken in a reverse manner (mode=1) starting from the end of the sequence to the beginning of the partial sequence and if its statistic value is large, 1s or 0s do occur in large numbers at the end of the sequence. Small values of the statistic for both the modes indicate that 1s and 0s are intermixed evenly across the entire sequence. For each of the two modes mentioned above, two z values are noted. It is observed that the distribution of cusum follows the Standard Normal Gaussian Distribution function following which the two P-values are computed.
Test 14: Random Excursions test involving 6 visits:
The test intends to ensure that 1s and 0s do occur intermingled evenly across the entire sequence including its mid-region as it happens in random sequences. As is being done in tests 1 and 13, the {0, 1} n binary sequence (ǫ i ) is transformed to {−1, +1} n sequence (X i ). In the preset test a cusum state sequence S i is obtained using the expression S i = S i -1+ X i with S 0 = 0 for i = 1 to n. The sequence S i is now bounded by two zeros at the beginning and at the end. The states, e.g. ±1, ±2, ±3, ±4, ±5, ±6 and ±7 including other intermediate zeros appearing on the bounded sequence. If the random excursion path of the bounded Si is graphically traced on the X-Y plane from (0,0) to (0,n+1), one observes that the trace starts from the origin (0,S 0 ) and ends at (0,S n+1 ) and goes through many intermediate zeros where it has intercepted the X-axis indicated the 0-states of S i . Between two successive 0-states there is a cycle, called a J-cycle and across the entire sequence there are many J-cycles involving various positive and negative states. The issue that is considered in the test is the number of J-cycles in which, say, the appearance for state +1 takes place for k-times in ν k (+1)-cycles for 0≤k≤5, k=0 means no appearance and ν k (+1)=J(+1)-cycles. Similarly one can find all the eight J(±s)-cycles. The theoretical studies define π k (s) as probability of J-cycles k-times visits to a state s and provide separate algebraic expressions for k=0, k=1 to 4 and k > 5. The theoretical results indicate that in 90% and above cases states 5, 6 and 7 are found in no J-cycles. This is the reason that theoretical probabilities π k (s) are considered for k varying from 0 to 5 with 5 degrees of freedom. In the event the states ±6 and ±7 are found k-time in J-cycles, these are included ν 5 (s) for appropriate values s. Hence from practical consideration the eight states, e.g. ±1, ±2, ±3 and ±4 are considered and the eight χ 2 -deviation considering differences between corresponding to ν k (observed) and π k (expected) are calculated and using them in Gamma function eight P-values are computed considering 5 degrees of freedom. If J < max(0.005 √ n, 500), the sequence is considered to be non-random. A one million bit sequence is considered nonrandom if J is less than 500. Among eight P-values, if failing P-values are very much in minority, i.e. 1 or 2, the test can be considered to pass.
Test 15: Random Excursions Variant Test:
The test looks for number of visits, ε(s) to a particular state, s in cusum random walk across the entire bit sequence and estimates deviations from expected number of visits in the random walk under the assumption of randomness. The 2nd paragraph of Test 14 is also applicable in Test 15. The statistic parameter in Test 14 is the number of J-cycles involved in making visits to a state for k-times where k varies from 0 to 5, while the same in Test 15 is the number of visits, ε(s) to a particular state across the entire bit sequence involving J-cycles in totality. Simple deviation of ε(s) from J is calculated under the assumption that ε(s) follows the Standard Normal Distribution function whose Statistic Variation σ is given as (4|s|-2) for a particular state s. The simple deviation is used in Error function and Pvalue is computed for a particular state visit s. There are 18 states, e.g. ±9, ±8, ±7, ±6, ±5, ±4, ±3, ±2, ±1 and the observation on the 18 states would give us 18 P-values.
B. Statistical aspect of P-values in NIST Statistical Test Suite
Based on computed P-values, if one intends to draw statistically sound conclusion regarding randomness property associated with a random number generating algorithm, one has to consider a large number of long binary sequences numbering between 300 and 1000, each one to be comprised of about 13 to 15 Lacs of bits. It may be noted that of the 15 NIST tests, 11 tests (nos. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 and 12) give 1 P-value each, each of the 2 tests(nos. 11 and 13) give 2 P-values, test 14, 8 P-values and test 15, 18 Pvalues. According to NIST Test Suite, the individual passing criterion of a P-value is to be set, the statistical criterion1is to be set to pass majority of P-values obtained by a test applied on all data files generated by an algorithm and then the statistical criterion-2 is to be set to judge the uniformity of distribution of all the P-values between 0 and 1 considered previously. The P-values (pv) are grouped in 11 ranges as, (C 0 )0 ≤ pv < 0.01, (C 1 )0.01 ≤ pv < 0.1, (C 2 )0.1 ≤ pv < 0.2, (C 3 )0.2 ≤ pv < 0.3, (C 4 )0.3 ≤ pv < 0.4, (C 5 )0.4 ≤ pv < 0.5, (C 6 )0.5 ≤ pv < 0.6, (C 7 )0.6 ≤ pv < 0.7, (C 8 )0.7 ≤ pv < 0.8, (C 9 )0.8 ≤ pv < 0.9 and (C 10 )0.9 ≤ pv < 1.0. and the numbers in each group are noted. It is statistically reasonable for some P-values to fail. If an algorithm always generates data files giving rise to failing Pvalues, the algorithm always generates non-random numbers. The same is also true if an algorithms generates passing Pvalues clubbed in a specific range. The non-uniformity in the distribution of P-values is a non-random feature. The three statistical criteria said above can be expressed as follows: Individual Passing Criterion of P-value (Significance level = 0.01): A P-value is considered to pass if it is greater than α. A datafile can be considered to pass a test having one P-value, if its P-value is greater than α.The same data file can also be considered to pass another test having multiple Pvalues, if all its P-values are greater than α. Statistical passing criterion: Statistical passing criterion of a test applied on f number of data files generated by an algorithm: The statistical passing criterion is expressed by a threshold parameter, named as Expected Proportion Of Passing, abbreviated as EPOP. For a test that considers f data files, the EPOP is calculated following the formula given below:
where p = total no. of P-values for the concerned test = no. of P-values evaluated for one datafile multiplied by f. After applying the criterion-1 on all the data files by a test and storing the number of P-values falling within the range of 11 columns stated above, one can estimate Observed Proportion Of Passing (OPOP) as the ratio of number of passing P-values to the total number of P-values and can compare the same with EPOP.The concerned test passes the statistical passing criterion, if OPOP > EPOP. Statistical Uniformity Criterion: Statistical Uniformity Criterion of P-values generated by a test applied on data files generated by an algorithm:The statistical uniformity criterion of all the P-values by a test is expressed by a parameter, called as P-value of P-values and abbreviated as POP. The range of P-values from 0 to 1 is considered being divided in 10 columns from C 1 to C 10 as stated above and the number in C 0 is considered being added with C1. Ideally the p number of p-values is uniformly distributed if each of the 10 groups has(p/10) number of P-values. In a practical situation one has to estimate the chi-square χ 2 deviation using the formula given below:
The consideration of 10 ranges indicates the degrees of freedom as K = 9 and the POP can be calculated from the following formula involving Gamma function (a, x) where a = K/2 and x=χ 2 /2, P OP = 1 − Γ(a, x) Γ(a, ∞) (3) If POP > 1e-4, the distribution of P-values is uniform for the concerned test.
