1. Automatic continuity preliminaries. The fundamental work which started investigation into the ranges of derivations on Banach algebras is due to Singer and Wermer [8] in 1955. In this paper, the authors proved that every bounded derivation on a commutative Banach algebra mapped into the (Jacobson) radical. They also made a very insightful conjecture, namely that the assumption of boundedness was unnecessary. This became known as the Singer-Wermer Conjecture and was proved in 1987 by the author [9] . The arguments used in [9] are rather dependent on the commutativity of the Banach algebra.
In this paper we seek a proof of a result (Theorem 2.9) about derivations on (possibly non-commutative) Banach algebras which implies the Singer-Wermer Conjecture. In results of this type, a major obstacle is the discontinuity of the derivation. This was shown very early on in the reductions (which were needed for [9] ) of the problem by Johnson [2] and Johnson and Sinclair [3] who also established a number of fundamental principles in what is now known as the theory 140 MARC P. THOMAS of Automatic Continuity. In contrast, the case where the derivation is bounded is much better known. See the paper [5] by Mathieu and Murphy for a thorough and elegant discussion of related results (including the bounded version [5, Theorem 2.1] of our Theorem 2.9) in this case.
Hence, in our situation, it is not surprising that in order to prove our main result, Theorem 2.9, we first require a number of results from Automatic Continuity. These results will be applied (in a noncommutative setting) in order to establish Proposition 1.10 which is fundamental to our argument in §2. Although this proposition appears in the literature in a paper of Jiang [1, Theorem 3.6] , there is an error in both the statement and proof of the first step [1, Theorem 2.1] of his argument. We therefore believe that it is important to establish a correct proof of Proposition 1.10 and our approach in §1 will follow Jiang's strategy, which is certainly sound. It should also be noted that several important and supporting lemmas are essentially results of Johnson, Sinclair, and Laursen [2] , [3] , [7] , [4] and we have noted their contributions below. In essence, Proposition 1.10 is very much a group accomplishment due to the work of Johnson, Sinclair, Laursen, and Jiang.
After Proposition 1.10 has been proved we will use representation theory and proof by contradiction to establish our main result (Theorem 2.9) in §2. In the remaining case of the proof we will see that it is possible to construct a new derivation on a commutative subalgebra, and it is then easy to finish off the proof. A real problem, at least for us, with attempting a proof of the so-called non-commutative Singer-Wermer conjecture (which states that there are actually no exceptional primitive ideals in the statement of Proposition 1.10 and which remains unproven) is that the assumption of a non-invariant primitive ideal seems too weak to enable one to do the type of reductions of the problem which we do in §2.
We will adhere to the following notation. We let sf be a fixed Banach algebra over the complex field. It is not assumed to be commutative nor to have an identity element. We will let & denote the Jacobson radical of J/ so that & is the intersection of the kernels P of all strictly irreducible representations π of sf . Such ideals P are denoted primitive ideals and it is well known that they can equivalently be defined in several other ways (see Rickart's book [6, Chapter 2] for the general representation theory of Banach algebras). Primitive ideals are necessarily closed. Results of Johnson [2] show that any associated strictly irreducible representation π can be assumed to be continuous. For our purposes, a derivation D will be a C-linear map from si to itself satisfying
for all x, y e J/ , and we will suppose that D is fixed for the duration of this discussion. If / is any closed (2-sided) ideal of si we will let Qj denote the canonical quotient map from si onto si/I. The derivation D itself is, of course, not assumed to be continuous, and we can measure its discontinuity by considering the so-called separating spaces of its powers: Proof. Note that the hypothesis is equivalent to stating that S?(J) n ) C / for all «GN. Define the linear subspace J = {x eJi\Q r x = 0 and QiD n x = 0 for all n e N}.
Certainly J Q I and / is closed as a consequence of the continuity of Qι and each QiD n , n e N. Let x e J and y e si and note that
If we apply Qj to the above, we see that QjD n (yx) = 0 for all «GN. This shows that / is a left ideal. A similar argument shows that it is a right ideal, and we can then conclude that / is a closed (2- Proof. Note that the quotient algebra s/ /P is a primitive algebra (it has one unique, up to isomorphism, faithful strictly irreducible representation) and is hence semi-simple. Let y GS/ and x G P and observe that
yDx = D(yx) -{Dy)x e D{P) + P.
This shows that (D(P) + P)/P is a left ideal of s//P (and a right ideal by analogous reasoning). Let n e N and x e P and observe that
and hence
Since CH^H 1 /" is bounded and since (n\) χ l n -• +00, this shows that QpDx is quasinilpotent. Since x was an arbitrary element of P it follows that (D(P) + P)/P is a quasinilpotent left (and right) ideal of sf IP. Semi-simplicity forces D(P) c P. D
The next important proposition is incorrectly stated in [1, Theorem 2.1] (the 9th line from the bottom of the page is unjustified; it is necessary to use the products TιT 2 T m rather than just the individual T m 's) but the basic principle was noted earlier and proved in a slightly different but equivalent formulation by Laursen [ Proof. Without loss of generality, we may suppose that the norms of all the T n 's and R n 's are bounded by 1. Let U n = T x T 2 T n and suppose that the result fails. It is then possible to choose a strictly increasing sequence {«/} c N and elements {tf/}^ Cj/ such that ||0;|| < 2" >i+l-\\R n SU n J \\aj\\>i 9 which, of course contradicts the fact that the norm is finite. This ends the proof of the proposition. D
We now require a definition. Proof. Denote the above map by φ n ,x-If Ψn 9 x is continuous for some x/0, x e X, then, given y e X choose (using the strict irreducibility of π) an element c e stf satisfying π(c)x = y. Then note that
This means that if the result fails it is possible to find a minimal index k EN such that ψ\ x is continuous for all x e X with / < k, and ψk iX is discontinuous for every non-zero x E X. Since X is infinite dimensional we can find a linearly independent subset {x/}^0 . Now apply Lemma 1.5 in order to obtain the sequence {cij}^ C S/ . Define, for / = 1, 2, ... , the continuous linear operators Tiφ) = ba iy b G J/ , and define, for / = 0, 1, ... , the continuous linear 
. If P is a primitive ideal in stf of infinite codimension then PG^ and D(P) c P.
Proof. Let P be a primitive ideal of infinite codimension in sf and let π be a corresponding strictly irreducible representation with kernel P on a normed linear space X. It is clear that X mws£ be infinite dimensional; otherwise π(j/) would be isomorphic to a finite dimensional matrix ring. Lemma 1.6 implies that the map
is continuous for every n e N and x 6 l . Hence, we see that for neN xex 146 MARC P. THOMAS Therefore, it follows that S*(D n ) c P for all n G N and the result follows. D
We next work on primitive ideals P with finite codimension. Of course, this means that if π is a corresponding strictly irreducible representation on a (complex finite dimensional) vector space X with kernel P then sf /P = L(X), the full matrix ring of operators over C. Hence the codimension of P is the dimension of L(X) which is the square of the dimension of the vector space X. Proof. We suppose that the result fails. As a consequence of Corollary 1.7, it is then possible to find a sequence of distinct primitive ideals {Pi}^ of finite codimension in si which are not in & . Furthermore, it must be the case that for each P/ there is k\ e N such that 
2.
Proof of the Main Theorem, Now that we have established Proposition 1.10, we continue to assume that J/ is a (possibly non-commutative) Banach algebra, D is an (unbounded) derivation from sf to itself, and we let a be any element of s/ satisfying D 2 a = 0. We first note that the following proposition is an immediate consequence of the well-known result [6, Theorem 2.2.9, page 54] that π(r) quasiregular for all strictly irreducible representations π of si implies that r itself is quasi-regular. 
C(S)
= {x e sf\xs = sx for all s e 5}. LEMMA 
Let S be any subset of sf satisfying D(S) CS. Then D(C(S))CC(S).
Proof. Let x e C{S), so that xs = sx for all s e S. Then D(xs) = D(sx) for all s e S, from which it follows that xDs + (Dx)s = sDx + (Ds)x, for all s e S. Since Ds eS for all 5G5, the above equation reduces to (Dx)s = sDx, for all s e S. Therefore we see that Z>JC G C(S) also. D LEMMA 
Let S be any subset of sf . Then C(S) is a closed subalgebra of sf . If furthermore S itself is a commutative subset of si then C(S) Π C(C(S)) is a closed commutative subalgebra of si containing S.
Proof. It is routine to check the above assertions. D
Returning to σ(Da), suppose that there exists λφQ, λe σ(Da). We fix such a λ for the following discussion and we seek a contradiction. Since σ(Da) is a finite set there is a function / analytic on a neighborhood of σ(Da) which is identically 1 on a neighborhood of {λ} but identically 0 on a neighborhood of σ(Da) ~ {λ} (e.g. we could explicitly take / to be the uniform limit of the analytic functions f m (ζ) where f m (ζ) = (1 -K m (ζ -λ) m )~ι for a sufficiently small choice of K on a suitable disconnected neighborhood of σ{Da)). Hence, e = f(Dά) is an idempotent which commutes with Da. Since e is an analytic function of Da, e also commutes with any element of si which commutes with Da. Furthermore, esrf e is a closed subalgebra of si with identity element e and with an element e(Da)e = eDa which satisfies <*ej*e{β{Pa)e) = σ e^e (eDa) = {λ}.
Since e is the identity element of es/e it is also clear that σ e^e (e(Da)e-λe) = {0}.
We are now ready to prove the following lemma. LEMMA 
Let λφQ be an element of σ{Da). Then there is an idempotent e e si which commutes with Da and which commutes with anything that commutes with Da and satisfies the following:
(i) The element s = (e(Da)e -λe) is quasinilpotent and satisfies Ds = 0.
(ii) D(eae) =λe + a and D 2 (eae) = 0.
Proof Let e = f(Da) as above. We have noted that
There is thus a quasinilpotent element s of esrf e such that e(Da)e = λe + s (certainly s is quasinilpotent in si also, although si need not have an identity element). Let S be the (non-closed) commutative subalgebra generated by Da. Since Since De = 0, it is also the case that Ds = 0, and this completes the proof of the lemma. D
We now focus our attention on the closed subalgebra es/e and we define a new derivation D\ on this unital Banach algebra as follows:
for x e stf . It is routine to check that D\ is a derivation. Since De = 0 it is also routine to establish that D\{exe) = e(Dx)e.
We have the following lemma concerning D\. LEMMA Proof. Since T is a commutative subalgebra it is clear upon applying Lemma 2.5 that srf t is a closed commutative subalgebra of esrfe. It is unital and contains t since ΓC^, Since T is clearly invariant under D\, it is clear that sf t is invariant under D\ as a consequence of Lemma 2.4. Finally, D\(t) = e by our above computation. D
We have now contradicted the traditional Singer-Wermer Conjecture [9] since we have a commutative Banach algebra stf t with a derivation D\ and an element t such that D\(t) £ radial ($/ t ) as the identity element e is surely not in the radial of stf t . This means that our original hypothesis of λ Φ 0, λ e σ(Da) must be false. We have therefore proved We note in passing that it is easy to show that the truthfulness of Theorem 2.9 implies the truthfulness of the Singer-Wermer Conjecture since the assumption of commutatίvity and a derivation which doesn't map into the radical together with Johnson's reduction of the Conjecture [2] produces a derivation on a commutative radical Banach algebra with identity adjoined which does not leave the radical itself invariant. Since we are in a commutative situation, it is then easy to modify this derivation (multiplying by a suitable invertible element) and produce a new derivation which maps an element r of the radical to the identity element. Again, using commutativity, D 2 r = 0 since Dr is the identity element, and this, of course, would violate Theorem 2.9.
