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Resumen
En este trabajo se presenta un nuevo modelo de computacio´n no con-
vencional (los sistemas celulares con membranas), inspirado en la estructu-
ra y funcionamiento de las ce´lulas de los organismos vivos, y se desarrolla
una teor´ıa de la complejidad computacional en dicho modelo que permite
dar una nueva caracterizacio´n de la relacio´n P 6= NP.
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1 Introduccio´n
La bu´squeda de procedimientos sistema´ticos (algoritmos) que proporcionen
soluciones de problemas, ha sido una constante del hombre a lo largo de
la historia. G.W. Leibniz formulo´ la necesidad de disponer de un lenguaje
universal (lingua characteristica) en el que poder expresar cualquier idea,
as´ı como la conveniencia de mecanizar cualquier tipo de razonamiento (calculus
ratiocinator). En 1928, en el Congreso Internacional de Matema´ticos, celebrado
en Bolonia, D. Hilbert formulo´ tres cuestiones acerca de las Matema´ticas que
marcar´ıan su devenir: ¿Son completas? ¿Son consistentes? ¿Son decidibles?
En 1931, K. Go¨del presento´ sus teoremas de incompletitud, mostrando que
era irrealizable el Programa de Hilbert (que trataba de justificar el uso de la
metodolog´ıa transfinita y, al mismo tiempo, proporcionar una formalizacio´n
completa de las Matema´ticas). K. Go¨del considero´ un sistema axioma´tico que
conten´ıa la Aritme´tica elemental y construyo´ una proposicio´n verdadera que
no se pod´ıa probar en dicho sistema. Adema´s, demostro´ que suponiendo la
consistencia del mismo y la verificacio´n de una serie de propiedades ba´sicas,
el sistema no era capaz de probar su propia consistencia. La esperanza de
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responder afirmativamente a la tercera cuestio´n planteada por D. Hilbert
quedo´ truncada en 1936 cuando A. Church y A. Turing dieron una respuesta
negativa al Entscheidungsproblem (problema de decisio´n relativo a un sistema
axioma´tico: decidir, para cualquier aserto, si el sistema puede probarlo o no).
A lo largo del siglo XX se han desarrollado modelos abstractos para ma´quinas
que tratan de implementar procedimientos de ca´lculo (ma´quinas de Turing,
RAM, URM, etc.), para lenguajes formales (regulares, libres de contexto,
recursivamente enumerables, etc.), para sistemas de programas (compiladores,
sistemas operativos, etc.), para estructuras de datos (pilas, colas, mont´ıculos,
etc.) y para bases de datos (relacionales, orientadas a objetos, etc.).
Definir un modelo de computacio´n consiste, ba´sicamente, en formalizar el
concepto de procedimiento meca´nico. Para ello, es necesario precisar sinta´ctica-
mente que´ es un tal procedimiento y definir con rigor la sema´ntica del mismo. La
sema´ntica de un modelo de computacio´n debe de ir acompan˜ada del concepto
de resolucio´n de un problema, a trave´s de distintos modos de computacio´n
(determinista, no determinista, secuencial, paralelo, aproximado, etc.).
Los trabajos de K. Go¨del, A. Church, S. Kleene y A. Turing, entre 1931
y 1936, proporcionan las primeras formalizaciones del concepto de algoritmo,
dando lugar a la aparicio´n de los primeros modelos de computacio´n. Concreta-
mente, en 1931 K. Go¨del define el concepto de relacio´n recursiva e introduce
la clase de funciones que denomino´ recursivas (y que hoy se conocen como
primitivas recursivas). Posteriormente, en 1934, K. Go¨del y S. Kleene extienden
la clase anterior a las funciones general recursivas (que son las que conocemos
hoy con el nombre de recursivas). En 1931, A. Church y S. Kleene desarrollan
el concepto de λ-ca´lculo relaciona´ndolo directamente con el concepto intuitivo
de funcio´n computable. En 1936, A. Turing utiliza por primera vez el concepto
abstracto de ma´quina a fin de formalizar la idea intuitiva de algoritmo.
Hacia mediados de la de´cada de los treinta, A. Church y A. Turing formulan
de manera independiente que las definiciones que han dado del concepto de
procedimiento meca´nico capturan completamente la idea intuitiva del mismo
(tesis de Church–Turing). En 1936, A. Turing establece la equivalencia de su
modelo y el de A. Church. As´ı, la tesis citada puede expresarse as´ı: toda funcio´n
computable de manera efectiva puede ser calculada por una ma´quina de Turing.
En 1936, A. Church proporciona el primer ejemplo de un problema irreso-
luble algor´ıtmicamente (segu´n la formalizacio´n del λ-ca´lculo): el problema de
decisio´n relativo a la lo´gica de primer orden, respondiendo negativamente a
la tercera cuestio´n formulada por D. Hilbert. Pocos meses despue´s, A. Turing
establece de manera independiente el mismo resultado proba´ndolo en su modelo.
El auge y desarrollo de dispositivos computacionales teo´ricos contribuir´ıan
de manera decisiva a la construccio´n de los primeros ordenadores electro´nicos a
finales de los cuarenta del pasado siglo, basados en el modelo conceptual de J.
von Neumann, A. W. Burks y H. H. Goldstine descrito en 1946 [4], en donde se
formulan las bases teo´ricas de los futuros ordenadores que son susceptibles de
manipular programas almacenados.
Y ya en los comienzos se empezaron a utilizar algunas ideas de la biolog´ıa
en el marco computacional (por ejemplo, a trave´s de las redes neuronales
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artificiales de McCulloch y Pitts, en 1943). Desde entonces se han realizado
grandes esfuerzos para entender, desde una o´ptica computacional, los procesos
que se dan en la naturaleza, encaminados a la obtencio´n de algoritmos ma´s
eficientes o incluso para el disen˜o de nuevos tipos de ordenadores.
La Bioinforma´tica es una disciplina que estudia la aplicacio´n de herramientas
y te´cnicas de la informacio´n para la manipulacio´n de datos biolo´gicos. Entre
sus objetivos destacamos el desarrollo de una base de datos espec´ıfica que
permita almacenar y actualizar la gran cantidad de datos que han sido
y esta´n siendo generados de manera continua e ininterrumpida; el disen˜o
de algoritmos eficientes para la comparacio´n de sucesiones de cadenas; la
investigacio´n de me´todos de prediccio´n de la estructura tridimensional de las
mole´culas orga´nicas, en general, y de las prote´ınas, en particular; y, finalmente,
la definicio´n de modelos f´ısicos y/o matema´ticos de sistemas biolo´gicos. y
Durante la u´ltima de´cada, el campo de investigacio´n denominado Computacio´n
Natural ha experimentado un enorme desarrollo. Se trata de una disciplina cuyo
objetivo es la simulacio´n e implementacio´n de procesos dina´micos que se dan en
la naturaleza y que son susceptibles de ser interpretados como procedimientos de
ca´lculo. Esta disciplina surge de la investigacio´n de modelos matema´ticos y de las
herramientas tecnolo´gicas necesarias para la implementacio´n de la computacio´n
bio–inspirada. Entre las a´reas que se enmarcan dentro de la Computacio´n
Natural, destacamos las siguientes:
1. Los algoritmos gene´ticos (o ma´s en general, la computacio´n evolutiva),
introducidos por J. Holland [7] en 1975, que hacen uso de algunas
operaciones inspiradas en la evolucio´n y en la seleccio´n natural a fin de
encontrar una buena solucio´n a partir de una gran cantidad de posibles
soluciones candidatas.
2. Las redes neuronales artificiales, introducidas por W.S. McCulloch y W.
Pitts [11] en 1943, que esta´n inspiradas en las interconexiones y en el
funcionamiento de las neuronas en el cerebro.
3. La computacio´n molecular, cuyo objetivo consiste en usar mole´culas or-
ga´nicas (ADN, ARN, prote´ınas, etc.) como hardware biolo´gico que per-
mite realizar computaciones. Esta disciplina nace a finales de 1994 con
los trabajos de L. Adleman [1], si bien tiene precedentes en un trabajo
de T. Head [6] en el que formula el sistema splicing (modelo teo´rico de
procesamiento de mole´culas de ADN con la participacio´n de enzimas).
4. La computacio´n celular con membranas, introducida por Gh. Pa˘un [15]
en 1998, que esta´ inspirada en la estructura y el funcionamiento de las
ce´lulas de los organismos vivos, en cuanto a su capacidad para procesar y
generar informacio´n.
Los algoritmos gene´ticos y las redes neuronales artificiales han sido implemen-
tadas a trave´s de programas en ordenadores electro´nicos convencionales. La
computacio´n molecular basada en ADN ha sido implementada en medios bio-
qu´ımicos (el experimento de L. Adleman permitio´ resolver una instancia con-
60 M.J. Pe´rez, A. Romero, F. Sancho
creta del problema del camino hamiltoniano, en su versio´n dirigida y con dos
nodos distinguidos, a trave´s de la manipulacio´n de mole´culas de ADN en el
laboratorio). En cambio, la computacio´n celular con membranas au´n no ha sido
implementada ni en medios electro´nicos ni bioqu´ımicos.
Recientemente, en octubre de 2003, el Institute for Scientific Information
(ISI, USA), ha designado a la computacio´n celular con membranas como Fast
Emerging Research Front en el a´rea de Computer Science.
2 Una visio´n computacional de las ce´lulas
La ce´lula es la unidad fundamental de todo organismo vivo. Posee una estructura
compleja y, a la vez, muy organizada que permite la ejecucio´n simulta´nea de un
gran nu´mero de reacciones qu´ımicas.
Existen dos tipos de ce´lulas: las procariotas (propias de los organismos
unicelulares, como las bacterias) que carecen de un nu´cleo bien definido, y
las eucariotas (espec´ıficas de los animales y plantas) que poseen un nu´cleo
rodeado por una doble membrana. Ambas realizan de manera similar una serie
de procesos que son esenciales para la vida, tales como la replicacio´n del ADN,
la produccio´n de energ´ıa, la s´ıntesis de prote´ınas y los procesos metabo´licos.
En un primer ana´lisis podemos distinguir tres partes claramente diferencia-
das en una ce´lula: una especie de piel (membrana pla´smica) que delimita a la
ce´lula de su entorno; el corazo´n propiamente dicho (nu´cleo), que almacena la
informacio´n gene´tica a trave´s de mole´culas de ADN y de ARN; y el resto de la
ce´lula, denominado citoplasma.
A su vez, en el citoplasma de las ce´lulas eucariotas podemos destacar
las siguientes componentes fundamentales: la mitocondria, encargada de la
produccio´n de energ´ıa para la ce´lula; el aparato de Golgi, que viene a ser
una fa´brica de prote´ınas y juega un papel esencial en el metabolismo de la
ce´lula; el ret´ıculo endopla´smico, que es una red de membranas interconectadas
estructurada en dos partes: una que facilita el paso del ARN mensajero del
nu´cleo a fin de producir la s´ıntesis prote´ınica, y otra que se encarga del
transporte de mole´culas y la comunicacio´n entre las componentes de la ce´lula;
y, finalmente, los lisosomas, que constan de una u´nica membrana y se encargan
de digerir sustancias que proceden del exterior y de ingerir restos celulares que
han llegado a ser obsoletos para el organismo
A lo largo de este trabajo se van a estudiar dispositivos computacionales
inspirados en la estructura y funcionamiento de las ce´lulas eucariotas.
2.1 Las membranas biolo´gicas
Las membranas biolo´gicas son estructuras dina´micas ba´sicas para la ce´lula y
juegan un papel esencial a la hora de definir el feno´meno que usualmente
denominamos como vida.
Una membrana (denominada plasma) separa el espacio interno de la ce´lu-
la protegie´ndolo de su entorno. Las restantes membranas (denominadas inter-
nas) proporcionan la estructura jerarquizada propia de la ce´lula y ofrecen la
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adecuada proteccio´n al nu´cleo, que es el depositario de la informacio´n gene´-
tica. Las membranas esta´n involucradas de manera decisiva en la mayor´ıa de
reacciones qu´ımicas que tienen lugar en los compartimentos celulares y pueden
considerarse como barreras semipermeables que, o bien permiten el paso de algu-
nas sustancias qu´ımicas en cualquiera de los dos sentidos (dentro–fuera o fuera–
dentro), o bien bloquean el paso de sustancias. Las membranas se comportan
como canales selectivos de comunicacio´n para la transferencia de compuestos
qu´ımicos entre distintos compartimentos, as´ı como entre la propia ce´lula y su
entorno, controlando as´ı un cierto flujo de datos (es decir, de informacio´n).
El premio Nobel de qu´ımica del an˜o 2003, ha sido otorgado a los cient´ıficos
P. Agre y R. MacKinnon por sus descubrimientos relacionados con los canales
de las membranas celulares, que han supuesto un gran avance en los estudios
de la qu´ımica celular e ilustran su importancia en los procesos vitales.
Cada compartimento celular (delimitado y separado del resto por una
membrana) puede considerarse como una unidad computacional (un procesador)
con sus propios datos (compuestos qu´ımicos) y su propio programa local (reac-
ciones qu´ımicas), de tal manera que el conjunto de compartimentos, considerado
como una unidad global (la ce´lula), puede ser interpretado como un modelo de
computacio´n no convencional.
A lo largo de la breve historia de la teor´ıa de la computacio´n, muchos avances,
tanto en el plano teo´rico como en el de aplicaciones pra´cticas, se han producido
bajo la inspiracio´n de los procesos que se dan en la naturaleza. ¿Que´ puede
proporcionar la ce´lula como fuente de inspiracio´n computacional? ¿Se puede
abstraer una especie de modelo de computacio´n a partir de las ce´lulas vivas?
¿Es posible implementar computaciones a trave´s de las ce´lulas, con la esperanza
de disponer algu´n d´ıa de un computador celular, de propo´sito general?
En las ideas originales de Gh. Pa˘un, los sistemas celulares con membranas no
fueron introducidos propiamente para modelizar completamente la estructura
y funcionamiento de una ce´lula, sino ma´s bien para analizar algunos hechos
computacionalmente relevantes que pueden ser abstra´ıdos de las mismas.
Los sistemas P (dispositivos computacionales de los modelos celulares)
constituyen un modelo teo´rico de computacio´n inspirados en la realidad de las
ce´lulas vivas. No obstante, existe la esperanza de que la computacio´n celular con
membranas proporcione un marco de simulaciones de feno´menos moleculares.
En este contexto, se esta´ trabajando en el desarrollo del hardware y simulaciones
biolo´gicas. As´ı el proyecto E-CELL, iniciado en 1996, tiene como objetivo
la modelizacio´n y simulacio´n de procesos celulares tales como trayectorias
metabo´licas, s´ıntesis de prote´ınas y transporte a trave´s de las membranas, con
el fin de predecir el comportamiento de las ce´lulas vivas.
Uno de los retos ma´s importantes planteado en este nuevo modelo consiste
en encontrar una posible implementacio´n biolo´gica del mismo.
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Figura 1: Sistemas celulares
3 Sistemas celulares: Una descripcio´n informal
En este trabajo se trata de modelizar las ce´lulas vivas y su funcionamiento a
trave´s de los sistemas celulares con membranas. En esta seccio´n vamos a dar
una descripcio´n informal de los sistemas celulares ba´sicos de transicio´n.
Una estructura de membranas consta de un conjunto finito de membranas
que se encuentran dentro de una membrana principal (denominada piel) y deli-
mita una serie de regiones o compartimentos formados por el espacio compren-
dido entre una membrana y las situadas inmediatamente dentro de ella (si las
hay). Una membrana es elemental si no contiene ninguna membrana.
Una estructura de membranas puede ser descrita como una cadena sobre un
alfabeto finito y se puede representar mediante diagramas de Venn a trave´s una
familia de subconjuntos de un conjunto base, tal que dos conjuntos cualesquiera
de la familia o son disjuntos, o uno de ellos esta´ contenido en el otro. Tambie´n
se puede considerar como un a´rbol cuya ra´ız es la membrana piel y las hojas
son las membranas elementales.
Las sustancias qu´ımicas contenidas en las distintas regiones de las membra-
nas celulares se representan mediante s´ımbolos de un alfabeto finito. Por tanto,
los objetos son s´ımbolos ato´micos, indivisibles, sin estructura interna, pero que
pueden evolucionar a lo largo del tiempo.
Teniendo presente que las diferentes sustancias qu´ımicas pueden aparecer
en una regio´n en diferentes cantidades, representaremos el contenido de cada
regio´n a trave´s de multiconjuntos de objetos (conjuntos cuyos elementos pueden
aparecer repetidos, es decir, con multiplicidades asociadas a cada uno de ellos).
Las reacciones qu´ımicas que se producen en las regiones se representan a
trave´s de reglas de evolucio´n que, ba´sicamente, son reglas de reescritura de un
sistema formal que actu´an sobre los objetos modifica´ndolos y/o traslada´ndolos
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de un compartimento a otro de acuerdo con una determinada sema´ntica.
Una configuracio´n de un sistema celular consta de una estructura de mem-
branas y una familia de multiconjuntos de objetos asociados a cada regio´n. En
la descripcio´n de un tal sistema, aparece siempre una configuracio´n denominada
inicial. En algunas variantes existe una membrana de entrada que permite an˜adir
un multiconjunto de objetos antes de que se produzcan evoluciones.
Las reglas de evolucio´n sera´n aplicadas de manera no determinista, paralela y
maximal; es decir, las reglas a ser usadas y los objetos involucrados en la misma
sera´n escogidos de tal manera que en cada paso de computacio´n todos los objetos
que puedan evolucionar tienen que evolucionar. Los objetos pueden pasar de una
regio´n a otra a trave´s de las membranas y e´stas pueden ser disueltas, creadas o
divididas. As´ı se produce una transicio´n de una configuracio´n a otra.
Una computacio´n en un sistema celular es una sucesio´n (finita o no) de
configuraciones tal que la primera de ellas es una configuracio´n inicial y toda
configuracio´n de la sucesio´n que no sea la inicial se obtiene de la anterior median-
te un paso de transicio´n. Se dice que una configuracio´n es de parada si no existe
ninguna regla de evolucio´n que sea aplicable a dicha configuracio´n. Se dice que
una computacio´n es de parada si contiene una configuracio´n de parada, y suele
tener asociado un resultado codificado en una membrana elemental distinguida
(denominada de salida) de la correspondiente configuracio´n de parada.
As´ı pues, una computacio´n en un sistema celular parte de una configuracio´n
y mediante sucesivas transiciones, o bien se llega a una situacio´n de parada (en
tanto que el sistema no puede seguir evolucionando), o bien, el sistema nunca
se detiene (en tanto que sigue evolucionando de manera indefinida).
Admitiremos que toda computacio´n ejecuta un proceso sincronizado; es
decir, se supone que hay una especie de reloj universal que marca las actuaciones
de todos los elementos que integran el sistema celular. Hay que destacar la
existencia de dos niveles de paralelismo en la ejecucio´n: por una parte, las reglas
asociadas a una membrana son aplicadas de manera simulta´nea; y, por otra,
estas operaciones son realizadas en el mismo instante en todas las membranas
que vertebran el sistema. Es decir, en un paso de reloj se ejecutara´n todas las
reglas que pueden ser aplicadas (de manera maximal), y en todas las membranas.
Los sistemas celulares con membranas constituyen un modelo de compu-
tacio´n que conjuga la elegancia y sencillez del modelo, con su proximidad a
la realidad de la ce´lula, desde un punto de vista biolo´gico, abstrayendo de la
estructura y funcionamiento de las ce´lulas una serie de ideas computacional-
mente relevantes. Son modelos matema´ticos con propiedades atractivas desde el
punto de vista computacional: algunos sistemas celulares son completos (tienen
la misma potencia computacional que las ma´quinas de Turing) y eficientes
(capaces de proporcionar soluciones polinomiales de problemas NP–completos).
Aunque los sistemas celulares tienen una inspiracio´n biolo´gica, debe resal-
tarse el hecho de que constituyen igualmente un buen modelo teo´rico de com-
putacio´n distribuida, en donde distintas unidades de ca´lculo trabajan indepen-
dientemente pero estructuradas en una cierta jerarqu´ıa vertical. Por ejemplo,
la jerarquizacio´n usada en las conexiones establecidas en redes de ordenadores
como Internet puede ser representada como una estructura de membranas, en
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la que los nodos de la red se interpretan como las membranas que forman el
sistema, y el flujo de informacio´n entre nodos conectados se interpreta como las
componentes qu´ımicas que dichas membranas generan e intercambian.
Asimismo, sistemas dina´micos complejos, como aquellos que surgen en el
estudio de la dina´mica de poblaciones, pueden ser tambie´n interpretados como
sistemas celulares en los que los individuos de las distintas especies interaccionan
entre s´ı dentro de ha´bitats que permiten el traspaso de los mismos.
Como primera nota diferenciadora con respecto a otros modelos de
computacio´n natural (por ejemplo, los modelos de computacio´n molecular
basados en ADN) conviene hacer notar que no esta´ descrito a trave´s de un
lenguaje de programacio´n; es decir, no proporciona una serie de operaciones
ba´sicas susceptibles de ser secuenciadas sobre un dato de entrada para obtener
un resultado final (solucio´n del problema que se pretende resolver), sino que
se generan dispositivos (al modo de las ma´quinas de Turing) cuya ejecucio´n
modifica el contenido de las distintas componentes que los integran hasta llegar,
en su caso, a un estado de parada (en el que la ma´quina deja de funcionar).
3.1 Estructuras de membranas
Recordemos que un alfabeto, A, es un conjunto no vac´ıo, y una cadena sobre
A es una sucesio´n finita de elementos de A. Notaremos por A∗ el conjunto de
todas las cadenas sobre A. Un lenguaje sobre A es un subconjunto de A∗.
Para introducir las estructuras de membranas, en primer lugar se define
recursivamente el lenguaje MS sobre el alfabeto {[, ]}, como sigue: es el menor
lenguaje L sobre {[, ]} que verifica las condiciones siguientes:
1. [ ] ∈ L.
2. Si µ1, . . . , µn ∈ L, entonces [µ1 . . . µn] ∈ L.
Intuitivamente las estructuras de membranas se describen a trave´s de pares
de corchetes coincidentes, imponiendo que dentro de las membranas, el orden
de aparicio´n no sea relevante. Por ello, se define una relacio´n, ∼, en MS de
forma que este´n relacionadas aquellas cadenas que reflejen la misma estructura
de corchetes (salvo el orden): x ∼ y ⇔ x = µ1µ2µ3µ4 ∧ y = µ1µ3µ2µ4 ∧
µ1µ4, µ2, µ3 ∈ MS. Si notamos por ∼∗ la clausura transitiva y reflexiva de la
relacio´n ∼, entonces una estructura de membranas es una clase de equivalencia
de MS con respecto a la relacio´n ∼∗. Dada una estructura de membranas,
a cada par de corchetes coincidentes se le denomina membrana. El nu´mero
de membranas de una estructura de membranas, µ, se denomina grado de la
estructura. A la estructura ma´s externa se le llama piel, y aquellas membranas
que no contienen otras membranas en su interior se denominan elementales.
Se puede representar gra´ficamente la estructura de membranas como un
conjunto de curvas simples cerradas (a modo de diagrama de Venn) manteniendo
la jerarqu´ıa impuesta por la cadena que la representa en el conjunto cociente
MS = MS/ ∼∗ (figura 2).
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Figura 2: Representacio´n de una estructura de membranas.
A partir de esta representacio´n surge el concepto intuitivo de regio´n
delimitada por una membrana, como el espacio comprendido entre dicha
membrana y las inmediatamente interiores. Existe una biyeccio´n natural entre
las membranas de una estructura y las regiones que delimitan, siendo habitual
identificar unas con otras.
3.2 Sistemas celulares de transicio´n
A continuacio´n se introducen los sistemas P de transicio´n siguiendo las ideas
del trabajo fundacional de Gh. Pa˘un[15].
Definicio´n 1 Un sistema P de transicio´n de grado p ≥ 1 es una tupla
Π =
(
Γ, µ
Π
,M1, . . . ,Mp, (R1, ρ1), . . . , (Rp, ρp), i0
)
donde:
• Γ es un alfabeto finito (alfabeto de trabajo).
• µ
Π
es una estructura de membranas (que consta de p membranas). Las
membranas de µ
Π
esta´n etiquetadas de forma un´ıvoca usando los nu´meros
naturales desde 1 hasta p.
• Mi (1 ≤ i ≤ p) es un multiconjunto finito sobre Γ asociado a la membrana
i del sistema.
• Ri (1 ≤ i ≤ p) es un conjunto finito de reglas de evolucio´n de transicio´n
asociado a la membrana i del sistema. Una regla de evolucio´n de transicio´n
es un par (u, v), habitualmente representado u → v, donde u es una
cadena sobre Γ y v = v′ o v = v′δ, siendo v′ una cadena sobre
Γ× ({here, out} ∪ {ini : i = 1, . . . , p}).
• ρi (1 ≤ i ≤ p) es un orden parcial estricto sobre Ri, que establece una
relacio´n de prioridad entre las reglas de Ri.
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• i0 es un nu´mero natural entre 1 y p (membrana de salida del sistema).
Para describir de manera informal la sema´ntica del modelo se introduce el
concepto de configuracio´n, de donde seguira´, una vez establecida la forma en
que se aplican las reglas de transicio´n, la nocio´n de computacio´n del sistema.
Una configuracio´n de Π es una tupla (µ,Mi1 , . . . ,Miq ) tal que µ es la estructura
de membranas que se obtiene de µΠ al eliminar las membranas distintas de i1
a iq (la membrana piel no se puede eliminar, por lo que coincide en ambas
estructuras); y Mij es un multiconjunto finito sobre Γ, para cada j = 1, . . . , q.
La configuracio´n inicial de Π es la tupla (µ
Π
,M1, . . . ,Mp).
La ejecucio´n de una regla u → v asociada a una membrana i presente en
una configuracio´n se realiza como sigue: los objetos en u se eliminan de la mem-
brana i (e´sta debe contener, por tanto, suficientes objetos para que la regla se
pueda aplicar); entonces, para cada (a, out) ∈ v un objeto a ∈ Γ se incluye en
la membrana padre de la membrana i (o abandona el sistema si la membrana
i es la piel); para cada (a, here) ∈ v un objeto a ∈ Γ se an˜ade a la membrana
i; para cada (a, inj) ∈ v un objeto a ∈ Γ se introduce en la membrana j
(teniendo en cuenta que si la membrana j no es hija de la membrana i, entonces
la regla no se puede aplicar); finalmente, si δ ∈ v, entonces la membrana i se
disuelve; es decir, se elimina de la estructura de membranas, pasando sus objetos
a su membrana padre y desapareciendo las reglas de evolucio´n y relaciones de
prioridad asociadas a ella (la membrana piel no se puede disolver).
Dada una regla u → v, la longitud de la cadena u se denomina radio de la
regla. Se dice que un sistema celular es cooperativo si posee, al menos, una regla
de evolucio´n de radio mayor que uno.
Las relaciones de prioridad dadas sobre las reglas se interpretara´n como
sigue: si la regla r1 tiene mayor prioridad que la regla r2 y se puede aplicar r1,
entonces no se aplicara´ r2, aunque fuera factible. Una posible interpretacio´n de
esta versio´n se encuentra en el consumo de energ´ıa: en cada paso de transicio´n
tenemos una cantidad fija de energ´ıa para poder aplicar las reglas, de tal manera
que las reglas de prioridad superior consumen la suficiente energ´ıa como para
que no quede energ´ıa para reglas de prioridad inferior.
Dadas dos configuraciones, C y C ′, de Π, diremos que C ′ se obtiene de C
en un paso de transicio´n, y notaremos C ⇒
Π
C ′, si C ′ es el resultado de aplicar
a C, en paralelo y para todas las membranas al mismo tiempo, las reglas de
evolucio´n contenidas en un determinado (multi)conjunto de reglas asociadas a
las membranas que aparecen en la estructura de membranas de C. En dicho
(multi)conjunto se indica el nu´mero de veces que se aplica cada una de las
reglas y debe ser maximal, en el sentido de que, tras la aplicacio´n de las reglas,
en ninguna membrana permanezcan objetos sin evolucionar que puedan activar
alguna de las reglas asociada a la membrana. Puesto que para una configuracio´n
usualmente existe ma´s de un (multi)conjunto de reglas aplicable, los pasos de
transicio´n se realizan de manera no determinista.
Una computacio´n C de Π es una sucesio´n (finita o no) de configuraciones,
{Ci}i<r, tal que C0 es la configuracio´n inicial de Π; C i ⇒Π Ci+1, para todo
i < r− 1; y, o bien r es un nu´mero natural no nulo y no existe una regla que se
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pueda aplicar en ninguna de las membranas de Cr−1 (en cuyo caso se dice que
C es de parada, ha realizado r− 1 pasos y Cr−1 es su configuracio´n de parada),
o bien r =∞ (en cuyo caso se dice que C no es de parada).
Diremos que una computacio´n C es exitosa si es una computacio´n de parada
y, adema´s, la membrana de salida i0 aparece en C
r−1 como membrana elemental.
A cada computacio´n exitosa de Π, se le puede asociar una salida (por ejemplo,
el taman˜o del multiconjunto asociado a la membrana de salida del sistema en su
configuracio´n de parada). Entonces, un sistema P de transicio´n es una ma´quina
que genera el conjunto de nu´meros naturales formado por las salidas de todas
las computaciones exitosas de dicho sistema.
A partir del modelo de computacio´n celular ba´sico se han disen˜ado mu´ltiples
variantes. A continuacio´n hacemos un breve ana´lisis de algunas de las variantes
que se han considerado hasta la actualidad.
3.3 Variantes en los objetos
En los sistemas celulares de transicio´n vistos hasta ahora se puede interpretar
que no se hace uso de estructuras de datos para codificar la informacio´n: los
nu´meros son codificados a trave´s de la cardinalidad de multiconjuntos; por con-
siguiente, esta´n representados en base 1. Esto puede ser adecuado para una im-
plementacio´n bioqu´ımica, pero parece claramente insuficiente desde un punto
de vista cla´sico. Ma´s au´n, por esta v´ıa no se podra´ trabajar (directamente, sin
una codificacio´n nume´rica) con computaciones simbo´licas.
Por ello, se trata de usar sistemas que representen la informacio´n a trave´s de
una estructura de datos de tipo esta´ndar: las cadenas. As´ı, en lugar de considerar
objetos de tipo ato´mico se pueden usar objetos que pueden ser descritos por
cadenas sobre un alfabeto finito prefijado. En tal situacio´n, la evolucio´n de un
objeto corresponder´ıa propiamente a una transformacio´n de la cadena.
3.3.1 Sistemas celulares con reescritura.
En estos sistemas celulares se procesan las cadenas de objetos a trave´s de reglas
del tipo r ≡ X → (v; tar), donde X es un s´ımbolo, v es una cadena de s´ımbolos
y tar es la membrana destino de dicha cadena (eventualmente, la cadena v
puede ir seguida de un s´ımbolo δ, de disolucio´n). La forma de considerar la
ejecucio´n de este tipo de reglas (que actu´an en el interior de las cadenas) es la
habitual en sistemas P (la aplicacio´n de r sobre una cadena w reemplaza una
ocurrencia de X por la cadena v, disolviendo la membrana si as´ı se indica en r),
con la siguiente puntualizacio´n: todas las cadenas son procesadas en paralelo,
pero sobre cada cadena presente en la membrana so´lo actu´a una regla [9].
3.3.2 Sistemas celulares con replicacio´n de cadenas.
Este tipo de sistemas es una extensio´n del procedimiento de reescritura anterior:
las reglas combinan la posibilidad de actuar en el interior de las cadenas con la
capacidad de replicacio´n de las mismas [10]. De esta forma, una regla adquiere
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la expresio´n general r ≡ X → (u1, tar1)|| . . . ||(un, tarn), y su aplicacio´n sobre
una cadena w produce la aparicio´n de n cadenas, w1, . . . , wn, de modo que wi
se obtiene de w reemplazando una aparicio´n de X por ui, y su destino es tari.
Esta variante de los sistemas P de transicio´n ha sido usada para dar
soluciones deterministas, y con coste en tiempo polinomial, de problemas
NP-completos cla´sicos, como son el problema SAT y el problema HPP del
camino hamiltoniano [25]. No obstante, la parte exponencial del proceso queda
encubierta en la aplicacio´n de reglas que permiten la replicacio´n de las cadenas.
3.4 Variantes en las membranas
Otra posibilidad de mejorar las caracter´ısticas de los sistemas celulares es
an˜adir funcionalidad y dinamismo a la estructura de membranas, permitiendo
la creacio´n y divisio´n de membranas por medio de reglas.
3.4.1 Divisio´n de Membranas.
Este tipo de variante es conocida por el nombre de sistemas celulares con
membranas activas. Se trata de un dispositivo u´til para conseguir una cantidad
exponencial de espacio, en tiempo polinomial, partiendo de una estructura de
membranas descrita en forma polinomial (en funcio´n del dato de entrada).
En esta variante se permite el uso de reglas que implementan la divisio´n
(ana´loga a la producida en la naturaleza) de membranas elementales (siempre
que no sea la piel) en otras dos que contienen un duplicado del contenido de
la membrana original (salvo el objeto que dispara la regla, que evoluciona a
otro objeto en las nuevas membranas), y tienen asociadas el mismo conjunto de
reglas. Se admite disolucio´n, pero no cooperacio´n ni prioridad entre reglas.
Si en esta variante se permite la divisio´n de membranas no elementales, el
sistema celular se denomina extendido. Se prueba [13] que el problema HPP
puede ser resuelto en tiempo cuadra´tico y el problema SAT en tiempo lineal,
por medio de sistemas P extendidos con membranas activas.
Este resultado ha sido mejorado por C. Zandron, C. Ferretti, G. Mauri [26],
y por M.J. Pe´rez Jime´nez, A. Romero Jime´nez y F. Sancho Caparrini [23] que
han obtenido soluciones lineales a trave´s de sistemas celulares que so´lo usan
reglas de divisio´n para las membranas elementales.
3.4.2 Creacio´n de membranas.
La creacio´n de membranas es un proceso habitual en la biolog´ıa. En relacio´n con
los sistemas celulares, se considera la posibilidad de crear nuevas membranas
por la accio´n de ciertos objetos. En este sentido, se pueden introducir reglas en
las que un determinado multiconjunto de objetos produce, en el interior de la
membrana a la que pertenece, una nueva membrana con un cierto contenido.
Este tipo de creacio´n de membranas puede ser aplicado tanto a sistemas que
usan objetos ato´micos como a aquellos que usan objetos de tipo cadena.
Esta variante de sistemas fue considerada por M. Ito, C. Mart´ın–Vide y Gh.
Pa˘un [8] para conseguir resultados de universalidad en los que se permit´ıa un
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uso bastante moderado de esta nueva operacio´n. Tambie´n puede ser usada para
la obtencio´n de soluciones polinomiales de problemas NP-completos.
3.5 Variantes en las comunicaciones
Hay un tercer tipo de variantes que estudian el papel que juega la comunicacio´n
entre las membranas (por medio de los elementos que son transferidos de unas a
otras). Para ello, se intenta debilitar alguna capacidad inherente a los sistemas
ba´sicos de transicio´n con el fin de estudiar cua´les son las caracter´ısticas mı´nimas
necesarias para seguir disponiendo de un modelo universal (lo que podr´ıa ser
u´til si se consigue una implementacio´n pra´ctica de estos modelos).
Una primera variante consiste en cambiar el destino inj en las reglas de
los sistemas celulares por un destino ma´s general, in, que no especifique a
que´ membrana han de ir los objetos producidos, de modo que dicha eleccio´n
es no determinista entre las posibles membranas existentes que sean hijas de
la membrana a la que esta´ asociada la regla. Se debe hacer notar que muchos
de los resultados de universalidad obtenidos para variantes mejoradas se siguen
manteniendo para esta variante de´bil de sistemas P, debido a que en dichas
pruebas se hace uso de estructuras de membranas de grado 2, en las que no es
necesario especificar que´ membrana hija es la que recibe los objetos.
Otra variante introducida en esta direccio´n consiste en dotar de una carga
ele´ctrica a los objetos y membranas del sistema P (con tres cargas posibles:
+,−, 0), de tal modo que se elige a priori una carga en las membranas (en
la definicio´n del sistema celular) y los objetos pueden modificar sus cargas de
acuerdo con las reglas de evolucio´n que se aplican sobre ellos. As´ı, la relacio´n
entre las cargas de los objetos y las membranas determina si un objeto puede
atravesar una membrana. Para ma´s detalles acerca de estas dos variantes, ver
[18], cap´ıtulo 3, seccio´n 3.6.1.
Por otra parte, es interesante observar que las membranas biolo´gicas tienen
una permeabilidad que es variable y, por tanto, se puede considerar un modelo
en el que se controle el paso de objetos de una membrana a otra mediante un
para´metro de permeabilidad de una membrana, como valor nume´rico que indica
su proximidad a un estado que permite su disolucio´n. En dichos sistemas [17],
se puede modificar esa permeabilidad por medio de reglas, de tal manera que
la ejecucio´n de una regla puede hacer que la membrana engrose o adelgace. Si
una membrana tiene un grosor muy elevado, se vuelve impermeable, impidiendo
la transferencia de objetos a trave´s de ella. As´ı por ejemplo, el control de
la permeabilidad de las membranas se puede implementar introduciendo una
accio´n, que notaremos τ , y de tal manera que es opuesta a δ, en el sentido de
que engrosa la membrana, la aleja de la disolucio´n.
En los sistemas celulares con transportadores (carriers) [25], los objetos no
son transformados, sino que u´nicamente son transmitidos entre las membranas
de acuerdo con ciertas reglas de transferencia. Usualmente, en esta variante se
permite la transmisio´n con objetos del entorno del sistema, con el fin de poder
disponer de una cantidad ilimitada de los mismos.
Una variante interesante de los sistemas con transportadores son los sistemas
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celulares con porteros (porters) [14], en los que se restringe la capacidad en la
transmisio´n de objetos, reduciendo el radio de las reglas.
4 Una formalizacio´n de los sistemas P de transicio´n
El problema de describir una formalizacio´n completa de los sistemas celulares,
as´ı como de sus computaciones y los resultados de las mismas, fue formulado
expl´ıcitamente por Gh. Pa˘un en [16]. En este trabajo se presenta una formali-
zacio´n con una orientacio´n distinta de las propuestas parciales dadas por A. V.
Baranda y otros en [2] y por A. Obtulowicz en [12]. Asimismo es ligeramente
diferente de la presentada por M. J. Pe´rez Jime´nez y F. Sancho en [20].
4.1 Una sintaxis para los sistemas celulares de transicio´n
En primer lugar, vamos a introducir una serie de conceptos que sera´n de utilidad
para la formalizacio´n que se va a presentar.
Un multiconjunto sobre un conjunto, A, es una aplicacio´n m : A → N,
siendo N el conjunto de los nu´meros naturales. Un subconjunto B ⊆ A se puede
identificar con el multiconjunto sobre A dado por la funcio´n caracter´ıstica de
B (en A). Notaremos por M(A) el conjunto de todos los multiconjuntos sobre
A. El soporte de un multiconjunto m es el conjunto {a ∈ A : m(a) > 0}. Un
multiconjunto se dice que es finito si su soporte es un conjunto finito, y se dice
que es vac´ıo si lo es su soporte. El taman˜o de un multiconjunto finito, m, se
define por |m| = ∑a∈Am(a) (obse´rvese que dicha suma es finita).
Definicio´n 2 Sean m1 y m2 multiconjuntos sobre A.
• Inclusio´n: m1 ≤ m2 ⇔ ∀ j (j ∈ A→ m1(j) ≤ m2(j)).
• Inclusio´n estricta: m1 < m2 ⇔ m1 ≤ m2 ∧ m1 6= m2.
• Unio´n: La aplicacio´n + : M(A) ×M(A) →M(A), se define como sigue:
(m1 +m2)(j) = m1(j) +m2(j), para cada j ∈ A.
• Diferencia: La aplicacio´n − : M(A) ×M(A) → M(A), se define como
sigue: (m1 −m2)(j) = ma´x{m1(j)−m2(j), 0}, para cada j ∈ A.
• Amplificacio´n: La aplicacio´n ⊗ : N ×M(A) → M(A), se define como
sigue: (n⊗m1)(j) = n ·m1(j), para cada j ∈ A.
Todo multiconjunto finito,m, con soporte {a1, . . . , an}, se puede representar me-
diante una cadena w sobre A en donde ai aparece exactamente m(ai) veces. Las
cadenas obtenidas a partir de w permutando sus s´ımbolos tambie´n representan
a m. El multiconjunto vac´ıo se representa por la cadena vac´ıa, λ.
Dado un grafo no dirigido, G, diremos que un nodo v es alcanzable desde
otro nodo u, y notaremos por uÃG v, si existe un camino desde u hasta v.
Sea G = (V,E) un a´rbol enraizado de ra´ız r. Para cada nodo, u, que no sea
la ra´ız, notaremos por f(u) (el padre de u en G) el u´nico antecesor propio de u
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que verifica {f(u), u} ∈ E. Asimismo, notaremos por Ch(u) (los hijos de u en
G) el conjunto de descendientes propios de u tales que u es su padre. Adema´s, se
puede definir de manera natural una relacio´n binaria E∗(G) en V como sigue:
(x, y) ∈ E∗(G) ⇔ y ∈ Ch(x). Esta relacio´n establece, de alguna forma, un
direccionamiento sobre las aristas del a´rbol enraizado.
Definicio´n 3 Una estructura de membranas es un a´rbol enraizado en el que
los nodos se denominan membranas, la ra´ız se denomina piel, y las hojas se
denominan membranas elementales.
En esta formalizacio´n las etiquetas de las membranas sera´n los propios ve´rtices
del grafo. Si esta formalizacio´n se extiende a otras versiones de sistemas celula-
res, puede ser u´til un etiquetado independiente de los nodos; no obstante, para
la versio´n que estamos formalizando esto no es necesario.
Definicio´n 4 Una ce´lula sobre un alfabeto, A, es un par (µ,M), en donde µ
es una estructura de membranas y M es una aplicacio´n de V (µ) en M(A), por
la que a cada nodo del a´rbol se le asocia un multiconjunto sobre el alfabeto base.
Si C = (µ,M) es una ce´lula sobre A, denotaremos µ = (V (µ), E(µ)); es decir,
V (µ) y E(µ) son los conjuntos de ve´rtices y aristas, respectivamente, del a´rbol
enraizado etiquetado, µ, que determina la ce´lula. El nu´mero total de membranas
(o nodos) de la ce´lula, se denomina grado de dicha ce´lula.
Definicio´n 5 Sea (µ,M) una ce´lula sobre un alfabeto A. Una regla (de
evolucio´n) asociada a dicha ce´lula es una tupla r = (dr, vr, δr, xr), en donde: dr
es un multiconjunto sobre A; vr es una funcio´n de dominio V (µ) ∪ {here, out}
y rango contenido en M(A), en donde here, out /∈ V (µ) y here 6= out;
δr ∈ {¬δ, δ}, con ¬δ, δ /∈ A y ¬δ 6= δ; y xr es un nodo de µ.
Definicio´n 6 Sea C = (µ,M) una ce´lula sobre un alfabeto y x ∈ V (µ). Sea
r = (dr, vr, δr, xr) una regla asociada a C. Diremos que r esta´ asociada a x si
se verifica que xr = x.
Finalmente, para dar la sintaxis completa del sistema P se necesita asignar a
cada membrana de la estructura un conjunto de reglas que sera´n las que se
puedan aplicar a los elementos presentes en esa membrana.
Definicio´n 7 Sea C = (µ,M) una ce´lula sobre un alfabeto A. Una coleccio´n
R de reglas asociada a C es una funcio´n con dominio V (µ) tal que para
cada membrana x ∈ V (µ), R(x) (que notaremos Rx) es un conjunto finito
(posiblemente vac´ıo) de reglas asociadas a x.
Definicio´n 8 Sea C = (µ,M) una ce´lula sobre un alfabeto, A, y sea R una
coleccio´n de reglas asociada a C. Una relacio´n de prioridad sobre R es una
funcio´n, ρ, con dominio en V (µ) tal que para cada membrana x ∈ V (µ), ρ(x)
(que notaremos ρx) es un orden parcial estricto (posiblemente vac´ıo) sobre Rx.
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El orden parcial estricto, ρx, sobre Rx, se interpretara´ como sigue: (r
′, r) ∈ ρx
significa que la regla r′ tiene una prioridad estrictamente mayor que la regla r.
Definicio´n 9 Un sistema P de transicio´n de grado p ≥ 1 es una tupla,
Π = (A,C0,R, i0), en donde:
• A es un conjunto finito no vac´ıo (alfabeto de trabajo).
• C0 = (µΠ,M0) es una ce´lula sobre A, de grado p.
• R es un par ordenado (R, ρ) donde R es una coleccio´n de reglas (de
evolucio´n) asociadas a C0, y ρ es una relacio´n de prioridad sobre R.
• i0 es un nodo del a´rbol enraizado µΠ, que especifica la membrana de salida
del sistema P de transicio´n Π.
4.2 Una sema´ntica para los sistemas celulares de transicio´n
La sema´ntica de un sistema P de transicio´n trata de describir la forma en que
funciona como dispositivo computacional. Para definir formalmente la sema´ntica
se necesita el concepto de configuracio´n, que intenta capturar cada uno de los
estados puntuales, instanta´neos, que puede alcanzar un sistema a lo largo de
su ejecucio´n/evolucio´n. Un sistema P consta de una estructura de membranas
con objetos en su interior, con reglas de evolucio´n propias para cada membrana
y con especificaciones de entrada–salida. Un sistema celular tiene como u´nicos
elementos variables, la propia estructura de membranas (debido a la operacio´n
de disolucio´n) y los objetos contenidos en cada una de las membranas. Por
tanto, los elementos ba´sicos para describir una configuracio´n de un sistema
P en un instante de su evolucio´n sera´n las estructuras de membranas y los
objetos. Intuitivamente, las configuraciones contienen una descripcio´n completa
del estado actual de la ejecucio´n; por ello, van a jugar un papel fundamental en
el ana´lisis y discusio´n de las computaciones de los sistemas celulares.
Definicio´n 10 Sea Π = (A,C0,R, i0) un sistema P de transicio´n, con C0 =
(µΠ,M0). Una configuracio´n de Π es una ce´lula C = (µ,M) sobre A, donde
V (µ) ⊆ V (µΠ), y de tal manera que los a´rboles µ y µΠ tienen la misma ra´ız.
De la definicio´n anterior resulta que C0 es, en particular, una configuracio´n de
Π, denominada configuracio´n inicial del sistema. Para cada i ∈ V (µ), diremos
que Mi = M0(i) es el multiconjunto inicial asociado a la membrana i.
A continuacio´n estudiamos co´mo decidir si una regla puede ser aplicada
o no en un instante determinado. Informalmente, una regla de evolucio´n,
r = (dr, vr, δr, xr) de una membrana x ∈ V (µ) se puede expresar como sigue:
a1 . . . am → (b1, inj1) . . . (bn, injn)(c1, out) . . . (ck, out)(h1, here) . . . (hl, here)s
con j1, . . . , jn ∈ V (µ); ai, bi, ci, hi ∈ A; y s = δ o´ s = λ.
En esta formalizacio´n dr = a1 . . . am; para cada y ∈ V (µ), vr(y) es el
multiconjunto formado por los elementos que aparecen en la regla bajo la
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forma (b, iny); vr(out) = c1 . . . ck, y vr(here) = h1 . . . hl. La componente δr
(δ o ¬δ) representa si s = δ o s = λ. Por u´ltimo, la componente xr representa
la membrana a la que esta´ asociada la regla.
Entonces
• Esta regla puede ser aplicada so´lo cuando hay suficientes copias de los
objetos a1, . . . , am en la membrana x y, adema´s, ninguna regla de Rx con
prioridad superior es aplicable.
• El resultado de usar esta regla viene determinado por su lado derecho:
– Los objetos h1, . . . , hl van a parar a la misma regio´n x.
– Los objetos c1, . . . , ck van a parar a la regio´n inmediatamente exterior
a x (es decir, al entorno, si que x sea la piel, o bien al padre de x, en
caso contrario).
– Cada objeto bi pasara´ a formar parte del multiconjunto asociado a
la membrana ji, en el caso en que ji fuese un hijo de la membrana
x. Caso contrario, la regla no ser´ıa aplicable.
– Si el s´ımbolo δ aparece en la regla (es decir, si s = δ), entonces
la membrana x se elimina (se disuelve) y el conjunto de reglas Rx
(junto con su relacio´n de prioridad asociada) no volvera´ a ser usado.
El multiconjunto asociado a x se an˜ade a la regio´n inmediatamente
exterior a ella (su padre). Una regla que contenga el s´ımbolo δ no
puede ser aplicada en la membrana piel.
Notaremos por R =
⋃
x∈V (µ0)Rx, al conjunto de todas las reglas de evolucio´n
asociadas a la configuracio´n inicial (es decir, al sistema P de transicio´n).
Definicio´n 11 Sea C = (µ,M) una configuracio´n de un sistema P de transi-
cio´n Π = (A,C0,R, i0), con C0 = (µΠ,M0). Diremos que la regla (de evolucio´n)
r = (dr, vr, δr, xr) ∈ R es aplicable a C si:
• La membrana xr a la que esta´ asociada existe en la ce´lula C: xr ∈ V (µ).
• No intenta disolver el nodo ra´ız: si xr es el nodo ra´ız de µ, δr = ¬δ.
• La membrana xr tiene los objetos necesarios: dr ≤M(xr).
• Los nodos a los que la regla intenta enviar objetos son hijos de la mem-
brana a la que pertenece la regla: ∀ j ∈ V (µ)(vr(j) 6= ∅ → j ∈ Ch(xr)).
• No hay otras reglas aplicables a C con prioridad mayor: no existe una
regla r′ tal que ρxr (r
′, r) ∧ r′ aplicable a C.
A continuacio´n, se define el ı´ndice de aplicabilidad de una regla r en una
configuracio´n C, que notaremos NAp(r, C), y que nos va a indicar el ma´ximo
nu´mero de veces que la regla r puede ser aplicada a C. Es decir,
NAp(r, C) =
{
0 , si r no es aplicable a C
ma´x{n : n⊗ dr ≤M(xr)} , en otro caso.
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Seguidamente, se introduce un concepto que representa un multiconjunto sobre
R de reglas que indica, con la multiplicidad asociada a cada regla, cua´ntas veces
ha de aplicarse dicha regla a fin de realizar un paso de transicio´n en el sistema.
Definicio´n 12 Sea C = (µ,M) una configuracio´n de un sistema P de
transicio´n Π = (A,C0,R, i0). Diremos que un multiconjunto m sobre R es
de aplicabilidad sobre C, y lo notaremos por m ∈MAp(C), si :
• ∀ r ∈ R (m(r) ≤ NAp(r, C)).
• ∀x ∈ V (µ0) (
∑
r∈Rx m(r)⊗ dr ≤M(x)).
• Es maximal, en el sentido siguiente: no existe un multiconjunto m′ sobre
R tal que m < m′ ∧ m′ ∈MAp(C).
Para determinar la configuracio´n siguiente de una configuracio´n, C, por un
multiconjunto, m, de aplicabilidad sobre C, se procede en dos etapas. En la
primera, las reglas se ejecutan sin atender a la disolucio´n. En la segunda, se
disuelve cada membrana que se tenga que disolver, se distribuye su contenido a
su primer antecesor no disuelto, y se actualiza el a´rbol enraizado que resulta.
La primera etapa (aplicacio´n de las reglas sin atender a la disolucio´n)
produce la configuracio´n C ′′ = (µ,M ′′), en donde:
M ′′(x) = M(x)−
∑
r∈Rx
m(r)⊗ dr +
∑
r∈Rx
m(r)⊗ vr(here)+∑
r∈Rf(x)
m(r)⊗ vr(x) +
∑
y∈Ch(x)
∑
r∈Rx
m(r)⊗ vr(out)
Para llevar a cabo la segunda etapa (disolucio´n y distribucio´n de los contenidos)
necesitamos caracterizar, previamente, los nodos que deben disolverse por la
ejecucio´n de un multiconjunto de aplicabilidad.
Definicio´n 13 Sea C = (µ,M) una configuracio´n de un sistema P de
transicio´n Π, y m ∈ MAp(C) un multiconjunto de aplicabilidad sobre C. Se
define el conjunto: ∆(m,C) = {xr : r ∈ R ∧ m(r) > 0 ∧ δr = δ}.
Es decir, ∆(m,C) representa el conjunto de nodos de la estructura de membra-
nas de C que deben ser disueltos tras la aplicacio´n del multiconjunto m.
Hay que tener presente que en un paso del sistema celular de transicio´n,
debido al paralelismo, se puede disolver ma´s de una membrana de la estructura.
Por tanto, sera´ conveniente determinar para cada membrana, x, que permanezca
en la pro´xima configuracio´n, cua´l es el conjunto de membranas que se disuelven
por la aplicacio´n de un cierto multiconjunto de aplicabilidad y an˜aden su
contenido a x (tales membranas se llamara´n donantes de x).
Definicio´n 14 Sea C = (µ,M) una configuracio´n de un sistema P de
transicio´n Π. Sea m ∈ MAp(C) un multiconjunto de aplicabilidad sobre C.
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Para cada nodo x ∈ V (µ), se define el conjunto Don(x,m,C) de los donantes
de x para C por la aplicacio´n de m, como sigue: ∅ , si x ∈ ∆(m,C){y ∈ V (µ) : y ∈ ∆(m,C) ∧ xÃµ y ∧∧ ∀ z ∈ V (µ)(xÃµ z Ãµ y → z ∈ ∆(m,C))} , si x /∈ ∆(m,C)
Es decir, si un nodo x no se disuelve, entonces el nodo y es donante de x si y
se disuelve por la aplicacio´n de m, as´ı como todo nodo que sea descendiente
propio de x y antecesor propio de y.
A continuacio´n se define la ejecucio´n de un multiconjunto de aplicabilidad
sobre una configuracio´n dada.
Definicio´n 15 Sea C = (µ,M) una configuracio´n de un sistema P de
transicio´n Π. Sea m ∈MAp(C) un multiconjunto de aplicabilidad sobre C. Se
define la ejecucio´n de m sobre C, y se notara´ por m(C), como la configuracio´n
C ′ = (µ′,M ′) de Π, en donde:
• µ′ = (V (µ′), E(µ′)) es el a´rbol enraizado obtenido de µ como sigue:
– V (µ′) = V (µ)−∆(m,C)
– Si x, y ∈ V (µ′), entonces (x, y) ∈ E∗(µ′) si y so´lo si existen
x0, . . . , xn ∈ V (µ) tales que (x1, . . . , xn−1 ∈ ∆(m,C) ∧ x0 = x ∧
xn = y ∧ ∀ i (0 ≤ i < n→ (xi, xi+1) ∈ E∗(µ))
• M ′(x) =

M ′′(x) ∪
⋃
y∈Don(x,m,C)
M ′′(y) , si x /∈ ∆(m,C)
∅ , si x ∈ ∆(m,C)
Es decir, µ′ es el a´rbol enraizado obtenido de µ eliminando los nodos que se
disuelven por la aplicacio´n de m, y restaurando las conexiones en la forma
correcta. Si un nodo y es disuelto, el nodo se elimina, junto con todas las aristas
adyacentes a e´l, y se an˜aden aristas entre su primer antecesor no disuelto y los
primeros descendientes de y no disueltos. Si un nodo no se disuelve, debemos
an˜adir a su contenido el de todos sus donantes por la aplicacio´n de m.
A continuacio´n, formalizamos la ejecucio´n de un paso en un sistema celular;
es decir, precisamos co´mo se produce la transicio´n de una configuracio´n del
sistema P a otra configuracio´n tras ejecutar un paso. Se trata, pues, de precisar
co´mo calcula, co´mo evoluciona un sistema P a lo largo del tiempo.
Definicio´n 16 Se dice que una configuracio´n C2 de un sistema P de transicio´n,
Π, deriva de una configuracio´n C1 por una transicio´n en un paso de Π (o tras
la ejecucio´n de un paso), y se nota por C1 ⇒Π C2, si existe un multiconjunto,
m, de aplicabilidad sobre C1 tal que m 6= ∅ y m(C1) = C2.
Intuitivamente, C1 ⇒Π C2 significa que en un paso de computacio´n del sistema
Π, de la configuracio´n C1 resulta la configuracio´n C2.
Una vez definida la relacio´n de transicio´n en un paso entre configuraciones de
un sistema celular, se define la relacio´n de transicio´n como su clausura transitiva.
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Definicio´n 17 Sean C y C ′ dos configuraciones de un sistema Π y k ∈ N.
Diremos que C ′ se obtiene de C en k pasos de transicio´n (es decir, al ejecutarse
k pasos), si existen configuraciones C1, . . . , Ck+1 tales que
C1 = C ∧ Ck+1 = C ′ ∧ ∀i (1 ≤ i ≤ k → Ci ⇒Π Ci+1)
Se dice que C ′ se obtiene de C en una computacio´n de Π, y se nota por
C
?⇒Π C ′, si existe k ∈ N tal que C ′ se obtiene de C en k pasos de transicio´n.
A partir de la configuracio´n inicial de un sistema celular se puede construir el
a´rbol de computacio´n asociado al mismo.
Definicio´n 18 El a´rbol de computacio´n de un sistema P de transicio´n, Π,
es el a´rbol enraizado etiquetado maximal definido como sigue: la ra´ız es la
configuracio´n inicial de Π; los hijos de un nodo son las configuraciones que se
obtienen a partir de e´l por un paso de transicio´n; los nodos y las aristas esta´n
etiquetadas por configuraciones y multiconjuntos de aplicabilidad, respectiva-
mente, de tal forma que dos nodos etiquetados, C y C ′, son adyacentes por medio
de una arista etiquetada por m, si y so´lo si m ∈MAp(C)− {∅} ∧ C ′ = m(C).
Las ramas maximales se denominan computaciones de Π. Diremos que una
computacio´n de Π es de parada si es una rama finita. Las configuraciones C
que verifican MAp(C) = {∅} se denominan de parada.
Es decir, una computacio´n, C, de un sistema P de transicio´n, Π = (A,C0,R, i0),
es una sucesio´n (finita o no) de configuraciones del sistema C0 ⇒Π C1 ⇒Π
C2 ⇒Π · · · ⇒Π Cr, con r ∈ N ∪ {∞}. En tal situacio´n, diremos que r es la
longitud de C y notaremos |C| = r. Adema´s, si r ∈ N entonces diremos que Cr
es la configuracio´n final de la computacio´n C.
Definicio´n 19 Sea Π un sistema P de transicio´n. Diremos que una computa-
cio´n de Π, es exitosa si i0 es una hoja del a´rbol enraizado de la configuracio´n
final asociada (en este caso, diremos que dicha configuracio´n es exitosa.
Es decir, una computacio´n es exitosa si es de parada y, adema´s, la membrana
de salida es elemental en la configuracio´n final de dicha computacio´n. Es claro
que se puede construir sistemas celulares en los que exista una configuracio´n
que posea distintos multiconjuntos de aplicabilidad. En ese momento de la
computacio´n, el sistema tendra´ varias posibilidades para continuar, apareciendo
el no determinismo al que se ha hecho mencio´n con anterioridad.
4.3 Sistemas celulares con entrada
Definicio´n 20 Un sistema P de transicio´n con entrada es una tupla (Π,Σ, iΠ),
tal que:
• Π es un sistema P de transicio´n, con alfabeto de trabajo Γ, con
p membranas etiquetadas por 1, . . . , p, y multiconjuntos iniciales
M1, . . . ,Mp asociados a cada una de ellas.
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• Σ es un alfabeto (denominado de entrada) estrictamente contenido en Γ.
• M1, . . . ,Mp son multiconjuntos sobre Γ− Σ.
• iΠ es la etiqueta de una membrana distinguida (membrana de entrada).
Si m es un multiconjunto sobre Σ, entonces la configuracio´n inicial de (Π,Σ, iΠ)
con entrada m es (µ,M1, ...,MiΠ +m, ...,Mp).
Las computaciones en un sistema celular con entrada asociada a un cierto
multiconjunto de entrada, se definen de manera ana´loga a como se hizo en el
caso general, con la u´nica diferencia de que la configuracio´n inicial esta´ asociada
a ese multiconjunto de entrada.
4.4 Sistemas celulares con salida externa
Una primera clasificacio´n de los sistemas celulares se puede realizar en funcio´n
de do´nde se recoge la salida de las computaciones. Los sistemas celulares
de transicio´n con salida externa se caracterizan porque la salida de las
computaciones se recoge en el entorno de la estructura de membranas.
La membrana piel de una estructura de membranas (nos referiremos a ella
usando la meta–etiqueta skin) a´ısla a la estructura de su entorno (al que nos
referiremos con la meta–etiqueta env). A continuacio´n vamos a asociar a cada
estructura de membrana una estructura con entorno.
Definicio´n 21 Sea µ = (V (µ), E(µ)) una estructura de membranas. La
estructura de membranas con entorno asociada a µ es el a´rbol enraizado Ext(µ)
donde: V (Ext(µ)) = V (µ) ∪ {env}; E(Ext(µ)) = E(µ) ∪ {{env, skin}}; y la
ra´ız del a´rbol es el nodo env, que se denomina entorno de la estructura µ.
Obse´rvese que lo u´nico que se hace es an˜adir un nuevo nodo que representa al
entorno y que, por tanto, so´lo es adyacente a la piel, mientras que la estructura
de membranas original permanece inalterada.
Definicio´n 22 Un sistema P de transicio´n con salida externa es un par
(Π,Me), en donde Π es un sistema P de transicio´n y Me = ∅ es el multi-
conjunto vac´ıo de objetos (que representa el contenido del entorno).
A continuacio´n vamos a detallar de que´ forma evoluciona un sistema P
de transicio´n con salida externa atendiendo a los multiconjuntos de objetos
contenidos en cada una de las membranas de su estructura de membranas,
as´ı como a las reglas de evolucio´n asociadas a ellas.
Definicio´n 23 Sea Π un sistema P de transicio´n con salida externa. Una
configuracio´n de Π es un par C =
(
Ext(µ),M
)
tal que:
• µ = (V (µ), E(µ)) es una estructura de membranas.
• Ext(µ) es la estructura de membranas con entorno asociada a µ.
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• El conjunto V (µ) de nodos de µ esta´ incluido en el conjunto V (µ
Π
) de
nodos de µ
Π
, y contiene la ra´ız de µ
Π
.
• Las ra´ıces de ambas estructuras de membranas coinciden.
• M es una aplicacio´n de dominio V (Ext(µ)) y rango contenido en M(Γ).
Notaremos por C = (µ,Menv,Mi1 , . . . ,Miq ) una configuracio´n de Π, donde
V (µ) = {i1, . . . , iq}, Menv = M(env) es el multiconjunto asociado al entorno
de µ, y Mij = M(ij) es el multiconjunto asociado a la membrana ij de µ, para
cada j = 1, . . . , q.
A la hora de definir las configuraciones que especifican el estado inicial de
un sistema P (es decir, sus configuraciones iniciales) debemos tener en cuenta
si dicho sistema posee o no membrana de entrada.
Definicio´n 24 Sea (Π,Me) un sistema P de transicio´n con salida externa,
cuyos multiconjuntos iniciales son M1, . . . ,Mp. Si Π no posee membrana de
entrada, entonces existe una u´nica configuracio´n inicial del sistema, a saber
C0 = (µ
Π
, ∅,M1, . . . ,Mp) Si Π posee membrana de entrada, entonces existe
una configuracio´n inicial para cada multiconjunto m ∈M(Σ), a saber C0(m) =
(µ
Π
, ∅,M1, . . . ,Mim +m, . . . ,Mp)
A partir de aqu´ı, se define de manera usual el concepto de paso de transicio´n
y computacio´n del sistema celular. Adema´s, una de las caracter´ısticas de estos
sistemas radica en que el resultado de cualquier computacio´n de parada se recoge
en el entorno, de acuerdo con una cierta funcio´n de salida.
4.5 Sistemas celulares reconocedores
Definicio´n 25 Un sistema P de decisio´n es un par (Π, FΠ) tal que Π es
un sistema P y FΠ es una funcio´n total booleana sobre el conjunto de las
computaciones de parada de Π. Si C es una computacio´n de parada y FΠ(C) =
1 (respectivamente, FΠ(C) = 0), entonces diremos que C es de aceptacio´n
(respectivamente, de rechazo).
A continuacio´n se introduce un caso particular de sistemas de decisio´n: aquellos
que pueden ser considerados como dispositivos reconocedores de lenguajes.
Definicio´n 26 Un sistema P reconocedor es un sistema P de transicio´n con
entrada y con salida externa tal que:
• El alfabeto de trabajo tiene dos elementos distinguidos: yes, no.
• Todas las computaciones del sistema son de parada.
• Si C es una computacio´n del sistema, entonces o bien algu´n objeto yes
o bien algu´n objeto no (pero no ambos) son enviados al entorno (y,
u´nicamente, en el u´ltimo paso de la computacio´n).
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Sea Π un sistema P reconocedor. Definimos la funcio´n Output sobre el conjunto
de las computaciones de Π. Si C es una computacio´n de Π y Menv es el
multiconjunto asociado al entorno en la configuracio´n de parada, entonces
Output(C) =
{
yes , si yes ∈Menv
no , si yes /∈Menv
Diremos que una computacio´n C es de aceptacio´n (respectivamente, de rechazo)
si el objeto yes (respectivamente, no) aparece en el entorno asociado a la
correspondiente configuracio´n de parada de C.
Notaremos por LR a la clase de los sistemas P reconocedores de lenguajes.
5 Una Teor´ıa de la Complejidad en sistemas P
Siempre que se introduce un nuevo modelo de computacio´n es necesario
desarrollar una teor´ıa formal de la Complejidad Computacional, a fin de
cuantificar la cantidad de recursos necesarios para resolver problemas dentro
del modelo, y para poder comparar esa cantidad con la que se necesita en
otros modelos de computacio´n. La primera teor´ıa de la complejidad en sistemas
celulares con membranas ha sido desarrollada en [22] y [23]
En lo que sigue, supondremos que D es una clase gene´rica de sistemas P
de decisio´n, g : N+ → N+ una funcio´n total computable y X = (IX , θX) un
problema de decisio´n (en donde N+ es el conjunto N − {0}, IX es un lenguaje
sobre un alfabeto finito, el conjunto de instancias de X, y θX es un predicado
sobre dicho conjunto).
5.1 Clases de complejidad en sistemas P
Los primeros resultados sobre resolucio´n eficiente de problemas NP-completos
por medio de sistemas de computacio´n celular con membranas se han obtenido
usando variantes de sistemas celulares que carec´ıan de membrana de entrada.
Por ello, en las pruebas de dichos resultados para cada instancia del problema,
se construye un sistema que la decide en tiempo polinomial.
Definicio´n 27 Diremos que un problema de decisio´n, X, pertenece a la clase
MCfD(g) si existe una familia de sistemas celulares, Π =
(
Π(w)
)
w∈IX ,
verificando las siguientes propiedades:
1. La familia Π es consistente, respecto de la clase D; es decir, todo sistema
de la familia pertenece a la clase D.
2. Para cada w ∈ IX , el sistema Π(w) carece de membrana de entrada.
3. La familia Π es polinomialmente uniforme, por ma´quinas de Turing; es
decir, existe una tal ma´quina que, dado w ∈ IX , construye el sistema Π(w)
en tiempo polinomial en el taman˜o de w.
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4. La familia Π esta´ acotada, respecto del problema X y la funcio´n g; es
decir, para cada w ∈ IX se tiene que toda computacio´n del sistema Π(w)
es de parada y, adema´s, realiza a lo sumo g(|w|) pasos.
5. La familia Π es adecuada, respecto del problema X; es decir, para cada
w ∈ IX se tiene que si existe una computacio´n del sistema Π(w) que es
de aceptacio´n, entonces θX(w) = 1.
6. La familia Π es completa, respecto del problema X; es decir, para cada
w ∈ IX se tiene que si θX(w) = 1, entonces toda computacio´n del sistema
Π(w) es de aceptacio´n.
Si X ∈ MCfD(g), entonces diremos que el problema X es resoluble por una
familia de sistemas celulares sin membrana de entrada, pertenecientes a D, en
tiempo acotado por g.
Si en la definicio´n anterior consideramos como cotas los polinomios, se obtie-
ne la clase de complejidad polinomial para familias de sistemas P sin entrada.
Definicio´n 28 La clase de problemas de decisio´n resolubles en tiempo polino-
mial por una familia de sistemas celulares sin membrana de entrada, pertene-
cientes a la clase D, es la clase
PMCfD =
⋃
k>0
MCfD(n
k)
Esta clase es cerrada bajo reducibilidad en tiempo polinomial [24].
Proposicio´n 1 Sean X e Y problemas de decisio´n tales que X es reducible a
Y en tiempo polinomial. Si Y ∈ PMCfD, entonces X ∈ PMCfD.
Adema´s, se tiene que la clase PMCfD es cerrada bajo complementario.
Por otra parte, si trabajamos con sistemas con membrana de entrada
podemos considerar familias tales que cada uno de los sistemas que pertenezcan
a ellas decida instancias de taman˜o equivalente.
Definicio´n 29 Diremos que un problema de decisio´n X pertenece a la clase
MCfiD (g) si existe una familia de sistemas celulares, Π =
(
Π(n)
)
n∈N+ ,
verificando las siguientes propiedades:
1. La familia Π es consistente, respecto de la clase D.
2. Para cada n ∈ N+, el sistema Π(n) tiene membrana de entrada.
3. La familia Π es polinomialmente uniforme, por ma´quinas de Turing.
4. Existen dos funciones, cod : IX →
⋃
n∈N+ IΠ(n) y s : IX → N+,
computables en tiempo polinomial, tales que:
• Para todo w ∈ IX , cod(w) ∈ IΠ(s(w)).
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• La familia Π esta´ acotada, respecto del problema X, la funcio´n cod,
la funcio´n s y la funcio´n g; es decir, para cada w ∈ IX se tiene
que toda computacio´n del sistema Π(s(w)) con entrada cod(w) es de
parada y, adema´s, realiza a lo sumo g(|w|) pasos.
• La familia Π es adecuada, respecto del problema X, la funcio´n cod
y la funcio´n s; es decir, para cada w ∈ IX se tiene que si existe
una computacio´n del sistema Π(s(w)) con entrada cod(w) que es de
aceptacio´n, entonces θX(w) = 1.
• La familia Π es completa, respecto del problema X, la funcio´n cod y
la funcio´n s; es decir, para cada w ∈ IX se tiene que si θX(w) = 1,
entonces toda computacio´n del sistema Π(s(w)) con entrada cod(w)
es de aceptacio´n.
Si X ∈ MCfiD (g), entonces diremos que el problema X es resoluble por una
familia de sistemas celulares con membrana de entrada, pertenecientes a la
clase D, en tiempo acotado por g.
Por otra parte, en las condiciones de la definicio´n anterior diremos que el
par (cod, s) es una codificacio´n polinomial de X en Π.
Definicio´n 30 La clase de problemas de decisio´n resolubles en tiempo
polinomial por una familia de sistemas de computacio´n celular con membrana
de entrada, pertenecientes a la clase D, es la clase
PMCfiD =
⋃
k>0
MCfiD (n
k)
Esta clase es cerrada bajo reducibilidad en tiempo polinomial[24].
Proposicio´n 2 Sean X e Y problemas de decisio´n tales que X es reducible a
Y en tiempo polinomial. Si Y ∈ PMCfiD , entonces X ∈ PMCfiD .
Adema´s, se tiene que la clase PMCfiD es cerrada bajo complementario.
Obse´rvese que en las definiciones anteriores suponemos una confluencia de
los sistemas de la familia; es decir, los sistemas proporcionan la misma respuesta
para todas las computaciones que partan de la misma configuracio´n inicial.
A continuacio´n vamos a caracterizar la relacio´n P 6= NP mediante la irreso-
lubilidad en tiempo polinomial de problemas NP–completos a trave´s de sistemas
P de transicio´n.
5.2 Simulacio´n de ma´quinas de Turing por sistemas celulares
Comenzamos observando que es posible asociar un problema de decisio´n a cada
ma´quina de Turing, lo que nos permitira´ establecer con precisio´n que´ significa
que una tal ma´quina sea simulada por sistemas celulares.
Definicio´n 31 Sea TM una ma´quina de Turing, como dispositivo de decisio´n
de lenguajes, y con alfabeto de entrada ΣTM . El problema de decisio´n asociado
a TM es el problema XTM = (ITM , θTM ), siendo ITM = Σ
∗
TM ; y para cada
cadena w ∈ Σ∗TM , θTM (w) = 1 si y solo si TM acepta w.
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Diremos que la ma´quina TM es simulada en tiempo polinomial por una familia
de sistemas en la clase D si XTM ∈ PMCfiD o XTM ∈ PMCfD, segu´n si los
sistemas poseen o no membrana de entrada.
Consideramos las ma´quinas de Turing como dispositivos de decisio´n de
lenguajes; es decir, dichas ma´quinas paran sobre cualquier dato de entrada,
siendo el estado de parada igual al de aceptacio´n, en el caso en que la cadena
pertenezca al lenguaje decidido, o bien igual al estado de rechazo, en el caso en
que la cadena no pertenezca a ese lenguaje.
Proposicio´n 3 Sea TM una ma´quina de Turing determinista que trabaja en
tiempo polinomial. Entonces XTM ∈ PMCfiLR.
La prueba del resultado consiste en asociar a la ma´quina de Turing TM una
familia de sistemas celulares de tal forma que cada uno de ellos decida las
cadenas de entrada de un taman˜o determinado. En la figura 3 se proporciona
un diagrama de flujo que muestra el funcionamiento de estos sistemas una vez
recibida la cadena de entrada, codificada como un multiconjunto de objetos del
sistema (para detalles de la prueba, ve´ase [24]).
Figura 3: Simulacio´n de ma´quinas de Turing por sistemas celulares
Seguidamente, se establece una condicio´n suficiente para que se verifique
la relacio´n P 6= NP, en te´rminos de irresolubilidad en tiempo polinomial de
problemas NP–completos por sistemas P de transicio´n.
Proposicio´n 4 Si existe un problema NP–completo irresoluble en tiempo poli-
nomial por una familia de sistemas celulares reconocedores, entonces P 6= NP.
Demostracio´n . Sea X un problema NP–completo tal que X 6∈ PMCfiLR.
Supongamos que P = NP. Entonces X ∈ P. Luego existe una ma´quina de
Turing determinista, TM , que resuelve el problema X en tiempo polinomial.
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Por la proposicio´n 3, XTM ∈ PMCfiLR. Por tanto, existe una familia
ΠTM =
(
ΠTM (k)
)
k∈N+ de sistemas reconocedores de lenguajes que simula TM
en tiempo polinomial.
Consideremos la funcio´n codX : IX →
⋃
k∈N+ IΠTM (k), dada por codX(w) =
codTM (w), y la funcio´n sX : IX → N+, dada por sX(w) = |w|. Entonces se
prueba que la familia ΠTM es adecuada y completa, respecto de X, la funcio´n
codX y la funcio´n sX .
En consecuencia, se tendr´ıa que X ∈ PMCfiLR. Lo que es una contradiccio´n.
¤
5.3 Simulacio´n de sistemas celulares por ma´quinas de Turing
A continuacio´n vamos a probar que si un problema de decisio´n se puede resol-
ver en tiempo polinomial por una familia de sistemas reconocedores, tambie´n se
puede resolver en tiempo polinomial por una ma´quina de Turing determinista.
Para el disen˜o de la ma´quina de Turing nos hemos inspirado en un trabajo
de C. Zandron, C. Ferretti y G. Mauri [26], aunque dicho art´ıculo se enmarca
dentro del estudio de los sistemas celulares que usan membranas activas.
Proposicio´n 5 Si X ∈ PMCfiLR, entonces existe una ma´quina de Turing
determinista que resuelve el problema X en tiempo polinomial.
Demostracio´n . Sea Π =
(
Π(n)
)
n∈N+ una familia de sistemas de la claseLR que es polinomialmente uniforme por ma´quinas de Turing; y para la que
existe una codificacio´n polinomial (cod, s) de X en Π tal que dicha familia
esta´ polinomialmente acotada, es adecuada y completa respecto de X, la funcio´n
cod y la funcio´n s.
A continuacio´n asociamos al sistema Π(n) una ma´quina de Turing determi-
nista, TM(n), con mu´ltiples cintas, tal que, dado un multiconjunto de entrada,
m ∈ IΠ(n), la ma´quina reproduce una determinada computacio´n, fijada por el
proceso de funcionamiento de la ma´quina, de Π(n) sobre m.
El alfabeto de entrada de la ma´quina TM(n) coincide con el del sistema
Π(n). El alfabeto de trabajo contiene, adema´s, un s´ımbolo por cada etiqueta
asignada a las membranas de dicho sistema; los s´ımbolos 0 y 1, que permitira´n
operar con nu´meros representados en base 2; tres s´ımbolos que indicara´n si una
membrana no se ha disuelto, ha de disolverse o se ha disuelto; y tres s´ımbolos
que indicara´n si una regla esta´ en espera, es aplicable o no es aplicable.
El proceso de simulacio´n, como veremos, se puede estructurar en varias fases
realizan distintos bucles en los que se recorren las membranas de la estructura
de membranas original del sistema y las reglas asociadas a ellas. As´ı, el conjunto
de estados de la ma´quina de Turing contendra´ estados relacionados con dichas
membranas y reglas para cada una de las fases. Estos estados determinara´n en
que´ momento de la simulacio´n nos encontramos en cada paso del funcionamiento
de la ma´quina.
Seguidamente, detallamos las cintas de las que consta esta ma´quina.
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• Una cinta de entrada, que guarda una cadena representando el multicon-
junto de entrada recibido.
• Por cada membrana del sistema tenemos:
– Una cinta de estructura, que guarda en la segunda celda la etiqueta
del padre de la membrana, y en la tercera uno de los tres s´ımbolos
que indican si la membrana no se ha disuelto, si la membrana ha de
disolverse, o si la membrana se ha disuelto.
– Para cada objeto del alfabeto de trabajo del sistema:
∗ Una cinta principal, que guarda la multiplicidad del objeto, en
base 2, en el multiconjunto contenido en la membrana.
∗ Una cinta auxiliar, que guarda resultados temporales, tambie´n
en base 2, de aplicar las reglas asociadas a la membrana.
Tras la simulacio´n de cada paso del sistema P, el contenido de estas
dos cintas coincidira´.
– Una cinta de reglas, en la que cada celda a partir de la segunda
corresponde a una regla asociada a la membrana (suponemos que el
conjunto de dichas reglas esta´ ordenado), y guarda uno de los tres
s´ımbolos que indican si dicha regla esta´ en espera, si es aplicable, o
si no es aplicable.
• Para cada objeto del alfabeto de salida tenemos:
– Una cinta de entorno, que guarda la multiplicidad del objeto, en base
2, en el multiconjunto asociado al entorno externo.
A continuacio´n describimos sucintamente los pasos realizados por la ma´quina
Π(n) para simular un paso de transicio´n del sistema celular. Los algoritmos que
implementan cada uno de los pasos pueden encontrarse en [24].
• Inicializacio´n del sistema. En la primera fase del proceso de simulacio´n
seguido por la ma´quina de Turing se colocan en las cintas correspondientes
los s´ımbolos necesarios para que quede reflejada la configuracio´n inicial de
la computacio´n con entrada el multiconjunto m que se va a simular.
• Determinar las reglas aplicables. Para simular un paso del sistema celular,
lo primero que debe hacer la ma´quina de Turing es determinar el conjunto
de reglas que son aplicables (cada una de ellas de forma independiente) a
la configuracio´n considerada en las membranas a las que esta´n asociadas.
• Aplicacio´n de las reglas. Una vez determinadas las reglas aplicables, e´stas
se aplican de forma maximal a las membranas a las que esta´n asociadas.
El hecho de que las reglas se consideren en un cierto orden (usando
maximalidad local para cada regla, segu´n dicho orden) determina un
multiconjunto de reglas aplicable particular, fijando as´ı la computacio´n del
sistema que simula la ma´quina de Turing. No obstante, de la definicio´n de
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clases de complejidad que hemos realizado se deducira´ que la computacio´n
elegida no es relevante para la prueba del resultado que pretendemos
demostrar, debido a la confluencia del sistema.
• Actualizacio´n de los multiconjuntos. Una vez aplicadas las reglas a las
membranas, las cintas auxiliares de e´stas guardan los resultados obtenidos,
por lo que dichos resultados deben ser trasladados a las cintas principales
correspondientes.
• Disolucio´n de las membranas. Para terminar la simulacio´n de un paso de
la computacio´n del sistema P es necesario disolver las membranas segu´n
indiquen las reglas que se han aplicado en la fase anterior y reestructurar
el a´rbol de membranas, redefiniendo para ello la funcio´n padre de dicho
a´rbol.
• Comprobar si la simulacio´n ha terminado. Finalmente, tras terminar la
simulacio´n de un paso de la computacio´n del sistema Π(n), la ma´quina
de Turing debe comprobar si dicha computacio´n ha llegado a una
configuracio´n de parada y, en su caso, si la computacio´n es de aceptacio´n
o de rechazo.
Finalmente, consideremos la siguiente ma´quina de Turing determinista, TMΠ:
Entrada: w ∈ IX
– Calcular s(w)
– Construir TM(s(w))
– Calcular cod(w)
– Reproducir el funcionamiento de TM(s(w)) con dato de entrada cod(w)
Entonces, la ma´quina TMΠ resuelve el problema X en tiempo polinomial. ¤
Seguidamente vamos a establecer una condicio´n necesaria para que se veri-
fique la relacio´n P 6= NP a trave´s de sistemas reconocedores.
Proposicio´n 6 Si P 6= NP, entonces ningu´n problema NP–completo puede
ser resuelto en tiempo polinomial por una familia de sistemas celulares recono-
cedores.
Demostracio´n . Supongamos que existe un problema NP–completo, X, tal
que X ∈ PMCfiLR. Entonces, por la proposicio´n 5 existe una ma´quina de Turing
que resuelve el problema X en tiempo polinomial. Por tanto, X ∈ P. Luego
P = NP, lo que lleva a una contradiccio´n. ¤
De las proposiciones 4 y 6, se deduce la siguiente caracterizacio´n de la
relacio´n P 6= NP a trave´s de la irresolubilidad de problemas NP–completos
por familias de sistemas P reconocedores.
Teorema 7 Las proposiciones siguientes son equivalentes:
1. P 6= NP.
2. ∃X(X es un problema de decisio´n NP–completo ∧X 6∈ PMCfiLR).
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3. ∀X(X problema de decisio´n NP–completo→ X 6∈ PMCfiLR).
Finalmente, vamos a establecer una descripcio´n de la clase P de los pro-
blemas tratables en modo determinista, a trave´s de la clase de complejidad
polinomial relativa a sistemas celulares reconocedores de lenguajes.
Teorema 8 Se verifica que P = PMCfiLR.
Demostracio´n . Si X ∈ P, entonces de la proposicio´n 3, se deduce que
X ∈ PMCfiLR.
Por otra parte, si X es un problema de decisio´n resoluble en tiempo polino-
mial por una familia de sistemas P reconocedores de lenguajes, entonces de la
proposicio´n 5, resulta que X ∈ P. ¤
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