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Abstract: Sequential multispectral imaging is an acquisition technique that 
involves collecting images of a target at different wavelengths, to compile a 
spectrum for each pixel. In surgical applications it suffers from low 
illumination levels and motion artefacts. A three-channel rigid endoscope 
system has been developed that allows simultaneous recording of 
stereoscopic and multispectral images. Salient features on the tissue surface 
may be tracked during the acquisition in the stereo cameras and, using 
multiple camera triangulation techniques, this information used to align the 
multispectral images automatically even though the tissue or camera is 
moving. This paper describes a detailed validation of the set-up in a 
controlled experiment before presenting the first in vivo use of the device in 
a porcine minimally invasive surgical procedure. Multispectral images of 
the large bowel were acquired and used to extract the relative concentration 
of haemoglobin in the tissue despite motion due to breathing during the 
acquisition. Using the stereoscopic information it was also possible to 
overlay the multispectral information on the reconstructed 3D surface. This 
experiment demonstrates the ability of this system for measuring blood 
perfusion changes in the tissue during surgery and its potential use as a 
platform for other sequential imaging modalities. 
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1. Introduction 
Sequential imaging techniques are commonly used to detect changes in the spatial distribution 
of various molecules and biological materials. For example, chromophores such as 
haemoglobin [1–3], melanin and water [4] may be detected using multispectral imaging, the 
closely related technique of narrowband imaging can also allow cancer detection in flexible 
endoscopy [5–7], multispectral fluorescence imaging can indicate molecular targeting [8,9], 
and areas of differing cell density can be identified using polarisation imaging [10]. These 
techniques are based on the acquisition of multiple images of a sample at different 
wavelengths and/or polarisation states so that a complete spectrum can be built up for each 
pixel. The changing spectral features of interest can then be followed using a suitable 
mathematical model of light interaction with the tissue and chromophores of interest. These 
techniques have potential surgical applications in real-time determination of tissue 
oxygenation, aiding the diagnosis of mesenteric ischaemia. Alternatively, they may also prove 
useful in other applications of multispectral imaging, such as detection of Hirschsprung’s 
disease [11], transplanted organ viability [12,13], or visualisation of the bile duct [14]. 
The acquisition of a stack of multispectral images may take several hundred milliseconds 
or longer, depending on the exposure time of the camera, the number of wavelengths required 
and the switching time of the filter. During endoscopic investigation or surgery the camera 
and tissue may also change position, orientation and shape during the acquisition, since the 
surgeon holds the endoscope, the patient breathes and peristalsis occurs. This poses a problem 
for this technique, as the multispectral image stack must be aligned in order to extract 
information on the spatial variation in chromophore concentration. To deal with the motion 
problem, a number of solutions have been proposed including gating of image acquisition to 
the cardiac cycle using ECG [15]. However, this approach is not suitable for tissues where the 
dominant source of motion may be a less predictable source such as those mentioned earlier. 
Alternatively, ‘snapshot’ systems exist which aim to capture all the wavelength data 
simultaneously using a Wollaston prism or image slicer, and a large format CCD [16,17]. 
While these systems overcome the motion problem, they do so at the expense of spatial 
resolution and are incompatible with some sequential imaging modalities such as polarisation 
imaging. 
As a result of movement, motion blur, featureless tissue sites and low brightness in certain 
spectral ranges, accurate registration of the multispectral images becomes a challenging and 
time-consuming task. Previous work on the registration of hyperspectral images has involved 
the use of information contained in the stack itself to perform the alignment. Affine 
transformation methods such as the scale-invariant feature transform (SIFT) work by 
randomly choosing a set of feature points in an image and looking for correspondences within 
a reference image [18]. In an iterative process, false correspondences are eliminated and a 
suitable transform estimated assuming that there is no deformation. Other rigid transformation 
methods have detected differences between images in shift, rotation and scaling in the Fourier 
domain which could then be mapped to movement in a polar coordinate system [19]. To 
account for non-affine transformations that are more likely in a surgical scene, nonlinear 
methods such as those based on optical flow (Lucas-Kanade algorithm) have also been used, 
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which assume that motion of the tissue is homogenous in the local neighbourhood of a pixel 
of interest. Thus, patches rather than points are tracked between the test image and the 
reference to create a deformation field which can be used to correct the non-rigid 
transformation [18]. However, these methods do not take into account the wavelength-
dependent reflectivity of biological tissue and that features, such as blood vessels, detected in 
the blue end of the spectrum, may be invisible at the red end. Also, while good results were 
demonstrated for non-biological test objects, a truly laparoscopic in vivo demonstration was 
not shown. Other recent progress in multispectral image registration techniques during in vivo 
surgical procedures have shown that it is possible to align a stack of images by tracking sparse 
salient features and reduce the problem of wavelength-dependent features by propagating the 
solution from image to image [12,20]. However, this still finds limitations when applied 
across the entire visible spectrum (400-700 nm), for far red wavelengths where blood vessels 
are no longer visible, or for short blue wavelengths, where optical throughput is low and 
images may be noisy. 
Current multispectral systems designed for laparoscopic use are either based on a single 
image channel laparoscope [21] with the white light imaging that the surgeon uses for 
navigation in a separate scope, or alternatively, a single endoscope may be used and the 
modality switched between white light and multispectral imaging. However, locating a 
particular tissue site and maintaining the position of the multispectral laparoscope becomes a 
challenge due to the lower acquisition speeds of multispectral systems and the lack of 
spatial/colour cues that would normally be observed in the white light images. 
In this paper, a new trinocular system is described in detail, building on initial results 
presented recently [22], that combines colour stereoscopic viewing and multispectral imaging 
in a single rigid endoscope and simplifies navigation and identification of tissues of interest 
during a porcine laparoscopic procedure. The stereo views are used to reconstruct the surface 
structure of the tissue, track features as they move, and use this information to automatically 
align the multispectral images via back-projection in 3D space. The calibration procedure for 
the endoscope’s three channels is outlined, so that the mathematical relationships between the 
three channels in 3D can be defined. The reconstruction, alignment and ability to extract 
multispectral data are validated in an experiment using a phantom target (standard colour 
checker card). Data acquired with the system, during a minimally invasive surgical (MIS) 
procedure to examine the porcine large bowel, is presented in an initial clinical experiment to 
examine the possibility of following mesenteric perfusion in vivo with a view to detecting 
ischaemia. This is a significant medical problem due to the ambiguity of associated clinical 
signs and the lack of a suitable modality capable of immediate intra-operative diagnosis (the 
current ‘gold standards’ are mucosal biopsy and tissue histology, which may take several days 
to become available). Specific clinical scenarios in which a quantitative knowledge of 
mesenteric oxygenation would be beneficial include the assessment of the bowel at the site of 
anastomosis following colonic resection. Reduced blood supply to the anastomosis is a risk 
factor for anastomotic dehiscence (breakdown) which is associated with high morbidity and 
mortality. Also, during emergency surgery for bowel ischaemia knowledge of the tissue 
oxygenation could aid assessments of viability and therefore decision-making on how much 
bowel to resect and whether to perform a primary anastomosis or a stoma. The results of the 
first in vivo test of the trinocular system show that multispectral processing techniques are 
applied to gather information on mesenteric haemoglobin concentration despite the hurdles of 
motion artefacts and low light transmission. 
2. Materials and methods 
The imaging system is built on a customised trinocular (three channel) rigid endoscope 
(Intuitive Surgical, Inc., Sunnyvale, USA) with computer vision techniques developed for 
image alignment. 
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2.1. Three channel endoscope 
The optical design of the endoscope is shown in Fig. 1 (a), consisting of a pair of outputs for 
stereo viewing and a wide-angle central channel. A pair of 12.7 mm diameter, 50 mm focal 
length lenses were used to image onto the colour stereo cameras (IDS Imaging, uEye 2230-C). 
A 45° plane mirror was used to reflect the central channel to the multispectral optics. A 25.4 
mm diameter, 75 mm focal length lens was used to provide higher magnification in the wide-
angle central channel in order to set its field of view to be approximately the same as the 
stereo channels. The wider diameter lens also improves light collection efficiency from what 
is already a low light transmission channel due to its comparatively small diameter. The light 
source was a xenon lamp (xenon 300; Karl Storz GmbH) and was connected to the endoscope 
with a fibre-optic light cable. 
The LCTF (Varispec, CRI, Inc) was mounted after the 75 mm focal length lens along with 
a monochrome camera (Thorlabs DCU 223M). The LCTF has a spectral range running from 
400 to 720 nm and a resolution (FWHM) that varies from 7 nm at 400 nm to 20 nm at 720 
nm. A custom-written LabVIEW (National Instruments Corporation, USA) program was used 
to synchronise the multispectral camera with the LCTF so that an image was saved each time 
the filter tuned over a user-specified wavelength range and resolution, with an image saved by 
the camera at each step. Camera properties such as integration time, frame rate and gain could 
also be set from within the program. Data transfer between PC and devices was conducted 
using the USB 2.0 interface. Colour images were recorded at a resolution of 1024 × 768 pixels 
while 2 × 2 binning was used to improve the signal to noise ratio in the multispectral camera 
(512 × 384 pixels). At a working distance of 5 cm, the spatial resolution of the multispectral 
camera was approximately 0.7 mm. 
 
Fig. 1. (a) Optical set-up of the system [22]. (b) Photograph of the experimental arrangement. 
Since the principle of the alignment procedure relies on tracking features that are moving 
in time, the images from each camera must be acquired simultaneously. Due to the low 
transmission of the LCTF, a long integration time is required for the multispectral camera, 
making this the speed-limiting element. The cameras were synchronised using a 
programmable digital output (NI USB-9472, National Instruments Corporation, USA), 
providing a 9 V square wave (T = 1 s) to their digital inputs. The software for controlling the 
three cameras and LCTF was combined in one program, while the trigger signal was 
generated from a separate LabVIEW program running in parallel. For the in vivo experiment, 
the integration time and gain were set to 700 ms and 25 respectively for the multispectral 
camera, and 90 ms and 20 for the stereo cameras. For the colour-checker card experiment, the 
increased reflectivity of the surface meant that a lower gain setting could be afforded. 
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2.2. Stereo reconstruction and multispectral projection 
In this paper, a number of computer vision techniques developed for 3D reconstruction using 
stereoscopic cameras [23] and tracking the motion of tissue in vivo [24,25] are combined to 
aid alignment of the multispectral images and visualisation of the processed data [22]. 
Each camera was geometrically modelled using the pinhole projection model [26], 
mapping points in 3D space, M = [X Y Z] onto each image plane in pixel coordinates m = [x 
y] as a matrix multiplication: 
 [ | ] , [ | ] , [ | ] .L L R R R R M M M Mt t t t t t= = =m K I 0 M m K R t M m K R t M  (1) 
The intrinsic camera model parameters, K, for each camera were determined with a 
photogrammetry-based technique using multiple views of a planar calibration object of known 
dimensions [27]. The pose of each camera, described by a rotation matrix R and translation 
vector t, with respect to a reference coordinate system (taken as the left camera) could also be 
computed during the calibration process. Thus, with a fully calibrated system, the 
mathematical relationship between common features in each camera is characterised and the 
projection of 3D tissue surface points onto the 2D image planes of the cameras can be readily 
performed using the derived matrix multiplication factors. An illustration of this geometric 
relationship is shown in Fig. 2. 
 
Fig. 2. Illustration of trinocular endoscope imaging geometry. Geometric calibration of the 
system means that image points in the left and right white light images can be used to 
triangulate the 3D position of points on the tissue surface. These can then be reprojected into 
multispectral image coordinates. We track the motion of points in the white light images as 
these have consistent light appearance and we use the reprojection capability of the calibrated 
system to maintain a track of the respective region in the multispectral image. 
By matching image primitives across the multiple views acquired with the system, it was 
possible to quantitatively recover the 3D structure of the subject by triangulating line-of-sight 
rays, q, from the two white light channels as shown in Fig. 2 [28]. The triangulation process 
involves a least squares solution by rearranging the equations for the left and right projection 
from Eq. (1). For soft-tissue undergoing deformation, the 3D motion of the surface could be 
determined by tracking surface points [23] or a geometric surface parameterisation [24]. 
2.2.1 Feature tracking and image alignment 
The main processing steps for each image triplet are summarised in Fig. 3. After the cameras 
have been calibrated, the surface shape of the object (phantom, in vivo tissue) under 
investigation is reconstructed by triangulating corresponding features in each of the stereo 
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views using the geometry shown in Fig. 2. Once this is done, the position of these features, 
which are selected based on intensity gradient information, can be tracked in time over the full 
set of images by employing stereo-temporal constraints using a stereoscopic variant of the 
Lucas-Kanade algorithm [25]. 
 
Fig. 3. Image processing algorithm schematic. The raw image stacks are acquired 
simultaneously using the synchronised endoscope cameras. Features are identified and tracked 
in 3D throughout the image stack. The transformations needed to align these features are 
derived and implemented. Each feature is then projected through 3D space onto the 
multispectral camera using the calibration relations, so that they are automatically aligned in 
the multispectral 2D images. These can then be processed to extract the reflectance spectrum at 
each pixel location over the stack and compute relative concentrations of chromophores of 
interest. The processed image may then be reprojected onto 3D space to aid visualisation. 
Once the location of corresponding 3D features are identified over the full set of images 
(across time and the stereo pair), a function may be derived that maps each point onto a 
reference image (the first image acquired in the series) by using the calibration information 
with Eq. (1) and the temporal correspondence of the points. Using the calibration matrix 
multiplications, these features can then be back-projected from 3D space to the multispectral 
image plane, aligning each of these images automatically. The chief advantage of this 
procedure is that the algorithm only requires the feature information from the sharp, full 
colour stereo images for the alignment. The multispectral images, which can suffer from low 
light transmission, wavelength-dependent features and motion blur due to the longer 
integration times required, are automatically aligned using the data from the controlled 
calibration. Of course, there are limitations and feature tracking can fail in the presence of 
occlusions due to specular highlights, surgical instruments or dynamic effects such as 
bleeding. These can potentially be overcome by more complex matching strategies and 
motion modelling predicting physiological tissue motions, however, this was beyond the 
scope of our current study. 
Furthermore, for subjects with a known geometric structure, such as planes, the 
multispectral images can also be warped using projective transformations such as 
homographies [26] in order to fully align a stack of images. This technique is first used in a 
proof-of-concept experiment, where a planar object is moving with respect to the endoscope. 
Subsequent to this, the first in vivo results obtained with the system are presented, in which an 
arbitrary tissue surface was imaged. 
2.3. Multispectral processing 
Once the images from the multispectral channel are aligned, it is possible to process them and 
extract the reflectance spectra of the tissue of interest. The absorbance spectrum at each pixel 
is calculated by taking the logarithm of the ratio of reflected intensity from the sample (IS) to 
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that from a reflectance standard (Specralon; Labsphere, Inc., USA) (IR): 
 log ,S D
R D
I I
A
I I
 −
= −  − 
  (2) 
where ID is the ‘dark intensity,’ recorded at each pixel when the illumination source is 
switched off and accounts for any background signal from ambient light. For the in vivo 
experiment, this term was neglected as the procedure was carried out laparoscopically. The 
term inside the brackets in Eq. (2) is the reflectance. Given that the main absorber of light in 
tissue is haemoglobin, and assuming that other chromophores are negligible and that the 
effects of scattering are flat across the wavelength range of interest (visible range), the 
absorbance is given by 
 
22
( ) [ ] [ ] ,HbO HbA HbO Hb D
λ λλ ε ε= + +   (3) 
where ελHbO2 and ελHb are the known extinction coefficients of oxy- and deoxyhaemoglobin 
[29,30] at wavelength λ that have been convolved with each of the LCTF’s transmission bands 
to account for their wavelength-dependent width, [HbO2] and [Hb] are their relative 
concentrations, and D is a constant term to allow for light lost through other mechanisms such 
as scattering (this assumption and model of light propagation has been used in several 
previous studies [1,15,30–35]). The relative concentrations of chromophores present in the 
tissue is then obtained by carrying out a linear least squares regression of the experimentally-
acquired absorbance spectrum at each pixel (Eq. (2)) on the model described by Eq. (3). 
Tissue oxygen saturation (SaO2) can be calculated as the amount of oxygenated haemoglobin 
(HbO2) expressed as a percentage of total haemoglobin (Hbt = HbO2 + Hb). 
3. Results 
3.1. Phantom validation 
To demonstrate the capabilities of the system, a standard Macbeth colour chart was chosen 
as the object. It was placed in front of the endoscope and images recorded as the position of 
the chart was changed and the LCTF scanned through the 420-700 nm wavelength range so 
that the final data set consisted of synchronised images from the multispectral and colour 
cameras of the object in different orientations. The 3D reconstruction method described above 
was then used to warp and align each of the images, allowing recovery of the multispectral 
data. 
To test the accuracy of the reproduction of the images, a reflectance spectrum for each of 
the colour panels was calculated and compared to spectra obtained in a control experiment 
while the target remained static. The red, green and blue filter response of the colour stereo 
cameras was calculated by acquiring images of the reflectance standard through the LCTF 
(decoupled from the endoscope) and dividing by the reference spectrum to correct for the 
CCD sensitivity. This data was used to reconstruct the colour of each panel in the aligned 
multispectral images by integrating them over the measured filter response. The results seen 
in Fig. 4 (d) show that the shape of the normalised reflectance spectrum in each colour panel 
can be reproduced, along with the colour of each panel, in spite of the fact that it is moving 
significantly (approximately 3 cm in directions perpendicular to camera axis, 5 cm in 
directions parallel to camera axis, rotation ≈10°) in comparison to typical movements 
associated with breathing. The movement was equivalent to an average shift of 71 pixels 
(36% of the diagonal length of one of the colour panels). 
This agreement between the spectra was quantified using Bland-Altman analysis [36], 
where it was found that there was negligible bias in the spectra measured by the trinocular 
system (average difference in reflectance = 0.03), and 95% of the differences were found, on 
average, in the range ±0.20 (normalised reflected intensity). The full results for each of the 
colour panels (starting from the top left as seen in Fig. 4) are given in Table 1. 
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Fig. 4. (a) Reconstructed colour image of checker card using misaligned multispectral images. 
(b) Colour checker reconstructed using multispectral images of stationary target. (c) Image of 
colour checker card acquired using colour CCD camera. (d) Colour image of moving chart 
reconstructed using the aligned multispectral camera images along with reflectance spectra 
(normalised intensity vs. wavelength) for each panel. The reflectance spectrum for each colour 
panel calculated using the aligned images (blue dots) is compared with that calculated from 
images of a stationary target (red dots). 
Table 1. Bland-Altman analysis of the agreement between spectra measured using 
multispectral images of a static colour checker card, and images of a moving card aligned 
using the 3D reconstruction and tracking algorithm 
 
Panel No. 
1 2 3 4 5 6 7 8 9 
Average Difference 0.0218 0.0609 0.0018 0.0489 0.0066 0.1437 0.0387 0.0692 0.0125 
σ 0.1552 0.1334 0.0962 0.1184 0.0856 0.1225 0.1102 0.0847 0.0438 
L.O.A. (±) 0.3042 0.2614 0.1885 0.2321 0.1677 0.2400 0.2160 0.1661 0.0859 
The average absolute difference between the normalised reflected intensity across all wavelengths is presented, along 
with the standard deviation of the differences (σ) and the limits of agreement (L.O.A.), which are defined as ±1.96 × σ 
and represent the range in which 95% of the differences are found. 
The blur on the edges of the colour panels is due to slight misalignment of the ‘dewarped’ 
images. However, this error is small (≈0.5 mm) in comparison with the gross displacement of 
the target, and does not prevent recovery of the spectral data. 
3.2. In vivo testing 
In vivo testing was performed on a 75 kg female pig under general anaesthesia during a 
laparoscopic procedure (UK Home Office approved licence PPL 80/2297). The trinocular 
system was inserted into the abdomen through an 11 mm laparoscopic port and held stationary 
using two endoscope clamps fixed to the operating table. The LCTF was set to cycle through 
the wavelength range 440 nm to 720 nm in 10 nm steps, resulting in a stack of 29 
multispectral images. Acquisition of the full stack of image triplets took approximately 30 
seconds, during which time movement due to breathing was evident. It should be noted that 
subsequently only the 500-630 nm range was used in the spectral analysis as the signal outside 
this range was close to the level of system noise. The mathematical model applied to the 
reflectance spectra was of the form shown in Eq. (3), which assumed that haemoglobin 
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absorption was the only significant attenuator of light. For processing the images and testing 
the alignment algorithm, small sections or ‘patches’ of an image were assessed individually, 
each centred on a corresponding feature. 
Breathing was the main source of motion during the experiment, but other irregular 
movements to be compensated for included peristalsis and small variations in the endoscope’s 
position in its mechanical holder or minor motion of the surgeon’s hand, which was also 
supporting the device. The movement of a sample patch tracked using the system is shown in 
Fig. 5. In this case, the factors mentioned above caused displacements of 15-20 mm in the x-y 
plane. This is illustrated in the attached video files that show tracking of a feature in one of the 
stereo cameras, for three different patches, alongside multispectral data acquisition (intensity 
equalised for clarity) before and after alignment (Media 1, Media 2, Media 3). The back-
projected locations of the same feature in the raw multispectral images show that the 
algorithm can track the tissue without depending on salient features. Once this tracking has 
been accomplished, a simple transformation aligns the image patches so that the tracked 
feature is matched in the full image series. 
 
Fig. 5. Motion tracking in vivo. The location of the patch is tracked in the colour stereo cameras 
(right camera; top row). The feature is back-projected onto the multispectral camera (middle 
row). Multispectral images are aligned using the back-projected feature (bottom row). See 
Media 1, Media 2, and Media 3. 
Once each patch was aligned across all the acquisitions in a particular experiment, the 
multispectral images were processed by fitting the absorbance at each pixel to the model 
described by Eq. (3). This resulted in a concentration value for the haemoglobins and the 
offset value D. Colour images of the tissue in each patch were also reconstructed using the 
same technique as that used in the phantom validation (Section 3.1). These colour images are 
shown in Fig. 6 along with maps of Hbt, before and after alignment. 
In the raw images (before alignment), the largest blood vessel in the field of view is still 
visible but is blurred due to motion artefacts. However, after alignment these vessels are more 
defined and have higher contrast with the surrounding tissue. Smaller blood vessels branching 
off the side of the large vessel are clearly visible in the aligned images of several patches but 
are completely averaged out in the raw images. This is further supported by the Hbt maps, 
which show that the areas of highest blood content correspond to the locations of the vessels 
after alignment. In the raw images, erroneously high Hbt values are seen in the areas around 
the large blood vessel and low values in the regions corresponding to the locations of smaller 
vessels. 
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Fig. 6. Colour images of selected patches of intestinal tissue reconstructed from the 
multispectral stack of images, and corresponding maps of total haemoglobin. Arrows indicate 
smaller blood vessels that are washed out in the raw images but become visible after alignment. 
The smear effect on Patch 4 and 5 is due to pixel padding after the region of interest around 
those features moved outside the boundary of the raw multispectral image. 
 
Fig. 7. Stereo pair (left and right) used for feature tracking and 3D reconstruction shown 
alongside the finished surface. The processed Hbt data from the patches analysed in Fig. 6 are 
overlaid onto the surface. 
The implications that misalignment has for the recorded spectra are particularly noticeable 
in regions near blood vessels. In these areas, pre-alignment, the signal over the full 
wavelength range could variously come from an area with a high blood content (vessel) or 
low blood content (parenchyma) depending on the movement of the tissue during acquisition. 
This can result in fitting errors due to the spatial averaging of the spectrum, causing 
overestimation of Hbt and SaO2 in the parenchyma and underestimation in the vessels. 
The visualisation capabilities of the system are demonstrated in Fig. 7. A dense 
reconstruction of the surface is provided by the stereo cameras while the locations of the 
patches analysed in Fig. 6 are indicated. After processing it was possible to reproject pixels 
from the multispectral camera back onto the surface, providing functional information 
overlaid on the white light image. 
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4. Discussion and conclusions 
A trinocular channel endoscope for obtaining simultaneous stereoscopic and multispectral 
images has been tested on a phantom test object and in vivo during a laparoscopic surgical 
procedure. The normal white light view of the surgeon is not disrupted as the colour stereo 
cameras allow navigation to sites of interest while the multispectral camera acquires data 
simultaneously through the third channel. The results of the phantom experiment showed that 
by using the calibrated system to track surface features in 3D, the multispectral image stack 
could be aligned automatically despite significant movement of the subject during the 
acquisition process and varying visibility of salient features in the multispectral channel. Once 
aligned, qualitative and quantitative results could be obtained from the spectral information 
contained within. 
The results of the in vivo experiment showed that when applied in this complex surgical 
environment, the system was capable of following the arbitrary shape of intestinal tissue and 
compensating for the motion associated with breathing and peristalsis. Using the aligned 
images, it was possible to extract the absorbance spectrum at each point in the field of view 
and calculate the relative blood content and oxygen saturation. After processing, it was 
possible to project this information back onto the colour view. The main limitation of the 
current system is the acquisition time for a single stack of multispectral images which is close 
to 30 s for 30 different wavelengths. This is due to the LCTF: its switching time was of the 
order of 50 ms, but its poor optical throughput (5-50%) meant that long integration times also 
had to be used for each wavelength. With a faster filter such as an acousto-optic tuneable filter 
(AOTF), a more sensitive camera such as an EMCCD [18] and real-time 3D reconstruction 
and tracking algorithms [25], this system could achieve real-time operation suitable for use in 
the clinic. Furthermore, the light propagation model used will be updated to improve the fit to 
the experimental results by accounting for differential pathlength variations across the 
spectrum [37]. Other multivariate analysis techniques such as support vector machines [38] 
will be implemented to classify tissue according to oxygenation or disease-status. 
The three-dimensional tracking and alignment algorithm has been shown to be successful 
in aligning multispectral images in the presence of a range of different motions, independent 
of varying light levels in the multispectral channel. Future work on the robustness of this 
routine will involve incorporation of specular highlight elimination and tool segmentation. 
This will prevent loss of a feature of interest due to the presence of a highly reflective foreign 
material in the search region. A further development could also incorporate ‘de-blurring’ of 
images in the multispectral channel using knowledge of the camera integration time and the 
relative motion of the endoscope and tissue. Finally, we intend to optimise the reprojected 
feature stack in order to remove small motion artefacts which can appear with feature drift in 
the colour images. This final optimisation step could potentially include cross image-modality 
metrics such as mutual information in an attempt to combine measurements across all the 
cameras. 
Although applied to multispectral imaging here, this technique could be applied to any of 
the sequential image acquisition modalities previously mentioned (multispectral fluorescence, 
narrowband or polarisation-resolved imaging) as well as in dynamic small animal imaging 
and microscopy. The system may be integrated into robotic-assisted minimally invasive 
surgical systems such as the da Vinci, to provide morphological and functional feedback to 
the surgeon, since the stereo view of the tissue is a standard feature of this console. 
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