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INVERSE PROBLEMS ON LOW-DIMENSIONAL MANIFOLDS
GIOVANNI S. ALBERTI, A´NGEL ARROYO, AND MATTEO SANTACESARIA
Abstract. We consider abstract inverse problems between infinite-dimen-
sional Banach spaces. These inverse problems are typically nonlinear and
ill-posed, making the inversion with limited and noisy measurements a deli-
cate process. In this work, we assume that the unknown belongs to a finite-
dimensional manifold: this assumption arises in many real-world scenarios
where natural objects have a low intrinsic dimension and belong to a certain
submanifold of a much larger ambient space. We prove uniqueness and Ho¨lder
and Lipschitz stability and derive a globally-convergent reconstruction algo-
rithm from a finite number of measurements. Several examples are discussed.
1. Introduction
We consider the problem of inverting the operator equation
F (x) = y,
where F is a possibly nonlinear map between Banach spaces modeling a measure-
ment (forward) operator, x is an unknown quantity to be recovered and y is the
measured data. This serves as a model of well-known inverse problems such as
computed tomography, magnetic resonance, ultrasonography, and inverse problems
for partial differential equations (PDE).
In an ideal setting, with infinite-precision measurements and no noise, many
important inverse problems can be solved – i.e. there is a unique solution – and
stability holds, possibly in a very weak form, for the reconstruction. However, in real
applications, the measurements are affected by noise and only a finite-dimensional
projection can be acquired. Another issue is the ill-posedness of the map F , that
can amplify the noise in the measurements if not properly taken into account. This
can be observed in the stability estimates, which may be of logarithmic type [6]
when no particular assumptions on the unknown are imposed: this is an intrin-
sic phenomenon of some ill-posed problems [40] and it reflects in poor numerical
reconstructions. Lipschitz and Ho¨lder stability estimates have great impact on ap-
plications, since they allow for good numerical reconstructions [26]. It is therefore
a fundamental question to find explicit conditions on the problem that guarantee
good stability properties.
Date: September 2, 2020.
2010 Mathematics Subject Classification. 35R30, 58C25.
Key words and phrases. Inverse problems, Caldero´n problem, inverse conductivity problem,
machine learning, manifolds, global uniqueness, Lipschitz stability, reconstruction algorithm.
This work has been carried out at the Machine Learning Genoa (MaLGa) center, Universita`
di Genova (IT). The authors are members of the “Gruppo Nazionale per l’Analisi Matematica, la
Probabilita` e le loro Applicazioni” (GNAMPA), of the “Istituto Nazionale per l’Alta Matematica”
(INdAM). GSA and A´A are supported by a UniGe starting grant “curiosity driven”. A´A is
partially supported by the grants MTM2017-85666-P and 2017 SGR 395.
1
2 GIOVANNI S. ALBERTI, A´NGEL ARROYO, AND MATTEO SANTACESARIA
There is a wide literature on Lipschitz stability results for nonlinear ill-posed
inverse problems (mostly inverse boundary value problems for PDE) under the
assumption that the unknown belongs to a known finite-dimensional subspace or
submanifold of a Banach space [11, 18, 17, 15, 28, 16, 8, 7, 9, 19, 43, 20]. All
these results require infinitely many measurements, even though the number of
degrees of freedom to recover are finite. Similar results have been obtained with a
finite number of measurements, mostly regarding inverse boundary value problems
[27, 3, 2, 29, 42, 4, 30, 5, 38] and scattering problems in the case when the unknown
has a periodic, polygonal or polyhedral structure [25, 10, 14, 31, 21, 22, 37].
In the previous work [4], two of the authors presented a general framework for
nonlinear inverse problems with a finite number of measurements. They showed
that if the measurements are carefully projected on a finite-dimensional space, de-
pending on the map F and on some a priori assumptions on the unknown quantity,
then the inverse problem can still be solved with the same stability behaviour as
in the ideal setting. This was obtained following some ideas appeared in Lipschitz
stability results for nonlinear ill-posed problems [13, 24] combined with finite di-
mensional approximations used in [2, 30]. The main assumption on the unknown
was that it belongs to a known finite-dimensional linear subspace of a Banach space.
In this work, we extend the results of [4] by removing the linearity assumption.
We allow the unknown to belong to a finite-dimensional submanifold of a Banach
space. In other words, we allow the prior to be expressed via nonlinear constraints:
this setup arises in many real-world scenarios where the objects of interest have
a low intrinsic dimensionality compared to the large dimension of the ambient
space. Priors expressed with manifolds are very popular in machine learning, for
example in manifold learning and nonlinear dimensionality reduction [35, 36, 23],
and especially when machine learning is applied to solving inverse problems [1, 33,
39, 12]. In particular, the methods developed in [32] are based on the so-called
M-RIP property, which is exactly the Lipschitz stability estimate we derive in this
work. We note that low-dimensional manifolds are also used for image denoising
[41].
Under this much weaker assumption we are able to obtain a general Ho¨lder
and Lipschitz stability result with infinite-precision measurements and also a sim-
ilar result from a finite number of measurements. The main finding is that the
ill-posedness of an inverse problem can be mitigated not only by imposing linear
constraints on the unknown, but also with nonlinear constraints. More precisely,
we only require the unknown to belong to a C1 manifold of a Banach space X ,
not necessarily embedded in X but only satisfying some Ho¨lder or Lipschitz em-
bedding properties, as described in the next section. Most of the conditions on the
map F and on the C1 manifold are sharp, as we show with many examples and
counterexamples. The approach is based on the inverse function theorem, by using
the differential of F , as in many of the papers mentioned above, often based on
the use of the Fre´chet derivative of F composed with the parametrisation of the
manifold. Thus, the results of this work may be seen as a generalisation of those
ad-hoc methods to the abstract manifold setting.
This work is structured as follows. In Section 2 we present the framework and the
main stability results. Many examples and counterexamples are given to motivate
the assumptions. Sections 3 and 4 are devoted to the proofs of the main results. In
Section 5 we present a globally convergent reconstruction algorithm based on the
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Lipschitz stability estimate and on [26]. In Section 6 we present several examples of
manifolds in Banach spaces that verify the assumptions of the stability estimates.
Moreover, as an application, we obtain a Lipschitz stability estimate for the ill-posed
inverse problem of differentiation. In Appendix A we recall some basic concepts
related to the tangent space of a manifold and the differential of maps between
manifolds. Finally, Appendix B contains some technical estimates regarding the
size of the symmetric difference between balls in Rn.
2. Stability estimates
Let X and Y be Banach spaces with norms ‖ · ‖X and ‖ · ‖Y , and let A ⊆ X be
an open set. In this work, we focus on solving the inverse problem
F (x) = y,
where F : A → Y is the forward map, possibly nonlinear. As discussed in the
introduction, we assume x ∈M , for a certain known manifold M ⊆ X , as detailed
below.
We always assume that F is Fre´chet differentiable, namely, for every x ∈ A there
exists a bounded linear operator F ′(x) ∈ L(X,Y ) such that
lim
y→x
‖F (x)− F (y)− F ′(x)(x − y)‖Y
‖x− y‖X = 0,
and that the map F ′ : A→ L(X,Y ) is continuous: in short, we write F ∈ C1(A, Y ).
2.1. Stability with infinite measurements. Our starting point is a Lipschitz
stability result that can be found in [13, Proposition 5] and [24, Theorem 2.1],
where sufficient conditions for Lipschitz stability are provided in the case in which
M = W ⊆ X is an n-dimensional subspace and x ∈ K, where K ⊆ W ∩ A
is a known compact and convex subset. However, the convexity of K is not a
reasonable assumption towards a generalization of this result to a differentiable
manifold M ⊆ X . In our first result we show that the convexity of K can actually
be dropped from the assumptions of [24, Theorem 2.1]. Indeed, the property of a
line segment being included in K is needed only in the case in which the endpoints
are close enough. The following result is then obtained by constructing a suitable
neighbourhood of K which contains all line segments up to a certain length.
Theorem 1. Let X and Y be Banach spaces, A ⊆ X be an open set, W ⊆ X be an
n-dimensional subspace and K ⊆ W ∩ A be a compact subset. Consider a Fre´chet
differentiable map F ∈ C1(A, Y ) satisfying that
(1) F
∣∣
K
is injective;
(2) F ′(x) ∈ L(X,Y ) is injective on W for every x ∈W ∩ A.
Then there exists C > 0 such that
(2.1) ‖x− y‖X ≤ C‖F (x)− F (y)‖Y , x, y ∈ K.
It is worth observing that the assumption on the continuity of F ′ may not be
dropped, as shown in the following example.
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Example 1. Let us take A = X = Y = R, K = [0, 1] and F = f : R → R the
function defined as
f(x) : =

x
2
(
sign(x) + sin
1
x
)
+ x if x 6= 0,
0 if x = 0.
It turns out that f is continuous and differentiable, but f ′ is not continuous at
x = 0. More precisely, we have
f ′(x) = 2x
(
sign(x) + sin
1
x
)
− cos 1
x
+ 1, x 6= 0, f ′(0) = lim
x→0
f(x)
x
= 1.
Then f ′(x) > 0 for every x ∈ R and, in particular, f is injective. However, (2.1)
does not hold. Indeed, for xk =
1
2kpi we have that
lim
k→∞
f ′(xk) = lim
k→∞
1
kπ
= 0.
If f were Lipschitz stable, there would exist a constant C > 0 such that f ′(x) ≥ C
for every x, a contradiction.
Next we introduce some concepts that will be needed for the generalization
of the Lipschitz stability estimate to manifolds. We start by the definition of a
differentiable manifold in a Banach space.
Definition 1. Let X be a Banach space. We say that M ⊆ X is an n-dimensional
differentiable manifold in X if there exists an atlas {(Ui, ϕi)}i∈I , with Ui ⊆ M ,⋃
i∈I Ui = M and ϕi : Ui → Rn, such that
(1) for every i ∈ I, Ui and ϕi(Ui) are open sets, with respect to the topologies
of M inherited from X and of Rn, respectively;
(2) for every i ∈ I, ϕi : Ui → Rn is a homeomorphism onto its image ϕi(Ui);
(3) for every i, j ∈ I, the transitions maps
ϕj ◦ ϕ−1i : ϕi(Ui ∩ Uj)→ ϕj(Ui ∩ Uj)
are continuously differentiable.
Therefore, given x ∈ M and i ∈ I such that Ui ∋ x, the map ϕ−1i can be seen
as a parametrization of M in a neighbourhood of x. We shall denote the tangent
space of M at x ∈M by TxM . For the precise definition, see Appendix A.
Note that M is always a topological submanifold of X . However, in general M
is not a differentiable submanifold of X , since the two differential structures may
not be compatible, meaning that the tangent space TxM may not be contained in
X . In other words, the differentiability of M has to be understood in an intrinsic
sense, independently of the structure of the ambient space where M lies. In fact, it
is easy to construct differentiable manifolds which are not differentiable as objects
contained in a given Banach space X (e.g., M = {(x, |x|) : x ∈ R} ⊆ R2 = X or
see the example in Section 6.1). Therefore, as it will be made clear later, we will
need to require certain regularity with respect to the norm in X .
Definition 2. Let X be a Banach space and M ⊆ X be an n-dimensional dif-
ferentiable manifold. We say that M is α-Ho¨lder in X , with α ∈ (0, 1], if there
exists ℓ ∈ (0, 1] such that, for every i ∈ I, the map ϕ−1i : ϕi(Ui) → M is α-Ho¨lder
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continuous with respect to ‖ · ‖X , that is
(2.2)
|ϕi(x)− ϕi(y)|α
‖x− y‖X ≥ ℓ, x, y ∈ Ui.
If α = 1, we say that M is Lipschitz in X .
Next, we recall the definition of differentiability of a function on a differentiable
manifold.
Definition 3. Let X and Y be Banach spaces and M ⊆ X be an n-dimensional
differentiable manifold. We say that a mapping F : M → Y is differentiable if
F ◦ ϕ−1i : ϕi(Ui) → Y is Fre´chet differentiable for every i ∈ I. In addition, if the
maps (F ◦ ϕ−1i )′ : ϕi(Ui) → L(Rn, Y ) are continuous for every i ∈ I, we write
F ∈ C1(M,Y ).
Note that, even though F is not necessarily Fre´chet differentiable from M to Y ,
it is always continuous, since M is a topological submanifold of X .
We now state the first main Ho¨lder and Lipschitz stability result of this subsec-
tion.
Theorem 2. Let X and Y be Banach spaces, α ∈ (0, 1], M ⊆ X be an n-
dimensional differentiable manifold α-Ho¨lder in X and K ⊆ M be a compact set.
Consider a differentiable map F ∈ C1(M,Y ) satisfying that
(1) F is injective;
(2) the differential dFx : TxM → Y is injective for every x ∈M .
Then there exists a constant C > 0 such that
(2.3) ‖x− y‖X ≤ C‖F (x)− F (y)‖αY , x, y ∈ K.
Observe that the second assumption in the previous theorem is a hypothesis
regarding the differential dFx. This means that the condition on F is tied to the
structure of the manifold where the function is defined. The differentiability of F
may be uncoupled from the differential structure of M when the manifold M is
embedded in X , as we now discuss.
Remark 1. We say that an M is embedded in X if the inclusion map M →֒
X is an embedding between differentiable manifolds, that is, if ϕi : Ui → ϕi(Ui)
is a diffeomorphism for every i ∈ I, namely, ϕ−1i : ϕi(Ui) → X is continuously
differentiable and
(
ϕ−1i
)′
(ϕi(x)) : R
n → X is injective for every x ∈ Ui. In other
words,M is embedded in X if it inherits the differential structure of X . It is worth
observing that a manifold M may be Lipschitz in X but not be embedded in X ,
see Example 2 below.
Thanks to a simple calculation (see Appendix A.2), when M is embedded in X
the differential of F coincides with its Fre´chet derivative restricted to TxM , which
may be identified with a subspace of X . More precisely, we have
dFx = F
′(x)|TxM .
Thus, when M is embedded in X , assumption (2) in Theorem 2 may be replaced
by the condition
F ∈ C1(A, Y ) and F ′(x) is injective on TxM ⊆ X for every x ∈M ,
where A ⊇M is an open set of X .
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The following result is a consequence of Theorem 2 and Remark 1.
Corollary 1. Under the assumptions from Theorem 2, if {(Ui, ϕi)} is an atlas
for M , then F (M) ⊆ Y is an n-dimensional differentiable manifold with the atlas
{(F (Ui), ϕi ◦ F−1)}. Furthermore, F (M) is embedded in Y and dFx : TxM →
TF (x)F (M).
Proof. The Ho¨lder stability estimate (2.3) yields that F : M → F (M) ⊆ Y is
a homeomorphism. Moreover, since {(Ui, ϕi)} is an atlas for M satisfying the
conditions from Definition 1, then F ◦ ϕ−1i is also an homeomorphism, and we can
define an atlas for F (M) by {(F (Ui), ϕi ◦F−1)} so that F (M) is an n-differentiable
manifold in Y . By Remark 1, to see that F (M) is embedded in Y we just need to
check that ϕi◦F−1 : F (Ui)→ ϕi(Ui) is a diffeomorphism, that is, F ◦ϕ−1i : ϕi(Ui)→
Y is continuously differentiable and (F ◦ϕ−1i )′(ϕi(x)) : Rn → Y is injective for every
x ∈ Ui, which are granted by the hypothesis F ∈ C1(M,Y ) (Definition 3) and the
fact that dFx is injective by assumption, respectively. 
In the following example we show that, if the manifold is not embedded, the
Fre´chet differentiability of F alone is not a sufficient assumption, even if F ′(x) is
injective on the whole X for every x ∈M .
Example 2. Let M = {χ[t,t+1] : t ∈ R} ⊆ L1 = L1(R) and consider the function
ϕ : M → R defined as ϕ(χ[t,t+1]) = t for every t ∈ R. We first check that the
conditions from Definition 1 are satisfied so that M is a 1-dimensional differen-
tiable manifold together with the atlas {(M,ϕ)}. Since ϕ−1(t) = χ[t,t+1], a direct
computation shows that
(2.4) ‖ϕ−1(s)− ϕ−1(t)‖L1 = 2min(1, |s− t|).
Thus, ϕ is an homeomorphism. Finally, we just simply observe that, since the
atlas associated to M has only one chart, the unique transition map ϕ ◦ϕ−1 is the
identity operator on R, so M is a differentiable manifold. Furthermore, in view of
Definition 2, by (2.4) it turns out that M is Lipschitz in L1. However, M is not
embedded in L1 because ϕ−1 : R→ L1 is not differentiable.
Now we consider a function F : L1 → L1 satisfying all the hypotheses in Theo-
rem 2 except the injectivity of (F ◦ ϕ−1)′(ϕ(x)) ∈ L(R, L1), which is replaced by
the injectivity of F ′(x) in L1, but failing to be α-Ho¨lder stable for every α ∈ (0, 1].
Let g ∈ L∞(R) be the 1-periodic function defined by
g(t) = e−
1
t , t ∈ (0, 1].
Then we consider F (u) : = gu for each u ∈ L1. It is easy to check that F is an
injective linear bounded map from L1 to L1. Thus F belongs to C1(R, L1) and,
by linearity, the Fre´chet derivative of F coincides with F , i.e. F ′(u) ≡ F for every
u ∈ L1. However, F is not α-Ho¨lder stable in M . Indeed, by the linearity of F we
have
F (ϕ−1(t)) − F (ϕ−1(0)) = F (ϕ−1(t)− ϕ−1(0)) = g · (χ[t,t+1] − χ[0,1])
for every t ∈ (0, 1), and taking the L1-norm we obtain
‖F (ϕ−1(t)) − F (ϕ−1(0))‖L1 =
ˆ t
0
g(s) ds+
ˆ 1+t
1
g(s) ds = 2
ˆ t
0
g(s) ds ≤ 2te− 1t .
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The last term is infinitesimal of infinite order as t→ 0+ and so, by (2.4),
‖F (ϕ−1(t))− F (ϕ−1(0))‖αL1
‖ϕ−1(t)− ϕ−1(0)‖L1 ≤ 2
α−1 e
−α
t
t1−α
−−−−→
t→0+
0.
This proves that F is not α-Ho¨lder stable in M , namely, (2.3) is not satisfied.
2.2. Stability with finite measurements. We now consider the case where, in-
stead of the infinite-dimensional measurements F (x), we have at our disposal only
a finite-dimensional approximation. As in [4], inspired by the theory of regulariza-
tion by projection [34], we write the new measurements as QNF (x) for a suitable
operator QN .
Hypothesis 1. For each N ∈ N, let QN : Y → Y be a bounded linear map.
Assume that there exists a subspace Y˜ ⊆ Y satisfying that
(1) ‖QN
∣∣
Y˜
‖L(Y˜ ,Y ) ≤ D for every N ∈ N and some D > 0;
(2) QN
∣∣
Y˜
→ IY˜ as N →∞ with respect to the strong operator topology, i.e.
lim
N→∞
‖y −QNy‖Y = 0
for every y ∈ Y˜ .
Note that condition (1) is implied by (2) when Y˜ is a closed subspace of Y , by
the uniform boundedness principle.
Let us now list some examples of operators QN .
Any family of bounded operators QN such that QN → IY strongly may be con-
sidered (in particular, we do not require convergence with respect to the operator
norm). This situation can arise in practice when Y is an infinite-dimensional sepa-
rable Hilbert space and QN is the orthogonal projection onto the space spanned by
the first N elements of an orthonormal basis (see [4, Example 1] for more details).
Another example, that is adapted to inverse boundary value problems, is when
the measurements themselves are operators. In this case, the maps QN do not
converge strongly to the identity on the whole Y . Let us present it in more details.
Example 3. Let Y = L(Y 1, Y 2) be the space of bounded linear operators from Y 1
to Y 2, where Y 1 and Y 2 are Banach spaces. Let P kN : Y
k → Y k be bounded maps
such that P 2N → IY k and (P 1N )∗ → IY k strongly as N → +∞.
Let us now take Y˜ = {T ∈ Y : T is compact} and assume that
(2.5) dFxh : Y
1 → Y 2 is compact for every x ∈M,h ∈ TxM ,
which is satisfied in many cases of interest. It is worth observing that this condition
is implied by
F (x1)− F (x2) is compact for every x1, x2 ∈M ,
since, for x ∈M , h ∈ TxM ≃ Rn (see (A.1)) and i ∈ I such that x ∈ Ui, then
dFxh = (F ◦ ϕ−1i )′(ϕi(x))h = limt→0
F ◦ ϕ−1i (ϕi(x) + th)− F ◦ ϕ−1i (ϕi(x))
t
is the operator-norm limit of compact operators, and so it is compact.
Let QN : Y → Y be the maps defined by
QN (y) = P
2
NyP
1
N , y ∈ Y.
Then, even if QN 6→ IY strongly, we can show that Hypothesis 1 is satisfied. We
refer to [4, Example 2] for full details.
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We now present the following Lipschitz stability result, which can be found in
[4, Theorem 2] under the additional assumption that K is convex.
Theorem 3. Let X and Y be Banach spaces, A ⊆ X an open set, W ⊆ X an n-
dimensional subspace, K ⊆W ∩A a compact set and QN : Y → Y be bounded linear
maps satisfying Hypothesis 1. Consider a Fre´chet differentiable map F ∈ C1(A, Y )
such that
(1) ran(F
∣∣
K
) ⊆ Y˜ , where ran denotes the range;
(2) ran(F ′(x)
∣∣
W
) ⊆ Y˜ for every x ∈ W ∩ A;
(3) the Lipschitz stability estimate
‖x− y‖X ≤ C‖F (x)− F (y)‖Y , x, y ∈ K,
is satisfied for some C > 0.
Then QNF satisfies the Lipschitz stability estimate
(2.6) ‖x− y‖X ≤ 2cKC‖QNF (x)−QNF (y)‖Y , x, y ∈ K,
for some cK > 0 depending only on K and every sufficiently large N ∈ N. If K is
convex, we can choose cK = 1. In the general case, we have
cK =
diamK
δK
,
where δK is the constant given in Lemma 2 below.
Remark 2. It is worth to note that the values of N ∈ N for which the Lipschitz
stability estimate in the previous theorem holds depend on the a priori data explic-
itly. More precisely, as it will be clear from the proof, the inequality (2.6) is true
for those N ∈ N satisfying
sup
ξ∈K
‖(IY −QN )F (ξ)‖Y ≤ δK
4C
,
sup
ξ∈K̂
‖(IY −QN )F ′(ξ)‖L(W,Y ) ≤
1
2C
,
where K̂ = {ξ ∈ W : distX(ξ,K) ≤ δK} = BX(K, δK) ∩ W is the compact
neighbourhood of K constructed in Lemma 2 below. If K is convex, the first of
these two inequalities may be dropped.
We now consider the case of a manifold.
Theorem 4. Let X and Y be Banach spaces, M ⊆ X be an n-dimensional dif-
ferentiable manifold, K ⊆ M be a compact set and QN : Y → Y be bounded linear
maps satisfying Hypothesis 1. Assume in addition that M is α-Ho¨lder in X for
some α ∈ (0, 1] with constant ℓ ∈ (0, 1] as in (2.2) and that ϕi is ℓ−1-Lipschitz for
each i ∈ I. Consider a Fre´chet differentiable map F ∈ C1(M,Y ) such that
(1) ran(F
∣∣
K
) ⊆ Y˜ ;
(2) ran(dFx) ⊆ Y˜ for every x ∈M ;
(3) the Lipschitz stability estimate
‖x− y‖X ≤ C‖F (x)− F (y)‖Y , x, y ∈ K,
is satisfied for some C > 0.
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Then QNF satisfies the Ho¨lder stability estimate
‖x− y‖X ≤ cK,M (2C)α‖QNF (x)−QNF (y)‖αY , x, y ∈ K,
for some cK,M > 0 depending only on K and M and every sufficiently large N ∈ N.
Note that it is possible to obtain a constructive estimate for the parameter N .
This involves conditions similar to the one given in Remark 2, but related to the
composition of F with the charts. For the sake of exposition we decided not to
include this expression here; it can be easily obtained from the proof.
Remark 3. As in Theorem 2 and Remark 1, in the case when M is embedded in
X , assumption (2) in Theorem 4 may be replaced by the condition
F ∈ C1(A, Y ) and ran(F ′(x)∣∣
TxM
) ⊆ Y˜ for every x ∈M ,
where A ⊇M is an open set of X .
Remark 4. In the case in which Y˜ ⊆ Y is a closed subspace, the condition
ran{dFx} ⊆ Y˜ is a consequence of ran{F
∣∣
K
} ⊆ Y˜ . Indeed, since Y˜ is a vector
space, ran{F ∣∣
K
} ⊆ Y˜ implies that ran{F (x) − F (y)∣∣
x,y∈K
} ⊆ Y˜ . Fix x ∈ M and
i ∈ I such that x ∈ Ui. Then
dFxh = (F ◦ ϕ−1i )′(ϕi(x))h = limt→0
F ◦ ϕ−1i (ϕi(x) + th)− F ◦ ϕ−1i (ϕi(x))
t
for every h ∈ Rn. Observe that the right-hand side is the limit of elements in Y˜ .
Since Y˜ is closed, then the limit is also in Y˜ , so ran{dFx} ⊆ Y˜ .
As a combination of Theorem 2 and Theorem 4 we also derive the following
result.
Theorem 5. Let X and Y be Banach spaces, M ⊆ X be an n-dimensional differ-
entiable manifold Lipschitz in X, K ⊆ M be a compact set and QN : Y → Y
be bounded linear maps satisfying Hypothesis 1. Consider a differentiable map
F ∈ C1(M,Y ) satisfying that
(1) F is injective;
(2) the differential dFx : TxM → Y is injective for every x ∈M ;
(3) ran(F |K) ⊆ Y˜ ;
(4) ran(dFx) ⊆ Y˜ for every x ∈M .
Then QNF satisfies the Lipschitz stability estimate
(2.7) ‖x− y‖X ≤ C‖QNF (x) −QNF (y)‖Y , x, y ∈ K,
for some C > 0 and every sufficiently large N ∈ N.
Remark 5. Assuming that Y = L(Y 1, Y 2), with Y 1 and Y 2 Banach spaces, QN
is given as in Example 3 and dFx satisfies (2.5), then Hypothesis 1 is satisfied
and by Theorem 5 we obtain a Lipschitz stability estimate from a finite number of
measurements.
3. Infinite-dimensional measurements
In this section we prove Theorems 1 and 2.
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3.1. Lipschitz stability estimate in the large distance case. One of the com-
mon elements in the theorems in Section 2.1 is the injectivity assumption on the
function F . This hypothesis, together with the continuity of F , is crucial to obtain
the Lipschitz stability estimate in the large distance case, that is, when the distance
between x and y in K ⊆ X compact is uniformly bounded away from zero.
Lemma 1. Let X and Y be Banach spaces, K ⊆ X be a compact set, F : K → Y
be a continuous and injective function and δ > 0. There exists a constant C > 0
such that
(3.1) ‖x− y‖X ≤ C‖F (x)− F (y)‖Y
for every x, y ∈ K such that ‖x− y‖X ≥ δ.
Proof. If {(x, y) ∈ K ×K : ‖x− y‖X ≥ δ} = ∅, the result is trivial. Otherwise,
observe that since the set {(x, y) ∈ K ×K : ‖x− y‖X ≥ δ} is compact and the
function (x, y) 7−→ ‖F (x)− F (y)‖Y is continuous, we can define
C′ : = min {‖F (x)− F (y)‖Y : x, y ∈ K s.t. ‖x− y‖X ≥ δ} .
Then the injectivity of F yields that C′ > 0 and (3.1) follows with C = diamK/C′.

The previous lemma shows that the analysis can be restricted to the case where
x, y ∈ K are arbitrarily close, in which case we need to impose certain conditions
for obtaining Lipschitz stability.
3.2. Proof of Theorem 1. In order to deal with the lack of convexity in the
assumptions of Theorem 1, we show that it is possible to extend the compact set
K to a bigger compact subset of the manifold containing all line segments between
points in K of small length. This property, which can be understood as some sort
of short distance convexity, turns out to be enough for our purposes. Here and in
the rest of the paper we use the following notation: for S ⊆ X and δ > 0, we let
BX(S, δ) =
⋃
x∈S
BX(x, δ)
denote the δ-neighbourhood of S.
Lemma 2. Let X be a Banach space, A ⊆ X be an open set, W ⊆ X be an
n-dimensional subspace and K ⊆ W ∩ A be a compact subset. There exist δK ∈
(0, diamK] and a compact set K̂ ⊆ W ∩ A such that (1 − t)x + ty ∈ K̂ for all
t ∈ [0, 1] and every x, y ∈ K satisfying ‖x− y‖X ≤ δK .
Proof. If K is a singleton, the result is immediate. We assume that diamK > 0.
We begin by observing that in the case in which W ∩ A = W , we just simply
define K̂ as the convex hull of K, so the result follows for any δK > 0. On the
other hand, if W \A 6= ∅ we set
δ˜K : =
1
2
dist(K,W \A) = 1
2
inf {‖x− w‖X : x ∈ K, w ∈ W \A} ,
and δK = min{δ˜k, diamK}. Since K is compact and W \A is closed, then δK > 0.
Observe that for every x ∈ K, w ∈W \A and y ∈ BX(x, δK) ∩W we have that
2δK ≤ ‖x− w‖X ≤ ‖x− y‖X + ‖y − w‖X < δK + ‖y − w‖X ,
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so ‖y − w‖X > δK . As a consequence, we have that
K̂ : = BX(K, δK) ∩W ⊆W ∩ A.
Furthermore, the line segment between x and y is strictly contained in K̂ for every
x, y ∈ K satisfying ‖x − y‖X ≤ δK . Finally, since K is contained in a finite-
dimensional subspace W , to see that K̂ is compact it is enough to check that K̂ is
bounded and closed. This follows from the fact that K̂ is the set of points which
are at a distance of at most δK from a point in the compact set K. 
It is worth to mention that, despite the fact that it might not be convex, the
compact set K̂ contains every closed line segment between close points in K, and
the same argument in the proof of [24, Theorem 2.1] is still valid if instead of K we
consider its extension K̂. However, for the sake of completeness and the benefit of
the reader, we have decided to include the proof of the Lipschitz stability estimate
here.
Proof of Theorem 1. By Lemma 1, we can assume that x, y ∈ K are given such
that ‖x − y‖X < δ for some fixed δ ∈ (0, δK ] to be determined later. Then, by
Lemma 2, the closed line segment between x and y is contained in a compact set
K̂ ⊆ W ∩ A , i.e. γ(t) : = (1 − t)x + ty ∈ K̂ for every t ∈ [0, 1]. Recalling the
fundamental theorem of calculus we can write
F (y)− F (x) =
ˆ 1
0
(F ◦ γ)′(t) dt =
ˆ 1
0
F ′(γ(t))(y − x) dt,
where in the second equality we have used the fact that F ∈ C1(A, Y ). Therefore,
F ′(x)(x − y) = F (x)− F (y) +
ˆ 1
0
[
F ′(x)− F ′(γ(t))](x− y) dt,
and taking norms we get
‖F ′(x)(x − y)‖Y ≤ ‖F (x)− F (y)‖Y +
ˆ 1
0
‖F ′(x)− F ′(γ(t))‖L(W,Y ) ‖x− y‖X dt.
A rearrangement and an estimation of the terms gives us the following inequality,
‖F (x)− F (y)‖Y
‖x− y‖X ≥ infz∈SW
{‖F ′(x)z‖Y }− sup
t∈[0,1]
‖F ′(x)− F ′(γ(t))‖L(W,Y ),
which holds for every x, y ∈ K such that ‖x− y‖X < δ, where SW = SX ∩W is the
unit sphere of W . The injectivity of F ′(x) in W together with the compactness of
K and SW yields that
C′ : =
1
2
inf
x∈K, z∈SW
‖F ′(x)z‖Y > 0.
On the other hand, since F ∈ C1(A, Y ), K̂ ⊆ W ∩ A is compact and γ(t) ∈ K̂ for
every t ∈ [0, 1], there exists a non-decreasing modulus of continuity ωF ′,K̂ such that
‖F ′(x)− F ′(γ(t))‖L(W,Y ) ≤ ωF ′,K̂(‖x− γ(t)‖X) ≤ ωF ′,K̂(‖x− y‖X) ≤ ωF ′,K̂(δ)
for every t ∈ [0, 1]. Then, choosing a small enough δ ∈ (0, δK ] such that ωF ′,K̂(δ) ≤
C′ we obtain (2.1) with C = 1/C′ for every x, y ∈ K such that ‖x− y‖X < δ. 
As an immediate consequence of Theorem 1, we obtain the following corollary
in the particular case X = Rn.
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Corollary 2. Let Y be a Banach space, A ⊆ Rn an open set and K ⊆ A a compact
subset. Consider F ∈ C1(A, Y ) satisfying that
(1) F is injective;
(2) F ′(x) ∈ L(Rn, Y ) is injective for every x ∈ A.
Then there exists C > 0 such that
|x− y| ≤ C‖F (x)− F (y)‖Y , x, y ∈ K.
We now pass to the proof of the main stability estimate in the case of an infinite
number of measurements.
3.3. Proof of Theorem 2. In the following technical lemma we show that the
parameter δ can be chosen small enough so that if x and y are two points such that
‖x− y‖X < δ, then x and y belong to a single compact set contained in a chart Ui
for some i ∈ I. As a result, we will be able to consider a single chart in the atlas of
M .
Lemma 3. Let X be a Banach space, M ⊆ X be an n-dimensional differentiable
manifold with an atlas {(Ui, ϕi)}i∈I and K ⊆ M be a compact set. There exist
δK,M > 0 and a finite collection of compact sets K1, . . . ,Km ⊆ M such that K =
K1 ∪ · · · ∪Km and for every j ∈ {1, . . . ,m} there exists i ∈ I such that
BX(Kj , δK,M ) ∩M ⊆ Ui.
Proof. Let us start with the case in which the manifold is associated to an atlas
with just one chart, say {(M,ϕ)}. Then the inclusion
BX(K, δ) ∩M ⊆M
holds for any δ > 0. Therefore, in what follows we assume that the atlas {(Ui, ϕi)}
has at least two charts.
Observe next that M =
⋃
i∈I Ui and K ⊆M , so {Ui}i∈I is an open cover of K.
Since K is compact, we can extract a finite subcover of K denoted by {Ui}i=1,...,m.
Next fix any i = 1, . . . ,m and observe that the function
x 7−→ dist(x,M \ Ui) : = inf {‖x− w‖X : w ∈M \ Ui}
is continuous in M . Indeed, for x, y ∈ M and S = M \ Ui closed in M we have
that dist(x, S) ≤ ‖x − w‖X ≤ ‖y − w‖X + ‖x − y‖X for every w ∈ S. Taking
the infimum we get dist(x, S) ≤ dist(y, S) + ‖x− y‖X , where the roles of x and y
are interchangeable, so | dist(x, S) − dist(y, S)| ≤ ‖x − y‖X . On the other hand,
since Ui is open with respect to the topology of M inherited from X , the function
x 7→ dist(x, S) is positive in Ui (more precisely, every x ∈ Ui has a neighbourhood
contained in Ui, namely there is a sufficiently small ε > 0 such that BX(x, ε)∩M ⊆
Ui, so dist(x, S) ≥ ε > 0). Therefore, since K ⊆
⋃m
i=1 Ui ⊆ M , the function
d : K → (0,∞) given by
d(x) : = max
i=1,...,m
{dist(x,M \ Ui)}
is continuous and positive in K. Hence, since K ⊆ M is compact, then δK,M : =
minK d
2 > 0.
Finally, let us define the closed sets
Ki : = {x ∈ K ∩ Ui : dist(x,M \ Ui) ≥ 2δK,M}, i = 1, . . . ,m.
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Then BX(x, δK,M ) ∩M ⊆ Ui for each x ∈ Ki, and since Ki ⊆ K, the set Ki is
compact. Moreover, for each x ∈ K, since d(x) ≥ 2δK,M we have that x is contained
in some Ki, so K = K1 ∪ · · · ∪Km. 
We are now ready to prove Theorem 2.
Proof of Theorem 2. Let δK,M be the constant and {Kj}mj=1 be the compact sets
from Lemma 3. If x, y ∈ K with ‖x−y‖X ≥ δK,M , we obtain the Lipschitz stability
estimate by recalling Lemma 1. Hence, we focus on the case in which x, y ∈ K with
‖x− y‖ < δK,M . Thus, as an immediate consequence of Lemma 3, there exist i ∈ I
and j ∈ {1, . . . ,m} such that x ∈ Kj and
y ∈ BX(Kj , δK,M ) ∩M ⊆ Ui.
Let A˜ = ϕi(Ui) ⊆ Rn and consider F˜ = F ◦ ϕ−1i : A˜ → Y . Since F ∈ C1(M,Y ),
then F˜ ∈ C1(A˜, Y ). Moreover, by continuity, K˜j = ϕi(BX(Kj , δK,M ) ∩M) is a
compact set in A˜. By assumption, since ϕi is a homeomorphism, we have that
(1) F˜ is injective;
(2) dFx = F˜
′(x˜) ∈ L(Rn, Y ) is injective for every x˜ = ϕi(x) ∈ A˜.
Then the hypotheses in Corollary 2 are satisfied, and so there exists CKj > 0 such
that
(3.2)
‖F˜ (x˜)− F˜ (y˜)‖Y
|x˜− y˜| ≥ CKj ,
for every x˜ = ϕi(x) and y˜ = ϕi(y) in K˜j . Next, we have
‖F (x)− F (y)‖αY
‖x− y‖X =
(‖F˜ (x˜)− F˜ (y˜)‖Y
|x˜− y˜|
)α
· |ϕi(x) − ϕi(y)|
α
‖x− y‖X ≥ C
α
Kj ℓ,
where in the inequality we have used (3.2) together with the regularity assumptions
of the manifold (2.2).
Finally, choosing C = (ℓmin{CαK1 , . . . , CαKm})−1 we obtain (2.3) for ‖x − y‖ <
δK,M , which concludes the proof. 
4. Finite-dimensional measurements
In this section we prove Theorems 3, 4 and 5. We begin with a lemma that
guarantees stability for sufficiently distant points, in the case of a finite number of
measurements.
Lemma 4. Let X and Y be Banach spaces, K ⊆ X be a compact set, QN : Y → Y
be bounded linear maps satisfying Hypothesis 1 and F : K → Y be a continuous
function with ranF ⊆ Y˜ and satisfying the Lipschitz stability estimate
‖x− y‖X ≤ C‖F (x)− F (y)‖Y , x, y ∈ K,
for some C > 0. Given δ > 0, then
(4.1) ‖x− y‖X ≤ 2C diamK
δ
‖QNF (x)−QNF (y)‖Y
for every x, y ∈ K such that ‖x− y‖X ≥ δ and every sufficiently large N ∈ N such
that
(4.2) sup
ξ∈K
‖F (ξ)−QNF (ξ)‖Y ≤ δ
4C
,
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where the left hand side of this inequality goes to 0 as N → +∞.
Proof. We can assume that 0 < δ ≤ diamK since otherwise the result is trivial.
Then, if x, y ∈ K satisfy ‖x − y‖X ≥ δ, by the Lipschitz stability of F together
with the triangle inequality we obtain
δC−1 ≤ ‖F (x)− F (y)‖Y ≤ ‖QNF (x) −QNF (y)‖Y + 2 sup
ξ∈K
‖F (ξ)−QNF (ξ)‖Y .
Hence, the result will follow for every N ∈ N such that (4.2) holds.
It remains to show that
(4.3) lim
N→∞
sup
ξ∈K
‖F (ξ)−QNF (ξ)‖Y = 0.
Let fN : K → [0,∞) be the function defined as fN (ξ) = ‖F (ξ) − QNF (ξ)‖Y for
every ξ ∈ K. Since ranF ⊆ Y˜ by assumption, recalling Hypothesis 1 we get that
fN(ξ) → 0 as N → ∞ for every ξ ∈ K. Let us check that fN is continuous in K:
for ξ1, ξ2 ∈ K, we have
|fN (ξ1)− fN (ξ2)| =
∣∣‖F (ξ1)−QNF (ξ1)‖Y − ‖F (ξ2)−QNF (ξ2)‖Y ∣∣
≤ ‖F (ξ1)− F (ξ2)‖Y + ‖QN(F (ξ1)− F (ξ2))‖Y
≤ (D + 1)‖F (ξ1)− F (ξ2)‖Y ,
(4.4)
where Hypothesis 1 has been recalled in the second inequality, so the continuity
of fN follows from the fact that F is continuous. Moreover, since K is compact,
the maximum of fN is attached at some ξN ∈ K, that is fN (ξN ) ≥ fN(ξ) for
every ξ ∈ K. This produces a sequence of points (ξN )N in K. Let us consider a
convergent subsequence ξNj → ξ˜ ∈ K, then
lim
j→∞
fNj(ξNj ) = lim
j→∞
|fNj(ξNj )− fNj (ξ˜)| ≤ (D + 1) lim
j→∞
‖F (ξNj)− F (ξ˜))‖Y = 0,
where we used (4.4) in the last inequality. Since the same argument can be applied
to any convergent subsequence (ξNj )j , by compactness this shows (4.3), and the
proof follows. 
4.1. Proof of Theorem 3. The proof of this result follows the same argument of
the proof of [4, Theorem 2].
Proof of Theorem 3. Let δK > 0 and K̂ be the constant and the compact neigh-
bourhood ofK from Lemma 2. IfK is convex, simply set δK = diamK and K̂ = K.
By Lemma 4, the Lipschitz stability of QNF (2.6) follows in the case ‖x−y‖X ≥ δK
with cK =
diamK
δK
∈ [1,+∞), so it only remains to show the estimate in the case
‖x− y‖X < δK .
By the triangle inequality,
‖F (x)− F (y)‖Y ≤ ‖QNF (x)−QNF (y)‖Y + ‖(IY −QN)(F (x) − F (y))‖Y ,
and since F is Lipschitz stable in K by assumption,
‖QNF (x)−QNF (y)‖Y
‖x− y‖X ≥ C
−1 − ‖(IY −QN )(F (x) − F (y))‖Y‖x− y‖X .
In order to show the Lipschitz stability estimate for QNF , it is sufficient to show
that
(4.5)
‖(IY −QN )(F (x) − F (y))‖Y
‖x− y‖X ≤
1
2C
, x, y ∈ K, ‖x− y‖X < δK ,
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holds for every large enough N ∈ N. The strategy is to show that the left hand side
in (4.5) is uniformly bounded in K by a constant depending on N and vanishing
when N →∞. Since ‖x− y‖X < δK , Lemma 2 yields that the closed line segment
between x and y is contained in the compact set K̂. On the other hand, since
QN is linear, then (QNF )
′(x) = QNF
′(x). Then, by the mean value theorem for
Gateaux differentiable functions between Banach spaces, for every x, y ∈ K with
‖x− y‖X < δK there exists ξ0 ∈ K̂ such that
‖(IY −QN)(F (x) − F (y))‖Y
‖x− y‖X ≤
‖(IY −QN )F ′(ξ0)(x− y)‖Y
‖x− y‖X
≤ sup
ξ∈K̂
sup
ζ∈SW
‖(IY −QN)F ′(ξ)ζ‖Y = : sN ,
where the second inequality comes from the fact that x and y belong to the vector
space W . Therefore, (4.5) (and thus the desired Lipschitz stability estimate with
constant 2C ≤ 2cKC) follows whenever sN ≤ 12C , which is ensured by the fact that
sN → 0 as N →∞ (see [4, Theorem 2]). 
As in the case with infinite-dimensional measurements (Corollary 2), for X = Rn
we obtain the following corollary as an immediate consequence of Theorem 3.
Corollary 3. Let Y be a Banach space, A ⊆ Rn an open set and K ⊆ A a compact
subset. Consider a Fre´chet differentiable map F ∈ C1(A, Y ) such that
(1) ran{F ∣∣
K
} ⊆ Y˜ ;
(2) ran{F ′(x)} ⊆ Y˜ for every x ∈ A;
(3) the Lipschitz stability estimate
|x− y| ≤ C‖F (x)− F (y)‖Y , x, y ∈ K,
is satisfied for some C > 0.
Then QNF satisfies the Lipschitz stability estimate
|x− y| ≤ 2cKC‖QNF (x)−QNF (y)‖Y , x, y ∈ K,
for some cK > 0 depending only on K and every sufficiently large N ∈ N. If K is
convex, we can choose cK = 1. In the general case, we have
cK =
diamK
δK
,
where δK is the constant given in Lemma 2.
We are now able to prove the main stability results in the case of a finite number
of measurements and nonlinear priors.
4.2. Proof of Theorem 4. Let δK,M > 0 be the constant and {Kj}mj=1 be the
compact sets from Lemma 3. If x, y ∈ K satisfy ‖x − y‖X ≥ δK,M , the Lipschitz
stability follows by Lemma 4. Therefore, for the rest of the proof we assume that
‖x− y‖X < δK,M , so x and y are covered by the same chart (Ui, ϕi). In addition,
let Kj ⊆ K ∩ Ui be the compact set from Lemma 3 such that x, y ∈ Kj.
Let A˜ = ϕi(Ui) ⊆ Rn and consider F˜ = F ◦ ϕ−1i : A˜ ⊆ Rn → Y . Since F ∈
C1(M,Y ), then F˜ ∈ C1(A˜, Y ). Moreover, by continuity, K˜j = ϕi(BX(Kj , δK,M ) ∩
K) is a compact set in A˜. Then ran(F˜ ′(x˜)) = ran(dFx) ⊆ Y˜ for every x ∈ Ui,
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where x˜ = ϕi(x), by assumption (2). On the other hand, since F is Lipschitz stable
and ϕi is ℓ
−1-Lipschitz,
(4.6)
‖F˜ (x˜)− F˜ (y˜)‖Y
|x˜− y˜| =
‖F (x)− F (y)‖Y
‖x− y‖X ·
‖x− y‖X
|ϕi(x)− ϕi(y)| ≥
ℓ
C
,
for every x˜ = ϕi(x) and y˜ = ϕi(y) in K˜j . By Corollary 3 there exists Nj ∈ N such
that
‖QN F˜ (x˜)−QN F˜ (y˜)‖Y
|x˜− y˜| ≥
ℓ
2cK˜jC
, x˜, y˜ ∈ K˜j,
for every N ≥ Nj. This together with the fact that ϕ−1i is α-Ho¨lder continuous
yields
‖QNF (x)−QNF (y)‖αY
‖x− y‖X =
(‖QN F˜ (x˜)−QN F˜ (y˜)‖Y
|x˜− y˜|
)α
· |ϕi(x) − ϕi(y)|
α
‖x− y‖X
≥
( ℓ
2cK˜jC
)α
ℓ
≥ ℓ
α+1
(2C)α
max{cK˜1 , . . . , cK˜m}−α,
for every N ≥ max(N1, . . . , Nm), and the proof is finished. 
4.3. Proof of Theorem 5. The proof of the Lipschitz stability estimate for QNF
(2.7) follows by combining Theorem 2 and Theorem 4 with α = 1 and observing
that the assumption from Theorem 4 of ϕi being ℓ
−1-Lipschitz for each i ∈ I can
be bypassed by replacing (4.6) in the proof of Theorem 4 by the estimate (3.2),
which was already obtained in the proof of Theorem 2. 
5. Reconstruction algorithm
The α-Ho¨lder stability estimate from Theorem 4 can be used to design a recon-
struction algorithm when α ∈ (12 , 1]. In this section, we slightly strengthen the
assumptions of Theorem 4 (regarding the regularity of F , M and the map Q), and
let
• X and Y be Banach spaces;
• Q : Y → Y be a continuous finite-rank operator;
• A ⊆ X be an open set;
• M ⊆ A be an n-dimensional differentiable manifold α-Ho¨lder in X , with
α ∈ (12 , 1];
• F ∈ C2(M,Y ), that is F ◦ϕ−1i : ϕi(Ui)→ Y is continuously twice differen-
tiable, where {(Ui, ϕi)}i∈I is an atlas for M ;
• ϕi : Ui → Rn be ℓ−1-Lipschitz continuous for each i ∈ I, that is
|ϕi(x)− ϕi(y)| ≤ 1
ℓ
‖x− y‖X , x, y ∈ Ui,
(it is worth observing that, by arguing as in the proof of Theorem 5, it is
possible to remove this condition, which, however, simplifies the argument
below);
• K ⊆M be a compact set;
• and C > 0 be a positive constant such that
(5.1) ‖x− y‖X ≤ 2C‖QF (x)−QF (y)‖αY , x, y ∈ K.
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Remark 6. Since the range of Q is finite dimensional, it is isomorphic to a finite-
dimensional Euclidean space. In particular, in what follows, and without loss of
generality, we assume that Y is a Hilbert space.
Remark 7. Observe that from the above assumptions it follows that F is Lipschitz
continuous in K, that is, there exists a constant LF,K > 0 such that
(5.2) ‖F (x)− F (y)‖Y ≤ LF,K‖x− y‖X , x, y ∈ K.
Indeed, if δK,M > 0 is the constant from Lemma 3 and ‖x− y‖X ≥ δK,M then
‖F (x)− F (y)‖Y
‖x− y‖X ≤
2 supξ∈K ‖F (ξ)‖Y
δK,M
.
On the other hand, recalling Lemma 3, if ‖x− y‖X < δK,M there exists a compact
set Kj ⊆ K such that
x, y ∈ BX(Kj, δK,M ) ∩M ⊆ Ui
for some i ∈ I. Since F ◦ϕ−1i and ϕi are Lipschitz continuous in ϕi(BX(Kj, δK,M )∩
M) and Ui, respectively, then F is Lipschitz continuous in BX(Kj , δK,M )∩M ⊆ Ui.
That is, there exists LF,Kj > 0 such that
‖F (x)− F (y)‖Y ≤ LF,Kj‖x− y‖X .
Therefore, (5.2) follows for sufficiently large LF,K > 0.
We denote the unknown signal by x† ∈ K and the corresponding measurements
by QF (x†). We derive a global reconstruction algorithm which allows for the re-
covery of x† from the knowledge of QF (x†).
5.1. The initial guess x0. To reconstruct x
† from its corresponding measurement
QF (x†), we perform an iterative method based on the Landweber iteration (see [26,
Theorem 3.2] and [4, Proposition 4]). Before doing this, we need to find a starting
point x0 ∈ K sufficiently close to the unknown x† so that:
(1) Both x0 and x
† are contained in the same compact set K0 ⊆ Ui for some
i ∈ I. More precisely, recalling Lemma 3, if x0 ∈ K is a point satisfying
‖x0 − x†‖X < δK,M ,
then there exists a compact set Kj ⊆ K such that x0 ∈ Kj and
x† ∈ K0 : = BX(Kj , δK,M ) ∩M ⊆ Ui
for some i ∈ I.
(2) The Landweber iteration related to the minimization of
min
h∈ϕi(K0)
‖Q(F ◦ ϕ−1i )(h)−QF (x†)‖2Y ,
starting at h0 = ϕi(x0) ∈ Rn converges. This is ensured when
‖x0 − x†‖X < ρℓ,
for certain fixed ρ > 0 (see Proposition 1), where ℓ−1 is the Lipschitz
constant of ϕi.
In the following lemma we establish a condition to decide whether a point x0 ∈ K
satisfies these requirements by comparing the value QF (x0) with the measurement
QF (x†).
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Lemma 5. If x0 ∈ K satisfies
(5.3) ‖QF (x0)−QF (x†)‖Y <
(
min{ρℓ, δK,M}
2C
)1/α
,
then
(5.4) ‖x0 − x†‖X < min{ρℓ, δK,M}.
Proof. The bound (5.4) is a direct consequence of (5.3) and the Ho¨lder stability
estimate for QF , (5.1). 
It only remains to show a procedure to choose a good candidate for the initial
guess x0 ∈ K satisfying (5.3).
Lemma 6. Let {xj}j∈J ⊆ K be a finite set of points satisfying
(5.5) K ⊆
⋃
j∈J
BX(xj , r),
with
(5.6) r =
1
LF,K‖Q‖L(Y,Y )
(
min{ρℓ, δK,M}
2C
)1/α
.
Then, inequality (5.3) holds for at least one point x0 = xj in the set.
The finite set of points {xj}j∈J ⊆ K, which exists since K is compact, can be
constructed by considering sufficiently fine lattices in ϕi(Ui ∩K) mapped back to
M via ϕ−1i .
Proof. Since x† ∈ K, there exists xj in the lattice at a distance of at most r > 0
from x†. However, we do not have any a priori information about such point.
Recalling (5.2) we have
‖F (xj)− F (x†)‖Y ≤ LF,K‖xj − x†‖X .
Then we can estimate
‖QF (xj)−QF (x†)‖Y ≤ LF,K‖Q‖L(Y,Y )‖xj − x†‖X < LF,K‖Q‖L(Y,Y )r,
so (5.3) follows for x0 = xj . 
5.2. Local reconstruction. In the following proposition we provide an iterative
method based on [26] to reconstruct x† starting from a good approximation x0.
Proposition 1. There exists ρ, µ > 0 and c ∈ (0, 1) such that the following is true.
Let x† ∈ K and QF (x†) ∈ Y . Suppose that x0 ∈ K satisfies
‖x0 − x†‖X < min{ρℓ, δK,M}.
Let i ∈ I and K0 be the index and the compact set from condition (1) and {xk}k
be the sequence of points defined by the recursive relation
ϕi(xk+1) = ϕi(xk)− µ(F ◦ ϕ−1i )′(ϕi(xk))∗Q∗
(
QF (xk)−QF (x†)
)
.
Then xk → x†. More precisely, the convergence rate is given by
‖xk − x†‖X ≤ ρc
k
ℓ
, k ∈ N,
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if α = 1, and
‖xk − x†‖X ≤ 1
ℓ
(
ck
1− α
α
+ ρ−
1−α
α
)− α2
2(1−α)
, k ∈ N,
if α ∈ (12 , 1).
Proof. First recall that the index i ∈ I and the compact set K0 ⊆ Ui were fixed
in condition (1). Next define F˜ = F ◦ ϕ−1i : ϕi(Ui)→ Y and let h0 = ϕi(x0). The
Landweber iteration for the minimization of
min
h∈ϕi(K0)
‖QF˜ (h)−QF (x†)‖2Y
reads
hk+1 = hk − µF˜ ′(hk)∗Q∗
(
QF˜ (hk)−QF (x†)
)
, k ∈ N,
where µ > 0 is the step size. Since ϕi is ℓ
−1 Lipschitz, we have that
|h0 − ϕi(x†)| ≤ 1
ℓ
‖x0 − x†‖X < ρ,
and by [26, Theorem 3.2] (see also [4, Proposition 4]), hk → ϕi(x†). Moreover, if
α = 1, the convergence rate is
|hk − ϕi(x†)| ≤ ρck,
while for α ∈ (12 , 1),
|hk − ϕi(x†)| ≤
(
ck
1− α
α
+ ρ−
1−α
α
)− α
2(1−α)
, k ∈ N.
As a consequence of these estimates the sequence hk does not leave the set
ϕi(K0). Finally, let us define xk = ϕ
−1
i (hk) for every k ∈ N and observe that by
continuity xk → x†. Moreover, by (2.2), the convergence rate is
‖xk − x†‖X ≤ 1
ℓ
|hk − ϕi(x†)|α, k ∈ N,
and the proof is complete. 
5.3. Global reconstruction. We combine these two steps to obtain a global re-
construction algorithm, see Algorithm 1. Note that this algorithm can be split into
an offline part and an online part. The offline part consists of the computation of
Q(F (xj)) for j ∈ J , which has to be done only once and can be done in parallel.
6. Examples
In this section, we consider several examples of manifolds M and, in some cases,
operators F satisfying the assumptions of our results. We do not aim at studying
complicated and real-world scenarios, but rather at illustrating our results with
simple, if not toy, case studies.
6.1. Indicator functions on balls with variable centres and radii. Let
M = {χB(a,r) : a ∈ Rn, |a| < A, ρ < r < R},
where A > 0 and 0 < ρ < R are fixed parameters, and consider the function
ϕ : M → Rn × R given by ϕ(χB(a,r)) = (a, r).
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Algorithm 1 Reconstruction of x† from Q(F (x†))
1: Input X , Y , M , {(Ui, ϕi)}i∈I , K, Q, F , Q(F (x†)), α, ℓ, ρ, µ, C and M .
2: Equip Rn and Q(Y ) with equivalent euclidean scalar products.
3: Find a finite set {xj}j∈J ⊆ K so that (5.5) is satisfied with r as in (5.6).
4: for j ∈ J do
5: Compute Q(F (xj)).
6: if (5.3) is satisfied with x0 = xj then
7: Set x0 = xj .
8: Exit for.
9: end if
10: end for
11: Choose i ∈ I and K0 ⊆ Ui as in condition (1).
12: Let h0 = ϕi(x0).
13: for k = 0, 1, 2, . . . do
14: Set hk+1 = hk − µ(F ◦ ϕ−1i )′(hk)∗Q∗
(
Q(F ◦ ϕ−1i )(hk)−QF (x†)
)
.
15: Check the stopping criterion.
16: end for
17: Output xk+1 = ϕ
−1
i (hk+1).
M is a differentiable manifold Ho¨lder in Lp = Lp(Rn) for p ∈ [1,+∞). We show
that the set M together with the atlas {(M,ϕ)} is an (n + 1)-dimensional dif-
ferentiable manifold in Lp for finite p. Since M ⊆ Lp for each 1 ≤ p ≤ ∞ and
ϕ ◦ ϕ−1 = Id is the unique transition map, it only remains to study for which
values of p the function ϕ is indeed a homeomorphism. For p = ∞, the difference
in L∞ between any two different elements in M is equal to 1, that is
‖χB(a1,r1) − χB(a2,r2)‖L∞ = 1,
so ϕ−1 is not continuous in L∞. As a consequence, M ⊆ L∞ is not a differentiable
manifold in L∞. For 1 ≤ p <∞, it turns out that
‖χB(a1,r1) − χB(a2,r2)‖Lp =
(ˆ
Rn
∣∣χB(a1,r1)(x)− χB(a2,r2)(x)∣∣p dx
)1/p
= |B(a1, r1)△B(a2, r2)|1/p,
where △ here denotes the symmetric difference. In order to obtain estimates for
the right-hand side above, we observe that
1
C
|(a1, r1)− (a2, r2)| ≤ |B(a1, r1)△B(a2, r2)| ≤ C|(a1, r1)− (a2, r2)|,
|a1|, |a2| < A, r1, r2 ∈ (ρ,R),
for some constant C = (n,A, ρ,R) > 1 (see Appendix B). Thus
(6.1) ‖χB(a1,r1)−χB(a2,r2)‖Lp ≍ |(a1, r1)−(a2, r2)|1/p, (a1, r1), (a2, r2) ∈ ϕ(M).
In consequence, ϕ is a homeomorphism, so M ⊆ Lp is an (n + 1)-dimensional
differentiable manifold in Lp for each 1 ≤ p < ∞. In addition, by Definition 2, it
turns out that M is 1p -Ho¨lder in L
p for 1 ≤ p <∞.
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M is not embedded in Lp for p ∈ (1,+∞). Since
‖χB(a1,r1) − χB(a2,r2)‖Lp
|(a1, r1)− (a2, r2)| ≍ |(a1, r1)− (a2, r2)|
−(p−1)/p,
the function ϕ−1 is not locally Lipschitz for any 1 < p <∞. Hence ϕ fails to be a
diffeomorphism and, by Remark 1, M is not embedded in Lp for any 1 < p <∞.
M is Lipschitz but not embedded in L1. For p = 1, both ϕ and ϕ−1 are Lipschitz
continuous, and according to Definition 2, M is Lipschitz in L1. However,M is not
embedded in L1. To see this, fix r1 = r2 = 1 (without loss of generality, assume
that ρ < 1 < R) and observe that ϕ−1 is not Fre´chet differentiable, so ϕ is not a
diffeomorphism in L1. Indeed, the following holds for h ∈ Rn \ {0},
lim
t→0+
χB(th,1)(z)− χB(0,1)(z)
t
=


+∞ if |z| = 1 and 〈z, h〉 > 0,
−∞ if |z| = 1 and 〈z, h〉 < 0,
0 elsewhere.
The right-hand side in the previous equation defines a function which is zero almost
everywhere. However, by (6.1) we have∥∥∥∥χB(th,1) − χB(0,1)t
∥∥∥∥
L1
≍ |h|,
for every t > 0, so ϕ−1 is not Fre´chet differentiable. Thus M is not embedded in
L1.
6.2. Indicator functions on balls with variable centres, radii and intensi-
ties. Take A > 0 and 0 < ρ < R and let
M = {λχB(a,r) : a ∈ Rn, |a| < A, λ, r ∈ (ρ,R)}.
Consider the function ϕ : M → Rn × R × R given by ϕ(λχB(a,r)) = (a, r, λ) for
every λχB(a,r) ∈M , so that ϕ(M) = B(0, A)× (ρ,R)2.
M is a differentiable manifold Lipschitz in L1 = L1(Rn). We show that set M
together with the atlas {(M,ϕ)} is an (n + 2)-dimensional differentiable manifold
in L1 = L1(Rn). Since M ⊆ L1 and ϕ ◦ ϕ−1 = Id is the unique transition map,
it only remains to check that ϕ is a homeomorphism. In fact, we claim that ϕ is
bi-Lipschitz, and in particular M is Lipschitz in L1.
Let (a1, r1, λ1), (a2, r2, λ2) ∈ ϕ(M). Then
‖λ1χB(a1,r1) − λ2χB(a2,r2)‖L1 =
ˆ
Rn
∣∣λ1χB(a1,r1)(x) − λ2χB(a2,r2)(x)∣∣ dx
= λ1 |B(a1, r1) \B(a2, r2)|
+ λ2 |B(a2, r2) \B(a1, r1)|
+ |λ1 − λ2| |B(a1, r1) ∩B(a2, r2)|,
Recalling (B.1) we get
λ1 |B(a1, r1) \B(a2, r2)|+ λ2 |B(a2, r2) \B(a1, r1)|
≍ |B(a1, r1)△B(a2, r2)| ≍ |(a1, r1)− (a2, r2)|.
Furthermore, observe that
|B(a1, r1) ∩B(a2, r2)| ≤ ωnmax{r1, r2}n ≤ ωnRn,
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where ωn stands for the Lebesgue measure of the unit ball in R
n. Combining these
two estimates, we obtain that ϕ−1 is Lipschitz continuous.
For the reverse inequality we distinguish three cases. First, if |a1−a2| < |r1−r2|
then either B(a1, r1) ⊆ B(a2, r2) or B(a2, r2) ⊆ B(a1, r1), and thus
|B(a1, r1) ∩B(a2, r2)| ≥ ωnmin{r1, r2}n ≥ ωnρn.
On the other hand, if |a1− a2| ≥ |r1− r2| and |a1− a2| < ρ, by using the argument
at the beginning of subsection B we have
|B(a1, r1) ∩B(a2, r2)| ≥ ωn
(
r1 + r2 − |a1 − a2|
2
)n
≥ ωn
(
2ρ− |a1 − a2|
2
)n
> ωn
(ρ
2
)n
.
Otherwise, if |a1 − a2| ≥ |r1 − r2| and |a1 − a2| ≥ ρ, then we estimate |B(a1, r1) ∩
B(a2, r2)| ≥ 0 and thus
‖λ1χB(a1,r1) − λ2χB(a2,r2)‖L1 & |(a1, r1)− (a2, r2)|
≍ |a1 − a2|+ |r1 − r2|
≥ ρ+ |r1 − r2|
≥ ρ
≥ ρ
diamϕ(M)
|(a1, r1, λ1)− (a2, r2, λ2)|.
Hence
‖λ1χB(a1,r1) − λ2χB(a2,r2)‖L1 ≍ |(a1, r1)− (a2, r2)|+ |λ1 − λ2|
≍ |(a1, r1, λ1)− (a2, r2, λ2)|,
that is, ϕ is bi-Lipschitz in M . Thus M is an (n + 2)-dimensional differentiable
manifold Lipschitz in L1.
6.3. Gaussians with different centres. For a ∈ Rn, let Ga : Rn → R be the
function Ga(z) = e
−|z−a|2. We define M = {Ga : a ∈ Rn} and ϕ : M → Rn as
the function ϕ(Ga) = a. It is clear that M ⊆ Lp = Lp(Rn) for every p ∈ [1,+∞].
In fact, we now show that M , together with the atlas {(M,ϕ)}, is a differentiable
manifold embedded in Lp. For simplicity, we only treat the case p ∈ [1,+∞).
ϕ−1 is Fre´chet differentiable and (ϕ−1)′(a) is injective for every a ∈ Rn. To see
this we first show that ϕ−1 : Rn → Lp is Fre´chet differentiable, i.e. that there exists
a linear map (ϕ−1)′(a) at each a ∈ Rn satisfying
(6.2) lim
h→0
‖ϕ−1(a+ h)− ϕ−1(a)− (ϕ−1)′(a)h‖Lp
|h| = 0,
and then that (ϕ−1)′(a) is injective for each a ∈ Rn. To do this, we assume without
loss of generality that a = 0 and we observe that the gradient of h 7→ Gh(z) =
e−|z−h|
2
= e−|z|
2
e−|h|
2+2〈z,h〉 at h = 0 is equal to 2e−|z|
2
z. Thus
lim
h→0
∣∣e−|z−h|2 − e−|z|2 − 2e−|z|2〈z, h〉∣∣
|h| = 0
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for each z ∈ Rn. In order to apply Lebesgue’s dominated convergence theorem to
obtain (6.2) we need to show that the function
z 7−→
∣∣e−|z−h|2 − e−|z|2 − 2e−|z|2〈z, h〉∣∣
|h|
is bounded by a function in Lp for every sufficiently small |h| > 0. Indeed, by the
triangle inequality,∣∣e−|z−h|2 − e−|z|2 − 2e−|z|2〈z, h〉∣∣
|h| ≤
∣∣e−|z−h|2 − e−|z|2∣∣
|h| + 2|z|e
−|z|2.
Notice that, for every z ∈ Rn the following holds∣∣e−|z−h|2 − e−|z|2∣∣ = e−|z|2 ∣∣e|z|2−|z−h|2 − 1∣∣
≤ e−|z|2 (e||z|2−|z−h|2| − 1)
≤ ∣∣|z|2 − |z − h|2∣∣ e||z|2−|z−h|2|−|z|2
=
∣∣|h|2 − 2〈z, h〉∣∣ e||h|2−2〈z,h〉|−|z|2
≤ |h|(|h|+ 2|z|)e|h|2+2|z||h|−|z|2,
where in the second inequality we have used that et ≤ 1+ tet for every t ≥ 0. Thus,
for every 0 < |h| < 1 we have∣∣e−|z−h|2 − e−|z|2∣∣
|h| ≤
(
1 + 2|z|)e1+2|z|−|z|2 = e2(1 + 2|z|)e−(|z|−1)2.
Summarizing,∣∣e−|z−h|2 − e−|z|2 − 2e−|z|2〈z, h〉∣∣
|h| ≤ e
2
(
1 + 2|z|)e−(|z|−1)2 + 2|z|e−|z|2
for every |h| < 1, where the right-hand side is in Lp. Hence, by Lebesgue’s domi-
nated convergence theorem,
lim
h→0
1
|h|p
ˆ
Rn
∣∣e−|z−h|2 − e−|z|2 − 2e−|z|2〈z, h〉∣∣p dz = 0,
and (6.2) follows with (ϕ−1)′(a) = {z 7→ 2e−|z−a|2〈z − a, ·〉}, which is an injective
linear map in L(Rn, Lp).
M is a differentiable manifold embedded in Lp. It is easy to show that (ϕ−1)′ is
continuous. We can now apply the inverse function theorem and obtain that ϕ−1 is a
diffeomorphism in a neighbourhood of every a ∈ Rn. In particular, ϕ−1 : Rn →M
is a diffeomorphism and so M is a differentiable manifold embedded in Lp. In
particular, the tangent space TGaM is contained in L
p,
TGaM =
{
z 7→ 2e−|z−a|2〈z − a, h〉 : h ∈ Rn
}
⊆ Lp(Rn).
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M is Lipschitz in Lp. By the mean value theorem for Gateaux differentiable func-
tions between Banach spaces we obtain that for every a, b ∈ Rn there exists c ∈ Rn
such that
‖ϕ−1(a)− ϕ−1(b)‖Lp ≤ ‖(ϕ−1)′(c)‖L(Rn,Lp)|a− b| = ‖(ϕ−1)′(0)‖L(Rn,Lp)|a− b|,
where we use the fact that, by construction, the norm of (ϕ−1)′(c) is translation
invariant.
ϕ : M → Rn is uniformly Lipschitz. We already know that ϕ is Lipschitz contin-
uous, since it is a diffeomorphism. However, adapting the argument used to show
that ϕ−1 is uniformly Lipschitz, we immediately derive that ϕ is uniformly Lipschitz
too.
6.4. Indicator functions on simplexes.
The n-simplexes in Rn. Let △n denote the family of n-simplex in Rn. That is
△n : = {conv{v0, v1, . . . , vn} : v0, v1, . . . , vn ∈ Rn, det(v1 − v0, . . . , vn − v0) 6= 0},
where convS stands for the convex hull of a set S, i.e. the smallest set containing all
convex combinations of elements in S. The condition det(v1 − v0, . . . , vn − v0) 6= 0
in the definition of △n ensures that the simplexes are not degenerate. In addition,
we introduce a constant µ > 0 controlling the size of the simplexes in the following
way: we assume that
(6.3) |vi − vj | < µ for i, j = 0, 1, . . . , n.
It turns out that each triangle in △n can be identified with a n × (n + 1) real
matrix containing the coordinates of its vertices as column vectors,
T ∈ △n −→ vT := (v0, v1, . . . , vn) ∈ Rn×(n+1), T = conv{v0, v1, . . . , vn},
v = (v0, v1, . . . , vn) ∈ Rn×(n+1) −→ Tv = conv{v0, v1, . . . , vn} ∈ △n.
However, the matrix vT is not unique, since any permutation of its columns would
represent the same triangle. To avoid this inconvenient, we assume without loss
of generality that the vertices of vT are labeled according to an order in Rn (such
as, for example, the so-called lexicographical order). We define a norm ‖ · ‖△n in
Rn×(n+1) by
‖(v0, v1, . . . , vn)‖△n = max{|v0|, |v1|, . . . , |vn|},
where | · | stands for the usual Euclidean norm of a vector in Rn. This norm is
equivalent to the usual Euclidean norm when the elements in △n are treated as
vectors in Rn(n+1).
The manifold and the atlas. For each triangle T ∈ △n, we let χT be the indicator
function on T , which is a function in L1 = L1(Rn). We define
M : = {χTv : v = (v0, v1, . . . , vn) ∈ Rn×(n+1) s.t. |vi−vj| < µ for i, j = 0, 1, . . . , n}.
We shall show that M ⊆ L1 is a n(n + 1)-dimensional manifold. To see this, we
first need to construct an atlas for M . Let T ∈ △n be any fixed triangle. Let
RT =
1
3 mini6=j |vTi − vTj | and define the following set of functions in M :
UT =
{
χTv ∈M : ‖vT − v‖△n < RT
}
.
In addition, let ϕT : UT → Rn×(n+1) ≈ Rn(n+1) be the function
ϕT (χTv ) : = v, such that ‖vT − v‖△n < RT .
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Figure 1. For n = 2 and v′, v such that‖v′ − v‖△2 = δ < RT , we
have that Tv′△Tv ⊆ S1 ∪ S2 ∪ S3, where the Si’s are rectangles of
area bounded by (µ+ 2δ)2δ.
Note that the matrix v is determined in a unique way. Indeed, since each vertex
of Tv is at a distance of at most RT from one of the vertices of T , and the balls
of radius RT centred at the vertices of T do not intersect, a permutation of the
column vectors in v would result in a new matrix v′ such that ‖vT − v′‖△n ≥ RT .
It is worth remarking that, even though the function ϕT was constructed assum-
ing that the vertices in vT had been labeled according to a pre-established order in
Rn, the matrices v satisfying ‖vT − v‖△n < RT might not have its vertices ordered
in the same way. However, this is not a problem, since ϕ−1T (v) = χTv does not
depend on the order in which the vertices of v are considered.
By construction, ϕT is a bijective function between UT and ϕT (UT ) = {v ∈
Rn×(n+1) : v satisfies (6.3) and ‖vT − v‖△n < RT }.
The maps ϕ−1T : ϕT (UT )→M are Lipschitz. Let v, v′ ∈ ϕT (UT ). Since
‖ϕ−1T (v′)− ϕ−1T (v)‖L1 = ‖χTv′ − χTv‖L1 = |Tv′△Tv|,
our aim is to show that the inequality
(6.4) |Tv′△Tv| ≤ C‖v′ − v‖△n , v, v′ ∈ ϕT (UT ),
holds for some constant C > 0. For simplicity, let us write δ = ‖v′ − v‖△n and
observe that the symmetric difference between Tv′ and Tv is contained in the δ-
neighbourhood of ∂Tv, that is, Tv′△Tv ⊆ {ξ ∈ Rn : dist(ξ, ∂Tv) ≤ δ}. In turn,
by (6.3), this set is included in the union of n + 1 rectangular prisms of measure
(µ+ 2δ)n−12δ (see Figure 1). Hence, we can estimate
|Tv′△Tv| ≤ (n+ 1)(µ+ 2δ)n−12δ,
and since δ ≤ ‖v′ − vT ‖△n + ‖vT − v‖△n < 2RT = 23 mini6=j |vi − vj | ≤ µ, then
|Tv′△Tv| ≤ 3n(n+ 1)µn−1δ,
so (6.4) follows with C = 3n(n+ 1)µn−1.
The maps ϕT : UT → Rn×(n+1) are continuous. For each χT0 ∈ UT we take any
sequence {χTk}k in UT converging to χT0 . Then
|Tk△T0| = ‖χTk − χT0‖L1 −−−−→
k→∞
0.
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This means that Tk converges as a set to T0, and thus each vertex of Tk converges
to the corresponding vertex of T0, so we have that
‖vk − v0‖△n −−−−→
k→∞
0,
for some matrices vk and v0 such that Tvk = Tk and Tv0 = T0. Then the continuity
of ϕT follows by construction.
The sets UT are open in M . Let χT0 ∈ UT . We show that χT0 is an interior point of
UT . Assume by contradiction that for every k ≥ 1 there exists χTk ∈ BL1(χT0 , 1k )∩
M such that χTk /∈ UT . Then ‖vk − vT ‖△n ≥ RT for some vk ∈ Rn×(n+1) such
that Tvk = Tk. By the triangle inequality we then get that
0 < RT − ‖v0 − vT ‖△n ≤ ‖vk − v0‖△n , k ≥ 1,
for some matrix v0 such that Tv0 = T0. Arguing as above, since ‖χTk−χT0‖L1 → 0,
we obtain that ‖vk − v0‖△n → 0, a contradiction.
The transition maps are continuously differentiable. By construction, the transition
maps are simply permutations of the vertices of the triangles, and are therefore
smooth.
M is a differentiable manifold Lipschitz in L1. We have shown that {(UT , ϕT ) :
T ∈ △n} is an atlas for M , which is a n(n+1)-dimensional differentiable manifold
Lipschitz in L1.
6.5. A classical inverse problem. In this example we consider the classical in-
verse problem of differentiation as a toy example. We show that, even if this inverse
problem is notoriously ill-posed, Lipschitz stability is restored by restricting the un-
known to a finite-dimensional manifold.
The manifold M . Let X = Y = L1 = L1([0, 1]), fix ε ∈ (0, 12 ) and consider the set
M = {χ[a,b] : a, b ∈ (0, 1), b− a > ε} ⊆ L1.
Let ϕ : M → R2 be the function given by
ϕ(χ[a,b]) = (a, b).
ϕ is bi-Lipschitz, andM is a differentiable manifold Lipschitz in L1. For χ[a1,b1], χ[a2,b2] ∈
M , observe that
‖χ[a1,b1] − χ[a2,b2]‖L1 =
∣∣[a1, b1]△[a2, b2]∣∣.
If [a1, b1] ∩ [a2, b2] 6= ∅, then∣∣[a1, b1]△[a2, b2]∣∣ = |a1 − a2|+ |b1 − b2|.
On the other hand, if [a1, b1] ∩ [a2, b2] = ∅, then∣∣[a1, b1]△[a2, b2]∣∣ = b1 − a1 + b2 − a2 ≤ |a1 − a2|+ |b1 − b2|,
and for the other inequality, since b1 − a1, b2 − a2 ≥ ε and a1, a2, b1, b2 ∈ [0, 1],∣∣[a1, b1]△[a2, b2]∣∣ = b1 − a1 + b2 − a2 ≥ 2ε ≥ ε(|a1 − a2|+ |b1 − b2|).
Thus
ε
(|a1 − a2|+ |b1 − b2|) ≤ ‖χ[a1,b1] − χ[a2,b2]‖L1 ≤ |a1 − a2|+ |b1 − b2|
for χ[a1,b1], χ[a2,b2] ∈M , so ϕ is bi-Lipschitz and M ⊆ L1 is a 2-dimensional differ-
entiable manifold 1-Ho¨lder (Lipschitz) in L1.
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The operator F . Next we define F : L1 → L1 as the function
u 7−→ F (u)(t) : =
ˆ t
0
u(s) ds, t ∈ [0, 1].
The differential of F . A direct computation shows
F (χ[a,b])(t) = F (χ[a,1])(t) − F (χ[b,1])(t) = (t− a)χ[a,1](t)− (t− b)χ[b,1](t).
Since F is linear, then the Fre´chet derivative of F at u ∈ L1 coincides with F ,
that is, F ′(u) ≡ F for each u ∈ L1. However, since M is not embedded in L1 (see
Section 6.1), we cannot define dFχ[a,b] as the restriction of F
′(χ[a,b]) to Tχ[a,b]M due
to the fact that the tangent space is not contained in L1. In order to compute dFχ[a,b]
we first need to check that F ◦ ϕ−1 is Fre´chet differentiable (see Appendix A.2).
That is, we need to show that there exists a linear map A : R2 → L1 such that
(6.5) lim
µ→0+
1
µ
∥∥(F ◦ ϕ−1)(a+ µh1, b+ µh2)− (F ◦ ϕ−1)(a, b)− µAh∥∥L1 = 0,
for h = (h1, h2) ∈ R2 \ {0}. We start from the ansatz
Ah(t) = lim
µ→0+
(F ◦ ϕ−1)(a+ µh1, b+ µh2)(t) − (F ◦ ϕ−1)(a, b)(t)
µ
a.e. t ∈ [0, 1].
Observe that the right-hand side above is equal to the derivative at µ = 0 of
µ 7−→ (F ◦ ϕ−1)(a+ µh1, b+ µh2)(t)
= F (χ[a+µh1,b+µh2])(t)
= (t− a− µh1)χ[a+µh1,1](t)− (t− b− µh2)χ[b+µh2,1](t).
Hence,
Ah(t) =


0 if t ∈ [0, a),
−h1 if t ∈ (a, b),
h2 − h1 if t ∈ (b, 1].
In other words,
Ah = h2χ[b,1] − h1χ[a,1] a.e. t ∈ [0, 1].
We check that, in fact, A is the Fre´chet differential of F :∥∥(F ◦ ϕ−1)(a+ µh1, b+ µh2)− (F ◦ ϕ−1)(a, b)− µAh∥∥L1
=
ˆ
R
∣∣(t− a− µh1)(χ[a+µh1,1](t)− χ[a,1](t))
− (t− b− µh2)(χ[b+µh2,1](t)− χ[b,1](t))
∣∣ dt
≤
∣∣∣∣
ˆ a+µh1
a
|t− a− µh1| dt
∣∣∣∣+
∣∣∣∣
ˆ b+µh2
b
|t− b− µh2| dt
∣∣∣∣
=
ˆ µ|h1|
0
s ds+
ˆ µ|h2|
0
s ds =
µ2|h|2
2
,
so (6.5) holds. Thus F ◦ ϕ−1 is Fre´chet differentiable and
dFχ[a,b](h1, h2) = h2χ[b,1] − h1χ[a,1], (h1, h2) ∈ R2,
which is injective in R2 (since a < b < 1).
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The operator F is of class C1(M,L1). By Definition 3, we need to show that (F ◦
ϕ−1)′ : ϕ(M)→ L(R2, L1) is continuous, where
ϕ(M) = {(a, b) ∈ R2 : a, b ∈ (0, 1), b− a > ε}
and
(F ◦ ϕ−1)′(a, b) = dFχ[a,b].
In fact, if (a, b), (a′, b′) ∈ ϕ(M), then∥∥(dFχ[a,b] − dFχ[a′,b′])(h1, h2)∥∥L1 = ∥∥h2(χ[b,1] − χ[b′,1])− h1(χ[a,1] − χ[a′,1])∥∥L1
≤ |h1| |a− a′|+ |h2| |b− b′|
≤ (|h1|+ |h2|)(|a− a′|+ |b− b′|)
for every (h1, h2) ∈ R2. Thus∥∥dFχ[a,b] − dFχ[a′,b′]∥∥L(R2,L1) ≤ √2(|a− a′|+ |b− b′|),
and the continuity of dF in L(R2, L1) follows.
Lipschitz stability with infinite-dimensional measurements. Let K ⊆ M be a com-
pact set. For example, we can take
K = {χ[a,b] : a, b ∈ [ε, 1− ε], b− a ≥ 2ε}.
By Theorem 2, F satisfies the following Lipschitz stability estimate for some con-
stant C > 0,
‖χ[a1,b1] − χ[a2,b2]‖L1 ≤ C‖F (χ[a1,b1])− F (χ[a2,b2])‖L1 , χ[a1,b1], χ[a2,b2] ∈ K.
Lipschitz stability with finitely many measurements. Furthermore, for N ∈ N let us
define the map QN : L
1 → L1 as the convolution QNu = FN ∗u, where the so-called
Feje´r kernel is given by
FN (t) =
N∑
k=−N
(
1− |k|
N + 1
)
e2piikt.
Constructed in this way, it turns out that QN satisfies the conditions from Hypoth-
esis 1 with Y˜ = Y = L1. Indeed, since FN ∗u converges to u in L1 for every u ∈ L1,
then
lim
N→∞
‖u−QNu‖L1 = 0
for every u ∈ L1. On the other hand,
‖QNu‖L1 = ‖FN ∗ u‖L1 ≤ ‖FN‖L1‖u‖L1 = ‖u‖L1,
so
‖QN‖L(L1,L1) ≤ 1, N ∈ N.
As a consequence, by virtue of Theorem 5, for N and C large enough, QNF satisfies
the Lipschitz stability estimate (2.7)
‖x− y‖X ≤ C‖QNF (x) −QNF (y)‖Y , x, y ∈ K.
It is worth observing that measuring QNz for a certain z ∈ L1 corresponds to mea-
suring a low-frequency approximation of z which, thanks to the Shannon sampling
theorem, may be obtained by a finite number of samples of z.
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Appendix A. Tangent spaces and differentials
In this section we recall some basic notions on the tangent space of a manifold
and on the differential of a map between manifolds.
A.1. The tangent space. Let X be a Banach space and M ⊆ X be an n-
dimensional differentiable manifold with atlas {(Ui, ϕi)}i∈I (Definition 1). For
x ∈M , we define the tangent space TxM of M at x as the quotient space
TxM : = {γ : (−1, 1)→M : γ(0) = x and ϕi ◦ γ is differentiable in 0}/ ∼,
where the equivalence relation is defined by
γ1 ∼ γ2 ⇐⇒ (ϕi ◦ γ1)′(0) = (ϕi ◦ γ2)′(0),
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where i ∈ I is such that x ∈ Ui. The equivalence class of γ is denoted by [γ]. It is
worth noting that, due to the differentiability of the transition maps, the definitions
of TxM and of [γ] are independent of the chart. The tangent space TxM inherits a
vector space structure thanks to the bijection
(A.1) TxM → Rn, [γ] 7→ (ϕi ◦ γ)′(0).
In this paper, we always identify the elements of TxM with vectors h = (ϕi ◦ γ)′(0)
in Rn.
When M is embedded in X (Remark 1), the tangent space TxM may be viewed
as a subspace of X . This is achieved by using the identification (A.1) and the
immersion (ϕ−1i )
′(ϕi(x)) : R
n → X as follows:
(A.2) TxM → X, [γ] 7→ (ϕ−1i )′(ϕi(x))h, h = (ϕi ◦ γ)′(0).
Note that this map gives the standard interpretation of the tangent space as the
collection of tangent vectors, since
γ′(0) = (ϕ−1i ◦ ϕi ◦ γ)′(0) = (ϕ−1i )′(ϕi(x))h.
This expression also shows that, even though the identification given in (A.1) de-
pends on the chart, the embedding (A.2) is intrinsic to the manifold and is inde-
pendent of the chart used.
A.2. Differential. Let F : M → Y be a differentiable function (Definition 3). The
differential dFx of F at x ∈M is defined by
dFx : TxM → Y, h 7→ (F ◦ ϕ−1i )′(ϕi(x))h,
where i ∈ I is such that x ∈ Ui. Here we are looking at Y as an infinite-dimensional
manifold modelled on Y itself and identifying the tangent space to Y at F (x) with
Y .
When M is embedded in X and F ∈ C1(A, Y ) for some open set A ⊇ M , since
ϕ−1i is differentiable, we can apply the chain rule and obtain
dFx(h) = (F ◦ ϕ−1i )′(ϕi(x))h = F ′(x) ◦ (ϕ−1i )′(ϕi(x))h.
Thanks to the identification of TxM as a subspace of X via (A.2), this identity
shows that the differential of F at x coincides with the Fre´chet derivative of F at
x restricted to TxM , namely,
(A.3) dFx = F
′(x)|TxM .
Appendix B. Bi-Lipschitz estimates for the symmetric difference of
two balls
In this section we prove some estimates we need in Section 6.
Lemma 7. Take A > 0 and 0 < ρ < R <∞. Then the following inequalities hold
for every a1, a2 ∈ B(0, A) ⊆ Rn and r1, r2 ∈ [ρ,R],
(B.1)
1
C
|(a1, r1)− (a2, r2)| ≤ |B(a1, r1)△B(a2, r2)| ≤ C|(a1, r1)− (a2, r2)|
for some C = C(n,A, ρ,R) ≥ 1.
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Proof. Observe that since (a, r) 7→ |a|+ |r| defines a norm in Rn+1, then
|(a, r)| ≍ |a|+ |r|
and thus (B.1) is equivalent to
|B(a1, r1)△B(a2, r2)| ≍ |a1 − a2|+ |r1 − r2|.
For simplicity, fixed (a1, r1) and (a2, r2), we will denote B1 = B(a1, r1) and
B2 = B(a2, r2). We split the proof of (B.1) in three different cases depending on
the values of |a1 − a2|, |r1 − r2| and r1 + r2. We set K = B(0, A)× [ρ,R].
Case |a1 − a2| ≥ r1 + r2. In this case B1 ∩B2 = ∅ and
|B1△B2| = |B1|+ |B2| = ωn(rn1 + rn2 )
= ωn
[(
r1
r1 + r2
)n
+
(
r2
r1 + r2
)n]
(r1 + r2)
n,
where we denote the Lebesgue measure of the unit ball of Rn by ωn. By the
convexity of t 7→ tn and the fact that r1r1+r2 < 1 we get that
21−nωn(r1 + r2)
n ≤ |B1△B2| ≤ ωn(r1 + r2)n.
Moreover, since r1+r2 ≤ |a1−a2| by assumption and |a1−a2| ≤ |a1−a2|+|r1−r2| ≤
c|(a1, r1) − (a2, r2)| ≤ c diamK for some fixed constant c, where the diameter is
computed with respect to the standard norm,
21−nωn(r1 + r2)
n
c diamK
|a1 − a2| ≤ |B1△B2| ≤ ωn(r1 + r2)n−1|a1 − a2|.
On the other hand, using |a1− a2| ≥ r1+ r2 ≥ |r1− r2| ≥ 0 we obtain the estimate
ωn(r1 + r2)
n
2nc diamK
(|a1−a2|+ |r1−r2|) ≤ |B1△B2| ≤ ωn(r1+r2)n−1(|a1−a2|+ |r1−r2|).
Finally, recalling that r1, r2 ∈ [ρ,R], we get
ωnρ
n
c diamK
(|a1 − a2|+ |r1 − r2|) ≤ |B1△B2| ≤ 2n−1ωnRn−1(|a1 − a2|+ |r1 − r2|),
so (B.1) follows.
Case |a1 − a2| < |r1 − r2|. In this case, either
|a1−a2|+ r2 < r1 ⇒ B2 ⊆ B1 or |a1−a2|+ r1 < r2 ⇒ B1 ⊆ B2.
In any case, by the mean value theorem
|B1△B2| =
∣∣|B1| − |B2|∣∣ = ωn|rn1 − rn2 | = nωnξn−1|r1 − r2|
for some ξ ∈ (r1, r2). Thus, recalling that r1, r2 ∈ [ρ,R],
nωnρ
n−1|r1 − r2| ≤ |B1△B2| ≤ nωnRn−1|r1 − r2|.
Since 0 ≤ |a1 − a2| < |r1 − r2| by assumption,
n
2
ωnρ
n−1
(|a1 − a2|+ |r1 − r2|) ≤ |B1△B2| ≤ nωnRn−1(|a1 − a2|+ |r1 − r2|),
which implies (B.1).
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Case |r1 − r2| ≤ |a1 − a2| < r1 + r2. In this case B1 ∪ B2 can be decomposed as
the union of three nonempty disjoint sets: B1 ∩B2, B1 \B2 and B2 \B1.
We first prove the second inequality of (B.1) by constructing two balls, one
contained inside the other, such that their symmetric difference contains B1△B2.
Let B(z1, s1) and B(z2, s2) be the smallest ball containing B1∪B2 and the largest
ball contained in B1∩B2, respectively (see Figure 2). Then 2s1 = diam(B1∪B2) =
r1 + |a1 − a2| + r2. On the other hand, diam(B1 ∪ B2) = (r1 + |a1 − a2| − r2) +
2s2+(r2+ |a1−a2|− r1) = 2(s2+ |a1−a2|), so 2s2 = diam(B1∪B2)− 2|a1−a2| =
r1 + r2 − |a1 − a2|. Therefore
B1△B2 ⊆ B
(
z1,
r1 + r2 + |a1 − a2|
2
)
\B
(
z2,
r1 + r2 − |a1 − a2|
2
)
.
B1
B2
a1 a2
Figure 2. The shaded region corresponds to B1△B2 and it is
contained between the two red balls.
Using this inclusion we can estimate
|B1△B2| ≤ ωn
2n
[
(r1 + r2 + |a1 − a2|)n − (r1 + r2 − |a1 − a2|)n
]
.
Observe that, given 0 < h < t, by the mean value theorem there exists ξ ∈ [t−h, t+
h] such that (t+h)n−(t−h)n = 2nξn−1h, then we can estimate (t+h)n−(t−h)n ≤
2n(t+ h)n−1h. Replacing this with t = r1 + r2 and h = |a1 − a2| in the inequality
above we obtain that
|B1△B2| ≤ nωn
2n−1
(r1 + r2 + |a1 − a2|)n−1|a1 − a2|
≤ 2n−1nωnRn−1|a1 − a2|
≤ 2n−1nωnRn−1
(|a1 − a2|+ |r1 − r2|),
where in the second inequality we have used that r1+r2+|a1−a2| < 2(r1+r2) ≤ 4R.
To prove the first inequality in (B.1) we need to distinguish two cases:
Case |a1 − a2| > max{r1, r2}. Let us consider the disjoint balls
B
(
z3,
|a1 − a2|+ r1 − r2
2
)
⊆ B1\B2 and B
(
z4,
|a1 − a2|+ r2 − r1
2
)
⊆ B2\B1,
(see Figure 3).
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B1
B2
a1 a2
Figure 3. B1△B2 contains the two disjoint red balls.
Then by the convexity of t 7→ tn,
|B1△B2| ≥ ωn
2n
[
(|a1 − a2|+ r1 − r2)n + (|a1 − a2|+ r2 − r1)n
]
≥ ωn
2n−1
|a1 − a2|n
≥ ωnρ
n−1
2n−1
|a1 − a2|
≥ ωnρ
n−1
2n
(|a1 − a2|+ |r1 − r2|),
where in the third inequality we used the assumption |a1 − a2| > max{r1, r2} ≥ ρ,
and in the last inequality that |a1 − a2| ≥ |r1 − r2|. Then the first inequality in
(B.1) follows.
Case |a1−a2| ≤ max{r1, r2}. Let us assume without loss of generality that r1 ≥ r2.
Then
B1△B2 ⊇ B1 \B2 ⊇ B(a1, r1) \B(a2, r1) ⊇ S,
where S is the set enclosed by the red line in Figure 4.
h
B1
B2
B(a2, r1)
S a1 a2
Figure 4. S ⊆ B1△B2.
Observe that the intersection of S with any line parallel to a1−a2 has length |a1−
a2|. Then, by Steiner symmetrization with respect to the hyperplane orthogonal
to a1 − a2, we have that the measure of S is equal to the measure of a cylinder of
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height |a1 − a2| and radius
h =
√
r21 −
|a1 − a2|2
4
≥
√
3
2
r1 ≥ 1
2
ρ,
where we have used |a1 − a2| ≤ r1 and r1 ≥ ρ. Then we can estimate
|B1△B2| ≥ |S| = ωn−1hn−1|a1 − a2|
≥ ωn−1ρ
n−1
2n−1
|a1 − a2|
≥ ωn−1ρ
n−1
2n
(|a1 − a2|+ |r1 − r2|),
and the proof of (B.1) is finished. 
Remark 8. It is noteworthy to mention that all the estimates in the proof of
Lemma 7 are valid for balls with respect to other norms (such as, for example, the
infinity norm in Rn), except the lower estimate in the case |r1 − r2| ≤ |a1 − a2| ≤
max{r1, r2}, where the geometry of the balls has been used. However, it is possible
to adapt the idea to obtain the desired estimate for norms different than the usual
Euclidean norm.
For instance, if we define Q(a, r) = {x ∈ Rn : |x−a|∞ < r} and we assume that
(a1, r1) and (a2, r2) are points in R
n×R+ such that 0 ≤ r1− r2 ≤ |a1− a2|∞ ≤ r1,
then Q1△Q2 contains a rectangle S of measure (2r1)n−1|a1 − a2|∞ (see Figure 5).
Then the desired estimate is obtained following the same reasoning.
a1
a2
Q1
Q2
Q(a2, r1)
S
Figure 5. S ⊆ Q1△Q2.
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