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El uso de sensores visuales en robots ae´reos para
realizar tareas como evacio´n de obsta´culos, segui-
miento de objetivos o deteccio´n de caracter´ısitcas
salientes, permite a tales robots servir de visores
inteligentes para aplicaciones de inspeccio´n, pa-
trullaje y monitoreo, reconstruccio´n digital ae´rea,
etc. Ma´s au´n, el uso de la visio´n por computador
puede reducir la incertidumbre e incrementar la
versatilidad y desempen˜o general cuando se reali-
zan tareas robotizadas. Este trabajo aborda la pro-
blema´tica del control servo visual de un veh´ıculo
ae´reo auto´nomo en espacios exteriores, en espe-
cial de un helico´ptero auto´nomo. El siguiente tra-
bajo propone te´cnicas de visio´n por computador
que permiten a un veh´ıculo ae´reo realizar manio-
bras mientras se hace seguimiento de caracter´ısti-
cas en entornos donde el GPS tiene fallos de re-
cepcio´n (usualmente en zonas urbanas) o simple-
mente permiten alinear el veh´ıculo con un obje-
tivo dado. Se investigan te´cnicas de control ser-
vo visual que usan directamente la posicio´n de las
carater´ısticas en la ima´gen para generan referen-
cias de velocidad para control de vuelo, es decir,
la tarea se especif´ıca en el espacio de trabajo del
sensor. Esta estrategia no requiere procedimientos
calibracio´n de la ca´mara o reconstruccio´n 3D de
la escena, los cuales estan sujetos a errores y de-
mandan una alta capacidad de computacional.
Palabras clave: control visual, helico´ptero
auto´nomo, navegacio´n basada en visio´n, deteccio´n
y seguimiento visual.
1. Introduccio´n
Los veh´ıculos ae´reos auto´nomos (UAV, de sus si-
glas inglesas Unmanned Aerial Vehicles. Nomen-
clatura internacional adoptada en el presente do-
cumento) han sido un a´rea de investigacio´n muy
activa durante los ultimos an˜os. El uso de UAV
en aplicaciones civiles de patrullaje y monitoreo
continu´a en crecimiento debido en parte por la
evolucio´n y reduccio´n en el coste de los sistemas
visio´n. La visio´n para el control de un UAV impli-
ca realizar investigacio´n en diversos campos como
la deteccio´n y seguimiento de objetos, estimacio´n
de posicio´n, fusio´n sensorial con GPS y medidas
inerciales, y modelado y control de sistemas multi-
variables no lineales. Un helico´ptero auto´nomo po-
see propiedades que lo hacen la plataforma ido´nea
para tareas de inspeccio´n y monitoreo. Su inhe-
rente habilidad de volar a baja velocidad, estacio-
nariamente, lateralmente y realizar maniobras en
espacios reducidos lo hacen la plataforma adecua-
da para tales tareas.
Figura 1: Plataforma ae´rea COLIBRI durante
prueba experimental con lineas ele´ctricas.
La plataforma ae´rea presentada (figura 1) com-
bina te´cnicas de visio´n por computador con un
control de bajo nivel para lograr el control visual
de un UAV por medio del seguimiento visual de
caracter´ısticas en la ima´gen. El sistema de visio´n
actu´a como un controlador de alto nivel enviando
consignas de velocidad al control de vuelo, el cual
es responsable de un control robusto y estable. El
resultado es un algoritmo de seguimiento visual de
caracter´ısticas que controla los desplazamientos de
un helico´ptero auto´nomo en espacios exteriores.
2. Trabajos Relacionados
El estudio de los helico´pteros auto´nomos tiene su
origen de´cadas atra´s. El modelado dina´mico ha
sido ampliamente documentado, en particular en
[23], [11] donde se presenta un estudio en deta-
lle sobre el modelo aerodina´mico y ana´lisis de es-
tabilidad. Dada la inestabilidad propia de los he-
lico´pteros los primeros trabajos de investigacio´n se
enfocaron en el disen˜o de controladores estables.
En [29] se documenta el disen˜o de un control re-
troalimentado robusto basado en H∞, al igual en
[27] se presenta un control Fuzzy para un Yamaha
R-50.
Entre los primeros sistemas documentados de na-
vegacio´n para helico´pteros auto´nomos se encuen-
tra [6]. Este sistema presentaba la particularidad
de solo usar GPS como sensor principal para la na-
vegacio´n sustituyendo a la Unidad de Medida Iner-
cial (IMU), la cual histo´ricamente se hab´ıa usado
como sensor principal. Este sistema estaba dotado
de un GPS que consist´ıa de un oscilador principal
y 4 receptores (usando desplazamiento en fase) con
4 antenas colocadas en puntos estrate´gicos sobre
el helico´ptero con lo que se conseguia su posicio´n,
velocidad, actitud e informacio´n angular. El he-
lico´ptero descrito en [21] posee una arquitectura
jera´quica de mo´dulos de control. Mo´dulos de ba-
jo nivel se encargan de tareas reflexivas, de ra´pi-
da respuesta como control de bajo nivel, mientras
los mo´dulos de alto nivel se encragan de tareas
de planificacio´n y navegacio´n. El control se ha di-
sen˜ado con leyes de control lineal usando contro-
ladores PID. Entre los sensores que posee estan
GPS, IMU, Magneto´metro, Sonar, etc.
En [26] se presenta un sistema de control jera´rqui-
co usado en el helico´ptero: BErkeley AeRobot
project (BEAR) [4]. La identificacio´n del sistema
se usa para generar el modelo del helico´ptero, y
basa´dose en este modelo se disen˜an las leyes de
estabilizacio´n. El controlador consta de 3 lazos: 1)
un lazo interno de control de actitud, 2) un lazo
intermedio de control de velocidad, y 3) un lazo
externo de control de posicio´n. Las redes neurona-
les tambie´n han servido para disen˜o e implementa-
cio´n de controladores de vuelo, siendo el Instituto
Tecnolo´gico de Georgia [28] el que ma´s aportes ha
hecho en esta te´cnica. Entre los trabajos ma´s im-
portantes de este grupo se encuentran [12], [13],
[14] y [22]. Recientes logros en el control y mo-
delado han permitido extender las capacidades de
vuelo, llegando a realizar maniobras acroba´ticas.
Un ejemplo de este sistema es el helico´ptero des-
crito en [7] y [8].
Al hacer referencia al control visual, y en especial
al de veh´ıculos auto´nomos ae´reos, se hace referen-
cia al uso de la informacio´n visual del procesa-
miento de imagenes para el control de velocidad,
posicio´n absoluta o relativa, o para el control de
la orientacio´n de un robot ae´reo. Al igual que la
literatura sobre control visual contempla el te´rmi-
no camara-en-mano para ciertas configuraciones
en robots articulados, la misma puede usarse para
el caso de robots ae´reos [15]. Uno de los prime-
ros helico´pteros auto´nomos guiados por visio´n se
describe en [3]. Este veh´ıculo combina las lectu-
ras GPS con un sistema de visio´n, con la finalidad
aumentar la precisio´n de la estimacio´n de estado
para la navegacio´n. El sistema de visio´n consiste
de un procesador DSP que proporciona medidas
de posicio´n, velocidad y actitud a frecuencias del
orden de 10ms, que combinado con las lecturas del
GPS y IMU aumenta la precisio´n en la estimacio´n
de la actitud y la posicio´n del helico´ptero.
El control visual tambie´n se ha aplicado a veh´ıcu-
los en miniatura, en el caso de un helico´ptero
(HMX-4) de cuatro rotores [1], [2] donde la vi-
sio´n se usa para determinar la disposicio´n del he-
lico´ptero y para la deteccio´n de objetos en tierra.
En el caso de aviones en miniatura [5] la deteccio´n
y localizacio´n del horizonte se usa para el control
lateral de un mini UAV.
En el a´rea del aterrizaje auto´nomo basado en vi-
sio´n, recientemente en [20] la deteccio´n de un pa-
tro´n conocido usando visio´n por computador y la
fusio´n de esta informacio´n con las medidas iner-
ciales permite aterrizar este helico´ptero en caso
de no disponibilidad de GPS. En [10] te´cnicas de
visio´n por computador son usadas para recobrar
y detectar aquellas a´reas seguras para aterrizaje
en terrenos desconocidos. Anteriormente, la visio´n
artificial se uso´ para aterrizar auto´nomamente un
helico´ptero usando dos estrategias diferentes [24] y
[25], pero con la particularidad de ser la visio´n por
computador la fuente principal de informacio´n.
En el caso de la navegacio´n 3D basada en vi-
sio´n Habrar [9] propone una te´cnica de evasio´n
de obsta´culos basada en visio´n por computador
combinando flujo o´ptico y visio´n estereosco´pica.
Experimentos demuestran las ventajas de combi-
nar ambas te´cnicas, las cuales a su vez combinadas
con un planificador de trayectorias basado en ma-
pas probabil´ısticos permite la navegacio´n de un
helico´ptero auto´nomo en entornos urbanos.
3. Control de vuelo
El control de vuelo esta compuesto por varios la-
zos de control en cascada para controlar la actitud,
velocidad y posicio´n. Cada controlador genera las
referencias al controlador siguiente, siendo el con-
trol de actitud el que genera las consignas finales
a los servos del helico´ptero.
Los diferentes lazos de control mencionados ante-
riormente leen el estado de las variables del es-
timador de estado y estabilizan el helico´ptero en
un punto de operacio´n basa´ndose en controladores
PID desacoplados. La maniobrabilidad del veh´ıcu-
lo auto´nomo considerado, el helico´ptero, como se
menciono´ anteriormente puede ser controlada mo-
dificando los a´ngulos de actitud, es decir, actuando
sobre el roll, pitch y yaw. El control de actitud lee
los valores de roll, pitch y yaw, y genera las con-
signas necesarias para estabilizar la actitud del he-
lico´ptero. El control del roll y pitch se lleva a cabo
mediante dos controladores PD, el control del yaw
se hace mediante un controlador PID. La ecuacio-
nes que rigen el control de actitud se muestran a
continuacio´n:
δlat = Kp(φd − φ) +Kd (φd − φ)
dt
(1)





(ψd−ψ)dt+Kd (ψd − ψ)
dt
(3)
donde: δlat, δlon and δt son los comandos de pitch
c´ıclico latitudinal, pitch c´ıclico longitudinal y co-
lectivo de rotor de cola, respectivamente. Los valo-
res de Kp, Ki and Kd las ganancias proporcional,
integral y derivativa asociadas a cada controlador.
El control de velocidad, el cual genera referencias
de roll, pitch (al control de actitud) y colectivo de
rotor principal, esta implementado mediante un
control PI. El controlador lee los valores de velo-
cidad del estimador de estado y genera: φd y θd
al control de actitud lo que desplaza el veh´ıculo
lateral y longitudinalmente a una velocidad da-
da, respectivamente. La velocidad vertical que se
controla actuando sobre el colectivo de rotor prin-
cipal, se puede modificar por medio del control
de velocidad o posicio´n dependiendo del modo de
operacio´n. Cuando el veh´ıculo se mueve hacia una
coordenada GPS dada, el control de posicio´n ge-
nera consignas de colectivo principal basa´ndose en
la altura actual y la deseada. Cuando se esta´ en
vuelo estacionario o se opera en modo velocidad,
el control de velocidad es capaz de recibir refe-
rencias externas generando consignas de colectivo
principal directamente. Este modo de operacio´n
es particularmente u´til cuando se realiza control
visual.
φd = vxr = Kp(vxd−vx)+Ki
∫
(vxd−vx)dt (4)
θd = vyr = Kp(vyd−vy)+Ki
∫
(vyd−vy)dt (5)
δm = Kp(vzd − vz) +Ki
∫
(vzd − vz)dt (6)
donde: vxr, vyr and δm son la referencias de velo-
cidad longitudinal, velocidad latitudinal y colecti-
vo de rotor principal, respectivamente. Los valores
de Kp y Ki son las ganancias proporcional e inte-
gral asociadas a cada controlador. Como se men-
ciono´ anteriormente en la configuracio´n de control
en cascada cada controlador genera los setpoints
(referencias) al controlador siguiente, por esta ra-
zon las ecuaciones 4 y 5 son los valores deseados
de entrada al controlador de actitud, mientras que
la ecuacio´n 6 es el valor del comando de colectivo
del rotor principal.
El control de posicio´n se implementa mediante un
controlador PID. Cuando se vuela en direccio´n a
una coordenada dada o se esta´ en vuelo estaciona-
rio, el controlador lee las coordenadas GPS desea-
das y la actual, y genera las referencias de veloci-
dad al control de velocidad del veh´ıculo y colectivo
de rotor principal.
vxd = xr = Kp(xd−x)+Ki
∫
(xd−x)dt+Kd (xd − x)
dt
(7)
vyd = yr = Kp(yd−y)+Ki
∫
(yd−y)dt+Kd (yd − y)
dt
(8)
vzd = zd = Kp(zd−z)+Ki
∫
(zd−z)dt+Kd (zd − z)
dt
(9)
De manera similar, al control de velocidad el con-
trol de posicio´n genera las referencias al contro-
lador siguiente. El controlador enseguida es el de
velocidad, por esta razo´n la ecuacion 7 y 9 se pue-
den escribir como las referencias de velocidad. Sin
embargo, dependiendo del modo de operacio´n el
control de posicio´n puede generar directamente la
consigna de pitch colectivo de rotor principal in-
fluyendo sobre la altitud del helico´ptero.
4. Integracio´n con referencias
visuales
La integracio´n de la visio´n por computador en el
control de vuelo implica otros campos de investi-
gacio´n como la deteccio´n y seguimiento de patro-
nes, estimacio´n de posicio´n por flujo o´ptico, na-
vegacio´n inercial, GPS, modelado no lineal, etc.
Durante el procesamiento de ima´genes, al reali-
zarse la deteccio´n y seguimiento en el plano de la
ima´gen, las referencias mas apropiadas que puede
generar esta etapa son de velocidad en el plano de
Figura 2: Diagrama general de control. Se muestra
la configuracio´n desacoplada del sistema de visio´n
la ima´gen, lo que representa a su vez las referen-
cias de velocidad al control de vuelo en el sistema
de coordenadas del helico´ptero.
La configuracio´n actual propuesta (figura 2) del
sistema es descoplado y basado en ima´gen, es de-
cir, la sen˜al de error a corregir es la posicio´n de
la caracter´ıstica en la ima´gen. En la mayor para
de las aplicaciones derivadas de esta propuesta, la
visio´n se usa para alinear el UAV con el objeto de
intere´s usando referencias de velocidad en el plano
de la imagen, por lo que la convergencia de esta
sen˜al a cero val`ıda la configuracio´n propuesta.
4.1. Capa de interconexio´n entre
procesos
Esta capa hace uso de una arquitectura conocida
como es la cliente-servidor. Esta arquitectura esta
basada en mensajes TCP/UDP y esta orientada
a que los processos embebidos se ejecuten a bor-
do del veh´ıculo. En la seccio´n 5 se describe como
son generadas las referencias visuales de veloci-
dad del plano de la ima´gen. Su integracio´n con el
control de vuelo se lleva a cabo mediante mensa-
jes, a trave´s de una capa de software definida por
una API de comunicaciones. Esta capa permite la
interconexio´n de diferentes procesos externos si-
multa´neamente.
El esquema propuesto tiene la ventaja de ser enor-
memente flexible, dado que varios procesos exter-
nos pueden inter-actuar entre ellos y con el control
de vuelo a trave´s de la capa de conexio´n, vease fi-
gura 3. En el caso del uso de la visio´n por computa-
dor para el control visual, dicha flexibilidad viene
del hecho de que varios sub-procesos de visio´n, y
entiendase por sub-procesos como, algoritmos de-
dicados a tareas y/o aplicaciones espec´ıficas, pue-
den inter-actuar a la vez. En el caso de requerir
algoritmos de propo´sito especial, el esquema sigue
siendo va´lido ya que solo requerira´ el cambio in-
terno del proceso de visio´n.
Las funcionalidades ba´sicas de esta capa se definen
como:
Figura 3: Esquema de procesos. Procesos externos
(nivel superior) inter-actu´an con el control a trave´s
de una capa de conexio´n
Definir un conjunto de mensajes para identifi-
car el tipo de informacio´n, as´ı como el destino
del mensaje. Mensajes y estructuras de datos
son definidas, y luego enviados a la capa de in-
terconexio´n. Diferentes mensajes son creados
para el control de vuelo como: control de ve-
locidad, control de posicio´n, orientacio´n, acti-
tud, estado del helico´ptero, etc. Para procesos
externos como: tipo de infomacio´n a enviar y
recibir, desde y hacia los procesos externos.
Conmutar y enrutar los mensajes dependien-
do del tipo de informacio´n contenida. Por
ejemplo, la capa puede cambiar entre control
de velocidad o posicio´n dependiendo del tipo
de mensaje recibido desde un proceso exter-
no.
5. Posicionamiento basado en
visio´n. Definicio´n de la tarea de
control visual
La tarea del control visual se encarga de alinear
el veh´ıculo con respecto a un objetivo basa´ndose
solo en la informacio´n visual 2D que extrae de la
escena. A continuacio´n se define como se generan
las sen˜ales de referencias de velocidad que son en-
viadas al control de vuelo para realizar el control
visual. Segu´n el esquema de control mostrado en
la figura 2 se definen principalmente tres manio-
bras que son controladas visualmente, el control
de posicio´n lateral, vertical y longitudinal. La fi-
gura 4 muestra la disposicio´n de la ca´mara durante
el control visual de la maniobras. Cabe destacar
que el control visual lateral del veh´ıculo puede ser
llevado a cabo utilizando ambas configuraciones.
5.1. Control visual lateral
Para el control de la velocidad lateral, y por con-
siguiente, de la posicio´n lateral del helico´ptero se
puede usar una ca´mara colocada en la parte fron-
tal del veh´ıculo o en la parte inferior del mismo.
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b) ca´mara situada en la parte frontal del veh´ıculo
Figura 4: Disposicio´n del helico´ptero y la ca´ma-
ra, ca´mara inferior y ca´mara frontal. La sen˜al de
error se indica en forma vectorial, para expresar
que consta de dos componentes de referencia de
velocidad en la direccio´n j e i de la ima´gen.
ta situada en la parte inferior. La tarea de control
visual se define como aquella donde los a´ngulos
α y β se conducen a cero. Pero debido a que en
el ca´lculo de dichos a´ngulos son introducidos mu-
chos para´metros de incertidumbre, derivados de la
calibracio´n y condicionados por la eleccio´n de un
modelo de ca´mara ma´s complejo, se escoge como
para´metro para la generacio´n de la sen˜al de refe-
rencia de la tarea de control visual la coordenada
i de la posicio´n de la caracter´ısticas en la ima´gen.
Un razonamiento ana´logo se aplica en el caso en
el que la ca´mara esta situada en la parte frontal
del veh´ıculo, figura 5(b).
En ambas configuraciones se usa la coordenada i
de la caracter´ısitica en la ima´gen, siendo las re-
ferencias de velocidad lateral va´lidas para ambas.


















a)ca´mara inferior, control lateral
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coordenadas de la camara
sistema de coordenadas del helicoptero







b)ca´mara frontal, control lateral
Figura 5: Disposicio´n helico´ptero-ca´mara: control
visual de posicio´n lateral
de la caracter´ıstica detectada en la ima´gen. kl se
usa como ganancia del sistema visual de referen-
cias laterales. Si su valor es igual 1, las referencias
varian entre -1 y 1 (m/s). Si es diferente entonces
su valor sera kl veces ±1 (m/s).

















donde f es la distancia focal de la ca´mara, d y xd
la distancia que separa ambos sistema de coorde-
nadas, respectivamente. En la pra´ctica d y zd se
aprox´ıman a cero colocando la ca´mara los ma´s fiel
posible al centro de masa del veh´ıculo. Resultando
en:
tanα = tanβ (15)
tanα′ = tanβ′ (16)
El control visual tiene la funcio´n de hacer que la
componente i de la sen˜al de error tienda a w2 (ca-
racter´ıstica centrada en la ima´gen) con velocidad
negativa, esto es, a medida que el veh´ıculo se ali-
nea con el objetivo, i→ w2 , esto genera referencias
positivas de velocidad al helico´ptero y los a´ngulos
α′ y β′ tienden a cero, causando a su vez vyr → 0.
Por lo tanto, al ser los ejes longitudinales de la
ca´mara y el helico´ptero solidarios, el helico´ptero
se mueve lateralmente por medio de las referen-
cias de velocidad dadas por la ecuacio´n 10.
5.2. Control visual vertical
Por medio de un razonamiento ana´logo al anterior,
la velocidad y la posicio´n vertical del helico´ptero,
son controladas por las referencias de velocidad
vertical generadas a partir de la ima´gen. Estas re-












Figura 6: Disposicio´n helico´ptero-ca´mara: control
visual de posicio´n vertical (altitud)
vzr = kv
(j − h2 )
h/2
(17)
Donde h es el alto de la ima´gen y j la posicio´n de
la caracter´ıstica detectada en la ima´gen. Ana´loga-
mente al caso anterior kv es la ganancia de sistema
visual de referencias verticales.






j − zd − h/2
f + d
(19)
A medida que el control visual corrige la posicio´n
del veh´ıculo, la caracter´ıstica tiende a centrarse
en la ima´gen, luego la componente j de la sen˜al
de error (j → h2 ), y el a´ngulo α tiende a cero. No
as´ı, el a´ngulo β que tiende a −zdf+d . Esto conlleva
a que cuando la caracter´ıstica esta centrada en la
ima´gen, verticalmente el veh´ıculo no esta alineado
con el objetivo, debido al factor zd. Fisicamente se
ha encontrado que esta distancia es muy pequen˜a,
por lo que en la practica no se distingue su efecto
y se desprecia.
5.3. Control visual longitudinal
De manera similar a los planteamientos anterio-
res, la velocidad y la posicio´n longitudinal del he-
lico´ptero, sera´n controladas por las referencias de
velocidad generadas a partir de la ima´gen. Estas
referencias vienen dadas por la ecuacio´n 20. Ex-













Figura 7: Disposicio´n helico´ptero-ca´mara: control
visual de posicio´n longitudinal
vxr = −kL
(j − h2 )
h/2
(20)
donde h es el alto de la ima´gen y j la posicio´n
de caracter´ıstica detectada en la ima´gen. El sig-
no menos viene del hecho que ambos sistemas de
coordenadas son opuestos, es decir, el eje ZC y el
eje x tienen sentido contrarios. Ana´logamente al
caso anterior kL es la ganancia de sistema visual
de referencias longitudinales.









A medida que la caracter´ıstica se centra en la
ima´gen la componente j tiende a h2 , lo que conlleva
a que los a´ngulos α y β tienden a cero. Con lo que
se verifica la convergencia del control longitudinal
5.4. Aplicaciones Experimentales
De entre la varias aplicaciones que se han conse-
guido con esta plataforma se encuentran
1. Deteccio´n y seguimiento de caracter´ısticas ex-
ternas en entornos urbanos. Con el objetivo
de la validar la propuesta de control visual an-
teriormente mencionada, se ha simulado una
inspeccio´n sobre una fachada de un edificio
siguiendo visualmente carater´ısticas elegidas
por un usuario en tierra.
2. Visio´n estereosco´pica para la navegacio´n de
un veh´ıculo ae´reo auto´nomo. Usando un siste-
ma estereosco´pico se consigue calcular la altu-
ra y el desplazamiento del sistema detectando
y siguiendo puntos salientes en la ima´gen
3. Planificacio´n de trajectorias usando splines.
Dada una serie de coordenadas GPS, el sis-
tema calcula la trayectoria o´ptima mas ade-
cuada de forma que el UAV visite cada punto
siguiento una ruta cont´ınua.
4. Deteccio´n y seguimiento de lineas ele´ctricas
de alta tensio´n. Usando una te´cnica de de-
teccio´n de segmentos de lineas se encuentran
la lineas sobre la ima´gen, y a continuacio´n el
sistema visual busca los objetos de intere´s o
componentes, como aisladores, sobre la l´ınea
de manera de inspeccionarlos visualmente.
Algunas de estas aplicaciones y sus resultados
mas significativos se describen en [16], [17],
[18] y [19].
6. Conclusiones
El tema del control y la navegacio´n visual de
veh´ıculos ae´reos auto´nomos ha suscitado un im-
portante intere´s durante los u´ltimos an˜os y sigue
motivando en la actualidad la actividad investiga-
dora de una numerosa comunidad cient´ıfica. Gran
parte de esta actividad se ha centrado en el a´rea de
control, se han propuesto y desarrollado te´cnicas
para estabilizar y maniobrar helico´pteros auto´no-
mamente dada una trayectoria de vuelo. Sin em-
bargo el a´rea de control visual de UAV esta en
pleno auge y desde an˜os recientes se viene popu-
larizando el uso de veh´ıculos ae´reos no tripulados
para inspeccio´n, monitoreo y vigilancia visual, lo
que a su vez ha llevado a los investigadores del a´rea
visio´n por computador ha desarrollar te´cnicas que,
usando la informacio´n que el veh´ıculo adquiere a
trave´s de sensores visuales, pueda influir sobre la
trayectoria o plan de vuelo acorde con el proce-
samiento visual de la escena. El presente trabajo
ha mostrado una estrategia de control visual apli-
cado a un helico´ptero auto´nomo, con aplicaciones
potenciales reales en la industria.
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