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Tunneling times with ovariant measurements
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he Physik, Leibniz Universität Hannover, Appelstrasse 2, 30167 Hannover, Germany.
We onsider the time delay of massive, non-relativisti, one-dimensional partiles due to a tun-
neling potential. In this setting the well-known Hartman eet asserts that often the sub-ensemble
of partiles going through the tunnel seems to ross the tunnel region instantaneously. An obstale
to the utilization of this eet for getting faster signals is the exponential damping by the tunnel,
so there seems to be a trade-o between speedup and intensity. In this paper we prove that this
trade-o is never in favor of faster signals: the probability for a signal to reah its destination before
some deadline is always redued by the tunnel, for arbitrary inoming states, arbitrary positive and
ompatly supported tunnel potentials, and arbitrary detetors. More speially, we show this for
several dierent ways to dene the same inoming state and the same detetor when omparing
the settings with and without tunnel potential. The arrival time measurements are expressed in the
time-ovariant approah, but we also allow the detetion to be a loalization measurement at a later
time.
PACS: 03.65.Db, 03.65.Nk
I. INTRODUCTION
Questions related to the tunneling phenomenon have been atively studied sine the early days of quantum me-
hanis, and some of them are still not resolved. In the simple ase of a massive partile moving in one dimension
through a loalized (tunnel) potential, the question of the time spent in the tunnel is espeially interesting, and
has given rise to extensive disussion (see e.g. [6, 14, 15, 18, 21, 25℄ and the referenes therein). Some diulties in
dealing with this problem are rooted in the absene of a selfadjoint time operator (Pauli's Theorem [22℄). Instead,
one has to use more general framework of positive operator measures (POMs) [3, 16, 19, 27℄. For a survey on time in
quantum mehanis, see [20℄.
An old observation related to tunneling times is the so alled Hartman eet [15℄, whih states that the transmitted
part of a wave funtion appears to move faster through the tunnel than the orresponding free state. More preisely,
after a long retangular barrier and for a wave funtion of narrow momentum distribution, in leading order the
transmitted pulse appears at the end of the tunnel instantaneously. Therefore, it has been suggested that this eet
means superluminal signal transport [14, 21℄. However, all this is only true for the shape of the wave funtion
disregarding normalization. But obviously, espeially for long tunnels, for whih the gain in speed would only be
notieable, the transmission probability is exponentially small. So in any attempt to utilize the Hartman eet for a
faster signal transmission, we would have to analyze the trade-o between transmission probability and transmission
speed.
The main result of this paper is that this trade-o is always trivial: when damping is taken into aount, transmission
through a tunnel will always slow down the signal. Figures 1 and 2 show a sketh of the result of an arrival time
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FIG. 1: Arrival probability density for free (dashed line) and transmitted (solid line) partiles
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FIG. 2: Probability for arrival up to time t for free (dashed line) and transmitted (solid line) partiles
measurement in a possible situation: The arrival time probability density for the transmitted partiles peaks earlier
than for the free partiles. The density may even beome larger at some times. But if we look at the integrated
density, i.e., the probability for the partiles to arrive before a given deadline t, plotted here as a funtion of t, then
the free partiles win.
This is true in remarkable generality: for any inoming state, any tunnel potential, and any detetor. It is even true
for several, in general inequivalent approahes to formalizing the rules of this rae. Indeed we need to hoose a preise
notion of arrival detetion, of the equality of initial wave funtions, and of the equality of detetors for tunneling
and free dynamis. The equality of initial states is a non-trivial issue, beause the two states are subjet to dierent
dynamial evolutions. So at least we need to x a referene time. For this we have two hoies, namely either a xed
time (set to zero by onvention), or t = −∞, i.e., asymptoti equality of the inoming states in the sense of sattering
theory. In this ase we x the diretion from whih the partiles are oming by hoosing input states with positive
momentum.
On the detetion side, a natural hoie is to desribe the detetors as ovariant arrival time observables [16, 27℄.
Again this raises the issue of how to ompare the two ases, beause the ovariane ondition expliitly depends on the
time evolution, and an observable an be ovariant with respet to only one of them. Again sattering theory helps,
by dening a bijetive orrespondene between the respetive sets of ovariant observables: we identify observables,
whih give the same probability distributions on states oiniding for t → +∞. This identiation is also natural
for inluding ner desriptions of the detetion proess. For example, we ould modify both time evolutions by
inluding an imaginary optial potential, resulting in ontration semigroups rather than unitary groups. The loss
of normalization is then interpreted as arrival probability. Even more realistially, we ould model the detetor by
a system in a bound state, interating with the partile through a potential, and getting ionized in the detetion
proess. The ionization time (as measured by a ovariant observable on the esaping eletron) is then taken as the
detetion time. It will be shown elsewhere how these ideas lead to speial ases of ovariant measurements.
In this paper we also look at another way of setting up the nish line for the rae: For partiles traveling in the
positive x-diretion, any time t, and any position a behind (=to the right of) the tunnel, we an replae the event the
partile has arrived at point a before time t by the partile is loated in the half axis [a,∞) at time t. The latter
statement requires only a position measurement, and hene does not require the theory of arrival times. Although the
two statements are not equivalent, and orrespond to dierent eet operators (the rst probability is, by denition,
inreasing as a funtion of t, but the seond is not in general inreasing), they will be qualitatively similar, and equal
in the lassial limit. Note that both the arrival times and the loalization observables (see e.g. [2, 3℄) are represented
by positive operator measures, onstrained by a ovariane ondition. In order to emphasize the analogy with arrival
times, for whih a projetive measurement does not exist, we also allow loalization observables, whih are general
positive operator measures (POM)
1
, rather than just the standard position observable.
To summarize, we are looking at the following three approahes to our problem:
approah initial referene time detetion
I ovariant time −∞ time-ovariant
II loalization −∞ loalization
III time-zero 0 loalization
1
More ommonly alled POVMs for positive operator valued measures
2
The ombination of the time-zero initialization with time-ovariant measurements is onspiuously absent from this
table, beause the identiation of detetors under dierent dynamis requires asymptoti sattering theory, whih
we wanted to avoid in this setting.
There would be more possibilities for the detetion, with more realisti detetor desriptions, and some of these
are now under investigation. Approahes I and II have been disussed in a reent paper by Werner and Rushhaupt
(to be published, see also a onferene report by Werner at the 40th Toru« Symposium, June 2008). Here we have
added the time zero approah, as well as formulated the treatment in a way that brings the use of positive operator
measures and ovariane to the front.
II. PRELIMINARIES AND NOTATIONS
As mentioned in the introdution, we have three distint approahes, eah formulated in terms of ovariant positive
operator measures. Beause of the ovariane property (whih we will preisely dene shortly below), the mathematial
struture of the problem will be the same in eah ase, one the observable is suitably transformed. More speially,
time observables are dened via time translations and loalization observables via spae translations; in both ases,
the struture is the same in the Hilbert spae where the translation generator ats multipliatively. Aordingly,
we will transform into the energy representation L2([0,∞), dE) for the arrival time ase, and into the momentum
spae L2(R, dk) for the other two ases. Notationally, this is onveniently implemented by dening the relevant basi
operators (multipliation in partiular) in the generi L2(R), and this is done in the following.
A. Basi notations
For any Hilbert spae H, we let L(H) denote the set of bounded operators on H. Let M be the multipliation
operator ating in L2(R) as (Mϕ)(x) = xϕ(x), on its domain of selfadjointness. Let D be the dierential operator
i d
dx
, likewise in L2(R). These operators will be used in dierent forms: in the position representation L2(R, dx),
we will put Q := M and P := −D; they are the standard position and momentum operators. In the momentum
representation L2(R, dk), the multipliation operator M represents momentum, and in the energy representation
L2([0,∞), dE) it ats as multipliation by energy.
Let F ∈ L(L2(R)) be the Fourier-Planherel operator, i.e. the unitary operator with
(Fϕ)(y) :=
1√
2π
∫
R
e−iyxϕ(x) dx, ϕ ∈ L2(R) ∩ L1(R).
The operators M and D are well-known to be onneted via the operator equalities
D = FMF ∗ = −F ∗MF. (1)
(See e.g. [1, pp. 106, 112℄; it will be ruial to get the signs orretly.) We will also denote ψˆ = Fψ, and ψˇ = F ∗ψ,
for ψ ∈ L2(R). For any operator A in L2(R) (bounded or not), we denote Aˆ := FAF ∗, and Aˇ = F ∗AF .
In the physial ontext, we use the Fourier operator F in the natural way as F : L2(R, dx) → L2(R, dk), so that
the notations ψˆ, ψˇ are as usual. Also the meaning of Aˆ and Aˇ should be lear: if A is an operator in the position
spae, then Aˆ is the orresponding operator in the momentum spae, and if A ats in the momentum spae, then Aˇ
is how it ats in the position spae. In partiular, Qˆ = D ats as a dierential operator in L2(R, dk), while Pˆ =M is
the multipliation.
For any Borel funtion f : R → C, the operator f(M), as dened via the spetral alulus, is simply the multi-
pliation by f , on its domain
{
ϕ ∈ L2(R) | ∫ |f(x)ϕ(x)|2 dx <∞}. We let P+ = χ[0,∞)(M) and P− = χ(−∞,0](M)
(where χX is the harateristi funtion of a set X ⊂ R). Then P± ∈ L(L2(R)) are projetions, and we do the
obvious identiations P+L
2(R) = L2([0,∞)), P−L2(R) = L2((−∞, 0]). Using the above dened notation, we have
Pˇ± = F
∗P±F . Sine F
2
is the parity operator, we also have Pˇ∓ = I − Pˇ± = FP±F ∗ = Pˆ±.
The reason for introduing these projetions is that we will frequently need the subspaes of positive and negative
momenta. In L2(R, dk), these are just P+L
2(R, dk) = L2([0,∞), dk) and P−L2(R, dk) = L2((−∞, 0], dk), while in
the position spae L2(R, dx), they are the images of the projetions Pˇ±.
B. Covariant observables
Eah of the three approahes is formulated in terms of positive operator measures, dened on the Borel σ-algebra
B(R) of the real line. We proeed to dene this onept.
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Let H be a Hilbert spae. A set funtion E : B(R)→ L(H) is said to be a positive operator measure (POM) if E is
strongly (or, equivalently, weakly) σ-additive, and 0 ≤ E(B) ≤ I for all B ∈ B(R). For any pair of vetors ϕ, ψ ∈ H,
and a POM E : B(R)→ L(H) we an assoiate the omplex measure B 7→ Eψ,ϕ(B) := 〈ψ|E(B)ϕ〉.
A POM will also be alled observable, when a quantum system is assoiated with the Hilbert spae H. The physial
meaning of this is imported by postulating that for any state operator ρ (i.e. a positive operator of trae one), the
number Tr[ρE(B)] is the probability that the measurement of E yields a value from the Borel set B, given that the
system is prepared into the state ρ. Note that here we do not require an observable to be normalized in the sense
that E(R) = I. The positive operator I −E(R) is simply interpreted as orresponding to the event of no detetion.
We will need two kinds of observables, arrival time and loalization observables. In the rst ase the problem of
time in quantum mehanis is obviously involved. Without delving into the long history of this question (see the
referenes given in the introdution), we reall that the use of POMs is fored by the fat that there is no selfadjoint
operator giving eligible time probability distributions.
A time observable assoiated with the free evolution H0 := P
2
is a POM E : B(R) → L(L2(R, dx)) satisfying the
ovariane ondition
eitH0E(B)e−itH0 = E(B + t), for all B ∈ B(R), t ∈ R. (2)
This enodes the minimal requirement that the measurement of E performed at time t > 0 gives a result from the
range [t1, t2] with the same probability as the measurement of E at t = 0 gives a result from the shifted range
[t1 + t, t2 + t].
For an arrival time observable, we additionally require that E(R) is the projetion onto the subspae of positive
momenta, i.e. E(R) = Pˇ+. This is simply beause the arrivals are supposed to be oming only from the left, so the
negative momentum part is not deteted (see [27℄ for a more general formulation of sreen observables.)
In the seond (and third) approah, we need loalization observables. The standard loalization observable is given
by the spetral measure EQ of the position operator Q. However, in order to emphasize the mathematial similarity
of the approahes, we onsider general loalization observables, i.e. POMs E : B(R) → L(L2(R, dx)), satisfying
translation ovariane and veloity boost invariane:
e−itPE(B)eitP = E(B + t), eitQE(B)e−itQ = E(B), for all t ∈ R. (3)
Suh observables have been studied in the ontext of approximate (or impreise) position measurements (see e.g.
[2, 3, 5, 9℄). In partiular, they are all known to be of the form E = µ ∗ EQ, where µ : B(R)→ L(H) is a probability
measure, and the onvolution is dened in terms of the assoiated omplex measures.
C. The tunnel potential and sattering in one dimension
Having dened the ovariane onepts, we move on onsider the tunnel potential. Quite naturally, the essential
quantity will turn out to be the transmission amplitude assoiated with the sattering from the potential. The relevant
information will be given in Theorem 1 below.
Let H0 := P
2
be the free Hamiltonian (in the position representation). For our purposes, a tunnel potential is a
(measurable) funtion V : R→ R suh that
(i) V is ompatly supported and bounded;
(ii) The Hamiltonian H = H0 + V has no eigenvalues (e.g. V is positive).
Condition (i) assures that the tunnel is stritly loalized in some interval (x0, x1), and does not form an impenetrable
barrier. The seond ondition means that it atually ats as a barrier rather than e.g. a well. In order to not to
exlude the square barriers typially used in the ontext of tunneling, we have not required ontinuity for the potential.
Next we need to reall some basi fats of sattering theory in one dimension. Under the above onditions dening
the tunnel potential, the Hamiltonian H = H0 + V is selfadjoint, with purely absolutely ontinuous spetrum [0,∞).
In partiular, there are no bound states. The wave operators
Ω± = s− lim
t→±∞
eitHe−itH0
exist and asymptoti ompleteness holds, i.e. Ω+(H) = Ω−(H) = L2(R, dx). The operators Ω± are unitary, and the
unitary operator S = Ω∗−Ω, whih onnets inoming and outgoing asymptotis, is alled the sattering operator. We
have the following intertwining relations.
e−itHΩ± = Ω±e
−itH0 , t ∈ R; (4)
e−itH0S = Se−itH0 , t ∈ R. (5)
4
The last equality implies that S ommutes with H0 = P
2
, and this gives rise to a deomposition of S: letting P denote
the parity operator, eah of the four operators Pˇ+SPˇ+, Pˇ+SPˇ−P, PPˇ−SPˇ+, and PPˇ−SPˇ−P, ats on Pˇ+L
2(R, dx),
and ommutes with the momentum P . The orresponding momentum spae operators thus at multipliatively on
L2([0,∞), dk); we will denote them by
Tr(Pˆ ) := PP−SˆP−P, Rl(Pˆ ) := PP−SˆP+P
Rr(Pˆ ) := P+SˆP−P, Tl(Pˆ ) := P+SˆP+.
(Reall the notation: in L2(R, dk) the momentum operator is Pˆ =M .) The four funtions Tl, Tr, Rl, Rr : [0,∞)→ C
thus dened are measurable, and (essentially) bounded by one. The funtions Tl and Tr are alled the oeients of
transmission, while Rl and Rr are the oeients of reetion. By denoting
S(k) :=
(
Tr(k) Rl(k)
Rr(k) Tl(k)
)
, k ≥ 0,
one gets an expliit form for the ation of S in the momentum spae:(
Sˆψˆ(−k)
Sˆψˆ(k)
)
= S(k)
(
ψˆ(−k)
ψˆ(k)
)
, k ≥ 0, ψˆ ∈ L2(R, dk). (6)
The k-dependent matrix S(k), k ≥ 0, is alled the sattering matrix for H . It mixes the positive and negative
momentum omponents of the initial asymptotially free state to produe the orresponding nal free state,
having transmitted and reeted parts.
The struture of transmission and reetion oeients is investigated via the stationary sattering theory: there
exists, for eah k ∈ R, two solutions φ1(x, k) and φ2(x, k) of the dierential equation
− d
2
dx2
ψ(x) + V (x)ψ(x) = k2ψ(x), (7)
analytially depending on k, and satisfying
φ1(x, k) =
{
Rl(k)e
−ikx + eikx, x ≤ x0
Tl(k)e
ikx, x ≥ x1
(8)
φ2(x, k) =
{
Tr(k)e
−ikx, x ≤ x0
Rr(k)e
ikx + e−ikx, x ≥ x1
, (9)
where x0, x1 ∈ R are any two points suh that the support of V is inluded in (x0, x1). We refer to [10℄ for the
stationary theory. The funtions Tr, Tl, and Rl, Rr appearing here are exatly the transmission and reetion
oeients we dened via the time- dependent theory
2
.
We need the following properties of the sattering matrix [10, Theorem 1℄. Let C+ ⊂ C stand for the open upper
half-plane, i.e. C+ = {ω ∈ C | Re(ω) > 0}.
Theorem 1. Let V be a tunnel potential.
(a) The sattering matrix S(k) is unitary for all k ∈ R, k 7→ S(k) is ontinuous, and we have T := Tl = Tr,
T (−k) = T (k), Rr(−k) = Rr(k), Rl(−k) = Rl(k).
(b) The transmission amplitude T an be extended to the upper half plane C+ in suh a way that T is ontinuous
in C+ ∪ R, analyti in C+, and satises |T (k)| ≤ 1 for all k ∈ C ∪ R.
Remark 1. The restrition for ompatly supported potentials is not really neessary for the sattering approah;
we ould just as well use a potential with no bound states, and suiently rapid derease at innity to ensure that (a)
the Hamiltonian is a well-dened selfadjoint operator, (b) wave operators exist and are omplete, () the stationary
theory works (with the relations (8) and (9) understood as asymptotially valid), and (d) the onnetion between
the time-dependent and stationary pitures is seured. Spei onditions for eah of these requirements an be
found in standard literature (see e.g. [10, 23, 24℄).
2
We dened Tr(k), Tl(k), Rl(k), and Rr(k) for positive k; here they are extended to negative k by e.g. Tl(k) = Tl(−k).
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For the time zero approah, whih does not diretly involve sattering theory, we will use the expansion of the
evolution e−itHψ in terms of the basi solutions φi(·, k). Suh an expansion is traditionally used in the ontext of
stationary sattering theory; the basi solutions are alled improper eigenfuntions of H . In general, the existene
of the expansion is a highly nontrivial problem, whih has a long history (we only mention the old work of Tithmarsh
[26℄, as well as some relatively reent papers [7, 8, 11℄). We will need the expansion only for tunnel potentials
(ompatly supported and bounded), for whih it is known to hold, aording to the referenes just mentioned. (As
in the ase of asymptoti ompleteness, the problems arise mainly for slowly deaying potentials.)
For ψ belonging to the Shwartz spae of rapidly dereasing funtions, we dene
(k, ψ)i :=
1√
2π
∫
R
φi(y,−k)ψ(y) dx = 1√
2π
∫
R
φi(y, k)ψ(y) dx. (10)
Then
(e−itHψ)(x) =
1√
2π
∫ ∞
−∞
1
2
[(k, ψ)1φ1(x, k) + (k, ψ)2φ2(x, k)]e
−itk2 dk. (11)
Note that the absene of bound states is reeted in this expansion.
III. PREPARING THE INITIAL STATE OF THE PARTICLE BEFORE THE TUNNEL
In the introdution we already emphasized the importane of identifying the initial states to be the same in both
evolutions. In the rst two approahes, the identiation is done by means of the sattering theory; for any given
vetor state ψ0 ∈ L2(R, dx), with ψˆ0 ∈ L2([0,∞), dk) (i.e. positive momenta), we nd ψ ∈ L2(R, dx) suh that
e−itHψ ∼ e−itH0ψ0 asymptotially at t → −∞, in the sense that the dierene goes strongly to zero at this limit.
This just means ψ = Ω−ψ0. Note that here ψ0 is not the initial state, beause the initial time is onsidered to be
t = −∞. Aording to a well-known result alled sattering into ones [12℄, this setup means that the partile is
initially loalized far to the left of the potential at t→ −∞, and is going to the right at any time t.
Obviously, the pure state ψ0 an also be replaed by a general state operator ρ0. Then the ondition of positive
momenta is Tr[ρ0Pˇ+] = 1, or, equivalently, Pˇ+ρ0Pˇ+ = ρ0.
In the time zero approah, we take an interval (x0, x1) whih inludes the support of the tunnel potential V , and
at the initial time t = 0 we prepare a state ψ0 ∈ L2((−∞, x0], dx). Then for t > 0 the tunneled and freely evolved
states are simply e−itHψ0 and e
−itH0ψ0, respetively. We let Pinit denote the projetion onto L
2((−∞, x0], dx), so
that we an state the initial ondition for a general state ρ0 as Tr[ρ0Pinit] = 1.
IV. THE DETECTION OF THE PARTICLE AFTER THE TUNNEL
We desribe here in detail the detetion method in eah of the three shemes; in eah ase, we end up with two
relevant probabilities, orresponding to the tunnel partile and the free partile, respetively.
A. Approah I: arrival time
For an arrival time observable E, the number Tr[E((−∞, t])ρ] is interpreted as the probability that a partile whose
state is ρ at t = 0 arrives at a ertain point (whih depends on E) during the time (−∞, t]. As explained in the
introdution, the idea is to ompare the arrival time probability of a partile moving in the presene of a potential,
with the orresponding probability of a freely evolving partile, with initial states identied as above.
For a free partile, an arrival time observable E0 : B(R) → L(H) must satisfy the ovariane ondition (2), and
the additional ondition that E(R) = Pˇ+. As explained before, this means that the observable is only sensitive to
positive momenta; partiles traveling to the left will not be deteted. The orret time observable E for the evolution
aording to H should satisfy (2) with H0 replaed by H , beause H generates the time translations for this system.
With E0 and E hosen this way, and given a pure state ψ0 as in the preeding setion, with ψ = Ω−ψ0, the arrival
probabilities to be ompared are of the form 〈ψ|E((−∞, t])ψ〉 and 〈ψ0|E0((−∞, t])ψ0〉. In order to ensure that the
omparison is meaningful, the observables E and E0 have to be the same after the sattering event, i.e., at large
times t→∞. Aordingly, we require that for any given ϕ0 ∈ H,
〈ϕ|E(B)ϕ〉 = 〈ϕ0|E0(B)ϕ0〉, for all B ∈ B(R),
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with ϕ = Ω+ϕ0. This just amounts to saying that arrival time probabilities orresponding to the two evolutions
should oinide for states whih will beome asymptotially equal at t → ∞. This ondition is equivalent to the
requirement E(B) = Ω+E0(B)Ω
∗
+. Note that for any arrival time observable E0 orresponding to H0, the observable
B 7→ E(B) := Ω+E0(B)Ω∗+ indeed satises (2) with H0 replaed by H beause of (4).
Hene, in the end we atually need only the observable E0, whih satises (2); we ompare
〈ψ|E((−∞, t])ψ〉 = 〈Sψ0|E0((−∞, t])Sψ0〉
with
〈ψ0|E0((−∞, t])ψ0〉.
Moreover, sine E0((−∞, t]) ≤ Pˇ+, and ψ0 ∈ Pˇ+L2(R, dx), we an simply replae S by the transmission amplitude
Pˇ+SPˇ+ = T (P ) in the former. This just means that beause the observable is only sensitive to positive momenta, it
does not see the reeted part of the state. Using an arbitrary state ρ0 with Tr[ρ0Pˇ+] = 1, we thus ompare
pI(t) := Tr[T (P )
∗E0((−∞, t])T (P )ρ0],
p
0
I (t) := Tr[E0((−∞, t])ρ0], (12)
where the index I refers to this rst approah.
B. Approah II: loalization measurement
Here we do not have the problem of identifying the observables; we make the same loalization measurement E
for both tunnel and partile ase, at a large preset time t. At this time, the orresponding states are e−itHψ and
e−itH0ψ0. Here large time means that we are in the asymptoti regime, i.e. we identify e
−itHψ ∼ e−itH0Sψ0 at
t→∞, in the sense that the dierene goes strongly to zero.
Now the reeted part Pˇ−Sψ0 does not ontribute to the loalization measurement sine it moves to the left while
we loalize in [a,∞). In the ase of sharp loalization (orresponding to the spetral measure EQ of Q) this is a
well-known onsequene of the sattering into ones - theorem, and an be derived from the asymptoti form for
the free propagator (see e.g. [23, p. 60℄):
s− lim
t→∞
EQ([a,∞))e−itH0 Pˇ− = 0.
As we mentioned when introduing the loalization observables, eah of them is a onvolution of the sharp loalization
EQ with a probability measure. Using this fat, the same limit result is easily proved also for the general ase:
Lemma 1. Let E : B(R)→ L(L2(R, dx)) be an arbitrary loalization observable, and a ∈ R. Then
s− lim
t→∞
E([a,∞))e−itH0 Pˇ− = 0.
Proof. Suppose that ϕ ∈ Pˇ−L2(R, dx), ‖ϕ‖ = 1, and put ϕt = e−itH0ϕ for t ∈ R. Let µ : B(R)→ [0, 1] be a probability
measure, suh that E = µ ∗ EQ. For any ψ ∈ H let Eψ,ϕt denote the omplex measure B 7→ 〈ψ|E(B)ϕt〉, and dene
EQψ,ϕt similarly. Then we have Eψ,ϕt = µ ∗ E
Q
ψ,ϕt
, so that Eψ,ϕt([a,∞)) = (µ × EQψ,ϕt)(A), where A = {(x, y) ∈ R2 |
x + y ≥ a}. Let ǫ > 0. Sine µ is a nite measure, there exists an b ∈ (0,∞) with µ((−∞,−b) ∪ (b,∞)) < ǫ2 . Let
t0 > 0 be suh that for t ≥ t0 we have ‖EQ([a− b,∞))ϕt‖ < ǫ2 . Then for t ≥ t0, and any unit vetor ψ ∈ H, we have
|EQψ,ϕt |([a− b,∞)) < ǫ2 (where the | · | stands for the total variation of the measure), and onsequently,
|Eψ,ϕt([a,∞))| ≤ (µ× |EQψ,ϕt |)(A)
≤ µ((−∞,−b) ∪ (b,∞))|EQψ,ϕt |(R) + µ(R)|EQψ,ϕt |([a− b,∞)) < ǫ.
This implies ‖E([a,∞))ϕt‖ < ǫ, so the proof is omplete.
Thus, we may identify
E([a,∞))e−itHψ ∼ E([a,∞))e−itH0Sψ0 ∼ E([a,∞))e−itH0T (P )ψ0,
in the sense of strong asymptoti onvergene. Hene, in this seond approah, we want to ompare the loalization
probabilities
pII(a) := Tr[T (P )
∗E([a,∞))T (P )e−itH0ρ0eitH0 ];
p
0
II(a) := Tr[E([a,∞))e−itH0ρ0eitH0 ], (13)
for arbitrary states ρ0 with Tr[ρ0Pˇ+] = 1.
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C. Approah III: time zero
Here we make a sharp loalization measurement, with the observable EQ, at time t > 0 orresponding to an interval
[a,∞), where a ≥ x1. Reall that t = 0 is the initial time, the support of the potential is ontained in (x0, x1), and
the initial state ρ0 satises Tr[ρ0Pinit] = 1, where Pinit = E
Q((−∞, x0]). In view of the result (15) below, it will be
onvenient to put Pfinal := E
Q([x1,∞)).
If ρ0 = |ψ0〉〈ψ0|, where ψ0 belongs to the Shwartz spae, we an use the expansion (11). Sine the support of ψ0
is ontained in (−∞, x0], we an express (ψ0, k)i in terms of the Fourier transform; indeed, by (8) and (9), as well as
Theorem 1 (a), we get
(ψ0, k)1 =
1√
2π
∫ x0
−∞
ψ0(x)φ1(x,−k) dx = ψˆ0(k) +Rl(−k)ψˆ0(−k),
(ψ0, k)2 =
1√
2π
∫ x0
−∞
ψ0(x)φ2(x,−k) dx = T (−k)ψˆ0(−k).
The expansion (11) now takes the form
(e−itHψ0)(x) =
1√
2π
∫ ∞
−∞
1
2
[(ψˆ0(k) +Rl(−k)ψˆ0(−k))φ1(x, k) + T (−k)ψˆ0(−k)φ2(x, k)]e−itk
2
dk.
Using again the relations (8) and (9) we get, for x ≥ x1,
(e−itHψ0)(x) =
1√
2π
∫ ∞
−∞
1
2
[
ψˆ0(k)T (k)e
ikx + ψˆ0(−k)T (−k)e−ikx
+ [Rl(−k)T (k) + T (−k)Rr(k)]ψˆ0(−k)eikx
]
e−itk
2
dk
=
1√
2π
∫ ∞
−∞
1
2
[
ψˆ0(k)T (k)e
ikx + ψˆ0(−k)T (−k)e−ikx
]
e−itk
2
dk,
where the seond equality is obtained by Theorem 1 (a). Hene, in this ase, the evolution is simply given by
(e−itHψ0)(x) =
1√
2π
∫ ∞
−∞
eikxT (k)ψˆ0(k)e
−itk2 dk, x ≥ x1, (14)
or, equivalently,
Pfinale
−itHψ0 = PfinalF
∗T (Pˆ )e−itPˆ
2
Fψ0.
Sine the operators F ∗, T (Pˆ ), e−itPˆ
2
, and F are all bounded, and the Shwartz spae funtions with support ontained
in (−∞, x0] are dense in L2((−∞, x0]), the above relation is equivalent to the operator equality Pfinale−itHPinit =
PfinalF
∗T (Pˆ )e−itM
2
FPinit, i.e.
Pfinale
−itHPinit = PfinalT (P )e
−itH0Pinit. (15)
We want to ompare the sharp loalization probabilities pIII(a) := Tr[E
Q([a,∞))e−itHρ0eitH ] and p0III(a) :=
Tr[EQ([a,∞))e−itH0ρ0eitH0 ], where Tr[ρ0Pinit] = 1, and t > 0, a ≥ x1 are xed. Using (15), and noting that
Pinitρ0Pinit = ρ0, PfinalE
Q([a,∞))Pfinal = EQ([a,∞)), we immediately get
pIII(a) = Tr[T (P )
∗EQ([a,∞))T (P )e−itH0ρ0eitH0 ];
p
0
III(a) = Tr[E
Q([a,∞))e−itH0ρ0eitH0 ]. (16)
Note that although this expression is similar to the one in the above sattering theory with loalization - approah,
here ρ0 has also negative momentum omponents, and thus also the values of T for negative argument are used.
V. A MATHEMATICAL THEOREM
By looking at the probabilities (12), (13), and (16) it is lear that the problem of omparison is similar in eah ase.
As we have already pointed out, we only need to transform the ovariant observable in eah ase into the spetral
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representation of the assoiated generator, whih is H0 = P
2
in the arrival time ase, and P in the loalization ase.
Sine the spetrum of H0 is [0,∞), while the spetrum of P is (−∞,∞), we need to onsider both L2([0,∞)) and
L2(R). In their respetive spetral representations, the operators H0 and P at as the multipliation operator M .
In order to deal with both ases, we formulate the essential result (Theorem 2 below) for a subset I ∈ B(R) (either
R or [0,∞), in pratise), and the orresponding subspae L2(I) = χI(M)L2(R). For a Borel funtion f : R→ C, this
subspae is obviously invariant under the multipliation operator f(M) for any f : R → C, this operator being the
multipliation by the restrition of f to I. For notational simpliity, we will use the symbol f(M) also to denote this
restrited operator. Suh a restrition will be needed for the transmission amplitude, when we restrit it to positive
momenta.
It should be lear from the above disussion that here we do not x the physial interpretation of M ; onsequently,
also the operators Pˆ± will appear in the following lemma without suh interpretation. Sine these projetions are not
involved in the statement of Theorem 2 (whih is the only thing we need to refer to) they an just be regarded as
mathematial auxiliaries in this setion.
The following lemma ontains the essential mathematial ingredient we need. The symbol C+ ⊂ C stands for the
upper open half-plane., i.e. C+ = {ω ∈ C | Re(ω) > 0}.
Lemma 2. Let g : R→ C be a measurable funtion, and suppose that g˜ : C+ ∪R→ C is an extension of g suh that
(i) g˜ is analyti on C+;
(ii) |g˜(ω)| ≤ 1 for all ω ∈ C+ ∪ R;
(iii) limb→0+ g˜(a+ ib) = g(a) for almost all a ∈ R.
Then
g(M)∗Pˆ+g(M) ≤ Pˆ+.
Proof. Put H = L2(R) for onveniene. We rst note that it is suient to prove
g(M)Pˆ−H ⊂ Pˆ−H, (17)
Indeed, (17) implies 〈ϕ|g(M)∗Pˆ+g(M)ψ〉 = 〈g(M)ϕ|Pˆ+g(M)ψ〉 = 0 for ϕ ∈ Pˆ+(H)⊥ = Pˆ−(H), ψ ∈ H, that is,
g(M)∗Pˆ+g(M)H ⊂ Pˆ+H; this gives g(M)∗Pˆ+g(M) ≤ Pˆ+, beause g(M)∗Pˆ+g(M) is a positive operator with norm
less than one by (ii).
Now ϕ ∈ Pˆ−(H) if and only if F ∗ϕ is supported in (−∞, 0], or equivalently, if and only if Fϕ is supported in [0,∞).
To prove (17), let ϕ ∈ Pˆ−(H), and dene ϕ˜ : C+ → C via
ϕ˜(ω) :=
1√
2π
∫
R
eiωy(Fϕ)(y) dy, ω ∈ C+,
where the integral exists beause y 7→ |eiωy| = e−Im(ω)y is now square integrable over [0,∞). Then ϕ˜ ∈ H+, where
H+ =
{
h : C+ → C | h analyti, sup
b>0
∫
R
|h(a+ ib)|2 da <∞
}
is alled the Hardy lass; see e.g. [13, p. 161-162℄. Aording to this referene, the elements h ∈ H+ are haraterized
as preisely those funtions h : C+ → C for whih there exists a funtion f ∈ L2(R) supported on [0,∞), suh that
h(ω) =
1√
2π
∫
R
eiωyf(y) dy, ω ∈ C+.
Here f is reovered via the L2(R)-limit F ∗f = limb→0 hb, where hb(a) := h(a + ib). Sine ϕ˜ ∈ H+, the assumptions
(i) and (ii) learly imply that also ω 7→ g˜(ω)ϕ˜(ω) is an element of H+. Hene, there exists a ψ ∈ Pˆ−(H) with
g˜(ω)ϕ˜(ω) =
1√
2π
∫
R
eiωy(Fψ)(y) dy, ω ∈ C+.
To onlude the proof of (17), we have to show that ψ = g(M)ϕ. Aording to the denition of H+, we have
ψb, ϕb ∈ L2(R) for any b > 0, where ψb(a) := g˜(a + ib)ϕ˜(a + ib) and ϕb(a) := ϕ˜(a + ib). Let gb be the funtion
a 7→ g˜(a + ib) for eah b > 0, so that ψb = gb(M)ϕb, for b > 0. As mentioned above, we then have the L2(R)-limits
limb→0 ψb = ψ and limb→0 ϕb = ϕ. Sine the family of multipliation operators {gb(M) | b > 0} is uniformly bounded
beause of (ii), and gb(M) tends strongly to g(M) as b→ 0 (by (iii), (ii) and the dominated onvergene), it follows
that ψ = g(M)ϕ. The proof is omplete.
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Next we need information on the struture of ovariant observables. This is well-known (see e.g. [17, 27℄). For the
purposes of this paper, it is onvenient to state it in the following form, whih an be immediately speialized from
the general onstrution proedure, obtained by ombining Makey's imprimitivity theorem with a dilation argument
[27℄.
Lemma 3. Let I ⊂ R be a Borel set, and make the usual identiation L2(I) = χI(M)L2(R) ⊂ L2(R). Let
E : B(R)→ L(L2(I)) be a positive operator measure with the ovariane property
e−iaME(B)eiaM = E(B + a), for all B ∈ B(R), a ∈ R.
Then E is of the form
E(B) = Ψ(FχB(M)F
∗), for all B ∈ B(R),
where Ψ : L(L2(R))→ L(L2(I)) is a positive linear map satisfying
Ψ
(
f(M)∗Af(M)
)
= f(M)∗Ψ
(
A
)
f(M),
for any bounded Borel funtion f : R→ C and A ∈ L(L2(R)).
With this result, the ingredient given by Lemma 2 an be imported into the ovariant setting:
Theorem 2. Let I ∈ B(R), and let E : B(R)→ L(L2(I)) be a POM with the ovariane property
e−iaME(B)eiaM = E(B + a), B ∈ B(R), a ∈ R.
Let g : R→ C satisfy the onditions of Lemma 2. Then
g(M)∗E([a,∞))g(M) ≤ E([a,∞)), a ∈ R.
Proof. First note that by ovariane, E([a,∞)) is unitarily equivalent with E([0,∞)) via the unitary eiaM , whih
ommutes with g(M). Hene, it sues to prove the inequality for t = 0. To this end, let Ψ : L(L2(R))) → L(L2(I))
be the map given by the above lemma, orresponding to E. Sine g is a bounded Borel funtion, and Ψ is positive
and linear, Lemma 2 gives
g(M)∗E([0,∞))g(M) = g(M)∗Ψ(FP+F ∗)g(M) = Ψ(g(M)∗Pˆ+g(M))
≤ Ψ(Pˆ+) = E([0,∞)),
and the proof is nished.
Remark 2. Notie that although the range of all the E(B) are here asserted to be in L2(I), and, onsequently, only
the restrition g|I appears in the inequality of the above theorem, it is still neessary to have g as a funtion on the
whole R. This is beause otherwise we ould not move g(M) inside the argument of Ψ, and apply Lemma 2.
VI. RESULTS
We an now apply Theorem 2 of the preeding setion to the three relevant ases, in order to ompare the proba-
bilities in (12), (13), and (16).
A. Approah I: arrival time
We pass from position representation to the energy representation by means of the unitary operator U+F , where
the unitary U+ : L
2([0,∞), dk)→ L2([0,∞), dE) is given by
(U+ϕ)(E) = 2
− 1
2E−
1
4ϕ(
√
E), for all ϕ ∈ L2([0,∞), dk).
The transmission amplitude T (Pˆ ) = T (M) (whih already ats in L2([0,∞), dk)), is transformed into U+T (M)U∗+ =
T ′(M), where T ′ : R → C is given as T ′(E) = T (
√
E), and the arrival time observable E0 : B(R) → L(L2(R, dx))
transforms into the observable E′0 : B(R)→ L(L2([0,∞), dE)), where
E′0(B) = U+FE0(B)F
∗U∗+.
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Note that sine the range of E0(B) is inluded in Pˇ+L
2(R, dx) (positive momenta), the range of FE0(B) is inluded
in L2([0,∞), dk), so that this is indeed well-dened. The probabilities in (12) now have the form
pI(t) = Tr[T
′(M)∗E′0((−∞, t])T ′(M)U+ρˆ0U∗+],
p
0
I (t) = Tr[E
′
0((−∞, t])U+ρˆ0U∗+].
Choosing the square root branh
{reiθ | r > 0, −π < θ ≤ π} ∋ reiθ 7→ √re 12 θ ∈ {reiθ | r > 0, −π/2 < θ ≤ π/2},
and using Theorem 1 (b), we see that T ′ = T (
√·) satises the onditions of Lemma 2. Due to the intertwining
relations U+e
itM2 = eitMU+, Fe
itH0 = eitM
2
F (whih hold for all t ∈ R), the observable E′0 satises the ovariane
ondition
eitME′0(B)e
−itM = E′0(B + t), t ∈ R,
whih implies that B 7→ E′0(−B) (and not E′0 itself) satises the ovariane ondition of Theorem 2. This reetion
simply means that the onlusion of Theorem 2 holds for observable E′0 with the intervals −[−t,∞) = (−∞, t], and
we get
pI(t) ≤ p0I (t), t ∈ R, (18)
for any state ρ0 with Tr[ρ0Pˇ+] = 1. This means that the probability of arrival by the time t is never larger for the
tunneled partile.
B. Approah II: loalization measurement
Here the appliation of Theorem 2 is more straightforward: In omparing the probabilities (13), we only need
to pass to the momentum representation; dene Eˆ : B(R) → L(L2(R, dk)) as Eˆ(B) = FE(B)F ∗. Beause of the
intertwining Fe−itP = e−itMF , this observable now satises the ovariane ondition of Theorem 2. In addition, T
satises the onditions of Lemma 2 by Theorem 1 (b), so Theorem 2 immediately gives
T (M)∗Eˆ([a,∞))T (M) ≤ Eˆ([a,∞)), for all a ∈ R. (19)
Applied to the probabilities (13), this implies
pII(a) ≤ p0II(a), a ∈ R,
for any state ρ0 with Tr[ρ0Pˇ+] = 1. (Reall also that the loalization measurement is made at large time t; for small
t, the omparison is just between the transmitted parts.) The result means that the probability of having passed the
point a at time t (in the sense of the partiular loalization used) is never larger for the tunneled partile.
C. Approah III: time zero
Finally, onsider the probabilities (16). Sine EQ is a loalization observable, the inequality (19) immediately
applies also to this ase, and we get
pIII(a) ≤ p0III(a), a ≥ x1,
for any state ρ0 with Tr[ρ0Pinit] = 1. This has the same meaning as in the above ase, exept that here the loalization
is only understood in the sharp sense, and the time t at whih the measurement is performed an be any t > 0.
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