This paper presents a new stochastic volatility model which allows for persistent shifts in volatility of stock market returns, referred to as structural breaks. These shifts are endogenously driven by large return shocks (innovations), re‡ecting large pieces of market news. These shocks are identi…ed from the data as being bigger than the values of two threshold parameters of the model: one for the negative shocks and one for the positive shocks. The model can be employed to investigate economic (or market) sources of volatility shifts, without relying on exogenous information from the sample. In addition to this, it has a number of interesting features which enables us to study the dynamic or changing in magnitude e¤ects of large return shocks on future levels of market volatility. The above properties of the model are shown based on a study for the US stock market volatility. For this market, the model identi…es from the data as large negative return shocks these which are smaller than -2.05% on weekly basis, while as large positive return shocks those which are bigger than 2.33%.
Introduction
There is recently considerable evidence indicating the existence of discrete-time and persistent shifts in the conditional variance process of asset (stock) returns. These shifts, referred to as structural breaks in the empirical …nance literature, are related to large negative, or positive, stock market return shocks, which re ‡ect substantial pieces of market news (see Diebold and Pauly (1987) , Lamourex and Lastrapes (1990) , Tzavalis and Wickens (1995) , Diebold and Inoue (2001) , Andreou and Ghysels (2002) , Mikosch and Starica (2004) , Morana and Beltratti (2004) , and Kramer and Tameze (2007) , Rapach and Strauss (2008) , inter alia). There are many economic reasons for which larger, in magnitude, return shocks can cause persistent shifts in the level of market volatility, which can change over time. These can be attributed to …nancial leverage e¤ects or feedback volatility (risk premium) e¤ects (see, e.g., French et al (1987) , Schwert(1990) , Campbell and Hentschel (1992) , Bekaert and Wu (2000) , or more recently, Mele (2007) and Ozdagli (2012) ). If the above shifts in volatility are not accounted for, they will overstate evidence of very high persistence in volatility (see, e.g., Psaradakis and Tzavalis (1999) and, for a survey, Andreou and Ghysels (2009)). As more recently noted by Malik (2011) , a smaller degree of persistency can dampen the feedback volatility e¤ects faster, and thus positive (good) return shocks will result in signi…cant drops of volatility. 1 The empirical literature mentioned above treats large stock market return shocks as exogenous. To capture their e¤ects on volatility, it relies on the interventiondummy variable analysis of Box and Tiao (1975) , based on out-of-sample information to determine the time points that the breaks driven by large shocks occur. Of course, more sophisticated multibreak testing procedures can be applied to …nd out from the data the timing of the breaks, like those employed for breaks in the mean of series (see, e.g., Bai and Perron (2003) ). But, as in the intervention analysis, these methods do not treat the break process as an endogenous process, speci…ed as a part of volatility model which is the focus of this paper. By doing this, volatility models can allow for richer dynamics which can help to identify di¤erent economic sources (or market events) of volatility shifts from the data and to study the dynamic e¤ects of market return shocks on volatility functions. Separating the impact of these return shocks on volatility from those of ordinary return shocks can also have important implications for long-term portfolio management and hedging, as it will bring more focus on controlling important sources of risks caused by long-term shifts in volatility leaving aside its short-term ones. As shown by many studies based on intervention analysis, these type of shifts in volatility or stock prices comovements tend to be mainly driven by large market shocks (see Karolyi and Stulz (1996) , or Chen et al (2003) ).
In this paper we suggest a parametric model of breaks in volatility which are endogenously driven by large stock return shocks. This model allows us to capture persistent or cyclical shifts of large stock market pieces of news on volatility, without relying on any exogenous (out-of-sample) information. Depending on their sign, these shocks can be identi…ed though our model by being larger (or smaller) than a positive (or negative) value of a threshold parameter. These values can be estimated from the data based on a search procedure. The di¤erent sign of the values of the threshold parameters that our model considers will enable us to investigate asymmetric e¤ects of large return shocks on volatility. To study the dynamic e¤ects of large shocks on volatility, the paper estimates generalized impulse response functions (GIRFs) of volatility with respect to these large shocks. These functions will allow us to study the above dynamic e¤ects by integrating out any possible future or history e¤ects of return shocks on volatility, which can a¤ect the sample path of volatility.
Another interesting feature of our model is that it allows for shifts in volatility which are stochastic in both time and magnitude. The stochastic magnitude of volatility shifts considered by our model is consistent with evidence of clustering of stock returns of di¤erent magnitude, over time. This also distinguishes our model from other parametric threshold volatility models allowing for shifts in the volatility function parameters of …xed magnitude, see, e.g., Glosten's et al (1993) threshold GARCH model. Note that the last model also assumes known values of threshold parameters.
The econometric framework employed to build up our volatility model is that of the discrete-time SV model with leverage e¤ects (see, e.g., Taylor (1986) , Harvey et al (1994) , and Harvey and Shephard (1994) , inter alia). This model is extended to allow for a stochastic break process with the properties mentioned above. Since our model is nonlinear, to estimate its parameters and retrieve from the data its state variables, namely the stochastic volatility, the break process and a time-varying coe¢ cient capturing stochastic changes in the magnitude of breaks, we use a Bayesian Markov Chain Monte Carlo (MCMC) method often employed in the literature to estimate SV models with leverage e¤ects (see, e.g., Omori et al (2006) ). This method has been extended to estimate threshold parameters endogenously from the data, through a grid search procedure. The paper shows that the above estimation procedure of the state variables and parameters of the model leads to consistent estimates of them. To evaluate the performance of this estimation procedure, the paper conducts a Monte Carlo exercise. Implementation of our model to investigate if level shifts in the volatility of the US stock market aggregate return can be attributed to large stock market pieces of news (shocks), re ‡ected in stock returns, leads to a number of interesting conclusions. First, it shows that, indeed, shifts in volatility can be triggered by large stock market return shocks. Most of these shifts are quite persistent and are due to negative large return shocks, associated with …nancial crises. Our model identi…es as large negative return shocks these with values less than -2.05% of weekly returns, while as large positive shocks those whose values are bigger than 2.33%. This asymmetry of the estimates of the threshold parameters reveals that market participants consider as large negative pieces of news return innovations of smaller magnitude than those corresponding to positive pieces of news. It can explain shapes of news impact functions based on implied values of volatility which are asymmetric towards large negative return innovations, as is observed in practice (see, e.g., Engle and Ng (1993) or , more recently, Ederington and Guan (2010) ). Finally, the estimated GIRFs by the model clearly indicate that large positive return shocks imply drops in future stock market volatility, which are substantial. As those of large negative return shocks, which increase volatility, these e¤ects are found to be quite persistent. This is in contrast to ordinary (small) return shocks, which are found to be smaller and to die out very fast.
The paper is organized as follows. Section 2 presents our model and discusses some of its main features. Section 3 presents the estimation method of the model.
In Section 4, we report the results of a small Monte Carlo study, assessing the performance of the estimation method of the model to provide accurate estimates of its structural parameters and state variables. Section 5 presents the results of the empirical application of the model to the US stock market data. Apart from estimating the model, this section involves calculating its news impact and generalized impulse response functions, analyzing the dynamic e¤ects of large return shocks on volatility.
Finally, Section 6 concludes the paper.
Model speci…cation
Consider the following stochastic volatility model of a stock return series at time t, r t :
with stochastic volatility process
and a break process, given as
where h t is the logarithm of the conditional variance of return r t , referred to as volatility, " t and t are the stock return and volatility innovations, respectively, distributed
where is the correlation coe¢ cient between innovations " t and t capturing leverage e¤ects, and t is a time-varying coe¢ cient distributed as t N 0; 2 .
Model (1)-(3) extends the standard stochastic volatility (SV) model with leverage e¤ects to allow for discontinuous shifts in the level of volatility process h t of unknown time. These shifts, which are modelled through process (3), are driven by large return innovations " t , referred to as large return shocks (or news). They are identi…ed by indicator function I (A t ) taking the value 1 if the event
occurs, and zero otherwise, where r L ; r R is a pair of threshold parameters which can be estimated based on sample information. 2 The events captured by set A t can be thought of as re ‡ecting large pieces of positive (or negative) stock market news when " t > r R (or " t < r L ), a¤ecting stock market returns at time t. Since the breaks captured by the above SV model, de…ned by equations (1)-(3), are endogenously driven by stock return innovations " t , this model will be henceforth denoted with the acronym SVEB, which stands for stochastic volatility (SV) with endogenous breaks.
One interesting feature of the SVEB model is that the speci…cation of break process b t+1 , governing level shifts in volatility h t+1 , allows for both the timing and the magnitude of these shifts to be stochastic in nature. The timing of a possible shift in h t+1 is controlled by innovations " t through indicator function I (A t ), while its magnitude is determined by the time varying coe¢ cient t , which is a random variable distributed as N 0; 2 . The stochastic nature of this coe¢ cient enables for a more ‡exible approach of modelling cyclical shifts in volatility, relaxing the assumption that these shifts are of constant magnitude over time. Harvey (1989) ) for the mean of economic or …nancial series. This model assumes shifts in volatility at every period, which do not conform with the notion of structural breaks observed in stock return volatility series. When 2 = 0, then volatility h t+1 is driven by ordinary shocks t and thus, the SVEB model reduces to the standard SV model with leverage e¤ects, often used in practice.
As it stands, the SVEB model can generate a non-stationary pattern for volatility process h t+1 , given that the variance of the process governing breaks b t+1 grows with the time-interval of the data. If stationarity of volatility process h t+1 is a desirable property or required by the data, then stationarity of break process b t+1 would be required for this. There are a number of restrictions which can be imposed on b t+1
to make this process stationary (see Cogley and Sargent (2002) ). A straightforward one is the following:
where
This condition implies that b t+1 is bounded by b and, hence, it renders h t+1 stationary, too. 3 In the next theorem, we prove that restriction (5) implies strict stationarity of h t+1 provided that j j < 1.
Theorem 1 If j j < 1 and condition (5) hold, then h t is strictly stationary.
The proof of the theorem is given in the Appendix.
Model Estimation
In this section we present the estimation procedure that we will employ to obtain sample estimates of the parameters of the volatility function of the SVEB model, collected in vector = ( ; ; ; ) 0 , and its state variables, collected in vector a t = (h t ; b t ; t ) 0 . To this end, we will rely on the Bayesian MCMC estimation method suggested by Omori et al (2006) . This method is extended to provide estimates of threshold parameters r L and r R endogenously from the data, based on a grid search procedure.
To implement the above estimation method, we will write the demeaned return process y t = r t , implied by equation (1), in terms of the following bivariate set of observations: fd t ; y t g, where d t is the sign of y t , and y t = log y 2 t , i.e.
where " t is a transformed IID innovation process, which follows a log 2 1 distribution with one degree of freedom. This transformation of y t enables us to write the observation and the state equations of the SVEB model as follows: 3 Further restrictions could be placed on the process b t+1 so that, if the bound b is exceeded, the process returns to some prespeci…ed level. We do not advocate a particular mechanism for making the process b t+1 stationary. We simply wish to indicate that there exist speci…cations which give a stationary b t+1 process. The exact speci…cation of the process may be left to the empirical researcher depending on their priors on the particular issue at hand.
and 2
respectively, where w t+1 N IID 0; 2 . The steps taken to estimate the SVEB model given by observation and state equations (7) and (8), respectively, are presented below. These initially assume that the vector of threshold parameters r = r L ; r R 0 is known.
The key feature of the MCMC method employed to estimate the SVEB model is to express the joint density of " t and t as a mixture of K = 10 normal distributions, with latent mixture component indicators denoted as s t 2 f1; 2; ::; 10g, for t = 1; 2; :::; n.
Conditioned on s t , this method produces a model whose state space representation is linear and Gaussian, and thus it enable us to sample the posterior distribution of
, and a n = fa t g n t=1 , as well as that of the parameter vector based on the following MCMC scheme. This can be done by initializing vector s n and then iterating the following steps to obtain posterior samples:
1. Draw a n ; j y n ; d n ; s n by (a) drawing j y n ; d n ; s n (b) drawing a n j y n ; d n ; s n ; 2. Draw s n j y n ; d n ; a n ; , until convergence is achieved. To derive the posterior distribution j y n ; d n ; s n based on the above algorithm, we will assume a prior distribution of , denoted as ( ), and will calculate the likelihood g (y n j ; d n ; s n ) based on the approximation of the bivariate joint density f (" t ; t jd t ) by the following mixture of K=10 normal distributions with mean m j , variance v 2 j , denoted as N " t ; m j ; v 2 j , for j = 1; 2; :::; K = 10:
where fp j ; a j ; b j g 10 j=1 constitutes the set of mixing parameters. These parameters are chosen to make the approximation of the true density f (" t ; t jd t ) as tight as possible. 4 The approximating density given by (9) implies that the vector of innovations (" t ; t ) 0 conditional on the mixture component indicator s t = j and the sign d t , converges asymptotically to the following random vector:
for j = 1; 2; :::; K=10, where z 1t and z 2t are two independent normally distributed random variables with zero mean and unit variance, and "
distribution. This result implies that we can write the observation and state equations of the SVEB model (see (7) and (8), respectively) in a conditionally Gaussian state space form, and thus, use the Kalman …lter algorithm to compute the likelihood of density g (y n j ; d n ; s n ). 5 In so doing, we will replace the innovations " t of set A t by 4 Optimal values of a j and b j ; as well as of p j and m j ; v j for j = 1; ::; 10; are reported by Omori et al (2006) . 5 In particular, this representation of equations (7) and (8) of the SVEB model are given as follows:
their …ltered estimates, denoted as " tjt , implied by the estimates of volatility state variable h t , denoted as h tjt ; which are received by the Kalman …lter, i.e.
The large shocks of return process y t can be easily obtained from …ltered estimates " tjt based on values of the vector of threshold parameters r = r L ; r R 0 .
The above linear Gaussian state space form of the SVEB model allows us to draw posterior samples from the density of a n j y n ; d n ; s n ; (step 1b of the MCMC algorithm) with the help of a simulation smoother algorithm (see De Jong & Shephard (1995) ). For step 1a of the MCMC algorithm, we will draw samples from the density ( j y n ; d n ; s n ) / g (y n j ; d n ; s n ) ( ) using the Metropolis-Hastings algorithm with a proposal density based on the truncated Gaussian approximation of the posterior. To this end, we will …rst de…ne estimator^ which maximizes g (y n j ; d n ; s n ) ( ). Then, we will generate a candidate from the following truncated normal distribution: T N R ^ ;
; where R = fj j < 1; ; > 0; j j < 1g, and we will accept this candidate with the MetropolisHastings probability of move. 6 Regarding the mixture indicator variable s t (step 2 of the MCMC algorithm), we will use the inverse transform method to sample from the following posterior:
(s n j y n ; d n ; a n ; ) / Pr (
Since the MCMC method presented above involves a small approximation error due the sampling variability of s n , to control this we will reweight the samples of
As in other threshold models with unknown values of threshold parameters (see, e.g., Chan (1993) ), to estimate r we will adopt a grid search procedure over a range of possible values of it. According to this method, the parameter vector , and the marginal likelihood, denoted as ln m(yjr), are estimated at di¤erent values of r. Then, the value of r that gives the maximum ln m(yjr) over this grid will be considered as its optimum sample estimate. The estimates of and state vector a t corresponding to this value of r will constitute the maximum likelihood estimates of the model. These estimates will be consistent provided that vector r is also consistently estimated. The consistency of r based on grid search estimation method can be proved following analogous arguments to that of Kapetanios and Tzavalis (2010) . Below, we present a useful practical remark for the estimation of thresholds'vector r.
Remark 1: Since estimation of threshold parameters is problematic in small samples in general (see, e.g., Kapetanios (2000) ) and since this problem may be exacerbated by the rarity of breaks, the above grid search can be considerably simpli…ed if
we consider values of vector r which correspond to extreme quantiles of the normalized error of (1), " t , such as its 97.5th or 99.0th percentiles.
In the above estimation procedure, to calculate marginal likelihood m(yjr) (or its logarithmic value ln m(yjr)) at the estimate we will employ the auxiliary particle …lter algorithm (see, e.g., Pitt and Shephard (1999) and Omori et al (2006) ) to obtain a value of the likelihood ordinate of the SVEB model, denoted as g(yj ; r), and
Chib's and Jeliaskov (2001) method to calculate the posterior ordinate, ( j y; r).
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The marginal likelihood m(yjr) can be calculated from g(yj ; r) using Bayes'theorem,
i.e.
where ( j y; r) and ( ) are the posterior and prior ordinates, respectively. Note that the above expression of marginal density m (yjr) holds for any vector , but it is generally considered as being more e¢ ciently estimated when it is calculated at a high mass point like the estimate .
Apart from calculating marginal likelihood m(yjr), the auxiliary particle …lter algorithm can be employed to provide forecasted and …ltered values of the state vector a t+1 based on information sets I t = fy t ; y t 1 ; :::y 1 g and I t+1 , respectively, denoted as a t+1jt and a t+1jt+1 . These can be employed to calculate goodness of …t or forecasting performance measures of the SVEB model. These measures are also useful for model comparison.
Monte Carlo Study
In this section, we carry out a small scale Monte Carlo study to investigate the performance of the Bayesian MCMC method presented in the previous section to estimate the parameters of the SVEB model and the vector of its state variables.
Since the main aim of our Monte Carlo exercise is to assess the performance of the estimation method to …lter from the data estimates of the volatility variables h t and b t , we concentrate on the estimation of the vector of state variables a t = (h t ; b t ; t ) 0 and the vector of parameters , while we treat the threshold vector r = (r L ; r R ) as known.
In our Monte Carlo experiments, we generate samples of size n = 1500 observations, according to model (1) These imply 38 negative and 30 positive large shocks for our sample.
In the MCMC method of sampling the posterior distributions, we draw 6000 samples discarding the initial 500 variates. As priors of the parameters of the SVEB model, we use the following:
Beta (20; 1:5),
Gamma (4:5; 0:15),
Gamma (1:5; 0:005), U ( 1; 1). These distributions are often used in the literature estimating SV models based on Bayesian methods (see, e.g., Kim et al (1997) ).
In total, we perform M =10 experiments. In Table 1 Figure 1 we graphically present the smoothed estimates of h tjn and b tjn against the generated values of them. The estimates of h tjn and b tjn correspond to those with the highest value of correlation coe¢ cient
Corr(h t ; h tjn ), among all experiments conducted. Together with the above graphs, Figure 1 also presents a plot of a return process r t generated by our SVEB model. The In addition to posterior means of the parameters of the model, note that Table 3 reports posterior standard deviations of the structural parameters and the ine¢ ciency factor (IF), for the estimates of both the SVEB and SV models. The ine¢ ciency factor is de…ned as Tables 2-3 and Figure 2 . First, the estimates of threshold parameters of the SVEB model which are found to better describe the data are r L = 2:05% and r R = 2:33% on weekly return basis, which indicate that there are signi…cant asymmetries between the large negative and positive return shocks. These asymmetries mean that market participants consider as large negative pieces of news return innovations of smaller magnitude than those corresponding to positive pieces of news. This result implies that level shifts in volatility can be triggered by negative return innovations which are smaller in magnitude than positive return shocks. Obviously, this should not be taken as a surprise. It can be attributed to stock market participants'attitude to give more weight to negative return news than positive due to their risk aversion behavior.
The e¤ects of the above asymmetries of threshold parameters r L and r R on volatility function can be seen more clearly in a next section, which presents estimates of the impact news function of the SVEB model compared to those implied by the standard SV model. Second, the allowance for a break process b t in the volatility function results in a drop of the autoregressive coe¢ cient from 0.95 to 0.88. However, the estimate of is still quite high, which implies that the e¤ects of return shocks on future volatility will last for a substantial number of periods ahead. However, the correlation coe¢ cients between h t+ jn and " tjt , for = 1; 2; :::5, reported in the table, are small. For the positive large return shocks, they are almost equal to zero. The latter is consistent with evidence in the literature based also on implied measures of volatility (see, e.g.,
Fleming et al (1995), Denis et al (2006), Malik (2011)). It may be attributed to
the fact that correlation coe¢ cients Corr(h t+ jn ," tjt ) constitute crude measures of the dynamic relationship between h t+ jn and " tjt , which are not net of future (or lasting past) e¤ects of di¤erent sign large or ordinary return shocks " tjt on future levels of volatility h t+ jn : Thus, to obtain a clear cut picture of the dynamics e¤ects of " tjt on h t+ jn , in Section 5 we will present the generalized impulse response functions of h t+ jn with respect to " tjt , based on the estimates of our SVEB model.
Regarding the estimates of correlation coe¢ cient , which captures leverage e¤ects of stock return innovations on volatility, and variance 2 , which allows for di¤erent over time magnitude e¤ects of large return shocks on volatility, the results of Tables 
Evaluating the forecasting performance of the SVEB model
To further assess the ability of the SVEB model to …t satisfactorily the data compared to the SV or other parametric volatility models, in this section we conduct an insample forecasting exercise for the one-period ahead volatility h t+1 . Our forecasting exercise is focused on examining if t-time conditional estimates of volatility at time t, de…ned as h t+1jt E (h t+1 jI t ), can successfully forecast the logarithm of squared demeaned return log y 2 t+1 , which is an observed variable as shown by observation equation (7). 
where u t = (log (" 2 t ) ( 1:27)) and E(log (" which are in the right direction. Since regressor h t+1jt is generated by the estimates of the volatility models, the estimates of coe¢ cients a and b are obtained based on the generalized method of moments (GMM), using as instruments lagged values of log y 2 t+1 . Apart from the SVEB and SV models, Table 4 also reports values of the MSE, and the intercept and slope coe¢ cients of the regression of log y 2 t+1 on h t+1jt for the following volatility models: the EGARCH(1,1) and GJR-GARCH(1,1) estimated using the same set of data. These models share some common features with the SVEB model, as they consider the impact of stock return innovations on volatility function. (7), for di¤erent volatility models. It also provides GMM estimates of a linear regression model of (7) and carries out a joint test (F-type) of joint hypothesis a= 1:27 and b= 1:0. The p-value of this test is reported in the table.
The results of Table 4 reported in the table indicate that we can not reject this hypothesis. The probability of rejecting this hypothesis and, thus, making type I error is higher for the SVEB model, than the other volatility models.
Estimates of the news impact function implied by the SVEB model
In this section, we estimate the news impact function (NIF) implied by the SVEB model, based on the sample estimates of this model reported in Table 3 . This function captures the reaction of the expected value of volatility one-period ahead, de…ned as t+1jt = ln t+1jt = tjt 1 where t+1jt = exp impact on t+1jt than their corresponding positive values. In particular, the e¤ects of " tjt 1 on t+1jt is described by a monotonic and negative relationship which is more asymmetric at its end points, corresponding to large negative or positive return shocks. 10 This relationship is analogous to that between expected volatility changes t+1jt and values of stock return r t (see Ederington and Guan (2010)). Table 5 and Figure 3 present estimates of NIFs implied by the SVEB and SV models, for di¤erent sub-intervals of return innovations " tjt 1 . In Tables 5 and Figure   4 , we present estimates of the above NIFs with respect to di¤erent sub-intervals of return values r t . This table and …gure also include estimates of NIFs based on market measures of volatility given by VIX, de…ned V IX t+1 = ln (V IX t+1 =V IX t ). 11 These will be compared to the NIFs implied by the SVEB and SV models to see which 10 Note that parametric volatility models like GARCH, GJR-EGARCH, EGARCH can not produce INFs with the monotonic mentioned above (see, e.g., Yu (2005) , Ederington and Guan (2010)). In particular, GARCH, EGARCH and GJR-GARCH models imply a V-shaped INF, which is against the almost linear INFs reported in the empirical literature, based on realised or implied values of volatility. 11 The term V IX t+1 designates implied volatility for the month beginning on day t+1 and running through day t + 21 calculated from option prices on day t (see Ederington and Guan (2010) ). of these two volatility models can better explain observed shapes of NIFs. Note that, since VIX is a four-weeks measure of volatility, the expected volatility changes presented in Table 6 and Figure 4 are estimated as t+4jt = ln t+4jt = t+3jt 1 ,
The results of Tables 4-5 and Figures 3-4 clearly indicate that the SVEB model can produce shapes of NIFs which correspond to those observed in reality, based on the VIX values. These are negative and monotonic, and they become asymmetric towards their end points. Compared to the SV, the SVEB model can produce NIFs with higher in magnitude values and asymmetry, especially at the sub-intervals of large negative or positive return innovations. Note that, due to the allowance for di¤erent threshold parameter values r L and r R , the NIFs implied by the SVEB model are more asymmetric with respect to large negative return innovations, rather than the positive. These functions imply that a large negative shock " tjt 1 will lead to a higher in magnitude change of future volatility t+1jt than that of large positive shock. As Figure 4 clearly indicates, the shape of these NIFs is consistent with that implied by the changes of VIX, which is an observable risk neutral measure of market volatility.
Another interesting conclusion which can be drawn from the inspection of Figure   4 is that the impact function of returns r t on expected volatility changes implied by the SVEB (or SV) model is lower than that implied by the VIX index, especially for large negative values of returns, i.e. for r t < 3:5. This can be obviously attributed to the fact that the implied by option prices estimates of the stock market volatility values are adjusted for risk premia e¤ects. Note that the di¤erences between the VIX based estimates of volatility changes and those predicted by the SVEB model become larger, the larger the negative values of returns r t are. This result can be taken to support the view that stock market risk premia e¤ects or their associated price of risk may increase in terms of magnitude with the size of negative return innovations. Table 5 : NIFs of the SVEB and SV models Table 6 : NIFs of the SVEB and SV models, and VIX Figure 4 : NIFs of the SVEB and SV models, and VIX with respect to stock return r t .
Generalized impulse response functions of large stock return shocks
To study the pattern of the dynamic e¤ects of large return shocks " t on the expected future values of volatility h t+ net of the e¤ects of possible future or past return innovations on volatility, in this section we will employ the SVEB model to calculate impulse response functions of future sequences of volatility h t+ jt , for horizons = 1; 2; 3; ::::, with respect to innovations " t . Our analysis will enables us to examine the relative importance of large and ordinary return shocks on volatility, either for negative or positive shocks. Since the SVEB model is nonlinear and has a multivariate structure, we will calculate the Generalized IRF (GIRF ) (see, e.g., Koop et al (1996) , Pesaran and Shin (1998) 
and it can provide impulse responses of h t+ jt to " t given only the past of state vector a t . If we consider " t and a t as particular realizations of random variables, GIRF ( ; " t ; a t ) can be thought itself as a realization of a random variable whose distribution can be estimated.
The random nature of GIRF ( ; " t ; a t ) provides a more ‡exible approach to analyzing the e¤ects of " t on h t+ . Someone can condition on a particular shock " t and treat a t as a random vector, or she/he can condition on a particular history a t , treating " t as a random variable. Another possibility is to condition on particular subsets of the history of " t , i.e. large or ordinary positive, or negative, values of innovations " t . To this end, we will …rst de…ne the following sets: B (1) = ( 1; 2:05) and B (2) = (2:33; 1) consisting of the large negative and positive return shocks, respectively, identi…ed by the estimates of the threshold parameters of the SVEB model, obtained in Section 5. Given B (1) and B (2) , the following complementary sets of return shocks:B (1) = ( 2:05; 0) andB (2) = (0; 2:33) de…ne the ordinary negative and positive return shocks, respectively. Then, for the above all sets, we will calculate GIRF ( ; " t ; a t ), at time t. Below, we describe how this can be done for the case of large return shock sets, i.e. for " t 2 B (i) , i = 1; 2. An analogous procedure can be followed for the ordinary shocks " t , i.e. for " t 2B (i) , i = 1; 2.
We will estimate the distribution of GIRF ( ; " t ; a t ) by means of a Monte Carlo integration. First, we will pick up 500 series of a t from its sample estimates. To compute the …rst expectation of (14), i.e. E [h t+ j " t ; a t ], we proceed as follows: When = 1, for each of the 500 series of a t , we will draw 30 realizations of the large return shock " t from the truncated normal distribution T N B (i) (0; 1), which is truncated at
That is, we will generate 15000 (= 500 30) realizations of GIRF .
Then, for each of the 30 realizations of " t , we will simulate 1000 volatility shocks t conditional on each choice of " t , i.e. t N " t ; 2 (1 2 ) , and will average out to compute expectation E [h t+ j " t ; a t ]. For > 1, to estimate E [h t+ j " t ; a t ] we will simulate 1000 vectors of innovations " t+ 1 and t+ 1 ; according to its distributional assumption given in (4) and we will calculate the values of future volatility h t+ recursively, based on its data generating process. The average of the 1000 series of h t+ generated will give the estimate of E [h t+ j " t ; a t ], for > 1. To compute the second expectation of (14), E [h t+ j a t ], for all , we will draw 1000 samples of the vector of innovations " t+ 1 and t+ 1 , and then we will calculate h t+ recursively, according to its data degenerating process. The average of the series of h t+ generated will give an estimate of E [h t+ j a t ]. Given the above estimates of E [h t+ j " t ; a t ]
and E [h t+ j a t ], we can then obtain estimates of GIRF ( ; " t ; a t ), for all , through equation (14) . To obtain the density of these estimates of GIRF ( ; " t ; a t ), we will use a normal kernel.
Figures 5 and 6 present the marginal densities of GIRF ( ; " t ; a t ) implied by the SVEB model, for horizons = 1; 2; :::; 20; based on the procedure described above. This is done for both negative and positive large return shocks " t , i.e. " t 2 B (1) and 2) , as well as for their complementary setsB (i) , for i = 1; 2, consisting of ordinary return shocks. To better understand the economic meaning of distribution features of the above densities related to the traditional IRF s, in Table 7 Table 7 lead to a number of very useful conclusions about the dynamic e¤ects of large or ordinary stock return shocks on the future paths of volatility.
First, both the plots of the GIRF densities and the values of their descriptive statistics reported in the table clearly indicate that the e¤ects of large return shocks on future paths of volatility tend to be much bigger than those of the ordinary shocks and to last for a higher number of future horizons , e.g. = f10g, ahead. This is much more likely to happen and it is true either for negative or positive return shocks. In terms of the distribution statistics reported in Table 7 , it can be justi…ed by the higher in magnitude values of the mean and skewness coe¢ cients of the GIRF densities for the large shocks, compared to those of the ordinary shocks for up to = 10 horizons ahead. Note that the variance values of these densities between large and ordinary shocks are of the same order of magnitude, for all . 12 Second, either large or ordinary return shocks have the correct sign e¤ect on volatility, predicted by the leverage hypothesis. That is, the negative shocks (re ‡ect-ing bad market news) have a positive e¤ect on volatility, while the positive shocks (re ‡ecting positive market news) have a negative e¤ect. Note that these e¤ects are much more clear and stronger than those implied by the estimates of the sample correlation coe¢ cients Corr(h t+ jn ," tjt ), for the di¤erent size of shocks, reported in Table 3 , which undermine the e¤ects of positive return shocks on volatility. The magnitude e¤ects of these shocks on volatility di¤er slightly between the negative and positive shocks, with the positive shocks to have bigger mean e¤ects than the negative. This can obviously attributed to the asymmetry of the estimates of the threshold parameters r L and r H found by our data. 
Conclusions
This paper suggests a new stochastic volatility model which extents the standard stochastic volatility model to allow for persistent level shifts in volatility, referred to as structural breaks in the empirical …nance literature. These shifts are endogenously driven by large asset (stock) return shocks. The latter are de…ned as being bigger than the values of threshold parameters which can distinguish large negative shocks from positive shocks. Thus, the model is appropriate for studying the dynamic e¤ects of large positive, or negative, pieces of stock market news on long-term paths of volatility.
The suggested model allows for shifts in volatility which are stochastic both in time and magnitude. The last property of the model can explain clusters of volatility of asset return series observed in reality, whose variability has di¤erent size over time.
Apart from interpreting di¤erent sources of volatility shifts, the model can be also employed to reveal from the data the magnitude of stock market return innovations which can be considered as large shocks. Since the model is nonlinear, to estimate its parameters and state variables, namely volatility and break processes, the paper relies on a Bayesian MCMC method. A Monte Carlo exercise conducted by the paper shows that the above estimation method can e¢ ciently retrieve from the data estimates of its parameters and state variables. To estimate the threshold parameters of the model, we rely on a grid search method. This chooses as sample estimates of them those which give the maximum value of the marginal likelihood of the model.
The paper employs the model to investigate if level shifts in the volatility of the US stock market aggregate return are endogenously driven by large negative or positive return shocks. Then, it examines the dynamic e¤ects of these shocks on the future levels of this volatility. The empirical analysis of the paper leads to a number of interesting conclusions. First, it identi…es as large negative shocks these which are less than the -2.05% on weekly basis and as large positive shocks those which are bigger than 2.33%, and it …nds out that cyclical shifts of the US stock market volatility can be satisfactorily modelled through large return shocks. The slight asymmetry between the values of large negative and positive return shocks identi…ed by the data through our model can explain shapes of stock market news impact curves of future levels of volatility changes which are more asymmetric with respect to negative large return shocks (or, simply, stock returns) than positive return shocks, as is observed in reality. Finally, based on the generalized impulse response functions calculated by the estimates of the SVEB model, the paper indicates that large positive stock market shocks are expected to substantially reduce future levels of volatility, as predicted by the …nancial leverage e¤ects hypothesis. The last relationship can not be easily diagnosed by sample data statistics due to the within-sample o¤setting e¤ects that positive and negative return shocks can have on volatility.
everywhere if the process tends towards the center of its state space at each point in time. More speci…cally, b t is geometrically ergodic if there exists constants 0 < # < 1, B; L < 1, and a small set C such that
where k k is the Euclidean norm. The concept of the small set is the equivalent of a discrete Markov chain state in a continuous context. It is clear that (17) follows easily. We need to show (16) . (16) follows if the following condition holds
To prove (18) it su¢ ces to show that
This follows easily by the independence of " t 1 and t , the fact that Pr(A t ) > 0 and the fact that Pr(j t j > 2b) > 0 for all …nite b.
