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Based on the standard model (SM) of particle physics, we study the decays Λb → Λ`+`− in light of
the available inputs from lattice and the data from LHCb. We fit the form-factors of this decay mode
using the available theory and experimental inputs after defining different fit scenarios and checking
their consistencies. The theory inputs include the relations between the form-factors in heavy quark
effective theory (HQET) and soft collinear effective theory (SCET) at the endpoints of di-lepton
invariant mass squared q2. Utilizing the fit results, we have predicted a few observables related to
this mode. We have also predicted the observable RΛ = Br(Λb → Λ`+i `−i )/Br(Λb → Λ`+j `−j ) where
`i and `j are charged leptons of different generations (i 6= j). At the moment, we do not observe
noticeable differences in the extracted values of the observables in fully data-driven and SM like fit
scenarios.
I. INTRODUCTION
The flavor changing neutral current (FCNC) b→ s
transitions play an important role in the indirect
search for new physics. In recent years, special atten-
tion has been given in the semileptonic b→ s`+`− de-
cays such as B → K(∗)µ+µ− and Bs → φµ+µ−. Pre-
cise measurements of various angular observables are
now available. On top of this, measurements are done
on the ratios like R
(∗)
K = (B → K(∗)µ+µ−)/(B →
K(∗)e+e−). The results show some degree of discrep-
ancy with their respective standard model (SM) pre-
dictions [1, 2]. For an update, see the most recent
analysis [3], and the references therein.
The observed differences could either be due to
some new interactions beyond the SM (BSM), due to
our poor understanding of the hadronic uncertainties
or our inability to correctly analyse the experimental
data. In spite of the obvious lure and consequent mul-
titude of possible explanations of these deviations with
BSM effects, it is crucial to investigate and refine the
existing theoretical description of the large hadronic
effects in the rare b → s transition. The study of
various other similar decay modes can provide com-
plementary phenomenological information compared
to the above mentioned well-analyzed mesonic decays,
which can be useful to improve our understanding of
the nature of the anomalies seen in the B-meson de-
cays. Moreover, any BSM physics altering the results
for these modes, should affect and be constrained by
other b→ s transitions.
Among all such processes, the baryonic decay mode
Λb → Λ`+`− is of considerable interest for several
reasons:
• In the ground state, Λb is the combination of
a heavy quark and a light di-quark system.
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The light quarks are in a spin-zero state, which
leads to the simpler theoretical description of the
semileptonic decays of Λb baryons compared to
the corresponding meson decays.
• As the Λb baryon has non-zero spin, this process,
unlike the mesonic decays, has the potential to
improve our limited understanding of the helic-
ity structure of the underlying hamiltonian [4].
• Just like the B → K(∗)`+`− processes, the
polarization of the Λ baryon, preserved in the
Λ → ppi− decay, provides a plethora of angular
observables, with a potential to disentangle the
contributions from individual operators in the
b→ s`+`− effective hamiltonian [5–11].
• If we consider unpolarized Λb baryon, then the
number of angular observables is restricted to
10. However, if we produce polarized Λb then
the number of angular observables will increase
from 10→ 34 [12]. Thus there will be even more
opportunities for testing NP.
There are 10 independent form factors which are
needed to describe the Λb → Λ`+`− decays. These
are the major sources of uncertainties in the descrip-
tion of various observables in these decays. Different
QCD based approaches are available in the literature
to describe the q2 distributions of these form factors,
(see [13–16], and the references therein for details).
The SM predictions, based on lattice-based analysis
given in ref. [17], have large errors. Other than the
uncertainty in the form factors, some angular observ-
ables of Λb decays are plagued by the dependence of
the detection efficiencies on the production polariza-
tion (PΛb). The most recent measurement of PΛb by
LHCb [18] is quite imprecise (PΛb = 0.06±0.07±0.02)
and the effect of non-zero polarization has been taken
into account as systematic uncertainty in ref. [19].
The availability of those observables, though impre-
cise for now, gives us a handle to study a data-driven
estimation of correlation between PΛb and the form
factor parameters.
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2Experimental data are available on the decay rate
distributions in different q2 ( = momentum transfer to
the leptons) bins [19–21]. Moreover, LHCb has very
recently measured various angular observables associ-
ated with the above decay [22]. Most of the available
data have large errors at the moment and it will be
premature to assume the presence of new physics and
to constrain them from data. Before jumping the gun,
it is important and useful to understand the trend of
the available data/inputs.
Our main objective in this analysis is to test
whether or not all the available inputs (for exam-
ple, experimental data, lattice, and other theory in-
puts from the QCD modeling of the form factors) on
the form factors in Λb → Λ`+`− decays are consis-
tent with each other. Looking for inconsistencies will
help us improve our understanding of the underlying
physics. There exists a number of relations between
the form factors of the above-mentioned decay modes
in the heavy quark effective theory (HQET) and in
the soft collinear effective theory (SCET), at the end-
points of their q2-distributions. It will be interesting
to see whether the available data and inputs from lat-
tice support these expectations. On the other hand,
using these HQET and SCET relations as inputs while
extracting the q2-distributions of the form factors may
help to reduce the uncertainties of the extracted val-
ues of the Λb → Λ`+`− observables.
We have analyzed the available inputs after cre-
ating different fit scenarios with variable inputs, as
discussed above, have extracted the form-factors in
all the scenarios, and have compared them for consis-
tency. We have also predicted the branching fraction
Br(Λb → Λ``), the q2-distributions of the branching
fractions, forward-backward asymmetryAFB(q
2), and
the longitudinal polarization asymmetry fL(q
2), using
these form-factors. Similar to the observables RK(∗) ,
we have defined the observables R
`i/`j
Λ = (Br(Λb →
Λ`+i `
−
i ))/(Br(Λb → Λ`+j `−j )), where `i and `j are
charged leptons of different generations (i 6= j), and
have given predictions of these observables using our
fit results.
II. FORMALISM
A. Angular Distribution
The differential decay rate for the Λb → Λ`+`−
decay can be expressed in terms of generalized he-
licity amplitudes and by five variables: the angle θ
between the direction of the Λ baryon and the nor-
mal vector nˆ in the Λb rest-frame, two sets of helicity
angles describing the decays of the Λ baryon (θb, φb)
and the di-lepton system (θl, φl), and q
2, the invariant
mass squared of di-lepton, as given in the equation 1.
For transverse production, polarization nˆ is chosen to
be pˆΛb × pˆbeam. The helicity angles are then defined
with respect to this normal vector through the coor-
dinate systems (xˆΛ, yˆΛ, zˆΛ) and (xˆ`¯`, yˆ`¯`, zˆ`¯`). The zˆ
axis points in the direction of the Λ/di-lepton system
in the Λb rest-frame. The angle between the two de-
cay planes in the Λb rest frame is χ = φl + φb. The
angles θl, θb and χ are sufficient to parameterize the
angular distribution of the decay in the case of zero
production polarization. [12]:
d6Γ
dq2 d~Ω
∝∑
λ1,λ2,λp,λ``,λ
′
``,
J,J ′,m,m′,λΛ,λ′Λ,
(
(−1)J+J′ ρλΛ−λ``,λ′Λ−λ′``(θ)×
Hm,JλΛ,λ``(q
2) H†m
′,J′
λ′Λ,λ
′
``
(q2) hm,Jλ1,λ2(q
2) h†m
′,J′
λ1,λ2
(q2)×
DJ ∗λ``,λ1−λ2(φl, θl,−φl)×
DJ
′
λ′``,λ1−λ2(φl, θl,−φl) h
Λ
λp,0 h
†Λ
λp0
×
D
1/2 ∗
λΛ,λp
(φb, θb,−φb) D1/2λ′Λ,λp(φb, θb,−φb)
)
,
(1)
where ~Ω depends on five angles (~Ω ≡
~Ω(θl, φl, θb, φb, θ)) .
The Dj functions are the Wigner’s D-matrices
which are unitary square matrices of (2j + 1) dimen-
sions. The factor (−1)J+J′ comes from the structure
of the Minkowski metric tensor. The decay distribu-
tion contains three sets of helicity amplitudes:
• Hm,JλΛ,λ``(q2) defines the decay of the Λb baryon
into a Λ baryon with helicity λΛ and a di-lepton
pair with helicity λ``.
• hm,Jλ1,λ2 describes the decay of the di-lepton sys-
tem to leptons with helicities λ1 and λ2.
• hΛλp,0 denotes the decay Λ→ ppi to a proton with
helicity λp.
The index J , which stands for the spin of the di-lepton
system, can either be zero or one. When J = 0,
λ`` = 0, and when J = 1, λ`` can be −1, 0,+1. The
helicity labels λp, λΛ, λ1 and λ2 can take the values
±1/2. From the angular momentum conservation in
the Λb decay we get |λΛ − λ``| = 1/2. The remaining
index, m(= V, A), indicates the decay of the di-lepton
system by either a vector or an axial-vector current.
The polarisation of the parent baryon is described by
the density matrix ρλΛ−λ``,λ′Λ−λ′`` which is defined as
ρλ,λ′ =
1
2
(
1 + PΛb cos θ PΛb sin θ
PΛb sin θ 1− PΛb cos θ
)
, (2)
where PΛb is the polarization of the parent baryon
Λb which we have fitted along with the other param-
eters in our analysis. For more details on the angular
distributions, please see the references [23, 24]
B. Form Factors
The helicity amplitudes Hm,JλΛ,λ``(q
2) can be ex-
pressed in terms of 10 form factors. In this paper,
3FIG. 1: PΛb dependence of the angular observables. Form factor parameters are taken from the N = 1 lattice fit result
[17]. Thickness of the bands corresponds to the respective theoretical uncertainty.
we use the helicity-based definition of the form fac-
tors from ref. [15], given in appendix A .
Following the parametrization of ref.[17], each one
of these 10 form factors can be parameterized in terms
of independent parameters afik as follows ,
fi(q
2) =
1
1− q2/(mfipole)2
N∑
k=0
afik [z(q
2)]k . (3)
Here, z(q2) is defined by
z(q2) =
√
t+ − q2 −√t+ − t0√
t+ − q2 +√t+ − t0
, (4)
where t0 = (mΛb −mΛ)2 and t+ = (mB +mK)2. The
choice of the truncation order N of the z-expansion in
eq. (3) determines the number of independent param-
eters of our fit. The series in eq. 3 can be truncated
at different values of N, in this paper we have pre-
sented the analysis for both N = 1 and N = 2. At
the present accuracy level, it is hard to do the analysis
with N > 2.
The helicity form factors satisfy the end-point rela-
tions:
f0(0) = f+(0) , (5a)
g0(0) = g+(0) , (5b)
g⊥(q2max) = g+(q
2
max) , (5c)
h˜⊥(q2max) = h˜+(q
2
max) . (5d)
Implementing the constraints 5c and 5d is tantamount
to setting ag⊥0 = a
g+
0 and a
h˜⊥
0 = a
h˜+
0 respectively in
our analysis. On the other hand, using 5a and 5b, we
write a
f+
1 and a
g+
1 in terms of the other form factor
parameters. Throughout of our analysis we have used
these relations.
In the HQET and SCET, there are additional rela-
tions between the form factors at the end points of the
q2-distributions. In HQET, we have the following ap-
proximate relations between the form factors for small
recoil:
f0(q
2
max) ' g+(q2max) ' g⊥(q2max)
' h˜+(q2max) ' h˜⊥(q2max), (6)
and
f+(q
2
max) ' g0(q2max) ' f⊥(q2max)
' h+(q2max) ' h⊥(q2max) . (7)
All the form factors can be written as linear combi-
nations of two Isgur-Wise (IW) functions [25]. In the
SCET, all the form factors are approximately equal to
a single IW function on the other corner of the phase
space i.e in the large recoil limit (q2 = 0) [15]:
f0(0) ' g+(0) ' g⊥(0) ' h˜+(0) ' h˜⊥(0) ' f+(0)
' g0(0) ' f⊥(0) ' h+(0) ' h⊥(0). (8)
We have first fitted the parameters of the form fac-
tors described by eq. 3, while considering the in-
puts from lattice-QCD and the available experimen-
tal data. We have not considered the limits from
HQET and SCET as inputs in this part of the anal-
ysis. Rather, we have checked whether or not the
extracted q2-distributions of form factors satisfy the
approximate relations given in HQET and SCET at
both the endpoints. Finally, we have repeated the fit
with these inputs as additional constraints, and have
compared the results from both the fits. As will be
described later, we have added parameters to quan-
tify the discrepancies in the approximate relations be-
tween the form factors in HQET and SCET in our
analysis. This is to take care of the possible large
contributions coming from the missing higher order
pieces in those relations.
C. Angular Observables
Expanding the sum in eq.(1), the decay distribution
can be expressed in terms of 34 angular observables
as [12]:
4d6Γ
dq2 d~Ω
=
3
32pi2
( 34∑
i=0
Ki(q
2)fi(~Ω)
)
d6Γ
dq2 d~Ω
=
3
32pi2
( (
K1 sin
2 θl +K2 cos
2 θl +K3 cos θl
)
+
(
K4 sin
2 θl +K5 cos
2 θl +K6 cos θl
)
cos θb+
(K7 sin θl cos θl +K8 sin θl) sin θb cos (φb + φl) + (K9 sin θl cos θl +K10 sin θl) sin θb sin (φb + φl) +(
K11 sin
2 θl +K12 cos
2 θl +K13 cos θl
)
cos θ +
(
K14 sin
2 θl +K15 cos
2 θl +K16 cos θl
)
cos θb cos θ+
(K17 sin θl cos θl +K18 sin θl) sin θb cos (φb + φl) cos θ + (K19 sin θl cos θl +K20 sin θl) sin θb sin (φb + φl) cos θ+
(K21 cos θl sin θl +K22 sin θl) sinφl sin θ + (K23 cos θl sin θl +K24 sin θl) cosφl sin θ+
(K25 cos θl sin θl +K26 sin θl) sinφl cos θb sin θ + (K27 cos θl sin θl +K28 sin θl) cosφl cos θb sin θ+(
K29 cos
2 θl +K30 sin
2 θl
)
sin θb sinφb sin θ +
(
K31 cos
2 θl +K32 sin
2 θl
)
sin θb cosφb sin θ+(
K33 sin
2 θl
)
sin θb cos (2φl + φb) sin θ +
(
K34 sin
2 θl
)
sin θb sin (2φl + φb) sin θ
)
.
(9)
FIG. 2: Comparison of the latest SM estimate (with
N = 2 result from ref. [17]) and experimental result by
LHCb [22] of the polarization-independent angular
observables. Thickness of the SM bands corresponds to
the respective theoretical uncertainty.
Integrating eq.(9) over ~Ω yields the differential de-
cay rate as a function of q2,
dΓ
dq2
= 2K1 +K2 . (10)
This can be used to define a set of normalized angular
observables
Kˆi =
Ki
2K1 +K2
. (11)
the first ten angular observables defined in eq.(9) will
survive even if the Λb baryon is unpolarized (PΛb = 0).
These are listed in eq. B1 in appendix B. The re-
maining 24 observables are only non-vanishing if PΛb
is non-zero (listed in eqn.s B2 and B2). Of these, the
observables K17 through K34 also involve new combi-
nations of amplitudes that are not accessible if the
Λb baryon is unpolarized. In the mass-less lepton
limit, K29 and K31 are zero. As the imaginary parts
of the transversity amplitudes are essentially zero in
SM, observablesK19, K20, K21, K22, K25, K26, K30,
and K34 are consistent with zero in SM. The observ-
ables K29, K31 have the pre-factor (1 − β2l ) with
βl =
√
1− (4m2l )/(q2), and ml is the mass of the
leptons in the final state. For l = µ and e, these
pre-factors are negligibly small and K29, K31 will be
insensitive to the fit in such cases.
With the combination of the above-mentioned nor-
malized observables (eq.11), the fraction of longitu-
dinally polarized di-leptons (fL) and the hadron-side
forward-backward asymmetry (AhFB) are defined as
fL = 2Kˆ1 − Kˆ2, (12)
AhFB = Kˆ4 +
1
2
Kˆ5 . (13)
In fig. 1, we have shown the sensitivity of different
angular observables to PΛb . Using the lattice result
[17] of the form factor parameters up to first order
in polynomial expansion (N=1), we plot the theoret-
ical predictions alongside the experimental results of
angular observables Ki, i = 11 to 34 and we vary
PΛb from −1 to 1. It shows that except the observ-
ables proportional to imaginary parts of combinations
of transversity amplitudes (as explained in the previ-
ous paragraph), these vary over a considerably large
range with varying PΛb . This clearly indicates the im-
portance of a data-driven simultaneous estimation of
PΛb along with the form factor parameters. As the
uncertainty in PΛb is already affecting the systematic
uncertainties of the observables, we do not expect a
precise determination of PΛb , but it is interesting to
study the effect of the correlations on the other form
factor parameters.
III. EXPERIMENTAL INPUTS
After the first observation of Λb → Λµ+µ− by CDF
[20], differential branching fraction of the decay was
studied by LHCb with both 1 fb−1 [21] and 3 fb−1
5FIG. 3: pulls for all the observables given with the color code in the index
TABLE I: Measured differential branching fraction of
Λb→ Λµ+µ−, where the uncertainties are statistical,
systematic and due to the uncertainty on the
normalisation mode, Λb→ J/ψΛ, respectively.
q2 interval [GeV 2] dB
dq2
.10−7[GeV −2]
0.1 – 2.0 0.36 + 0.12− 0.11
+ 0.02
− 0.02 ± 0.07
2.0 – 4.0 0.11 + 0.12− 0.09
+ 0.01
− 0.01 ± 0.02
4.0 – 6.0 0.02 + 0.09− 0.00
+ 0.01
− 0.01 ± 0.01
6.0 – 8.0 0.25 + 0.12− 0.11
+ 0.01
− 0.01 ± 0.05
11.0 – 12.5 0.75 + 0.15− 0.14
+ 0.03
− 0.05 ± 0.15
15.0 – 16.0 1.12 + 0.19− 0.18
+ 0.05
− 0.05 ± 0.23
16.0 – 18.0 1.22 + 0.14− 0.14
+ 0.03
− 0.06 ± 0.25
18.0 – 20.0 1.24 + 0.14− 0.14
+ 0.06
− 0.05 ± 0.26
TABLE II: Measured values of hadronic angular
observables, where the first uncertainties are
statistical and the second systematic.
q2 interval [GeV 2] fL A
h
FB
0.1 – 2.0 0.56 + 0.23− 0.56 ± 0.08 −0.12 + 0.31− 0.28 ± 0.15
11.0 – 12.5 0.40 + 0.37− 0.36 ± 0.06 −0.50 + 0.10− 0.00 ± 0.04
15.0 – 16.0 0.49 + 0.30− 0.30 ± 0.05 −0.19 + 0.14− 0.16 ± 0.03
16.0 – 18.0 0.68 + 0.15− 0.21 ± 0.05 −0.44 + 0.10− 0.05 ± 0.03
18.0 – 20.0 0.62 + 0.24− 0.27 ± 0.04 −0.13 + 0.09− 0.12 ± 0.03
luminosity [19]. In the latter study, along with low-q2
(0.1− 8.0 GeV2) and high-q2 (15− 20 GeV2) regions,
evidence of the signal was found between the charmo-
nium resonances (11−12.5 GeV2). Though the data in
the lowest bin (0.1−2.0 GeV2) is expected to be large
due to proximity to a photon pole, all low-q2 data lie
lower than the theoretical prediction in reality. We
use the differential branching fraction results of these
bins in our analysis and they are listed in table I.
In addition to these, ref. [19] had also measured the
hadronic angular observables fL and A
h
FB in different
q2-bins, which are listed in table II and are used in
TABLE III: Angular observables combining the
results of the moments obtained from Run 1 and
Run 2 data The first and second uncertainties are
statistical and systematic, respectively.
Obs. Value Obs. Value
K1 0.346± 0.020± 0.004 K18 −0.108± 0.058± 0.008
K2 0.308± 0.040± 0.008 K19 −0.151± 0.122± 0.022
K3 −0.261± 0.029± 0.006 K20 −0.116± 0.056± 0.008
K4 −0.176± 0.046± 0.016 K21 −0.041± 0.105± 0.020
K5 −0.251± 0.081± 0.016 K22 −0.014± 0.045± 0.007
K6 0.329± 0.055± 0.012 K23 −0.024± 0.077± 0.012
K7 −0.015± 0.084± 0.013 K24 0.005± 0.033± 0.005
K8 −0.099± 0.037± 0.012 K25 −0.226± 0.176± 0.030
K9 0.005± 0.084± 0.012 K26 0.140± 0.074± 0.014
K10 −0.045± 0.037± 0.006 K27 0.016± 0.140± 0.025
K11 −0.007± 0.043± 0.009 K28 0.032± 0.058± 0.009
K12 −0.009± 0.063± 0.014 K29 −0.127± 0.097± 0.016
K13 0.024± 0.045± 0.010 K30 0.011± 0.061± 0.011
K14 0.010± 0.082± 0.013 K31 0.180± 0.094± 0.015
K15 0.158± 0.117± 0.027 K32 −0.009± 0.055± 0.008
K16 0.050± 0.084± 0.023 K33 0.022± 0.060± 0.009
K17 −0.000± 0.120± 0.022 K34 0.060± 0.058± 0.009
our analysis. Though another set of observables were
identified as leptonic forward-backward asymmetries
in that paper, an erratum published later showed that
these are not the actualA`FB and we refrain from using
these in our analysis.
The latest LHCb measurement [22], with 5 fb−1 lu-
minosity measures all the 34 angular observables de-
fined in eq.(9). These are used in our analysis and are
listed in table III. As shown earlier, a couple of other
angular observables can be obtained as combinations
of these. Of the first 10 polarization-independent ob-
servables, it has been observed that only K6 has a
considerable deviation from the SM prediction.
In summary, we start our analysis with a total of 52
6FIG. 4: Cook’s distances for all the observables given
with the color code in the index
observables, of which, some may be omitted according
to the requirements of the fit, as explained in section
IV.
IV. ANALYSIS AND RESULTS
With the observables listed in section III, we fit the
independent form factor parameters defined in eq. (3)
of section II B, along with the polarization PΛb , in a
hybrid of Frequentist and Bayesian statistical analyses
1.
First, we try to fit all the 52 observables with form
factor parameters up to first order (N = 1). These
and PΛb constitute a set of 19 parameters. Without
any lattice inputs as constraints on the form factor
parameters, i.e., with uniform priors for the parame-
ters within −3 to 3, the best-fit values are obtained
far away from the lattice, but the p-value of the re-
sulting fit (∼ 0.3%) turns the fit infeasible. Next, we
use the N = 1 fit results from ref. [17] as lattice-
inputs and use them as a multi-normal prior. Though
the fit results come close to the lattice ones naturally,
no considerable improvement of the fit quality is ob-
served (p-value ∼ 0.5%). In the following subsection
1 Parameter estimation is done by populating the posterior pa-
rameter space with either uniform or multi-normal prior, as
the case may be, but the best-fit results (mean) are used to
obtain a goodness-of-fit estimate from a χ2 obtained from
the corresponding experimental data, details of which can be
checked in appendix C 1
we describe the way to point out influential data, as
well as outliers.
A. ‘Influential’ data
The above-mentioned result does not come as a sur-
prise if one checks the relative deviations between the
experimental and theoretical estimates of some of the
observables. As an example, we can see from figure 2
that the LHCb measurement of K6 is quite deviated
from its SM estimate. Observables like this are bound
to affect and as a result, worsen the quality of our fits.
To illustrate this point, and to identify the data-points
which are outliers as well as influential points, we first
define a pull [26, 27], as shown below:
pull(Oi) =
∣∣∣∣∣Oexpi −Ofitiσexpi
∣∣∣∣∣ , (14)
where, Oi is the observable in question, Oexpi is its
experimentally measured value, Ofiti is its value with
the best-fit results of the parameters and σexp is the
experimental uncertainty of that observable.
Figure 3 is the distribution of the ‘pull’s. It is clear
from that figure that the dB/dq2 in the third low-q2
bin is the biggest outlier with a pull > 3. As being an
outlier is not the only criterion to quantify the influ-
ence of a datum on a fit, we have calculated the Cook’s
Distances of these observables as well 2 [29, 30]. By
influential observation we mean one or several obser-
vations whose removal causes a different conclusion in
the analysis. Cook’s distance is one of many ‘deletion
statistic’s to know the effect/influence a specific ob-
servable has on a fit. It will help us to understand the
impact of omitting a case on the estimated regression
coefficients. Cook’s distance of the i-th observable is
CDi =
∑data
j=1 (yˆ − yˆj(i))2
p MSE
, (15)
where yˆ is the fitted value of the j-th observable, yˆj(i)
is the same when the i-th observable is excluded from
the fit and MSE is the mean squared error for the
fitted model and p is the number of regression co-
efficients. Figure 4 shows the relative sizes of the
Cook’s distances of the observables. With a Cook-
cutoff ∼ 0.46 [31] for the fit, dB/dq2(4 − 6) is clearly
the most influential point in this fit.
Following the above discussion, we drop dB/dq2(4−
6) from the fit. As expected, the resulting p-value
increases by one order (from 0.5% to 5%). Still,
this is not an acceptable fit and we thus proceed
to drop all 4 outliers (Kˆ6, Kˆ20, dB/dq2(4 − 6), and
AbinFB(11.0 − 12.5)), as shown in fig. 3, from the fit.
2 For a discussion on Cook’s Distances its use in an analysis,
please check ref. [28].
7FIG. 5: Comparison of the SM estimate (with N = 2 result from the fit dropping the requied observables) and
experimental result by LHCb [22] of the polarization-independent angular observables. Thickness of the SM
bands corresponds to the respective theoretical uncertainty.
Fit χ2min/ p-Value Parameters
d.o.f (%) PΛb a0
f+ a2
f+ a0
f⊥ a1
f⊥ a2
f⊥ a0
f0 a1
f0 a2
f0
N1-Drop1 42.61/47 65.49 -0.0055(818) 0.433(18) − 0.534(24) -1.46(23) − 0.383(20) -1.05(19) −
N2-Drop1 43.95/47 59.96 -0.0065(816) 0.449(26) 1.5(11) 0.549(33) -1.68(39) 0.97(163) 0.383(27) -1.12(33) 0.73(115)
N1-Drop2 28.84/38 85.81 -0.0018(822) 0.433(18) − 0.534(24) -1.46(23) − 0.384(20) -1.05(19) −
N2-Drop2 30.02/38 81.87 -0.0061(816) 0.448(26) 1.5(11) 0.547(33) -1.67(39) 0.92(161) 0.382(27) -1.12(33) 0.74(118)
a0
g⊥,g+ a2
g+ a1
g⊥ a2
g⊥ a0
g0 a1
g0 a2
g0 a0
h+ a1
h+ a2
h+ a0
h⊥
N1-Drop1 0.364(13) − -1.21(18) − 0.414(17) -1.11(14) − 0.509(25) -1.21(25) − 0.397(16)
N2-Drop1 0.371(19) 2.5(10) -1.52(28) 2.4(14) 0.428(25) -1.33(28) 0.91(101) 0.496(42) -1.05(39) -0.95(167) 0.390(31)
N1-Drop2 0.364(13) − -1.20(18) − 0.414(17) -1.11(14) − 0.509(25) -1.21(24) − 0.397(17)
N2-Drop2 0.371(19) 2.5(10) -1.51(28) 2.3(14) 0.428(26) -1.33(28) 0.90(100) 0.495(42) -1.04(39) -0.93(165) 0.390(31)
a1
h⊥ a2
h⊥ a0
h˜⊥,h˜+ a1
h˜+ a2
h˜+ a1
h˜⊥ a2
h˜⊥
N1-Drop1 -1.03(14) − 0.347(13) -0.81(15) − -0.84(14) −
N2-Drop1 -1.08(27) 1.0(11) 0.337(24) -1.05(22) 2.85(99) -1.05(22) 2.33(93)
N1-Drop2 -1.03(14) − 0.347(13) -0.81(15) − -0.84(14) −
N2-Drop2 -1.08(27) 1.0(110) 0.336(24) -1.05(23) 2.86(99) -1.05(22) 2.33(93)
TABLE IV: Fit results using both the angular observables from ref.[22] and the binned Branching Ratio and
asymmetries from ref. [19]. Here N1-Drop1 is done by dropping the observables with pull > 2 and N1-Drop2
is done further dropping the observables irrelevant for SM. The N2 ’s are fitted with same observables but with
form factor parameters up to N = 2.
Indeed, this gives a quite good fit (p-value ∼ 68%).
From hereon, we would refer to this fit as ‘N1-Drop1 ’.
Recalling the fact that the angular observables only
dependent on the imaginary parts of Wilson coeffi-
cients are essentially zero in SM and are insensitive
to the parameters (see appendix B), we have also per-
formed a fit by dropping these observables. We will
call it ‘N1-Drop2 ’ from hereon3. The similar fits are
done considering the next higher order term (N=2)
in the z(q2) expansion of the form-factors in eq. 3.
Those fits are named as ‘N2-Drop1 and ‘N2-Drop2 ’,
respectively.
3 In general, we can call these two different type of fits after
dropping the outliers as our ‘Drop1 ’ and ‘Drop2 ’ scenarios,
respectively.
B. Different fits
In this subsection, we discuss our different fit pro-
cedures, obtained by combining the available inputs
in various ways. As mentioned above, the influential
data-points are dropped in all these fits. We note from
eq. 3 that the form-factors are expanded in different
powers of z(q2). As the variable z is very small, it is
natural to expect the terms with higher powers to be
insensitive to the fits in general. We have done sepa-
rate analyses by truncating the series at N = 1 and
N = 2, respectively. At the moment, it is difficult to
analyze the data with higher powers of N (> 2).
We have prepared four different data-sets in total to
understand the trend of the data, the details of which
are discussed in the following enumerated items:
1. All Observables : In this fit, we have included
8FIG. 6: Comparison of prior and posterior distributions of the ‘N = 1’ form factor parameters with and
without lattice inputs.
9Fit χ2min/ p-Value Parameters
d.o.f (%) PΛb a0
f+ a2
f+ a0
f⊥ a1
f⊥ a2
f⊥ a0
f0 a1
f0 a2
f0
N1-AngDrop1 42.51/41 40.57 -0.0044(815) 0.424(19) − 0.522(25) -1.37(24) − 0.372(21) -0.94(22) −
N2-AngDrop1 41.98/41 42.8 -0.0054(815) 0.426(27) 1.8(11) 0.522(34) -1.49(40) 1.2(17) 0.362(28) -0.94(34) 1.00(120)
N1-AngDrop2 20.77/31 91.79 -0.0012(824) 0.424(19) − 0.522(25) -1.37(24) − 0.373(21) -0.94(22) −
N2-AngDrop2 20.18/31 93.19 -0.0053(825) 0.425(27) 1.8(12) 0.521(34) -1.49(40) 1.2(16) 0.362(28) -0.93(34) 1.00(120)
a0
g⊥,g+ a2
g+ a1
g⊥ a2
g⊥ a0
g0 a1
g0 a2
g0 a0
h+ a1
h+ a2
h+ a0
h⊥
N1-AngDrop1 0.355(14) − -1.14(19) − 0.405(18) -1.04(16) − 0.499(26) -1.14(25) − 0.389(17)
N2-AngDrop1 0.350(21) 2.7(11) -1.38(28) 2.5(14) 0.406(27) -1.17(28) 1.2(10) 0.476(43) -0.89(40) -0.85(168) 0.375(31)
N1-AngDrop2 0.355(14) − -1.13(19) − 0.405(18) -1.04(16) − 0.498(26) -1.14(25) − 0.389(17)
N2-AngDrop2 0.350(20) 2.7(11) -1.36(28) 2.5(14) 0.406(27) -1.16(28) 1.1(10) 0.476(42) -0.89(40) -0.83(169) 0.375(31)
a1
h⊥ a2
h⊥ a0
h˜⊥,h˜+ a1
h˜+ a2
h˜+ a1
h˜⊥ a2
h˜⊥
N1-AngDrop1 -0.97(15) − 0.340(13) -0.77(16) − -0.80(15) −
N2-AngDrop1 -0.96(27) 1.2(11) 0.325(25) -0.96(23) 3.0(10) -0.96(23) 2.47(95)
N1-AngDrop2 -0.97(15) − 0.340(13) -0.77(16) − -0.80(15) −
N2-AngDrop2 -0.95(28) 1.2(11) 0.325(25) -0.96(23) 2.97(99) -0.96(23) 2.45(95)
TABLE V: Fit results using only the angular observables from ref [22] . Here NI-AngDrop1 is obtained by
dropping the observables with pull > 2 and NI-AngDrop2 (with I = 1or2) is obtained by further dropping
the observables irrelevant for SM. The N2 ’s are fitted with same observables but with form factor parameters
up to N = 2.
FIG. 7: Form-factor values at zero and max recoil for different fits.
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Fit χ2min/ p-Value Parameters
d.o.f (%) PΛb a0
f+ a2
f+ a0
f⊥ a1
f⊥ a2
f⊥ a0
f0 a1
f0 a2
f0
N2-Drop2-HS 47.23/38 14.46 -0.0080(827) 0.434(25) 2.0(10) 0.503(29) -1.29(36) -0.39(128) 0.364(25) -1.02(32) 1.0(11)
N2-AngDrop2-HS 34.77/31 29.30 -0.0054(830) 0.411(25) 2.2(10) 0.478(30) -1.10(37) -0.12(129) 0.344(26) -0.81(33) 1.2(11)
N1-WOLDrop2-HS 26.09/22 24.80 0.0024(832) 0.72(12) − 0.74(12) -3.12(99) − 0.434(87) -1.79(79) −
a0
g⊥,g+ a2
g+ a1
g⊥ a2
g⊥ a0
g0 a1
g0 a2
g0 a0
h+ a1
h+ a2
h+ a0
h⊥
N2-Drop2-HS 0.365(19) 2.74(94) -1.48(28) 3.0(10) 0.421(24) -1.30(27) 1.19(91) 0.476(32) -0.86(35) -1.8(13) 0.396(26)
N2-AngDrop2-HS 0.342(20) 2.90(96) -1.29(28) 3.3(10) 0.399(25) -1.13(28) 1.49(94) 0.455(33) -0.68(36) -1.5(13) 0.379(27)
N1-WOLDrop2-HS 0.444(59) − -1.83(74) − 0.70(12) -2.95(98) − 0.73(12) -3.10(100) − 0.73(12)
a1
h⊥ a2
h⊥ a0
h˜⊥,h˜+ a1
h˜+ a2
h˜+ a1
h˜⊥ a2
h˜⊥
N2-Drop2-HS -1.18(26) 1.14(89) 0.336(22) -1.12(22) 2.03(79) -1.13(21) 2.05(76)
N2-AngDrop2-HS -1.02(27) 1.39(91) 0.323(22) -0.99(22) 2.36(82) -1.00(22) 2.37(79)
N1-WOLDrop2-HS -3.10(100) − 0.443(90) -1.83(80) − -1.83(80) −
TABLE VI: Fit results for the data-driven fits with HQET and SCET bounds.
FIG. 8: Posterior distributions of the coefficients of ‘N = 2’ term of the form factors with (blue) and without
(red) the use of HQET and SCET rleations (eq.s 6, 7, and 8).
all the available experimental inputs. The avail-
able lattice inputs from ref. [17] on the param-
eters of the form-factors for N = 1 are used as
priors in our analysis. Similar sets of fits have
been repeated for N = 2, i.e. keeping terms
up to
[
z(q2)
]2
in eq. 3 (and modifying the con-
straint equations coming from eq.s 5c and 5d
accordingly). We have treated the additional
coefficients/parameters at order N = 2 in the[
z(q2)
]
expansion of the form-factors as free pa-
rameters. We have not used any lattice con-
straints on these.
2. Only Angular Observables: To understand
the effects of the angular observables on the pa-
rameters of the form factors, we have done an-
other set of fits with only the angular observ-
ables. We have taken the binned data of AΛFB ,
fL [19] and the 34 angular observable from lat-
est data [22]. In this fit, we have not considered
the data on dB/dq2 in different bins as inputs.
Methodology of the fits are similar to those in
the previous sub-section and these too are done
for both sets of form-factor parameters, i.e., for
N = 1 and N = 2. We have used a multi-normal
prior from lattice inputs of N = 1 fit in ref. [17]
for all parameters except PΛb . We find that this
again gives a bad fit (p-value ∼ 9%), evidently
due to the presence of the observables Kˆ6 and
Kˆ20. Dropping those two data-points provides
a good fit again (p-value ∼ 70%). As before, we
will call these fits as ‘N1-AngDrop1 ’ and ‘N2-
AngDrop1 ’, respectively. Here too, we have not
used any lattice inputs for the coefficients at or-
der N = 2.
3. Data-driven fits: We have also done a fit using
all the available experimental data, but without
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the using the lattice inputs as priors. The fit re-
sults can be compared with those obtained in the
other fits, which might help us to check for any
possible tension between the data and the lattice
predictions. However, we would like to mention
that due to the presence of large inconsisten-
cies within various data-points, such fits yield
abysmal p-values. Also, at the present level of
precision, it is hard to analyze these with N = 2,
as in some of the form-factors, the coefficient of
the
[
z(q2)
]2
term in eq. 3 are insensitive to the
fit. Due to this reason, we refrain from adding
the results of this fit in this draft.
4. Fits with inputs from SCET and HQET:
We have repeated all the above mentioned fits
in the previous three sub-sections, after incorpo-
rating the HQET and SCET relations between
the form-factors at zero and maximum recoil,
which are given in eqs. 6, 7, and 8, respectively.
We have noticed Considerable improvements in
our data-driven fits because of these inputs. The
details of the outcome of this fit are discussed
in the next section. The fits with these addi-
tional inputs are named as ‘NI-Drop1-HS ’, ‘NI-
Drop2-HS ’, ‘NI-AngDrop1-HS ’, ‘NI-AngDrop2-
HS ’, ‘NI-WOLDrop1-HS ’ and ‘NI-WOLDrop2-
HS ’, respectively (with I = 1or2) .
We have also checked the effect of the non-vanishing
lepton mass (m`) in our study. In the limiting case
of m` → 0, two observables, K29 and K31 will vanish
identically. In addition, a few of the form factors,
such as f0 and g0 will not appear in the any of the
theoretical expressions of the considered observables.
While these fits give better p-values than N1-Drop1,
the parameter spaces are almost identical. Moreover,
we choose not to drop estimations of f0 and g0 for the
sake of completion and we will not discuss the results
of these fits.
C. Outcome of the fits
The outcome of the fits with all-observables and
only-angular-observables have shown in tables IV
and V, respectively. Though the fit results are ob-
tained from a Bayesian analysis, we have performed a
goodness-of-fit test of the fit using the mean (best-fit)
results, and the results of those are listed in the second
and third columns of these tables. The fit results are
almost unchanged in the scenarios NI-Drop1 and NI-
Drop2 (with I = 1 or 2), respectively. However, the
fit quality increases considerably in Drop2 scenarios4.
Like the all-observables scenario, fit-qualities have im-
proved, after dropping the same set of observables, in
4 In the later part of our analysis, most of our improtant results
will be presented in Drop2 scenarios.
the fits with only angular observables as well. Com-
paring the fits with all observables with those with
only angular observables, we notice an overall slight
improvement in the p-values. Across all the scenar-
ios, the best-fit values of the respective parameters
are consistent with each other within their respective
uncertainties as well. This is due to the dominance of
the lattice results (with relatively small uncertainties)
on the fits.
In figure 6, the posterior distributions of the form-
factor parameters (upto N = 1) are compared with
their respective prior distributions (from ref. [17]).
We don’t see any noticeable discrepancies. As the
priors are informative here and the data is not pre-
cise enough to dominate posterior distributions at the
moment, the prior distributions very much drive the
posteriors (mixture of prior and the data). With more
precise data, the comparison will be useful to pinpoint
any discrepancies between the data and lattice. We
also face our first hurdle in the N = 2 case for the
fits with or without partial lattice constraints. We
get completely flat and highly uncertain posteriors for
most of the newly introduced higher order parameters
and consequently, the fits do not converge. We sur-
mise that the N = 2 fits are insensitive to the data and
must have lattice constraints, at least at the present
experimental precision.
As given in Eqs. 6, 7 and 8, there are specific rela-
tions between the form-factors at the zero and maxi-
mum recoil angle of the final state baryon. It is impor-
tant to check whether the form-factors obtained from
our fit results satisfy all these relations or not. Us-
ing different fit results of all-observables fits, we have
compared the numerical values of the form-factors at
the zero-recoil as well as at maximum recoils in fig-
ure 7. We note that all the form-factors satisfy the
relations given in Eqs. 6, 7 and 8, respectively, within
their 2-σ credible intervals (CI). However, there are
some discrepancies in some of the relations at their
1-σ CIs, especially for the fit results with N = 1.
Consequently, the lattice predicted results have some
degree of disagreement with the respective SCET and
HQET expectations at the endpoints of q2 distribu-
tions of the form-factors, which are more prominent
in the case of HQET (zero recoil).
For all the cases listed in tables IV and V, the fits
are repeated after incorporating the relations between
the form-factors in SCET and HQET. We have added
20% uncertainty in the HQET relations of the form-
factors at zero recoil, and about 10% in the case of
SCET relations. The results are summarized in the
first and second rows of table VI, where we have pre-
sented the results only for the cases with N = 2 (sim-
ilar results can be obtained for N = 1). While the
quality of the fit has diminished in these cases, it still
has considerable statistical significance; the reason for
which is clear from the discussion of the last para-
graph. The fit results can be compared with the re-
spective results in tables IV and III. Though we note a
slight shift in the best fit values in some cases, they are
consistent with each other within the 1σ CIs, which
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FIG. 9: Form factor distributions in the full q2 range with both the data-driven (N1-WOLDrop1 ) and
lattice-constrained (N1-Drop1 and N1-Drop2 ) fits.
Fit R
µ/e
Λ R
τ/e
Λ R
τ/µ
Λ
q2 (GeV 2)
0.1 - 2 2 - 8 11 - 12.5 15 - 20 15 - 20 15 - 20
N2-Drop2 0.976(2) 0.9948(4) 0.99779(8) 0.99838(3) 0.468(5) 0.468(5)
N2-Drop2-HS 0.9743(2) 0.9949(1) 0.99781(6) 0.99837(3) 0.466(5) 0.466(4)
N1-WOLDrop2-HS 0.974(6) 0.9953(8) 0.99779(9) 0.99835(6) 0.463(10) 0.464(9)
TABLE VII: R
µ/e
Λ and R
τ/µ
Λ predictions in different bins.
is also evident from figures 6 and 8, respectively. In
figure 6, we have compared the posterior distributions
of the zeroth and first order form-factor parameters,
with and without the inputs from SCET and HQET.
Figure 8 summarizes those for the second order coef-
ficients.
For our data-driven fits, the form-factors are trun-
cated at N = 1. As mentioned earlier, our data does
not have enough precision and data alone is not suf-
ficient to extract the coefficients of the form factors
for N = 2 yet. The results of the fit are shown in
the third row of table VI. The best fit values of the
parameters largely deviate from those obtained in the
fit with the lattice results as priors. However, the fit
values have significant uncertainties. Within their 3-
σ CIs, they are consistent with each other, which are
also shown in figure 6, where the posteriors of the rel-
evant parameters are compared. All in all, though the
13
FIG. 10: Comparison of the SM estimate from the fit results(with the notations given in the index which are
explained in the text ) and the lattice results from the ref[17] to the experimental result by LHCb [22] of the
polarization-independent angular observables. Thickness of the bands corresponds to the respective theoretical
uncertainty.
data-driven results are not entirely consistent with the
previous ones including lattice inputs, the data does
not show any noticeable discrepancy with the lattice
results at the moment.
Results of the extracted q2-distributions of the
form-factors for a few fit scenarios, using the different
fit results discussed above, are shown in figure 9. Note
that the q2-distributions are fully consistent with each
other in the scenarios N1-Drop2, N2-Drop2, and N2-
Drop2-HS. All of these scenarios, which we can refer as
our SM like scenarios, have lattice inputs as priors and
the results are similar in all other such fits. However,
the q2-distributions obtained using the results of the
data-driven fit are not fully consistent with the other.
For some of the form-factors, there are discrepancies
in the high-q2 regions. In particular, there are notice-
able discrepancies in f+, g0 and h⊥ at 1-σ CIs. As we
will see below, this could be due to the observed de-
viations in the measured values of dB/dq2 from their
respective SM predictions in the high-q2 bins.
Using the form-factors extracted in different fits, we
have predicted various related observables and the re-
sults are shown in figure 10. We note improvements in
the uncertainty-estimates of the observables after the
use of SCET and HQET relations in the fits. The
top panel shows the predicted values of dB/dq2 in
separate bins (left figure) and the corresponding q2-
distributions (right figure), compared with their re-
spective measured values. Let us summarize the im-
portant observations below:
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• The predictions, obtained from the fits in SM
like scenarios, are consistent with each other
within uncertainties, which demonstrates the
dominance of lattice results over those of the
measured values with larger uncertainties.
• Apart from the very low bin (0.1 ≤ q2(GeV 2) ≤
2 ) and the bins at high-q2 (15 ≤ q2(GeV 2) ≤ 20
), the predictions using the results of the data-
driven fit are consistent with those from other
fits5.
• As expected, the data-driven results are consis-
tent with the respective measured values. How-
ever, we note some degree of disagreement in the
very low-q2 bin.
In the middle panel, we have shown the predictions of
fL(q
2) in different bins (left) and the q2-distributions
(right) for different fit scenarios. Note that the pre-
dicted results are consistent with each other in all
the scenarios, as well as the respective measurements
in all the q2 regions, though the data-driven results
have large errors. Similar plots for the forward-
backwards asymmetry (AFB(q
2)) are shown in the
bottom panel. Note that apart from the bin in be-
tween 16 ≤ q2(GeV 2) ≤ 18, the extracted values of
forward-backward asymmetries in SM like scenarios
and the data-driven fit are consistent with each other.
Also, they are consistent with the measured values in
the respective bins.
In table VII, we have given the predictions of R
µ/e
Λ ,
R
τ/e
Λ , and R
τ/µ
Λ in different fit scenarios. Compared
to R
τ/e
Λ or R
τ/µ
Λ , the predictions of R
µ/e
Λ have much
smaller uncertainties, which is due to the dominance
of some of the form-factors in the cases with τs in
the final state, compared to those with lighter-lepton-
final-states. In the respective bins, the extracted val-
ues in different fit scenarios are consistent with each
other. The data-driven fit result have relatively large
uncertainties, but those are compatible with those re-
sults where lattice plays a dominant role. Hence, at
the moment, there is no sign of significant discrepancy
in the data.
To obtain the values and uncertainties for the fig. 10
and table VII, we populate distributions of the fitted
results with > 5000 points and calculate the value for
the desired observable for all of those. We then obtain
the most probable value and 1σ uncertainties from the
resultant distributions in the observable space.
V. SUMMARY
We have analyzed Λb → Λ`+`− decays in the frame-
work of SM with the available data and the lattice
inputs on the form-factors. With the available infor-
mation, we have defined different fit scenarios. We
have tested and utilized the SCET and HQET re-
lations between the form-factors at the endpoints of
the q2-distributions. From the fit results, we have
obtained the q2-distributions of the form-factors and
checked their consistencies in different fit scenarios.
These form-factors are used to predict some observ-
ables like dB/dq2, fL(q2), AFB(q2), and R`i/`jΛ . We
have pointed out a few influential or problematic data
in a few of the bins, which we have dropped from
the fits. A careful examination of these data-points is
needed from the experimental collaborations.
At the moment, the data has largely uncertain. On
the other hand, the lattice results on the form-factor
parameters, especially those up to the coefficients of
N = 1 term in the expansion, have relatively smaller
uncertainties. In some of our fits, where we have used
the lattice results as priors, the fit results are driven
by the lattice inputs and we have identified them as
our SM like results. We have noticed that the form-
factors, extracted using these fit results, are consistent
with the SCET and HQET relations at the endpoints
of the q2-distributions. We have also extracted the
form-factors without any lattice inputs (data-driven
fit). If we consider the results at their 1-σ CIs, a few
of them are not consistent with the respective SM like
results at the high-q2 regions. However, they all are
consistent with the SM like results at 3-σ CIs. Though
a similar conclusion holds in the predictions of dB/dq2,
for the cases of of fL(q
2) and AFB(q
2), the respective
q2-distributions are consistent with each other across
all the fits. Only in a few of the bins, the extracted val-
ues are deviated from their respective measured values
which is probably an issue related to the measurement.
Finally, our predictions for R
µ/e
Λ , R
τ/e
Λ , and R
τ/µ
Λ in
data-driven and the corresponding SM like predictions
are consistent with each other at 1-σ CIs. However,
the data-driven results have larger uncertainties com-
pared to their SM like results.
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Appendix A: Form Factors
Definition of the form factors are given as [15]:
5 Note that we have dropped dB/dq2(4− 6) from the fit.
15
〈Λ(p′, s′)|s γµ b|Λb(p, s)〉 =
uΛ(p
′, s′)
[
f0(q
2) (mΛb −mΛ)
qµ
q2
+ f+(q
2)
mΛb +mΛ
s+
(
pµ + p′µ − (m2Λb −m2Λ)
qµ
q2
)
+ f⊥(q2)
(
γµ − 2mΛ
s+
pµ − 2mΛb
s+
p′µ
)]
uΛb(p, s), (A1)
〈Λ(p′, s′)|s γµγ5 b|Λb(p, s)〉 =
− uΛ(p′, s′) γ5
[
g0(q
2) (mΛb +mΛ)
qµ
q2
+ g+(q
2)
mΛb −mΛ
s−
(
pµ + p′µ − (m2Λb −m2Λ)
qµ
q2
)
(A2)
+ g⊥(q2)
(
γµ +
2mΛ
s−
pµ − 2mΛb
s−
p′µ
)]
uΛb(p, s), (A3)
〈Λ(p′, s′)|s iσµνqν b|Λb(p, s)〉 = −uΛ(p′, s′)
[
h+(q
2)
q2
s+
(
pµ + p′µ − (m2Λb −m2Λ)
qµ
q2
)
+ h⊥(q2) (mΛb +mΛ)
(
γµ − 2mΛ
s+
pµ − 2mΛb
s+
p′µ
)]
uΛb(p, s),
〈Λ(p′, s′)|s iσµνqνγ5 b|Λb(p, s)〉 = −uΛ(p′, s′) γ5
[
h˜+(q
2)
q2
s−
(
pµ + p′µ − (m2Λb −m2Λ)
qµ
q2
)
+ h˜⊥(q2) (mΛb −mΛ)
(
γµ +
2mΛ
s−
pµ − 2mΛb
s−
p′µ
)]
uΛb(p, s),
with q = p − p′, σµν = i2 (γµγν − γνγµ) and s± =
(mΛb ±mΛ)2 − q2.
Appendix B: Angular Observables
Here the full expressions of the angular observables
given in eqn.(9) are expressed in terms of transversity
amplitudes as in ref.[12]. Here αΛ is the asymmetry
parameter of the subsequent decay Λ → ppi given in
and its value is 0.642± 0.013 [32].
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Appendix C: Fit Methodology
1. χ2 definition
We here consider two different ways to fit the pa-
rameters. First, a χ2 statistic is defined by considering
each of the form factor parameters as a free parameter
in the following way:
χ2 =
data∑
i,j=1
(
Oexpi −Othi
) (
V stat + V syst
)−1
ij(
Oexpj −Othj
)
. (C1)
.
Here, Othp is the theoretical expression and O
exp
p
the central value of the experimental result of the pth
observable used in the analysis. V type is the covari-
ance matrix, where type refers to either the statistical,
systematic. Othp are functions of the form factor pa-
rameters.
For the second scenario, all the form factor param-
eters are considered as the nuisance parameters and
the definition of χ2 (Eq.(C1)) is modified as:
χ2 =
data∑
i,j=1
(
Oexpi −Othi
) (
V stat + V syst
)−1
ij(
Oexpj −Othj
)
+ χ2Nuis . (C2)
. Here χ2Nuis is defined as :
χ2Nuis =
params∑
i,j=1
(
IPi − vpi
) (
V Nuis
)−1
ij
(Ipj − vpj ) . (C3)
.
In Eq.(C3), IPk and v
P
k are the k
th input parameters
and their values, respectively. In our case, their values
are constrained by means of the previous lattice fit
results.
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