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1. INTRODUCTION 
The problem of finding a routing problem through a network has been 
solved by dynamic programming (Bellman [l] and Bellman and Dreyfus 
[2]). A stochastic view of the routing problem for finding the maximum 
reliability has been studied by Roosta [5]. A different version of the problem 
is now introduced, where at each city there is a transition probability Pij of 
going from city i to city j. The expected time of going from city i to N (end 
of destination) is then calculated. If, however, at each city there is a choice 
of policies (one might decide to travel from city i to city j by a different 
method of transport) then a new Markovian decision process is formulated. 
The method is easily extended for finding the maximum reliability from city i 
to city N using an optimal policy. 
2. THE ROUTING PROBLEM 
Consider the typical routing problem described by Bellman [ 1 ]. We are 
given N cities, numbering i = 1, 2 ,..., N, in some order and a set of numbers, 
tij, where tij is the time required to travel from city i to city j. Let fi be the 
time required to travel from the ith to the Nth city using an optimal routing 
policy. The principle of optimality leads to the following recurrence 
equation: 
fi = y$l lctj +&I? i = 1, 2,..., N-l&=0. (1) 
Consider the deterministic problem now as a Markov process, i.e., at city i 
there is a transition probability, pij, of going from city i to city j. Hence 
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I=,“= iP(j = 1, V i’s and P = {pii} is the transition (ZV x N) matrix. Let vi be 
the expected time required to travel from the ith to the iVth city: 
i = 1, 2 ,..., N - 1, v, = 0 (2) 
j=l 
=ki+ ~pij~j, 
N 
where ki = 2 Pijtij* (3) 
j=l 
Consider the vector-matrix notation 
j=l 
,Pll P12 *** Pl,N-1 
P21 P22 ’ * ’ PZ,N--I 
: . . . 
\ PN-1.1 PN-1.2 ‘** PN-I.N-1 
(Note that the sum of rows of A are <I. A is irreducible with at least one 
row sum < 1, as there must be at least one route to get to the Nth city. It is 
assumed that the system is completely ergodic with city N being the only 
trapping state.) Now Eq. (3) can be written 
v=k+Av. (4) 
Note v, = 0 so it need not be written into the vector-matrix form of Eq. (4). 
This Eq. (4) turns out to be the same Leontief input-output model of 
mathematical economics described in Lancaster [4]. Its solution is given by 
v = (I- A)-‘k, (5) 
(I -A)- ’ exists with non-negative coefficients as A > 0 with row sums <l 
with at least one row sum (1, see [4]. 
Let us now assume that at each city i the transition matrix can be chosen 
from a set of such matrices and denote the matrix corresponding to policy 
decision by P(q) = {Pi,(q)}, where Cj”=lpij(q) = 1, V I’m. Let T(q) be the 
corresponding time matrix using policy q given by (tij(q)} and letf(i) be the 
expecte,d time required to travel from the ith to the iVth city using an optimal 
routing policy. Hence using the principle of optimality we obtain 
fti) = min [ 5 Pij(q){tlj(q) +fU)l] 3 i = 1, 2,..., 
9 
N- l;f(iv)=O (6) 
j=l 
= m$ [k,(q) + ,il Pii f(j)] 7 where k,(q) = 5 Pi&q) tij(q)* (7) 
j=l 
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Equation (7) can be solved using Howard’s policy iteration method [2, 3 1. 
This is described below: 
(1) We first guess a particular policy, q, for each f(i), i = 1, 
2,..., N - 1. 
(2) Next we write out the transition matrix {pij(q)} associated with 
each particular policy guessed. 
(3) Solve for vi, i = 1, 2 ,..., N- 1, using Eq. (5), with ui substituted for 
f (9. 
(4) Substitute the values of vj for f(j), j = 1,2,..., N - 1, uN = 0 into 
the r.h.s. of (7) and find the minimum for different values of q. .This is called 
the policy improvement routine. 
(5) Repeat step (1) for this new policy and stop when there is no 
change in policy. 
It can be shown that this will eventually lead to an optimal policy. The 
solution to this problem therefore tells you, if you are in a particular city i, 
what is your immediate optimal policy in order to get to city N in the 
minimum expected time. 
The above method works only when city N is the only trapping state. A 
method is described below for finding the maximum reliability of non- 
ergodic systems for travelling from city i to city N when there are more than 
one trapping states besides city N. Let gi denote the maximum reliability of 
getting from city i to city N using an optimal policy. From the principle of 
optimality we obtain 
or 
gi = max [ N$’ Pij(4) g j  +PiN(q)] 3 i = 1, 2,..., N- 1; asg,= 1. (9) 4 j=l 
Let wi be defined now as the reliability of getting from city i to city N using 
a certain policy q, i.e., 
N-l 
Wi = C PijWj +PiN, w,= 1, i= 1,2 ,..., N- 1. (10) 
j=l 
In vector-matrix form this equation can be written 
w=Aw+d (11) 
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where w  is an N- 1 vector, d is an N- 1 vector with positive elements and 
A is an (N- 1) square matrix defined as before whose row sums are <I with 
at least one row sum < 1. Its solution is again given by w  = (I - A)-id and 
we can again use Howard’s policy iteration method [3] to solve for gi in (9). 
3. PROOF OF POLICY ITERATION METHOD 
Assume we have evaluated a policy a in the operation of the system and 
the policy improvement routine has produced a policy p that is different from 
a. We therefore seek to prove that v,(B) > vi(a), see also Howard [3]. 
From the P.I.R. since /3 was chosen over a we have 
N N 
kf@) + C Pjj@> uj(a> > ki(a) + C Pijta) uj(a) 
j=l j=l 
. ‘. kida)- ki(a) 2 fi Pij(a) uj(4 - ,,fl PijW uj(a)* (11) 
For policies a and /I individually we have from (3) 
viGa) = k*Ca> + 2 Pijda> ujcO> 
j=l 
u,(a) = k,(a) + $ Pij(a> Uj(a>, 
j=l 
(12) 
(13) 
giving 
ki@) - ki(a) = vi@> - vi(a) + $J Pij(a> Uj(a) - 2 PijW vjGo>* (I41 
j=l j=l 
Substituting (14) into (11) we obtain 
Let 
Au, = u,i./l?) - u,(a). 
Hence (15) can be written 
(15) 
409/105/l-6 
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AUi = yi + f pij@) A”jY Yi>O 
i=l 
(16) 
i.e., 
Av=y+A(p)Av 
where Au is a vector of order N - 1 and A@) is an N - 1 square matrix as 
described before and oN = 0 for any policy. The solution to this Leontief 
equation is given by 
Av = (I-A@))-‘y (17) 
where (Z - A@))- ’ exists with non-negative coefficients. Hence Av will have 
non-negative elements and v&3) - v,(a) > 0. 
Assume now that the P.I.R. has converged on policy a and there exists a 
policy p such that v&?) - ui(a) > 0. Since it has converged on a then 
following the same arguments given above with /I interchanged for GI and a 
for /3 we again obtain vi(a) - vi@) 2 0. This contradicts the assumption that 
u,(B) - vi(a) >, 0, hence there is no policy /I such that UiGa) - vi(o) > 0. 
4. WORKED EXAMPLE 
Consider a P( 1) matrix of policy 1 given by 
and let the corresponding {ki( l)} vector associated with the time matrix and 
policy 1 be given by 
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Let the new P(2) matrix of policy 2 be given by 
0 0.6 0.4 0 
P(2)= ' 
0 0 0 1 
and the corresponding {k,(2)} vector associated with the time matrix and 
policy 2 be given by 
3 
k(2)= 4 i) . 5 
Starting with policy 
1 
i) 1 9 1 
i.e., policy 1 for f( l), f(2) and f(3), we solve for v in Eq. (5) (v replaces f) 
with 
giving 
v= 
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Continuing on with step (4) of the policy improvement routine we obtain the 
new values for Eq. (7): 
i. policy k1(4) f 5 P,(q) uj 
j=l 
1. I 1 11.287 
2 10.149 
2. 1 1 6.596 
2 7.989 
3. 1 7.978 
2 7.638 
We see that for i = 1, the quantity in the right-hand column is minimized 
when q = 2. For i = 2 and 3, it is minimized when q = 1 and 2, respectively. 
Hence our new policy is 
2 
0 1 . 2 
Using this new policy we solve for v using Eq. (5) with 
to obtain 
Substituting for this value of v into (7) we again obtain the same policy 
2 
0 1 2 
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and we can conclude that the system has now converged with 
5. DISCUSSION 
We have studied a stochastic version of the routing problem, when starting 
at city i there is probability p,, of going from city i to city j. The results 
obtained are very similar to the Markovian decision process of Howard [3] 
and Bellman and Dreyfus [2]. It is conceivable to extend this problem to the 
travelling salesman problem, where we can obtain the minimum expected 
time to tour all the cities and return home if there is a probability associated 
with going from city i to city j. 
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