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Abstract
In this paper, we prove, following earlier work of Waldspurger [Wa1], [Wa4] a sort of
local relative trace formula which is related to the local Gan-Gross-Prasad conjecture
for unitary groups over a local field F of characteristic zero. As a consequence, we
obtain a geometric formula for certain multiplicities m(pi) appearing in this conjecture
and deduce from it a weak form of the local Gan-Gross-Prasad conjecture (multiplicity
one in tempered L-packets). These results were already known over p-adic fields [Beu1]
and thus are only new when F = R.
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Introduction
Let F be a local field of characteristic 0 which is different from C. So, F is either a p-adic
field (that is a finite extension of Qp) or F = R. Let E/F be a quadratic extension of F (if
F = R, we have E = C) and let W ⊂ V be a pair of hermitian spaces having the following
property: the orthogonal complement W⊥ of W in V is odd-dimensional and its unitary
group U(W⊥) is quasi-split. To such a pair (that we call an admissible pair, cf. Section
6.2), Gan, Gross and Prasad associate a triple (G,H, ξ). Here, G is equal to the product
U(W )×U(V ) of the unitary groups of W and V , H is a certain algebraic subgroup of G and
ξ : H(F ) → S1 is a continuous unitary character of the F -points of H . In the case where
dim(W⊥) = 1, we just have H = U(W ) embedded in G diagonally and the character ξ is
trivial. For the definition in codimension greater than 1, we refer the reader to Section 6.2.
We call a triple like (G,H, ξ) (constructed from an admissible pair (W,V )) a GGP triple.
Let π be a tempered irreducible representation of G(F ). By this, we mean that π is an irre-
ducible unitary representation of G(F ) whose coefficients satisfy a certain growth condition
(an equivalent condition is that π belongs weakly to the regular representation of G(F )).
We denote by π∞ the subspace of smooth vectors in π. This subspace is G(F )-invariant and
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carries a natural topology (if F = R, this topology makes π∞ into a Fre´chet space whereas if
F is p-adic the topology on π∞ doesn’t play any role but in order to get a uniform treatment
we endow π∞ with its finest locally convex topology). Following Gan, Gross and Prasad, we
define a multiplicity m(π) by
m(π) = dimHomH(π
∞, ξ)
where HomH(π
∞, ξ) denotes the space of continuous linear forms ℓ on π∞ satisfying the
relation ℓ ◦ π(h) = ξ(h)ℓ for all h ∈ H(F ). By the main result of [JSZ] (in the real case)
and [AGRS] (in the p-adic case) together with Theorem 15.1 of [GGP], we know that this
multiplicity is always less or equal to 1.
The main result of this paper extends this multiplicity one result to a whole L-packet of
tempered representations of G(F ). This answers a conjecture of Gan, Gross and Prasad
(Conjecture 17.1 of [GGP]). Actually, the result is better stated if we consider more than
one GGP triple at the same time. In any family of GGP triples that we are going to consider
there is a distinguished one corresponding to the case where G and H are quasi-split over
F . So, for convenience, we assume that the GGP triple (G,H, ξ) we started with satisfies
this condition. The other GGP triples that we need to consider may be called the pure
inner forms of (G,H, ξ). Those are naturally parametrized by the Galois cohomology set
H1(F,H). A cohomology class α ∈ H1(F,H) corresponds to a hermitian space Wα (up to
isomorphism) of the same dimension as W . If we set Vα = Wα ⊕⊥ W⊥, then (Wα, Vα) is an
admissible pair and thus gives rise to a new GGP triple (Gα, Hα, ξα). The pure inner forms
of (G,H, ξ) are exactly all the GGP triples obtained in this way.
Let ϕ be a tempered Langlands parameter for G. According to the local Langlands cor-
respondence (which is now known in all cases for unitary groups, cf. [KMSW] and [Mok]),
this parameter determines an L-packet ΠG(ϕ) consisting of a finite number of tempered rep-
resentations of G(F ). Actually, this parameter also defines L-packets ΠGα(ϕ) of tempered
representations of Gα(F ) for all α ∈ H1(F,H). We can now state the main result of this
paper as follows (cf. Theorem 12.4.1).
Theorem 1 There exists exactly one representation π in the disjoint union of L-packets⊔
α∈H1(F,H)
ΠGα(ϕ)
such that m(π) = 1.
As we said, this answers in the affirmative a conjecture of Gan-Goss-Prasad (Conjecture
17.1 of [GGP]). The analog of this theorem for special orthogonal groups has already been
obtained by Waldspurger in the case where F is p-adic [Wa1]. In [Beu1], the author adapted
the proof of Waldspurger to deal with unitary groups but again under the assumption that
F is p-adic. Hence, the only new result contained in Theorem 1 is when F = R. However,
the proof we present here differs slightly from the original treatment of Waldspurger and we
5
feel that this new approach is more amenable to generalizations. This is the main reason
why we are including the p-adic case in this paper. Actually, it doesn’t cost much: in many
places, we have been able to treat the two cases uniformly and when we needed to make a
distinction, it is often because the real case is more tricky.
As in [Wa1] and subsequently [Beu1], Theorem 1 follows from a formula for the multiplicity
m(π). This formula express m(π) in terms of the Harish-Chandra character of π. Recall
that, according to Harish-Chandra, there exists a smooth function θπ on the regular locus
Greg(F ) of G(F ) which is locally integrable on G(F ) and such that
Trace π(f) =
∫
G(F )
θπ(x)f(x)dx
for all f ∈ C∞c (G(F )) (here C
∞
c (G(F )) denotes the space of smooth and compactly supported
functions on G(F )). This function θπ is obviously unique and is called the Harish-Chandra
character of π. To state the formula for the multiplicity, we need to extend the character θπ
to a function
cπ : Gss(F )→ C
on the semi-simple locus Gss(F ) of G(F ). If x ∈ Greg(F ), then cπ(x) = θπ(x) but for a
general element x ∈ Gss(F ), cπ(x) is in some sense the main coefficient of a certain local
expansion of θπ near x. For a precise definition of the function cπ, we refer the reader to
Section 4.5, where we consider more general functions that we call quasi-characters and which
are smooth functions on Greg(F ) sharing almost all of the good properties that characters
of representations have. As we said, it is through the function cπ that the character θπ will
appear in the multiplicity formula. The other main ingredient of this formula is a certain
space Γ(G,H) of semi-simple conjugacy classes in G(F ). For a precise definition of Γ(G,H),
we refer the reader to Section 11.2. Let us just say that Γ(G,H) comes naturally equipped
with a measure dx on it and that this measure is not generally supported in the regular locus.
For example, the trivial conjugacy class {1} is an atom for this measure whose mass is equal
to 1. Apart from these two main ingredients (the function cπ and the space Γ(G,H)), the
formula for the multiplicity involves two normalizing functions DG and ∆. Here, DG is the
usual discriminant whereas ∆ is some determinant function that is defined in Section 11.2.
We can now state the formula for the multiplicity as follows (cf. Theorem 11.4.2).
Theorem 2 For every irreducible tempered representation π of G(F ), we have the equality
m(π) = lim
s→0+
∫
Γ(G,H)
cπ(x)D
G(x)1/2∆(x)s−1/2dx
The integral in the right hand side of the equality above is absolutely convergent for all s ∈ C
such that Re(s) > 0 and moreover the limit as s→ 0+ exists (cf. Proposition 11.2.1).
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As we said, Theorem 1 follows from Theorem 2. This is proved in the last chapter of this
paper (Chapter 12). Let us fix a tempered Langlands parameter ϕ for G. The main idea of
the proof, the same as for Theorem 13.3 of [Wa1], is to show that the sum
∑
α∈H1(F,H)
∑
π∈ΠGα (ϕ)
m(π)(0.0.1)
when expressed geometrically through Theorem 2 contains a lot of cancellations which
roughly come from the character relations between the various stable characters associated
to ϕ on the pure inner forms of G. Once these cancellations are taken into account, the
only remaining term is the term corresponding to the conjugacy class of the identity inside
Γ(G,H). By classical results of Rodier and Matumoto, this last term is related to the num-
ber of generic representations inside the quasi-split L-packet ΠG(ϕ). By the generic packet
conjecture, which is now known for unitary groups, we are able to show that this term is
equal to 1 and this immediately implies Theorem 1. Let us now explain in more detail how
it works. Fix momentarily α ∈ H1(F,H). Using Theorem 2, we can express the sum∑
π∈ΠGα (ϕ)
m(π)
as
lim
s→0+
∫
Γ(Gα,Hα)
cϕ,α(x)D
Gα(x)1/2∆(x)s−1/2dx(0.0.2)
where we have set cϕ,α =
∑
π∈ΠGα (ϕ) cπ. One of the main properties of L-packets is that the
sum of characters θϕ,α =
∑
π∈ΠGα(ϕ) θπ defines a function on Gα,reg(F ) which is stable, which
here means that it is invariant by Gα(F )-conjugation. In Section 12.1, we define a notion
of strongly stable conjugacy for semi-simple elements of Gα(F ). This definition of stable
conjugacy differs from the usually accepted one (cf. [Kott1]) and is actually stronger (hence
the use of the word “strongly”). The point of introducing such a notion is the following:
it easily follows from the stability of θϕ,α that the function cϕ,α is constant on semi-simple
strongly stable conjugacy classes. This allows us to further transform the expression 0.0.2
to write it as
lim
s→0+
∫
Γstab(Gα,Hα)
|p−1α,stab(x)|cϕ,α(x)D
Gα(x)1/2∆(x)s−1/2dx
where Γstab(Gα, Hα) denotes the space of strongly stable conjugacy classes in Γ(Gα, Hα) and
pα,stab stands for the natural projection Γ(Gα, Hα) ։ Γstab(Gα, Hα) (thus |p
−1
α,stab(x)| is just
the number of conjugacy classes in Γ(Gα, Hα) belonging to the strongly stable conjugacy
class of x). Returning to the sum 0.0.1, we can now write it as
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∑
α∈H1(F,H)
lim
s→0+
∫
Γstab(Gα,Hα)
|p−1α,stab(x)|cϕ,α(x)D
Gα(x)1/2∆(x)s−1/2dx(0.0.3)
A second very important property of L-packets is that the stable character θϕ,α is related in
a simple manner to the stable character θϕ,1 on the quasi-split form G(F ). More precisely,
Kottwitz [Kott2] has defined a sign e(Gα) such that we have θϕ,α(y) = e(Gα)θϕ,1(x) as soon
as y ∈ Gα,reg(F ) and x ∈ Greg(F ) are stably conjugate regular elements (i.e., are conjugate
over the algebraic closure where Gα(F ) = G(F )). Once again, this relation extends to the
functions cϕ,α and cϕ,1 and we have cϕ,α(y) = e(Gα)cϕ,1(x) for all strongly stably conjugate
elements y ∈ Gα,ss(F ) and x ∈ Gss(F ). As it happens, and contrary to the regular case,
there might exist semi-simple elements in Gα(F ) which are not strongly stably conjugate
to any element of the quasi-split form G(F ). However, we can show that the function cϕ,α
vanishes on such elements x ∈ Gα,ss(F ). Therefore, these conjugacy classes don’t contribute
to the sum 0.0.3 and transferring the remaining terms to G(F ), we can express 0.0.3 as a
single integral
lim
s→0+
∫
Γ(G,H)
( ∑
y∼stabx
e(Gα(y))
)
cϕ,1(x)D
G(x)1/2∆(x)s−1/2dx
where the sum
∑
y∼stabx
e(Gα(y))(0.0.4)
is over the conjugacy classes y in the disjoint union
⊔
α∈H1(F,H) Γ(Gα, Hα) that are strongly
stably conjugate to x and α(y) ∈ H1(F,H) denotes the only cohomology class such that
y lives in Γ(Gα(y), Hα(y)). There is a natural anisotropic torus Tx ⊂ H associated to x ∈
Γstab(G,H) such that the set of conjugacy classes in
⊔
α∈H1(F,H) Γ(Gα, Hα) lying inside the
strongly stable conjugacy class of x is naturally in bijection with H1(F, Tx) (cf. Section 12.5
for the definition of Tx). Moreover, for y ∈ H1(F, Tx), the cohomology class α(y) is just the
image of y via the natural map H1(F, Tx)→ H1(F,H). Hence, the sum 0.0.4 equals
∑
y∈H1(F,Tx)
e(Gα(y))(0.0.5)
In order to further analyze this sum, we need to recall the definition of the sign e(Gα).
In [Kott2], Kottwitz constructs a natural map H1(F,G) → H2(F, {±1}) = Br2(F ) from
H1(F,G) to the 2-torsion subgroup of the Brauer group of F . Since F is either p-adic or real,
we have an isomorphism Br2(F ) ≃ {±1}. The sign e(Gα) for α ∈ H1(F,H) is now just the
image of α by the composition of this map with H1(F,H)→ H1(F,G). Following Kottwitz’s
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definition, it is not hard to see that the composition H1(F, Tx) → H
1(F,G) → Br2(F ) is a
group homomorphism. Moreover, it turns out that for x 6= 1 this homomorphism is surjective
and this immediately implies that for such an x the sum 0.0.5 is zero. Going back to 0.0.3,
we are only left with the contribution of 1 ∈ Γ(G,H) which is equal to
cϕ,1(1)
By a result of Rodier [Ro] in the p-adic case and of Matumoto [Mat] in the real case, the
term cϕ,1(1) has an easy interpretation in terms of Whittaker models. More precisely, this
term equals the number of representations in the L-packet ΠG(ϕ) having a Whittaker model,
a representation being counted as many times as the number of types of Whittaker models
it has, divided by the number of types of Whittaker models for G(F ). A third important
property of L-packets is that ΠG(ϕ) contains exactly one representation having a Whittaker
model of a given type. It easily follows from this that cϕ,1(1) = 1. Hence, the sum 0.0.1
equals 1 and this ends our explanation of how Theorem 2 implies Theorem 1.
The proof of Theorem 2 is more involved and takes up most of this paper. It is at this
point that our strategy differs from the one of Waldspurger. In what follows, we explain
the motivations and the main steps of the proof of Theorem 2. Consider the unitary repre-
sentation L2(H(F )\G(F ), ξ) of G(F ). It is the L2-induction of the character ξ from H(F )
to G(F ) and it consists in the measurable functions ϕ : G(F ) → C satisfying the relation
ϕ(hg) = ξ(h)ϕ(g) (h ∈ H(F ), g ∈ G(F )) almost everywhere and such that∫
H(F )\G(F )
|ϕ(x)|2dx <∞
The action of G(F ) on L2(H(F )\G(F ), ξ) is given by right translation. Since the triple
(G,H, ξ) is of a very particular form, the direct integral decomposition of L2(H(F )\G(F ), ξ)
only involves tempered representations and moreover an irreducible tempered representation
π of G(F ) appears in this decomposition if and only if m(π) = 1. It is thus natural for our
problem to study this big representation L2(H(F )\G(F ), ξ). A function f ∈ C∞c (G(F ))
naturally acts on this space by
(R(f)ϕ) (x) =
∫
G(F )
f(g)ϕ(xg)dg, ϕ ∈ L2(H(F )\G(F ), ξ), x ∈ G(F )
Moreover, this operator R(f) is actually a kernel operator. More precisely, we have
(R(f)ϕ) (x) =
∫
H(F )\G(F )
Kf(x, y)ϕ(y)dy, ϕ ∈ L
2(H(F )\G(F ), ξ), x ∈ G(F )
where
Kf(x, y) =
∫
H(F )
f(x−1hy)ξ(h)dh, x, y ∈ G(F )
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is the kernel function associated to f . In order to study the representation L2(H(F )\G(F ), ξ),
we would like to compute the trace of R(f) (because for example it would give some informa-
tions about the characters of the representations appearing in L2(H(F )\G(F ), ξ)). Formally,
we may write
“ Trace R(f) =
∫
H(F )\G(F )
K(f, x)dx”(0.0.6)
where K(f, x) = Kf(x, x), x ∈ H(F )\G(F ), is the restriction of the kernel to the diagonal.
Unfortunately, neither of the two sides of the equality 0.0.6 makes sense in general: the
operator R(f) is not generally of trace class and the integral of the right hand side is not
usually convergent. The first main step towards the proof of Theorem 2 is to prove that
nevertheless the expression in the right hand side of 0.0.6 still makes sense for a wide range
of functions f . A function f ∈ C∞c (G(F )) is said to be strongly cuspidal if for every proper
parabolic subgroup P =MU of G, we have∫
U(F )
f(mu)du = 0, for all m ∈M(F )
In Chapter 8, we prove the following (see Theorem 8.1.1).
Theorem 3 For every strongly cuspidal function f ∈ C∞c (G(F )), the integral∫
H(F )\G(F )
K(f, x)dx
is absolutely convergent.
We actually prove more: we show that the above integral is absolutely convergent for every
strongly cuspidal function in the Harish-Chandra Schwartz space C(G(F )) rather than just
C∞c (G(F )). This seemingly technical detail is in fact rather important since in the real
case the author was only able to construct enough strongly cuspidal functions in the space
C(G(F )) and not in C∞c (G(F )).
Once we have Theorem 3, we can consider the distribution
f 7→ J(f) =
∫
H(F )\G(F )
K(f, x)dx
which is defined on the subspace Cscusp(G(F )) of strongly cuspidal functions in C(G(F )). The
next two steps toward the proof of Theorem 2 are to give two rather different expressions
for the distribution J(.). The first expansion that we prove is spectral. It involves a natural
space X (G) of tempered representations. In fact, elements of X (G) are not really tempered
representations but rather virtual tempered representations. The space X (G) is build up
from Arthur’s elliptic representations of the group G and of all of its Levi subgroups. We
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refer the reader to Section 2.7 for a precise definition of X (G). Here, we only need to know
that X (G) comes equipped with a natural measure dπ on it. For all π ∈ X (G), Arthur has
defined a weighted character
f ∈ C(G(F )) 7→ JM(π)(π, f)
Here, M(π) denotes the Levi subgroup from which the representation π originates (more
precisely, π is parabolically induced from an elliptic representation ofM(π)). WhenM(π) =
G, the distribution JG(π, .) simply reduces to the usual character of π, that is JG(π, f) =
Trace π(f). When M(π) 6= G, the definition of the distribution JM(π)(π, .) is more involved
and actually depends on some auxiliary choices (a maximal compact subgroupK of G(F ) and
some normalization of intertwining operators). However, it can be shown that the restriction
of JM(π)(π, .) to Cscusp(G(F )) doesn’t depend on any of these choices. For f ∈ Cscusp(G(F )),
we define a function θ̂f on X (G) by
θ̂f (π) = (−1)
aM(π)JM(π)(π, f), π ∈ X (G)
where aM(π) is the dimension of AM(π) the maximal central split subtorus of M(π). The
spectral expansion of the distribution J(.) now reads as follows (cf. Theorem 9.1.1):
Theorem 4 For every strongly cuspidal function f ∈ Cscusp(G(F )), we have
J(f) =
∫
X (G)
D(π)θ̂f(π)m(π)dπ
The factor D(π) appearing in the formula above is a certain determinant function which
comes from Arthur’s definition of elliptic representations. What is really important in the
above spectral expansion of J(.) is the appearance of the abstractly defined multiplicitym(π).
Its presence is due to the existence of an explicit description of the space HomH(π
∞, ξ). More
precisely, for π an irreducible tempered representation of G(F ), we may define a certain
hermitian form Lπ on π∞ by
Lπ(e, e
′) =
∫ ∗
H(F )
(e, π(h)e′)ξ(h)dh, e, e′ ∈ π∞
The above integral is not necessarily absolutely convergent and needs to be regularized (cf.
Section 7.1), it is why we put a star at the top of the integral sign. In any case, Lπ is
continuous and satisfies the intertwining relation
Lπ(π(h)e, π(h
′)e′) = ξ(h)ξ(h′)Lπ(e, e′), e, e′ ∈ π∞, h, h′ ∈ H(F )
In particular, we see that for all e′ ∈ π∞ the linear form e ∈ π∞ 7→ Lπ(e, e′) belongs to
HomH(π
∞, ξ). Hence, if Lπ is not zero so is m(π). In Chapter 7, we prove that the converse
is also true. Namely, we have (cf. Theorem 7.2.1)
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Theorem 5 For every irreducible tempered representation π of G(F ), we have
Lπ 6= 0⇔ m(π) 6= 0
This theorem has already been established in [Beu1] when F is p-adic (The´ore`me 14.3.1
of [Beu1]). An analogous result for special orthogonal groups was proved previously by
Waldspurger in [Wa4] (Proposition 5.7) and then reproved in a different manner by Y.
Sakellaridis and A. Venkatesh in [SV] (Theorem 6.4.1) in a more general setting but under
the additional assumption that the group is split. The proof given in [Beu1] followed closely
the treatment of Sakellaridis and Venkatesh whereas here we have been able to give an
uniform proof in both the p-adic and the real case which is closer to the original work of
Waldspurger.
As already explained, Theorem 5 is a crucial step in the proof of the spectral expansion
(Theorem 4). Actually, once Theorem 5 is established, Theorem 4 essentially reduces to the
spectral expansion of Arthur’s local trace formula [A1] together with an argument allowing
us to switch two integrals. This step is carried out in Chapter 9.
We now come to the geometric expansion of J(.). It involves again the space of conjugacy
classes Γ(G,H) that appears in the formula for the multiplicity (Theorem 2). The other
main ingredient is a function cf : Gss(F ) → C that is going to take the role played by the
function cπ in the multiplicity formula. The definition of cf involves the weighted orbital
integrals of Arthur. Recall that for every Levi subgroupM of G and all x ∈M(F )∩Greg(F ),
Arthur has defined a certain distribution
f ∈ C(G(F )) 7→ JM(x, f)
called a weighted orbital integral. If M = G, it simply reduces to the usual orbital integral
JG(x, f) =
∫
Gx(F )\G(F )
f(g−1xg)dg, f ∈ C(G(F ))
When M 6= G, the distribution JM(x, .) depends on the choice of a maximal compact sub-
group K of G(F ). However, as for weighted characters, the restriction of JM(x, .) to the
subspace Cscusp(G(F )) of strongly cuspidal functions doesn’t depend on such a choice. For
f ∈ Cscusp(G(F )), we define a function θf on Greg(F ) by
θf (x) = (−1)
aM(x)JM(x)(x, f), x ∈ Greg(F )
where M(x) denotes the minimal Levi subgroup of G containing x and aM(x) denotes, as
before, the dimension of AM(x) the maximal central split subtorus of M(x). The function θf
is invariant and we can show that it shares a lot of the good properties that characters of
representations have. It is what we call a quasi-character (cf. Chapter 4). In particular, as
for characters, there is a natural extension of θf to a function
cf : Gss(F )→ C
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and we can now state the geometric expansion of J(.) as follows (cf. Theorem 11.4.1).
Theorem 6 For all strongly cuspidal functions f ∈ Cscusp(G(F )), we have
J(f) = lim
s→0+
∫
Γ(G,H)
cf (x)D
G(x)1/2∆(x)s−1/2dx
Once again, the expression of the right hand side of the equality above is absolutely con-
vergent for all s ∈ C such that Re(s) > 0 and the limit as s → 0+ exists (cf. Proposition
11.2.1).
It is from the equality between the two expansions of Theorem 4 and Theorem 6 that we
deduce the formula for the multiplicity (Theorem 2). To be more precise, we first prove the
spectral expansion (Theorem 4) and then we proceed to show the geometric expansion (The-
orem 6) and the formula for the multiplicity (Theorem 2) together in a common inductive
proof. The main reason for proceeding this way and not in a more linear order is that we
use the spectral expansion together with the multiplicity formula for some “smaller” GGP
triples in order to show that the distribution J(.) is supported in the elliptic locus G(F )ell
of G(F ). This fact is used crucially in the proof of Theorem 6 and the author was not able
to give an independent proof of it.
We now give a quick description of the content of each chapter. The fist two chapters are
mainly intended to set up the notations, fix some normalizations and remind the reader of
some well-known results. In particular, the second chapter contains the basic material we will
be using on tempered representations. It includes a strong statement of the Harish-Chandra
Plancherel theorem sometimes called matricial Paley-Wiener theorem which in the p-adic
case is due to Harish-Chandra [Wa2] and in the real case is due to Arthur [A2]. In Chapter
3, we recall the Harish-Chandra technique of descent. There are two: descent from the group
to the centralizer of one of its semi-simple elements (semi-simple descent) and descent from
the group to its Lie algebra. In both cases, the descent takes the form of a map between some
function spaces. We will be particularly concerned by the behavior of invariant differential
operator (in the real case) under these two types of descent and we collect the relevant results
there. The last Section (3.4) is devoted to a third type of descent that we may call parabolic
descent. However, we will be mainly interested in the dual of this map which allows us to
“induce” invariant distributions of Levi subgroups. In Chapter 4, we define the notion of
quasi-characters and develop the main features of those functions that in many ways looks
like characters. The main results of this chapter are, in the p-adic case, already contained
in [Wa1] and so we focus mainly on the real case. Chapter 5 is devoted to the study of
strongly cuspidal functions. In particular, it is in this chapter that we define the functions
θ̂f and θf to which we alluded before. This chapter also contains a version of Arthur’s local
trace formula for strongly cuspidal function (Theorems 5.5.1 and 5.5.2). The proof of these
two theorems, which are really just slight variation around Arthur’s local trace formula, will
appear elsewhere [Beu2]. In Chapter 6, we define the GGP triples, the multiplicity m(π) and
we show some estimates that will be needed in the proof of the main theorems. Chapter 7 is
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devoted to the proof of Theorem 5. In Chapter 8, we establish Theorem 3 as well as an analog
for the Lie algebra g(F ) of G(F ). This allows us to define two distributions J(.) and JLie(.)
on the group G(F ) and its Lie algebra respectively. Chapter 9 concentrates on the spectral
expansion of the distribution J(.) (Theorem 4). As already explained, the main ingredient
in the proof is Theorem 5. In Chapter 10, we establish some “spectral” expansion for the Lie
algebra analog JLie. More precisely, we express JLie(f) in terms of weighted orbital integrals
of f̂ , the Fourier transform of the function f . Chapter 11 contains the proofs of Theorem
6 and Theorem 2. As we said, these two theorems are proved together. The last chapter,
Chapter 12, is devoted to the proof of the main result of this paper (Theorem 1) following
the outline given above. Finally, I collected in two appendices some definitions and results
that are used throughout the text. Appendix A is concerned with locally convex topological
vector spaces and particularly smooth and holomorphic maps taking values in such spaces
whereas Appendix B contains some general estimates.
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1 Preliminaries
This is a preparatory chapter. We mainly set up notations, conventions and recall some
standard results from the literature. In more details, Section 1.1 fixes general notations,
Section 1.2 is devoted to a certain notion of norm on algebraic varieties over local fields due
to Kottwitz [Kott3] that we will use extensively, in Section 1.3 we prove some useful estimates
that will be needed later, in Section 1.4 we introduce the most common spaces of functions
that will appear in this paper, Section 1.5 discusses the very important Harish-Chandra
Schwartz space of functions and its basic properties, Section 1.6 explains our normalizations
of measures, in Section 1.7 we introduce some spaces of conjugacy classes that we equip
with topologies and measures, in Section 1.8 we set up notations for orbital integrals and
recall some of their properties, finally in Sections 1.9 and 1.10 we recall Arthur’s notions of
(G,M)-family and weighted orbital integral respectively.
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1.1 General notation and conventions
Throughout this paper, we fix a field F which is either p-adic (i.e., a finite extension of Qp)
or R the field of real numbers. We denote by |.| the normalized absolute value on F i.e.,
for every Haar measure dx on F we have d(ax) = |a|dx, for all a ∈ F . We fix once and
for all an algebraic closure F for F and let ΓF = Gal(F/F ) be the corresponding absolute
Galois group. We will also denote by |.| the unique extension of the absolute value to F . All
varieties, schemes, algebraic groups will be assumed, unless otherwise specified, to be defined
over F . Moreover we will identify any algebraic variety X defined over F or F with its set of
F -points. For G a locally compact separable group (for example the F -points of an algebraic
group defined over F ), we will usually denote by dLg (resp. dRg) a left (resp. a right) Haar
measure on G. If the group is unimodular then we will usually denote both by dg. Finally
δG will stand for the modular character of G that is defined by dL(gg
′−1) = δG(g′)dLg for all
g ∈ G.
We fix, until the end of Chapter 5, a connected reductive group G over F . We denote by g
its Lie algebra and by
G× g→ g
(g,X) 7→ gXg−1
the adjoint action. A sentence like “Let P = MU be a parabolic subgroup of G” will mean
as usual that P is defined over F , U is its unipotent radical and that M is a Levi component
of P defined over F . We define an integer δ(G) by
δ(G) = dim(G)− dim(T )
where T is any maximal torus of G. It is also the dimension of any regular conjugacy class
in G.
Let us recall some of the usual objects attached to G. We shall denote by ZG the center of
G and by AG its split component. We define the real vector space
AG = Hom(X
∗(G),R)
and its dual
A∗G = X
∗(G)⊗ R
where X∗(G) stands for the module of F -rational characters of G. We have a natural
homomorphism
HG : G(F )→ AG
given by
〈χ,HG(g)〉 = log (|χ(g)|) , g ∈ G(F ), χ ∈ X
∗(G)
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Set AG,F = HG(G(F )) and A˜G,F = HG(AG(F )). In the real case, we have A˜G,F = AG,F =
AG. In the p-adic case, A˜G,F and AG,F are both lattices inside AG. We also set A∨G,F =
Hom(AG,F , 2πZ) and A˜∨G,F = Hom(A˜G,F , 2πZ). In the p-adic case, A˜
∨
G,F and A
∨
G,F are
this time lattices inside A∗G whereas in the real case we have A˜
∨
G,F = A
∨
G,F = 0. We set
A∗G,F = A
∗
G/A
∨
G,F and we identify iA
∗
G,F with the group of unitary unramified characters of
G(F ) by mean of the pairing (λ, g) ∈ iA∗G,F × G(F ) 7→ e
〈λ,HG(g)〉. We shall also denote by
AG,C and A∗G,C the complexifications of AG and A
∗
G.
Let P = MU be a parabolic subgroup of G. Of course, the previous constructions apply to
M . We will denote by R(AM , P ) the set of roots of AM in the unipotent radical of P . IfK is a
maximal compact subgroup of G(F ) which is special in the p-adic case, we have the Iwasawa
decomposition G(F ) = M(F )U(F )K. We may then choose maps mP : G(F ) → M(F ),
uP : G(F ) → U(F ) and kP : G(F ) → K such that g = mP (g)uP (g)kP (g) for all g ∈ G(F ).
We then extend the homomorphism HM to a map HP : G(F ) → AM by setting HP (g) =
HM(mP (g)). This extension depends of course on the maximal compact K but its restriction
to P (F ) doesn’t and is given by HP (mu) = HM(m) for allm ∈M(F ) and all u ∈ U(F ). By a
Levi subgroup of G we mean a subgroup of G which is the Levi component of some parabolic
subgroup of G. We will also use Arthur’s notation: if M is a Levi subgroup of G, then we
denote by P(M), L(M) and F(M) the finite sets of parabolic subgroups admitting M as a
Levi component, of Levi subgroups containing M and of parabolic subgroups containing M
respectively. If M ⊂ L are two Levi subgroups, we set ALM = AM/AL. We have a canonical
decomposition
AM = AL ⊕A
L
M
and its dual
A∗M = A
∗
L ⊕
(
ALM
)∗
If H is an algebraic group, we shall denote by H0 its neutral connected component. For
x ∈ G (resp. X ∈ g), we denote by ZG(x) (resp. ZG(X)) the centralizer of x (resp. X) in G
and by Gx = ZG(x)
0 (resp. GX = ZG(X)
0) the neutral component of the centralizer. Recall
that ifX ∈ g is semi-simple then ZG(X) = GX . We will denote by Gss and Greg (resp. gss and
greg) the subsets of semi-simple and regular semi-simple elements in G (resp. in g). For any
subset A of G(F ) (resp. of g(F )), we will denote by Areg the intersection A∩Greg(F ) (resp.
A∩greg(F )) and by Ass the intersection A∩Gss(F ) (resp. A∩gss(F )). We will usually denote
by T (G) a set of representatives for the conjugacy classes of maximal tori in G. Recall that
a maximal torus T of G is said to be elliptic if AT = AG. Elliptic maximal tori always exist
in the p-adic case but not necessarily in the real case. An element x ∈ G(F ) will be said
to be elliptic if it belongs to some elliptic maximal torus (in particular it is semi-simple).
Similarly, an element X ∈ g(F ) will be said to be elliptic if it belongs to the Lie algebra of
some elliptic maximal torus. We will denote by G(F )ell and g(F )ell the subsets of elliptic
elements in G(F ) and g(F ) respectively. We will also set Greg(F )ell = G(F )ell ∩Greg(F ) and
greg(F )ell = g(F )ell ∩ greg(F ). For all x ∈ Gss(F ) (resp. all X ∈ gss(F )), we set
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DG(x) =
∣∣det(1− Ad(x))|g/gx ∣∣ (resp. DG(X) = ∣∣det ad(X)|g/gX ∣∣)
If a group H acts on a set X and A is a subset of X , we shall denote by NormH(A) the
normalizer of A in H . For every Levi subgroup M and every maximal torus T of G, we will
denote by W (G,M) and W (G, T ) the Weyl groups of M(F ) and T (F ) respectively, that is
W (G,M) = NormG(F )(M)/M(F ) and W (G, T ) = NormG(F )(T )/T (F )
If f is a function on either G(F ) or g(F ), for all g ∈ G(F ) we will denote by gf the
function f ◦ Ad(g). We shall denote by R and L the natural actions of G(F ) on functions
on G(F ) given by right and left translation respectively. That is (R(g)f) (γ) = f(γg) and
(L(g)f) (γ) = f(g−1γ) for every function f and all g, γ ∈ G(F ).
Assume that F = R. Then, we will denote by U(g) the enveloping algebra of g = g(C)
and by Z(g) its center. The right and left actions of G(F ) on smooth functions on G(F )
of course extend to U(g). We still denote by R and L these actions. For z ∈ Z(g), we will
simply set zf = R(z)f (= L(z∗)f with a notation introduced below) for all f ∈ C∞(G(F )).
We will also denote by S(g) and S(g∗) the symmetric algebras of g and g∗ respectively. We
will identify S(g∗) with the algebra of complex-valued polynomial functions on g and we
will identify S(g) with the algebra of differential operators on g with constant coefficients.
More precisely for u ∈ S(g), we shall denote by ∂(u) the corresponding differential operator.
We denote by I(g) and I(g∗) the subalgebras of G-invariant elements in S(g) and S(g∗)
respectively. We will also need the algebra Diff(g) of differential operators with polynomial
coefficients on g(F ). We will denote by u 7→ u∗ the unique C-algebra automorphism of both
U(g) and S(g) that sends every X ∈ g to −X . We then have
∫
G(F )
(R(u)f1) (g)f2(g)dg =
∫
G(F )
f1(g) (R(u
∗)f2) (g)dg, for all f1, f2 ∈ C∞c (G(F )), u ∈ U(g)
∫
g(F )
(∂(u)f1) (X)f2(X)dX =
∫
g(F )
f1(X) (∂(u
∗)f2) (X)dX, for all f1, f2 ∈ C∞c (g(F )), u ∈ S(g)
For each maximal torus T of G, the Harish-Chandra homomorphism provides us with an
isomorphism
Z(g) ≃ S(t)W (GC,TC)
z 7→ zT
where W (GC, TC) denotes the Weyl group of TC in GC. Assume that H is a connected
reductive subgroup of G of the same rank as G, for example H can be a Levi subgroup
or the connected centralizer of a semi-simple element. Let T ⊂ H be a maximal torus.
Since W (HC, TC) ⊂W (GC, TC), the Harish-Chandra isomorphism for T induces an injective
homomorphism
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Z(g) →֒ Z(h)
z 7→ zH
which is in fact independent of T and such that the extension Z(h)/Z(g) is finite. Similarly,
over the Lie algebra we have isomorphisms
I(g∗) ≃ S(t∗)W (GC,TC) I(g) ≃ S(t)W (GC,TC)
p 7→ pT u 7→ uT
The first one is just the “restriction to t” homomorphism, the second one may be deduced
from the first one once we choose a G-equivariant isomorphism g ≃ g∗ (but it doesn’t depend
on such a choice). As for the group, if H is a connected reductive subgroup of G of the same
rank as G, we deduce from these isomorphisms two injective homomorphisms
I(g∗) →֒ I(h∗) I(g) →֒ I(h)
p 7→ pH u 7→ uH
which are such that the extensions I(h∗)/I(g∗) and I(h)/I(g) are finite. Also the two iso-
morphisms Z(g) ≃ S(t)W (GC,TC) and I(g) ≃ S(t)W (GC,TC) induce an isomorphism Z(g) ≃ I(g)
that we shall denote by z 7→ uz.
We will also adopt the following slightly imprecise but convenient notation. If f and g are
positive functions on a set X , we will write
f(x)≪ g(x) for all x ∈ X
and we will say that f is essentially bounded by g, if there exists a c > 0 such that
f(x) 6 cg(x), for all x ∈ X
We will also say that f and g are equivalent and we will write
f(x) ∼ g(x) for all x ∈ X
if both f is essentially bounded by g and g is essentially bounded by f .
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1.2 Reminder of norms on algebraic varieties
All along this paper, we will assume that g = g(F ) has been equipped with a (classical)
norm |.|g, that is a map |.|g : g → R+ satisfying |λX|g = |λ|.|X|g, |X + Y |g 6 |X|g + |Y |g
and |X|g = 0 if and only if X = 0 for all λ ∈ F and X, Y ∈ g. For any R > 0, we will denote
by B(0, R) the closed ball of radius R centered at the origin in g(F ).
We will make an heavy use of the notion of norm on varieties over local field introduced by
Kottwitz in [Kott3]. Actually, we will use a slight variation of Kottwitz’s norms that is more
convenient for us and that we will call log-norms because these are essentially logarithms of
Kottwitz’s norms. For the convenience of the reader, we will recall here the definitions and
main features of these log-norms.
First, an abstract log-norm on a set X is just a real-valued function x 7→ σ(x) on X such
that σ(x) > 1, for all x ∈ X . For two abstract log-norms σ1 and σ2 on X , we will say that
σ2 dominates σ1 if
σ1(x)≪ σ2(x)
for all x ∈ X in which case we shall write σ1 ≪ σ2. We will say that σ1 and σ2 are equivalent
if each of them dominates the other and in this case we will write σ1 ∼ σ2.
Let X be an affine algebraic variety over F and denote by O(X) its ring of regular functions.
Choosing a set of generators f1, . . . , fm of the F -algebra O(X), we can define an abstract
log-norm σX on X by setting
σX(x) = 1 + log (max{1, |f1(x)|, . . . , |fm(x)|})
for all x ∈ X . The equivalence class of σX doesn’t depend on the choice of f1, . . . , fm and by
a log-norm on X we will mean any abstract log-norm in this equivalence class. Note that if
U is the principal Zariski open subset of X defined by the non-vanishing of Q ∈ O(X), then
we have
σU(x) ∼ σX(x) + log
(
2 + |Q(x)|−1
)
for all x ∈ U .
More generally, let X be any algebraic variety over F . Choose a finite covering (Ui)i∈I of X
by open affine subsets and fix log-norms σUi on Ui, i ∈ I. Then
σX(x) = inf{σUi(x); i ∈ I such that x ∈ Ui}
defines an abstract log-norm on X the equivalence class of which doesn’t depend on the
various choices. An abstract log-norm in this equivalence class will be just called a log-norm
on X .
Let f : X → Y be a morphism of algebraic varieties over F and σY be a log-norm on Y . We
define the abstract log-norm f ∗σY on X by
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f ∗σY (x) = σY (f(x))
for all x ∈ X . The following lemma will be used without further notice throughout the text
(cf. Proposition 18.1(1) of [Kott3])
Lemma 1.2.1 Let σX be a log-norm on X. Then f
∗σY ≪ σX . If f is moreover a finite
morphism (in particular if it is a closed immersion), then f ∗σY ∼ σX .
Let this time f : X → Y be a morphism of algebraic varieties over F and let σX be a log-
norm on X (but we will only consider its restriction to X(F )). Define an abstract log-norm
f∗σX on Im(X(F )→ Y (F )) by
f∗σX(y) = inf
x∈X(F ); f(x)=y
σX(x)
Let σY be a log-norm on Y . By the previous lemma, f∗σX dominates σY (as abstract log-
norms on Im(X(F )→ Y (F ))). We say that f has the norm descent property if σY and f∗σX
are equivalent as abstract log-norms on Im(X(F ) → Y (F )). Of course, if f ∗σY and σX are
equivalent, then f has the norm descent property, and so this is the case in particular if f is
finite. We state here the basic facts we will be using regarding to the norm descent property
(cf. [Kott3] Proposition 18.2).
Lemma 1.2.2 (i) The norm descent property is local on the basis. In other words if
f : X → Y is a morphism of algebraic varieties over F and (Ui)i∈I is a finite covering
by Zariski-open subsets of Y defined over F , then f has the norm descent property if
and only if each of the fi : f
−1(Ui)→ Ui, i ∈ I, has the norm descent property.
(ii) If f admits a section, then it has the norm descent property.
We will also need the following nontrivial result (cf. [Kott3] Proposition 18.3).
Proposition 1.2.3 Let G be a connected reductive group over F and T an F -subtorus of
G. Then the morphism G→ T\G has the norm descent property.
In order not to confuse the reader, we remark that this last proposition is a statement of
equivalence of log-norms on T (F )\G(F ) (which is the image of G(F ) in (T\G)(F )) and not
on the full of (T\G)(F ) (which in general can be slightly bigger).
We will assume that all algebraic varieties X in this article (be they defined over F or F )
are equipped with a log-norm σX . Note that if X = V is a vector space over F , then we
may take
σV (v) = log (2 + |v|) , v ∈ V
where |.| is a classical norm on V . We will usually assume that it is the case. Also, we will
denote σG simply by σ and all closed subvarieties of G will be equipped with the log-norm
obtain by restriction of σ. Note that we have
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σ(xy)≪ σ(x) + σ(y)≪ σ(x)σ(y)
for all (x, y) ∈ G×G. It follows from the last proposition that we may assume, and we will
throughout the paper, that we have
σT\G(g) = inf
t∈T (F )
σ(tg)(1.2.1)
for all g ∈ G(F ). We will also need the following
(1.2.2) For every maximal torus T ⊂ G, we have
σ(g−1Xg) + log
(
2 +DG(X)−1
)
∼ σg(X) + σT\G(g) + log
(
2 +DG(X)−1
)
for all X ∈ treg(F ) and all g ∈ G(F ).
Indeed, this follows from Lemma 1.2.1 and the fact that the regular map T\G× treg → greg,
(g,X) 7→ g−1Xg is finite.
As we said, our log-norms are essentially the logarithm of Kottwitz’s norms. For G and its
Lie algebra g, it will be convenient at some points to work with norms instead of log-norms.
We therefore set
‖g‖G = e
σ(g), g ∈ G
‖X‖g = e
σg(X), X ∈ g
Let X be an algebraic variety over F on which a log-norm σX has been chosen. We will also
use the following notation
X [< C] := {x ∈ X(F ); σX(x) < C}
X [> C] := {x ∈ X(F ); σX(x) > C}
for all C > 0. We have the two following estimates. The first one is easy to prove and the
second one is due to Harish-Chandra (cf. Theorem 9 p.37 of [Va]).
(1.2.3) Let V be a finite dimensional F -vector space and Q be a polynomial function on V .
Set V ′ = {Q 6= 0} and let ωV ⊂ V be a relatively compact subset. Then, for all k > 0,
there exists δ > 0 such that∫
V ′[6ǫ]∩ωV
log
(
2 + |Q(X)|−1
)k
dX ≪ ǫδ
for all ǫ > 0.
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(1.2.4) Let T ⊂ G be a maximal torus. Then, for all N0 > 0 there exists N > 0 such that
DG(X)1/2
∫
T (F )\G(F )
‖g−1Xg‖−Ng dg ≪ ‖X‖
−N0
g
for all X ∈ treg(F ).
1.3 A useful lemma
Fix a minimal parabolic subgroup Pmin = MminUmin of G and let Amin = AMmin be the
maximal split central subtorus of Mmin. Set
A+min = {a ∈ Amin(F ); |α(a)| > 1 ∀α ∈ R(Amin, Pmin)}
LetQ = LUQ be a parabolic subgroup containing Pmin, where L is the unique Levi component
such that Mmin ⊆ L. For all δ > 0, we define
AQ,+min (δ) := {a ∈ A
+
min; |α(a)| > e
δσ(a) ∀α ∈ R(Amin, UQ)}
Let Q = LUQ be the parabolic subgroup opposite to Q with respect to L.
Lemma 1.3.1 (i) Let ǫ > 0 and δ > 0. Then, we have an inequality
σ(a)≪ sup
(
σ(g), σ(a−1ga)
)
for all a ∈ AQ,+min (δ) and all g ∈ G(F )r
(
Q
[
< ǫσ(a)
]
aUQ
[
< ǫσ(a)
]
a−1
)
.
(ii) Let 0 < δ′ < δ and c0 > 0. Then for ǫ > 0 sufficiently small, we have
aUQ [< ǫσ(a)] a
−1 ⊆ exp
(
B(0, c0e
−δ′σ(a)) ∩ uQ(F )
)
for all a ∈ AQ,+min (δ).
Proof:
(i) Let us set
WG = W (G,Mmin), W
L = W (L,Mmin)
for the Weyl groups of Mmin in G and L respectively. We have the following decompo-
sition:
G =
⋃
w∈WL\WG
QUQw(1.3.1)
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Indeed, if we let Pmin = MminUmin be the parabolic subgroup opposite to Pmin with
respect to Mmin, we have PminUmin ⊆ QUQ. Thus 1.3.1 is clearly a consequence of the
decomposition
G =
⋃
w∈WG
PminUminw
which itself follows from the Bruhat decomposition
G =
⊔
w∈WG
PminwUmin
and the fact that PminwUmin ⊆ PminUminw, for all w ∈ WG.
Fix a set W ⊂ WG of representatives of the left WL-cosets in WG and assume (as we
may) that 1 ∈ W. Set Uw = QUQw for all w ∈ W. These are affine open subsets
of G which are all naturally isomorphic to Q × UQ. For all w ∈ W, we may define a
log-norm σw on Uw by
σw(quw) = sup{σ(q), σ(u)}(1.3.2)
for all q ∈ Q and all u ∈ UQ. By 1.3.1 the family (Uw)w∈W is a Zariski open cover of G
and so we have
σ(g) ∼ inf{σw(g); w ∈ W such that g ∈ Uw}(1.3.3)
for all g ∈ G.
Obviously we may assume that ǫ as small as we want: if we replace ǫ by another positive
constant ǫ′ < ǫ then the assertion of the proposition becomes stronger. Moreover, the
following is easy to see
(1.3.4) If ǫ is sufficiently small (depending on δ), there exists a bounded subset CQ ⊆ Q
such that
a−1Q
[
< ǫσ(a)
]
a ⊆ CQL(F )
for all a ∈ AQ,+min (δ).
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Henceforth, we will assume ǫ sufficiently small so that it satisfies 1.3.4. For all w ∈ W
and c > 0, we set
Uw[< c] = {g ∈ Uw; σw(g) < c}
We now show the following
(1.3.5) Let w ∈ W. Then, we have
σ(a−1ga) ∼ σw(a−1ga)
for all a ∈ AQ,+min (δ) and all g ∈ Uw[< ǫσ(a)].
Indeed, by 1.3.4 we have
a−1Uw[< ǫσ(a)]a ⊆ CQL(F )UQ(F )w
for all a ∈ AQ,+min (δ) and moreover σ and σw are equivalent on CQL(F )UQ(F )w. The
point 1.3.5 follows.
By 1.3.3, there is an inequality
σ(a)≪ σ(g)
for all a ∈ Amin and all g ∈ G\
⋃
w∈W Uw[< ǫσ(a)]. Combining this with 1.3.5, we see
that the estimate of the proposition is a consequence of the following claims:
(1.3.6) We have
σ(a)≪ σ1(a
−1ga)
for all a ∈ AQ,+min (δ) and all g ∈ U1[< ǫσ(a)]
∖ (
Q [< ǫσ(a)] aUQ [< ǫσ(a)] a
−1).
(1.3.7) If ǫ is sufficiently small, then for all w ∈ W such that w 6= 1, we have an
inequality
σ(a)≪ σw(a
−1ga)
for all a ∈ AQ,+min (δ) and all g ∈ Uw[< ǫσ(a)].
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Claim 1.3.6 is a simple consequence of the definition of the log-norm σ1 and the inclusion
U1[< ǫσ(a)]
∖ (
Q [< ǫσ(a)] aUQ [< ǫσ(a)] a
−1) ⊆ Q(F ) (UQ(F )\aUQ [< ǫσ(a)] a−1)
We now prove 1.3.7. Fix w ∈ W such that w 6= 1. For all g = quw ∈ Uw with q ∈ Q,
u ∈ UQ and for all a ∈ Amin, we have
a−1ga = a−1qw(a)
(
w(a)−1uw(a)
)
w
Here a−1qw(a) ∈ Q and w(a)−1uw(a) ∈ UQ. Thus by 1.3.2 , we have
σw
(
a−1ga
)
> σ
(
a−1qw(a)
)
For all c > 0, we have Uw[< c] = Q[< c]UQ[< c]w. Consequently, to prove 1.3.7 it is
sufficient to establish the following
(1.3.8) If ǫ is sufficiently small,we have
σ(a)≪ σ
(
a−1qw(a)
)
for all a ∈ AQ,+min (δ) and all q ∈ Q[< ǫσ(a)].
We have an inequality
|HQ(q)| ≪ σ(q)
for all q ∈ Q. Hence,∣∣HQ (w(a))−HQ(a)∣∣− ∣∣HQ(q)∣∣ 6 ∣∣HQ (w(a))−HQ(a) +HQ(q)∣∣
=
∣∣HQ (a−1qw(a))∣∣
≪ σ
(
a−1qw(a)
)
for all a ∈ Amin and all q ∈ Q. Therefore, to prove 1.3.8 it suffices to establish that
σ(a)≪
∣∣HQ (w(a))−HQ(a)∣∣ , for all a ∈ AQ,+min (δ)(1.3.9)
Set Amin = AMmin and Hmin = HMmin. Denote by ∆ ⊆ R(Amin, Pmin) the subset of
simple roots and by ∆∨ ⊆ Amin, ∆̂ ⊆ A∗min the corresponding sets of simple coroots
and fundamental weights respectively. The coroot and fundamental weight associated
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to α ∈ ∆ will be denoted by α∨ and ̟α respectively. Set ∆Q = ∆ ∩ R(Amin, UQ). We
have
〈̟α, HQ(a)〉 = 〈̟α, Hmin(a)〉
for all α ∈ ∆Q and all a ∈ Amin. Therefore, to get 1.3.9 it is sufficient to establish the
following claim:
(1.3.10) There exists α ∈ ∆Q such that
σ(a)≪ 〈̟α, Hmin(a)−Hmin(w(a))〉
for all a ∈ AQ,+min (δ).
Let w = sα1 . . . sαk be a minimal decomposition of w as a product of distinct simple
reflections (thus with αi ∈ ∆ for all i). Let X ∈ Amin. We have the following identity
which is easy to establish by induction
X − w(X) =
k∑
i=1
〈αi, X〉sα1 . . . sαi−1(α
∨
i )
Hence for α ∈ ∆, we have
〈̟α, X − w(X)〉 =
k∑
i=1
〈αi, X〉〈̟α, sα1 . . . sαi−1(α
∨
i )〉
Notice that 〈̟α, sα1 . . . sαi−1(α
∨
i )〉 > 0 for all 1 6 i 6 k. Consequently, if X ∈ A
+
min,
meaning that 〈α,X〉 > 0 for all α ∈ ∆, we have
〈̟α, X − w(X)〉 > 〈αi, X〉〈̟α, sα1 . . . sαi−1(α
∨
i )〉
for all 1 6 i 6 k. Since w /∈ WL, there exists i such that αi ∈ ∆Q. Let i be the minimal
such index and set α = αi. By the above, we have
〈̟α, X − w(X)〉 > 〈α,X〉〈̟α, sα1 . . . sαi−1(α
∨)〉
for all X ∈ A+min. Since αj 6= α for 1 6 j 6 i− 1, we have
〈̟α, sα1 . . . sαi−1(α
∨)〉 = 〈̟α, α∨〉 = 1
So finally
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〈̟α, X − w(X)〉 > 〈α,X〉
for all X ∈ A+min. Now 1.3.10 follows immediately since by definition of A
Q,+
min (δ), we
have
〈α,Hmin(a)〉 > δσ(a)
for all a ∈ AQ,+min (δ).
(ii) If σ(a) 6 ǫ−1 then the left hand side is empty and there is nothing to prove (as σ(g) > 1
for all g ∈ G(F )). So we shall only prove the inclusion for σ(a) > ǫ−1. There exists
α > 0 such that
|log(u)|g 6 e
ασ(u)
for all u ∈ UQ(F ). Also, there exists β > 0 such that∣∣aXa−1∣∣
g
6 βe−δσ(a) |X|g
for all X ∈ uQ(F ) and all a ∈ A
Q,+
min (δ). It follows that for a given ǫ > 0, we have
|log
(
aua−1
)
|g = |a log(u)a
−1|g 6 βe−δσ(a)|log(u)|g
6 βe(αǫ−δ)σ(a)
= βe(αǫ−δ+δ
′)σ(a)e−δ
′σ(a)
for all a ∈ AQ,+min (δ) and all u ∈ UQ [< ǫσ(a)]. Now, it suffices to choose ǫ sufficiently
small such that we have βe(αǫ−δ+δ
′)σ(a) 6 c0 for all a ∈ Amin(F ) such that σ(a) > ǫ−1 
1.4 Common spaces of functions
Let X be a locally compact Hausdorff totally disconnected topological space and let M be a
real smooth manifold. In this paper the adjective smooth will have two meanings: a function
from X to a topological vector space E is smooth if it is locally constant whereas a function
from M to a topological space E is smooth if it is weakly C∞ in the sense of Appendix A.3.
We shall denote by C∞(X) and C∞(M) the spaces of all smooth complex-valued functions
on X and M respectively and by C∞c (X), C
∞
c (M) the subspaces of compactly-supported
functions. We equip C∞c (M) and C
∞(M) with their usual locally convex topology. Then
C∞(M) is a Fre´chet space whereas C∞c (M) is an LF space. We endow C
∞
c (X) with its finest
locally convex topology. If X admits a countable basis of open subsets, C∞c (X) is also an
LF space (since it admits a countable basis). Restrictions to compact-open subsets induces
an isomorphism
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C∞(X) ≃ lim←−K
C∞c (K)
where K runs through the compact-open subsets of X . We shall endow C∞(X) with the
projective limit topology relative to this isomorphism. We also denote by Diff∞(M) the space
of all smooth differential operators onM which are globally of finite order and by Diff∞6k(M),
k ∈ N, the subspace of smooth differential operators of order less than k. Diff∞6k(M) carries
a natural locally convex topology and if M is countable at infinity, it is a Fre´chet space. We
endow Diff∞(M) with the direct limit topology relative to the natural isomorphism
Diff∞(M) = lim−→
k
Diff∞6k(M)
(so that if M is countable at infinity, Diff∞(M) is an LF space). We denote by D′(M) and
D′(X) the topological duals of C∞c (M) and C
∞
c (X) respectively and we call them the spaces
of distributions on M and X respectively. If we have fixed a regular Borel measure dm on
M (resp. dx on X), then for every locally integrable function F on M (resp. on X), we will
denote by TF the associated distribution on M (resp. on X) i.e., we have
〈TF , f〉 =
∫
M
F (m)f(m)dm, f ∈ C∞c (M)(
resp. 〈TF , f〉 =
∫
X
F (x)f(x)dx, f ∈ C∞c (X)
)
Let V be a finite dimensional F -vector space. Then, for all f ∈ C∞(V ) and all λ ∈ F×, we
will denote by fλ the function defined by
fλ(v) = f(λ
−1v), v ∈ V
We extend this action of F× to the space of distributions D′(V ) by setting 〈Tλ, f〉 =
|λ|dim(V )〈T, fλ−1〉 for all T ∈ D
′(V ), all f ∈ C∞c (V ) and all λ ∈ F
×. Moreover, we will
say that a distribution T ∈ D′(V ) is homogeneous of degree d if
Tλ = |λ|
−dT
for every λ ∈ (F×)2 (where (F×)2 denotes the set of squares in F×).
We will also need the Schwartz spaces S(g(F )) and S(G(F )). If F is p-adic, we have
S(g(F )) = C∞c (g(F )) and S(G(F )) = C
∞
c (G(F )). Assume that F = R. Then, S(g(F )) is
the space of all functions f ∈ C∞(g(F )) such that
qN,u(f) = sup
X∈g(F )
‖X‖Ng |(∂(u)f) (X)| <∞
for all N > 1 and all u ∈ S(g). We endow S(g(F )) with the topology defined by the semi-
norms qN,u, for all N > 1 and all u ∈ S(g). It is a Fre´chet space. The natural inclusion
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C∞c (g(F )) ⊂ S(g(F )) is continuous with dense image. We will say that a distribution T
on g(F ) is tempered if it extends to a continuous linear form on S(g(F )). We denote by
S ′(g(F )) the space of tempered distributions on g(F ).
Similarly, we define S(G(F )) to be the space of all functions f ∈ C∞(G(F )) such that
qN,u,v(f) = sup
x∈G(F )
‖x‖NG |(L(u)R(v)f) (x)| <∞
for all N > 1 and all u, v ∈ U(g). We endow S(G(F )) with the topology defined by the
semi-norms qN,u,v, for all N > 1 and all u, v ∈ U(g). It is also a Fre´chet space.
Assume that a non-degenerate symmetric bilinear form B and a measure have been fixed on
g(F ) (this will be done in Section 1.6). Then we define the Fourier transform on S(g(F )) by
f̂(X) =
∫
g(F )
f(Y )ψ(B(X, Y ))dY, f ∈ S(g(F )), X ∈ g(F )
and we extend this definition to tempered distributions by setting
〈T̂ , f〉 = 〈T, f̂〉
for all T ∈ S ′(g(F )) and all f ∈ S(g(F )). In the real case there exist two isomorphisms
S(g) ≃ S(g∗), u 7→ pu, and S(g∗) ≃ S(g), p 7→ up, such that
∂̂(u)T = puT̂ and p̂T = ∂(up)T̂
for all T ∈ S ′(g(F )), all u ∈ S(g) and all p ∈ S(g∗). Note that if B is chosen to be G-
invariant, then these isomorphisms restrict to give isomorphisms I(g) ≃ I(g∗) and I(g∗) ≃
I(g).
1.5 Harish-Chandra Schwartz space
We will denote by ΞG the Harish-Chandra function. Let us recall its definition. Let Pmin be a
minimal parabolic subgroup of G and let K be a maximal compact subgroup of G(F ) which
is special in the p-adic case. Then we have G(F ) = Pmin(F )K (Iwasawa decomposition).
Consider the (smooth and normalized) induced representation (cf. Section 2.3)
iGPmin (1)
∞ := {e ∈ C∞(G(F )); e(pg) = δmin(p)1/2e(g) ∀p ∈ Pmin(F ), g ∈ G(F )}
that we equip with the scalar product
(e, e′) =
∫
K
e(k)e′(k)dk, e, e′ ∈ iGPmin(1)
∞
Let eK ∈ iGPmin (1)
∞ be the unique function such that eK(k) = 1 for all k ∈ K. Then the
Harish-Chandra function ΞG is defined by
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ΞG(g) =
(
iGPmin(1, g)eK, eK
)
, g ∈ G(F )
Of course, the function ΞG depends on the various choices we made, but this doesn’t matter
because different choices would yield equivalent functions and the function ΞG will only be
used to give estimates. The next proposition summarizes the main properties of the function
ΞG that we will need. We indicate references for these after the statement.
Proposition 1.5.1 (i) Set
M+min = {m ∈Mmin(F ); |α(m)| 6 1 ∀α ∈ R(AMmin, Pmin)}
Then, there exists d > 0 such that
δPmin(m)
1/2 ≪ ΞG(m)≪ δPmin(m)
1/2σ(m)d
for all m ∈M+min.
(ii) Let mPmin : G(F ) → Mmin(F ) be any map such that g ∈ mPmin(g)Umin(F )K for all
g ∈ G(F ). Then, there exists d > 0 such that
ΞG(g)≪ δPmin(mPmin(g))
1/2σ(g)d
for all g ∈ G(F ).
(iii) Let P = MU be a parabolic subgroup that contains Pmin. Let mP : G(F ) → M(F ) be
any map such that g ∈ mP (g)U(F )K for all g ∈ G(F ). Then, we have
ΞG(g) =
∫
K
δP (mP (kg))
1/2ΞM(mP (kg))dk
for all g ∈ G(F ).
(iv) Let P = MU be a parabolic subgroup of G. Then, for all d > 0, there exists d′ > 0
such that
δP (m)
1/2
∫
U(F )
ΞG(mu)σ(mu)−d
′
du≪ ΞM(m)σ(m)−d
for all m ∈M(F ).
(v) There exists d > 0 such that the integral∫
G(F )
ΞG(g)2σ(g)−ddg
is convergent.
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(vi) (Doubling principle) We have the equality∫
K
ΞG(g1kg2)dk = Ξ
G(g1)Ξ
G(g2)
for all g1, g2 ∈ G(F ).
Proof: Most of these are due to Harish-Chandra. A convenient reference is [Wa2] in the p-
adic case (see Lemme II.1.1 for (i), Lemme II.4.4 for (ii), Lemme II.1.6 for (iii), Proposition
II.4.5 for (iv), Lemme II.1.5 for (v) and Lemme II.1.3 for (vi)) and [Va] in the real case
(see Theorem 30 p.339 for (i), Proposition 16(iv) p.329 for (iii), Theorem 23 p.360 for (iv),
Proposition 31 p.340 for (v) and Proposition 16(iii) p.329 for (vi)) except concerning point
(ii) of the Proposition for which we refer the reader to [HC1] Lemma 85 and Corollary 1
p.108. 
Using the function ΞG we can define the Harish-Chandra Schwartz space C(G(F )) as follows.
For every function f ∈ C(G(F )) and all d ∈ R, we set
pd(f) := sup
g∈G(F )
|f(g)|ΞG(g)−1σ(g)d
If F is p-adic then
C(G(F )) =
⋃
K ′
CK ′(G(F ))
where K ′ runs through the open-compact subgroups of G(F ) and CK ′(G(F )) is the space of
functions f ∈ C (K ′\G(F )/K ′) such that pd(f) < ∞ for all d > 0. We endow the spaces
CK ′(G(F )) with the topology defined by the semi-norms (pd)d>0. These are Fre´chet spaces
and we equip C(G(F )) with the direct limit topology. Thus C(G(F )) is an LF space in this
case.
If F = R then C(G(F )) is by definition the space of all f ∈ C∞(G(F )) such that
pu,v,d(f) := pd(R(u)L(v)f) <∞
for all d > 0 and all u, v ∈ U(g). We equip C(G(F )) with the topology defined by the
semi-norms pu,v,d, for all u, v ∈ U(g) and all d > 0. In this case, C(G(F )) is a Fre´chet space.
Lemma 1.5.2 Assume that F = R. Let f ∈ C(G(F )), d > 0 and B ⊂ g(F ) be a compact.
Then, we have ∣∣f(eXgeY )− f(g)∣∣≪ ΞG(g)σ(g)−d (|X|g + |Y |g)
for all g ∈ G(F ) and all X, Y ∈ B.
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Proof: We have
f(eXgeY )− f(g) = f(eXgeY )− f(geY ) + f(geY )− f(g)
=
∫ 1
0
(L(−X)f)(etXgeY )dt+
∫ 1
0
(R(Y )f)(getY )dt
for all g ∈ G(F ) and all X, Y ∈ B. Hence,
|f(eY geX)− f(g)| 6
∫ 1
0
|(L(−X)f)(etXgeY )|dt+
∫ 1
0
|(R(Y )f)(getY )|dt
6 pd(L(−Y )f)
∫ 1
0
ΞG(etXgeY )σ(etXgeY )−ddt+ pd(R(Y )f)
∫ 1
0
ΞG(getY )σ(getY )−ddt
≪ [pd(L(−Y )f) + pd(R(Y )f)] Ξ
G(g)σ(g)−d
6 sup
Z∈g(F );|Z|g=1
[pd(L(Z)f) + pd(R(Z)f)] (|X|g + |Y |g) Ξ
G(g)σ(g)−d
for all g ∈ G(F ) and all X, Y ∈ B. The lemma follows. 
We now define what we will call the weak Harish-Chandra Schwartz space Cw(G(F )). This
topological space is important since it is the natural home for coefficients of tempered rep-
resentations. Moreover, fixing a Haar measure on G(F ), this is precisely the smooth part of
the space of tempered distributions. Again, the definition of Cw(G(F )) differs in the p-adic
and the real case.
If F is p-adic, we have
Cw(G(F )) =
⋃
K ′
CwK ′(G(F ))
here again K ′ runs through the open-compact subgroups of G(F ) and
CwK ′(G(F )) =
⋃
d>0
CwK ′,d(G(F ))
where CwK ′,d(G(F )) denotes the space of functions f ∈ C (K
′\G(F )/K ′) such that p−d(f) <
∞. Equipped with the norm p−d, CwK ′,d(G(F )) is a Banach space. We endow C
w
K ′(G(F )) and
Cw(G(F )) with the direct limit topologies. These are LF spaces. We will also set
Cwd (G(F )) =
⋃
K ′
CwK ′,d(G(F ))
and we will equip this space with the direct limit topology. It is also an LF space.
If F = R, we have
Cw(G(F )) =
⋃
d>0
Cwd (G(F ))
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where Cwd (G(F )) denotes the space of functions f ∈ C
∞(G(F )) such that
pu,v,−d(f) := p−d (R(u)L(v)f) <∞
for all u, v ∈ U(g). We equip Cwd (G(F )) with the topology defined by the semi-norms pu,v,−d,
for all u, v ∈ U(g). It is a Fre´chet space. Finally, we endow Cw(G(F )) with the direct limit
topology so that it becomes an LF space.
In any case, the natural inclusion C(G(F )) ⊆ Cw(G(F )) is continuous and we have the
following
(1.5.1) C(G(F )) is dense in Cw(G(F )).
Indeed, we may even prove that C∞c (G(F )) is dense in C
w(G(F )). For all t > 0, denote by
κt the characteristic function of {g ∈ G(F ); σ(g) < t}. Let ϕ ∈ C∞c (G(F )) be any positive
function such that
∫
G(F )
ϕ(g)dg = 1 and set ϕt = ϕ ∗ κt ∗ ϕ for all t > 0. Then we leave to
the reader the task to prove that for all f ∈ Cw(G(F )) we have
lim
t→∞
ϕtf = f
in Cw(G(F )). This proves the claim.
We end this section with a lemma that will be useful for us. The second part of this lemma
gives a criterion for a function taking values in Cw(G(F )) to be smooth.
Lemma 1.5.3 (i) Let d > 0 and let ν be a continuous semi-norm on Cwd (G(F )). Then
(a) In the p-adic case, for all ϕ1, ϕ2 ∈ C
∞
c (G(F )), there exists a continuous semi-norm
νϕ1,ϕ2 on C
w
d (G(F )) such that
ν (R(ϕ1)L(ϕ2)R(g1)L(g2)f) 6 νϕ1,ϕ2(f)Ξ
G(g1)Ξ
G(g2)σ(g1)
dσ(g2)
d
for all f ∈ Cwd (G(F )) and all g1, g2 ∈ G(F ).
(b) In the real case, there exists k > 0 (which depends on ν) such that for all ϕ1, ϕ2 ∈
Ckc (G(F )), there exists a continuous semi-norm νϕ1,ϕ2 on C
w
d (G(F )) such that
ν (R(ϕ1)L(ϕ2)R(g1)L(g2)f) 6 νϕ1,ϕ2(f)Ξ
G(g1)Ξ
G(g2)σ(g1)
dσ(g2)
d
for all f ∈ Cwd (G(F )) and all g1, g2 ∈ G(F ).
(ii) Let V be a real vector space and let ϕ : V ×G(F )→ C be a function such that
(a) In the p-adic case: for all g ∈ G(F ) the function λ ∈ V 7→ ϕ(λ, g) is smooth
and there exists a compact-open subgroup K ′ of G(F ) such that for all λ ∈ V the
function ϕ(λ, .) is K ′-biinvariant.
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(b) In the real case: for all λ ∈ V , the function g ∈ G(F ) 7→ ϕ(λ, g) is smooth and
for all u, v ∈ U(g) and all g ∈ G(F ) the function λ ∈ V 7→ (R(u)L(v)ϕ) (λ, g) is
smooth.
(c) In the p-adic case: for every differential operator with constant coefficients D ∈
S(V ), there exist two constants C, d > 0 such that
|(Dϕ) (λ, g)| 6 CΞG(g)σ(g)d
for all g ∈ G(F ) and all λ ∈ V .
(d) In the real case: for every differential operator with constant coefficients D ∈ S(V ),
there exists d > 0 such that for all u, v ∈ U(g) there is a positive continuous function
Cu,v(.) on V such that
|(DR(u)L(v)ϕ) (λ, g)| 6 Cu,v(λ)Ξ
G(g)σ(g)d
for all g ∈ G(F ) and all λ ∈ V .
Then, the map λ 7→ ϕ(λ, .) takes value in Cw(G(F )) and defines a smooth function
from V to Cw(G(F )).
Proof:
(i) We will only prove (b), the proof of (a) being similar and easier. We may assume with-
out loss of generality that ν = pu,v,−d for some u, v ∈ U(g). Set k = max (deg(u), deg(v)).
Then, we have
ν (R(ϕ1)L(ϕ2)R(g1)L(g2)f) = p−d (R (uϕ1)L (vϕ2)R(g1)L(g2)f)
for all ϕ1, ϕ2 ∈ Ckc (G(F )), all g1, g2 ∈ G(F ) and all f ∈ C
w
d (G(F )), where uϕ1 and vϕ2
stand for L(u)ϕ1 and L(v)ϕ2 respectively. Hence, we may assume that ν = p−d. Let
ϕ1, ϕ2 ∈ Cc(G(F )). Then, we have
(R(ϕ1)L(ϕ2)R(g1)L(g2)f) (g) =
∫
G(F )×G(F )
ϕ1(γ1)ϕ2(γ2)f
(
g−12 γ
−1
2 gγ1g1
)
dγ1dγ2
for all f ∈ Cwd (G(F )) and all g, g1, g2 ∈ G(F ). Since σ(xy) ≪ σ(x)σ(y) for all x, y ∈
G(F ), it follows that
|(R(ϕ1)L(ϕ2)R(g1)L(g2)f) (g)| ≪
p−d(f)σ(g)dσ(g1)dσ(g2)d
∫
G(F )×G(F )
|ϕ1(γ1)| |ϕ2(γ2)|Ξ
G
(
g−12 γ
−1
2 gγ1g1
)
σ(γ2)
dσ(γ1)
ddγ1dγ2
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for all f ∈ Cwd (G(F )) and all g, g1, g2 ∈ G(F ). Moreover, by the doubling principle
(Proposition 1.5.1(vi)), we have
∫
G(F )×G(F )
|ϕ1(γ1)| |ϕ2(γ2)|Ξ
G
(
g−12 γ
−1
2 gγ1g1
)
σ(γ2)
dσ(γ1)
ddγ1dγ2 ≪ Ξ
G(g)ΞG(g1)Ξ
G(g2)
for all g, g1, g2 ∈ G(F ). So finally, we get
p−d (R(ϕ1)L(ϕ2)R(g1)L(g2)f)≪ p−d(f)ΞG(g1)ΞG(g2)σ(g1)dσ(g2)d
for all f ∈ Cwd (G(F )) and all g1, g2 ∈ G(F ) and this ends the proof of (i).
(ii) Assume first that F is p-adic. Let K ′ be as in (a). Then the condition (c) implies that
for all k > 0 there exists d > 0 such that λ 7→ ϕ(λ, .) defines a strongly Ck map from
V to Cwd,K ′(G(F )) and the result follows.
Assume now that F = R. Then, by the condition (d), for all u ∈ U(g) and for all
D ∈ S(V ) the function
(λ, g) ∈ V ×G(F ) 7→ (DR(u))ϕ(λ, g)
is locally bounded. It follows that ϕ is smooth (as a function on V × G(F )). In
particular, for all u, v ∈ U(g) and all D ∈ S(V ), we have
DR(u)L(v)ϕ = R(u)L(v)Dϕ
Let k > 0 be an integer. It now follows from (d) that there exists d > 0 such that
(Dϕ) (λ, .) ∈ Cwd (G(F )) for all λ ∈ V and all D ∈ S(V ) of degree less than k. From
this we easily deduce, using (d) again, that the map λ 7→ ϕ(λ, .) defines a strongly Ck
map from V to Cwd (G(F )). The result follows. 
1.6 Measures
We fix once and for all a (unitary) continuous non-trivial additive character ψ : F → S1 and
we equip F with the autodual Haar measure with respect to ψ. We also fix a Haar measure
d×t on F× to be |t|−1dt where dt is the Haar measure on F that we just fixed.
Fix a G(F )-invariant nondegenerate bilinear form B on g(F ). If F = R, we choose B so
that for every maximal compact subgroup K of G(F ) the restriction of B to k(F ) is negative
definite and the restriction to k(F )⊥ (the orthogonal of k(F ) with respect to B) is positive
definite. We endow g(F ) with the autodual measure with respect to B, it is the only Haar
measure dX on g(F ) such that the Fourier transform
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f̂(Y ) =
∫
g(F )
f(X)ψ (B(X, Y )) dX, f ∈ S(g(F ))
satisfies
̂̂
f (X) = f(−X). We equip G(F ) with the unique Haar measure such that the
exponential map has a Jacobian equal to 1 at the origin. Similarly, for every F -algebraic
subgroup H of G such that the restriction of B(., .) to h(F ) is non-degenerate, we equip h(F )
with the autodual measure with respect to B and we lift this measure to H(F ) by means of
the exponential map. This fixes for example the Haar measures on the Levi subgroups of G
as well as on the maximal subtori of G. For other subgoups of G(F ), for example unipotent
radicals of parabolic subgroups of G, we fix an arbitrary Haar measure on the Lie algebra
and we lift it to the group, again using the exponential map.
For every Levi subgroup M of G, we equip AM and iA∗M with Haar measures as follows. In
the real case we choose any measures whereas the p-adic case, we choose the unique Haar
measures such that meas
(
AM/A˜M,F
)
= 1 and meas
(
iA∗M/iA˜
∨
M,F
)
= 1.
Let T be a maximal subtorus of G. Besides the Haar measure dt that has been fixed above
on T (F ), we will need another Haar measure that we shall denote by dct. First, we define a
Haar measure dca on AT (F ) as follows. If F is p-adic, it is the unique Haar measure such
that the maximal compact subgroup of AT (F ) is of measure 1. In the real case, dca is the
unique Haar measure such that the surjective homomorphism HT : AT (F ) → AT is locally
measure preserving (note that AT coincide with AM for a certain Levi subgroup M so that
a Haar measure has already been fixed on AT ). Finally, in both cases dct is the unique Haar
measure on T (F ) such that the quotient measure dct/dca gives T (F )/AT (F ) the measure 1.
To avoid confusions, we shall only use the Haar measure dt but we need to introduce the
only factor ν(T ) > 0 such that dct = ν(T )dt.
Denote by Nil(g) the set of nilpotent orbits in g(F ). Let O ∈ Nil(g). Then, for all X ∈ O
the bilinear map (Y, Z) 7→ B(Y, [X,Z]) descends to a non-degenerate symplectic form on
g(F )/gX(F ) that is the tangent space of O at X . This defines on O a structure of symplectic
F -analytic manifold. Using the Haar measure on F , this equips O with a natural “autodual”
measure. This measure is obviously G(F )-invariant.
The following considerations will be useful for Chapter 10 only. Let V be an F -subspace of
g = g(F ). Even if V is not defined over F we can talk of Haar measures on V : these are
elements of (
∧max V )∗r{0} modulo multiplication by an element of norm 1 in F (Indeed, in
the case V is defined over F the autodual additive measure on F allows to interpret such a
class as a Haar measure on V (F )). Assume that a Haar measure µV has been fixed on V (for
example one of the measures that we fixed above). There is a natural notion of dual Haar
measure µ∗V on V
∗: it is the unique Haar measure on V ∗ such that the image of µV ⊗ µ∗V by
the natural pairing (
∧max V )∗⊗(∧max V ∗)∗ → F is of norm 1. Let V ⊥ be the orthogonal of V
with respect to B. Then, we may associate to µV a Haar measure µ
⊥
V on V
⊥ as follows. Using
the form B we have a natural isomorphism (
∧max
g)∗ ≃ (
∧max V ∗)∗⊗ (∧max V ⊥)∗. Then µ⊥V
is the unique Haar measure on V ⊥ such that via this isomorphism we have µg = µ∗V ⊗ µ
⊥
V
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(modulo a scalar of norm 1) where µg denotes the autodual Haar measure on g that we fixed
above. If V is defined over F , we have the formula
∫
V (F )
f(v)dµV (v) =
∫
V ⊥(F )
f̂(v⊥)dµ⊥V (v
⊥)(1.6.1)
for all f ∈ S(g(F )). We easily check that
(µ⊥V )
⊥ = µV(1.6.2)
Also, if we have a decomposition g = V1 ⊕ V2 and two Haar measures µV1 , µV2 on V1 and V2
such that
µg = µV1 ⊗ µV2
then we also have the equality
µg = µ
⊥
V1
⊗ µ⊥V2(1.6.3)
relative to the decomposition g = V ⊥1 ⊕ V
⊥
2 .
Finally, suppose that V and W are F -subspaces of g and that T : V ≃ W is a linear
isomorphism. Then T induces an isomorphism (
∧max T )∗ : (∧max V )∗ ≃ (∧maxW )∗ and if
µV is a Haar measure on V then we will denote by T∗µV the image of µV by this isomorphism
(a measure on W ). Notice that if V =W then T∗µV = |det(T )|µV .
1.7 Spaces of conjugacy classes and invariant topology
If H is a connected linear algebraic group defined over F , we will denote by Γ(H) the set of
semi-simple conjugacy classes in H(F ). Thus, we have a natural projection
Hss(F )։ Γ(H)
and we endow Γ(H) with the quotient topology. Then, Γ(H) is Hausdorff and locally com-
pact. Moreover for every connected linear algebraic group H ′ over F and every embedding
H ′ →֒ H the induced map Γ(H ′)→ Γ(H) is continuous and proper. We define similarly the
space Γ(h) of semi-simple conjugacy classes in h(F ). This space satisfies similar properties.
We will say of a subset A ⊆ h(F ) (resp. A ⊆ H(F )) that it is completely H(F )-invariant if it
is H(F )-invariant and if moreover for all X ∈ A (resp. g ∈ A) its semi-simple part Xs (resp.
gs) also belongs to A. Closed invariant subsets are automatically completely H(F )-invariant.
We easily check that the completely H(F )-invariant open subsets of h(F ) (resp. of H(F ))
define a topology. We will call it the invariant topology. This topology coincides with the
pull-back of the topology on Γ(h) (resp. on Γ(H)) just defined by the natural map
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h(F )→ Γ(h) (resp. H(F )→ Γ(H))
which associates to X ∈ h(F ) (resp. g ∈ H(F )) the conjugacy class of the semi-simple part
of X (resp. of g). In particular, we have the following property which will be used many
times implicitly in that paper: If ω ⊆ h(F ) (resp. Ω ⊆ H(F )) is a completely H(F )-invariant
open subset and ω′ ⊆ ω (resp. Ω′ ⊆ Ω) is invariant open and contains ωss (resp. Ωss) then
ω′ = ω (resp. Ω′ = Ω). We will say of an invariant subset L ⊆ h(F ) (resp. L ⊆ H(F ))
that it is compact modulo conjugation if it is closed and if there exists a compact subset
K ⊆ h(F ) (resp. K ⊆ H(F )) such that L = KG, it is equivalent to ask that L is completely
H(F )-invariant and that for every maximal torus T ⊂ H the intersection L ∩ t(F ) (resp.
L ∩ T (F )) is compact, it is also equivalent to the fact that L is compact for the invariant
topology.
We will denote by Γell(G) and Γreg(G) (resp. Γell(g) and Γreg(g)) the subsets of elliptic and
regular conjugacy classes in Γ(G) (resp. in Γ(g)) respectively. The subset Γell(G) (resp.
Γell(g)) is closed in Γ(G) (resp. in Γ(g)) whereas Γreg(G) (resp. Γreg(g)) is an open subset
of Γ(G) (resp. of Γ(g)). Let T (G) be a set of representatives for the conjugacy classes of
maximal tori in G. We equip Γ(G) and Γ(g) with the unique regular Borel measures dx and
dX such that ∫
Γ(G)
ϕ1(x)dx =
∑
T∈T (G)
|W (G, T )|−1
∫
T (F )
ϕ1(t)dt∫
Γ(g)
ϕ2(X)dX =
∑
T∈T (G)
|W (G, T )|−1
∫
t(F )
ϕ2(X)dX
for all ϕ1 ∈ Cc(Γ(G)) and all ϕ2 ∈ Cc(Γ(g)). We have the Weyl integration formula∫
G(F )
f(g)dg =
∫
Γ(G)
DG(x)1/2JG(x, f)dx
(
resp.
∫
g(F )
f(X)dX =
∫
Γ(g)
DG(X)1/2JG(X, f)dX
)
for all f ∈ S(G(F )) (resp. for all f ∈ S(g(F ))). We deduce from this and the local bound-
edness of normalized orbital integrals the following fact
(1.7.1) The function x 7→ DG(x)−1/2 (resp. X 7→ DG(X)−1/2) is locally integrable on G(F )
(resp. on g(F )).
We define an abstract norm ‖.‖Γ(g) on Γ(g) as follows. Fix a set of tori T (G) as above. Then,
we define ‖.‖Γ(g) by
‖X‖Γ(g) = inf
X′
1 + |X ′|, X ∈ Γ(g)
where the infimum is taken over the set of X ′ ∈
⊔
T∈T (G) t(F ) that belong to the conjugacy
class of X . We will need the two following estimates
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(1.7.2) For all k > 0 and for all N > 0 sufficiently large, the integral∫
Γ(g)
log
(
2 +DG(X)−1
)k
‖X‖−NΓ(g)dX
is absolutely convergent.
(1.7.3) Assume that F = R. Then, for all N > 0, there exists a continuous semi-norm νN
on S(g(F )) such that
|JG(X, f)| 6 νN(f)‖X‖
−N
Γ(g)
for all f ∈ S(g(F )).
We say that an element x ∈ G(F ) is anisotropic if it is regular semi-simple and Gx(F ) is
compact. We will denote by G(F )ani the subset of anisotropic elements and by Γani(G) the
set of anisotropic conjugacy classes in G(F ). We equip Γani(G) with the quotient topology
relative to the natural projection G(F )ani ։ Γani(G). Let Tani(G) be a set of representatives
for the G(F )-conjugacy classes of maximal anisotropic tori of G (a torus T is anisotropic if
T (F ) is compact). We equip Γani(G) with the quotient topology and we endow it with the
unique regular Borel measure such that∫
Γani(G)
ϕ(x)dx =
∑
T∈Tani(G)
|W (G, T )|−1ν(T )
∫
T (F )
ϕ(t)dt
for all ϕ ∈ Cc(Γani(G)), where the factor ν(T ) has been defined in Section 1.6. Note that if
AG 6= 1 then Γani(G) = ∅.
1.8 Orbital integrals and their Fourier transforms
For x ∈ Greg(F ) (resp. X ∈ greg(F )), we define the normalized orbital integral at x (resp. at
X) by
JG(x, f) = D
G(x)1/2
∫
Gx(F )\G(F )
f(g−1xg)dg, f ∈ C(G(F ))
(resp. JG(X, f) = D
G(X)1/2
∫
GX(F )\G(F )
f(g−1Xg)dg, f ∈ S(g(F )))
the integral being absolutely convergent for all f ∈ C(G(F )) (resp. for all f ∈ S(g(F ))).
This defines a tempered distribution JG(x, .) (resp. JG(X, .)) on G(F ) (resp. on g(F )). For
all f ∈ C(G(F )) (resp. f ∈ S(g(F ))), the function x ∈ Greg(F ) 7→ JG(x, f) (resp. X ∈
greg(F ) 7→ JG(X, f)) is locally bounded on G(F ) (resp. on g(F )).
Similarly, for O ∈ Nil(g), we define the orbital integral on O by
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JO(f) =
∫
O
f(X)dX, f ∈ S(g(F ))
We have
JO(fλ) = |λ|dim(O)/2JO(f)(1.8.1)
for all O ∈ Nil(g) and all λ ∈ F×2 (recall that fλ(X) = f(λ−1X)). Denote by Nilreg(g) the
subset of regular nilpotent orbits in g(F ). This set is empty unless G is quasi-split in which
case we have dim(O) = δ(G) for all O ∈ Nilreg(g). By the above equality, the distributions
JO for O ∈ Nilreg(g) are all homogeneous of degree δ(G)/2− dim(g). This characterizes the
distributions JO, O ∈ Nilreg(g), among the invariant distributions supported in the nilpotent
cone. More precisely, we have
(1.8.2) The invariant distributions on g(F ) supported in the nilpotent cone and homogeneous
of degree δ(G)/2− dim(g) are precisely linear combinations of the distributions JO for
O ∈ Nilreg(g).
This follows from Lemma 3.3 of [HCDS] in the p-adic case and from Corollary 3.9 of [BV] in
the real case (there is a sign error in this last reference, n− α should be replaced by α− n
and the inequality α > n−r
2
should be replaced by α 6 n−r
2
).
According to Harish-Chandra, there exists a unique smooth function ĵ on greg(F )× greg(F )
which is locally integrable on g(F )× g(F ) such that
JG(X, f̂) =
∫
g(F )
ĵ(X, Y )f(Y )dY
for all X ∈ greg(F ) and all f ∈ S(g(F )). We have the following control on the size of ĵ:
(1.8.3) The function (X, Y ) ∈ greg(F )× greg(F ) 7→ D
G(Y )1/2ĵ(X, Y ) is globally bounded.
cf. Theorem 7.7 and Lemma 7.9 of [HCDS] in the p-adic case and Proposition 9 p.112 of [Va]
in the real case. We will need the following property regarding to the non-vanishing of the
function ĵ
(1.8.4) Assume that G admits elliptic maximal tori. Then, for all Y ∈ greg(F ) there exists
X ∈ greg(F )ell such that ĵ(X, Y ) 6= 0.
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In the p-adic case, this follows from Theorem 9.1 and Lemma 9.6 of [HCDS] whereas in the
real case, it is a consequence of Theorem 4 p.104 and Theorem 11 p.126 of [Va].
Similarly, for any nilpotent orbitO ∈ Nil(g), there exists a smooth function ĵ(O, .) on greg(F )
which is locally integrable on g(F ) such that
JO(f̂) =
∫
g(F )
ĵ(O, X)f(X)dX
for all f ∈ S(g(F )). We know that the function (DG)1/2ĵ(O, .) is locally bounded on g(F )
(Theorem 6.1 of [HCDS] in the p-adic case and Theorem 17 p.63 of [Va] in the real case).
By 1.8.1, the functions ĵ(O, .) satisfy the following homogeneity property
ĵ(O, λX) = |λ|−dim(O)/2ĵ(λO, X)(1.8.5)
for all O ∈ Nil(g), all X ∈ greg(F ) and all λ ∈ F
×. Recall also that for every nilpotent orbit
O ∈ Nil(g), we have λO = O for all λ ∈ F×2.
1.9 (G,M)-families
We collect here some useful facts from Arthur’s theory of (G,M)-families as developed for
example in [A3] Section 17.
Let M be a Levi subgroup of G and V a locally convex topological vector space. A (G,M)-
family with values in V is a family (cP )P∈P(M) of smooth functions on iA∗M taking values
in V such that for all adjacent parabolic subgroups P, P ′ ∈ P(M), the functions cP and cP ′
coincide on the hyperplane supporting the wall that separates the positive chambers for P
and P ′. Arthur associates to any (G,M)-family (cP )P∈P(M) (taking values in V ) an element
cM of V as follows. The function
cM(λ) =
∑
P∈P(M)
cP (λ)θP (λ)
−1
where
θP (λ) = meas
(
AGM/Z∆
∨
P
)−1 ∏
α∈∆P
λ(α∨), P ∈ P(M)
extends to a smooth function on iA∗M and we have cM = cM(0). Here, ∆P denotes the set of
simple roots of AM in P , ∆
∨
P denotes the corresponding set of simple coroots and for every
α ∈ ∆P we have denoted by α∨ the corresponding simple coroot. For all P ∈ P(M), Arthur
also constructs an element c′P ∈ V from the (G,M)-family (cP )P∈P(M). This element is the
value at λ = 0 of the function
c′P (λ) =
∑
P⊂Q
(−1)aP−aQcP (λQ)θ̂
Q
P (λ)
−1θQ(λQ)−1
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where the sum is over the parabolic subgroups Q = LQUQ containing P , θQ is defined as
above, λQ denotes the projection of λ onto iA∗LQ, and
θ̂QP (λ) = meas
(
A
LQ
M /Z
(
∆̂QP
)∨)−1 ∏
α∈∆QP
λ(̟∨α)
where this time ∆QP denotes the set of simple roots of AM in P ∩ LQ, ∆̂
Q
P denotes the
corresponding set of simple coweights and for every α ∈ ∆QP we have denoted by ̟
∨
α the
corresponding simple coweight.
Let L ∈ L(M) and Q = LQUQ ∈ F(L). Starting from a (G,M)-family (cP )P∈P(M), we can
construct a (LQ, L)-family (c
Q
R)R∈PLQ (L) as follows: for all R ∈ P
LQ(L) and all λ ∈ iA∗L, we
set cQR(λ) = cP (λ) where P is any parabolic subgroup in P(M) such that P ⊂ Q(R) = RUQ.
Applying the previous formal procedure to this new (LQ, L)-family, we obtain an element
cQL ∈ V . We will usually simply set cL = c
G
L . Notice that using the (G,L)-families (cQ)Q∈P(L),
L ∈ L(M), we may define as above elements c′Q ∈ V for all Q ∈ F(M).
Assume now that V is equipped with a continuous multiplication V ×V → V making it into
a C-algebra. Starting from two (G,M)-families (cP )P∈P(M) and (dP )P∈P(M) we may form
they product ((cd)P )P∈P(M), given by (cd)P = cPdP , which is again a (G,M)-family. We
have the following splitting formulas (cf. Lemma 17.4 and Lemma 17.6 of [A3])
(cd)M =
∑
Q∈F(M)
cQMd
′
Q(1.9.1)
and
(cd)M =
∑
L1,L2∈L(M)
dGM(L1, L2)c
Q1
M d
Q2
M(1.9.2)
where in the second formula Q1 ∈ P(L1), Q2 ∈ P(L2) are parabolic subgroups that depend
on the choice of a point X ∈ AM in general position and dGM(L1, L2) is a non-negative real
number that is nonzero if and only if AGL1 ⊕ A
G
L2
= AGM . Moreover, we have d
G
M(G,M) =
dGM(M,G) = 1. Starting from only one (G,M)-family, we also have the following descent
formula (cf. Lemma 17.5 of [A3])
cL =
∑
L′∈L(M)
dGM(L, L
′)cQ
′
M(1.9.3)
A (G,M)-orthogonal set is a family (YP )P∈P(M) of points in AM such that for all adjacent
parabolic subgroups P, P ′ ∈ P(M) there exists a real number rP,P ′ such that YP − YP ′ =
rP,P ′α
∨, where α is the unique root of AM that is positive for P and negative for P ′. If
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moreover we have rP,P ′ > 0 for all adjacent P, P
′ ∈ P(M), then we say that the family is
positive. Obviously, if (YP )P∈P(M) is a (G,M)-orthogonal set, then the family (cP )P∈P(M)
defined by cP (λ) = e
λ(YP ) is a (G,M)-family. If the family (YP )P∈P(M) is positive then there
is an easy interpretation for the number cM : it is the volume in AGM of the convex hull of
the set {YP , P ∈ P(M)}.
1.10 Weighted orbital integrals
Let M be a Levi subgroup of G. Choose a maximal compact subgroup K of G(F ) that is
special in the p-adic case. Recall that using K, we may construct for every P ∈ P(M) a
map
HP : G(F )→ AM
(cf. Section 1.1). For every g ∈ G(F ), the family (HP (g))P∈P(M) is a positive (G,M)-
orthogonal set. Hence, it defines a (G,M)-family (vP (g, .))P∈P(M) and the number vM(g)
associated to this (G,M)-family is just the volume in AGM of the convex hull of the HP (g),
P ∈ P(M). The function g 7→ vM(g) is obviously invariant on the left by M(F ) and on the
right by K.
Let x ∈ M(F ) ∩Greg(F ). Then, for f ∈ C(G(F )), we define the weighted orbital integral of
f at x to be
JM(x, f) = D
G(x)1/2
∫
Gx(F )\G(F )
f(g−1xg)vM(g)dg
(note that the above expression is well-defined since Gx ⊂ M). The integral above is abso-
lutely convergent and this defines a tempered distribution JM(x, .) on G(F ). More generally,
we have seen in the last section how to associate to the (G,M)-family (vP (g, .))P∈P(M) com-
plex numbers vQL (g) for all L ∈ L(M) and all Q ∈ F(L). This allows us to define tempered
distributions JGL (x, .) on G(F ) for all L ∈ L(M) and all Q ∈ F(L) by setting
JQL (x, f) = D
G(x)1/2
∫
Gx(F )\G(F )
f(g−1xg)vQL (g)dg, f ∈ C(G(F ))
The functions x ∈M(F ) ∩Greg(F ) 7→ J
Q
L (x, f) are easily seen to be M(F )-invariant.
Let X ∈ m(F ) ∩ greg(F ). We define similarly weighted orbital integrals J
Q
L (X, .), L ∈ L(M),
Q ∈ F(L). These are tempered distributions on g(F ) given by
JQL (X, f) = D
G(X)1/2
∫
GX(F )\G(F )
f(g−1Xg)vQL (g)dg, f ∈ S(g(F ))
When Q = G, we will simply set JGL (X, f) = JL(X, f). For all L ∈ L(M) and all Q ∈ F(L),
we have an inequality vQL (g) ≪ σM\G(g) for all g ∈ G(F ). Using 1.2.2 and 1.2.4, we easily
deduce the following
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(1.10.1) Assume that F = R. Then, there exists k > 0 such that for all N > 0 there exists
a continuous semi-norm νN on S(g(F )) such that∣∣∣JQL (X, f)∣∣∣ 6 νN(f) log (2 +DG(X)−1)k ‖X‖−NΓ(g)
for all f ∈ S(g(F )).
We will need the following lemma regarding to the behavior of weighted orbital integrals
under the action of invariant differential operators (cf. Proposition 11.1 and Lemma 12.4 of
[A6]).
Lemma 1.10.1 Assume that F = R and let T ⊂M be a maximal torus. Then, we have
(i) For all f ∈ C(G(F )) the function x ∈ Treg(F ) 7→ JM(x, f) is smooth and for all
z ∈ Z(g), there exist smooth differential operators ∂LM (., zL) on Treg(F ) for all L ∈
L(M)\{M} such that
JM(x, zf)− zTJM(x, f) =
∑
L∈L(M)
L 6=M
∂LM (x, zL)JL(x, f)
for all f ∈ C(G(F )) and all z ∈ Treg(F ).
(ii) For all f ∈ S(g(F )) the function X ∈ treg(F ) 7→ JM(X, f) is smooth and for all
u ∈ I(g), there exist smooth differential operators ∂LM(., uL) on treg(F ) for all L ∈
L(M)\{M} such that
JM(X, ∂(u)f)− ∂(uT )JM(X, f) =
∑
L∈L(M)
L 6=M
∂LM(X, uL)JL(X, f)
for all f ∈ S(g(F )) and all X ∈ treg(F ).
2 Representations
This chapter contains some background on representations of G(F ) that will be used ex-
tensively in the rest of the paper. Here is a more precise description of the content of each
section. In Section 2.1, we collect some basic facts on smooth representations. In Section
2.2, we recall the fundamental notion of tempered representations as well as some important
properties of those. Sections 2.3 and 2.4 concern parabolic induction of smooth represen-
tations and (normalized) intertwining operators on them. These are used in Section 2.5
to define, following Arthur, weighted characters which are distributions on the group G(F )
generalizing the usual characters and are spectral counterparts to the weighted orbital inte-
grals defined in Section 1.10. In Section 2.6, we recall two fundamental results of harmonic
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analysis on G(F ) which are the matricial Paley-Wiener theorem and the Harish-Chandra
Plancherel formula. They together give a full spectral decomposition of the Harish-Chandra
Schwartz space C(G(F )) and an inversion formula allowing to recover a function from its
Fourier transform. Both are due to Harish-Chandra (a convenient reference being [Wa2] in
the p-adic case) except for the matricial Paley-Wiener in the Archimedean case which was
proved by Arthur [A8]. Finally, in Section 2.7 we collect some facts on the so-called elliptic
representations in the sense of Arthur [A4].
2.1 Smooth representations, Elliptic regularity
Recall that a continuous representation of G(F ) is a pair (π, Vπ) where Vπ is a locally convex
topological vector space and π : G(F )→ Gl(Vπ) is a morphism such that the resulting action
G(F )× Vπ → Vπ
(g, v) 7→ π(g)v
is continuous. If Vπ is complete or even quasi-complete, we get an action of (Cc(G(F )), ∗)
on Vπ given by
π(f)v =
∫
G(F )
f(g)π(g)vdg, f ∈ Cc(G(F )), v ∈ Vπ
A vector v ∈ Vπ is said to be smooth if the orbit map
γv : g ∈ G(F ) 7→ π(g)v ∈ Vπ
is smooth (i.e., it is locally constant in the p-adic case and weakly infinitely differentiable
in the real case). We will denote by V ∞π the subspace of smooth vectors. This subspace is
G(F )-invariant and, if F = R, it carries a natural action of U(g). These two actions will
be denoted by π∞ or even by π is there is no risk of confusion. For all f ∈ C∞c (G(F )), the
image of π(f) is included in V ∞π . A continuous representation (π, Vπ) is said to be smooth if
Vπ = V
∞
π .
Let (π, Vπ) be a smooth representation of G(F ). In the p-adic case we always have
π(C∞c (G(F )))Vπ = Vπ
In the real case it is not always true. By a theorem of Dixmier-Malliavin [DM], it is at least
true when Vπ is a Fre´chet space. For example C(G(F )) is a smooth Fre´chet representation
of G(F ) for the action given by left translation. Hence, we have a factorization
C(G(F )) = C∞c (G(F )) ∗ C(G(F ))(2.1.1)
where ∗ denotes the convolution operator. Assume that F = R and let H be an algebraic
subgroup of G. Fix a basis X1, . . . , Xh of h(F ) and set
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∆H = 1−X
2
1 − . . .−X
2
h ∈ U(h)
The differential operator R(∆H) on H(F ) is elliptic. Hence, by elliptic regularity (cf. [BK]
Lemma 3.7), for every integer m such that 2m > dim(H), there exists a function ϕ1 ∈
C
2m−dim(H)−1
c (H(F )) and a function ϕ2 ∈ C∞c (H(F )) such that
ϕ1 ∗∆
m
H + ϕ2 = δ1(2.1.2)
where δ1 denotes the Dirac distribution at the identity and ∆
m
H is viewed as a distribution
supported at the origin. It follows in particular that for every smooth representation (π, Vπ)
of G(F ), we have
π(ϕ1)π(∆
m
H) + π(ϕ2) = IdVπ
2.2 Unitary and tempered representations
Recall that a unitary representation of G(F ) is a continuous representation (π,Hπ) of G(F )
on a Hilbert space Hπ such that for all g ∈ G(F ) the operator π(g) is unitary. A unitary
representation (π,Hπ) is irreducible if Hπ is nonzero and has no nontrivial closed G(F )-
invariant subspace. We will only consider unitary representations that are of finite length.
Such representations are finite direct sums of irreducible unitary representations. To avoid
multiple repetitions of the words “finite length” we will henceforth say “unitary represen-
tation” to mean “unitary representation of finite length”. There is an action of iA∗G on
unitary representations given by (λ, π) 7→ πλ where πλ acts on the same space as π and
πλ(g) = e
λ(HG(g))π(g), for all g ∈ G(F ). We will denote by iA∨G,π the stabilizer of π for this
action. Notice that we always have iA∨G,F ⊂ iA
∨
G,π ⊂ iA˜
∨
G,F . For (π,Hπ) an unitary rep-
resentation, we will denote by (π,Hπ) the complex-conjugate representation which identifies
naturally (using the scalar product on Hπ) to the dual representation.
Let us fix a compact maximal subgroup K of G(F ). We will denote by K̂ the set of equiv-
alence classes of irreducible representations of K. For ρ ∈ K̂, we will denote by d(ρ) its
dimension. For (π,Hπ) a unitary representation of G(F ) and ρ ∈ K̂, we will denote by
Hπ(ρ) the ρ-isotypic component of Hπ. Every irreducible unitary representation (π,Hπ) of
G(F ) is admissible in the sense that
dimHπ(ρ) <∞
for all ρ ∈ K̂. In the real case, we even have
dimHπ(ρ) 6 d(ρ)
2(2.2.1)
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for all ρ ∈ K̂. Still in the real case, let us choose a basis X1, . . . , Xn of k(R) such that
B(Xi, Xj) = −δi,j for i, j = 1, . . . , n (recall that we choose the bilinear form B such that B|k
is negative definite) and set ∆K = 1−X21 − . . .−X
2
n ∈ U(k). Then, ∆K is in the center Z(k)
of U(k) and doesn’t depend on the basis chosen. It follows that for all ρ ∈ K̂, ∆K acts by a
scalar c(ρ) on the space of ρ. We always have c(ρ) > 1 and there exists k > 1 such that the
sum ∑
ρ∈K̂
c(ρ)−k
converges absolutely. Moreover, there exists ℓ > 1 such that d(ρ) 6 c(ρ)ℓ for all ρ ∈ K̂.
Hence the sum ∑
ρ∈K̂
d(ρ)2c(ρ)−k
is convergent for k sufficiently large. By 2.2.1, it follows that for k > 1 sufficiently large
there exists Ck > 0 such that
∑
ρ∈K̂
c(ρ)−k dimHπ(ρ) < Ck(2.2.2)
for every unitary irreducible representation (π,Hπ) of G(F ).
Let (π,Hπ) be a unitary representation. We endow the subspace of smooth vectors H∞π
with its own locally convex topology which is defined as follows. In the p-adic case, H∞π is
equipped with its finest locally convex topology. If F = R, we endow H∞π with the topology
defined by the semi-norms
‖e‖u = ‖π
∞(u)e‖, e ∈ H∞π
for all u ∈ U(g), where ‖.‖ is the norm derived from the scalar product on Hπ. In this case,
H∞π is a Fre´chet space. A vector e ∈ Hπ is smooth if and only if it is smooth for theK-action.
Moreover, if F = R, the semi-norms ‖.‖u, u ∈ U(k), already generate the topology on H∞π .
More precisely, the topology on H∞π is generated by the family of semi-norms (‖.‖∆nK)n>0
and we have ‖.‖∆mK 6 ‖.‖∆nK for m 6 n.
We will denote by H−∞π the topological dual of H
∞
π which following our convention of Ap-
pendix A is equipped with the strong topology (in the p-adic case this is just the algebraic
dual of Hπ with the weak topology on it) and by π
−∞ the natural representation of G(F )
on that space. It is a continuous representation. The scalar product on Hπ gives a natural
embedding Hπ ⊂ H−∞π and we have
π−∞ (C∞c (G(F )))H
−∞
π ⊆ H
∞
π
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(we even have an equality by Dixmier-Malliavin). We will always use the slight abuse of
notation of denoting by π, π, π∞ and π−∞ both the representations and the spaces on which
these representations act. Also, we will always denote by (., .) the scalar product on a given
unitary representation (linear in the first variable) and by ‖.‖ the induced norm.
Let again π be a unitary representation of G(F ). Then we will denote by End(π) the space
of continuous endomorphisms of the space of π. It is naturally a Banach space for the
operator-norm
|||T ||| = sup
‖e‖=1
‖Te‖, T ∈ End(π)
Moreover End(π) is a continuous representation of G(F )×G(F ) for the action given by left
and right translations. We will denote by End(π)∞ the subspace of smooth vectors and we
will equip it with its own locally convex topology as follows. In the p-adic case we endow
this space with its finest locally convex topology whereas in the real case we equip it with
the topology defined by the semi-norms
|||T |||u,v = |||π(u)Tπ(v)|||, u, v ∈ U(g), T ∈ End(π)
∞
in which case it is a Fre´chet space. Once again, the topology on End(π)∞ is generated
by the semi-norms (|||.|||∆nK ,∆nK
)n>1 and we have |||.|||∆mK ,∆mK
6 |||.|||∆nK ,∆nK
for m 6 n. Every
T ∈ End(π)∞ is traceable and for all f ∈ C∞c (G(F )), the operator π(f) belongs to End(π)
∞.
Moreover, by Harish-Chandra, there exists a smooth function θπ on Greg(F ) which is locally
integrable on G(F ) such that
Trace(π(f)) =
∫
G(F )
θπ(g)f(g)dg
for all f ∈ C∞c (G(F )). We call θπ the character of π.
We have a natural embedding π∞ ⊗ π∞ ⊂ End(π)∞ which sends e⊗ e′ to the operator Te,e′
given by
e0 ∈ π 7→ (e0, e
′)e
In the p-adic case, we even have an equality End(π)∞ = π∞ ⊗ π∞ whereas in the real case
π∞ ⊗ π∞ is only a dense subspace of End(π)∞ and we have End(π)∞ = π∞⊗̂pπ∞ where ⊗̂p
denotes the projective topological tensor product (cf. Appendix A.5). It is easy to infer from
this description that any T ∈ End(π)∞ extends to a continuous linear map T : π−∞ → π∞,
the extension being necessarily unique since π∞ is dense in π−∞. This induces a natural
linear map
End(π)∞ → Hom(π−∞, π∞)
which is continuous, where we equip Hom(π−∞, π∞) with the strong topology.
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We will say that a unitary representation π is tempered if for all e, e′ ∈ π∞ we have an
inequality
|(π(g)e, e′)| ≪ ΞG(g)(2.2.3)
for all g ∈ G(F ). This inequality extends to End(π)∞ in the sense that for all T ∈ End(π)∞,
we have an inequality
|Trace(π(g)T )| ≪ ΞG(g)(2.2.4)
for all g ∈ G(F ). In the p-adic case, this is well-known and follows from [CHH] Theorem
2 as the function g 7→ Trace(π(g)T ) is a finite sum of coefficients of π. If F = R and π
is moreover irreducible (which we can assume without loss of generality), we actually have
a more precise inequality which follows from [Sun]. Indeed, from loc. cit. and 2.2.2 we
easily infer that there exists n > 0 and C > 0 such that for every irreducible tempered
representation π and for all T ∈ End(π)∞, we have
|Trace(π(g)T )| 6 CΞG(g)|||T |||∆nK ,∆nK
(2.2.5)
for all g ∈ G(F ). In particular, we have
|(π(g)e, e′)| 6 CΞG(g)‖e‖∆nK‖e
′‖∆nK(2.2.6)
for all e, e′ ∈ π∞ and all g ∈ G(F ) (still assuming that π is an irreducible tempered repre-
sentation).
Twists by unitary characters preserve tempered representations. We will denote by Temp(G)
the set of isomorphism classes of irreducible tempered representations. If π is a tempered
representation, then we may extend the action of C∞c (G(F )) on π
∞ to an action of C(G(F ))
by setting
(π(f)e, e′) =
∫
G(F )
f(g)(π(g)e, e′)dg
for all e, e′ ∈ C(G(F )) and all f ∈ C(G(F )). Note that the vector π(f)v a priori belongs to
π−∞ (in the real case this follows from 2.2.6), the fact that it actually belongs to π∞ follows
from the factorization 2.1.1. This factorization also implies that we have π(f) ∈ End(π)∞ for
all f ∈ C(G(F )). In the real case, it is easy to infer from 2.2.5 that there exists a continuous
semi-norm ν on C(G(F )) such that
‖π(f)e‖ 6 ν(f)‖e‖(2.2.7)
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for all tempered representations π of G(F ), all e ∈ π and all f ∈ C(G(F )).
Let π be an irreducible unitary representation of G(F ). By Schur’s lemma Z(G)(F ) acts by
a unitary character on π. We call it the central character of π and we denote it by ωπ. We
say that an irreducible unitary representation π is square-integrable if for all e, e′ ∈ π the
function
g ∈ G(F )/AG(F ) 7→ |(π(g)e, e
′)|
is square-integrable. We will denote by Π2(G) the set of isomorphism classes of square-
integrable representations of G(F ). Square-integrable representations are obviously pre-
served by unramified twists. We will denote by Π2(G)/iA∗G,F the set of orbits for this action.
For π ∈ Π2(G), we define the formal degree d(π) of π to be the only positive real number
such that ∫
G(F )/AG(F )
(π(g)e0, e
′
0)(e1, π(g)e
′
1)dg = d(π)
−1(e0, e′1)(e1, e
′
0)
for all e0, e
′
0, e1, e
′
1 ∈ π. Square-integrable representations are tempered, hence we have an
inclusion Π2(G) ⊆ Temp(G).
Assume now that F = R. Let π ∈ Temp(G). Recall that Z(g) denotes the center of
the enveloping algebra U(g). By Schur’s lemma, Z(g) acts by a character on π∞. This
is the infinitesimal character of π. We will denote it by χπ. It is convenient to introduce
a norm π 7→ NG(π) on Temp(G) as follows. Fix a maximal torus T ⊂ G. We have the
Harish-Chandra isomorphism
Z(g) ≃ S(t)W (GC,TC)
Hence, the set of characters of Z(g) gets identified with t∗/W (GC, TC). Fix an hermitian
norm |.| on t∗ which is W (GC, TC)-invariant. Then, we set
NG(π) = 1 + |χπ|
for all π ∈ Temp(G). Note that although the definition of NG(π) depends on some choices,
two different choices would give two norms that are equivalent. Since the norm NG(.) will
only be used for the purpose of estimates, the precise choices involved in its definition won’t
really matter and we will always assume implicitly that such choices have been made. We
extend the norm NG(.) to all tempered representations by
π = π1 ⊕ . . .⊕ πk 7→ N
G(π) = max
(
NG(π1), . . . , N
G(πk)
)
where π1, . . . , πk are irreducible tempered representations of G(F ) (recall that all our unitary
representations have finite length). Later, we will need the following inequality
(2.2.8) There exists an integer k > 1 such that
d(π)≪ NG(π)k
for all π ∈ Π2(G).
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2.3 Parabolic induction
Let P = MU be a parabolic subgroup of G and σ a tempered of M(F ). We extend σ to
a representation of P (F ) trivial on U(F ). We will denote by iGP (σ) the unitary parabolic
induction of σ. It is a tempered representation of G(F ). The space on which iGP (σ) acts may
be described as the completion of the space of continuous functions e : G(F )→ σ satisfying
e(mug) = δP (m)
1/2σ(m)e(g) for all m ∈ M(F ), u ∈ U(F ) and g ∈ G(F ) for the topology
defined by the scalar product
(e, e′) =
∫
P (F )\G(F )
(e(g), e′(g))dg
The action of G(F ) is given by right translation. The smooth subspace iGP (σ)
∞ of iGP (σ)
is exactly the space of smooth functions e : G(F ) → σ∞ satisfying the equality e(mug) =
δP (m)
1/2σ(m)ϕ(g) for all m ∈ M(F ), u ∈ U(F ) and g ∈ G(F ). The isomorphism class of
iGP (σ) only depends on M and σ and not on P . When we only consider this representation
modulo isomorphism, we will denote it by iGM(σ).
If F = R, recall that in the previous section we have introduced a norm NG on the set of
(isomorphism classes of) tempered representations of G(F ). Of course, this construction also
applies to M and yields a norm NM on Temp(M). It is not hard to see that we may choose
NM in such a way that
NG(iGM (σ)) = N
M(σ)(2.3.1)
for all σ ∈ Temp(M).
Let K be a maximal compact subgroup of G(F ) that is special in the p-adic case. By the
Iwasawa decomposition, restriction to K defines a K-equivariant isomorphism between iGP (σ)
and iKKP (σKP ), where KP = K ∩ P (F ) and σKP denotes the restriction of σ to KP . This
isomorphism restricts to an isomorphism of topological vector spaces iGP (σ)
∞ ≃ iKKP (σKP )
∞.
Note that if λ ∈ iA∗M then (σλ)KP = σKP . Hence we get topological isomorphisms i
G
P (σλ)
∞ ≃
iKKP (σKP )
∞ for all λ ∈ iA∗M .
Lemma 2.3.1 (i) For every tempered representation π of G(F ), the linear map
Trπ : End(π)
∞ → Cw(G(F ))
T 7→ (g 7→ Trace(π(g)T ))
is continuous.
(ii) Let P = MU be a parabolic subgroup of G and σ ∈ Π2(M). Let K be a maximal
compact subgroup of G(F ) which is special in the p-adic case. Set πK = i
K
P∩K(σ|P∩K)
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and πλ = i
G
P (σλ) for all λ ∈ iA
∗
M . Consider the isomorphism π
∞
λ ≃ π
∞
K , λ ∈ iA
∗
M ,
given by restriction to K as an identification. Then the map
iA∗M → Hom(End(πK)
∞, Cw(G(F )))
λ 7→ Trπλ
is smooth.
Proof: (i) follows from 2.2.5. We prove (ii). Let us denote by (., .) the scalar product on πK
given by
(e, e′) =
∫
K
(e(k), e′(k))dk
(where the scalar product inside the integral is the scalar product on σ). Using this
scalar product we have an inclusion π∞K ⊗ π
∞
K ⊆ End(πK)
∞ which induces an identifica-
tion End(πK)
∞ = π∞K ⊗̂pπ
∞
K . Hence, by A.5.1, it suffices to show that for all e, e
′ ∈ π∞K the
map
λ ∈ iA∗M 7→ (g 7→ (πλ(g)e, e
′)) ∈ Cw(G(F ))
is smooth. Fix two vectors e, e′ ∈ π∞K and set
ϕ(λ, g) = (πλ(g)e, e
′)
for all g ∈ G(F ) and all λ ∈ iA∗M . We are going to apply Lemma 1.5.3(ii) to this function
ϕ. We need to check the various hypothesis of this lemma. The condition (a) in the p-adic
case, is obvious. Let us show that, in the real case, the condition (b) holds. Let u, v ∈ U(g).
Then, we have
(R(u)L(v)ϕ) (λ, g) = (πλ(g)πλ(u)e, πλ(v)e
′)(2.3.2)
for all λ ∈ iA∗M and all g ∈ G(F ) and it suffices to show that the two maps
λ ∈ iA∗M 7→ πλ(g)πλ(u)e ∈ π
∞
K(2.3.3)
λ ∈ iA∗M 7→ πλ(v)e
′ ∈ π∞K(2.3.4)
are smooth. Denote by k⊥ the orthogonal of k in g for the form B(., .). Fix a basis X1, . . . , Xk
of k(R) such that B(Xi, Xj) = −δi,j for i, j = 1, . . . , k and fix a basis Y1, . . . , Yp of k⊥(R)
such that B(Yi, Yj) = δi,j for i, j = 1, . . . , p. Set
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∆K = 1−X
2
1 − . . .−X
2
k ∈ U(k)
∆G = ∆K − Y
2
1 − . . .− Y
2
p ∈ U(g)
Using elliptic regularity 2.1.2, we easily see that the smoothness of 2.3.3 and 2.3.4 follows
from the following claim
(2.3.5) For all f ∈ Cc(G(F )), the maps
λ ∈ iA∗M 7→ πλ(∆G) ∈ End(π
∞
K )
λ ∈ iA∗M 7→ πλ(f) ∈ End(π
∞
K )
are smooth.
The difference CG = 2∆K −∆G is in the center Z(g) of U(g) and the map
λ ∈ iA∗M 7→ χπλ(CG)
is easily seen to be smooth. This shows the first point of 2.3.5 since the map λ ∈ iA∗M 7→
πλ(∆K) = πK(∆K) is constant. For the second point, we first notice that
πλ(f) =
∫
G(F )
f(g)mλ(g)π0(g)dg(2.3.6)
for all λ ∈ iA∗M , where mλ(g) is the operator that multiply a function e0 ∈ π
∞
K by the
function
k ∈ K 7→ e〈λ,HP (kg)〉
where HP : G(F ) → AM is the extension of HM to G(F ) associated to K. The function
g ∈ G(F ) 7→ HP (g) is easily seen to be smooth. It follows that the map λ ∈ iA∗M 7→
mλ(g) ∈ End(π∞K ) is smooth and its derivatives are easy to compute. By 2.3.6 and the general
theorem of differentiation under the integral sign, we deduce that the map λ ∈ iA∗M 7→ πλ(f)
is smooth. This ends the proof of 2.3.5.
Next we need to check the conditions (c) (in the p-adic case) and (d) (in the real case) of
Lemma 1.5.3. Let D = ∂(λ1) . . . ∂(λn) where λ1, . . . , λn ∈ iA∗M . In the real case, by what
we just saw, the functions λ 7→ πλ(u)e and λ 7→ πλ(v)e
′ are smooth for all u, v ∈ U(g).
Hence, in both the p-adic and the real case it suffices to show the existence of a continuous
semi-norm ν on π∞K such that
|Dλ(πλ(g)e0, e1)| 6 ν(e0)ν(e1)Ξ
G(g)σ(g)n(2.3.7)
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for all λ ∈ iA∗M , all g ∈ G(F ) and all e0, e1 ∈ π
∞
K . We have
(πλ(g)e0, e1) =
∫
K
e〈λ,HM (mP (kg))〉δP (mP (kg))
1/2 (σ (mP (kg)) e0 (kP (kg)) , e1(k)) dk
for all λ ∈ iA∗M , all g ∈ G(F ), all e0, e1 ∈ π
∞
K and where mP : G(F ) → M(F ) is as before
and kP : G(F )→ K is any map such that g ∈ mP (g)U(F )kP (g) for all g ∈ G(F ). It follows
that
Dλ(πλ(g)e0, e1) =
∫
K
n∏
i=1
〈λi, HM(mP (kg))〉e
〈λ,HM (mP (kg))〉δP (mP (kg))1/2
(σ (mP (kg)) e0 (kP (kg)) , e1(k)) dk
for all λ ∈ iA∗M , all g ∈ G(F ) and all e0, e1 ∈ π
∞
K . Obviously we have an inequality
n∏
i=1
|〈λi, HM(mP (kg))〉| ≪ σ(g)
n
for all g ∈ G(F ) and all k ∈ K. Hence,
|Dλ(πλ(g)e0, e1)| ≪ σ(g)
n
∫
K
δP (mP (kg))
1/2 |(σ (mP (kg)) e0 (kP (kg)) , e1(k))| dk
for all λ ∈ iA∗M , all g ∈ G(F ) and all e0, e1 ∈ π
∞
K . By 2.2.3 and 2.2.6 there exists a continuous
semi-norm νσ on σ
∞ such that |(σ(m)v0, v1)| 6 νσ(v0)νσ(v1)ΞM(m) for all v0, v1 ∈ σ∞ and
all m ∈ M(F ). It follows that
|Dλ(πλ(g)e0, e1)| ≪ sup
k∈K
[νσ (e0(k))] sup
k∈K
[νσ (e1(k))] σ(g)
n
∫
K
δP (mP (kg))
1/2ΞM(mP (kg))dk
= sup
k∈K
[νσ(e0(k))] sup
k∈K
[νσ(e1(k))] Ξ
G(g)σ(g)n
for all λ ∈ iA∗M , all g ∈ G(F ) and all e0, e1 ∈ π
∞
K , where in the last equality we used
Proposition 1.5.1(iii). By the standard Sobolev inequality the semi-norm
e 7→ sup
k∈K
[νσ (e(k))]
is continuous on π∞K . This proves 2.3.7 and ends the proof of the lemma. 
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2.4 Normalized intertwining operators
Let M be a Levi subgroup of G, σ be a tempered representation of M(F ) and fix K a
maximal compact subgroup of G(F ) which is special in the p-adic case. The definition
of the representations iGP (σλ)
∞, P ∈ P(M), actually still makes sense for any λ ∈ A∗M,C
(although these are not anymore unitary representations in general). Moreover, restriction
to K still induces K-equivariant isomorphisms iGP (σλ)
∞ ≃ iKKP (σKP )
∞ for all λ ∈ A∗M,C and
all P ∈ P(M) (recall that KP = P (F ) ∩K).
Let P =MU,P ′ = MU ′ ∈ P(M). For Re(λ) in a certain open cone, the expression(
JP ′|P (σλ)e
)
(g) :=
∫
(U(F )∩U ′(F ))\U ′(F )
e(u′g)du′
is absolutely convergent for all e ∈ iGP (σλ)
∞ and defines a G(F )-equivariant continuous linear
map
JP ′|P (σλ) : i
G
P (σλ)
∞ → iGP ′(σλ)
∞
Via the isomorphisms iGP (σλ)
∞ ≃ iKKP (σKP )
∞ and iGP ′(σλ) ≃ i
K
KP ′
(σKP ′ )
∞, we can view the
map λ 7→ JP ′|P (σλ) as taking values in Hom
(
iKKP (σKP )
∞, iKKP ′ (σKP ′ )
∞
)
the space of contin-
uous linear maps between iKKP (σKP )
∞ and iKKP ′ (σKP ′ )
∞. This function admits a meromor-
phic continuation to A∗M,C (see [Wall2] Theorem 10.1.6 in the Archimedean case and [Wa2]
The´ore`me IV.1.1 in the p-adic case).
Let P = MU ∈ P(M) be the parabolic subgroup opposite to P = MU . Assume that
the Haar measures du and du on U(F ) and U(F ) have been normalized so that dg =
δP (m)
−1dudmdu where dg and dm denotes the Haar measures on dg and dm respectively.
Then the meromorphic function λ 7→ j(σλ) = JP |P (σλ)JP |P (σλ) is scalar-valued and doesn’t
depend on the choice of P . Moreover this function takes on iA∗M positive real values (in-
cluding ∞). We will need the following:
(2.4.1) Assume that F = R. Then, there exists an integer k > 1 such that
j(σ)−1 ≪ NM (σ)k
for all σ ∈ Temp(M).
We will also need normalized intertwining operators. In the Archimedean case, such normal-
izations have been defined and extensively studied by Knapp and Stein in [KS1] and [KS2].
However, in this paper we shall prefer Arthur’s normalization [A5] which better fits our
purposes and takes care of both the Archimedean and non-Archimedean cases. The general
construction is as follows. There exist complex-valued meromorphic functions λ 7→ rP ′|P (σλ),
for all P, P ′ ∈ P(M), such that if we set
RP ′|P (σλ) = rP ′|P (σλ)−1JP ′|P (σλ), P, P ′ ∈ P(M), λ ∈ A∗M,C
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these operators satisfy the conditions (R1)-(R8) of the Section 2 of [A5]. The most important
conditions for us will be the following:
(2.4.2) RP ′′|P ′(σλ)RP ′|P (σλ) = RP ′′|P (σλ) for all P, P ′, P ′′ ∈ P(M);
(2.4.3) λ 7→ RP ′|P (σλ) is holomorphic and unitary on iA∗M for all P
′, P ∈ P(M);
(2.4.4) If λ ∈ iA∗G, then RP ′|P (σλ) = RP ′|P (σ)λ via the natural isomorphisms i
G
P (σλ) ≃
iGP (σ)λ and i
G
P ′(σλ) ≃ i
G
P ′(σ)λ;
(2.4.5) For P, P ′ ∈ P(M), if Q = LUQ denotes the parabolic subgroup generated by P and
P ′ then RP ′|P (σλ) = iGQ
(
RP ′∩L|P∩L(σλ)
)
via the isomorphisms of induction by stages
iGP (σλ) ≃ i
G
Q
(
iLP∩L(σλ)
)
and iGP ′(σλ) ≃ i
G
Q
(
iLP ′∩L(σλ)
)
;
(2.4.6) For all g ∈ G(F ) and all P, P ′ ∈ P(M), we have RgP ′g−1|gPg−1(gσg−1) = AP ′(g)RP ′|P (σ)AP (g)−1
where AP (g) is the isomorphism i
G
P (σ) ≃ i
G
gPg−1(gσg
−1) given by (AP (g)e)(γ) = e(g−1γ)
(and AP ′(g) is defined similarly).
(2.4.7) Assume that F = R. Then, for every differential operator with constant coefficients
D on iA∗M and for all P, P
′ ∈ P(M), there exist k, r > 1 such that∥∥DλRP ′|P (σλ)e∥∥ 6 ‖iGP (σλ,∆rK)e‖NM(σλ)k
for all σ ∈ Temp(M), all λ ∈ iA∗M and all e ∈ i
G
P (σλ)
∞.
Properties 2.4.2, 2.4.3 and 2.4.6 correspond to Arthur’s conditions (R3), (R4) and (R6)
respectively. Property 2.4.4 is a direct consequence of the requirement (r.1) p.171 of [A5] on
the normalizing factors rP ′|P (σλ) (in that they only depend on the projection of λ to (AGM,C)
∗).
The identity 2.4.5 also follows from the same requirement (r.1) of [A5] on normalizing factors
together with the analogous property of unnormalized intertwining operators. Finally, the
last condition 2.4.7 is a consequence of Lemma 2.1 of [A5].
2.5 Weighted characters
We keep the notation and assumptions of the previous section : M is a Levi subgroup of G,
σ a tempered representation of M(F ) and K a maximal compact subgroup of G(F ) that is
special in the p-adic case. Fix P ∈ P(M). For all P ′ ∈ P(M), we may consider the function
RP ′(σ, P ) on iA
∗
M defined by
RP ′(λ, σ, P ) = RP ′|P (σ)
−1RP ′|P (σλ)
The family (RP ′(σ, P ))P ′∈P(M) is a (G,M)-family taking values in End(i
K
KP
(σKP )
∞) ([A9]
p.43). Following Arthur, we may associate to this family operatorsRQL (σ, P ) in End(i
K
KP
(σKP )
∞)
for all L ∈ L(M) and all Q ∈ F(L) (cf. Section 1.9). Then, for all f ∈ C(G(F )) all L ∈ L(M)
and all Q ∈ F(L), we set
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JQL (σ, f) = Trace(R
Q
L (σ, P )i
G
P (σ, f))
The trace is well-defined in the p-adic case since then iGP (σ, f) is a finite rank operator.
To see that it is also well-defined in the real case, we may proceed as follows: by the
factorization 2.1.1 and by linearity, we may assume that f = f1 ∗ f2 where f1 ∈ C∞c (G(F ))
and f2 ∈ C(G(F )). Then R
Q
L (σ, P )i
G
P (σ, f1) extends continuously to an endomorphism of
iGP (σ) and since i
G
P (σ, f2) is traceable so is R
Q
L (σ, P )i
G
P (σ, f) = R
Q
L (σ, P )i
G
P (σ, f1)i
G
P (σ, f2).
This defines a family of tempered distributions
(
JQL (σ, .)
)
L,Q
on G(F ) which doesn’t depend
on P but depends on K and the way we normalized the intertwining operators. Note that
if L = Q = G, this reduces to the usual character, that is
JGG (σ, f) = Trace(i
G
M(σ, f))
for all f ∈ C(G(F )).
Lemma 2.5.1 Assume F = R. Let L ∈ L(M) and Q ∈ F(L). Then, for all k > 0, there
exists a continuous semi-norm νk on C(G(F )) such that∣∣∣JQL (σ, f)∣∣∣ 6 νk(f)NM(σ)−k
for all σ ∈ Temp(M).
Proof: For all z ∈ Z(g), we have
JQL (σ, zf) = χσ(zM )J
Q
L (σ, f)
for all σ ∈ Temp(M) and all f ∈ C(G(F )). Moreover, there exist z1, . . . , zn ∈ Z(g) such that
|χσ(z1)|+ . . .+ |χσ(zn)| > N
M (σ)
for all σ ∈ Temp(M). Consequently, we only need to show the following
(2.5.1) There exists k > 0 and a continuous semi-norm ν on C(G(F )) such that∣∣∣JQL (σ, f)∣∣∣ 6 ν(f)NM(σ)k
for all σ ∈ Temp(M) and all f ∈ C(G(F )).
It follows from 2.4.7 that we may find two integers k > 0 and r > 0 such that∥∥∥RQL (σ, P )e∥∥∥ 6 ‖iGP (σ,∆rK)e‖NM(σ)k
for all σ ∈ Temp(M) and all e ∈ iGP (σ)
∞.
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Let σ ∈ Temp(M) and f ∈ C(G(F )). For all ρ ∈ K̂, let us fix an orthonormal basis Bρ(σ)
of iGP (σ)(ρ) (the ρ isotypic component of i
G
P (σ)). Then, for every integer ℓ > 1, we have∣∣∣JQL (σ, f)∣∣∣ = ∣∣Trace (RM (σ, P )iGP (σ, f))∣∣
6
∑
ρ∈K̂
∑
e∈Bρ(σ)
∣∣(RM (σ, P )iGP (σ, f)e, e)∣∣
6 NM(σ)k
∑
ρ∈K̂
∑
e∈Bρ(σ)
∥∥iGP (σ, L(∆rK)f)e∥∥
= NM(σ)k
∑
ρ∈K̂
∑
e∈Bρ(σ)
c(ρ)−ℓ
∥∥iGP (σ, L(∆rK)R(∆ℓK)f)e∥∥
By 2.2.7, there exists a continuous semi-norm νℓ on C(G(F )) which doesn’t depend on σ and
such that the sum above is bounded by
νℓ(f)N
M(σ)k
∑
ρ∈K̂
∑
e∈Bρ(σ)
c(ρ)−ℓ
and by 2.2.2, if ℓ is sufficiently large the sum above is absolutely convergent and bounded
by a constant independent of σ. This shows 2.5.1 and ends the proof of the lemma. 
2.6 Matricial Paley-Wiener theorem and Plancherel-Harish-Chandra
theorem
Let us define Xtemp(G) to be the set of isomorphism classes of tempered representations of
G(F ) which are of the form iGM (σ) where M is a Levi subgroup of G and σ ∈ Π2(M) is
a square-integrable representation. According to Harish-Chandra two such representations
iGM(σ) and i
G
M ′(σ
′) are isomorphic if and only if the pairs (M,σ) and (M ′, σ′) are conjugate
under G(F ). Let M be a set of representatives for the conjugacy classes of Levi subgroups
of G. Then, Xtemp(G) is naturally a quotient of
X˜temp(G) =
⊔
M∈M
⊔
O∈Π2(M)/iA∗M,F
O
which has a natural structure of real smooth manifold since each orbit O ∈ {Π2(M)} is a
quotient of iA∗M,F by a finite subgroup hence is naturally a real smooth manifold. We equip
Xtemp(G) with the quotient topology. Note that the connected components of Xtemp(G) are
the image of unramified classes O ∈ {Π2(M)}, M ∈ M. The following is due to Harish-
Chandra (cf. Theorem VIII.1.2 of [Wa2])
(2.6.1) If F is p-adic, then for every compact-open subgroup K ⊂ G(F ) the set
{π ∈ Xtemp(G); π
K 6= 0}
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is relatively compact in Xtemp(G) (i.e., is contained in the union of a finite number of
components).
Let V be a locally convex topological vector space. We will say of a function f : Xtemp(G)→
V that it is smooth if the pullback of f to X˜temp(G) is a smooth function. We will denote
by C∞(Xtemp(G), V ) the space of smooth functions on Xtemp(G) taking values in V . We will
also simply set C∞(Xtemp(G)) = C∞(Xtemp(G),C).
We define a regular Borel measure dπ on Xtemp(G) by requesting that
∫
Xtemp(G)
ϕ(π)dπ =
∑
M∈M
|W (G,M)|−1
∑
O∈Π2(M)/iA∗M,F
[iA∨M,σ : iA
∨
M,F ]
−1
∫
iA∗M,F
ϕ(iGP (σλ))dλ
for all ϕ ∈ Cc(Xtemp(G)), where for all M ∈ M we have fixed P ∈ P(M) and for all
O ∈ {Π2(M)} we have fixed a base-point σ ∈ O.
For all π = iGM(σ) ∈ Xtemp(G), we set µ(π) = d(σ)j(σ)
−1. This quantity really only depends
on π since another pair (M ′, σ′) yielding π, where M ′ is a Levi subgroup and σ′ ∈ Π2(M ′),
is G(F )-conjugate to (M,σ).
Assume that F = R. Recall that we defined in Section 2.2 a norm NG on the set of
(isomorphism classes of) tempered representations of G(F ). By 2.2.8, 2.4.1 and 2.3.1, there
exists k > 0 such that µ(π) ≪ NG(π)k for all π ∈ Xtemp(G). The following basic estimate
will be used several times:
(2.6.2) There exists an integer k > 1 such that the integral∫
Xtemp(G)
NG(π)−kdπ
is absolutely convergent.
We are now going to define a space of functions C∞(Xtemp(G), E(G)). The elements of
that space are certain assignments T : π ∈ Temp(G) 7→ Tπ ∈ End(π)∞ (notice that for
all π ∈ Temp(G), the space End(π)∞ is well-defined up to a unique isomorphism). First,
we extend such an assignment to all (isomorphism classes of) tempered representations by
π = π1 ⊕ . . .⊕ πk 7→ Tπ = Tπ1 ⊕ . . .⊕ Tπk ∈ End(π)
∞ where the πi’s are irreducible. Let us
fix a maximal compact subgroup K of G(F ) which is special in the p-adic case. We may now
define C∞(Xtemp(G), E(G)) as the space of functions π ∈ Temp(G) 7→ Tπ ∈ End(π)∞ such
that for any parabolic subgroup P = MU and for all σ ∈ Π2(M), setting πK = iKP∩K(σ|P∩K)
and πλ = i
G
P (σλ) for all λ ∈ iA
∗
M , the function
λ ∈ iA∗M 7→ Tπλ ∈ End(πλ)
∞ ≃ End(πK)∞
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is smooth.
We define a subspace C(Xtemp(G), E(G)) of C∞(Xtemp(G), E(G)) as follows. This is the
subspace of sections T ∈ C∞(Xtemp(G), E(G)) such that
• in the p-adic case: Supp(T ) = {π ∈ Xtemp(G); Tπ 6= 0} is compact (i.e., is contained
in a finite union of connected components);
• in the real case: for every parabolic subgroup P = MU and for every differential
operator with constant coefficient D on iA∗M the function
DT : σ ∈ Π2(M) 7→ Dλ
(
λ 7→ TiGP (σλ) ∈ End(i
K
P∩K(σ))
∞
)
has the property that
pD,u,v,k(T ) = sup
σ∈Π2(M)
|||(DT )σ|||u,vN(σ)
k <∞
for all u, v ∈ U(k) and all k ∈ N.
We equip the space C(Xtemp(G), E(G)) with a locally convex topology as follows. If F = R,
it is the topology defined by the semi-norms pD,u,v,k for all D, u, v and k as above. If F is
p-adic, we remark that C(Xtemp(G), E(G)) is naturally a subspace of⊕
M∈M
⊕
O∈{Π2(M)}
C∞
(
iA∗M,F ,End(i
K
KP
(σKP ))
∞)(2.6.3)
where for allM ∈M we have fixed a parabolic subgroup P ∈ P(M) and for allO ∈ {Π2(M)}
we have fixed a base-point σ ∈ O. The spaces C∞
(
iA∗M,F ,End(i
K
KP
(σKP ))
∞) have natural
locally convex topologies. We endow the space 2.6.3 with the direct sum topology and
C(Xtemp(G), E(G)) with the subspace topology.
We will need the following strong version of the Harish-Chandra Plancherel formula also
called matricial Paley-Wiener theorem (cf. Theorem VII.2.5 and Theorem VIII.1.1 of [Wa2]
in the p-adic case and [A2], [A8] in the real case).
Theorem 2.6.1 (i) The map f ∈ C(G) 7→ (π ∈ Temp(G) 7→ π(f) ∈ End(π)∞) induces a
topological isomorphism C(G) ≃ C(Xtemp(G), E(G)).
(ii) The inverse of that isomorphism is given by sending T ∈ C(Xtemp(G), E(G)) to the
function fT defined by
fT (g) =
∫
Xtemp(G)
Trace
(
π(g−1)Tπ
)
µ(π)dπ
Remark: The last integral above is absolutely convergent by 2.2.5 and 2.7.2.
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2.7 Elliptic representations and the space X (G)
Denote by Rtemp(G) the space of complex virtual tempered representations of G(F ), that is
Rtemp(G) is the complex vector space with basis Temp(G). We may extend almost all our
constructions to virtual representations. In particular:
• We extend the action of iA∗G,F by linearity to Rtemp(G);
• Let M be a Levi subgroup of G. Then the functor iGM extends by linearity to give
a linear map iGM(.) : Rtemp(M) → Rtemp(G). Also, we extend the weighted character
σ 7→ JQL (σ, .) (L ∈ L(M), Q ∈ F(L)) of Section 2.5 by linearity to Rtemp(M);
• If F = R, we extend the norm NG to Rtemp(G) by
NG(λ1π1 + . . .+ λkπk) = max
(
|λ1|N
G(π1), . . . , |λk|N
G(πk)
)
• We will denote by π 7→ π the unique conjugate-linear extension of π ∈ Temp(G) 7→
π ∈ Temp(G) to Rtemp(G).
In [A4], Arthur defines a set Tell(G) of virtual tempered representations of G(F ), that we
will denote by Xell(G) in this paper. The elements of Xell(G) are actually well-defined
only up to a scalar of module 1. That is, we have Xell(G) ⊂ Rtemp(G)/S1. These are
the so-called elliptic representations. Let us recall their definition. Let P = MU be a
parabolic subgroup of G and σ ∈ Π2(M). For all g ∈ G(F ), we define gσ to be the
representation of gM(F )g−1 given by (gσ)(m′) = σ(g−1m′g) for all m′ ∈ gM(F )g−1. Denote
by NormG(F )(σ) the subgroup of elements g ∈ NormG(F )(M) such that gσ ≃ σ and set
W (σ) = NormG(F )(σ)/M(F ). Fix P ∈ P(M). Then, we may associate to every w ∈ W (σ) an
unitary endomorphism RP (w) of the representation i
G
P (σ) that is well-defined up to a scalar
of module 1 as follows. Choose a lift w˜ ∈ NormG(F )(σ) of w and an unitary endomorphism
A(w˜) of σ such that σ(w˜−1mw˜) = A(w˜)−1σ(m)A(w˜) for all m ∈ M(F ). We define the
operator RP (w) : i
G
P (σ)
∞ → iGP (σ)
∞ as the composition RP |wPw−1(σ) ◦ A(w˜) ◦ λ(w˜), where
• λ(w˜) is the isomorphism iGP (σ) ≃ i
G
wPw−1(w˜σ) given by (λ(w˜)e)(g) = e(w˜
−1g);
• A(w˜) is the isomorphism iGwPw−1(w˜σ) ≃ i
G
wPw−1(σ) given by (A(w˜)e)(g) = A(w˜)e(g);
• RP |wPw−1(σ) : iGwPw−1(σ)
∞ → iGP (σ)
∞ is the normalized intertwining operator defined
in Section 2.4.
We immediately check that RP (w) is G(F )-equivariant and that it depends on all the choices
(w˜, A(w˜) and the normalization of the intertwining operator RP |wPw−1(σ)) only up to a scalar
of module 1. We associate to any w ∈ W (σ) a virtual tempered representation iGM(σ, w),
well-defined up to a scalar of module 1, by setting
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iGM(σ, w) =
∑
λ∈C
λ iGP (σ, w, λ)
where for all λ ∈ C, iGP (σ, w, λ) denotes the subrepresentation of i
G
P (σ) where RP (w) acts
by multiplication by λ (as is indicated in the notation this definition doesn’t depend on
the choice of P ). Let W0(σ) be the subgroup of elements w ∈ W (σ) such that RP (w) is
a scalar multiple of the identity and let W (σ)reg be the subgroup of elements w ∈ W (σ)
such that AwM = AG. We will say that the virtual representation i
G
M (σ, w), w ∈ W (σ), is
elliptic if W0(σ) = {1} and w ∈ W (σ)reg. The set Xell(G) is the set of all virtual elliptic
representations (well-defined up to multiplication by a scalar of module 1) that are obtained
in this way. Let π ∈ Xell(G) and write π = iGM(σ, w) with M , σ and w ∈ W (σ)reg as before.
Then we set
D(π) = |det(1− w)AGM |
−1|W (σ)w|−1
where W (σ)w denotes the centralizer of w in W (σ). This number doesn’t depend on the
particular choice of M , σ and w representing π because any other choice yielding π will
be G(F )-conjugate to (M,σ, w). The set Xell(G) satisfies the following important property.
Denote by Rell(G) the subspace of Rtemp(G) generated by Xell(G) and denote by Rind(G)
the subspace of Rtemp(G) generated by the image of all the linear maps i
G
M : Rtemp(M) →
Rtemp(G) for M a proper Levi subgroup of G. Then we have the decomposition
Rtemp(G) = Rind(G)⊕ Rell(G)(2.7.1)
The set Xell(G) is invariant under unramified twists. We will denote by Xell(G)/iA∗G,F the
set of unramified orbits in Xell(G). Also, we will denote by X ell(G) the inverse image of
Xell(G) in Rtemp(G). This set is invariant under multiplication by S1.
We define X (G) to be the subset of Rtemp(G)/S1 consisting of virtual representations of the
form iGM (σ) where M is a Levi subgroup of G and σ ∈ Xell(M). Also, we will denote by
X (G) the inverse image of X (G) in Rtemp(G). Hence, the fibers of the natural projection
X (G)→ X (G) are all isomorphic to S1. LetM be a set of representatives for the conjugacy
classes of Levi subgroups of G. Then, X (G) is naturally a quotient of⊔
M∈M
⊔
O∈Xell(M)/iA∗M,F
O
This defines, as for Xtemp(G), a structure of topological space on X (G). We also define a
regular Borel measure dπ on X (G) by requesting that
∫
X (G)
ϕ(π)dπ =
∑
M∈M
|W (G,M)|−1
∑
O∈Xell(M)/iA∗M,F
[iA∨M,σ : iA
∨
M,F ]
−1
∫
iA∗M,F
ϕ(iGM(σλ))dλ
62
for all ϕ ∈ Cc(Xell(G)), where we have fixed a base point σ ∈ O for every orbit O ∈
Xell(M)/iA∗M,F . We will need the following:
(2.7.2) If F = R, there exists an integer k > 0 such that the integral∫
X (G)
NG(π)−kdπ
is absolutely convergent.
Finally, we extend the function π 7→ D(π) to X (G) by setting D(π) = D(σ) for π = iGM(σ),
where M is a Levi subgroup and σ ∈ Xell(M).
3 Harish-Chandra descent
In this chapter, we collect some well-known facts concerning Harish-Chandra’s technique
of descent which are scattered over the literature. In this paper, we will use three types
of descent. First, there is the semi-simple descent for the group or its Lie algebra which
allows to localize functions or distributions near a semi-simple conjugacy class. This is the
object of Section 3.2. Then, there is the descent from the group to its Lie algebra which
is covered in Section 3.3. Finally, in Section 3.4 we will discuss Harish-Chandra’s notion
of parabolic descent or more precisely its dual form which allows to parabolically induce
invariant distributions. In Section 3.1, we set up notations and record basic properties of
spaces of invariant functions/distributions and algebras of differential operators acting on
those.
3.1 Invariant analysis
Let ω ⊆ g(F ) (resp. Ω ⊆ G(F )) be a completely G(F )-invariant open subset (see Section
1.7 for this notion). We will denote by C∞(ω)G (resp. C∞(Ω)G) the space of smooth and
G(F )-invariant functions on ω (resp. Ω). It is a closed subspace of C∞(ω) (resp. C∞(Ω)) and
we endow it with the induced locally convex topology. The notation D′(ω)G (resp. D′(Ω)G)
will stand for the space of G(F )-invariant distributions on ω (resp. Ω). We will also denote
by S(ω) (resp. S(Ω)) the space of all functions f ∈ S(g(F )) (resp. f ∈ S(G(F ))) such that
Supp(f)G ⊆ ω (resp. Supp(f)G ⊆ Ω).
Assume now that F = R. For each integer n > 0, we will denote by Diff∞6n(ω)
G (resp.
Diff∞6n(Ω)
G) the space of smooth invariant differential operators on ω (resp. on Ω) that are
of order less than n. It is a closed subspace of Diff∞6n(ω) (resp. of Diff
∞
6n(Ω)) and we endow
it with the induced locally convex topology. We will set
Diff∞(ω)G =
⋃
n>0
Diff∞6n(ω)
G (resp. Diff∞(Ω)G =
⋃
n>0
Diff∞6n(Ω)
G)
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and we equip this space with the direct limit topology. We define
J∞(ω) = {D ∈ Diff∞(ω)G; DT = 0 ∀T ∈ D′(ω)G}(
resp. J∞(Ω) = {D ∈ Diff∞(Ω)G; DT = 0 ∀T ∈ D′(Ω)G}
)
and set
Diff∞(ω)G = Diff∞(ω)G/J∞(ω)
(
resp. Diff∞(Ω)G = Diff∞(Ω)G/J∞(Ω)
)
Note that we have a natural action of Diff∞(ω)G (resp. Diff∞(Ω)G) on D′(ω)G (resp. D′(Ω)G).
For all n > 0, we will also denote by Diff6n(g)
G the space of invariant differential operators
with polynomial coefficients on g(F ) of order less than n and we will set
Diff(g)G =
⋃
n>0
Diff6n(g)
G
Note that I(g) and I(g∗) are both naturally subalgebras of Diff(g)G. We define
J (g) = {D ∈ Diff(g)G; DT = 0 ∀T ∈ D′(g(F ))G}
and we will denote by Diff(g)G the quotient Diff(g)G/J (g).
Proposition 3.1.1 (i) Let ω ⊆ g(F ) (resp. Ω ⊆ G(F )) be a completely G(F )-invariant
open subset. Then, there exists a sequence (ωn)n>1 (resp. (Ωn)n>1) of completely G(F )-
invariant open subsets of ω (resp. Ω) such that
• ω =
⋃
n>1
ωn (resp. Ω =
⋃
n>1
Ωn);
• For all n > 1, ωn (resp. Ωn) is compact modulo conjugation and included in ωn+1
(resp. Ωn+1).
(ii) Let (ωi)i∈I (resp. (Ωi)i∈I) be a family of completely G(F )-invariant open subsets and
L ⊆ g(F ) (resp. L ⊆ G(F )) an invariant compact modulo conjugation subset such that
L ⊆
⋃
i∈I
ωi
(
resp. L ⊆
⋃
i∈I
Ωi
)
Then, there exist a finite subset J ⊆ I and functions ϕj ∈ C∞(ωj)G (resp. ϕj ∈
C∞(Ωj)G) such that
• For all j ∈ J , 0 6 ϕj 6 1 and Suppωj (ϕj) (resp. SuppΩj(ϕj)) is compact modulo
conjugation.
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•
∑
j∈J
ϕj = 1 on some invariant neighborhood of L.
(iii) Let L ⊆ g(F ) (resp. L ⊆ G(F )) be invariant and compact modulo conjugation. Then,
there exist two constants c > 0 and m > 1 and a compact subset K ⊆ g(F ) (resp.
K ⊆ G(F )) such that for all X ∈ L (resp. g ∈ L) there exists an element γ ∈ G(F )
satisfying the two following conditions
• ‖γ‖ 6 c‖X‖m (resp. ‖γ‖ 6 c‖g‖m);
• γ−1Xγ ∈ K (resp. γ−1gγ ∈ K).
(iv) Let ϕ ∈ C∞(g(F ))G (resp. ϕ ∈ C∞(G(F ))G) be compactly supported modulo conju-
gation. Then, multiplication by ϕ preserves S(g(F )) (resp. preserves S(G(F ))), that
is: for all f ∈ S(g(F )) (resp. for all f ∈ S(G(F ))), we have ϕf ∈ S(g(F )) (resp.
ϕf ∈ S(G(F ))).
(v) Assume that F = R and let ω ⊆ g(F ) be a completely G(F )-invariant open subset.
Then, for every integer n > 0, there exists a finite family {D1, . . . , Dk} ⊆ Diff6n(ω)G
such that the linear map
(
C∞(ω)G
)k
→ Diff∞6n(ω)
G
(ϕ1, . . . , ϕk) 7→ ϕ1D1 + . . .+ ϕkDk
is a topological isomorphism (in particular the C∞(ω)G-module Diff∞6n(ω)
G is free of
finite rank).
(vi) Still assuming that F = R. the C-algebra Diff(g)G is generated by the image of I(g)
and I(g∗).
Proof: (i) is contained in Lemma 2.2.1 of [Bou2] and Lemma 2.2.2 of [Bou1] whereas (ii)
follows from Lemma 2.3.1 of [Bou2] and Lemma 2.3.1 of [Bou1].
(iii) We prove it for the group the proof for the Lie algebra being similar and easier. Let
Pmin =MminUmin be a minimal parabolic subgroup of G and Amin = AMmin be the split
part of the center of Mmin. Set
A+min = {a ∈ A
+
min; |α(a)| 6 1 ∀α ∈ R(Amin, Pmin)}
Then by the Cartan decomposition, there exists a compact subset CG ⊆ G(F ) such
that
G(F ) = CGA
+
minCG
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Let L ⊆ G(F ) be invariant and compact modulo conjugation and fix a compact subset
KG ⊆ G(F ) such that L = (KG)G. Replacing KG by (KG)CG if necessary, we may
assume that L = (KG)A
+
minCG . Since CG is compact, it suffices to show the following
(3.1.1) There exists a constant c > 0 such that for all g ∈ KG and all a ∈ A
+
min, there
exists a′ ∈ A+min satisfying the three following conditions
a′−1a ∈ A+min, σ(a
′) 6 cσ(a−1ga) and σ(a′a−1gaa′−1) 6 c
We prove this by induction on dim(G), the case where G is a torus being trivial. Denote
by Pmin = MminUmin the parabolic subgroup opposite to Pmin with respect to Mmin.
Choose δ > 0 and set
AQ,+min (δ) = {a ∈ A
+
min; |α(a)| > e
δσ(a) ∀α ∈ R(Amin, UQ)}
for every parabolic subgroup Q = MQUQ ⊇ Pmin. If δ is chosen sufficiently small, and
we will assume that it is so in what follows, the complement of
⋃
Pmin⊆Q6=G
AQ,+min (δ)
in A+min is compact. Hence, to get 3.1.1 it suffices to prove the following for every
parabolic subgroup Pmin ⊆ Q 6= G
(3.1.2) There exists c = cQ > 0 such that for all g ∈ KG and all a ∈ A
Q,+
min (δ), there
exists a′ ∈ A+min satisfying the three following conditions
a′−1a ∈ A+min, σ(a
′) 6 cσ(a−1ga) and σ(a′a−1gaa′−1) 6 c
Fix such a parabolic subgroup Q = MUQ, where M is the only Levi component of
Q containing Mmin, and let Q = MUQ be the parabolic subgroup opposite to Q with
respect to M . Fix also ǫ > 0, that we will assume sufficiently small in what follows,
and set
KQǫ,a = KG ∩
(
UQ[< ǫσ(a)]M [< ǫσ(a)]aUQ[< ǫσ(a)]a
−1)
for all a ∈ Amin(F ). By Lemma 1.3.1(i) and since KG is compact, there exists c0 > 0
such that σ(a) 6 c0σ(a
−1ga) for all a ∈ AQ,+min (δ) and all g ∈ KG\K
Q
ǫ,a. Hence, we
only need to prove the existence of c > c0 such that 3.1.2 holds for all a ∈ A
Q,+
min (δ)
and all g ∈ KQǫ,a (otherwise, we just take a
′ = a). Choosing ǫ > 0 sufficiently small,
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we may assume that the subsets aUQ[< ǫσ(a)]a
−1 remain uniformly bounded as a
varies in AQ,+min (δ). Then, there exists compact subsets KU ⊆ UQ(F ), KM ⊆ M(F ) and
KU ⊆ UQ(F ) such that
KQǫ,a ⊆ KUKMKU
for all a ∈ AQ,+min (δ). Since the subsets a
−1KUa remain uniformly bounded for a ∈ A
+
min,
to get 3.1.2 we only need to show the following
(3.1.3) There exists c > 0 such that for all m ∈ KM , all u ∈ KU and all a ∈ A
+
min, there
exists a′ ∈ A+min satisfying the three following conditions
a′−1a ∈ A+min, σ(a
′) 6 cσ(a−1mua) and σ(a′a−1muaa′−1) 6 c
Since σ(mu) ∼ σ(m)+σ(u) for all m ∈M(F ) and all u ∈ UQ(F ) and σ(aua
−1)≪ σ(u)
for all u ∈ UQ(F ) and all a ∈ A
+
min, the last claim will follow from the combination of
the two next facts
(3.1.4) There exists cU > 0 such that for all u ∈ KU and all a ∈ A
+
min, there exists
a′ ∈ A+min satisfying the three following conditions
a′−1a ∈ A+min, σ(a
′) 6 cUσ(a−1ua) and σ(a′a−1uaa′
−1
) 6 cU
(3.1.5) There exists cM > 0 such that for all m ∈ KM and all a ∈ A
+
min, there exists
a′ ∈ A+min satisfying the three following conditions
a′−1a ∈ A+min, σ(a
′) 6 cMσ(a−1ma) and σ(a′a−1maa′
−1
) 6 cM
The proof of 3.1.4 is easy and left to the reader. The point 3.1.5 follows from the
induction hypothesis applied to M . Indeed, by the induction hypothesis there exists
cM > 0 such that for all m ∈ KM and all a ∈ A
+
min, there exists a
′ ∈ AM,+min such that
a′−1a ∈ AM,+min , σ(a
′) 6 cMσ(a
−1ma) and σ(a′a−1maa′−1) 6 cM(3.1.6)
where we have set
AM,+min = {a ∈ Amin(F ); |α(a)| 6 1 ∀α ∈ R(Amin,M ∩ Pmin)}
Denote by ∆ ⊆ R(Amin, Pmin) the subset of simple roots and set ∆Q = ∆∩R(Amin, UQ).
Let AGM = {a ∈ AM ; χ(a) = 1 ∀χ ∈ X
∗(G)} and A∆Qmin = {a ∈ Amin; α(a) = 1 ∀α ∈
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∆Q}. The multiplication map A
G
M × A
∆Q
min → Amin is an isogeny. Hence, since A
G
M(F )
is in the center of M(F ), up to increasing the constant cM we see that for all m ∈ KM
and all a ∈ A+min, we can find a
′ ∈ A∆Q,+min = A
∆Q
min(F ) ∩ A
M,+
min satisfying 3.1.6. But
obviously A
∆Q,+
min ⊆ A
+
min and for all a ∈ A
+
min and a
′ ∈ A∆Q,+min the first condition of 3.1.6
is equivalent to a′−1a ∈ A+min. This proves 3.1.5 and ends the proof of (iii).
(iv) This is clear in the p-adic case. Assume that F = R. Then the result will follow at
once from the following fact which is an easy consequence of (iii)
(3.1.7) For all u ∈ I(g) (resp. u ∈ U(g)), there exists N > 1 such that we have
|(∂(u)ϕ) (X)| ≪ ‖X‖N (resp. |(R(u)ϕ) (g)| ≪ ‖g‖N)
for all X ∈ g(F ) (resp. for all g ∈ G(F )).
(v) By Corollaire 3.7 of [Bou3], the C∞(ω)G-module Diff∞6n(ω)
G is free of finite rank and
we can find a basis consisting of elements of Diff6n(g)
G. Fix such a basis (D1, . . . , Dk)
then the linear map
(
C∞(ω)G
)k
→ Diff∞6n(ω)
G
(ϕ1, . . . , ϕk) 7→ ϕ1D1 + . . .+ ϕkDk
is continuous and bijective. Since both
(
C∞(ω)G
)k
and Diff∞6n(ω)
G are Fre´chet spaces,
by the open mapping theorem, this is a topological isomorphism.
(vi) This follows from Theorem 1, Theorem 3 and Theorem 5 of [LS] 
3.2 Semi-simple descent
Let X ∈ gss(F ). An open subset ωX ⊆ gX(F ) will be called G-good if it is completely
GX(F )-invariant and if moreover the map
ωX ×
GX(F ) G(F )→ g(F )(3.2.1)
(Y, g) 7→ g−1Y g
induces an F -analytic isomorphism between ωX×GX (F )G(F ) and ωGX , where ωX×
GX(F )G(F )
(the contracted product) denotes the quotient of ωX ×G(F ) by the free GX(F )-action given
by
gX · (Y, g) = (gXY g
−1
X , gXg), gX ∈ GX(F ), (Y, g) ∈ ωX ×G(F )
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The Jacobian of the map 3.2.1 at (Y, g) ∈ ωX ×
GX (F ) G(F ) is equal to
ηGX(Y ) =
∣∣det ad(Y )|g/gX ∣∣
It follows that an open subset ωX ⊆ gX(F ) is G-good if and only if the following conditions
are satisfied
• ωX is completely GX(F )-invariant;
• For all Y ∈ ωX , we have ηGX(Y ) 6= 0
• For all g ∈ G(F ), the intersection g−1ωXg ∩ωX is nonempty if and only if g ∈ GX(F ).
Let ωX ⊆ gX(F ) be a G-good open neighborhood ofX and set ω = ωGX . Then ω is completely
G(F )-invariant (since ωX is completely GX(F )-invariant). Moreover, the completely G(F )-
invariant open subsets obtained in this way form a basis of neighborhood for X in the
invariant topology. We have the integration formula
∫
ω
f(Y )dY =
∫
GX(F )\G(F )
∫
ωX
f(g−1Y g)ηGX(Y )dY dg(3.2.2)
for all f ∈ L1(ω). For every function f defined on ω, we will denote by fX,ωX the func-
tion on ωX given by fX,ωX (Y ) = η
G
X(Y )
1/2f(Y ). The map f 7→ fX,ωX induces topological
isomorphisms
C∞(ω)G ≃ C∞(ωX)GX C∞(ωreg)G ≃ C∞(ωX,reg)GX
(Note that ωX ∩ gX,reg(F ) = ωX ∩ greg(F ) so that the notation ωX,reg is unambiguous). We
also have an isomorphism
D′(ω)G ≃ D′(ωX)GX
T 7→ TX,ωX
where for T ∈ D′(ω)G, TX,ωX is the unique GX(F )-invariant distribution on ωX such that
〈T, f〉 =
∫
GX(F )\G(F )
〈TX,ωX , (
gf)X,ωX〉dg
for all f ∈ C∞c (ω). If f is a locally integrable and invariant function on ω, then by the
integration formula 3.2.2, fX,ωX is also locally integrable and we have
(Tf)X,ωX = TfX,ωX
Let x ∈ Gss(F ). We define similarly the notion of G-good open subset of Gx(F ). More
precisely, an open subset Ωx ⊆ Gx(F ) is G-good if it is completely ZG(x)(F )-invariant and
if moreover the map
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Ωx ×
ZG(x)(F ) G(F )→ G(F )(3.2.3)
(y, g) 7→ g−1yg
induces an F -analytic isomorphism Ωx ×ZG(x)(F ) G(F ) ≃ ΩGx , where this time Ωx ×
ZG(x)(F )
G(F ) denotes the quotient of Ωx ×G(F ) by the free ZG(x)(F ) action given by
gx · (y, g) = (gxyg
−1
x , gxg), gx ∈ ZG(x)(F ), (y, g) ∈ Ωx ×G(F )
The Jacobian of the map 3.2.3 at (y, g) is given by
ηGx (y) =
∣∣∣det (1−Ad(y))|g/gx∣∣∣(3.2.4)
Thus, an open subset Ωx ⊆ Gx(F ) is G-good if and only if the following conditions are
satisfied
• Ωx is completely ZG(x)(F )-invariant;
• For all y ∈ Ωx, we have η
G
x (y) 6= 0
• For all g ∈ G(F ), the intersection g−1Ωxg∩Ωx is nonempty if and only if g ∈ ZG(x)(F ).
Let Ωx ⊆ Gx(F ) be a G-good open subset and set Ω = Ω
G
x . We have the integration formula
∫
Ω
f(y)dy =
∫
ZG(x)(F )\G(F )
∫
Ωx
f(g−1yg)ηGx (y)dydg(3.2.5)
= [ZG(x)(F ) : Gx(F )]
−1
∫
Gx(F )\G(F )
∫
Ωx
f(g−1yg)ηGx (y)dydg
for all f ∈ L1(Ω). For every function f on Ω, we will denote by fx,Ωx the function on
Ωx defined by fx,Ωx(y) = η
G
x (y)
1/2f(y). Again, the map f 7→ fx,Ωx induces topological
isomorphisms
C∞(Ω)G ≃ C∞(Ωx)ZG(x) C∞(Ωreg)G ≃ C∞(Ωx,reg)ZG(x)
which extend to an isomorphism
D′(Ω) ≃ D′(Ωx)ZG(x)
Finally if F = R, we may also descend invariant differential operators. The result is sum-
marized in the next lemma. We just need to introduce first some notation. Recall that
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for all X ∈ gss(F ) and all x ∈ Gss(F ), the Harish-Chandra isomorphisms induces injective
C-algebra homomorphisms
I(g∗)→ I(g∗X) I(g)→ I(gX) Z(g)→ Z(gx)
p 7→ pGX u 7→ uGX z 7→ zGx
(cf. Section 1.1). We shall denote these homomorphisms simply by p 7→ pX , u 7→ uX and
z 7→ zx respectively. Note that the image of z 7→ zx is included in Z(gx)ZG(x).
Lemma 3.2.1 Assume that F = R.
(i) Let X ∈ gss(F ) and let ωX ⊆ gX(F ) be a G-good open subset. Set ω = ωGX . Then, there
exists a unique topological isomorphism
Diff∞(ω)G ≃ Diff∞(ωX)GX
D 7→ DX,ωX
such that for all T ∈ D′(ω)G and all D ∈ Diff∞(ω)G, we have
(DT )X,ωX = DX,ωXTX,ωX(3.2.6)
Moreover, we have
(∂(u))X,ωX = ∂(uX) and (p)X,ωX = pX(3.2.7)
for all u ∈ I(g) and all p ∈ I(g∗). In particular, by Proposition 3.1.1(vi), the image of
Diff(g)G by the map D 7→ DX,ωX lies in Diff(gX)
GX .
(ii) Let x ∈ Gss(F ) and let Ωx ⊆ Gx(F ) be a G-good open subset. Set Ω = ΩGx . Then, there
exists a unique topological isomorphism
Diff∞(Ω)G ≃ Diff∞(Ωx)ZG(x)
D 7→ Dx,Ωx
such that for all T ∈ D′(Ω)G and all D ∈ Diff∞(Ω)G, we have
(DT )x,Ωx = Dx,ΩxTx,Ωx(3.2.8)
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Moreover, we have
(z)x,Ωx = zx(3.2.9)
for all z ∈ Z(g).
Proof:
(i) Since T 7→ TX,ωX is an isomorphism D
′(ω)G ≃ D′(ωX)GX , for all D ∈ Diff
∞(ω)G there
exists at most one operatorDX,ωx ∈ Diff
∞(ωX)GX such that the relation 3.2.6 is satisfied
for all T ∈ D′(ω)G. Moreover, such an operator is constructed in Theorem 11 p.30
of [Va] (although in this reference only analytic differential operators are considered,
the construction applies equally well to smooth differential operators). This yields an
injective linear map
Diff∞(ω)G → Diff∞(ωX)GX
D 7→ DX,ωX
and we need to prove that it is a topological isomorphism. Since both Diff∞(ω)G and
Diff∞(ωX)GX are LF spaces, by the open mapping theorem, we only need to construct a
continuous right inverse to the previous linear map. Actually, we are going to construct
a continuous linear map
Diff∞(ωX)GX → Diff
∞(ω)G
D 7→ Dω
such that
(
Dω
)
X,ωX
= D
for all D ∈ Diff∞(ωX)GX , where we have denoted by D and Dω the image of D and Dω
in Diff∞(ωX)GX and Diff
∞(ω)G respectively. The construction is as follows. A smooth
differential operator D on ωX (resp. on ω) may be seen as map Y ∈ ωX 7→ DY ∈ S(gX)
(resp. Y ∈ ω 7→ DY ∈ S(g)) which has its image in a finite dimensional subspace and
is smooth, the action of D on smooth functions being given by
(Df)(Y ) = (∂(DY )f)(Y )
for all f ∈ C∞(ωX) (resp. f ∈ C∞(ω)) and all Y ∈ ωX (resp. Y ∈ ω). Let D ∈
Diff∞(ωX)GX be an invariant and smooth differential operator on ωX . We first associate
to D a differential operator D♮ω on ω by setting
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D♮ω,Y = g
−1DY ′g ∈ S(g)
for all Y ∈ ω, where g ∈ G(F ) and Y ′ ∈ ωX are any elements such that Y = g−1Y ′g.
Since D is invariant and ωX is G-good, this definition doesn’t depend on the choice
of g and Y ′ and D♮ω is a smooth invariant differential operator on ω. The function
ηGX ∈ C
∞(ωX)GX uniquely extends to a smooth and invariant function on ω. Still
denoting by ηGX this extension, we now set
Dω =
(
ηGX
)−1/2
◦D♮ω ◦
(
ηGX
)1/2
for all D ∈ Diff∞(ωX)G. Then it is easy to see that the linear map D 7→ Dω has all the
desired properties.
The second equality of 3.2.7 is obvious whereas the first one follows from Theorem 15
p.30 of [Va].
(ii) Once again, there exists at most one linear map
Diff∞(Ω)G → Diff∞(Ωx)ZG(x)(3.2.10)
D 7→ Dx,Ωx
such that the relation 3.2.8 is satisfied for all D ∈ Diff∞(Ω)G and all T ∈ D′(Ω)G and
such a linear map, if it exists, is necessarily injective. The construction of Proposition
4 p.224 of [Va] proves the existence of such a map, where once again the extension
of the construction of that reference from the analytic case to the smooth case is
straightforward. Moreover, we may construct explicitly, analogously to what has been
done in the proof of (i), a right continuous inverse to 3.2.10. Since both Diff∞(Ω)G and
Diff∞(Ωx)ZG(x) are LF spaces, this proves by the open mapping theorem that 3.2.10 is
a topological isomorphism. The equality 3.2.9 follows from Theorem 12 p.229 of [Va].

Consider the particular case where GX = T , X ∈ gss(F ), is a maximal torus. Then, if
F = R, the lemma provides us with a morphism Diff(g)G → Diff(t) that we shall denote by
D 7→ DT in this particular case. For ω ⊆ g(F ) a completely G(F )-invariant open subset and
f an invariant function on ωreg, we will denote by fT the function on t(F ) ∩ ωreg given by
fT (Y ) = D
G(Y )1/2f(Y ), Y ∈ t(F ) ∩ ωreg
Hence, we have
(Df)T = DTfT
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for all f ∈ C∞(ωreg)G and all D ∈ Diff(g)G. Note that an invariant function f on ωreg is
smooth if and only if fT is a smooth function for every maximal torus T ⊂ G.
Remark: We can extend the definition of G-good open subsets to the case where G is not
necessarily reductive (but is still a connected linear algebraic group over F ). The definition
is as follows. Let x ∈ Gss(F ), an open subset Ωx ⊆ Gx(F ) is G-good if it is invariant by
translation by Gx,u(F ), where Gx,u denotes the unipotent radical of Gx, and if moreover
its image in Gx(F )/Gx,u(F ) = (G/Gu)x(F ) is a G/Gu-good open subset, where this time
Gu denotes the unipotent radical of G. If Ωx ⊆ Gx(F ) is a G-good open subset, then
the map 3.2.3 still induces an F -analytic isomorphism onto Ω = ΩGx whose Jacobian at
(y, g) ∈ Ωx ×ZG(x)(F ) G(F ) is again given by the formula 3.2.4. It follows in particular that
the integration formula 3.2.5 is still valid in this more general setting.
3.3 Descent from the group to its Lie algebra
We will say of an open subset ω ⊆ g(F ) that it is G-excellent, if it satisfies the following
conditions
• ω is completely G(F )-invariant and relatively compact modulo conjugation;
• The exponential map is defined on ω and induces an F -analytic isomorphism between
ω and Ω = exp(ω).
For all X ∈ zG(F ) (in particular X = 0), the G-excellent open subsets containing X form a
basis of neighborhoods of X for the invariant topology.
Let ω ⊆ g(F ) be a G-excellent open subset and set Ω = exp(ω). The Jacobian of the
exponential map
exp : ω → Ω
X 7→ eX
at X ∈ ωss is given by
jG(X) = DG(eX)DG(X)−1(3.3.1)
Hence, we have the integration formula
∫
Ω
f(g)dg =
∫
ω
f(eX)jG(X)dX(3.3.2)
for all f ∈ L1(Ω). For every function f on Ω, we will denote by fω the function on ω defined
by fω(X) = j
G(X)1/2f(eX). The map f 7→ fω induces topological isomorphisms
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C∞(Ω) ≃ C∞(ω) C∞(Ωreg) ≃ C∞(ωreg)
We will also denote by
D′(Ω) ≃ D′(ω)
T 7→ Tω
the isomorphism defined by the relations
〈Tω, fω〉 = 〈T, f〉
for all T ∈ D′(Ω) and all f ∈ C∞c (Ω). By 3.3.2, if f is a locally integrable function on Ω, we
have
(Tf)ω = Tfω
There also exists a unique topological isomorphism
Diff∞(Ω) ≃ Diff∞(ω)
D 7→ Dω
such that (DT )ω = DωTω for all D ∈ Diff
∞(Ω) and all T ∈ D′(Ω). By Theorem 14 p.231 of
[Va], we have
(z)ω = ∂(uz)(3.3.3)
for all z ∈ Z(g) (recall that we are denoting by z 7→ uz the Harish-Chandra isomorphism
Z(g) ≃ I(g)).
We will denote by f 7→ fΩ, T 7→ TΩ and D 7→ DΩ the inverse of the previous isomorphisms.
So for example fΩ(g) = j
G(log(g))−1/2f(log(g)) for all f ∈ C∞(ω) and all g ∈ Ω, where
log : Ω→ ω denotes the inverse of exp.
The exponential map actually also induces an isomorphism between the corresponding
Schwartz spaces. This is the object of the next lemma.
Lemma 3.3.1 Let ω ⊆ g(F ) be a G-excellent open subset and set Ω = exp(ω). Then, the
map f 7→ fω induces a linear isomorphism
S(Ω) ≃ S(ω)
Proof: This is clear in the p-adic case. We assume from now on that F = R. We need to
prove the two following facts
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(3.3.4) For all f ∈ S(Ω), the function fω belongs to S(ω).
(3.3.5) For all f ∈ S(ω), the function fΩ belongs to S(Ω).
We will prove 3.3.4, the proof of 3.3.5 being analog (it suffices to replace exp by log and log
by exp in what follows). Let f ∈ S(Ω). Since ω is relatively compact modulo conjugation,
Supp(f)G is compact modulo conjugation. Hence, there exists a compact subset K0 ⊆ Ω
such that Supp(f)G = KG0 . Then, we have
Supp(fω)
G ⊆ exp−1 (K0)
G
where of course exp−1 (K0) ⊆ ω is compact. Since ω is completely G(F )-invariant, the closure
of exp−1 (K0)
G in g(F ) is still contained in ω. Hence, we have
Supp(fω)G ⊆ ω
and it only remains to show that fω belongs to S(g(F )) i.e., that fω and all its derivatives
are rapidly decreasing. Set LG = Supp(f)G and Lg = Supp(fω)G so that LG and Lg are
invariant and compact modulo conjugation subsets of G(F ) and g(F ) respectively and exp
realizes an homeomorphism Lg ≃ LG. We start by proving that
σg(X) ∼ σ(e
X), for all X ∈ Lg(3.3.6)
Since LG is compact modulo conjugation, by Proposition 3.1.1(iii), we may find a compact
subset K ⊆ LG and two maps
g ∈ LG 7→ γg ∈ G(F )
g ∈ LG 7→ gc ∈ K
such that
g = γ−1g gcγg and σ(γg)≪ σ(g)
for all g ∈ LG. Since log(K) is compact, we have
σg(X) = σg
(
γ−1
eX
log
(
(eX)c
)
γeX
)
≪ σ(γeX)≪ σ(e
X)
for all X ∈ Lg. This proves one half of 3.3.6. The other half can be proved similarly, using
Proposition 3.1.1(iii) for the Lie algebra rather than for the group.
The function jG is bounded on ω (since it is an invariant function on g(F ) and ω is relatively
compact modulo conjugation) and hence, it already follows from 3.3.6 that the function fω
is rapidly decreasing. Let u ∈ S(g). We want to show that the function ∂(u)fω is rapidly
decreasing. Since we have
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∂(u)fω = (∂(u)Ωf)ω
by what we just saw it suffices to prove that the function ∂(u)Ωf is rapidly decreasing (as
a function on G(F )). For all D ∈ Diff∞(Ω) and all g ∈ Ω, let us denote by Dg ∈ U(g) the
unique element such that
(Df ′)(g) = (L(Dg)f ′) (g)
for all f ′ ∈ C∞(Ω). Obviously, if u is of degree k, then we have ∂(u)Ω,g ∈ U6k(g) for all
g ∈ Ω. Let us fix a classical norm |.| on U6k(g). Then, since f is a Schwartz function, to
show that ∂(u)Ωf is rapidly decreasing we only need to prove that there exist c > 0 and
m > 1 such that
|∂(u)Ω,g| 6 c‖g‖
m(3.3.7)
for all g ∈ LG. We have the following easy to check equality
∂(u)Ω,γ−1gγ = γ
−1∂(γuγ−1)Ω,gγ
for all g ∈ Ω and all γ ∈ G(F ). Let us introduce a compact subset K ⊆ LG and functions
g 7→ γg and g 7→ gc as before. Then, by the previous identity, for all g ∈ Ω we have
∂(u)Ω,g = γ
−1
g ∂(γguγ
−1
g )Ω,gcγg
for all g ∈ LG. The inequality 3.3.7 is now easy to deduce from this (note that for all v ∈ S(g),
the function g 7→ ∂(v)Ω,g is bounded on K and for all g ∈ Ω the function v ∈ S(g) 7→ ∂(v)Ω,g
is linear). 
Remark: We can extend the definition of G-excellent open subsets to the case where G is
not necessarily reductive (but is still a connected algebraic group over F ). The definition
is as follows: an open subset ω ⊆ g(F ) is G-excellent if it is invariant by gu(F ), where
gu denotes the Lie algebra of the unipotent radical of G, and if moreover its image in
g(F )/gu(F ) = (g/gu) (F ) is a G/Gu-excellent open subset. If ω ⊆ g(F ) is a G-excellent
subset, then the exponential map still induces an F -analytic isomorphism between ω and
Ω = exp(ω) whose Jacobian at X ∈ ωss is again given by the same formula 3.3.1. It follows
in particular that the integration formula 3.3.2 is still valid in this more general setting.
3.4 Parabolic induction of invariant distributions
Let M be a Levi subgroup of G. Choose a parabolic subgroup P = MU ∈ P(M) and
a maximal compact subgroup K of G(F ) which is special in the p-adic case. Fix a Haar
measure on K such that∫
G(F )
f(g)dg =
∫
M(F )
∫
U(F )
∫
K
f(muk)dkdudm
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for all f ∈ C(G(F )). We define a continuous linear map
C∞c (G(F ))→ C
∞
c (M(F ))
f 7→ f (P )
by setting
f (P )(m) = δP (m)
1/2
∫
K
∫
U(F )
f(k−1muk)dudk
Dually, this defines a linear map
D′(M(F ))→ D′(G(F ))
T 7→ TP
which is uniquely determined by the relations
〈TP , f〉 = 〈T, f
(P )〉
for all T ∈ D′(M(F )) and all f ∈ C∞c (G(F )). For T ∈ D
′(M(F ))M an invariant distribution,
the distribution TP is also invariant and doesn’t depend on the choices of P or K. In this
case, we shall denote this distribution by iGM(T ) and call it the parabolic induction from M
to G of T . If F = R, we have
ziGM (T ) = i
G
M (zMT )(3.4.1)
for all T ∈ D′(M(F ))M and all z ∈ Z(g) (Recall that z 7→ zM denotes the homomorphism
Z(g)→ Z(m) deduced from the Harish-Chandra isomorphism, cf. Section 1.1).
If T = TFM where FM is an invariant and locally integrable function on M(F ), then the
distribution iGM(T ) is also representable by an invariant locally integrable function FG on
G(F ). We shall also write FG = i
G
M(FM). The function FG admits the following description
in terms of FM . Let us denote by Gsreg the subset of strongly regular elements in G (i.e., x ∈
Gsreg if ZG(x) is a torus) and let us fix for each x ∈ Gsreg(F ) a set XM(x) of representatives
for the M(F )-conjugacy classes of elements in M(F ) that are G(F )-conjugate to x. Then,
we have the equality
DG(x)1/2FG(x) =
∑
y∈XM (x)
DM(y)1/2FM(y)(3.4.2)
for almost all x ∈ Gsreg(F ).
If σ ∈ Temp(M) and π = iGM (σ), then we have
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θπ = i
G
M(θσ)(3.4.3)
We define similarly an induction map iGM from the space of invariant distributions on m(F )
to the space of invariant distributions on g(F ). Once again, if FM is an invariant and locally
integrable function on m(F ), the distribution iGM(FM) is also representable by an invariant
function FG and we have
DG(X)1/2FG(X) =
∑
Y ∈XM (X)
DM(Y )1/2FM(Y )(3.4.4)
for almost all X ∈ gsreg(F ), where this time XM(X) is a set of representatives for the
M(F )-conjugacy classes of elements in m(F ) that are G(F )-conjugate to X . We have for
example
iGM
(
ĵM(X, .)
)
= ĵG(X, .)
for all X ∈ m(F )∩ greg(F ). In particular, if G is quasi-split, B is a Borel subgroup of G and
Tqd ⊂ B is a maximal torus, it follows from 3.4.4 that we have
DG(Y )1/2ĵG(Xqd, Y ) =
{ ∑
w∈W (G,Tqd) ψ (B(Xqd, wY )) if Y ∈ tqd,reg(F )
0 if Y /∈ tqd,reg(F )G
(3.4.5)
for all Xqd ∈ tqd,reg(F ) and all Y ∈ greg(F ). Still assuming that G is quasi-split,we have
iGTqd(1) =
∑
O∈Nilreg(g)
ĵ(O, .)
from which it follows that
DG(X)1/2
∑
O∈Nilreg(g)
ĵ(O, X) =
{
|W (G, Tqd)| if X ∈ tqd,reg(F )
0 if X /∈ tqd,reg(F )G
(3.4.6)
for all X ∈ greg(F ). On the maximal torus Tqd, we even have the following more precise
equality
DG(X)1/2ĵ(O, X) = |W (G, Tqd)||Nilreg(g)|
−1(3.4.7)
for all X ∈ tqd,reg(F ) and all O ∈ Nilreg(g). Indeed, by 3.4.6 it suffices to show that for all
O1,O2 ∈ Nilreg(g) we have ĵ(O1, X) = ĵ(O2, X) for allX ∈ tqd,reg(F ). FixO1,O2 ∈ Nilreg(g).
Then, there exists gad ∈ Gad(F ) such that g
−1
ad O1gad = O2, where Gad denotes the adjoint
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group of G. Up to multiplying gad by an element in Im (G(F )→ Gad(F )), we may assume
that g−1ad Bgad = B and g
−1
ad Tqdgad = Tqd. But then gad belongs to Tqd,ad the image of Tqd in
Gad. Hence,we have
ĵ(O1, X) = ĵ(g
−1
ad O1gad, g
−1
adXgad) = ĵ(O2, X)
for all X ∈ tqd,reg(F ) and this proves the claim.
4 Quasi-characters
The goal of this chapter is to define and establish some crucial properties of what we call
quasi-characters on the group G(F ) and its Lie algebra. These are invariant functions which,
in some sense, “locally look like a character”. In the p-adic case, the notion is due to
Waldspurger [Wa1] and in Section 4.1 we recall, following loc. cit., the definition of quasi-
characters and their main properties in this case. The definition in the real case is more
technical and is the object of Sections 4.2 (for the Lie algebra) and 4.4 (for the group). In
Section 4.3, we show (still in the real case) that quasi-characters are locally asymptotic to
linear combinations of Fourier transforms of regular nilpotent orbital integrals (as do usual
characters). In Section 4.5, we associate to any quasi-character θ a function cθ on the set of
semi-simple conjugacy classes and study some of its properties. This should be regarded as a
regularization of the quasi-character at non-regular elements (where it is not usually defined)
and is simply given by averaging the coefficients in the local expansions of θ. In Section 4.6,
we study homogeneous distributions on spaces of quasi-characters of the Lie algebra and
prove some automatic continuity result for them. In Section 4.7, we study the effect of
parabolic induction in the sense of Section 3.4 on quasi-characters. Finally, in Section 4.8
we collect some properties of characters of tempered representations (as special cases of
quasi-characters) and more precisely we recall a well-known link between the coefficients of
the local expansion of such a character at 1 and the existence of Whittaker model for the
corresponding representation (a result due to Rodier [Ro] in the p-adic case and Matumoto
[Mat] in the real case).
4.1 Quasi-characters when F is p-adic
In this section we assume that F is p-adic. The definition and basic properties of quasi-
characters in this case have been established in [Wa1]. We recall them now. Let ω ⊆ g(F )
be a completely G(F )-invariant open subset. A quasi-character on ω is a G(F )-invariant
smooth function θ : ωreg → C satisfying the following condition: for all X ∈ ωss, there exists
ωX ⊆ gX(F ) a G-good open neighborhood of X such that ωGX ⊆ ω and coefficients cθ,O(X)
for all O ∈ Nil(gX) such that we have
θ(Y ) =
∑
O∈Nil(gX )
cθ,O(X)ĵ(O, Y )
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for all Y ∈ ωX,reg. Note that if θ is a quasi-character on ω and f ∈ C
∞(ω)G then fθ is also
quasi-character on ω. We will denote by QC(ω) the space of all quasi-characters on ω and
by QCc(ω) the subspace of quasi-characters on ω whose support (in ω) is compact modulo
conjugation. We will endow QCc(ω) with its finest locally convex topology. Note that we
have a natural isomorphism
QC(ω) ≃ lim←−
ω′
QCc(ω
′)
where ω′ runs through the completely G(F )-invariant open subsets of ω that are compact
modulo conjugation, the maps QC(ω)→ QCc(ω
′) being given by θ 7→ 1ω′θ. We equip QC(ω)
with the projective limit topology relative to this isomorphism. To unify notation with the
real case, we will also set SQC(g(F )) = QCc(g(F )) and we will call elements of that space
Schwartz quasi-characters on g(F ).
Let Ω ⊆ G(F ) be a completely G(F )-invariant open subset. A quasi-character on Ω is
a G(F )-invariant smooth function θ : Ωreg → C satisfying the following condition: for
all x ∈ Ωss, there exists ωx ⊆ gx(F ) a Gx-excellent open neighborhood of 0 such that
(x exp(ωx))
G ⊆ Ω and coefficients cθ,O(x) for all O ∈ Nil(gx) such that we have the equality
θ(xeY ) =
∑
O∈Nil(gx)
cθ,O(x)ĵ(O, Y )
for all Y ∈ ωx,reg. As before, we will denote by QC(Ω) the space of quasi-characters on
Ω and by QCc(Ω) the subspace of quasi-characters that are compactly supported modulo
conjugation. We again endow QCc(Ω) with its finest locally convex topology and QC(Ω)
with the projective limit topology relative to the natural isomorphism
QC(Ω) ≃ lim←−
Ω′
QCc(Ω
′)
where Ω′ runs through the completely G(F )-invariant open subsets of Ω that are compact
modulo conjugation.
Proposition 4.1.1 (i) For all X ∈ greg(F ), ĵ(X, .) is a quasi-character on g(F ). For
all O ∈ Nil(g), ĵ(O, .) is a quasi-character on g(F ). For every irreducible admissible
representation π of G(F ), the character θπ is a quasi-character on G(F ).
(ii) For all θ ∈ QC(G(F )) (resp. θ ∈ QC(g(F ))) the function (DG)1/2θ is locally bounded.
(iii) The Fourier transform preserves SQC(g(F )) in the following sense: for all θ ∈ SQC(g(F )),
there exists θ̂ ∈ SQC(g(F )) such that T̂θ = Tθ̂. Moreover, for all θ ∈ SQC(g(F )), we
have the equality
θ̂ =
∫
Γ(g)
DG(X)1/2θ(X)ĵ(X, .)dX
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the integral being absolutely convergent in QC(g(F )).
(iv) Let ω ⊂ g(F ) be a G-excellent open subset. Set Ω = exp(ω). Then, the linear map
θ 7→ θω
induces topological isomorphisms QC(Ω) ≃ QC(ω) and QCc(Ω) ≃ QCc(ω).
(v) Let X ∈ gss(F ) and let ωX ⊆ gX(F ) be a G-good open neighborhood of X. Set ω = ω
G
X .
Then, the linear map
θ 7→ θX,ωX
induces topological isomorphisms QC(ω) ≃ QC(ωX) and QCc(ω) ≃ QCc(ωX).
(vi) Let x ∈ Gss(F ) and let Ωx ⊆ Gx(F ) be a G-good open neighborhood of x. Set Ω = ΩGx .
Then, the linear map
θ 7→ θx,Ωx
induces topological isomorphismsQC(Ω) ≃ QC(Ωx)ZG(x)(F ) and QCc(Ω) ≃ QCc(Ωx)ZG(x)(F ).
Proof:
(i) The first part follows from Theorem 4.2 of [Wa1] and the second from Theorem 16.2
of [HCDS].
(ii) This follows from the fact that the functions X 7→ DG(X)1/2ĵ(O, X) are locally
bounded for all O ∈ Nil(g) (cf. Section 1.8).
(iii) By Theorem 4.2 of [Wa1], the Fourier transform T̂θ of a compactly supported modulo
conjugation quasi-character θ is representable by a quasi-character θ̂. To see that θ̂
is again compactly supported modulo conjugation we may appeal to Lemma 6.1 and
Proposition 6.4 of [Wa1]. Indeed, by Proposition 6.4 of loc. cit there exists a strongly
cuspidal function f ∈ C∞c (g(F )) such that θ = θf (cf. Chapter 5 for the definition of
strongly cuspidal functions and of the associated quasi-character θf ). Now, by Lemma
6.1 of loc. cit we have θ̂f = θf̂ where f̂ denotes the usual Fourier transform of the
function f (again a strongly cuspidal function). But, by its very definition, the quasi-
character θf̂ is clearly compactly supported modulo conjugation. Hence, so is θ̂. Finally,
we sketch quickly the proof of the integral formula for θ̂ since we are going to prove an
analogous result over R (cf. Lemma 4.2.3(iii)). By Weyl’s integration formula and the
definition of the functions ĵ(X, .), X ∈ greg(F ), for all ϕ ∈ C
∞
c (g(F )) we have
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∫
g(F )
θ̂(Y )ϕ(Y )dY =
∫
g(F )
θ(X)ϕ̂(X)dX(4.1.1)
=
∫
Γ(g)
DG(X)1/2θ(X)JG(X, ϕ̂)dX
=
∫
Γ(g)
DG(X)1/2θ(X)
∫
g(F )
ĵ(X, Y )ϕ(Y )dY dX
=
∫
g(F )
(∫
Γ(g)
DG(X)1/2θ(X)ĵ(X, Y )dX
)
ϕ(Y )dY
By (ii), the function (DG)1/2θ is locally bounded. Hence, by 1.8.3 and the fact that the
function (DG)1/2θ has compact support modulo conjugation, the function
Y ∈ greg(F ) 7→
∫
Γ(g)
DG(X)1/2 |θ(X)|
∣∣∣̂j(X, Y )∣∣∣ dX
is well-defined (i.e., absolutely convergent) and locally essentially bounded by (DG)−1/2.
Consequently, by 1.7.1, the expression 4.1.1 above is absolutely convergent as a double
integral. This justifies the above computation and moreover shows that we have an
equality
θ̂(Y ) =
∫
Γ(g)
DG(X)1/2θ(X)ĵ(X, Y )dX
almost everywhere. To conclude, it suffices to prove that the integral∫
Γ(g)
DG(X)1/2θ(X)ĵ(X, .)dX
is absolutely convergent in QC(g(F )). By definition of the topology on this space, it
suffices to show that for every compact modulo conjugation open subset ω ⊆ g(F ) the
integral ∫
Γ(g)
DG(X)1/2θ(X)ĵ(X, .)|ωdX
is absolutely convergent in QCc(ω). But by Howe conjecture, the space spanned by the
quasi-characters ĵ(X, .)|ω, X ∈ Supp(θ) ∩ greg(F ), is finite dimensional and so the ab-
solute convergence of the above integral reduces to the pointwise absolute convergence
already established.
(iv) and (v) are obvious from the definitions. 
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4.2 Quasi-characters on the Lie algebra for F = R
In this section and until the end of Section 4.4, we assume that F = R. Let ω ⊆ g(R) be a
completely G(R)-invariant open subset. A quasi-character on ω is a function θ ∈ C∞(ωreg)G
which satisfies the two following conditions
• For all u ∈ I(g), the function (DG)1/2∂(u)θ is locally bounded on ω (so that by 1.7.1,
the function ∂(u)θ is locally integrable on ω);
• For all u ∈ I(g), we have the following equality of distributions on ω
∂(u)Tθ = T∂(u)θ
Notice that the notion of quasi-character is local for the invariant topology: if θ ∈ C∞(ωreg)G
then θ is a quasi-character on ω if and only if for all X ∈ ωss there exists ω′ ⊆ ω a completely
G-invariant open neighborhood of X such that θ|ω′ is a quasi-character on ω′. We will say
that a quasi-character θ on ω is compactly supported if its support (in ω) is compact modulo
conjugation. Finally, a Schwartz quasi-character is a quasi-character θ on g(R) such that for
all u ∈ I(g) and for any integer N > 1, we have an inequality
DG(X)1/2|∂(u)θ(X)| ≪ ‖X‖−NΓ(g)
for all X ∈ greg(R). Note that a compactly supported quasi-character is automatically a
Schwartz quasi-character.
Any invariant distribution T on some completely G(R)-invariant open subset ω ⊆ g(R)
such that dim(I(g)T ) < ∞ is the distribution associated to a quasi-character on ω. This
follows from the representation theorem of Harish-Chandra on the Lie algebra, cf. Theorem
28 p.95 of [Va]. In particular, the functions ĵ(X, .), X ∈ greg(R), and the functions ĵ(O, .),
O ∈ Nil(g), are quasi-characters on g(R). In our study of quasi-characters, we will need the
following lemma which reduces essentially to Proposition 11 p.159 of [Va] using semi-simple
descent to maximal tori (cf. the remark after Lemma 3.2.1).
Lemma 4.2.1 Let ω ⊆ g(R) be a completely G(R)-invariant open subset. Let J ⊂ I(g) be
a subalgebra such that the extension I(g)/J is finite. Let us define the following topological
vector spaces
• L∞loc(ω, (D
G)1/2,Diff)G is the space of all invariant functions θ ∈ C∞(ωreg)G such that
qL,D(θ) = sup
X∈Lreg
DG(X)1/2|Dθ(X)| <∞
for all D ∈ Diff(g)G and each invariant compact modulo conjugation subset L ⊆ ω.
We equip L∞loc(ω, (D
G)1/2,Diff)G with the topology defined by the semi-norms qL,D for
all D and L as before.
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• L∞loc(ω, (D
G)1/2, I)G is the space of all invariant functions θ ∈ C∞(ωreg)G such that
qL,u(θ) <∞
for all u ∈ I(g) and each invariant compact modulo conjugation subset L ⊆ ω. We
equip L∞loc(ω, (D
G)1/2, I)G with the topology defined by the semi-norms qL,u for all u and
L as before.
• L∞loc(ω, (D
G)1/2, J)G is the space of all invariant functions θ ∈ C∞(ωreg)G such that
qL,u(θ) <∞
for all u ∈ J and each invariant compact modulo conjugation subset L ⊆ ω. We equip
L∞loc(ω, (D
G)1/2, J)G with the topology defined by the semi-norms qL,u with L and u as
before.
• L∞loc(ω, (D
G)1/2, T )G is the space of all invariant functions θ ∈ C∞(ωreg)G such that
qT,u,LT = sup
X∈LT,reg
|∂(u)θT (X)| <∞
for every maximal torus T ⊂ G, all u ∈ S(t) and every compact subset LT ⊂ ωT
(recall that ωT = ω ∩ t(R) and θT (X) = DG(X)1/2θ(X) for all X ∈ ωT,reg). We equip
L∞loc(ω, (D
G)1/2, T )G with the topology defined by the semi-norms qT,u,LT with T , u and
LT as before.
Then, we have the following equalities of topological vector spaces
L∞loc(ω, (D
G)1/2,Diff)G = L∞loc(ω, (D
G)1/2, I)G = L∞loc(ω, (D
G)1/2, J)G = L∞loc(ω, (D
G)1/2, T )G
Proposition 4.2.2 1. Let θ ∈ C∞(greg(R))G and assume that there exists k > 0 such
that for all N > 1 we have an inequality
DG(X)1/2|θ(X)| ≪ log
(
2 +DG(X)−1
)k
‖X‖−NΓ(g)
for all X ∈ greg(F ). Then
(i) The function θ is locally integrable, the distribution Tθ is tempered and there exists
a quasi-character θ̂ on g(R) such that
T̂θ = Tθ̂
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Moreover, we have
θ̂(Y ) =
∫
Γ(g)
DG(X)1/2θ(X)ĵ(X, Y )dX
for all Y ∈ greg(R), the integral being absolutely convergent, and the function
X ∈ greg(R) 7→ DG(X)1/2θ̂(X) is (globally) bounded.
(ii) Assume moreover that θ is a quasi-character and that for all u ∈ I(g) there exists
k > 0 such that for all N > 1 we have an inequality
DG(X)1/2|∂(u)θ(X)| ≪ log
(
2 +DG(X)−1
)k
‖X‖−NΓ(g)
for all X ∈ greg(F ). Then the function θ̂ is a Schwartz quasi-character and so is
θ.
(iii) The Fourier transform preserves the space of Schwartz quasi-characters on g(R),
that is: for every Schwartz quasi-character θ on g(R), the distribution Tθ is tem-
pered and there exists a Schwartz quasi-character θ̂ such that T̂θ = Tθ̂.
(iv) For every Schwartz quasi-character θ on g(R) and for all D ∈ Diff(g)G, the
function Dθ is a Schwartz quasi-character and we have DTθ = TDθ.
2. Let ω ⊆ g(R) be a completely G(R)-invariant open subset and let θ ∈ C∞(ωreg)G. Then
(i) Let X ∈ gss(R) and ωX ⊆ gX(R) be a G-good open neighborhood of X. Assume
that ω = ωGX . Then θ is a quasi-character on ω if and only if θX,ωX is a quasi-
character on ωX .
(ii) Let J ⊆ I(g) be a subalgebra such that the extension I(g)/J is finite. Assume
that θ satisfies the two following conditions
• For all u ∈ J , the function (DG)1/2∂(u)θ is locally bounded on ω;
• For all u ∈ J , we have the equality of distributions on ω
∂(u)Tθ = T∂(u)θ
Then, θ is a quasi-character on ω.
(iii) Assume that θ is a quasi-character on ω. Then for all D ∈ Diff∞(ω)G the func-
tion Dθ is also a quasi-character on ω and we have the following equality of
distributions on ω
DTθ = TDθ
Proof:
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1. (i) First, note that the function θ is locally integrable and the distribution Tθ is
tempered by 1.7.2 and 1.7.3. Let ϕ ∈ C∞c (g(R)). Then, by the Weyl integration
formula, we have∫
g(R)
θ(X)ϕ̂(X)dX =
∫
Γ(g)
DG(X)1/2θ(X)JG(X, ϕ̂)dX
Moreover, by definition of the function ĵ(., .), we have
JG(X, ϕ̂) =
∫
g(R)
ĵ(X, Y )ϕ(Y )dY
for all X ∈ greg(R). Hence, we get
∫
g(R)
θ(X)ϕ̂(X)dX =
∫
Γ(g)
∫
g(R)
DG(X)1/2θ(X)ĵ(X, Y )ϕ(Y )dY dX(4.2.1)
If we introduce an absolute value inside the double integral above we get an
expression which by 1.8.3 is essentially bounded by∫
Γ(g)
DG(X)1/2|θ(X)|dX
∫
g(R)
DG(Y )−1/2|ϕ(Y )|dY
This product is finite by 1.7.1 and 1.7.2. Hence the double integral 4.2.1 is
absolutely convergent. Switching the two integrals, we get∫
g(R)
θ(X)ϕ̂(X)dX =
∫
g(R)
θ̂(Y )ϕ(Y )dY
where
θ̂(Y ) =
∫
Γ(g)
DG(X)1/2θ(X)ĵ(X, Y )dX
for all Y ∈ greg(R), the integral being absolutely convergent. This shows that T̂θ
is represented by the locally integrable function θ̂. It follows from 1.8.3 and 1.7.2,
that the function (DG)1/2θ̂ is globally bounded. Let us now show that θ̂ is a quasi-
character. For this, it suffices to show that for all u ∈ I(g) the distribution ∂(u)Tθ̂
is representable by a function which is locally essentially bounded by (DG)−1/2.
Let u ∈ I(g). Since Tθ̂ = T̂θ, the distribution ∂(u)Tθ̂ is the Fourier transform of
puTθ = Tpuθ. But it is not hard to see that puθ satisfies the same hypothesis as θ
and so its Fourier transform is also representable by a function which is (globally)
essentially bounded by (DG)−1/2. This shows that θ̂ is indeed a quasi-character.
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(ii) Let u ∈ I(g) and p ∈ I(g∗). Then the function p∂(u)θ satisfies the same hypoth-
esis as θ in 1.(i) and we have Tp∂(u)θ = p∂(u)Tθ (since θ is a quasi-character).
Hence, by 1.(i), the Fourier transform of p∂(u)Tθ is representable by a function,
which is necessarily ∂(up)(puθ̂), and moreover the function (D
G)1/2∂(up)(puθ̂) is
globally bounded. Let us show
(4.2.2) For all u ∈ I(g) and all p ∈ I(g∗), the function
X ∈ greg(R) 7→ D
G(X)1/2|p(X)||∂(u)θ̂(X)|
is bounded.
Let u and p be as above. Since p is bounded (in absolute value) by an element in
I(g∗) which is positive and bounded by below on g(R) (just take 1+ pp), we may
assume that p has this property. By what we just saw, for every integer k > 1 the
function (DG)1/2∂(u)(pkθ̂) is bounded. Consider the endomorphisms R(p), L(p)
and ad(p) of Diff(g) given by R(p)D = Dp, L(p)D = pD and ad(p) = L(p)−R(p).
They all commute with each other and ad(p) is locally nilpotent. Hence, there
exists an integer M > 1 such that ad(p)M(∂(u)) = 0. It follows that for every
integer n >M , we have
pn∂(u) = L(p)n(∂(u)) = (R(p) + ad(p))n ∂(u)
=
M−1∑
k=0
(
n
k
)
(R(p)n−k ad(p)k)(∂(u))
=
(
M−1∑
k=0
(
n
k
)
ad(p)k(∂(u))pM−1−k
)
pn+1−M
The last sum above stays in a subspace of dimension less than M as n varies. It
easily follows that we may find two integers n,m > 1 and scalars λ1, . . . , λm ∈ C
such that
pn+m∂(u) = λ1p
n+m−1∂(u)p + . . .+ pn∂(u)pm
Because the functions (DG)1/2∂(u)(pkθ̂), 1 6 k 6 m, are all globally bounded,
we get an inequality
DG(X)1/2|p(X)|n+m|∂(u)θ̂(X)| ≪ |p(X)|n+m−1 + . . .+ |p(X)|n
for allX ∈ greg(R). Since |p| is bounded by below, the last sum above is essentially
bounded by |p(X)|n+m−1. Then, after dividing by |p(X)|n+m−1, we obtain 4.2.2.
It is easy to see that we may find p ∈ I(g∗) such that ‖X‖Γ(g) ≪ |p(X)|, for
all X ∈ g(R). Hence, it follows from 4.2.2 and 1.(i) that θ̂ is a Schwartz quasi-
character. It implies in particular that θ̂ satisfies the same condition as θ, hence
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its Fourier transform, which is just the function X 7→ θ(−X), is also a Schwartz
quasi-character. This shows that θ is itself a Schwartz quasi-character.
(iii) This follows directly from 1.(ii) (Note that a Schwartz quasi-character θ satisfies
the assumptions of 1.(ii)).
(iv) Denote by A the subalgebra of Diff(g)G consisting of the operators D such that
for every Schwartz quasi-character θ, the function Dθ is also a Schwartz quasi-
character and DTθ = TDθ. We want to show that A = Diff(g)G. Obviously
we have I(g) ⊂ A. Since the Fourier transform preserves the space of Schwartz
quasi-characters, it easily follows that I(g∗) is also included in A. By Proposition
3.1.1(vi), it follows that A = Diff(g)G.
2. We are going to prove 2.(i), 2.(ii) and 2.(iii) by induction on dim(G). If dim(G) = 1,
then G is a torus and everything is obvious. We henceforth assume that 2.(i), 2.(ii)
and 2.(iii) hold for every connected reductive groups G′ with dim(G′) < dim(G).
We first establish 2.(i). The direction θX,ωX quasi-character ⇒ θ quasi-character is
easy using Lemma 3.2.1(i). So assume that θ is a quasi-character. If GX = G, there is
nothing to prove. If GX 6= G, by Lemma 3.2.1(i), we see that θX,ωX satisfies 2.(ii) for
J ⊆ I(gX) the image of I(g) by the morphism u 7→ uX . By the induction hypothesis,
it follows that θX,ωX is indeed a quasi-character and this ends the proof of 2.(i).
We now prove 2.(ii) and 2.(iii) together. That is, we take θ and J as in 2.(ii) and we
are going to prove that for all D ∈ Diff∞(ω)G the function Dθ is a quasi-character on
ω and that we have the equality DTθ = TDθ of distributions on ω. By definition, this
amounts to showing the two following facts
(4.2.3) For all D ∈ Diff∞(ω)G the function (DG)1/2Dθ is locally bounded on ω.
(4.2.4) For all D ∈ Diff∞(ω)G we have the equality DTθ = TDθ of distributions on ω.
By Proposition 3.1.1(v), we are immediately reduced to proving 4.2.3 and 4.2.4 only for
D ∈ Diff(g)G. By Lemma 4.2.1, we already know that for all D ∈ Diff(g)G the function
(DG)1/2Dθ is locally bounded on ω. Hence, we only need to show the following
(4.2.5) For all D ∈ Diff(g)G, we have the equality DTθ = TDθ of distributions on ω.
Let D ∈ Diff(g)G. The question is local for the invariant topology i.e., we only need
to prove that the equality holds near every X ∈ ωss. So let X ∈ ωss. Assume first that
GX 6= G. In this case, we can use semi-simple descent and the induction hypothesis
on GX . More precisely, let ωX ⊆ gX(R) be a G-good open neighborhood of X such
that ωGX ⊆ ω. Then, by Lemma 3.2.1(i), the function θX,ωX satisfies the assumptions
of 2.(ii) on ωX with J replace by its image in I(gX) via the morphism u 7→ uX . Since
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the two extensions I(gX)/I(g) and I(g)/J are finite, so is I(gX)/J . Hence, applying
2.(ii) to GX , we see that θX,ωX is a quasi-character on ωX . Then applying 2.(iii) to
GX , we see that we have the equality of distributions DXTθX,ωX = TDXθX,ωX on ωX .
By Lemma 3.2.1(i), this implies that the equality of distributions DTθ = TDθ holds
on ωGX . This proves the claim 4.2.5 near X in this case. Now assume that GX = G.
This condition is equivalent to X ∈ zG(R) ∩ ω, where zG denotes the Lie algebra of
ZG. Let Gder be the derived subgroup of G and let gder denote its Lie algebra. We
have the decompositions g = zG ⊕ gder and I(g) = S(zG)I(gder). The question being
local at X , we may replace ω by any completely G(R)-invariant open neighborhood
of X that is contained in ω. In particular, we may assume without loss of generality
that ω = ωz × ωder where ωz ⊆ zG(R) and ωder ⊆ gder(R) are open and completely
G(R)-invariant. Note that we have ωreg = ωz × ωder,reg. Let fder ∈ C∞(ωder)G be such
that
• Supp(ωder) is compact modulo conjugation;
• fder = 1 near 0.
Then, we claim that the function fderθ satisfies the same hypothesis as θ, that is:
(4.2.6) for all u ∈ J , the function (DG)1/2∂(u)(fderθ) is locally bounded on ω and we
have the equality ∂(u)Tfderθ = T∂(u)(fderθ) of distributions on ω.
This is true near ωz × {0} since on some neighborhood of it fderθ coincide with θ. For
X ∈ ωss\ωz × {0}, we can use semi-simple descent and the induction hypothesis (note
that GX 6= G) to show that 4.2.6 holds near X . Indeed, we already saw that there
exists ωX ⊆ ω a G-good open neighborhood of X such that θX,ωX is a quasi-character
on ωX . By the property 2.(iii) applied to GX , it follows that (fder)X,ωXθX,ωX is also a
quasi-character on ωX . Hence, by 2.(i), the function fderθ is a quasi-character on ω
G
X
and so a fortiori 4.2.6 is satisfied on ωGX .
Since fderθ and θ coincide near X , we may replace θ by fderθ (recall that we want to
show that the equality DTθ = TDθ holds near X). Doing this, the function θ will now
satisfy the following additional assumption
(4.2.7) There exists a G(R)-invariant compact modulo conjugation subset Lder ⊂ ω
such that Supp(θ) ⊆ ωz × Lder.
Let us now show the following
(4.2.8) For all u ∈ S(zG) and all v ∈ J , we have ∂(uv)Tθ = T∂(uv)θ on ω.
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Indeed, for all u ∈ S(zG), all v ∈ J and all ϕ ∈ C
∞
c (ω), we have
∫
ω
(∂(v∗u∗)ϕ)(Y )θ(Y )dY =
∫
ω
(∂(u∗)ϕ)(Y )(∂(v)θ)(Y )dY
=
∫
ωder,reg
∫
ωz
(∂(u∗)ϕ)(Yz + Yder)(∂(v)θ)(Yz + Yder)dYzdYder
=
∫
ωder,reg
∫
ωz
ϕ(Yz + Yder)(∂(uv)θ)(Yz + Yder)dYzdYder
=
∫
ω
ϕ(Y )(∂(uv)θ)(Y )dY
where in the first equality we have used the equality ∂(v)Tθ = T∂(v)θ , in the third
equality we have used the fact that the function Yz ∈ ωz 7→ (∂(v)θ)(Yz+Yder) is smooth
for all Yder ∈ ωder,reg and in the fourth equality we have used the fact that the function
∂(uv)θ is locally integrable (since it is locally bounded by (DG)−1/2). This proves 4.2.8.
Up to replacing J by S(zG)J , we may now assume that S(zG) ⊆ J .
Choose fz ∈ C∞c (ωz) such that fz = 1 near X . Then, the function fzθ coincides
near θ with X . By 1.(iv), we thus only need to show that fzθ is a Schwartz quasi-
character on g(R). Since, by 4.2.7, the support of this function in ω is compact modulo
conjugation, we even only need to prove that it is a quasi-character. Actually, we are
going to prove this for all fz ∈ C∞c (ωz). For all N > 1, the function ‖.‖
N
Γ(g)(D
G)1/2fzθ
is globally bounded (since it is locally bounded, invariant and compactly supported
modulo conjugation). Hence, the function fzθ satisfies the assumption of 1.(i) (with
k = 0) and so we know that the distribution Tfzθ is tempered and that its Fourier
transform is representable by a quasi-character f̂zθ on g(R) which is globally bounded
by (DG)−1/2. We claim that we have the following
(4.2.9) For all p ∈ I(g∗), the function
Y ∈ greg(R) 7→ DG(Y )1/2p(Y )f̂zθ(Y )
is bounded.
Since u 7→ pu is an isomorphism I(g) ≃ I(g∗) and I(g) = S(zG)I(gder), we only need
to prove 4.2.9 when p is a product puzpuder with uz ∈ S(zG) and uder ∈ I(gder). Note
that the function puz(f̂zθ) is the Fourier transform of ∂(uz)fzTθ. Since S(zG) ⊂ J and
the function fzθ is supported in ω, this distribution is represented by a function of the
form
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N∑
i=1
(∂(ui)fz)(∂(vi)θ)
with ui, vi ∈ S(zG), 1 6 i 6 N . Note that the function ∂(vi)θ satisfies the same
assumptions as θ (including 4.2.7) and that the functions ∂(ui)fz belong to C
∞
c (ωz).
Hence ∂(uz)fzθ is a sum of functions of the same type than fzθ. It follows that we
only need to prove 4.2.9 for p = pu with u ∈ I(gder). Since p is bounded (in absolute
value) by an element of I(g∗der) that is positive and bounded by below on g(R), we may
assume that p has this property. Because the extension I(g)/J is finite, we may find
an integer n > 1 and elements v0, . . . , vn−1 ∈ J such that
un = vn−1un−1 + . . .+ v1u+ v0
The function pnu(f̂zθ) is the Fourier transform of
∂(un)fzTθ = fz∂(u
n)Tθ =
n−1∑
i=0
fz∂(u
i)∂(vi)Tθ =
n−1∑
i=0
∂(ui)fzT∂(vi)θ
Note that, although the equality ∂(vi)Tθ = T∂(vi)θ only holds on ω, we can use it here
as if it holds everywhere since the support of fzθ in g(R) is contained in ω. Applying
the Fourier transform to this equality, we obtain
pnuT̂fzθ =
n−1∑
i=0
piuT̂fz∂(vi)θ(4.2.10)
Note that for all 1 6 i 6 n− 1, the function fz∂(vi)θ is globally bounded by (D
G)−1/2
and compactly supported modulo conjugation. Consequently, its Fourier transform
is also representable by a function that is globally bounded by (DG)−1/2 (by 1.(i)).
Hence, by 4.2.10, we get an inequality
DG(X)1/2|pu(X)|
n|f̂zθ(X)| ≪ 1 + |pu(X)|+ . . .+ |pu(X)|
n−1
for all X ∈ greg(R). Since |pu| is bounded by below, we easily deduce that the function
(DG)1/2pu(f̂zθ) is bounded. This proves 4.2.9.
Since there exists p ∈ I(g∗) such that ‖X‖Γ(g) ≪ |p(X)| for all X ∈ g(R), it follows
from 4.2.9 that the function f̂zθ satisfies the assumptions of 1.(i). Hence, its Fourier
transform, which is the function Y 7→ (fzθ)(−Y ), is a quasi-character. This proves the
claim that fzθ is a quasi-character and ends the proof of 2.(ii) and 2.(iii). 
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Let ω ⊆ g(R) be a completely G(R)-invariant open subset. We will denote by QC(ω) the
space of quasi-characters on ω and by QCc(ω) the subspace of compactly supported quasi-
characters on ω. If L ⊂ ω is invariant and compact modulo conjugation, we will also denote
by QCL(ω) ⊂ QCc(ω) the subspace of quasi-characters with support in L. Finally, we will
denote by SQC(g(R)) the space of Schwartz quasi-characters on g(R).
We will endow these spaces with locally convex topologies as follows. For L ⊂ ω as before
and u ∈ I(g), we define a semi-norm qL,u on QC(ω) by
qL,u(θ) = sup
X∈Lreg
DG(X)1/2|∂(u)θ(X)|, θ ∈ QC(ω)
Then, we equip QCL(ω) with the topology defined by the semi-norms (qL,u)u∈I(g) and QC(ω)
with the topology defined by the semi-norms (qL,u)L,u where L runs through the invariant
compact modulo conjugation subsets of ω and u runs through I(g). We have a natural
isomorphism
QCc(ω) ≃ lim−→
L
QCL(ω)
and we endow QCc(ω) with the direct limit topology. Finally, we put on SQC(g(R)) the
topology defined by the semi-norms
qu,N(θ) = sup
X∈greg(R)
‖X‖NΓ(g)D
G(X)1/2|∂(u)θ(X)|, θ ∈ SQC(g(R))
where u runs through I(g) and N runs through all positive integers.
Lemma 4.2.3 Let ω ⊆ g(R) be a completely G(R)-invariant open subset and L ⊆ ω be
invariant and compact modulo conjugation. Then
(i) QC(ω), QCL(ω) and SQC(g(R)) are Fre´chet spaces whereas QCc(ω) is an LF space.
The inclusions QCc(ω) ⊂ QC(ω) and SQC(g(R)) ⊂ QC(g(R)) are continuous and
moreover QCc(ω), QCL(ω) and QC(ω) are nuclear spaces.
(ii) Let X ∈ gss(R) and ωX ⊆ gX(R) be a G-good open neighborhood of X. Assume that
ω = ωGX . Then the linear map
θ 7→ θX,ωX
induces topological isomorphisms QC(ω) ≃ QC(ωX) and QCc(ω) ≃ QCc(ωX).
(iii) The Fourier transform θ 7→ θ̂ is a continuous linear automorphism of SQC(g(R)) and
for all θ ∈ SQC(g(F )), we have
θ̂ =
∫
Γ(g)
DG(X)1/2θ(X)ĵ(X, .)dX
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the integral above being absolutely convergent in QC(g(F )). Moreover, for all D ∈
Diff(g)G the linear map
θ ∈ SQC(g(R)) 7→ Dθ ∈ SQC(g(R))
is continuous.
(iv) The two bilinear maps
Diff∞(ω)G ×QCc(ω)→ QCc(ω) Diff
∞(ω)G ×QC(ω)→ QC(ω)
(D, θ) 7→ Dθ
are separately continuous.
(v) QCc(ω) is dense in QC(ω) and QCc(g(R)) is dense in SQC(g(R)).
Proof:
(i) The claim about inclusions is obvious. Using Proposition 3.1.1(i), it is clear that the
topologies on QC(ω), QCL(ω) and SQC(ω) may be defined by a countable number of
semi-norms and that QCc(ω) is the direct limit of a countable family (QCLn(ω))n>1
where (Ln)n>1 is an increasing sequence of invariant compact modulo conjugation sub-
sets of ω. Moreover, QCL(ω) is a closed subspace of QC(ω) and the topology on
QCL(ω) is induced from the one on QC(ω). Hence, it suffices to show that QC(ω) and
SQC(g(R)) are complete and that QC(ω) is nuclear. Let (θn)n>1 be a Cauchy sequence
in SQC(g(R)). Then, it is also a Cauchy sequence in QC(g(R)). If this sequence ad-
mits a limit θ in QC(g(R)), then it is clear that θ belongs to SQC(g(R)) and that
it is also a limit of the sequence (θn)n>0 in SQC(g(R)). Hence, we are only left with
proving that QC(ω) is nuclear and complete. Let T (G) be a set of representatives for
the G(R)-conjugacy classes of maximal tori in G. For all T ∈ T (G) set ωT = ω ∩ t(R),
ωT,reg = ω ∩ treg(R) and define C∞b (ωT,reg, ωT ) to be the space of all smooth functions
f : ωT,reg → C such that ∂(u)f is locally bounded in ωT for all u ∈ S(t). We endow
this space with the topology defined by the semi-norms
qT,u,LT (f) = sup
X∈LT,reg
|(∂(u)f)(X)| , f ∈ C∞b (ωT,reg, ωT )
for all u ∈ S(t) and every compact subset LT ⊂ ωT . Then by Lemma A.5.2, the spaces
C∞b (ωT,reg, ωT ), T ∈ T (G), are all nuclear Fre´chet spaces (note that since ωT,reg is the
complement in ωT of a finite union of subspaces of t(R), the pair (ωT,reg, ωT ) trivially
satisfies the assumption of Lemma A.5.2). Moreover, by Lemma 4.2.1, the linear map
θ 7→ (θT )T∈T (G)
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where θT (X) = D
G(X)1/2θ(X) for all X ∈ ωT,reg, induces a closed embedding
QC(ω) →֒
⊕
T∈T (G)
C∞b (ωT,reg, ωT )
The result follows.
(ii) By Proposition 4.2.2(i), the map θ 7→ θX,ωX induces linear isomorphisms QC(ω) ≃
QC(ωX) and QCc(ω) ≃ QCc(ωX). Moreover, the inverses of these isomorphisms are
easily seen to be continuous. By the open mapping theorem, it follows that these are
indeed topological isomorphisms.
(iii) First we prove the claim about the Fourier transform. By the closed graph theorem
and Proposition 4.2.2(i), it is sufficient to prove that for all θ ∈ SQC(g(R)) the integral
∫
Γ(g)
DG(X)1/2θ(X)ĵ(X, .)dX(4.2.11)
is absolutely convergent in QC(g(R)) and that the linear map
SQC(g(R))→ QC(g(R))
θ 7→
∫
Γ(g)
DG(X)1/2θ(X)ĵ(X, .)dX
is continuous. Let L ⊂ g(R) be invariant and compact modulo conjugation and let
u ∈ I(g). Since ∂(u)ĵ(X, .) = pu(−X)ĵ(X, .), by 1.8.3 we have∫
Γ(g)
DG(X)1/2|θ(X)|qL,u(ĵ(X, .))dX ≪
∫
Γ(g)
DG(X)1/2|pu(−X)θ(X)|dX
6 q1,N(θ)
∫
Γ(g)
|pu(−X)|‖X‖
−N
Γ(g)dX
for all θ ∈ SQC(g(R)) and all N > 1. There exists N0 > 0 such that |pu(−X)| ≪
‖X‖N0Γ(g) for all X ∈ g(F ) and so by 1.7.2, the last integral above is absolutely conver-
gent for N sufficiently large (depending on u). This proves the convergence and the
continuity in θ ∈ SQC(g(R)) of the integral 4.2.11.
We now prove the claim about differential operators. Let us denote by A the subalge-
bra of differential operators D ∈ Diff(g)G that induce a continuous endomorphism of
SQC(g(R)). It is obvious that I(g) ⊂ A. Since the Fourier transform exchanges the
actions of I(g∗) with the action of I(g), it follows that we also have I(g∗) ⊂ A. Hence,
by Proposition 3.1.1(vi), we have A = Diff(g)G.
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(iv) By the closed graph theorem, we only need to prove that the bilinear map
Diff∞(ω)G ×QC(ω)→ QC(ω)
(D, θ) 7→ Dθ
is separately continuous. Since for all u ∈ I(g) multiplication by ∂(u) is a continuous
endomorphism of Diff∞(ω)G, it suffices to prove that the bilinear map above is sepa-
rately continuous when the target space is equipped with the topology defined by the
semi-norms (qL,1)L. By definition of the topology on Diff
∞(ω)G, it is even sufficient to
prove the following
(4.2.12) For each invariant and compact modulo conjugation subset L ⊆ ω and all
n > 1, there exist a continuous semi-norm νn,L on Diff
∞
6n(ω)
G and a continuous
semi-norm µn,L on QC(ω) such that
qL,1(Dθ) 6 νn,L(D)µn,L(θ)
for all D ∈ Diff∞6n(ω)
G and all θ ∈ QC(ω).
By Proposition 3.1.1(v), to prove 4.2.12, we only need to show that for all D ∈ Diff(g)G
the linear map
QC(ω)→ QC(ω)
θ 7→ Dθ
is continuous. This follows from Lemma 4.2.1.
(v) The density of QCc(ω) in QC(ω) follows from the existence, for every invariant compact
modulo conjugation subset L ⊆ ω, of a function ϕL ∈ C∞(ω)G that is compactly
supported modulo conjugation and such that ϕL = 1 on some neighborhood of L. Let
now ϕ ∈ C∞(g(R))G be compactly supported modulo conjugation and such that ϕ = 1
in some neighborhood of 0. Let us set ϕt(X) = ϕ(t
−1X) for all t > 0 and all X ∈ g(R).
The density of QCc(g(R)) in SQC(g(R)) will follow from the following claim
(4.2.13) For all θ ∈ SQC(g(R)), we have
lim
t→∞
ϕtθ = θ
in SQC(g(R)).
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We need to see that for all u ∈ I(g) and all integers N > 0, we have
lim
t→∞
qu,N(θ − ϕtθ) = 0
Of course, it is sufficient to deal with the case where u is homogeneous. We henceforth
fix an element u ∈ I(g) which is homogeneous. Let ω ⊂ g(R) be a completely G(R)-
invariant open neighborhood of 0 on which ϕ equals 1. It is not hard to see that
‖X‖−1Γ(g) ≪ t
−1
for all t > 0 and all X ∈ g(R)− tω. Since for all t > 0 the function θ−ϕtθ is supported
in g(R)− tω, it follows that for all integers N, k > 0, we have an inequality
qu,N(θ − ϕtθ)≪ t
−kqu,N+k(θ − ϕtθ)
for all t > 0. Hence, it suffices to show the existence of an integer du such that for
every integer N > 1, we have an inequality
qu,N(ϕtθ)≪ t
du(4.2.14)
for all t > 1. We define an action of R∗+ on Diff
∞(g(R)) as follows: for all (t, D) ∈
R∗+ × Diff
∞(g(R)), we define Dt ∈ Diff
∞(g(R)) by
Dtf = (Dft−1)t
for all f ∈ C∞(g(R)), where as before ft(X) = f(t−1X) for all t ∈ R∗+ and all f ∈
C∞(g(R)). Let N > 1 be an integer. Then, we have
qu,N(ϕtθ) = qN(∂(u)(ϕtθ)) = t
− deg(u)qN((∂(u) ◦ ϕ)tθ)(4.2.15)
for all t > 0, where we have set qN = q1,N and where ∂(u) ◦ ϕ denotes the differential
operator obtained by composing ∂(u) with the multiplication by ϕ. By Proposition
3.1.1(v), there exists an integer n > 1, functions ϕ1, . . . , ϕn ∈ C∞(g(R))G and operators
D1, . . . , Dn ∈ Diff(g)G such that
∂(u) ◦ ϕ = ϕ1D1 + . . .+ ϕnDn
Of course, we may assume that the functions ϕ1, . . . , ϕn are compactly supported
modulo conjugation and that for all 1 6 i 6 n there exists an integer di such that
(Di)t = t
diDi, for all t ∈ R∗+. It then easily follows from 4.2.15 that
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qu,N(ϕtθ)≪
n∑
i=1
tdi−deg(u)qN (Diθ)
for all t > 0. Since the functionsDiθ, 1 6 i 6 n are Schwartz quasi-characters, the semi-
norms qN (Diθ) are finite. We deduce that 4.2.14 holds for du = max16i6n(di)−deg(u).
This proves 4.2.13 and ends the proof of (v). 
4.3 Local expansions of quasi-characters on the Lie algebra when
F = R
Let ω ⊆ g(R) be a completely G(R)-invariant open subset and θ a quasi-character on ω.
Recall that, for T ⊆ G a maximal torus, we denote by θT the function on ω ∩ treg(R) defined
by
θT (X) = D
G(X)1/2θ(X), X ∈ ω ∩ treg(R)
Lemma 4.3.1 (i) Let T ⊆ G be a maximal torus. Then, for any connected component Γ ⊆
ω ∩ treg(R) and all u ∈ S(t) the function X ∈ Γ 7→ (∂(u)θT )(X) extends continuously
to the closure of Γ in ω ∩ t(R).
(ii) Let X ∈ ωss. Then, there exist constants cθ,O(X) for O ∈ Nilreg(gX) such that
DG(X + Y )1/2θ(X + Y ) = DG(X + Y )1/2
∑
O∈Nilreg(gX )
cθ,O(X)ĵ(O, Y ) +O(|Y |)
for all Y ∈ gX,reg(R) sufficiently near 0.
Proof:
(i) This follows directly from Lemma 4.2.1 and the mean value theorem (Note that treg(R)
is the complement in t(R) of a finite union of subspaces).
(ii) By Lemma 4.2.3(ii), we are immediately reduced to the case where X ∈ zG(R). By
translation, we may even assume that X = 0. Define a function θ0 on greg(R) by
DG(X)1/2θ0(X) = lim
t→0+
DG(tX)1/2θ(tX)
for all X ∈ greg(R). Note that for t > 0 sufficiently small, we have tX ∈ ωreg and
that the limit exists by (i). Moreover, the function θ0 is invariant and homogeneous of
degree −δ(G)/2, that is
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θ0(tX) = t
−δ(G)/2θ0(X)(4.3.1)
for all X ∈ greg(R) and all t > 0. Also, the function (DG)1/2θ0 is (globally) bounded
since (DG)1/2θ is bounded near 0. By (i) again, for any maximal torus T ⊂ G and any
connected component Γ ⊆ greg(R), we have
DG(X)1/2θ(X) = DG(X)1/2θ0(X) +O(|X|)
as X ∈ Γ∩ω goes to 0. Since there are only finitely many conjugacy classes of maximal
tori, that for all of them treg(R) has only finitely many connected components and that
|X| ≪ |g−1Xg| for all g ∈ G(R) and all X ∈ t(R), it follows that for some completely
G(R)-invariant neighborhood ω′ ⊆ ω of 0, we have
DG(X)1/2θ(X) = DG(X)1/2θ0(X) +O(|X|)(4.3.2)
for all X ∈ ω′reg. It remains to show that the function θ0 is a linear combination
of functions ĵ(O, .) for O ∈ Nilreg(g). Since the function (D
G)1/2θ0 is bounded, the
function θ0 is locally integrable and so it defines a distribution Tθ0 . Let I
+(g) ⊂
I(g) denote the subalgebra of elements without constant term. We first establish the
following
(4.3.3) For all u ∈ I+(g), we have ∂(u)Tθ0 = 0.
Let u ∈ I+(g) be homogeneous of degree d > 0. It follows easily from 4.3.1 that the
distribution ∂(u)Tθ0 is homogeneous of degree −d − δ(G)/2 in the following sense: for
all f ∈ C∞c (g(R)), we have
(∂(u)Tθ0)(ft) = t
dim(g)−d−δ(G)/2(∂(u)Tθ0)(f)(4.3.4)
for all t > 0 and where ft(X) = f(t
−1X). Since the function (DG)1/2∂(u)θ is locally
bounded and (DG)−1/2 locally integrable, it is easy to see that for all f ∈ C∞c (g(R)),
we have
|(∂(u)Tθ)(ft)| =
∣∣T∂(u)θ(ft)∣∣≪ tdim(g)−δ(G)/2(4.3.5)
for all t > 0 sufficiently small (in particular so that Supp(ft) ⊆ ω). Set R = Tθ−θ0 . It
is a distribution on ω. By 4.3.2, we know that X 7→ |X|−1DG(X)1/2|θ(X)− θ0(X)| is
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bounded on some neighborhood of 0. It follows easily that for all f ∈ C∞c (g(R)), we
have
|(∂(u)R)(ft)| ≪ t
1+dim(g)−d−δ(G)/2(4.3.6)
for all t > 0 sufficiently small. Since we have ∂(u)R = ∂(u)Tθ − ∂(u)Tθ0 , the equality
(4.3.4 and the inequalities 4.3.5 and 4.3.6 cannot be compatible unless ∂(u)Tθ0 = 0.
This proves 4.3.3.
By Lemma 2.2 of [BV], every homogeneous distribution is tempered. Hence, Tθ0 is
tempered. Consider its Fourier transform T̂θ0 . It is an invariant and homogeneous
distribution of degree − dim(g) − δ(G)/2. Also, by 4.3.3, we have puT̂θ0 = 0 for all
u ∈ I+(g). Since the common zero locus of the polynomials pu for all u ∈ I+(g) is the
nilpotent cone N of g(R), it follows that Supp(T̂θ0) ⊆ N . Hence, by 1.8.2, T̂θ0 is a
linear combination of the distributions JO for O ∈ Nilreg(g) and we are done. 
4.4 Quasi-characters on the group when F = R
In this section we still assume that F = R. Let Ω ⊆ G(R) be a completely G(R)-invariant
open subset. A quasi-character on Ω is a function θ ∈ C∞(Ωreg)G that satisfies the two
following conditions
• For all z ∈ Z(g), the function (DG)1/2zθ is locally bounded on Ω (so that by 1.7.1 the
function zθ is locally integrable on Ω);
• For all z ∈ Z(g), we have the following equality of distributions on Ω
zTθ = Tzθ
We say that a quasi-character θ is compactly supported if it is compactly supported modulo
conjugation. We will denote by QC(Ω) the space of quasi-characters on Ω and by QCc(Ω)
the subspace of compactly supported quasi-characters. If L ⊂ Ω is invariant and compact
modulo conjugation we also introduce the subspace QCL(Ω) ⊂ QCc(Ω) of quasi-characters
supported in L. We endow QCL(Ω) with the topology defined by the semi-norms
qL,z(θ) = sup
x∈Lreg
DG(x)1/2|zθ(x)|
for all z ∈ Z(g) and we equip QC(Ω) with the topology defined by the semi-norms (qL,z)L,z
where L runs through the invariant compact modulo conjugation subsets of Ω and z runs
through Z(g). Finally, we put on QCc(Ω) the inductive limit topology relative to the natural
isomorphism
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QCc(Ω) ≃ lim−→
L
QCL(Ω)
As in the case of the Lie algebra, by the representation theorem of Harish-Chandra, any
invariant distribution T defined on some completely G(R)-invariant open subset Ω ⊆ G(R)
such that dim(Z(g)T ) < ∞ is the distribution associated to a quasi-character on Ω. In
particular, for every admissible irreducible representation π of G(R) the character θπ of π is
a quasi-character on G(R).
Proposition 4.4.1 Let Ω ⊆ G(R) be a completely G(R)-invariant open subset and let L ⊆ Ω
be invariant and compact modulo conjugation. Then
(i) Let ω ⊆ g(R) be a G-excellent open subset and assume that Ω = exp(ω). Then the
linear map
θ 7→ θω
induces topological isomorphisms QC(Ω) ≃ QC(ω) and QCc(Ω) ≃ QCc(ω).
(ii) QC(Ω) and QCL(Ω) are nuclear Fre´chet spaces and QCc(Ω) is a nuclear LF space.
(iii) Let x ∈ Gss(R) and Ωx ⊆ Gx(R) be a G-good open neighborhood of x. Assume that
Ω = ΩGx . Then the linear map
θ 7→ θx,Ωx
induces topological isomorphismsQC(Ω) ≃ QC(Ωx)ZG(x)(F ) and QCc(Ω) ≃ QCc(Ωx)ZG(x)(F ).
(iv) For all D ∈ Diff∞(Ω)G and all θ ∈ QC(Ω), the function Dθ is a quasi-character on Ω
and we have DTθ = TDθ. Moreover, the two bilinear maps
Diff∞(Ω)G ×QC(Ω)→ QC(Ω), Diff∞(Ω)G ×QCc(Ω)→ QCc(Ω)
(D, θ) 7→ Dθ
are separately continuous.
(v) If G = G1×G2 with G1 and G2 two reductive connected groups over F , and Ω = Ω1×Ω2
where Ω1 ⊆ G1(R) (resp. Ω2 ⊆ G2(R)) is a completely G1(R)-invariant (resp. com-
pletely G2(R)-invariant) open subset then there is a canonical isomorphism of topolog-
ical vector spaces
QC(Ω) ≃ QC(Ω1)⊗̂pQC(Ω2)
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(vi) For all θ ∈ QC(Ω) and all x ∈ Gss(R), there exist constants cθ,O(x) ∈ C, for O ∈
Nilreg(gx), such that
DG(xeY )1/2θ(xeY ) = DG(xeY )1/2
∑
O∈Nilreg(gx)
cθ,O(x)ĵ(O, Y ) +O(|Y |)
for all Y ∈ gx,reg(R) sufficiently near 0.
Proof: (i) is a straightforward consequence of 3.3.3. (vi) follows from (i), (iii) and Lemma
4.3.1(ii). Before proving (ii)-(v), we need to show the following
(4.4.1) Let J ⊆ Z(g) be a subalgebra such that the extension Z(g)/J is finite. Assume that
θ ∈ C∞(Ωreg)G satisfies the two following conditions
• For all z ∈ J , the function (DG)1/2zθ is locally bounded on Ω;
• For all z ∈ J , we have the equality of distributions on Ω
zTθ = Tzθ
Then, θ is a quasi-character on Ω.
The proof is by induction on dim(G), the case of a torus being obvious. Let θ and J be as
in 4.4.1. We need to show that θ is a quasi-character near every semi-simple point x ∈ Ωss.
If Gx 6= G, then we can use semi-simple descent (cf. Lemma 3.2.1(ii)) and the induction
hypothesis for Gx to conclude. Assume that Gx = G i.e., x ∈ ZG(F ), then translating θ
and Ω by x, we may assume that x = 1. But then the result follows from (i), 3.3.3 and the
analogous result for the Lie algebra (Proposition 4.2.2.2.(ii)).
We may now proceed to the proof of (ii)-(v).
(ii) Using Proposition 3.1.1(i), it is easy to see that the topology on QC(Ω) is defined by
a countable number of semi-norms and that QCc(Ω) is the direct limit of a countable
family (QCLn(Ω))n>1 where (Ln)n>1 is an increasing sequence of invariant and compact
modulo conjugation subsets of Ω. Moreover, QCL(Ω) is a closed subspace of QC(Ω)
and its topology is induced from the one on QC(Ω). Hence, we only need to show that
QC(Ω) is nuclear and complete. For every x ∈ Ωss, choose ωx ⊆ gx(F ) a Gx-excellent
open subset such that Ωx = x exp(ωx) ⊆ Gx(F ) is a G-good open neighborhood of x
such that ΩGx ⊆ Ω. The linear map
QC(Ω)→
∏
x∈Ωss
QC(ΩGx )
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θ 7→
(
θ|ΩGx
)
x∈Ωss
is a closed embedding. Hence, it suffices to show that the spaces QC(ΩGx ), x ∈ Ωss, are
nuclear and complete. Let x ∈ Ωss and consider the map
θ ∈ QC(ΩGx ) 7→ (θx,Ωx)ωx ∈ C
∞(ωx,reg)ZG(x)(4.4.2)
Set J = {uzx; z ∈ Z(g)}. It is a subalgebra of I(gx) with the property that the
extension I(gx)/J is finite. By 4.4.1, (i) and Proposition 4.2.2.2.(ii), we see that the
linear map 4.4.2 induces a linear isomorphism QC(ΩGx ) ≃ QC(ωx)
ZG(x). By Lemma
4.2.1, it is even a topological isomorphism. Hence, by Lemma 4.2.3(i), QC(ΩGx ) is a
nuclear Fre´chet space and this ends the proof of (ii).
(iii) Once again, by 4.4.1 (where we take J = {zx, z ∈ Z(g)}) and Lemma 3.2.1(i), the linear
map θ 7→ θx,Ωx induces linear isomorphisms QC(Ω) ≃ QC(Ωx)
ZG(x) and QCc(Ω) ≃
QCc(Ωx)
ZG(x). The inverse of these isomorphisms are obviously continuous. Hence, by
the open-mapping theorem these are topological isomorphisms.
(iv) The first part of (iv) follows easily from (i), (iii) and Proposition 4.2.2.2.(iii). Choose,
as in the proof of (i), for every x ∈ Ωss a Gx-excellent open subset ωx ⊆ gx(F ) such that
Ωx = x exp(ωx) ⊆ Gx(F ) is G-good and ΩGx ⊆ Ω. Then, by the closed graph theorem,
it suffices to show that for every x ∈ Ωss the bilinear map
Diff∞(ΩGx )
G ×QC(ΩGx )→ QC(Ω
G
x )
(D, θ) 7→ Dθ
is separately continuous. But by (i), (iii) and Lemma 3.2.1(ii), we have topological
isomorphisms
QC(ΩGx ) ≃ QC(ωx)
ZG(x)
θ 7→ (R(x)θx,Ωx)ωx
Diff∞(ΩGx )G ≃ Diff
∞(ωx)ZG(x)
D 7→ (R(x)Dx,Ωx)ωx
Hence, we are reduced to show that the bilinear map
Diff∞(ωx)ZG(x) ×QC(ωx)ZG(x) → QC(ωx)ZG(x)
(D, θ) 7→ Dθ
is separately continuous. This follows from Lemma 4.2.3(iv).
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(v) The natural bilinear map
QC(Ω1)×QC(Ω2)→ QC(Ω)
(θ1, θ2) 7→ [(g1, g2) 7→ θ1(g1)θ2(g2)]
is continuous. Hence it extends to a continuous linear map
QC(Ω1)⊗̂pQC(Ω2)→ QC(Ω)
and we would like to show that this is a topological isomorphism. By the open mapping
theorem and Proposition A.5.1 of the appendix, this amounts to proving that for all
θ ∈ QC(Ω) the two following conditions are satisfied
(4.4.3) For all g1 ∈ Ω1,reg, the function g2 ∈ Ω2,reg 7→ θ(g1, g2) belongs to QC(Ω2);
(4.4.4) For all λ ∈ QC(Ω2)′, the function g1 7→ λ(θ(g1, .)) belongs to QC(Ω1).
The first condition is easy to check and left to the reader. Let θ ∈ QC(Ω). In order
to prove that the condition 4.4.4 is satisfied, it is obviously sufficient to establish the
following
(4.4.5) The function g1 ∈ Ω1,reg 7→ θ(g1, .) ∈ QC(Ω2) is smooth, for all z1 ∈ Z(g1) and
every invariant and compact modulo conjugation subset L1 ⊆ Ω1, the set
{DG1(g1)
1/2 (R1(z1)θ) (g1, .), g1 ∈ L1,reg}
is bounded in QC(Ω2) and for all ϕ1 ∈ C∞c (Ω1), we have the equality∫
Ω1
(R1(z1)θ) (g1, .)ϕ1(g1)dg1 =
∫
Ω1
θ(g1, .) (z
∗
1ϕ1) (g1)dg1
in QC(Ω2).
(the index 1 in R1(z1) is here to emphasize that we are deriving in the first variable).
Note that if the function g1 ∈ Ω1,reg 7→ θ(g1, .) ∈ QC(Ω2) is smooth then for all
u ∈ U(g), the derivative R(u) (g1 7→ θ(g1, .)) (g1) ∈ QC(Ω2) is necessarily equal to
(R1(u)θ) (g1, .), which is why we are using the function (R1(z1)θ) (g1, .) above. The
second claim in 4.4.5 is obvious and the last equality of 4.4.5 need only to be checked
after applying to it the continuous linear forms
θ2 ∈ QC(Ω2) 7→
∫
Ω2
θ2(g2)ϕ2(g2)dg2, ϕ2 ∈ C
∞
c (Ω2,reg)
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(because these linear forms separate elements of QC(Ω2)) where then it is an obvious
consequence of θ being a quasi-character. Hence, we are only left with proving that the
map g1 ∈ Ω1,reg 7→ θ(g1, .) ∈ QC(Ω2) is smooth. This fact follows easily from the next
claim
(4.4.6) For all u ∈ U(g1) and all g1 ∈ Ω1,reg, the function (R1(u)θ)(g1, .) is a quasi-
character on Ω2 and for every compact subset K1 ⊆ Ω1,reg, the family
{(R1(u)θ)(g1, .), g1 ∈ K1}
is bounded in QC(Ω2).
Let u ∈ U(g1). In order to get 4.4.6, we only need to check the following
(4.4.7) For all z2 ∈ Z(g2), all compact subsets K1 ⊆ Ω1,reg and each invariant and
compact modulo conjugation subset L2 ⊆ Ω2, there exists C > 0 such that
DG2(g2)
1/2 |(R2(z2)R1(u)θ) (g1, g2)| 6 C
for all (g1, g2) ∈ K1 × L2,reg.
and
(4.4.8) For all ϕ2 ∈ C
∞
c (Ω2) and for all z2 ∈ Z(g2), we have the equality∫
Ω2
(R2(z2)R1(u)θ) (g1, g2)ϕ2(g2)dg2 =
∫
Ω2
(R1(u)θ) (g1, g2) (R(z
∗
2)ϕ2) (g2)dg2
for all g1 ∈ Ω1,reg.
If 4.4.7 is satisfied, then both sides of the equality 4.4.8 are continuous in g1 ∈ Ω1,reg.
Hence, the equality need only to be checked after integrating it against a function
ϕ1 ∈ C∞c (Ω1,reg) where it is again an easy consequence of θ being a quasi-character.
Let us prove 4.4.7. Fix z2 ∈ Z(g2) and an invariant and compact modulo conjugation
subset L2 ⊆ Ω2. Then the functions (R2(z2)θ) (., g2), g2 ∈ L2,reg, are all quasi-characters
on Ω1 and the family
{DG2(g2)
1/2 (R2(z2)θ) (., g2), g2 ∈ L2,reg}
is bounded in QC(Ω1). Hence, to get 4.4.7 it suffices to see that for every compact
subset K1 ⊆ Ω1,reg, the linear forms
θ1 ∈ QC(Ω1) 7→ (R(u)θ1) (g1), g1 ∈ K1
form a bounded subset of QC(Ω1)
′. This follows from example from (iii) (where we
take points x ∈ Ω1 which are regular). This ends the proof of (v). 
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4.5 Functions cθ
We henceforth drop the condition that F = R so that F can be p-adic as well. Let θ be a
quasi-character on G(F ). Then, for all x ∈ Gss(F ) we have a local expansion
DG(xeX)1/2θ(xeX) = DG(xeX)1/2
∑
O∈Nilreg(gx)
cθ,O(x)ĵ(O, X) +O(|X|)
for all X ∈ gx,reg(F ) sufficiently near 0 (in the p-adic case, this follows from the fact that
DG(X)1/2ĵ(O, X) = O(|X|) near 0 for all O ∈ Nil(g)\Nilreg(g)). It follows from the homo-
geneity property of the functions ĵ(O, .) and their linear independence that the coefficients
cθ,O(x), O ∈ Nilreg(gx), are uniquely defined. We set
cθ(x) =
1
|Nilreg(gx)|
∑
O∈Nilreg(gx)
cθ,O(x)
for all x ∈ Gss(F ). This defines a function
cθ : Gss(F )→ C
Similarly, to any quasi-character θ on g(F ) we associate a function
cθ : gss(F )→ C
Proposition 4.5.1 1. Let θ be a quasi-character on G(F ) and let x ∈ Gss(F ). Then
(i) If Gx is not quasi-split then cθ(x) = 0.
(ii) Assume that Gx is quasi-split. Let Bx ⊂ Gx be a Borel subgroup and Tqd,x ⊂ Bx
be a maximal torus (both defined over F ). Then, we have
DG(x)1/2cθ(x) = |W (Gx, Tqd,x)|
−1 lim
x′∈Tqd,x(F )→x
DG(x′)1/2θ(x′)
(in particular, the limit exists).
(iii) The function (DG)1/2cθ is locally bounded on G(F ). More precisely, for any
invariant and compact modulo conjugation subset L ⊂ G(F ), there exists a con-
tinuous semi-norm νL on QC(G(F )) such that
sup
x∈Lss
DG(x)1/2|cθ(x)| 6 νL(θ)
for all θ ∈ QC(G(F )).
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(iv) Let Ωx ⊆ Gx(F ) be a G-good open neighborhood of x. Then, we have
DG(y)1/2cθ(y) = D
Gx(y)1/2cθx,Ωx (y)
for all y ∈ Ωx,ss.
2. Let θ be a quasi-character on g(F ) and let X ∈ gss(F ). Then
(i) If GX is not quasi-split then cθ(X) = 0.
(ii) Assume that GX is quasi-split. Let BX ⊂ GX be a Borel subgroup and Tqd,X ⊂ BX
be a maximal torus (both defined over F ). Then, we have
DG(X)1/2cθ(X) = |W (GX , Tqd,X)|
−1 lim
X′∈tqd,X(F )→X
DG(X ′)1/2θ(X ′)
(in particular, the limit exists).
(iii) The function (DG)1/2cθ is locally bounded on g(F ). More precisely, for any invari-
ant and compact modulo conjugation subset L ⊂ g(F ), there exists a continuous
semi-norm νL on QC(g(F )) such that
sup
X∈Lss
DG(X)1/2|cθ(X)| 6 νL(θ)
for all θ ∈ QC(g(F )).
(iv) For all λ ∈ F× letMλθ be the quasi-character defined by (Mλθ)(X) = |λ|−δ(G)/2θ(λ−1X)
for all X ∈ greg(F ). Then we have
DG(X)1/2cMλθ(X) = D
G(λ−1X)1/2cθ(λ
−1X)
for all X ∈ gss(F ) and all λ ∈ F
×.
(v) Assume that G is quasi-split. Let B ⊂ G be a Borel subgroup and Tqd ⊂ B be a
maximal torus (both defined over F ). Then, for all X ∈ tqd,reg(F ), we have
cĵ(X,.)(0) = 1
Proof: 1.(i) and 2.(i) are obvious since for Gx not quasi-split, Nilreg(gx) is empty. 1.(ii) and
2.(ii) follow easily from 3.4.7 whereas 1.(iii), 1.(iv), 2.(iii) and 2.(iv) are direct consequences
of the preceding points and the fact that the function (DG)1/2θ is locally bounded by a
continuous semi-norm on QC(G(F )) (resp. on QC(g(F ))) for all θ ∈ QC(G(F )) (resp. for
all θ ∈ QC(g(F ))). Finally, 2.(v) follows from 2.(ii) and 3.4.5. 
107
4.6 Homogeneous distributions on spaces of quasi-characters
For all λ ∈ F×, let us denote by Mλ the continuous operator on QCc(g(F )) (resp. on
SQC(g(F )), resp. on QC(g(F ))) given by
Mλθ = |λ|
−δ(G)/2θλ, θ ∈ QCc(g(F )) (resp. θ ∈ SQC(g(F )), resp. θ ∈ QC(g(F )))
(recall that θλ(X) = θ(λ
−1X) for all X ∈ greg(F )).
Proposition 4.6.1 Let λ ∈ F× be such that |λ| 6= 1. Then, we have the following:
(i) For all θ ∈ QCc(g(F )) (resp. θ ∈ SQC(g(F ))) such that cθ,O(0) = 0 for all O ∈
Nilreg(g) and for any integer d > 1, there exist θ1, θ2 ∈ QCc(g(F )) (resp. θ1, θ2 ∈
SQC(g(F ))) such that
• θ = (Mλ − 1)dθ1 + θ2;
• 0 /∈ Supp(θ2).
(ii) Let ℓ be a continuous linear form on QCc(g(F )) such that
ℓ(Mλθ) = ℓ(θ)
for all θ ∈ QCc(g(F )). Then ℓ extends by continuity to SQC(g(F )).
Proof:
(i) Let λ ∈ F× such that |λ| 6= 1. Since MλMλ−1 = Id, we may assume that |λ| > 1.
Denote by QC0(g(F )) the space of quasi-characters θ ∈ QC(g(F )) such that cθ,O(0) = 0
for all O ∈ Nilreg(g(F )). It is a closed subspace of QC(g(F )). Obviously, we only need
to prove that (Mλ − 1) is a linear bijection of QC0(g(F )) onto itself. This will follow
from the next claim
(4.6.1) For all θ ∈ QC0(g(F )), the series
∞∑
n=0
(Mλ)
nθ
converges in QC0(g(F )).
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Let θ ∈ QC0(g(F )). Assume first that F is p-adic. Then, we need to show that for any
open invariant and compact modulo conjugation subset ω ⊆ g(F ), the series
∞∑
n=0
1ω(Mλ)
nθ(4.6.2)
converges in QCc(ω). In some invariant neighborhood of 0, we have
θ(X) =
∑
O∈Nil(g)
cθ,O(0)ĵ(O, X)
Hence, for n sufficiently large, by 1.8.5, we have
(Mλ)
nθ(X) = |λ|−nδ(G)/2
∑
O∈Nil(g)
cθ,O(0)ĵ(O, λ−nX)
=
∑
O∈Nil(g)
|λ|n(dim(O)−δ(G)/2)cθ,O(0)ĵ(λnO, X)
for all X ∈ ωreg. This shows that the family of quasi-characters {1ω(Mλ)nθ; n > 1}
generates a finite dimensional space. Moreover, by the hypothesis made on θ and since
dim(O) < δ(G)/2 for any nilpotent orbit O that is not regular, we see that the series
4.6.2 converges in that finite dimensional space.
Assume now that F = R. Then, we need to show that for any invariant and compact
modulo conjugation subset L ⊆ g(F ) and all u ∈ I(g), the series
∞∑
n=0
qL,u((Mλ)
nθ)
converges. Actually, we are going to show that
qL,u(Mλnθ)≪ |λ|
−n(4.6.3)
for all n > 0. Obviously, we may assume that u is homogeneous. We distinguish two
cases. First assume that deg(u) > 0. Enlarging L if necessary, we may assume that
λ−1L ⊆ L. Then, for all n > 1, we have
qL,u(Mλnθ) = |λ|
−ndeg(u) sup
X∈Lreg
DG(λ−nX)1/2|(∂(u)θ) (λ−nX)|
= |λ|−ndeg(u) sup
X∈λ−nLreg
DG(X)1/2|(∂(u)θ) (X)|
6 |λ|−ndeg(u)qL,u(θ)
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and this proves 4.6.3 in this case. Now assume that u = 1. Since cθ,O(0) = 0 for all
O ∈ Nilreg(g), we have DG(X)1/2θ(X) = O(|X|) for X in some invariant neighborhood
of 0. Hence, L being compact modulo conjugation, we have
qL,1(Mλnθ) = sup
X∈Lreg
DG(λ−nX)1/2|θ(λ−nX)| ≪ |λ|−n
for all n > 0. This proves 4.6.3 in this case too and this ends the proof of 4.6.1.
(ii) There is nothing to prove in the p-adic case (since SQC(g(F )) = QCc(g(F ))) so we
assume F = R. Fix λ ∈ F× such that |λ| < 1. Consider the series
S(θ) :=
∞∑
n=0
(Mλ)
nθ
for all θ ∈ SQC(g(F )). Then, it is not hard to prove as above that this series converges
in QC(g(F ) − 0) and that this defines a continuous linear map S : SQC(g(F )) →
QC(g(F )− 0). Let ϕ ∈ C∞(g(F ))G be compactly supported modulo conjugation and
such that ϕ = 1 near 0. Then, we claim that
(4.6.4) For all θ ∈ SQC(g(F )), the quasi-character (1 − ϕ)S(θ) is a Schwartz quasi-
character.
Let θ ∈ SQC(g(F )). By Proposition 4.2.2 2.(iii), (1 − ϕ)S(θ) is a quasi-character on
g(F ). Denote by L the support of ϕ. Let u ∈ I(g) and N > 1. Since (1−ϕ)S(θ) = S(θ)
outside L, we only need to show that
DG(X)1/2|(∂(u)S(θ))(X)| ≪ ‖X‖−NΓ(g)(4.6.5)
for all X ∈ greg(F ) − L. Of course, we may assume that u is homogeneous and
N > deg(u). We have
DG(X)1/2|(∂(u)S(θ))(X)| 6
∞∑
n=0
DG(X)1/2|(∂(u)(Mλnθ)) (X)|
=
∞∑
n=0
|λ|−ndeg(u)DG(λ−nX)1/2|(∂(u)θ) (λ−nX)|
6 qN,u(θ)
∞∑
n=0
|λ|−ndeg(u)‖λ−nX‖−NΓ(g)
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for all X ∈ greg(F )−L. Since L is an invariant neighborhood of 0, we have an inequality
‖X‖Γ(g) ≪ |µ|‖µ
−1X‖Γ(g) for allX ∈ g(F )−L and all µ ∈ F× such that |µ| 6 1. Hence,
the last sum above is essentially bounded by( ∞∑
n=1
|λ|n(N−deg(u))
)
‖X‖−NΓ(g)
for all X ∈ greg(F )− L. Since we are assuming that N > deg(u) and |λ| < 1, this last
term is finite and this shows 4.6.5. This ends the proof of 4.6.4.
Consider the linear map
Lϕ : SQC(g(F ))→ QCc(g(F ))
Lϕ(θ) = θ + (Mλ − 1) [(1− ϕ)S(θ)]
It indeed takes value in QCc(g(F )) since (Mλ−1) [(1− ϕ)S(θ)] = −θ outside Supp(ϕ).
Moreover, it is continuous by Lemma 4.2.3(iv) and the closed graph theorem. Let ℓ be a
continuous linear form onQCc(g(F )) that satisfies ℓ(Mλθ) = ℓ(θ) for all θ ∈ QCc(g(F )).
Then, we can extend ℓ to a continuous linear form on SQC(g(F )) by setting
ℓ(θ) = ℓ(Lϕ(θ))
for all θ ∈ SQC(g(F )). It is indeed an extension since (1−ϕ)S(θ) ∈ QCc(g(F )) for all
θ ∈ QCc(g(F )). 
4.7 Quasi-characters and parabolic induction
Let M be a Levi subgroup of G. Let us fix for all x ∈ Gss(F ) a system of representa-
tives XM(x) for the M(F )-conjugacy classes of elements in M(F ) that are G(F )-conjugate
to x. Recall that in Section 3.4, we have defined a parabolic induction morphism iGM :
D′(M(F ))M → D′(G(F ))G which sends distributions representable by locally integrable in-
variant functions onM(F ) to distributions representable by locally integrable invariant func-
tions on G(F ). In particular, for any quasi-character θM on M(F ), iGM (θ
M) is a well-defined
locally integrable invariant function on G(F ).
Proposition 4.7.1 Let θM be a quasi-character on M(F ). Then,
(i) iGM(θ
M) is a quasi-character.
(ii) Let θ = iGM(θ
M). Then, we have
DG(x)1/2cθ(x) = [ZG(x)(F ) : Gx(F )]
∑
y∈XM (x)
[ZM(y)(F ) : My(F )]
−1DM(y)1/2cθM (y)
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for all x ∈ Gss(F ).
Proof:
(i) If F is p-adic, this is proved in [Wa1]. Assume that F = R. We already know (cf.
Section 3.4) that iGM(θ
M) is representable by a smooth function θ on Gsreg(F ). It
is not hard to see using 3.4.2, that θ extends to a smooth function on Greg(F ) and
that the function (DG)1/2θ is locally bounded. Moreover, by 3.4.1 and since θM is a
quasi-character, for all z ∈ Z(g) the distribution zTθ is represented by the function
iGM (zMθ
M). It easily follows that θ is a quasi-character.
(ii) Assume first that Gx is not quasi-split. Then, by Proposition 4.5.1.1.(i), both sides
are easily seen to be zero (notice that for y ∈ Mss(F ), My is a Levi subgroup of Gy).
Assume now that Gx is quasi-split. Let us fix Bx ⊂ Gx a Borel subgroup and Tqd,x ⊂ Bx
a maximal torus (both defined over F ). Then, by Proposition 4.5.1.1.(ii), we have the
formula
DG(x)cθ(x) = |W (Gx, Tqd,x)|
−1 lim
x′∈Tqd,x(F )→x
DG(x′)1/2θ(x′)(4.7.1)
Moreover, by 3.4.2, we know that for all x′ ∈ Tqd,x(F ) ∩Gsreg(F ) we have
DG(x′)1/2θ(x′) =
∑
y′∈XM (x′)
DM(y′)1/2θM (y′)(4.7.2)
For all y ∈ XM(x), the group Gy is quasi-split and My is one of its Levi subgroup.
Hence, we may fix for all y ∈ XM(x) a Borel subgroup By ⊂ Gy and a maximal torus
Tqd,y ⊂ By (both again defined over F ) such that Tqd,y ⊂ My. Let us also fix for all
y ∈ XM(x) an element gy ∈ G(F ) such that g−1y xgy = y and g
−1
y Tqd,xgy = Tqd,y. We
claim the following
(4.7.3) Let x′ ∈ Tqd,x(F ) ∩Gsreg(F ). Then, for all y′ ∈ XM(x′), there exist y ∈ XM(x)
and g ∈ NormZG(y)(F )(Tqd,y) such that y
′ and g−1g−1y x
′gyg are M(F )-conjugate.
Moreover, for all y1, y2 ∈ XM(x) and all gi ∈ NormZG(yi)(F )(Tqd,yi), i = 1, 2,
the elements g−11 g
−1
y1
x′gy1g1 and g
−1
2 g
−1
y2
x′gy2g2 are M(F )-conjugate if and only if
y1 = y2 and g2 ∈ g1NormZM (y1)(F )(Tqd,y1).
Let x′ ∈ Tqd,x(F )∩Gsreg(F ) and y′ ∈ XM(x′). Choose γ ∈ G(F ) such that y′ = γ−1x′γ.
Then the centralizer of y′ in G is the maximal torus γ−1Tqd,xγ which is contained in
M . It follows that γ−1xγ ∈ M(F ). By definition of XM(x), up to translating γ by
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an element of M(F ) (and conjugating y′ by the same element), we may assume that
there exists y ∈ XM(x) such that y = γ−1xγ. Then γ−1Bxγ is a Borel subgroup of
Gy and γ
−1Tqd,xγ is a maximal torus of γ−1Bxγ which is the centralizer of γ−1x′γ and
so is contained in My. Hence, up to translating γ by an element of My(F ) we may
further assume that γ−1Tqd,xγ = Tqd,y. Consider the element g = g−1y γ. It centralizes
y and normalizes Tqd,y. It follows that g ∈ NormZG(y)(F )(Tqd,y) and this proves the
first part of the claim. Let y1, y2, g1 and g2 be as in the second part of the claim
and assume that g−11 g
−1
y1
x′gy1g1 and g
−1
2 g
−1
y2
x′gy2g2 are M(F )-conjugate. These two
elements are conjugate by m = g−11 g
−1
y1
gy2g2. Since the centralizer of g
−1
1 g
−1
y1
x′gy1g1
is the torus Tqd,y1 which is contained in M , we have m ∈ M(F ). But, we easily
check that my2m
−1 = y1. By definition of XM(x), it follows that y1 = y2 and hence
m = g−11 g2 ∈ NormZG(y1)(F )(Tqd,y1) ∩M(F ) = NormZM (y1)(F )(Tqd,y1) and this ends the
proof of 4.7.3.
Let us fix for all y ∈ XM(x), a set NGM(y) of representatives for the left cosets of
NormZM (y)(F )(Tqd,y) in NormZG(y)(F )(Tqd,y). By 4.7.3, we may assume that for all x
′ ∈
Tqd,x(F ) ∩Gsreg(F ) we have
XM(x′) = {g−1g−1y x
′gyg; y ∈ XM(x) g ∈ NGM(y)}
Hence, by 4.7.2, we get
DG(x′)1/2θ(x′) =
∑
y∈XM (x)
∑
NGM (y)
DM(g−1g−1y x
′gyg)1/2θM (g−1g−1y x
′gyg)(4.7.4)
for all x′ ∈ Tqd,x(F ) ∩ Gsreg(F ). Notice that for all y ∈ XM(x) and all g ∈ NGM(y), we
have g−1g−1y Tqd,xgyg = Tqd,y and g
−1g−1y x
′gyg → y as x′ → x. Hence, taking the limit
in 4.7.4 as x′ → x, we get, by 4.7.1 and Proposition 4.5.1.1.(ii),
DG(x)1/2cθ(x) = |W (Gx, Tqd,x)|
−1 ∑
y∈XM (x)
|NGM(y)||W (My, Tqd,y)|D
M(y)1/2cθM (y)
To conclude, it suffices now to show that for all y ∈ XM(x), we have
|W (Gx, Tqd,x)|
−1|NGM(y)||W (My, Tqd,y)| = [ZG(x)(F ) : Gx(F )][ZM(y)(F ) : My(F )]
−1
(4.7.5)
Let y ∈ XM(x). By definition, we have
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|NGM(y)| =
∣∣NormZG(y)(F )(Tqd,y)/NormZM (y)(F )(Tqd,y)∣∣
=
∣∣NormZG(y)(F )(Tqd,y)/Tqd,y(F )∣∣× ∣∣NormZM (y)(F )(Tqd,y)/Tqd,y(F )∣∣−1
Since the pairs (x, Tqd,x) and (y, Tqd,y) are G(F )-conjugate, we have∣∣NormZG(y)(F )(Tqd,y)/Tqd,y(F )∣∣ = ∣∣NormZG(x)(F )(Tqd,x)/Tqd,x(F )∣∣
Hence, the left hand side of 4.7.5 is the product of the two following terms
|W (Gx, Tqd,x)|
−1 ∣∣NormZG(x)(F )(Tqd,x)/Tqd,x(F )∣∣
and
|W (My, Tqd,y)|
∣∣NormZM (y)(F )(Tqd,y)/Tqd,y(F )∣∣−1
Let us look at the first term above. Every coset of Gx(F ) in ZG(x)(F ) contains an
element that normalizes Tqd,x. Indeed, for all z ∈ ZG(x)(F ) the torus zTqd,xz−1 is
also a maximal torus of Gx which is contained in a Borel subgroup, hence there exists
g ∈ Gx(F ) such that gzTqd,xz−1g−1 = Tqd,x. It now follows easily from this that we
have
|W (Gx, Tqd,x)|
−1 ∣∣NormZG(x)(F )(Tqd,x)/Tqd,x(F )∣∣ = [ZG(x)(F ) : Gx(F )](4.7.6)
We similarly prove that
|W (My, Tqd,y)|
∣∣NormZM (y)(F )(Tqd,y)/Tqd,y(F )∣∣−1 = [ZM(y)(F ) : My(F )]−1(4.7.7)
Now 4.7.5 follows from 4.7.6 and 4.7.7 and this ends the proof of the proposition. 
4.8 Quasi-characters associated to tempered representations and
Whittaker datas
Recall that a Whittaker datum for G is a G(F )-conjugacy class of pairs (UB, ξB) where UB is
the unipotent radical of a Borel subgroup B of G, defined over F , and ξB : UB(F )→ S1 is a
generic character on UB(F ) (generic means that the stabilizer of ξB in B(F ) coincides with
ZG(F )UB(F )). Of course, Whittaker data for G exist if and only if G is quasi-split. Using
the bilinear form B(., .) and the additive character ψ, we can define a bijection O 7→ (UO, ξO)
between Nilreg(g) and the set of Whittaker data for G as follows. Let O ∈ Nilreg(g). Pick
Y ∈ O and extend it to an sl2-triple (Y,H,X). Then X is a regular nilpotent element
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and hence belongs to exactly one Borel subalgebra bO of g that is defined over F . Let
BO be the corresponding Borel subgroup and UO be its unipotent radical. The assignment
u ∈ UO(F ) 7→ ξO(u) = ψ (B(Y, log(u))) defines a generic character on UO(F ). Moreover, the
G(F )-conjugacy class of (UO, ξO) only depends on O and this defines the desired bijection.
Let π be a tempered irreducible representation of G(F ). For O ∈ Nilreg(F ), we will say
that π has a Whittaker model of type O if there exists a nonzero continuous linear form
ℓ : π∞ → C such that ℓ ◦ π(u) = ξO(u)ℓ for all u ∈ UO(F ). Recall that the character θπ of π
is a quasi-character on G(F ). For all O ∈ Nilreg(g), we set cπ,O(1) = cθπ,O(1). In Section 2.7,
we have defined a space X (G) of virtual tempered representations of G(F ). The character
of a virtual representation is defined by linearity.
Proposition 4.8.1 (i) Let π ∈ Temp(G). Then, for all O ∈ Nilreg(g), we have
cπ,O(1) =
{
1 if π has a Whittaker model of type O
0 otherwise
(ii) The map
π ∈ X (G) 7→ θπ ∈ QC(G(F ))
is smooth. Moreover, if F = R, for every continuous semi-norm ν on QC(G(F )), there
exists an integer k > 0 such that
ν(θπ)≪ N(π)
k
for all π ∈ X (G).
Proof:
(i) In the case where F is p-adic and G is split, this is due to Rodier [Ro]. The same proof
works equally well for general quasi-split groups and is contained in the more general
results of [MW]. Finally, when F = R it is a theorem of Matumoto ([Mat] Theorem
C).
(ii) The first part is easy to prove. Indeed, this amounts to showing that for every Levi
subgroup M of G and for all σ ∈ X ell(M) the map
λ ∈ iA∗M 7→ θπλ ∈ QC(G(F ))
is smooth, where we have set πλ = i
G
M(σλ) for all λ ∈ iA
∗
M . By 3.4.3, we have θπλ =
iGM (θσλ) for all λ ∈ iA
∗
M . The linear map
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iGM : QC(M(F ))→ QC(G(F ))
is easily seen to be continuous using 3.4.1 and 3.4.2, whereas the map
λ ∈ iA∗M 7→ θσλ ∈ QC(M(F ))
is obviously smooth. This handles the first part of the proposition.
Let us now prove the second part of the proposition. So assume that F = R. Let M
be a set of representatives for the conjugacy classes of Levi subgoups of G. Recall that
by definition of X (G), we have
X (G) =
⋃
M∈M
iGM(Xell(M))
Let M ∈M be such that M 6= G. Then, by induction, we may assume that the result
is true for M . As we just saw, the linear map iGM : QC(M(F )) → QC(G(F )) is con-
tinuous. It immediately follows that for every continuous semi-norm ν on QC(G(F )),
there exists k > 0 such that
ν(θπ)≪ N(π)
k
for all π ∈ iGM(Xell(M)). Combining these inequalities for all M ∈ M, M 6= G, we are
left with proving the inequality of the proposition only for π ∈ Xell(G), that is
(4.8.1) For each continuous semi-norm ν on QC(G(F )), there exists k > 0 such that
ν(θπ)≪ N(π)
k
for all π ∈ Xell(G).
For all z ∈ Z(g) we have zθπ = χπ(z)θπ and there exists k0 > 0 such that |χπ(z)| ≪
N(π)k0 for all π ∈ Xell(G). Hence, it clearly suffices to prove the existence of C > 0
such that
sup
x∈Greg(F )
DG(x)1/2 |θπ(x)| 6 C(4.8.2)
for all π ∈ Xell(G). Harish-Chandra has completely described the characters θπ of
elliptic representations π ∈ Xell(G). More precisely, let T be a maximal torus of G
which is elliptic (if such a torus doesn’t exist then G has no elliptic representations).
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Denote by T (R)∗ the group of continuous unitary characters of T (R). Then, to each
element b∗ ∈ T (R)∗, Harish-Chandra associates a certain function θb∗ on Greg(R) (cf.
Theorem 24 p.261 of [Va]). These are invariant eigendistributions on G(R) and some of
them might be equal to zero. Moreover, by Theorem 24 (c) p.261 of [Va], there exists
C > 0 such that
sup
x∈Greg(F )
DG(x)1/2 |θb∗(x)| 6 C(4.8.3)
for all b∗ ∈ T (R)∗. Now let π ∈ Xell(G). Recall that π is a linear combination of
constituents of a certain induced representation iGM(σ), M a Levi subgroup of G and
σ ∈ Π2(M). Let us denote, as in Section 2.7, by W (σ) the stabilizer of σ in W (G,M).
Then, by the first equality after Theorem 13 of [HC2], there exists b∗ ∈ T (R)∗ such
that the equality
θπ = |W (σ)|θb∗
holds up to a scalar of module one (recall that π itself is defined up to such a scalar).
Of course the term |W (σ)| is bounded independently of π. Hence, 4.8.2 follows from
4.8.3 and this ends the proof of the proposition. 
5 Strongly cuspidal functions
This chapter is devoted to the study of the so-called strongly cuspidal functions; a notion
that we borrow from the work of Waldspurger [Wa1]. These are functions f on the group
G(F ) or its Lie algebra satisfying a certain geometric condition; namely that for every
proper parabolic subgroup P = MU the function on M(F ) defined by integration over
U(F ) vanishes identically. Their importance stems from the fact that the simple local trace
formulas to be developed in Chapter 8 to 11 are functionals on the space of strongly cuspidal
functions.
In Section 5.1, we define strongly cuspidal functions and derive their basic properties.
Following Waldspurger, we study the weighted orbital integrals of such functions in Section
5.2. In Sections 5.3 and 5.4, we give a spectral characterization of the strongly cuspidal
functions and study their weighted characters. Section 5.5 recalls the local trace formula of
Arthur in the particular case where one of the test functions is strongly cuspidal (it then takes
a particularly nice form). Section 5.6 contains a very important construction that allows to
associate to any strongly cuspidal function a quasi-character in the sense of Chapter 4 (this
construction is also due to Waldspurger [Wa1]). Finally in Section 5.7, we prove a technical
proposition which allows to replace a strongly cuspidal function f by another one with the
same associated quasi-character but whose semi-simple descents to elliptic elements is again
strongly cuspidal. This proposition will play a crucial role in the proof of the geometric
expansions of our local trace formulas (Theorem 11.4.1 and Theorem 11.4.3).
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5.1 Definition, first properties
For every parabolic subgroup P = MU of G, we define continuous linear maps
f ∈ C(G(F )) 7→ fP ∈ C(M(F ))
ϕ ∈ S(g(F )) 7→ ϕP ∈ S(m(F ))
by setting
fP (m) = δP (m)
1/2
∫
U(F )
f(mu)du and ϕP (X) =
∫
u(F )
ϕ(X +N)dN
We will say that a function f ∈ C(G(F )) (resp. ϕ ∈ S(g(F ))) is strongly cuspidal if fP = 0
(resp. ϕP = 0) for every proper parabolic subgroup P of G. We will denote by Cscusp(G(F )),
Sscusp(G(F )) and Sscusp(g(F )) the subspaces of strongly cuspidal functions in C(G(F )),
S(G(F )) and S(g(F )) respectively. More generally, if Ω ⊆ G(F ) (resp. ω ⊆ g(F )) is a
completely G(F )-invariant open subset, we will set Sscusp(Ω) = S(Ω) ∩ Sscusp(G(F )) (resp.
Sscusp(ω) = S(ω)∩Sscusp(g(F ))) (the subspaces S(Ω) and S(ω) have been defined in Section
3.1). In the real case, we have (zf)P = zMf
P and (∂(u)ϕ)P = ∂(uM)ϕ
P for all f ∈ C(G(F )),
all z ∈ Z(g), all ϕ ∈ S(g(F )) and all u ∈ I(g). Hence, the action of Z(g) preserves the
spaces Cscusp(G(F )), Sscusp(G(F )) and Sscusp(Ω) and the action of I(g) preserves the spaces
Sscusp(g(F )) and Sscusp(ω).
Let f ∈ C(G(F )). By the usual variable change we see that
fP (m) = DG(m)1/2DM(m)−1/2
∫
U(F )
f(u−1mu)du
for every parabolic subgroup P = MU and all m ∈ M(F ) ∩ Greg(F ). Hence, an equivalent
condition for f to be strongly cuspidal is that the integral∫
U(F )
f(u−1mu)du
is zero for every proper parabolic subgroup P =MU and all m ∈M(F )∩Greg(F ). Similarly,
a function ϕ ∈ S(g(F )) is strongly cuspidal if and only if the integral∫
U(F )
ϕ(u−1Xu)du
is zero for every proper parabolic subgroup P =MU and all X ∈ m(F )∩ greg(F ). It follows
from these descriptions and Proposition 3.1.1(iv) that for every function ϕ ∈ C∞(G(F ))G
(resp. ϕ ∈ C∞(g(F ))G) which is compactly supported modulo conjugation, multiplication by
ϕ preserves Sscusp(G(F )) (resp. Sscusp(g(F ))). Moreover, choosing ϕ ∈ C∞(g(F ))G compactly
supported modulo conjugation and such that ϕ = 1 in a neighborhood of 0, it is not hard to
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see that lim
λ→∞
ϕλf = f in S(g(F )) for all f ∈ Sscusp(g(F )) (recall that ϕλ(X) = ϕ(λ
−1X)).
Hence, we have
(5.1.1) The subspace of functions f ∈ Sscusp(g(F )) that are compactly supported modulo
conjugation is dense in Sscusp(g(F )).
Let ω ⊆ g(F ) be a G-excellent open subset and set Ω = exp(ω). Then the map f 7→ fω
induces an isomorphism
Sscusp(Ω) ≃ Sscusp(ω)
(this follows from Lemma 3.3.1). Finally, we leave to the reader the simple task of checking
that the Fourier transform preserves Sscusp(g(F )).
5.2 Weighted orbital integrals of strongly cuspidal functions
Let M be a Levi subgroup of G. Recall that in Section 1.10, we have defined a family
of tempered distributions JQL (x, .) on G(F ) for all x ∈ M(F ) ∩ Greg(F ), all L ∈ L(M)
and all Q ∈ F(L). We have also defined tempered distributions JQL (X, .) on g(F ) for all
X ∈ m(F ) ∩ greg(F ), all L ∈ L(M) and all Q ∈ F(L). These distributions depended on the
choice of a maximal compact subgroup K which is special in the p-adic case.
Lemma 5.2.1 Let f ∈ Cscusp(G(F )) (resp. f ∈ Sscusp(g(F ))) be a strongly cuspidal function
and fix x ∈M(F ) ∩Greg(F ) (resp. X ∈ m(F ) ∩ greg(F )). Then
(i) For all L ∈ L(M) and all Q ∈ F(L), if L 6=M or Q 6= G, we have
JQL (x, f) = 0 (resp. J
Q
L (X, f) = 0)
(ii) The weighted orbital integral JGM(x, f) (resp. J
G
M(X, f)) doesn’t depend on the choice of
K;
(iii) If x /∈ M(F )ell (resp. X /∈ m(F )ell), we have
JGM(x, f) = 0 (resp. J
G
M(X, f) = 0)
(iv) For all y ∈ G(F ), we have
JGyMy−1(yxy
−1, f) = JGM(x, f) (resp. J
G
yMy−1(yXy
−1, f) = JGM(X, f))
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Proof: This is proved in [Wa1] when F is p-adic. The proof works equally well for F = R.

For all x ∈ Greg(F ), let us denote by M(x) the centralizer of AGx in G. It is the minimal
Levi subgroup of G containing x. Let f ∈ Cscusp(G(F )). Then, we set
θf (x) = (−1)
aG−aM(x)ν(Gx)−1DG(x)−1/2JGM(x)(x, f)
for all x ∈ Greg(F ) (where we recall that ν(Gx) is a normalizing constant making the Haar
measure on the torus Gx(F ) of total mass 1, see §1.6). By the point (iv) of the above lemma,
the function θf is invariant. We define similarly an invariant function θf on greg(F ) for all
f ∈ Sscusp(g(F )), by setting
θf (X) = (−1)
aG−aM(X)ν(GX)−1DG(X)−1/2JGM(X)(X, f)
for all X ∈ greg(F ), where M(X) denotes the centralizer of AGX in G.
Lemma 5.2.2 Assume that F = R. Then,
(i) For all f ∈ Sscusp(g(F )), θf is a smooth function on greg(F ) and we have ∂(u)θf = θ∂(u)f
for all u ∈ I(g). Moreover, there exists k > 0 such that for all N > 1 there exists a
continuous semi-norm νN on Sscusp(g(F )) such that
DG(X)1/2|θf(X)| 6 νN (f) log
(
2 +DG(X)−1
)k
‖X‖−NΓ(g)
for all X ∈ greg(F ) and all f ∈ Sscusp(g(F )).
(ii) For all f ∈ Cscusp(G(F )), θf is a smooth function on Greg(F ) and we have zθf = θzf
for all z ∈ Z(g).
Proof: By semi-simple descent (Lemma 3.2.1), the first point of (i) and (ii) follow directly
from Lemma 1.10.1 and the point (i) of the last lemma. The estimates in (i) is a direct
consequence of 1.10.1. 
5.3 Spectral characterization of strongly cuspidal functions
Let P = MU be a parabolic subgroup of G and σ a tempered representation of M(F ).
We have a natural isomorphism End(iGP (σ))
∞ ≃ iG×GP×P (End(σ))
∞ sending a function ϕ ∈
iG×GP×P (End(σ))
∞ to the operator
e ∈ iGP (σ) 7→
(
g 7→
∫
P (F )\G(F )
ϕ(g, g′)e(g′)dg′
)
Let f ∈ C(G(F )). A direct computation shows that the operator iGP (σ, f) ∈ End(i
G
P (σ))
∞
corresponds to the function iGP (σ, f)(., .) ∈ i
G×G
P×P (End(σ))
∞ given by
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iGP (σ, f)(g, g
′) = σ
[
(L(g)R(g′)f)P
]
, g, g′ ∈ G(F )
In particular, we have σ(fP ) = iGP (σ, f)(1, 1). Since the function f
P is zero if and only if it
acts trivially on every representation in Xtemp(M) (by Theorem 2.6.1), we deduce that
(5.3.1) A function f ∈ C(G(F )) is strongly cuspidal if and only if for every proper parabolic
subgroup P = MU and all σ ∈ Xtemp(M), we have i
G
P (σ, f)(1, 1) = 0.
Recall that in Section 2.6, we have defined a topological space C(Xtemp(G), E(G)) of smooth
sections π ∈ Xtemp(G) 7→ Tπ ∈ End(π)∞ and that the map that associates to f ∈ C(G(F ))
its Fourier transform π ∈ Xtemp(G) 7→ π(f) induces a topological isomorphism C(G(F )) ≃
C(Xtemp(G), E(G)) (Theorem 2.6.1). Let us denote by Cscusp(Xtemp(G), E(G)) the image by
this isomorphism of Cscusp(G(F )). Then, we have the following
Lemma 5.3.1 (i) The subspace Cscusp(Xtemp(G), E(G)) is stable by multiplication by func-
tions ϕ ∈ C∞c (Xtemp(G));
(ii) The subspace of functions f ∈ Cscusp(G(F )) having a Fourier transform π ∈ Xtemp(G) 7→
π(f) that is compactly supported is dense in Cscusp(G(F )).
Proof:
(i) This follows directly from the above characterization of strongly cuspidal functions;
(ii) There is nothing to say on the p-adic case since every function f ∈ C(G(F )) has a
compactly supported Fourier transform. In the real case this follows from (i) once we
observe that there exists a sequence (ϕN)N>1 of functions in C
∞
c (Xtemp(G)) such that
lim
N→∞
ϕNT = T
for all T ∈ C(Xtemp(G), E(G)). 
5.4 Weighted characters of strongly cuspidal functions
Let M be a Levi subgroup of G and σ a tempered representation of M(F ). Recall that in
Section 2.5, we have defined tempered distributions JQL (σ, .) on G(F ) for all L ∈ L(M) and
all Q ∈ F(L). These distributions depended on the choice of a maximal compact subgroup
K which is special in the p-adic case and also on the way we normalize intertwining operators
(cf. Section 2.4).
Lemma 5.4.1 Let f ∈ C(G(F )) be a strongly cuspidal function.
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(i) For all L ∈ L(M) and all Q ∈ F(L), if L 6=M or Q 6= G, then we have
JQL (σ, f) = 0
(ii) The weighted character JGM(σ, f) doesn’t depend on the choice of K or on the way we
normalized the intertwining operators;
(iii) If σ is induced from a proper parabolic subgroup of M then
JGM(σ, f) = 0
(iv) For all x ∈ G(F ), we have
JGxMx−1(xσx
−1, f) = JGM(σ, f)
Proof:
(i) First we do the case where Q = SUQ is different from G. Following the definition, we
see that
JQL (σ, f) = J
Q
L (i
L
M(σ), f)
Hence, we may assume without loss of generality that L =M . We will treat the natural
isomorphisms iGP (σλ) ≃ i
K
KP
(σKP ) for P ∈ P(M) and λ ∈ iA
∗
M , where KP = K ∩P (F ),
as identifications. Choose P ∈ P(M) such that P ⊂ Q. We have
JQM(σ, f) = Trace(R
Q
M (σ, P )i
G
P (σ, f))
where the operator RQM(σ, P ) ∈ End(i
K
KP
(σKP )
∞) is associated with the (S,M)-family
RQR(λ, σ, P ) = RQ(R)|P (σ)
−1RQ(R)|P (σλ), R ∈ P
S(M), λ ∈ iA∗M
where Q(R) = RUQ ∈ P(M). Let KS be the projection of KQ = K ∩ Q(F ) onto
S(F ) and for all R ∈ PS(M), set KR = KS ∩ R(F ). Then KS is a maximal compact
subgroup of S(F ) that is special in the p-adic case. Hence, we have isomorphisms
iSR(σλ) ≃ i
KS
KR
(σKR) for all λ ∈ iA
∗
M and all R ∈ P
S(M). Also, for all R ∈ PS(M), we
have the isomorphism of induction by stages iKKQ(R)(σKQ(R)) ≃ i
K
KQ
(iKSKR(σKR)). In all
what follows, we will treat these isomorphisms as identifications. Setting PS = P ∩ S,
by 2.4.5 we have the equality RQ(R)|P (σλ) = iKKQ(RR|PS(σλ)) for all λ ∈ iA
∗
M and all
R ∈ PS(M) (meaning that the K-homomorphism RQ(R)|P (σλ) is deduced from the KS-
homomorphism RR|PS(σλ) : i
KS
KPS
(σKPS )
∞ → iKSKR(σKR)
∞ by functoriality). We deduce
immediately that
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RQM (σ, P ) = i
K
KQ
(
RSM (σ, PS)
)
(5.4.1)
where RSM (σ, PS) ∈ End(i
KS
KPS
(σKPS )
∞) = End(iSPS(σ)
∞) is associated with the (S,M)-
family
RSR(λ, σ, PS) = RR|PS(σ)
−1RR|PS(σλ), R ∈ P
S(M), λ ∈ iA∗M
Recall that we have a natural isomorphism End(iGP (σ))
∞ ≃ iG×GQ×Q
(
End(iSPS(σ))
)∞
(cf.
Section 5.3) which sends the operator iGP (σ, f) to the function
iGP (σ, f)(g1, g2) = i
S
PS
(
σ, (L(g1)R(g2)f)
Q
)
, g1, g2 ∈ G(F )
It follows from this and 5.4.1 that the action of the operator RQM(σ, P )i
G
P (σ, f) on
iKKP (σKP )
∞ ≃ iKKQ(i
KS
KPS
(σKPS ))
∞ is given by
(
RQM(σ, P )i
G
P (σ, f)e
)
(k) =
∫
KQ\K
RSM(σ, PS)i
S
PS
(σ, (L(k)R(k′)f)Q)e(k′)dk′
for all e ∈ iKKQ(i
KS
KPS
(σKPS ))
∞ and all k ∈ K. We may now write
JQM(σ, f) = Trace
(
RQM (σ, P )i
G
P (σ, f)
)
=
∫
K
Trace
(
RSM(σ, PS)i
S
PS
(σ, (kf)Q)
)
dk = 0
This proves the vanishing (i) in the case Q 6= G. Assume now L 6= M but Q = G,
applying the descent formula 1.9.3, we see that
JGL (σ, f) =
∑
L′∈L(M)
dGM(L, L
′)JQ
′
M (σ, f)
By what we just saw, the terms in that sum corresponding to L′ 6= G vanish. Since
L 6= M , we also have dGM(L,G) = 0. Hence all terms in the sum above are zero.
(ii) First we prove the independence in K. Let K˜ be another maximal compact subgroup
that is special in the p-adic case. Let P ∈ P(M). Using K˜ instead of K, we may define
another (G,M)-family (R˜P ′(σ, P ))P ′∈P(M) taking values in End(iGP (σ)
∞). We deduce
from this (G,M)-family another weighted character J˜GM(σ, .). For all P
′ ∈ P(M) and
all λ ∈ iA∗M , we have a chain of natural isomorphisms
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iGP ′(σ) ≃ i
K˜
K˜P ′
(σK˜P ′
) ≃ iGP ′(σλ) ≃ i
K
KP ′
(σ) ≃ iGP ′(σ)
where K˜P ′ = K ∩ P
′(F ). We will denote by IP ′(λ, σ) : iGP ′(σ) ≃ i
G
P ′(σ) their com-
position and we set DP ′(λ, σ, P ) = RP ′|P (σ)−1IP ′(λ, σ)RP ′|P (σ). Then the family
(DP ′(σ, P ))P ′∈P(M) is a (G,M)-family (taking values in End(iGP (σ))) and we have
R˜P ′(λ, σ, P ) = DP ′(λ, σ, P )RP ′(λ, σ, P )IP (λ, σ)
for all P ′ ∈ P(M) and all λ ∈ iA∗M . We remark that the term λ 7→ IP (λ, σ) doesn’t
depend on P ′ and satisfies IP (0, σ) = Id. Applying the splitting formula 1.9.1, we get
R˜M (σ, P ) =
∑
Q∈F(M)
D′Q(σ, P )R
Q
M(σ, P )
Hence, we have
J˜GM(σ, f) =
∑
Q∈F(M)
Trace
(
D′Q(σ, P )R
Q
M(σ, P )i
G
P (σ, f)
)
and the term indexed by Q = G is precisely JGM(σ, f) (the weighted character defined
using K). Consequently, it suffices to show the following
Trace
(
D′Q(σ, P )R
Q
M(σ, P )i
G
P (σ, f)
)
= 0(5.4.2)
for all Q ∈ F(M) such that Q 6= G. Fix such a parabolic subgroup Q = SUQ. Notice
that for all P ′ ∈ P(M), we have
D′Q(σ, P ) = RP ′|P (σ)
−1D′Q(σ, P
′)RP ′|P (σ)
RQM (σ, P ) = RP ′|P (σ)
−1RQM (σ, P
′)RP ′|P (σ)
iGP (σ, f) = RP ′|P (σ)
−1iGP ′(σ, f)RP ′|P (σ)
so that the trace 5.4.2 doesn’t change if we replace P by P ′. Hence, we may assume
without loss of generality that P ⊂ Q. The operator D′Q(σ, P ) then only depends
on the function λ 7→ DP (λ, σ, P ) = IP (λ, σ). We now use again the isomorphism
iGP (σ) ≃ i
K
KP
(σKP ) as an identification. Direct computation shows that
124
(IP (λ, σ)e) (k) = e
〈λ,HM (m˜P (k))〉e(k)
for all e ∈ iKKP (σKP ), all λ ∈ iA
∗
M and all k ∈ K, where m˜P : G(F ) → M(F ) is any
map such that m˜P (g)
−1g ∈ U(F )K˜ for all g ∈ G(F ). It follows easily that there exists
a smooth function d′Q(σ, P ) : K → C such that(
D′Q(σ, P )e
)
(k) = d′Q(k, σ, P )e(k)
for all e ∈ iKKP (σKP ) and all k ∈ K. We have the isomorphism of induction by stage
iKKP (σKP )
∞ ≃ iKKQ(i
S
PS
(σ)KQ)
∞ and we saw during the proof of (i) that RQM (σ, P ) is
obtained by functoriality from the KQ-endomorphism RSM(σ, PS) of i
S
PS
(σ)∞. The
image of iGP (σ, f) via the natural isomorphism End(i
G
P (σ))
∞ ≃ iK×KKQ×KQ
(
End(iSPSσ)KQ
)∞
is the function given by
iGP (σ, f)(k1, k2) = i
S
PS
(
σ, (L(k1)R(k2)f)
Q
)
for all k1, k2 ∈ K. Hence, we see that the operator D′Q(σ, P )R
Q
M(σ, P )i
G
P (σ, f) acting
on iKKP (σ) ≃ i
K
KQ
(iSPS(σ)KQ) is given by(
D′Q(σ, P )R
Q
M (σ, P )i
G
P (σ, f)e
)
(k)
=
∫
KQ\K
d′Q(k, σ, P )R
S
M(σ, PS)i
S
PS
(
σ, (L(k)R(k′)f)Q
)
e(k′)dk′
for all e ∈ iKKQ(i
S
PS
(σ)KQ) and all k ∈ K. Consequently, we have
Trace
(
D′Q(σ, P )R
Q
M(σ, P )i
G
P (σ, f)
)
=
∫
KQ\K
d′Q(k, σ, P ) Trace
(
RSM(σ, PS)i
S
PS
(
σ, (kf)Q
))
dk = 0
This proves the vanishing 5.4.2 and ends the proof of the independence in K.
We now prove that JGM(σ, f) does not depend on the way we normalized the intertwining
operators. Assume we choose different normalization factors λ 7→ r˜P ′|P (σλ), P, P ′ ∈
P(M), yielding new normalized intertwining operators R˜P ′|P (σλ) (λ ∈ iA∗M , P, P
′ ∈
P(M)). Using these new normalized intertwining operators, we construct new (G,M)-
families (R˜P ′(σ, P ))P ′∈P(M) (P ∈ P(M)) from which we derive a new weighted character
J˜GM(σ, f). Fix P ∈ P(M). For all P
′ ∈ P(M), the quotient rP ′|P (σλ)r˜P ′|P (σλ)−1 is well-
defined and nonzero for all λ ∈ iA∗M . Let us set
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dP ′(λ, σ, P ) = rP ′|P (σ)
−1r˜P ′|P (σ)rP ′|P (σλ)r˜P ′|P (σλ)
−1
for all P ′ ∈ P(M) and all λ ∈ iA∗M . Then the family (dP ′(σ, P ))P ′∈P(M) is a scalar-
valued (G,M)-family and we have
R˜P ′(λ, σ, P ) = dP ′(λ, σ, P )RP ′(λ, σ, P )
for all P ′ ∈ P(M) and all λ ∈ iA∗M . Hence by the splitting formula 1.9.1 and the
definition of the weighted characters, we have
J˜GM(σ, f) =
∑
Q∈F(M)
d′QJ
Q
M(σ, f)
The term indexed by Q = G in the above sum is equal to JGM(σ, f) whereas by (i)
all the other terms vanish. Hence we have the equality J˜GM(σ, f) = J
G
M(σ, f). This
proves indeed that JGM(σ, f) doesn’t depend on the way we normalized the intertwining
operators.
(iii) Assume that there exists a proper Levi subgroup M1 ⊂M and a tempered representa-
tion σ1 of M1(F ) such that σ = i
M
M1
(σ1). Following the definition, we have
JGM(σ, f) = J
G
M(σ1, f)
and by (i) the right hand side above is zero.
(iv) By (ii), we may assume that to define JGxMx−1(xσx
−1, f) we have used the maximal
compact subgroup xKx−1 and normalization factors given by rxPx−1|xP ′x−1((xσx−1)λ) =
rP |P ′(σλ) (for P, P ′ ∈ P(M) and λ ∈ iA∗M). Then by “transport de structure”, we have
the equality
JGxMx−1(xσx
−1, f) = JGM(σ, f)

In Section 2.7, we have defined a set X (G) of virtual tempered representations of G(F ).
Let π ∈ X (G). Then, there exists a pair (M,σ) where M is a Levi subgroup of G and
σ ∈ X ell(M) such that π = i
G
M(σ). We set
θ̂f(π) = (−1)
aG−aMJGM(σ, f)
for all f ∈ Cscusp(G(F )) (recall that the weighted character JGM(σ, .) is extended by linearity
to all virtual tempered representations). This definition makes sense by the point (iv) of the
lemma above since the pair (M,σ) is well-defined up to conjugacy.
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Lemma 5.4.2 (i) If F is p-adic, then for every compact-open subgroup K ⊆ G(F ), there
exists a compact subset ΩK ⊂ X (G) and a continuous semi-norm νK on CK(G(F ))
such that
|θ̂f(π)| 6 νK(f)1ΩK (π)
for all f ∈ Cscusp,K(G(F )) and all π ∈ X (G).
(ii) If F = R, then for every integer k > 1 there exists a continuous semi-norm νk on
Cscusp(G(F )) such that
|θ̂f (π)| 6 νk(f)N(π)
−k
for all f ∈ Cscusp(G(F )) and all π ∈ X (G).
Proof: The point (i) follows from 2.2.3 and 2.6.1 whereas the point (ii) is a consequence of
Lemma 2.5.1 together with 2.3.1. 
5.5 The local trace formulas for strongly cuspidal functions
Let us set
KAf,f ′(g1, g2) =
∫
G(F )
f(g−11 gg2)f
′(g)dg
for all f, f ′ ∈ C(G(F )) and all g1, g2 ∈ G(F ). The integral above is absolutely convergent by
Proposition 1.5.1(v). We also define
KAf,f ′(x, x) =
∫
g(F )
f(x−1Xx)f ′(X)dX
for all f, f ′ ∈ S(g(F )) and all x ∈ AG(F )\G(F ).
The two theorems below are slight variations around the local trace formula of Arthur (cf.
[A1]) and its version for Lie algebras due to Waldspurger (cf. [Wa3]). The proof of these two
theorems will appear elsewhere [Beu2].
Theorem 5.5.1 (i) For all d > 0, there exists d′ > 0 and a continuous semi-norm νd,d′
on C(G(F )) such that
|KAf,f ′(g1, g2)| 6 νd,d′(f)νd,d′(f
′)ΞG(g1)σ(g1)−dΞG(g2)σ(g2)d
′
and
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|KAf,f ′(g1, g2)| 6 νd,d′(f)νd,d′(f
′)ΞG(g1)σ(g1)d
′
ΞG(g2)σ(g2)
−d
for all f, f ′ ∈ C(G(F )) and for all g1, g2 ∈ G(F ).
(ii) For all d > 0, there exists a continuous semi-norm νd on C(G(F )) such that
|KAf,f ′(x, x)| 6 νd(f)νd(f
′)ΞG(x)2σAG\G(x)
−d
for all f ∈ Cscusp(G(F )), all f ′ ∈ C(G(F )) and all x ∈ AG(F )\G(F ).
(iii) Let f, f ′ ∈ C(G(F )) with f strongly cuspidal. Then, there exists c > 0 such that for all
d > 0 there exists d′ > 0 such that
|KAf,f ′(g, hg)| ≪ Ξ
G(g)2σAG\G(g)
−decσ(h)σ(h)d
′
for all h, g ∈ G(F ).
By the point (ii), the function x ∈ AG(F )\G(F ) 7→ KAf,f ′(x, x) is integrable as soon as f is
strongly cuspidal. We set
JA(f, f ′) =
∫
AG(F )\G(F )
KAf,f ′(x, x)dx
for all f ∈ Cscusp(G(F )) and all f ′ ∈ C(G(F )).
(iv) We have the geometric expansion
JA(f, f ′) =
∫
Γ(G)
DG(x)1/2θf(x)JG(x, f
′)dx
for all f ∈ Cscusp(G(F )) and all f ′ ∈ C(G(F )), the integral above being absolutely
convergent.
(v) We have the spectral expansion
JA(f, f ′) =
∫
X (G)
D(π)θ̂f(π)θπ(f
′)dπ
for all f ∈ Cscusp(G(F )) and all f ′ ∈ C(G(F )), the integral above being absolutely
convergent.
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Theorem 5.5.2 (i) For all N > 0, there exists a continuous semi-norm νN on S(g(F ))
such that
|KAf,f ′(x, x)| 6 νN(f)νN(f
′)‖x‖−NAG\G
for all f ∈ Sscusp(g(F )), all f ′ ∈ S(g(F )) and all x ∈ AG(F )\G(F ).
In particular the function x ∈ AG(F )\G(F ) 7→ KAf,f ′(x, x) is integrable as soon as f is
strongly cuspidal. We set
JA(f, f ′) =
∫
AG(F )\G(F )
KAf,f ′(x, x)dx
for all f ∈ Sscusp(g(F )) and all f ′ ∈ S(g(F )).
(ii) We have the “geometric” expansion
JA(f, f ′) =
∫
Γ(g)
DG(X)1/2θf (X)JG(X, f
′)dX
for all f ∈ Sscusp(g(F )) and all f ′ ∈ S(g(F )), the integral above being absolutely con-
vergent.
(iii) We have the “spectral” expansion
JA(f, f ′) =
∫
Γ(g)
DG(X)1/2θf̂ (X)JG(−X, f̂
′)dX
for all f ∈ Sscusp(g(F )) and all f ′ ∈ S(g(F )), the integral above being absolutely con-
vergent.
5.6 Strongly cuspidal functions and quasi-characters
Proposition 5.6.1 (i) For all f ∈ Sscusp(g(F )), the function θf is a Schwartz quasi-
character and we have θ̂f = θf̂ . Moreover, if G admits an elliptic maximal torus, then
the linear map
Sscusp(g(F ))→ SQC(g(F ))
f 7→ θf
has dense image and for every completely G(F )-invariant open subset ω ⊆ g(F ) which
is relatively compact modulo conjugation, the linear map
Sscusp(ω)→ QCc(ω)
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f 7→ θf
also has dense image.
(ii) Let f ∈ Cscusp(G(F )). Then, the function θf is a quasi-character on G(F ) and we have
an equality of quasi-characters
θf =
∫
X (G)
D(π)θ̂f (π)θπdπ
where the integral above is absolutely convergent in QC(G(F )).
Proof:
(i) If F is p-adic, all of these is contained in [Wa1] (Note that for p-adic group there always
exists a maximal elliptic torus). Let us assume now that F = R. Let f ∈ Sscusp(g(F )).
By the estimates of Lemma 5.2.2(i), the function θf satisfies the assumption of Propo-
sition 4.2.2 1.(i). Hence, by this proposition, there exists a quasi-character θ̂f such that
T̂θf = Tθ̂f . By Theorem 5.5.2(ii) and (iii) and the Weyl integration formula, we have∫
g(F )
θf (X)f̂ ′(X)dX =
∫
g(F )
θf̂ (X)f
′(X)dX
for all f ′ ∈ C∞c (g(F )). It follows that θ̂f = θf̂ . Applying this to the inverse Fourier
transform of f , we see that θf is a quasi-character. In particular for all u ∈ I(g), we
have ∂(u)Tθf = T∂(u)θf . For all u ∈ I(g), ∂(u)f is also strongly cuspidal and by Lemma
5.2.2(i) we have ∂(u)θf = θ∂(u)f . Hence, applying the estimates of Lemma 5.2.2(i) to
the functions θ∂(u)f , u ∈ I(g), we see that θf satisfies the assumption of Proposition
4.2.2 1.(ii). It follows from this proposition that θf is a Schwartz quasi-character.
Let us now assume that G admits an elliptic maximal torus, hence greg(F )ell 6= ∅. We
first show that the linear map
Sscusp(g(F ))→ SQC(g(F ))(5.6.1)
f 7→ θf
has dense image. We start by proving the following
(5.6.2) For all X ∈ greg(F ), there exists f ∈ Sscusp(g(F )) such that θf(X) 6= 0.
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Let X ∈ greg(F ). Every function f ∈ S(g(F )) which is supported in greg(F )ell is
strongly cuspidal. Let f be such a function. Since θ̂f = θf̂ , by Lemma 4.2.3(iii), we
have
θf̂ (X) =
∫
Γell(g)
DG(Y )1/2θf(Y )ĵ(Y,X)dY(5.6.3)
By 1.8.4, there exist Y0 ∈ greg(F )ell such that ĵ(Y0, X) 6= 0. Now, the term θf (Y0)
is just the orbital integral of f at Y0 and it is not hard to see that we may choose
f such that this orbital integral is nonzero (just take f ∈ C∞c (g(F )ell) positive and
such that f(Y0) 6= 0). Up to multiplying f by a well chosen invariant function ϕ ∈
C∞(g(F ))G that is positive, equals 1 near Y0 and is supported in a small compact
modulo conjugation invariant neighborhood of Y0, we see that we may arrange the
right hand side of 5.6.3 to be nonzero. This proves 5.6.2.
We now prove the following
(5.6.4) For all θ ∈ SQC(g(F )) and every integer N > 1, there exists a constant cN > 0
such that for every invariant and compact modulo conjugation subset L ⊆ greg(F )
there exists a function f ∈ Sscusp(g(F )) such that
DG(X)1/2|θ(X)− θf (X)| 6 cN‖X‖
−N
Γ(g)1Lc(X)
for all X ∈ greg(F ) (where 1Lc denotes the characteristic function of greg(F )−L).
From 5.6.2 and the existence of smooth invariant partition of unity (Proposition 3.1.1(ii)),
we easily deduce that for all θ ∈ QCc(g(F )) whose support is contained in greg(F ) there
exists f ∈ Sscusp(g(F )) such that θ = θf . Now let θ ∈ SQC(g(F )) and L ⊆ greg(F ) be
an invariant compact modulo conjugation subset. Choose ϕ ∈ C∞(g(F ))G such that
0 6 ϕ 6 1, ϕ = 1 on L and the support of ϕ is contained in greg(F ) and compact
modulo conjugation. Then, by what we just saw, there exists f ∈ Sscusp(g(F )) such
that θf = ϕθ. Since
|θ(X)− θf (X)| = |(1− ϕ(X))θ(X)| 6 |θ(X)|
for all X ∈ greg(F ), we have
DG(X)1/2|θ(X)− θf(X)| 6 cN‖X‖
−N
Γ(g)1Lc(X)
for all N > 1 and all X ∈ greg(F ), where
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cN = sup
X∈greg(F )
‖X‖NΓ(g)D
G(X)1/2|θ(X)|
This ends the proof of 5.6.4.
With notation of Section 4.2, we set qu = qu,0 for all u ∈ I(g) (these are continuous
semi-norms on SQC(g(F ))). We now deduce from 5.6.4 the following
(5.6.5) For all θ ∈ SQC(g(F )), every finite family {u1, . . . , uk} ⊂ I(g) and all ǫ > 0,
there exists f ∈ Sscusp(g(F )) such that
qui(θ − θf ) 6 ǫ
for all 1 6 i 6 k.
Let θ ∈ SQC(g(F )) and let us fix a finite family {u1, . . . , uk} ⊂ I(g). By Lemma
4.2.3(iii), for all f ∈ Sscusp(g(F )), we have
θ̂(X)− θf̂ (X) =
∫
Γ(g)
DG(Y )1/2 (θ(Y )− θf (Y )) ĵ(Y,X)dY
for all X ∈ greg(F ). For all 1 6 i 6 k, let pi ∈ I(g∗) be such that upi = ui. Applying
the above equality to piθ and pif for all 1 6 i 6 k, we obtain
∂(ui)
(
θ̂ − θf̂
)
(X) =
∫
Γ(g)
DG(Y )1/2pui(Y ) (θ(Y )− θf (Y )) ĵ(Y,X)dY
for all X ∈ greg(F ), all f ∈ Sscusp(g(F )) and all 1 6 i 6 k. Hence, by 1.8.3, we get
qui(θ̂ − θf̂ )≪
∫
Γ(g)
|pui(Y )|D
G(Y )1/2 |θ(Y )− θf (Y )| dY
for all f ∈ Sscusp(g(F )) and all 1 6 i 6 k. Of course, there exists N0 > 1 such that
|pui(Y )| ≪ ‖Y ‖
N0
Γ(g) for all Y ∈ g(F ) and 1 6 i 6 k. Hence, it follows from 5.6.4 that
for all N > 1 we have an inequality
inf
f∈Sscusp(g(F ))
sup
i=1,...,k
qui(θ̂ − θf̂)≪ infL
∫
Γ(g)
‖Y ‖−NΓ(g)1Lc(Y )dY(5.6.6)
where L runs through the invariant and compact modulo conjugation subsets of greg(F ).
Choose N > 1 such that the function Y 7→ ‖Y ‖−NΓ(g) is integrable on Γ(g). Then it is
not hard to see that
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inf
L
∫
Γ(g)
‖Y ‖−NΓ(g)1Lc(Y )dY = 0
Hence, replacing θ by θ̂, 5.6.5 follows from the inequality 5.6.6 above.
We are now in position to prove that the image of the linear map 5.6.1 is dense. By
Lemma 4.2.3(v), it suffices to prove that the intersection
QCc(g(F )) ∩ {θf ; f ∈ Sscusp(g(F ))}(5.6.7)
is dense in QCc(g(F )) (for its own topology). Let θ ∈ QCc(g(F )). Then, it follows
directly from 5.6.5 that we may find a sequence (fn)n>1 in Sscusp(g(F )) such that
lim
n→∞
θfn = θ
in QC(g(F )). Let ϕ ∈ C∞(g(F ))G be compactly supported modulo conjugation and
such that ϕ = 1 on Supp(θ). Then, by Lemma 4.2.3(iv) and the closed graph theorem,
we have
lim
n→∞
ϕθfn = ϕθ = θ
in QCc(g(F )). But ϕθfn = θϕfn and ϕfn ∈ Sscusp(g(F )) for all n > 1 (by Proposition
3.1.1(iv)). Hence, the subspace 5.6.7 is indeed dense in QCc(g(F )) and this ends the
proof that the linear map 5.6.1 has dense image. Let ω ⊆ g(F ) be a completely G(F )-
invariant open subset which is relatively compact modulo conjugation. The argument
we just used actually also show that the linear map
Sscusp(ω)→ QCc(ω)
f 7→ θf
has dense image since for θ ∈ QCc(ω), we can choose ϕ as before which is supported
in ω, hence the functions ϕfn, for n > 1, will belong to Sscusp(ω). This ends the proof
of (i).
(ii) Let f ∈ Cscusp(G(F )). By Theorem 5.5.1(iv) and (v) and the Weyl integration formula,
we have ∫
G(F )
θf (x)f
′(x)dx =
∫
X (G)
D(π)θ̂f(π)θπ(f
′)dπ
=
∫
X (G)
D(π)θ̂f(π)
∫
G(F )
θπ(x)f
′(x)dxdπ
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for all f ′ ∈ C∞c (G(F )). By Proposition 4.8.1(ii), Lemma 5.4.2 and 1.7.2 the above
double integral is absolutely convergent. It follows that∫
G(F )
θf (x)f
′(x)dx =
∫
G(F )
∫
X (G)
D(π)θ̂f (π)θπ(x)dπf
′(x)dx
for all f ′ ∈ C∞c (G(F )). Hence, we have
θf (x) =
∫
X (G)
D(π)θ̂f(π)θπ(x)dπ
for almost all x ∈ Greg(F ). Consequently, to prove the point (ii), it suffices to show
that the integral ∫
X (G)
D(π)θ̂f(π)θπdπ
is absolutely convergent in QC(G(F )). But this follows easily from Proposition 4.8.1(ii)
combined with Lemma 5.4.2. 
5.7 Lifts of strongly cuspidal functions
Proposition 5.7.1 Let x ∈ G(F )ell be elliptic and let Ωx ⊆ Gx(F ) be a G-good open neigh-
borhood of x which is relatively compact modulo conjugation. Set Ω = ΩGx . Then, there exists
a linear map
Sscusp(Ωx)→ Sscusp(Ω)
f 7→ f˜
such that
(i) For all f ∈ Sscusp(Ωx), we have
(θf˜ )x,Ωx =
∑
z∈ZG(x)(F )/Gx(F )
zθf
(ii) There exists a function α ∈ C∞c (ZG(x)(F )\G(F )) satisfying∫
ZG(x)(F )\G(F )
α(g)dg = 1
and such that for all f ∈ Sscusp(Ωx) and all g ∈ G(F ), there exists z ∈ ZG(x)(F ) such
that
(zgf˜)x,Ωx = α(g)f
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Proof: Let us denote by π : G(F ) → ZG(x)(F )\G(F ) the natural projection. It is an F -
analytic locally trivial fibration. Let us fix an open subset U ⊆ ZG(x)(F )\G(F ) and an
F -analytic section
s : U → G(F )
Since Ωx is a G-good open subset, the map
β : Ωx × U → G(F )
(y, g) 7→ β(y, g) = s(g)−1ys(g)
is an open embedding of F -analytic spaces. For all f ∈ S(Ωx) and all ϕ ∈ C∞c (U), we define
a function fϕ on G(F ) by
fϕ(γ) =
{
f(y)ϕ(g) if γ = s(g)−1ys(g) for some g ∈ U and some y ∈ Ωx
0 otherwise.
Let us now prove the following
(5.7.1) For all ϕ ∈ C∞c (U) and all f ∈ S(Ωx), the function fϕ belongs to S(Ω).
This is almost straightforward in the p-adic case. Assume that F = R. Let ϕ ∈ C∞c (U) and
f ∈ S(Ωx). The only thing which is not obvious is to prove that for all u ∈ U(g) the function
L(u)fϕ is rapidly decreasing. This follows at once from the two following facts
(5.7.2) The function fϕ is rapidly decreasing i.e., for all N > 1 we have
|fϕ(γ)| ≪ ‖γ‖
−N
for all γ ∈ G(F ).
(5.7.3) For all X ∈ g(F ), there exist an integer k > 1, functions ϕ1, . . . , ϕk ∈ C∞c (U) and
Schwartz functions f1, . . . , fk ∈ S(Ωx) such that
L(X)fϕ = (f1)ϕ1 + . . .+ (fk)ϕk
The claim 5.7.2 follows from the fact that there exist constants c1, c2 > 0 and integers
N1, N2 > 1 such that
c−11 ‖y‖
1/N1 6
∥∥s(g)−1ys(g)∥∥ 6 c2‖y‖N2
for all g ∈ Supp(ϕ) and all y ∈ Ωx together with the fact that f is itself rapidly decreasing.
Let us focus on 5.7.3 now. Fix X ∈ g(F ). Using a partition of unity if necessary, we may
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assume that U is parallelizable (i.e., its tangent bundle is trivial). Assume this is so and let
us fix a trivialization of the tangent bundle of U
TU ≃ U × V
where V is some finite dimensional R-vector space. Let us also fix trivializations TG(F ) ≃
G(F )× g(F ) and TGx(F ) ≃ Gx(F )× gx(F ) using right translations. For all γ ∈ G(F ), we
have
(L(X)fϕ)(γ) =
(5.7.4)
{ [
∂
(
dβ−1(y,g)(X)
)
(f ⊗ ϕ)
]
(y, g) if γ = s(g)−1ys(g) for some g ∈ U , y ∈ Ωx
0 otherwise.
where dβ(y,g) : gX(F )⊕ V ≃ g(F ) denotes the differential of β at (y, g). A painless compu-
tation shows that
dβ(y,g)(Y, Z) = Ad(s(g))
−1 [Y + (Ad(y)− 1) dsg(Z)]
for all (y, g) ∈ Ωx × U and all (Y, Z) ∈ gx(F ) ⊕ V , where dsg : V → g(F ) denotes the
differential at g of the section s. It is obvious from this description that there exist an
integer r > 1, polynomials P1, . . . , Pr ∈ R[Gx], smooth functions ψ1, . . . , ψr ∈ C∞(U) and
vectors X1, . . . , Xr ∈ gx(F )⊕ V such that
dβ−1(y,g)(X) = η
alg
x (y)
−1
r∑
i=1
Pi(y)ψi(g)Xi(5.7.5)
for all (y, g) ∈ Ωx×U , where we have set ηalgx (y) = det (1− Ad(y))|g/gx . Writing Xi = Yi+Zi
where Yi ∈ gx(F ) and Zi ∈ V for all i = 1, . . . , r, we get from 5.7.4 and 5.7.5 that
(L(X)fϕ) =
r∑
i=1
(f ′i)ϕ′i + (f
′′
i )ϕ′′i
where f ′i = (η
alg
x )
−1Pi (L(Yi)f), f ′′i = (η
alg
x )
−1Pif , ϕ′i = ψiϕ and ϕ
′′
i = ψi (∂(Zi)ϕ) for i =
1, . . . , r. The claim 5.7.3 follows once we remark that multiplication by (ηalgx )
−1 preserves
S(Ωx) (this is a consequence of Proposition 3.1.1(iv), here we use the fact that Ωx is relatively
compact modulo conjugation so that functions in S(Ωx) are compactly supported modulo
conjugation).
We now construct a linear form as in the proposition. The construction is as follows. Choose
a function α ∈ C∞c (U) such that
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∫
ZG(x)(F )\G(F )
α(g)dg = 1
and set f˜ =
((
ηGx
)−1/2
f
)
α
for all f ∈ Sscusp(Ωx). The second point of the proposition is
obvious from this definition. We need to check the two following facts
(5.7.6) For all f ∈ Sscusp(Ωx), the function f˜ is strongly cuspidal.
(5.7.7) For all f ∈ Sscusp(Ωx), we have
(θf˜ )x,Ωx =
∑
z∈ZG(x)(F )/Gx(F )
zθf
Let us prove 5.7.6. Let f ∈ Sscusp(Ωx) and let P = MU be a proper parabolic subgroup of
G. Let m ∈M(F ) ∩Greg(F ). We want to show that∫
U(F )
f˜(u−1mu)du = 0
If the conjugacy class of m does not meet Ωx then the function u ∈ U(F ) 7→ f˜(u−1mu) is
identically zero. Assume now that m = g−1mxg for some g ∈ G(F ) and some mx ∈ Ωx.
Set M ′ = gMg−1, U ′ = gUg−1 and P ′ = gPg−1 = M ′U ′. Then, x belongs to M ′(F ) and
P ′x = M
′
xU
′
x is a parabolic subgroup of Gx which is proper (since x is elliptic). We may now
write ∫
U(F )
f˜(u−1mu)du =
∫
U ′(F )
g f˜(u′−1mxu
′)du′
=
∫
U ′x(F )\U ′(F )
∫
U ′x(F )
(u
′g f˜)x,Ωx(u
′−1
x mxu
′
x)du
′
xdu
′
By (ii), for all u′ ∈ U ′(F ) there exists z ∈ ZG(x)(F ) such that the function (u
′gf˜)x,Ωx is a
scalar multiple of zf . Since f is strongly cuspidal, it follows that the inner integral above is
zero. This ends the proof of 5.7.6.
We now prove 5.7.7. Let y ∈ Ωx,reg. Set M(y) = ZG(AGy) and M(y)x = ZGx(AGy).
Returning to the definitions, we need to show that
JM(y)(y, f˜) =
∑
z∈Gx(F )\ZG(x)(F )
JM(y)x(y,
zf)(5.7.8)
By definition, we have
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JM(y)(y, f˜) = D
G(y)1/2
∫
Gy(F )\G(F )
f˜(g−1yg)vM(y)(g)dg(5.7.9)
=
∫
ZG(x)(F )\G(F )
∑
z∈Gx(F )\ZG(x)(F )
DGx(y)1/2∫
Gy(F )\Gx(F )
(
gf˜
)
x,Ωx
(z−1g−1x ygxz)vM(y)(gxzg)dgxdg
Let g ∈ G(F ). By (ii), up to translating g by an element of ZG(x)(F ), we have
(
gf˜
)
x,Ωx
=
α(g)f . Hence, the inner term of the last expression above becomes
α(g)
∑
z∈Gx(F )\ZG(x)(F )
DGx(y)1/2
∫
Gy(F )\Gx(F )
zf(g−1x ygx)vM(y)(gxzg)dgx(5.7.10)
By Lemma 3.3 of [Wa1], we have the descent formula
vM(y)(gxγ) =
∑
L∈L(M(y)x)
∑
Q∈P(L)
vQxM(y)x(gx)uQ (HQ(gxγ)−HQx(gx))
for all gx ∈ Gx(F ) and all γ ∈ G(F ), where L(M(y)x) denotes the set of Levi subgroups of
Gx containing M(y)x and for L ∈ L(M(y)x), L denotes the centralizer of AL in G (a Levi
subgroup of G), the other terms appearing in the formula above have been defined in Section
1.10 (they depend on the choice of two maximal compact subgroup K and Kx of G(F ) and
Gx(F ) which are special in the p-adic case). We may thus decompose the expression 5.7.10
further as a sum over L ∈ L(M(y)x), Q ∈ P(L) and z ∈ Gx(F )\ZG(x)(F ) of
α(g)DGx(y)1/2
∫
Gy(F )\Gx(F )
zf(g−1x ygx)v
Qx
M(y)x
(gx)uQ (HQ(gxzg)−HQx(gx)) dgx
Since the function gx 7→ v
Qx
M(y)x
(gx)uQ (HQ(gxzg)−HQx(gx)) is invariant by left translation
by UQx(F ) (the unipotent radical of Qx(F )), y ∈ Qx(F ) and
zf is strongly cuspidal, this
last term is zero unless Qx = Gx. As x is elliptic in G(F ), this last condition is equivalent
to Q = G and L = Gx. In this case the expression above reduces to α(g)JM(y)x(y,
zf), hence
5.7.10 is equal to
α(g)
∑
z∈Gx(F )\ZG(x)(F )
JM(y)x(y,
zf)
Going back to 5.7.9 and recalling that we choose α so that
∫
ZG(x)(F )\G(F ) α(g) = 1, we
immediately get 5.7.8. This ends the proof of 5.7.7 and of the proposition. 
138
Corollary 5.7.2 Assume that G admits an elliptic maximal torus and that the center of
G(F ) is compact. Then
(i) There exists Ω ⊆ G(F ) a completely G(F )-invariant open subset which is relatively
compact modulo conjugation and contains G(F )ell such that the linear map
f ∈ Sscusp(Ω) 7→ θf ∈ QCc(Ω)
has dense image (in particular in the p-adic case this map is surjective).
(ii) If F is p-adic, then for all θ ∈ QC(G(F )), there exists a compact subset Ωθ ⊆ Xell(G)
such that ∫
Γell(G)
DG(x)θ(x)θπ(x)dx = 0
for all π ∈ Xell(G)− Ωθ, the integral above being absolutely convergent.
(iii) If F = R, then for all k > 0 there exists a continuous semi-norm νk on QC(G(F ))
such that ∣∣∣∣∫
Γell(G)
DG(x)θ(x)θπ(x)dx
∣∣∣∣ 6 νk(θ)NG(π)−k
for all π ∈ Xell(G) and all θ ∈ QC(G(F )), the integral above being absolutely conver-
gent.
(iv) For all π ∈ Xell(G) there exists f ∈ Cscusp(G(F )) such that for all π′ ∈ Xell(G) we have
θ̂f (π
′) 6= 0⇔ π′ = π
Proof:
(i) For all x ∈ G(F )ell, choose Ωx ⊆ Gx(F ) a G-good open neighborhood of x which is
relatively compact modulo conjugation and such that there exists ωx ⊆ gx(F ) a Gx-
excellent open subset with Ωx = x exp(ωx). Since G(F )ell is compact modulo conjuga-
tion, we may find x1, . . . , xk ∈ G(F )ell such that the family (ΩGxi)16i6k covers G(F )ell.
Let us set
Ω = ΩGx1 ∪ . . . ∪ Ω
G
xk
By the existence of smooth invariant partition of unity (Proposition 3.1.1(ii)), we see
that the natural continuous linear map
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k⊕
i=1
QCc(Ω
G
xi
)→ QCc(Ω)
is surjective. Hence, it is sufficient to show that for all x ∈ G(F )ell, the linear map
f ∈ Sscusp(Ω
G
x ) 7→ θf ∈ QCc(Ω
G
x )
has dense image. Let x ∈ G(F )ell. By Proposition 4.4.1(iii) and the previous proposi-
tion, it suffices to prove that the linear map
f ∈ Sscusp(Ωx) 7→ θf ∈ QCc(Ωx)
has dense image. We have the following commutative diagram
Sscusp(Ωx)

// QCc(Ωx)

Sscusp(ωx) // QCc(ωx)
where the two vertical arrows are given by f 7→ (R(x)f)ωx and θ 7→ (R(x)θ)ωx respec-
tively and the two horizontal arrows are both given by f 7→ θf . By Proposition 5.6.1(i),
the bottom map has dense image.On the other hand, by Lemma 3.3.1 and Proposition
4.4.1(i) the two vertical maps are topological isomorphisms. Hence the top map also
has dense image. This ends the proof of (i).
(ii) The integral is absolutely convergent since for every quasi-character θ the function
(DG)1/2θ is locally bounded. We may of course assume that θ ∈ QCc(Ω), where Ω is
as in (i) so that we may find f ∈ Sscusp(Ω) such that θ = θf . But then, by the Weil
integration formula, we have∫
Γell(G)
DG(x)θ(x)θπ(x)dx = θπ(f)
for all π ∈ Xell(G) and the result follows from 2.6.1.
(iii) The integral is absolutely convergent for the same reason as before. Let Ω be as in (i)
and let ϕ ∈ C∞(G(F ))G be an invariant function that is supported in Ω and equals 1 in
some neighborhood of G(F )ell. By Proposition 4.4.1(iv) and the closed graph theorem,
the linear map
θ ∈ QC(G(F )) 7→ ϕθ ∈ QCc(Ω)
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is continuous. Hence, we only need to prove the estimate for θ ∈ QCc(Ω). Since for all
θ ∈ QCc(Ω) the function (DG)1/2θ is locally bounded by a continuous semi-norm, for
all π ∈ X ell(G), the linear map
θ ∈ QCc(Ω) 7→
∫
Γell(G)
DG(x)1/2θ(x)θπ(x)dx
is continuous. Hence, by (i), we only need to prove the estimates for θ = θf with
f ∈ Sscusp(Ω). By the Weyl integration formula and Lemma 5.2.2(ii), for all z ∈ Z(g)
and all f ∈ Sscusp(Ω), we have
χπ(z)
∫
Γell(G)
DG(x)θf (x)θπ(x)dx =
∫
Γell(G)
DG(x)θf (x)(zθ)π(x)dx
=
∫
Γell(G)
DG(x)(z∗θf )(x)θπ(x)dx
There exists z1, . . . , zk ∈ Z(g) such that
|χπ(z1)|+ . . .+ |χπ(zk)| > N
G(π)
for all π ∈ Xell(G) so that the estimates now follows from Proposition 4.8.1(ii).
(iv) Let π ∈ Xell(G) and identify it with one of its preimage in X ell(G). By (i) there
exists a sequence (fn)n>1 of functions in Cscusp(G(F )) such that the sequence of func-
tions
(
(DG)1/2θfn
)
n>1
converge uniformly to (DG)1/2θπ on Greg(F )ell. By Proposition
5.6.1(ii), we have
θfn =
∑
π′∈Xell(G)
D(π′)θ̂fn(π
′)θπ′ +
∫
Xind(G)
D(π′)θ̂fn(π
′)θπ′dπ′(5.7.11)
for all n > 1. By the orthogonality relations of Arthur (Corollary 6.2 of [A4]), we have
that ∫
Γell(G)
DG(x)θπ0(x)θπ1(x)dx =
{
D(π0)
−1 if π0 = π1
0 otherwise.
for all π0, π1 ∈ Xell(G). Moreover, all π
′ ∈ Xind(G) is properly induced and so has a
character that vanish identically on Greg(F )ell. Hence, we deduce from 5.7.11 that
lim
n→∞
θ̂fn(π
′) =
{
D(π)−1 if π′ = π
0 otherwise.
(5.7.12)
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Consider the map
Xell(G)→ Xtemp(G)(5.7.13)
π′ 7→ Π′
where for all π′ ∈ Xell(G), Π′ denotes the unique element of Xtemp(G) such that π′ is
built up from the irreducible subrepresentations of Π′. Let Π ∈ Xtemp(G) be the image
of π. Then there exists a compact neighborhood U of Π in Xtemp(G) such that the
inverse image of U by 5.7.13 is a finite set {π0 = π, π1, . . . , πn} ⊆ Xell(G). By 5.7.12
we can certainly find a function f ′ ∈ Cscusp(G(F )) that is a finite linear combination of
the fn, n > 1, such that
θ̂f ′(πi) 6= 0⇔ πi = π
for all i = 0, . . . , n. Let ϕ ∈ C∞c (Xtemp(G)) be such that ϕ(Π) = 1 and Supp(ϕ) ⊆ U .
By Lemma 5.3.1(i), there exists a unique function f ∈ Cscusp(G(F )) such that
Π′(f) = ϕ(Π′)Π′(f ′)
for all Π′ ∈ Xtemp(G). This function obviously has the desired property. 
6 The Gan-Gross-Prasad triples
In this chapter, we introduce the main characters of this paper that we call GGP triples.
These are certain triples (G,H, ξ) where G is a connected reductive group, H a closed
subgroup and ξ a unitary character of H(F ). These GGP triples are themselves associated
to pairs (W,V ) of hermitian spaces with W ⊂ V and W⊥ satisfying a certain condition.
We call such pairs admissible. The precise definitions of admissible pairs, GGP triples and
related objects are given in Section 6.2. Section 6.1 contains some purely group-theoretic
background on unitary groups. Given a GGP triple (G,H, ξ), we associate in Section 6.3,
following Gan, Gross and Prasad, a multiplicity function π 7→ m(π) on the set of admissible
irreducible representations π of G(F ). Fundamental results of Aizenbud-Gourevitch-Rallis-
Schiffmann and Jiang-Sun-Zhu, that we recall, state that this multiplicity is always less or
equal to 1. In Section 6.4, we show that H\G is a F -spherical variety which means that
there exists a minimal parabolic subgroup Pmin with HPmin open in G. More generally, we
call a parabolic subgroup P good if HP is open in G and we list some properties of these
subgroups. Sections 6.5, 6.7 and 6.8 are devoted to the proof of certain estimates that will
be needed in Chapters 7, 8 and 9. Also crucial for these subsequent chapters, as well as
for the proof of the estimates, is the existence of a certain ‘weak Cartan decomposition’ for
the homogeneous variety H\G which is the subject of Section 6.6. Such a decomposition is
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known in some generality and in particular for split p-adic spherical varieties ([SV] Lemma
5.3.1), symmetric spaces ([BO], [DS]) and real spherical varieties [KKSS]. Strictly speaking,
these references do not cover the case at hand when the field F is p-adic but, fortunately, in
this particular situation the author has already established the existence of a weak Cartan
decomposition ‘by hand’ in a previous paper [Beu1].
6.1 Hermitian spaces and unitary groups
We will henceforth fix a quadratic extension E of F . We will denote by x 7→ x the nontrivial
F -automorphism of E and by NE/F and TrE/F the norm and the trace of this extension
respectively. We also fix a nonzero element η ∈ E with zero trace. We will set E = E ⊗F F .
This is an e´tale 2-extension of F and as such is isomorphic to F × F but we won’t fix such
an isomorphism.
By an hermitian space we will mean a finite dimensional E-vector space equipped with a
non-degenerate hermitian form h which is linear in the second argument. For V an hermitian
space, we will denote by U(V ) the corresponding unitary group and by u(V ) the Lie algebra
of U(V ). Set VF = V ⊗F F . Then h has a natural extension, still denoted by h, to
an E-sesquilinear form on VF . Then U(V ) is the group of E-linear automorphisms of VF
preserving the form h. We will identify u(V ) to the subspace of antihermitian, with respect
to h, elements in EndE(VF ). For v, v
′ ∈ VF , we will denote by c(v, v
′) the element of u(V )
defined by
c(v, v′)(v′′) = h(v, v′′)v′ − h(v′, v′′)v
The set {c(v, v′); v, v′ ∈ V } generates u(V )(F ) as a F -vector space.
Every parabolic subgroup P of U(V ) is the stabilizer of a flag of totally isotropic subspaces
Z1 ⊂ Z2 ⊂ . . . ⊂ Zk
If M is a Levi component of P , then there exists totally isotropic subspaces Z ′±i, 1 6 i 6 k,
such that Zi = Zi−1 ⊕ Z ′i for 1 6 i 6 k and Z
⊥
i = Z
⊥
i+1 ⊕ Z
′
−i−1 for 0 6 i 6 k − 1, where
we have set Z0 = 0, such that M is the stabilizer in U(V ) of the subspaces Z
′
±i, 1 6 i 6 k.
Then, for all 1 6 i 6 k, the form h induces a perfect conjugate-duality between Z ′i and Z
′
−i.
If V˜ denotes the orthogonal complement of
k⊕
i=1
(Z ′i ⊕ Z
′
−i), we have a natural isomorphism
M ≃ GLE(Z
′
1)× . . .×GLE(Z
′
k)× U(V˜ )
where for 1 6 i 6 k, GLE(Z
′
i) denotes the restriction of scalars from E to F of the general
linear group of Z ′i.
We are now going to describe the regular nilpotent orbits in u(V )(F ). If U(V ) is not quasi-
split then there are no such orbit. Assume that U(V ) is quasi-split. If dim(V ) is odd or
zero, then there is only one regular nilpotent orbits. Assume moreover that dim(V ) > 0 is
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even. Then, there are exactly two regular nilpotent orbits. Since U(V ) is quasi-split, there
exists a basis (zi)i=±1,...,±k such that h(zi, zj) = δi,−j for all i, j ∈ {±1, . . . ,±k} (where δi,−j
denotes the Kronecker symbol). Let B be the stabilizer in U(V ) of the flag
〈zk〉 ⊂ 〈zk, zk−1〉 ⊂ . . . ⊂ 〈zk, . . . , z1〉
Then, B is a Borel subgroup of U(V ). Denote by U its unipotent radical. For all µ ∈ E
with trace zero, define an element X(µ) ∈ u(F ) by the assignments
X(µ)zk = 0, X(µ)zi = zi+1 for 1 6 i 6 k−1, X(µ)z−1 = µz1, X(µ)z−i = −z1−i for 2 6 i 6 k
Then, for all µ ∈ E× with TrE/F (µ) = 0, X(µ) is regular nilpotent. Moreover the orbits
of X(µ) and X(µ′) coincide if and only if µNE/F (E×) = µ′NE/F (E×). It follows that
for all λ ∈ F× \ NE/F (E×), the elements X(η) and X(λη) are representatives of the two
regular nilpotent conjugacy classes. Notice that in particular multiplication by any element
of F× \NE/F (E×) permutes the two regular nilpotent orbits in u(V )(F ).
6.2 Definition of GGP triples
Let (W,V ) be a pair of hermitian spaces. We will call (W,V ) an admissible pair if there
exists an hermitian space Z satisfying
• V ≃W ⊕⊥ Z;
• Z is odd dimensional and U(Z) is quasi-split.
This last condition admits the following more explicit translation: it means that there exist
ν ∈ F× and a basis (z−r, . . . , z−1, z0, z1, . . . , zr) of Z such that
h(zi, zj) = νδi,−j(6.2.1)
for all i, j ∈ {0,±1, . . . ,±r}.
Let (W,V ) be an admissible pair. Set G = U(W ) × U(V ). We are going to associate to
(W,V ) a triple (G,H, ξ) where H is an algebraic subgroup of G and ξ : H(F ) → C× is a
continuous character of H(F ) and this triple will be unique up to G(F )-conjugacy. Fix an
embedding W ⊆ V and set Z = W⊥. We also fix ν ∈ F× and a basis (zi)i=0,±1,...,±r (where
dim(Z) = 2r+1) of Z satisfying 6.2.1. Denote by PV the stabilizer in U(V ) of the following
flag of totally isotropic subspaces of V
〈zr〉 ⊂ . . . ⊂ 〈zr, . . . , z1〉
Then, PV is a parabolic subgroup of U(V ). We will denote by N its unipotent radical. Let
MV the stabilizer in PV of the lines 〈zi〉 for i = ±1, . . . ,±r. It is a Levi component of PV .
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Set P = U(W ) × PV . Then, P is a parabolic subgroup of G with unipotent radical N and
M = U(W )×MV is a Levi component of it. Identifying U(W ) with its image by the diagonal
embedding U(W ) →֒ G, we have U(W ) ⊆M . In particular, conjugation by U(W ) preserves
N and we set
H = U(W )⋉N
It only remains to define the character ξ. Let us define a morphism λ : N → Ga by
λ(n) = TrE/F
(
r−1∑
i=0
h(z−i−1, nzi)
)
, n ∈ N
It is easy to check that λ is U(W )-invariant, hence it admits a unique extension, still denoted
by λ, to a morphism H → Ga which is trivial on U(W ). We denote by λF : H(F ) → F
the morphism induced on the groups of F -points. Recall that we have fixed a non-trivial
continuous additive character ψ of F . We set
ξ(h) = ψ(λF (h))
for all h ∈ H(F ). This ends the definition of the triple (G,H, ξ). We easily check that this
definition depends on the various choices only up to G(F )-conjugacy. We will call a triple
obtained in this way (i.e., from an admissible pair (W,V )) a Gan-Gross-Prasad triple or
GGP triple for short.
From now on and until the end of Chapter 11, we fix an admissible pair of hermitian spaces
(W,V ). We also fix data and notation as above, that is: an embedding W ⊆ V , Z = W⊥,
an element ν ∈ F× and a basis (zi)i=0,±1,...,±r of Z satisfying 6.2.1, the parabolic subgroup
P = MN , the algebraic character λ and the character ξ. We will denote by (G,H, ξ) the
GGP triple constructed as above. We will also use the following additional notation
• d = dim(V ) and m = dim(W )
• Z+ = 〈zr, . . . , z1〉, and Z− = 〈z−1, . . . , z−r〉;
• D = Ez0 and V0 =W ⊕D;
• H0 = U(W ) and G0 = U(W ) × U(V0). We consider H0 as a subgroup of G0 via the
diagonal embedding H0 →֒ G0. The triple (G0, H0, 1) is the GGP triple associated to
the admissible pair (W,V0);
• T the subtorus of U(V ) preserving the lines 〈zi〉, for i = 1, . . . , r and i = −1, . . . ,−r
and acting trivially on V0. We have M = T ×G0;
• A the split part of the torus T , it is also the split part of the center of M ;
• ξ the character of h(F ), where h = Lie(H), which is trivial on u(W )(F ) and equal to
ξ ◦ exp on n(F ).
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• B(., .) is the following non-degenerate G-invariant bilinear form on g:
B ((XW , XV ), (X
′
W , X
′
V )) =
1
2
(
TrE/F (Trace(XWX
′
W )) + TrE/F (Trace(XVX
′
V ))
)
We will use B(., .) to normalize the Haar measures on both g(F ) and G(F ) as explained
in Section 1.6. We also fix Haar measures on all algebraic subgroups of G(F ) and their
Lie algebras as explained in Section 1.6.
Note that when r = 0 (that is when Z = D is a line), we have G = G0, H = H0 and ξ = 1.
If this is the case, we will say that we are in the codimension one case.
We will need the following (cf. Section 1.2 for the definition of norm descent property):
Lemma 6.2.1 (i) The map G→ H\G has the norm descent property.
(ii) The orbit under M-conjugacy of λ in (n/[n, n])∗ is a Zariski open subset.
Proof:
(i) We have a natural identification H\G = N\U(V ), so that it is sufficient to prove that
U(V ) → N\U(V ) has the norm descent property. Since this map is U(V )-equivariant
for the obvious transitive actions, we only need to show that it admits a section over
a nonempty Zariski-open subset. If we denote by P V = MVN the parabolic subgroup
opposite to PV with respect to MV , the multiplication map N ×MV ×N → U(V ) is an
open immersion. The image of that open subset is open in N\U(V ) and the restriction
of the projection U(V )→ N\U(V ) to that open set is N ×MV ×N →MV ×N . This
map obviously has a section.
(ii) If r = 0, i.e., if we are in the codimension one case, we have n = 0 and the result is
trivial. Assume now that r > 1. It suffices to show that the dimension of the orbit
M · λ is equal to the dimension of n/[n, n]. We easily compute
dim (n/[n, n]) = 2(m+ r)
and
dim(M) = m2 + 2r + (m+ 1)2
The stabilizer Mλ of λ is easily seen to be Mλ = Z(G) (U(W )× U(W )) (where Z(G)
denotes the center of G). Hence, we have
dim(Mλ) = 1 + 2m
2
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and the dimension of the orbit M · λ is
dim(M.λ) = dim(M)− dim(Mλ) = m
2 + 2r + (m+ 1)2 − 1− 2m2 = 2(r +m)
which is the same as dim (n/[n, n]). 
6.3 The multiplicity m(π)
For π ∈ Temp(G), let us denote by HomH(π, ξ) the space of all continuous linear forms
ℓ : π∞ → C such that
ℓ(π(h)e) = ξ(h)ℓ(e)
for all e ∈ π∞ and for all h ∈ H(F ). We define the multiplicity m(π) to be the dimension of
that space of linear forms, that is
m(π) = dim HomH(π, ξ), π ∈ Temp(G)
We have the following multiplicity one result which is Theorem A of [JSZ] in the Archimedean
case (for r = 0, it is Theorem B of [SZ]) and follows from the combination of Theorem (1’)
of [AGRS] (which treat the case r = 0) and Theorem 15.1 of [GGP] (showing how to extend
the result to general r) in the p-adic case.
Theorem 6.3.1 We have
m(π) 6 1
for all π ∈ Temp(G).
Note that we have
m(π) = m(π)(6.3.1)
for all π ∈ Temp(G). Indeed, the conjugation map ℓ 7→ ℓ induces an isomorphism
HomH(π, ξ) ≃ Hom(π, ξ)
and as we easily check, there exists an element a ∈ A(F ) such that ξ(aha−1) = ξ(h) for all
h ∈ H(F ), hence the linear map ℓ 7→ ℓ ◦ π(a) induces an isomorphism
Hom(π, ξ) ≃ HomH(π, ξ)
and 6.3.1 follows.
147
6.4 H\G is a spherical variety, good parabolic subgroups
We will say that a parabolic subgroup Q of G is good if HQ is Zariski-open in G. This
condition is equivalent to H(F )Q(F ) being open in G(F ).
Proposition 6.4.1 (i) There exist minimal parabolic subgroups of G that are good and
they are all conjugate under H(F ). Moreover, if Pmin = MminUmin is a good minimal
parabolic subgroup we have H ∩ Umin = {1} and the complement of H(F )Pmin(F ) in
G(F ) has null measure;
(ii) A parabolic subgroup Q of G is good if and only if it contains a good minimal parabolic
subgroup;
(iii) Let Pmin = MminUmin be a good minimal parabolic subgroup and let Amin = AMmin be
the maximal split central subtorus of Mmin. Set
A+min = {a ∈ Amin(F ); |α(a)| > 1 ∀α ∈ R(Amin, Pmin)}
Then, we have inequalities
(6.4.1) σ(h) + σ(a)≪ σ(ha) for all a ∈ A+min, h ∈ H(F ).
(6.4.2) σ(h)≪ σ(a−1ha) for all a ∈ A+min, h ∈ H(F ).
Proof:
(i) Set w0 = z0 and choose a family (w1, . . . , wℓ) of mutually orthogonal vectors in W
which is maximal subject to the condition
h(wi) = (−1)
iν, i = 1, . . . , ℓ
Let ⌈ ℓ
2
⌉ (resp. ⌊ ℓ
2
⌋) be the smallest (resp. the largest) integer which is not less (resp.
not greater) than ℓ
2
. We define ui, for i = 1, . . . , ⌈
ℓ
2
⌉ by
ui = w2i−2 + w2i−1
and u′i, for i = 1, . . . , ⌊
ℓ
2
⌋, by
u′i = w2i−1 + w2i
Then, the subspaces
ZV0 = 〈u1, . . . , u⌈ ℓ
2
⌉〉
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ZW = 〈u
′
1, . . . , u
′
⌊ ℓ
2
⌋〉
are maximal isotropic subspaces of V0 and W respectively. Let P V0 and PW be the
stabilizers in U(V0) and U(W ) of the totally isotropic flags
〈u1〉 ⊆ 〈u1, u2〉 ⊆ . . . ⊆ 〈u1, . . . , u⌈ ℓ
2
⌉〉
and
〈u′1〉 ⊆ 〈u
′
1, u
′
2〉 ⊆ . . . ⊆ 〈u
′
1, . . . , u
′
⌊ ℓ
2
⌋〉
respectively. Then P V0 and PW are minimal parabolic subgroups of respectively U(V0)
and U(W ). Set
P 0 = PW × P V0
It is a minimal parabolic subgroup of G0. Let Wan be the orthogonal complement in
W of 〈w1, . . . , wℓ〉. We claim the following
(6.4.3) We have H0 ∩P 0 = U(Wan) and H0P 0 is Zariski-open in G0 (i.e., P 0 is a good
parabolic subgroup of G0).
The second claim follows from the first one by dimension consideration. We prove the
first claim. Let h0 ∈ H0 ∩P 0. Consider the action of h0 on V0. Since h0 belongs to H0,
h0 must stabilize w0 = z0. On the other hand, since h0 belongs to P 0, h0 must stabilize
the line 〈w0+w1〉. Because w0 is orthogonal to w1, it follows that h0 stabilizes w1. We
show similarly that h0 stabilizes w2, . . . , wℓ, hence h0 ∈ U(Wan). This ends the proof
of 6.4.3.
Let P = MN be the parabolic subgroup opposite to P with respect to M and set
Pmin = P 0TN
it is a minimal parabolic subgroup of G. We deduce easily from 6.4.3 the following
(6.4.4) Pmin is a good parabolic subgroup and we have Pmin ∩H = U(Wan).
This already proves that there exists minimal parabolic subgroup that are good. Let
P
′
min be another good minimal parabolic subgroup and let us show that Pmin and P
′
min
are conjugate under H(F ). Let g ∈ G(F ) such that P
′
min = gPming
−1. Set U = HPmin
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and Z = G − U . Then, Z is a proper Zariski-closed subset of G which is obviously
H × Pmin-invariant (for the left and right multiplication respectively). If g ∈ Z, then
we would have
HP
′
min = HgPming
−1 ⊆ Zg−1
which is impossible since P
′
min is a good parabolic subgroup. Hence, we have g ∈
U ∩ G(F ) = U(F ). If we can prove that g ∈ H(F )Pmin(F ), then we will be done.
Hence, it suffices to show that
U(F ) = H(F )Pmin(F )(6.4.5)
by a standard argument, this follows from
(6.4.6) The map H1(F,H ∩ Pmin)→ H1(F,H) is injective.
By 6.4.4, we have H1(F,H ∩ Pmin) = H1(F, U(Wan)). Since H = U(W ) ⋉ N with N
unipotent, we also have H1(F,H) = H1(F, U(W )). The two sets H1(F, U(Wan)) and
H1(F, U(W )) classify the (isomorphism classes of) hermitian spaces of the same dimen-
sion as Wan and W respectively. Moreover, the map H
1(F, U(Wan)) → H1(F, U(W ))
we are considering sends W ′an to W
′
an ⊕W
⊥
an, where W
⊥
an denotes the orthogonal com-
plement of Wan in W . By Witt’s theorem, this map is injective. This proves 6.4.6 and
ends the proof that all good minimal parabolic subgroups are conjugate under H(F ).
It only remains to show the last part of (i) that is: H∩Umin = {1} and the complement
of H(F )Pmin(F ) in G(F ) has null measure for every good minimal parabolic subgroup
Pmin = MminUmin. Since we already proved that all good minimal parabolic subgroups
are H(F )-conjugate, we only need to consider one of them. Choosing for Pmin the
parabolic subgroup that we constructed above, the result follows directly from 6.4.4
and 6.4.5.
(ii) Let Q be a good parabolic subgroup and choose Pmin ⊆ Q a minimal parabolic sub-
group. Set
G := {g ∈ G; g−1Pming is good}
It is a Zariski-open subset of G since it is the inverse image of the Zariski-open subset
{V ∈ Grn(g);V + h = g} of the Grassmannian variety Grn(g), where n = dim(Pmin),
by the regular map g ∈ G 7→ g−1pming ∈ Grn(g). Moreover, it is non-empty (since by
(i) there exists good minimal parabolic subgroups). Since Q is good, the intersection
QH ∩ G is non-empty too. Hence, we may find q0 ∈ Q such that q
−1
0 Pminq0 is a good
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parabolic subgroup. This parabolic subgroup is contained in Q but it may not be
defined over F . Define
Q := {q ∈ Q; q−1Pminq is good}
Then again Q is a Zariski-open subset of Q and we just proved that it is non-empty.
Since Q(F ) is Zariski-dense in Q, the set Q(F ) is non-empty. Then, for all q ∈ Q(F )
the parabolic subgroup q−1Pminq has all the desired properties.
(iii) First we prove that both 6.4.1 and 6.4.2 don’t depend on the particular pair (Pmin,Mmin)
chosen. Let (P
′
min,M
′
min) be a similar pair, that is : P
′
min is a good parabolic sub-
group and M ′min is a Levi component of it. Then, by (i), there exists h ∈ H(F ) such
that P
′
min = hPminh
−1 and obviously the inequalities 6.4.1 and 6.4.2 are true for the
pair (Pmin,Mmin) if and only if they are true for the pair (hPminh
−1, hMminh−1) =
(P
′
min, hMminh
−1). Hence, we may assume without loss of generality that Pmin = P ′min.
Then, there exists u ∈ Umin(F ) such that M ′min = uMminu
−1 and we have A′+min =
uA+minu
−1. By definition of A+min, the sets {a
−1ua; a ∈ A+min} and {a
−1u−1a; a ∈ A+min}
are bounded. It follows that
σ
(
huau−1
)
∼ σ(ha)
σ
(
ua−1u−1huau−1
)
∼ σ(a−1ha)
for all a ∈ A+min and all h ∈ H(F ). We easily deduce that the inequalities 6.4.1 and
6.4.2 are satisfied for the pair (Pmin,Mmin) if and only if they are satisfied for the pair
(P
′
min,M
′
min).
We now reduce the proof of 6.4.1 and 6.4.2 to the codimension one case. Let P 0 =M0U 0
be a good minimal parabolic subgroup of G0. Let A0 = AM0 be the split part of the
center of M0 and let
A+0 = {a0 ∈ A0(F ); |α(a)| > 1 ∀α ∈ R(A0, P 0)}
Set Pmin = P 0TN and Mmin = M0T . Then, Pmin is a good parabolic subgroup of G,
Mmin is a Levi component of it and A
+
min ⊆ A(F )A
+
0 . We have
σ(nh0aa0)≫ σ(n) + σ(a) + σ(h0a0)
for all h = nh0 ∈ H(F ) = N(F )H0(F ) and all (a, a0) ∈ A(F ) × A
+
0 . Since, σ(aa0) ∼
σ(a) + σ(a0) and σ(nh0) ∼ σ(n) + σ(h0) for all (a, a0) ∈ A(F )× A
+
0 and all (n, h0) ∈
N(F )×H0(F ), the inequality 6.4.1 will follow from
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(6.4.7) σ(h0a0)≫ σ(h0) + σ(a0), for all a0 ∈ A
+
0 and all h0 ∈ H0(F ).
On the other hand, we have σ(a−1na) ≫ σ(n) for all a ∈ A+min and all n ∈ N(F ).
Hence,
σ(a−1nh0a)≫ σ(n) + σ(a−1h0a) = σ(n) + σ(a−10 h0a0)
for all (n, h0) ∈ N(F ) ×H0(F ) and all a ∈ A
+
min, where a0 denote the unique element
of A+0 such that aa
−1
0 ∈ A(F ). Hence, the point 6.4.2 will follow from
(6.4.8) σ(a−10 h0a0)≫ σ(h0), for all a0 ∈ A
+
0 and all h0 ∈ H0(F ).
Of course, to prove 6.4.7 and 6.4.8 we may work with any pair (P 0,M0) that we want.
Introduce a sequence (w0, . . . , wℓ) and a parabolic subgroup P 0 = PW ×P V0 of G0 as in
(i). By 6.4.3, P 0 is a good parabolic subgroup of G0. Let MV0 be the Levi component
of PV0 that preserves the lines
〈u1〉, . . . , 〈u⌈ ℓ
2
⌉〉 and 〈u−1〉, . . . , 〈u−⌈ ℓ
2
⌉〉
where we have set u−i = w2i−2 − w2i−1 for i = 1, . . . , ⌈ ℓ2⌉, and let MW be the Levi
component of PW that preserves the lines
〈u′1〉, . . . , 〈u
′
⌊ ℓ
2
⌋〉 and 〈u
′
−1〉, . . . , 〈u
′
−⌊ ℓ
2
⌋〉
where we have set u′−i = w2i−1 − w2i for i = 1, . . . , ⌊
ℓ
2
⌋. Set
M0 =MW ×MV0
It is a Levi component of P 0. We are going to prove 6.4.7 and 6.4.8 for the particular
pair (P 0,M0). We have a decomposition
A+0 = A
+
W × A
+
V0
where A+W and A
+
V0
are defined in the obvious way. For all aV0 ∈ A
+
V0
(resp. aW ∈ A
+
W )
let us denote by a1V0 , . . . , a
⌈ ℓ
2
⌉
V0
(resp. a1W , . . . , a
⌊ ℓ
2
⌋
W ) the eigenvalues of aV0 (resp. aW )
acting on u1, . . . , u⌈ ℓ
2
⌉ (resp. on u
′
1, . . . , u
′
⌊ ℓ
2
⌋). Then, we have
|a1V0 | > . . . > |a
⌈ ℓ
2
⌉
V0
| > 1
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|a1W | > . . . > |a
⌊ ℓ
2
⌋
W | > 1
for all aV0 ∈ A
+
V0
and all aW ∈ A
+
W .
Of course we have
σ(h0) + σ(a0)≪ σ(h0a0) + σ(h0)
σ(h0)≪ σU(V0)(h0aV0) + σU(V0)(aV0)
σU(V0)(h0aV0)≪ σ(h0a0)
for all a0 = (aW , aV0) ∈ A
+
0 = A
+
W × A
+
V0
and all h0 ∈ H0(F ). Hence 6.4.7 will follow
from
(6.4.9) σU(V0)(aV0)≪ σU(V0)(h0aV0), for all aV0 ∈ A
+
V0
and all h0 ∈ H0(F ).
We have
σ(aV0) ∼ log
(
1 + |a1V0 |
)
(6.4.10)
for all aV0 ∈ A
+
V0
. Moreover, for all aV0 ∈ A
+
V0
and all h0 ∈ H0(F ) we have
h(h0aV0u1, w0) = a
1
V0
h(h0u1, w0) = a
1
V0
(h(w0, w0) + h(h0w1, w0)) = a
1
V0
ν
Since σU(V0)(g)≫ log (1 + |h(gu1, w0)|) for all g ∈ U(W ), 6.4.9 follows.
We now concentrate on the proof of 6.4.8. Obviously, we only need to prove the
following
(6.4.11) For all v, v′ ∈ V0, we have an inequality
log (2 + |h(h0v, v
′)|)≪ σ(a−10 h0a0)
for all a0 ∈ A
+
0 and all h0 ∈ H0(F ).
By sesquilinearity and since |h(h0v, v′)| = |h(h−10 v
′, v)|, it suffices to prove 6.4.11 in the
following cases
• v = wi and v′ ∈ 〈wi, . . . , wℓ〉 ⊕Wan for 0 6 i 6 ℓ;
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• v, v′ ∈ Wan
(recall that Wan denote the orthogonal complement of 〈w0, . . . , wℓ〉 in V0). The proof
of 6.4.11 in the second case is easy since we have h(a−1V0 h0aV0v, v
′) = h(h0v, v′) for all
aV0 ∈ AV0(F ), all h0 ∈ H0(F ) and all v, v
′ ∈ Wan. Let us do the first case. The
proof is by induction on i. For i = 0, the result is obvious since h0w0 = w0 for all
h0 ∈ H0(F ). Let 1 6 i 6 ℓ and assume that 6.4.11 is satisfied for v = wi−1 and
all v′ ∈ 〈wi−1, . . . , wℓ〉 ⊕Wan. If i is odd, then the subspace 〈wi−1, . . . , wℓ〉 ⊕Wan is
preserved by AV0(F ). Obviously, we only need to prove 6.4.11 for v
′ an eigenvector for
the action of AV0(F ) on that subspace. For all aV0 ∈ A
+
V0
, the eigenvalue of aV0 on v
′
have an absolute value which is greater or equal to |a(i−1)/2V0 |
−1. Hence, we have
σ(a−10 h0a0)≫ log
(
2 + |h(a−1V0 h0aV0u(i−1)/2, v
′)|
)
≫ log
(
2 + |a(i−1)/2V0 ||h(h0u(i−1)/2, aV0v
′)|
)
≫ log
(
2 + |h(h0u(i−1)/2, v′)|
)
for all a0 = (aW , aV0) ∈ A
+
0 = A
+
W × A
+
V0
and all h0 ∈ H0(F ). On the other hand we
have wi = u(i−1)/2 − wi−1, so that
log (2 + |h(h0wi, v
′)|)≪ log
(
2 + |h(h0u(i−1)/2, v′)|
)
+ log (2 + |h(h0wi−1, v′)|)
for all h0 ∈ H0(F ). Combining the two previous inequalities and the induction hypoth-
esis we get the desired inequality. If i is even, the proof is similar using the action on
W rather than on V0. 
6.5 Some estimates
Lemma 6.5.1 (i) There exists ǫ > 0 such that the integral∫
H0(F )
ΞG0(h0)e
ǫσ(h0)dh0
is absolutely convergent.
(ii) There exists d > 0 such that the integral∫
H(F )
ΞG(h)σ(h)−ddh
is absolutely convergent.
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(iii) For all δ > 0 there exists ǫ > 0 such that the integral∫
H(F )
ΞG(h)eǫσ(h) (1 + |λ(h)|)−δ dh
is absolutely convergent (where λ : H → Ga is the homomorphism defined in Section
6.2).
Let Pmin = MminUmin be a good minimal parabolic subgroup of G. We have the following
(iv) For all δ > 0 there exists ǫ > 0 such that the integral
I1ǫ,δ(mmin) =
∫
H(F )
ΞG(hmmin)e
ǫσ(h) (1 + |λ(h)|)−δ dh
is absolutely convergent for all mmin ∈Mmin(F ) and there exists d > 0 such that
I1ǫ,δ(mmin)≪ δPmin(mmin)
−1/2σ(mmin)d
for all mmin ∈Mmin(F ).
(v) Assume moreover that A is contained in AMmin. Then, for all δ > 0 there exists ǫ > 0
such that the integral
I2ǫ,δ(mmin) =
∫
H(F )
∫
H(F )
ΞG(hmmin)Ξ
G(h′hmmin)eǫσ(h)eǫσ(h
′) (1 + |λ(h′)|)−δ dh′dh
is absolutely convergent for all mmin ∈Mmin(F ) and there exists d > 0 such that
I2ǫ,δ(m)≪ δPmin(mmin)
−1σ(mmin)d
for all mmin ∈Mmin(F ).
Proof:
(i) This follows from the following fact
(6.5.1) There exists ǫ′ > 0 such that
ΞG0(h0)≪ Ξ
H0(h0)
2e−ǫ
′σ(h0)
for all h0 ∈ H0(F ).
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If F is p-adic, this is proved in [Beu1] (Lemme 12.0.5). The proof works equally well
in the real case.
(ii) Let d > 0. By Proposition 1.5.1(iv), if d is sufficiently large, we have∫
H(F )
ΞG(h)σ(h)−ddh =
∫
H0(F )
∫
N(F )
ΞG(h0n)σ(h0n)
−ddndh0
≪
∫
H0(F )
ΞG0(h0)dh0
(Note that δP (h0) = 1 and Ξ
M(h0) = Ξ
G0(h0) for all h0 ∈ H0(F )) and this last integral
is absolutely convergent by (i).
(iii) By (i) and since σ(h0n)≪ σ(h0)+σ(n) for all h0 ∈ H0(F ) and all n ∈ N(F ), it suffices
to establish
(6.5.2) For all δ > 0 and all ǫ0 > 0, there exists ǫ > 0 such that the integral
I0ǫ,δ(h0) =
∫
N(F )
ΞG(nh0)e
ǫσ(n) (1 + |λ(n)|)−δ dn
is absolutely convergent for all h0 ∈ H0(F ) and satisfies the inequality
I0ǫ,δ(h0)≪ Ξ
G0(h0)e
ǫ0σ(h0)
for all h0 ∈ H0(F ).
Let δ > 0, ǫ0 > 0 and ǫ > 0. We want to prove that 6.5.2 holds if ǫ is sufficiently small
(compared to δ and ǫ0). We shall introduce an auxiliary parameter b > 0 that we will
precise later. For all h0 ∈ H0(F ), we have I0ǫ,δ(h0) = I
0
ǫ,δ,6b(h0) + I
0
ǫ,δ,>b(h0) where
I0ǫ,δ,6b(h0) =
∫
N(F )
1σ6b(n)Ξ
G(nh0)e
ǫσ(n) (1 + |λ(n)|)−δ dn
I0ǫ,δ,>b(h0) =
∫
N(F )
1σ>b(n)Ξ
G(nh0)e
ǫσ(n) (1 + |λ(n)|)−δ dn
For all d > 0, we have
I0ǫ,δ,6b(h0) 6 e
ǫbbd
∫
N(F )
ΞG(nh0)σ(n)
−ddn
for all h0 ∈ H0(F ) and all b > 0. By Proposition 1.5.1(iv), we may choose d > 0 such
that the last integral above is essentially bounded by δP (h0)
1/2ΞM(h0) = Ξ
G0(h0) for
all h0 ∈ H0(F ). We henceforth fix such a d > 0. Hence, we have
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I0ǫ,δ,6b(h0)≪ e
ǫbbdΞG0(h0)(6.5.3)
for all h0 ∈ H0(F ) and all b > 0.
There exists α > 0 such that ΞG(g1g2)≪ eασ(g2)ΞG(g1) for all g1, g2 ∈ G(F ). It follows
that
I0ǫ,δ,>b(h0)≪ e
ασ(h0)−
√
ǫb
∫
N(F )
ΞG(n)e(ǫ+
√
ǫ)σ(n) (1 + |λ(n)|)−δ dn(6.5.4)
for all h0 ∈ H0(F ) and all b > 0. Assume one moment that the last integral above
is convergent if ǫ is sufficiently small. Taking ǫ that sufficiently small and combining
6.5.3 with 6.5.4, we get
I0ǫ,δ(h0)≪ e
ǫbbdΞG0(h0) + e
ασ(h0)−
√
ǫb
for all h0 ∈ H0(F ) and for all b > 0. There exists β > 0 such that e−βσ(h0) ≪ ΞG0(h0)
for all h0 ∈ H0(F ). Plugging b =
α+β√
ǫ
σ(h0) in the last inequality, we obtain
I0ǫ,δ(h0)≪ e
√
ǫ(α+β+1)σ(h0)ΞG0(h0)
for all h0 ∈ H0(F ). Hence, for ǫ 6 ǫ20(α+ β + 1)
−2, 6.5.2 indeed holds.
It remains to prove the convergence of the integral on the right hand side of 6.5.4 for
ǫ sufficiently small. If P is a minimal parabolic subgroup of G then it follows from
Corollary B.3.2 (since in this case λ is a generic additive character of N). Assume
this is not the case. Then, we can find two isotropic vectors z0,+, z0,− ∈ V0 such that
z0 = z0,+ − z0,−. We have a decomposition λ = λ+ − λ− where
λ+(n) = TrE/F
(
r−1∑
i=1
h(z−i−1, nzi) + h(z−1, nz0,+)
)
, n ∈ N
λ−(n) = TrE/F (h(z−1, nz0,−)) , n ∈ N
Note that the additive character λ+ is the restriction toN of a generic additive character
of the unipotent radical of a minimal parabolic subgroup contained in P . Hence,
Corollary B.3.2 applies to λ+. Choose a one-parameter subgroup a : Gm → M such
that λ+(a(t)na(t)
−1) = tλ+(n) and λ−(a(t)na(t)−1) = t−1λ−(n) for all t ∈ Gm and
all n ∈ N (such a one-parameter subgroup is easily seen to exist). Let U ⊂ F× be a
compact neighborhood of 1. Then, for all ǫ > 0, we have
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∫
N(F )
ΞG(n)eǫσ(n) (1 + |λ(n)|)−δ dn≪
∫
N(F )
ΞG(n)eǫσ(n)
(
1 + |λ(a(t)na(t)−1)|
)−δ
dn
=
∫
N(F )
ΞG(n)eǫσ(n)
(
1 + |tλ+(n)− t
−1λ−(n)|
)−δ
dn
for all t ∈ U . Integrating this last inequality over U , we get that for all ǫ > 0, we have
∫
N(F )
ΞG(n)eǫσ(n) (1 + |λ(n)|)−δ dn≪
∫
N(F )
ΞG(n)eǫσ(n)
∫
U
(
1 + |tλ+(n)− t
−1λ−(n)|
)−δ
dtdn
By Lemma B.1.1, there exists δ′ > 0 depending only on δ > 0 such that the last
expression above is essentially bounded by∫
N(F )
ΞG(n)eǫσ(n) (1 + |λ+(n)|)
−δ′ dn
Now by Corollary B.3.2, this last integral is convergent if ǫ is sufficiently small.
(iv) Let δ > 0 and ǫ > 0. We want to show that (iv) holds if ǫ is sufficiently small (compared
to δ). Since ΞG(g−1) ∼ ΞG(g), σ(g−1) ∼ σ(g) and λ(h−1) = −λ(h) for all g ∈ G(F )
and all h ∈ H(F ), it is equivalent to show the following
(6.5.5) If ǫ is sufficiently small the integral
J1ǫ,δ(mmin) =
∫
H(F )
ΞG(mminh)e
ǫσ(h) (1 + |λ(h)|)−δ dh
is absolutely convergent for all mmin ∈Mmin(F ) and there exists d > 0 such that
J1ǫ,δ(mmin)≪ δPmin(mmin)
1/2σ(mmin)
d
for all mmin ∈Mmin(F ).
Let K be a maximal compact subgroup of G(F ) that is special in the p-adic case. Fix
a map mPmin : G(F ) → Mmin(F ) such that g ∈ mPmin(g)Umin(F )K for all g ∈ G(F ).
By Proposition 1.5.1(ii), there exists d > 0 such that we have
J1ǫ,δ(mmin)≪ δPmin(mmin)
1/2σ(mmin)
d
∫
H(F )
δPmin(mPmin(h))
1/2σ(h)deǫσ(h) (1 + |λ(h)|)−δ dh
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for all mmin ∈ Mmin(F ). Of course, for any ǫ
′ > ǫ we have σ(h)deǫσ(h) ≪ eǫ
′σ(h), for all
h ∈ H(F ). Hence, we only need to prove that for ǫ sufficiently small the integral
∫
H(F )
δPmin(mPmin(h))
1/2eǫσ(h) (1 + |λ(h)|)−δ dh(6.5.6)
is absolutely convergent. Since Pmin is a good parabolic subgroup, we may find compact
neighborhood of the identity UK ⊂ K, UH ⊂ H(F ) and UP ⊂ Pmin(F ) such that
UK ⊂ UPUH . We have inequalities
eǫσ(kHh) ≪ eǫσ(h) and (1 + |λ(kHh)|)
−δ ≪ (1 + |λ(h)|)−δ
for all h ∈ H(F ) and for all kH ∈ UH . Hence, we have∫
H(F )
δPmin(mPmin(h))
1/2eǫσ(h) (1 + |λ(h)|)−δ dh
≪ δPmin(kP )
1/2
∫
H(F )
δPmin(mPmin(kHh))
1/2eǫσ(h) (1 + |λ(h)|)−δ dh
=
∫
H(F )
δPmin(mPmin(kPkHh))
1/2eǫσ(h) (1 + |λ(h)|)−δ dh
for all kH ∈ UH and all kP ∈ UP . It follows that∫
H(F )
δPmin(mPmin(h))
1/2eǫσ(h) (1 + |λ(h)|)−δ dh
≪
∫
H(F )
∫
UK
δPmin(mPmin(kh))
1/2dkeǫσ(h) (1 + |λ(h)|)−δ dh
≪
∫
H(F )
∫
K
δPmin(mPmin(kh))
1/2dkeǫσ(h) (1 + |λ(h)|)−δ dh
By Proposition 1.5.1(iii), the inner integral above is equal to ΞG(h) (for a suitable
normalization) and the convergence of 6.5.6 for ǫ sufficiently small now follows from
(iii).
(v) Let δ > 0 and ǫ > 0. We want to prove that (v) holds if ǫ is sufficiently small (compared
to δ). After the variable change h′ 7→ h′h−1, we are left with proving that for ǫ > 0
sufficiently small the integral
I3ǫ,δ(mmin) =
∫
H(F )
∫
H(F )
ΞG(hmmin)Ξ
G(h′mmin)eǫσ(h)eǫσ(h
′) (1 + |λ(h′)− λ(h)|)−δ dh′dh
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is absolutely convergent for all mmin ∈Mmin(F ) and that there exists d > 0 such that
I3ǫ,δ(mmin)≪ δPmin(mmin)
−1σ(mmin)
d(6.5.7)
for all mmin ∈ Mmin(F ). Let a : Gm → A be a one-parameter subgroup such that
λ(a(t)ha(t)−1) = tλ(h) for all h ∈ H and all t ∈ Gm. Let U ⊂ F× be a compact
neighborhood of 1. Since A is in the center of Mmin, we have the inequality
I3ǫ,δ(mmin)
≪
∫
H(F )
∫
H(F )
ΞG(hmmin)Ξ
G(h′mmin)eǫσ(h)eǫσ(h
′)
∫
U
(
1 + |λ(a(t)h′a(t)−1)− λ(h)|
)−δ
dtdh′dh
=
∫
H(F )
∫
H(F )
ΞG(hmmin)Ξ
G(h′mmin)e
ǫσ(h)eǫσ(h
′)
∫
U
(1 + |tλ(h′)− λ(h)|)−δ dtdh′dh
for all mmin ∈Mmin(F ). By Lemma B.1.1, there exists δ′ > 0 depending only on δ such
that the last integral above is essentially bounded by
∫
H(F )
∫
H(F )
ΞG(hmmin)Ξ
G(h′mmin)eǫσ(h)eǫσ(h
′) (1 + |λ(h′)|)−δ
′
(1 + |λ(h)|)−δ
′
dh′dh
for all mmin ∈Mmin(F ). This last integral is equal to I1ǫ,δ′(mmin)
2. Hence, the inequality
6.5.7 for ǫ sufficiently small now follows from (iv). 
6.6 Relative weak Cartan decompositions
6.6.1 Relative weak Cartan decomposition for G0
Recall that in Section 6.2, we have defined two subgroups G0 andH0 of G and H respectively.
The triple (G0, H0, 1) is a GGP triple which fall into the “codimension one case”. Of course,
Proposition 6.4.1 applies as well to this case. In particular, G0 admits good minimal parabolic
subgroups. Let P 0 = M0U 0 be such a minimal parabolic subgroup of G0 and denote by
A0 = AM0 the maximal central split subtorus of M0. Set
A+0 = {a ∈ A0(F ); |α(a)| > 1 ∀α ∈ R(A0, P 0)}
Proposition 6.6.1 There exists a compact subset K0 ⊆ G0(F ) such that
G0(F ) = H0(F )A
+
0 K0
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Proof: First, we prove that the result doesn’t depend on the particular pair (P 0,M0) that
has been chosen. Let (P
′
0,M
′
0) be another such pair i.e., P
′
0 is a good minimal parabolic
subgroup of G0 and M
′
0 is a Levi component of it. By Proposition 6.4.1(i), there exists
h ∈ H(F ) such that P
′
0 = hP 0h
−1. Obviously, the result of the proposition for (P 0,M0)
implies the same result for the pair (hP 0h
−1, hM0h−1) = (P
′
0, hM0h
−1). Moreover, there
exists a p′0 ∈ P
′
0(F ) such that hM0h
−1 = p′0M
′
0p
′−1
0 . The result for the pair (P
′
0, hM0h
−1)
now implies the result for (P
′
0,M
′
0) because, by definition of A
′+
0 , the set
{a′−10 p
′
0a
′
0, a
′
0 ∈ A
′+
0 }
is bounded. Thus, it suffices to prove that the proposition holds for one particular pair
(P 0,M0). In the p-adic case, this follows from Proposition 11.0.1 of [Beu1]. We could argue
that in the real case the same proof works. Instead, we prefer to rely on the main result of
[KKSS]. Fix a good minimal parabolic subgroup P 0 ⊆ G0. By Proposition 6.4.1(i), there
exists a Levi component M0 of P 0 such that H0 ∩ P 0 ⊆ M0. By Theorem 5.13 of [KKSS],
there exists a compact subset K0 ⊆ G0(R) such that
G0(R) = H0(R)F ′′A−ZK0
where A−Z is a certain submonoid of A0(R) (the exponential of the so-called “compres-
sion cone” associated to the real spherical variety Z = H0(R)\G0(R), cf. Section 5.1 of
[KKSS]) and F ′′ is a subset of NG0(R)(H0)F , F being any set of representatives for the open
H0(R) × P 0(R) double cosets in G0(R). By Proposition 6.4.1(i), we can take F = {1}.
Moreover, we easily check that NG0(R)(H0) = H0(R)ZG0(R). As ZG0(R) is compact, up
to multiplying K0 by ZG0(R), we may also assume that F
′′ = {1}. To end the proof of
the proposition, it only remains to see that A−Z ⊆ A
+
0 (note that our convention for the
positive chamber is the opposite to that of [KKSS], this is because we are denoting our
good parabolic subgroup by P 0 and not by P0). But this follows from the fact that the
real spherical variety Z = H0(R)\G0(R) is wavefront (cf. Definition 6.1 of [KKSS] not-
ing that here aH = 0, the notion of wavefront spherical variety has been first introduced
in [SV]). To see this, we can proceed as follows. Consider the complex homogeneous space
ZC = H0(C)\G0(C) ≃ GLd−1(C)\ (GLd−1(C)×GLd(C)). It is spherical (it follows for exam-
ple from Proposition 6.4.1(i) applied to GGP triples of codimension one with G quasi-split)
and wavefront by Remark 6.2 of [KKSS]. On the other hand, it is easy to see from the
characterization of the compression cone given in Lemma 5.9 of [KKSS] that a sufficient
condition for a real spherical variety to be wavefront is that its complexification is spherical
and wavefront. Thus Z is wavefront and this ends the proof of the proposition in the real
case. 
6.6.2 Relative weak Cartan decomposition for G
Let the quadruple
(
P 0,M0, A0, A
+
0
)
be as in the previous section. Denote by P = MN the
parabolic subgroup opposite to P with respect to M and define the following subgroups of
G:
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Amin = A0A ⊆Mmin =M0T ⊆ Pmin = P 0TN
Then, Pmin is a parabolic subgroup, Mmin is a Levi component of it and Amin is the maximal
split central subtorus of Mmin. Moreover, it is easy to see that Pmin is a good parabolic
subgroup of G. Set
A+min = {a ∈ Amin(F ); |α(a)| > 1 ∀α ∈ R(Amin, Pmin)}
We will denote by Pmin the parabolic subgroup opposite to Pmin with respect to Mmin. We
have Pmin ⊆ P . Let ∆ be the set of simple roots of Amin in Pmin and ∆P = ∆ ∩ R(Amin, N)
be the subset of simple roots appearing in n = Lie(N). For α ∈ ∆P , we will denote by nα
the corresponding root subspace. Recall also that we have defined in Section 6.2, a character
ξ of n(F ).
Lemma 6.6.2 We have the following
(i)
A+min = {a ∈ A
+
0 A(F ); |α(a)| 6 1 ∀α ∈ ∆P}
(ii) There exists a compact subset KG ⊆ G(F ) such that
G(F ) = H(F )A+0 A(F )KG
(iii) For all α ∈ ∆P , the restriction of ξ to nα(F ) is nontrivial.
Proof: (i) is obvious, so we only provide a proof of (ii) and (iii).
(ii) Let K be a maximal compact subgroup of G(F ) which is special in the p-adic case.
Then we have the Iwasawa decomposition
G(F ) = P (F )K = N(F )G0(F )T (F )K(6.6.1)
Since A = AT is the maximal split subtorus of T , there exists a compact subset KT ⊆
T (F ) such that
T (F ) = A(F )KT(6.6.2)
Also by Proposition 6.6.1, we know there exists a compact subset K0 ⊆ G0(F ) such
that
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G0(F ) = H0(F )A
+
0 K0(6.6.3)
Combining 6.6.1, 6.6.2 and 6.6.3, and since A and G0 centralize each other, we get
G(F ) = H(F )A+0 A(F )KG
where KG = K0KTK.
(iii) Let α ∈ ∆P and assume, by way of contradiction, that ξ is trivial when restricted to
nα(F ). Recall that ξ is the composition ξ = ψ ◦ λF where λ is an algebraic additive
character n→ Ga. Since nα is a linear subspace of n, the condition that ξ is trivial on
nα(F ) amounts to saying that λ is trivial on nα. This has the advantage of reducing
everything to a statement over F . Since λ is invariant by H0-conjugation and nα is
invariant by both T -conjugation and P 0-conjugation, it follows that λ is trivial on
mnαm
−1 for all m ∈ H0P 0T . But P 0 being a good parabolic subgroup of G0, H0P 0T
is Zariski-dense in M = G0T . Hence, λ is trivial on mnαm
−1 for all m ∈M . This is a
contradiction in view of Lemma 6.2.1(ii) (since nα is not included in [n, n]). 
6.7 The function ΞH\G
Let C ⊆ G(F ) be a compact subset with nonempty interior. We define a function ΞH\GC on
H(F )\G(F ) by
Ξ
H\G
C (x) = volH\G(xC)
−1/2
for all x ∈ H(F )\G(F ). It is not hard to see that if C ′ ⊆ G(F ) is another compact subset
with nonempty interior, we have
Ξ
H\G
C (x) ∼ Ξ
H\G
C′ (x)
for all x ∈ H(F )\G(F ). From now on, we will assume implicitly fixed a compact subset
with nonempty interior C ⊆ G(F ) and we will set
ΞH\G(x) = ΞH\GC (x)
for all x ∈ H(F )\G(F ). The precise choice of C won’t matter because the function ΞH\G
will only be used for the purpose of estimates.
Proposition 6.7.1 (i) For every compact subset K ⊆ G(F ), we have the following equiv-
alences of functions
(a) ΞH\G(xk) ∼ ΞH\G(x) .
(b) σH\G(xk) ∼ σH\G(x) .
for all x ∈ H(F )\G(F ) and all k ∈ K.
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(ii) Let P 0 = M0U 0 ⊆ G0 be a good minimal parabolic subgroup of G0 and A0 = AM0 be
the split part of the center of M0. Set
A+0 = {a0 ∈ A0(F ); |α(a0)| > 1 ∀α ∈ R(A0, P 0)}
then there exists a positive constant d > 0 such that
(a) ΞG0(a0)δP (a)
1/2σ(a0)
−d ≪ ΞH\G(aa0)≪ ΞG0(a0)δP (a)1/2 .
(b) σH\G(aa0) ∼ σG(aa0) .
for all a0 ∈ A
+
0 and all a ∈ A(F ).
(iii) There exists d > 0 such that the integral∫
H(F )\G(F )
ΞH\G(x)2σH\G(x)
−ddx
is absolutely convergent.
(iv) For all d > 0, there exists d′ > 0 such that∫
H(F )\G(F )
1σH\G6c(x)Ξ
H\G(x)2σH\G(x)
ddx≪ cd
′
for all c > 1.
(v) There exist d > 0 and d′ > 0 such that∫
H(F )
ΞG(x−1hx)σG(x−1hx)−ddh≪ ΞH\G(x)2σH\G(x)d
′
for all x ∈ H(F )\G(F ).
(vi) For all d > 0, there exists d′ > 0 such that∫
H(F )
ΞG(hx)σ(hx)−d
′
dh≪ ΞH\G(x)σH\G(x)
−d
for all x ∈ H(F )\G(F ).
(vii) Let δ > 0 and d > 0. Then, the integral
Iδ,d(c, x) =
∫
H(F )
∫
H(F )
1σ>c(h
′)ΞG(hx)ΞG(h′hx)σ(hx)dσ(h′hx)d (1 + |λ(h′)|)−δ dh′dh
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is absolutely convergent for all x ∈ H(F )\G(F ) and all c > 1. Moreover, there exist
ǫ > 0 and d′ > 0 such that
Iδ,d(c, x)≪ Ξ
H\G(x)2σH\G(x)
d′e−ǫc
for all x ∈ H(F )\G(F ) and all c > 1.
Proof: Since G → H\G has the norm descent property (Lemma 6.2.1(i)), we may assume
(and we will) that
σH\G(x) = inf
h∈H(F )
σG(hx)(6.7.1)
for all x ∈ H(F )\G(F ).
(i) is easy and left to the reader.
(ii) (a) Let P = MN be the parabolic subgroup opposite to P with respect to M . Fix
compact subsets with nonempty interior
CN ⊆ N(F ), CT ⊆ T (F ), C0 ⊆ G0(F ) and CN ⊆ N(F )
Then C = CNCTC0CN is a compact subset of G(F ) with nonempty interior. We
have
ΞH\G(g) ∼ volH\G (H(F )gC)
−1/2, for all g ∈ G(F )
and there exists a d > 0 such that
ΞG0(g0)σ(g0)
−d ≪ volG0 (C0g0C0)
−1/2 ≪ ΞG0(g0), for all g0 ∈ G0(F ).
So (ii)(a) is equivalent to
δP (a)
−1 volG0 (C0a0C0) ∼ volH\G (H(F )aa0C)
for all a0 ∈ A
+
0 and all a ∈ A(F ). We have
H(F )aa0C = H(F )aa0CP
for all a0 ∈ A0(F ) and a ∈ A(F ), where CP = CTC0CN . Hence, we need to prove
that
(6.7.2) δP (a)
−1 volG0 (C0a0C0) ∼ volH\G (H(F )aa0CP ), for all (a0, a) ∈ A
+
0 ×A(F ).
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Let CH0 ⊆ H0(F ) be a compact subset with nonempty interior and set CH =
CNCH0. It is a compact subset of H(F ) with nonempty interior. We claim that
(6.7.3) volH\G (H(F )aa0CP ) ∼ volG (CHaa0CP ), for all (a0, a) ∈ A
+
0 × A(F ).
We have
volG (CHaa0CP ) =
∫
H(F )\G(F )
∫
H(F )
1CHaa0CP (hx)dhdx
for all (a0, a) ∈ A
+
0 × A(F ). The inner integral above is nonzero only if x ∈
H(F )aa0CP and is then equal to
volH
(
H(F ) ∩ CHaa0CPx
−1) = volH (CH (H(F ) ∩ aa0CPx−1))
Hence, to get 6.7.3, it suffices to show that
volH
(
CH
(
H(F ) ∩ aa0CPx
−1)) ∼ 1
for all (a0, a) ∈ A
+
0 × A(F ) and all x ∈ aa0CP . For such an x, we have CH ⊆
CH (H(F ) ∩ aa0CPx
−1), so that we easily get the inequality
volH
(
CH
(
H(F ) ∩ aa0CPx
−1))≫ 1
for all (a0, a) ∈ A
+
0 × A(F ) and all x ∈ aa0CP . Let C
′
P
= CP .C
−1
P
. To get the
reverse inequality, it suffices to show that the subsets H(F )∩aa0C ′P (aa0)
−1 remain
uniformly bounded as (a, a0) runs through A
+
0 ×A(F ). Since P ∩H = H0, we have
H(F ) ∩ aa0C
′
P
(aa0)
−1 = H0(F ) ∩ a0C ′0a
−1
0
for all (a0, a) ∈ A
+
0 × A(F ), where C
′
0 = C
′
P
∩ G0(F ). Now, the subsets H0(F ) ∩
a0C
′
0a
−1
0 , a0 ∈ A
+
0 , are uniformly bounded by Proposition 6.4.1(iii). This ends the
proof of 6.7.3.
By 6.7.3, 6.7.2 is now equivalent to
(6.7.4) δP (a)
−1 volG0 (C0a0C0) ∼ volG (CHaa0CP ), for all (a0, a) ∈ A
+
0 ×A(F ).
Recall that we have CH = CNCH0 and CP = CTC0CN . Hence
CHaa0CP = CN (aCT ) (CH0a0C0)CN
for all (a0, a) ∈ A0(F )×A(F ). For suitable choices of Haar measures, we have the
decomposition dg = δP (t)
−1dndtdg0dn where dn, dt, dg0 and dn are Haar measures
on respectively N(F ), T (F ), G0(F ) and N(F ). From these, it follows easily that
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volG (CHaa0CP ) ∼ δP (a)
−1 volG0 (CH0a0C0)
for all (a0, a) ∈ A0(F )×A(F ). Hence, the last thing to show to get 6.7.4 is
(6.7.5) volG0 (C0a0C0) ∼ volG0 (CH0a0C0), for all a0 ∈ A
+
0 .
The inequality volG0 (CH0a0C0) ≪ volG0 (C0a0C0) is obvious. So, we only need to
prove the reverse one. The choice of C0 doesn’t matter. Since H0(F )P 0(F ) is open
in G0(F ), we may assume that C0 = CH0CP 0 where CP 0 ⊆ P 0(F ) is a compact
subset with nonempty interior. By definition of A+0 , the subsets a
−1
0 CP 0a0 remain
uniformly bounded as a0 runs through A
+
0 . Hence, there exists a compact subset
C ′0 ⊆ G0(F ) such that
a−10 CP 0a0C0 ⊆ C
′
0
for all a0 ∈ A
+
0 . From this, we get
volG0 (C0a0C0) 6 volG0 (CH0a0C
′
0)≪ volG0 (CH0a0C0)
for all a0 ∈ A
+
0 . This ends the proof of 6.7.5 and hence the proof of (ii)(a).
(b) Obviously, we have the inequality σH\G(g)≪ σG(g), for all g ∈ G(F ). So, we only
need to show that
σG(a0a)≪ σH\G(a0a)
for all (a0, a) ∈ A
+
0 ×A(F ). Because of 6.7.1, this is equivalent to the inequality
(6.7.6) σG(a0a)≪ σG(ha0a), for all (a0, a) ∈ A
+
0 × A(F ) and all h ∈ H(F ).
Every h ∈ H(F ) may be written h = nh0 where n ∈ N(F ), h0 ∈ H0(F ), and we
have
σG(ng0t)≫ σG0(g0) + σG(t)
for all n ∈ N(F ), g0 ∈ G0(F ) and t ∈ T (F ). Hence, we have
σG(nh0a0a)≫ σG0(h0a0) + σG(a)
for all (a0, a) ∈ A
+
0 × A(F ), all n ∈ N(F ) and all h0 ∈ H0(F ). Since, σG(a0a) ∼
σG0(a0) + σG(a) for all (a0, a) ∈ A0(F )×A(F ), to get 6.7.6 it suffices to show that
σG0(a0)≪ σG0(h0a0)
for all a0 ∈ A
+
0 and h0 ∈ H0(F ). But, this inequality is a straightforward conse-
quence of Proposition 6.4.1(iii).
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(iii) Let C ⊆ G(F ) be a compact subset with non-empty interior. Let us first show that
(iii) follows from the following fact
(6.7.7) There exists a positive integer N > 0 such that for all R > 1, the subset
B(R) = {x ∈ H(F )\G(F ); σH\G(x) < R} may be covered by less than (1 + R)N
subsets of the form xC, x ∈ H(F )\G(F ).
(we then say that H(F )\G(F ) has polynomial growth following [Ber1]). Indeed, set
λ(R, d) =
∫
B(R+1)\B(R)
ΞH\G(x)2σH\G(x)−ddx
for all d > 0 and R > 1. Then we have
∫
H(F )\G(F )
ΞH\G(x)2σH\G(x)
−ddx =
∞∑
R=1
λ(R, d)(6.7.8)
for all d > 0. By 6.7.7, for all R > 1, B(R + 1)\B(R) may be covered by subsets
x1C, . . . , xkRC where kR 6 (R + 2)
N . Hence,
λ(R, d) 6
kR∑
i=1
∫
xiC
ΞH\G(x)2σH\G(x)
−ddx(6.7.9)
for all d > 0 and all R > 1. By (i).(a) and (i).(b) and the definition of ΞH\G, we have∫
yC
ΞH\G(x)2σH\G(x)−ddx≪ volH\G (yC)ΞH\G(y)2σH\G(y)−d
≪ σH\G(y)
−d
for all y ∈ H(F )\G(F ). Consequently, by 6.7.9, we get
λ(R, d)≪
kR∑
i=1
σH\G(xi)
−d(6.7.10)
for all d > 0 and all R > 1. We may of course assume that xiC ∩ (B(R + 1)\B(R)) 6= ∅
for all R > 1 and all 1 6 i 6 kR. Then by (i).(b), we have
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σH\G(xi)
−1 ≪ R−1
for all R > 1 and all 1 6 i 6 kR. Combining this with 6.7.10, we finally get
λ(R, d)≪ R−dkR 6 (R + 2)NR−d
for all d > 0 and R > 1. Hence, for d > N + 1, 6.7.8 is absolutely convergent. This
ends the proof that 6.7.7 implies (iii).
Let us now prove 6.7.7. By Lemma 6.6.2(ii), there exists a compact subset K ⊆ G(F )
such that
G(F ) = H(F )A+0 A(F )K(6.7.11)
Thus by (i).(b) and (ii).(b), we see that there exists a constant c0 > 0 such that
B(R) ⊆ H(F ){a0a; a0 ∈ A
+
0 a ∈ A(F ) σG(aa0) 6 c0R}K
for all R > 1. Set Amin = A0A. Using the above, it is easy to see that 6.7.7 is a
consequence of the following fact which is not hard to prove and left to the reader.
(6.7.12) Let Cmin ⊆ Amin(F ) be a compact subset with nonempty interior. Then,
there exists a positive integer N > 0 such that for all R > 1, the subset {a ∈
Amin(F ); σG(a) < R} may be covered by less than (1 + R)N subsets of the form
aCmin, a ∈ Amin(F ).
(iv) By similar arguments, this also follows from 6.7.7.
(v) By (i), (ii) and 6.7.11 together with the fact that ΞG(kgk−1) ∼ ΞG(g) and σG(kgk−1) ∼
σG(g) for all k ∈ K and g ∈ G(F ), we only need to show the existence of d > 0 such
that
∫
H(F )
ΞG
(
a−1a−10 ha0a
)
σG
(
a−1a−10 ha0a
)−d
dh≪ ΞG0(a0)
2δP (a)(6.7.13)
for all (a0, a) ∈ A
+
0 × A(F ). We have
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∫
H(F )
ΞG
(
a−1a−10 ha0a
)
σG
(
a−1a−10 ha0a
)−d
dh
=
∫
H0(F )
∫
N(F )
ΞG
(
a−1a−10 h0na0a
)
σG
(
a−1a−10 h0na0a
)−d
dndh0
for all (a0, a) ∈ A0(F )×A(F ) and all d > 0. After the variable change n 7→ a0ana−1a0,
the last integral above becomes
δP (a)
∫
H0(F )
∫
N(F )
ΞG
(
a−10 h0a0n
)
σG
(
a−10 h0a0n
)−d
dndh0
By Proposition 1.5.1(iv), for d > 0 sufficiently large, we have∫
N(F )
ΞG
(
a−10 h0a0n
)
σG
(
a−10 h0a0n
)−d
dn≪ ΞG0
(
a−10 h0a0
)
for all a0 ∈ A0(F ) and all h0 ∈ H0(F ). Hence, for d > 0 sufficiently large we have
∫
H(F )
ΞG
(
a−1a−10 ha0a
)
σG
(
a−1a−10 ha0a
)−d
dh≪ δP (a)
−1
∫
H0(F )
ΞG0
(
a−10 h0a0
)
dh0
for all (a0, a) ∈ A0(F )× A(F ). Thus to get 6.7.13, it is sufficient to show that
∫
H0(F )
ΞG0
(
a−10 h0a0
)
dh0 ≪ Ξ
G0(a0)
2(6.7.14)
for all a0 ∈ A
+
0 . Let UH0 ⊂ H0(F ) and UP 0 ⊂ P 0(F ) be compact neighborhood of the
identity. Since the subsets a−10 UP 0a0 remain uniformly bounded as a0 runs through A
+
0 ,
we have ∫
H0(F )
ΞG0
(
a−10 h0a0
)
dh0 ≪
∫
H0(F )
ΞG0
(
a−10 k
1
P 0
k1H0h0k
2
H0
k2
P 0
a0
)
dh0
for all a0 ∈ A
+
0 , all k
1
H0
, k2H0 ∈ UH0 and all k
1
P 0
, k2
P 0
∈ UP 0 . Let K0 be a maximal
compact subgroup of G0(F ). Since P 0 is a good parabolic subgroup of G0, there exists
a compact neighborhood of the identity UK0 ⊂ K0 such that UK0 ⊂ UP 0UH0 ∩ UH0UP 0 .
From the last inequality above, we deduce
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∫
H0(F )
ΞG0
(
a−10 h0a0
)
dh0 ≪
∫
H0(F )
∫
U2
K0
ΞG0
(
a−10 k
1h0k
2a0
)
dk1dk2dh0
≪
∫
H0(F )
∫
K20
ΞG0
(
a−10 k
1h0k
2a0
)
dk1dk2dh0
for all a0 ∈ A
+
0 . By the “doubling principle” (Proposition 1.5.1(vi)), this last integral
is essentially bounded by
ΞG0(a0)
2
∫
H0(F )
ΞG0(h0)dh0
for all a0 ∈ A
+
0 . By Lemma 6.5.1(i), the last integral above is convergent. This proves
6.7.14 and ends the proof of (v).
(vi) By (i), (ii), 6.7.1 and 6.7.11, it suffices to show the following
(6.7.15) There exist d > 0 such that∫
H(F )
ΞG(haa0)σ(haa0)
−ddh≪ δP (a)1/2ΞG0(a0)
for all (a0, a) ∈ A
+
0 × A(F ).
Using again Proposition 1.5.1(iv), this will follow from the following inequality
(6.7.16)
∫
H0(F )
ΞG0(h0a0)dh0 ≪ Ξ
G0(a0), for all a0 ∈ A
+
0 .
To obtain this last inequality, we can argue as in the end of the proof of (v), using the
“doubling principle” (Proposition 1.5.1(vi)) and the fact that P 0 is a good parabolic
subgroup of G0 to reduce it to the convergence of the integral∫
H0(F )
ΞG0(h0)dh0
which is a consequence of Lemma 6.5.1(i).
(vii) By (i), (ii) and 6.7.11 and since for all d > 0 and all ǫ > 0 we have 1σ>c(h)σ(h)
d ≪
eǫσ(h)e−ǫc/2 for all h ∈ H(F ), it suffices to show the following
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(6.7.17) For all δ > 0, there exist d > 0 and ǫ > 0 such that∫
H(F )
∫
H(F )
ΞG(haa0)Ξ
G(h′haa0)e
ǫσ(h′)eǫσ(h) (1 + |λ(h′)|)−δ dh′dh
≪ δP (a)Ξ
G0(a0)
2σ(aa0)
d
for all a0 ∈ A
+
0 and all a ∈ A(F ).
Let δ > 0. Let P = MN be the parabolic subgroup opposite to P with respect to M
and set Pmin = P 0TN , Mmin = M0T . Then Pmin is a good parabolic subgroup of G
and Mmin is a Levi component of it that contains A. Hence, by Lemma 6.5.1(v), there
exists ǫ > 0 and d > 0 such that
∫
H(F )
∫
H(F )
ΞG(haa0)Ξ
G(h′haa0)eǫσ(h
′)eǫσ(h) (1 + |λ(h′)|)−δ dh′dh≪ δPmin(aa0)
−1σ(aa0)d
for all a0 ∈ A
+
0 and all a ∈ A(F ). We have δPmin(aa0)
−1 = δP (a)δP 0(a0) and by
Proposition 1.5.1(i), we have δP 0(a0) ≪ Ξ
G0(a0)
2 for all a0 ∈ A
+
0 . It follows that the
inequality 6.7.17 is satisfied for such an ǫ > 0 and such a d > 0. 
6.8 Parabolic degenerations
Let Q = LUQ be a good parabolic subgroup of G (recall that it means that HQ is Zariski
open in G see §6.4). Let Pmin = MminUmin ⊆ Q be a good minimal parabolic subgroup of G
(Proposition 6.4.1(ii)) with the Levi component chosen so thatMmin ⊂ L. Let Amin = AMmin
be the maximal central split torus of Mmin and set
A+min = {a ∈ Amin(F ); |α(a)| > 1 ∀α ∈ R(Amin, Pmin)}
Let HQ = H∩Q and HL be the image of HQ by the natural pojection Q։ L. Let Q = LUQ
be the parabolic subgroup opposite to Q with respect to L. We define HQ = HL ⋉ UQ.
Proposition 6.8.1 (i) HQ ∩ UQ = {1} so that the natural projection HQ → HL is an
isomorphism;
(ii) δQ(hQ) = δHQ(hQ) and δQ(hL) = δHL(hL) for all hQ ∈ HQ(F ) and all hL ∈ HL(F ). In
particular, the group HQ(F ) is unimodular.
Fix a left Haar measure dLhL on HL(F ) and a Haar measure dh
Q on HQ(F ).
(iii) There exists d > 0 such that the integral∫
HL(F )
ΞL(hL)σ(hL)
−dδHL(hL)
1/2dLhL
172
converges. Moreover, in the codimension one case (that is when G = G0 and H = H0),
the integral ∫
HL(F )
ΞL(hL)σ(hL)
dδHL(hL)
1/2dLhL
is convergent for all d > 0.
(iv) There exists d > 0 such that the integral∫
HQ(F )
ΞG(hQ)σ(hQ)−ddhQ
converges.
(v) We have σ(hQ)≪ σ(a−1hQa) for all a ∈ A+min and all h
Q ∈ HQ(F ).
(vi) There exist d > 0 and d′ > 0 such that∫
HQ(F )
ΞG(a−1hQa)σ(a−1hQa)−ddhQ ≪ ΞH\G(a)2σH\G(a)d
′
for all a ∈ A+min.
Proof:
(i) This follows directly from Proposition 6.4.1(i).
(ii) For hQ ∈ HQ(F ) which maps to hL ∈ HL(F ) via the isomorphism HQ ≃ HL, we have
δQ(hQ) = δQ(hL) and δHQ(hQ) = δHL(hL). Thus, it suffices to show that δQ(hQ) =
δHQ(hQ) or equivalently
det
(
Ad(hQ)|q/hQ
)
= 1(6.8.1)
for all hQ ∈ HQ(F ). We have q+ h = g (because Q is a good parabolic subgroup) and
hQ = h∩ q, hence the inclusion q ⊆ g induces an isomorphism q/hQ ≃ g/h, from which
it follows that
det
(
Ad(hQ)|q/hQ
)
= det
(
Ad(hQ)|g/h
)
= det
(
Ad(hQ)|g
)
det
(
Ad(hQ)|h
)−1
for all hQ ∈ HQ(F ). But sinceG andH are unimodular groups, we have det
(
Ad(hQ)|g
)
=
det
(
Ad(hQ)|h
)
= 1 for all hQ ∈ HQ and 6.8.1 follows.
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(iii) Let K be a maximal compact subgroup of G(F ) which is special in good position with
respect to L in the p-adic case. Set KL = K ∩ L(F ) (a maximal compact subgroup of
L(F ) which is special in the p-adic case), τ = iL
Pmin∩L(1) and π = i
G
Q
(τ). We will denote
by (., .) and (., .)τ invariant scalar products on π and τ respectively. Let eK ∈ π∞ and
eKL ∈ τ
∞ be the unique K-fixed and KL-fixed vectors respectively. Note that we have
eK(k) = eKL for all k ∈ K. We may assume that the functions Ξ
G and ΞL are given by
ΞG(g) = (π(g)eK , eK) , g ∈ G(F )(6.8.2)
ΞL(l) = (τ(l)eKL , eKL)τ , l ∈ L(F )(6.8.3)
(Note that by the process of induction by stages, we have a natural isomorphism π ≃
iG
Pmin
(1)). If we choose Haar measures suitably, 6.8.2 gives
ΞG(g) =
∫
Q(F )\G(F )
(eK(g
′g), eK(g′))τdg′
for all g ∈ G(F ). Since Q is a good parabolic subgroup, by Proposition 6.4.1(i) (and
since g 7→ g−1 is an automorphism of G) the subset HQ(F )\H(F ) ⊆ Q(F )\G(F ) has a
complement which is negligible. Hence, by (ii), if we choose Haar measures compatibly,
we have ∫
Q(F )\G(F )
ϕ(g)dg =
∫
HQ(F )\H(F )
ϕ(h)dh
for all ϕ ∈ L1(Q(F )\G(F ), δQ). In particular we get
ΞG(g) =
∫
HQ(F )\H(F )
(eK(hg), eK(h))τdh(6.8.4)
for all g ∈ G(F ).
By Lemma 6.5.1(ii), there exists d > 0 such that the integral∫
H(F )
ΞG(h)σ(h)−ddh
converges. Choose such a d > 0. Then by 6.8.4, we have
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∫
H(F )
ΞG(h)σ(h)−ddh =
∫
H(F )
∫
H
Q
(F )\H(F )
(eK(h
′h), eK(h
′))τdh
′σ(h)−ddh
Note that this last double integral is absolutely convergent. Indeed, since the integral
is convergent in that order, it suffices to check that (eK(h
′h), eK(h′))τ is positive for all
h′, h ∈ H(F ). But by the Iwasawa decomposition and 6.8.3 the terms (eK(h′h), eK(h′))τ
are values of ΞL hence positive. Switching the two integrals, making the variable
change h 7→ h′−1h and decomposing the integral over H(F ) as a double integral over
HQ(F )\H(F ) and HQ(F ) ≃ HL(F ), by (ii) we get that the expression
∫
(HQ(F )\H(F ))
2
∫
HL(F )
(τ(hL)eK(h), eK(h
′))τ σ(h
′−1hLh)−dδHL(hL)
1/2dLhLdhdh
′
is absolutely convergent. By Fubini, it follows that there exist h, h′ ∈ H(F ) such that
the inner integral∫
HL(F )
(τ(hL)eK(h), eK(h
′))τ σ(h
′−1hLh)−dδHL(hL)
1/2dLhL
is absolutely convergent. Fix such h, h′ ∈ H(F ). By the Iwasawa decomposition we may
write h = luk and h′ = l′u′k′ with l, l′ ∈ L(F ), u, u′ ∈ UQ(F ) and k, k
′ ∈ K. Then, by
6.8.3 we have (τ(hL)eK(h), eK(h
′))τ = δQ(l
′l)1/2ΞL(l′−1hLl) for all hL ∈ HL(F ). Since
ΞL(hL)≪ Ξ
L(l′−1hLl) and σ(h′−1hLh)≪ σ(hL) for all hL ∈ HL(F ), it follows that the
integral ∫
HQ(F )
ΞL(hQ)σ(hQ)
−dδHQ(hQ)
1/2dLhQ
is also absolutely convergent. This proves the first part of (iii). The second part follows
from the same arguments using Lemma 6.5.1(i) instead of Lemma 6.5.1(ii).
(iv) This follows from (ii), (iii) and Proposition 1.5.1(iv).
(v) Every hQ ∈ HQ(F ) can be written hQ = hLuQ where hL ∈ HL(F ) ⊂ L(F ) and
uQ ∈ UQ(F ). Moreover, we have σ(luQ) ∼ σ(l) + σ(uQ) and σ(uQ) ≪ σ(a−1uQa) for
all l ∈ L(F ), uQ ∈ UQ(F ) and a ∈ A
+
min. Thus, it suffices to show that
σ(hL)≪ σ(a
−1hLa)(6.8.5)
for all hL ∈ HL(F ) and a ∈ A
+
min.
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Let l : Q→ L be the unique regular map such that l(q)−1q ∈ UQ for all q ∈ Q. By (i)
the map hQ 7→ l(hQ) induces an isomorphism HQ ≃ HL.In particular, we have
σ(hQ) ∼ σ(l(hQ))(6.8.6)
for all hQ ∈ HQ(F ). Let AL be the maximal split central torus of L and set A
+
L =
AL ∩ A
+
min. By definition of A
+
min, it is not hard to see that there exists a map q ∈
Q(F ) 7→ aL(q) ∈ A
+
L such that
σ(aL(q)
−1a−1qaaL(q))≪ σ(a−1l(q)a)(6.8.7)
for all q ∈ Q and all a ∈ A+min. Moreover, since HQ ⊂ H , by Proposition 6.4.1(iii), we
have
σ(hQ)≪ σ(a
−1hQa)(6.8.8)
for all hQ ∈ HQ(F ) and all a ∈ A
+
min. From 6.8.6, 6.8.7 and 6.8.8, it follows that
σ(hL) ∼ σ(hQ)≪ σ(aL(hQ)
−1a−1hQaaL(hQ))≪ σ(a
−1hLa)
for all hQ ∈ HQ(F ) and all a ∈ A
+
min where we have set hL = l(hQ) ∈ HL(F ). This
shows 6.8.5 and ends the proof of (v).
(vi) By (v), Proposition 6.7.1(ii) and Proposition 1.5.1(i), it suffices to show the existence
of d > 0, such that
∫
HQ(F )
ΞG(a−1hQa)σ(hQ)−ddhQ ≪ ΞG(a)2(6.8.9)
for all a ∈ A+min. As Pmin is a good parabolic subgroup, it easily follows that PminH
Q
is Zariski open in G. Using this, and the doubling principle (Proposition 1.5.1(vi)), we
show as in the proof of Proposition 6.7.1(v) that∫
HQ(F )
ΞG(a−1hQa)σ(hQ)−ddhQ ≪ ΞG(a)2
∫
HQ(F )
ΞG(hQ)σ(hQ)−ddhQ
for all a ∈ A+min. This proves 6.8.9 since the right hand side is absolutely convergent
for d sufficiently large by (iv). 
7 Explicit tempered intertwinings
We keep the notation of the previous chapter. Given a tempered representation π of G(F ),
the present chapter is devoted to the study of a certain explicit (H, ξ)× (H, ξ)-equivariant
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sesquilinear form Lπ on (the space of) π, the main result being that Lπ is nonzero if and
only if the multiplicity m(π) is nonzero (Theorem 7.2.1). This will be a crucial ingredient in
the proof of the spectral side of our local trace formula (Theorem 9.1.1). The sesquilinear
form Lπ is introduced in 7.2. It is essentially defined by integrating matrix coefficients of
π against the character ξ of H(F ). Unfortunately, this integral does not converge for all
tempered representations unless we are in the codimension one case (i.e. when ξ = 1) but
the oscillatory nature of the integral allows to regularize it in some canonical way. This is
the content of Section 7.1 (a similar regularization has actually been constructed, in greater
generality, by Sakellaridis-Venkatesh, see [SV] Corollary 6.3.3). In Section 7.3, we prove some
a priori estimates for (H, ξ)-equivariant linear forms on π. Then, we discuss a certain relation
between the (non-vanishing of) sesquilinear form Lπ and parabolic induction in Section 7.4.
The proof of the main theorem is given in Section 7.5 and in Section 7.6 we draw some
consequences of this result.
7.1 The ξ-integral
For all f ∈ C(G(F )), the integral ∫
H(F )
f(h)ξ(h)dh
is absolutely convergent by Lemma 6.5.1(ii). Moreover, by Lemma 6.5.1(ii) again, this defines
a continuous linear form on C(G(F )). Recall that C(G(F )) is a dense subspace of the weak
Harish-Chandra Schwartz space Cw(G(F )) (by 1.5.1).
Proposition 7.1.1 The linear form
f ∈ C(G(F )) 7→
∫
H(F )
f(h)ξ(h)dh
extends continuously to Cw(G(F )).
Proof: Let us fix a one-parameter subgroup a : Gm → A such that λ(a(t)ha(t)−1) = tλ(h)
for all t ∈ Gm and all h ∈ H (Recall that λ : H → Ga is the algebraic character such that
ξ = ψ ◦ λF ), such a one-parameter subgroup is easy to construct. We shall now divide the
proof according to whether F is p-adic or real.
• If F is a p-adic field, then we may fix a compact-open subgroup K ⊆ G(F ) and prove
that the linear form
f ∈ CK(G(F )) 7→
∫
H(F )
f(h)ξ(h)dh
extends continuously to CwK(G(F )). Set Ka = a
−1 (K ∩ A(F )) ⊆ F×. Then for all
f ∈ CK(G(F )), we have
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∫
H(F )
f(h)ξ(h)dh = meas(Ka)
−1
∫
Ka
∫
H(F )
f(a(t)−1ha(t))ξ(h)dhd×t(7.1.1)
= meas(Ka)
−1
∫
H(F )
f(h)
∫
Ka
ξ(a(t)ha(t)−1)d×tdh
= meas(Ka)
−1
∫
H(F )
f(h)
∫
Ka
ψ (tλ(h)) |t|−1dtdh
The function x ∈ F 7→
∫
Ka
ψ(tx)|t|−1dt is the Fourier transform of the function
|.|−11Ka ∈ C
∞
c (F ) hence it belongs to C
∞
c (F ). Now by Lemma 6.5.1(iii), the last
integral of 7.1.1 is absolutely convergent for all f ∈ CwK(G(F )) and defines a continuous
linear form on that space. This is the extension we were looking for.
• Now assume that F = R. Let us denote by Ad the adjoint action of G(F ) on Cw(G(F ))
i.e., one has
(Ad(g)f) (x) = f(g−1xg), f ∈ Cw(G(F )), g, x ∈ G(F )
Set Ada = Ad ◦a. Then Ada is a smooth representation of F× on Cw(G(F )) and
hence induces an action, also denoted by Ada, of U (Lie(F×)) on Cw(G(F )). Set ∆ =
1−
(
t d
dt
)2
∈ U (Lie(F×)). By elliptic regularity (2.1.2), for every integer m > 1, there
exist functions ϕ1 ∈ C2m−2c (F
×) and ϕ2 ∈ C∞c (F
×) such that
ϕ1 ∗∆
m + ϕ2 = δ1
Hence, we have the equality
Ada(ϕ1) Ada(∆
m) + Ada(ϕ2) = Id
It follows that for all f ∈ C(G(F )), we have
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∫
H(F )
f(h)ξ(h)dh =
∫
H(F )
(Ada(ϕ1) Ada(∆
m)f) ξ(h)dh+
∫
H(F )
(Ada(ϕ2)f) (h)ξ(h)dh
(7.1.2)
=
∫
H(F )
(Ada(∆
m)f) (h)
∫
F×
ϕ1(t)ξ(a(t)ha(t)
−1)δP (a(t))d×tdh
+
∫
H(F )
f(h)
∫
F×
ϕ2(t)ξ(a(t)ha(t)
−1)δP (a(t))d
×tdh
=
∫
H(F )
(Ada(∆
m)f) (h)
∫
F
ϕ1(t)δP (a(t))|t|
−1ψ(tλ(h))dtdh
+
∫
H(F )
f(h)
∫
F
ϕ2(t)δP (a(t))|t|
−1ψ(tλ(h))dtdh
Consider the functions fi : x ∈ F 7→
∫
F
ϕi(t)δP (a(t))|t|
−1ψ(tx)dt, i = 1, 2. These are
the Fourier transforms of the functions t 7→ ϕi(t)δH(a(t))|t|−1, i = 1, 2, which both
belong to C2m−2c (F ). Hence, f1 and f2 are both essentially bounded by (1 + |x|)
−2m+2.
Now, by Lemma 6.5.1(iii), if m > 2 the two integrals in the last term of 7.1.2 are
absolutely convergent for all f ∈ Cw(G(F )) and define on that space continuous linear
forms. The extension we were looking for is just the sum of these two integrals. 
The continuous linear form on Cw(G(F )) whose existence is proved by the proposition above
will be called the ξ-integral on H(F ) and will be denoted by
f ∈ Cw(G(F )) 7→
∫ ∗
H(F )
f(h)ξ(h)dh
or
f ∈ Cw(G(F )) 7→ PH,ξ(f)
We now note the following properties of the ξ-integral:
Lemma 7.1.2 (i) For all f ∈ Cw(G(F )) and all h0, h1 ∈ H(F ), we have
PH,ξ(L(h0)R(h1)f) = ξ(h0)ξ(h1)
−1PH,ξ(f)
(ii) Let a : Gm → A be a one-parameter subgroup such that λ(a(t)ha(t)−1) = tλ(h) for all
t ∈ Gm and all h ∈ H. Denote by Ada the representation of F× on Cw(G(F )) given by
Ada(t) = L(a(t))R(a(t)) for all t ∈ F×. Let ϕ ∈ C∞c (F
×). Set ϕ′(t) = |t|−1δP (a(t))ϕ(t)
for all t ∈ F× and denote by ϕ̂′ its Fourier transform, that is
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ϕ̂′(x) =
∫
F
ϕ′(t)ψ(tx)dt, x ∈ F
Then, we have
PH,ξ(Ada(ϕ)f) =
∫
H(F )
f(h)ϕ̂′(λ(h))dh
for all f ∈ Cw(G(F )), where the second integral is absolutely convergent.
Proof: In both (i) and (ii), both sides of the equality to be proved are continuous in f ∈
Cw(G(F )) (for (ii) this follows from Lemma 6.5.1(iii)). Hence it is sufficient to check the
relations for f ∈ C(G(F )) where by straightforward variable changes we can pass from the
left hand side to the right hand side. 
7.2 Definition of Lpi
Let π be a tempered representation of G(F ). For all T ∈ End(π)∞, the function
g ∈ G(F ) 7→ Trace
(
π(g−1)T
)
belongs to the weak Harish-Chandra Schwartz space Cw(G(F )) by 2.2.4. We can thus define
a linear form Lπ : End(π)∞ → C by setting
Lπ(T ) =
∫ ∗
H(F )
Trace
(
π(h−1)T
)
ξ(h)dh, T ∈ End(π)∞
By Lemma 7.1.2(i), we have
Lπ(π(h)Tπ(h
′)) = ξ(h)ξ(h′)Lπ(T )
for all h, h′ ∈ H(F ) and T ∈ End(π)∞. By 2.2.5, the map which associates to T ∈ End(π)∞
the function
g 7→ Trace
(
π(g−1)T
)
in Cw(G(F )) is continuous. Since the ξ-integral is a continuous linear form on Cw(G(F )), it
follows that the linear form Lπ is continuous.
Recall that we have a continuous G(F ) × G(F )-equivariant embedding with dense image
π∞ ⊗ π∞ →֒ End(π)∞, e ⊗ e′ 7→ Te,e′ (which is an isomorphism in the p-adic case). In any
case, End(π)∞ is naturally isomorphic to the completed projective tensor product π∞⊗̂pπ∞.
Thus we may identify Lπ with the continuous sesquilinear form on π∞ given by
Lπ(e, e
′) := Lπ(Te,e′)
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for all e, e′ ∈ π∞. Expanding definitions, we have
Lπ(e, e
′) =
∫ ∗
H(F )
(e, π(h)e′)ξ(h)dh
for all e, e′ ∈ π∞. Fixing e′ ∈ π∞, we see that the map e ∈ π∞ 7→ Lπ(e, e′) belongs to
HomH(π
∞, ξ). By the density of π∞ ⊗ π∞ in End(π)∞, it follows that
Lπ 6= 0⇒ m(π) 6= 0
The purpose of this chapter is to prove the converse direction. Namely, we will show
Theorem 7.2.1 For all π ∈ Temp(G), we have
Lπ 6= 0⇔ m(π) 6= 0
As said in the introduction, this result has already been proved in [Beu1] (Theorem 14.3.1)
in the p-adic case following closely the proof of the analogous result for special orthogonal
groups given by Y. Sakellaridis and A. Venkatesh (Theorem 6.4.1 of [SV]). The proof, that
goes through the 3 following sections, is closer to the original treatment of Waldspurger
(Proposition 5.7 of [Wa4]).
To end this section, we will content ourself with giving some of the basic properties of Lπ.
First, since Lπ is a continuous sesquilinear form on π∞, it defines a continuous linear map
Lπ : π
∞ → π−∞
e 7→ Lπ(e, .)
where we recall that π−∞ denotes the topological conjugate-dual of π∞ endowed with the
strong topology. This operator Lπ has its image included in π−∞
H,ξ
= HomH(π∞, ξ). By
Theorem 6.3.1, this subspace is finite-dimensional and even of dimension less or equal to 1 if
π is irreducible. Let T ∈ End(π)∞. Recall that it extends uniquely to a continuous operator
T : π−∞ → π∞. Thus, we may form the two compositions
TLπ : π
∞ → π∞
LπT : π−∞ → π−∞
which are both finite-rank operators. In particular, their traces are well-defined and we have,
almost by definition,
Trace(TLπ) = Trace(LπT ) = Lπ(T )(7.2.1)
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Lemma 7.2.2 We have the following
(i) The maps
π ∈ Xtemp(G) 7→ Lπ ∈ Hom(π
∞, π−∞)
π ∈ Xtemp(G) 7→ Lπ ∈ End(π)
−∞
are smooth in the following sense: For every parabolic subgroup Q = LUQ of G, for all
σ ∈ Π2(L) and for every maximal compact subgroup K of G(F ), which is special in the
p-adic case, the maps
λ ∈ iA∗L 7→ Lπλ ∈ End(πλ)
−∞ ≃ End(πK)−∞
λ ∈ iA∗L 7→ Lπλ ∈ Hom(π
∞
λ , π
−∞
λ ) ≃ Hom(π
∞
K , π
−∞
K )
are smooth, where we have set πλ = i
G
Q(σλ) and πK = i
K
Q∩K(σ).
(ii) Let π be in Temp(G) or Xtemp(G). Then for all S, T ∈ End(π)∞, we have SLπ ∈
End(π)∞ and
Lπ(S)Lπ(T ) = Lπ(SLπT )
(iii) Let S, T ∈ C(Xtemp(G), E(G)). Then, the section π ∈ Temp(G) 7→ SπLπTπ ∈ End(π)∞
belongs to C∞(Xtemp(G), E(G)).
(iv) Let f ∈ C(G(F )) and assume that its Fourier transform π ∈ Xtemp(G) 7→ π(f) is
compactly supported (this condition is automatically satisfied when F is p-adic). Then,
we have the equality ∫
H(F )
f(h)ξ(h)dh =
∫
Xtemp(G)
Lπ(π(f))µ(π)dπ
both integrals being absolutely convergent.
(v) Let f, f ′ ∈ C(G(F )) and assume that the Fourier transform of f is compactly supported.
Then we have the equality
∫
Xtemp(G)
Lπ(π(f))Lπ(π(f ′))µ(π)dπ =
∫
H(F )
∫
H(F )
∫
G(F )
f(hgh′)f ′(g)dgξ(h′)dh′ξ(h)dh
where the first integral is absolutely convergent and the second integral is convergent in
that order but not necessarily as a triple integral.
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Proof:
(i) Let Q = LUQ, σ ∈ Π2(L) and K be as in the statement. Recall that our convention is
to equip all the spaces that appear in the statement with the strong topology.
We have End(πK)
∞ ≃ π∞K ⊗̂pπ
∞
K . Hence, the space End(πK)
−∞ may be identified with
the space of continuous sesquilinear forms on π∞K and we get a natural continuous
embedding
End(πK)
−∞ →֒ Hom(π∞K , π
−∞
K )
Of course, the image of Lπλ by this map is Lπλ , for all λ ∈ iA
∗
L. Consequently, it
suffices to prove the smoothness of the map λ 7→ Lπλ. By Proposition A.3.1(iv), this
is equivalent to the smoothness of
λ 7→ Lπλ(T )
for all T ∈ End(πK)∞. Because the ξ-integral is a continuous linear form on Cw(G(F )),
the smoothness of this last map follows from Lemma 2.3.1(ii).
(ii) The two inclusions End(π)∞ ⊂ Hom(π−∞, π) and End(π)∞ ⊂ Hom(π, π∞) are contin-
uous. It follows that the bilinear map
End(π)∞ × End(π)∞ → End(π)
(S, T ) 7→ SLπT
is separately continuous. For all S, T ∈ End(π)∞, the maps g ∈ G(F ) 7→ π(g)S ∈
End(π)∞ and g ∈ G(F ) 7→ Tπ(g) ∈ End(π)∞ are smooth. Hence, by Proposition
A.3.1(v) in the real case, we have SLπT ∈ End(π)∞ for all S, T ∈ End(π)∞. We now
prove the equality
Lπ(S)Lπ(T ) = Lπ(SLπT )
for all S, T ∈ End(π)∞. Assume first that π ∈ Temp(G). Then, this follows directly
from 7.2.1 since the operators LπS, LπT : π−∞ → π−∞ have their images contained
in the same line (which is HomH(π
∞, ξ)). Assume now that π ∈ Xtemp(G). We may
then find a parabolic subgroup Q = LUQ of G and a square-integrable representation
σ ∈ Π2(L) such that π = iGP (σ). Let K be a maximal compact subgroup of G(F )
which is special in the p-adic case and set πK = i
K
Q∩K(σ) and πλ = i
G
P (σλ) for all
λ ∈ iA∗L. Then, we have isomorphisms End(πλ)
∞ ≃ End(πK)∞ for all λ ∈ iA∗L.
Let S, T ∈ End(π)∞ and identify them to their images in End(πK)∞ by the previous
isomorphism. For λ in a dense subset of iA∗L, the representation πλ is irreducible.
Hence, by what we just saw, for every such λ ∈ iA∗L we have
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Lπλ(S)Lπλ(T ) = Lπλ(SLπλT )
By (i), the left hand side of the above equality is continuous in λ ∈ iA∗L. To deduce
the equality at λ = 0 (what we want), it thus suffices to show that the function
λ ∈ iA∗L 7→ Lπλ(SLπλT )
is continuous. We are even going to prove that it is a smooth function. By (i) and
Proposition A.3.1(v), it suffices to show that for all λ ∈ iA∗L, the trilinear map
End(πλ)
∞ ×Hom(π∞λ , π
−∞
λ )× End(πλ)
∞ → End(πλ)∞(7.2.2)
(S, L, T ) 7→ SLT
is separately continuous. As the inclusions End(πλ)
∞ ⊂ Hom(π−∞λ , πλ) and End(πλ)
∞ ⊂
Hom(πλ, π
∞
λ ) are continuous, the trilinear map
End(πλ)
∞ × Hom(π∞λ , π
−∞
λ )× End(πλ)
∞ → End(πλ)
(S, L, T ) 7→ SLT
is separately continuous fo all λ ∈ iA∗L. By definition of the topology on End(πλ)
∞,
this immediately implies that 7.2.2 is separately continuous for all λ ∈ iA∗L. This ends
the proof of (ii)
(iii) This is also a direct consequence of (i) and of the fact that the trilinear map 7.2.2 is
separately continuous.
(iv) Let f ∈ C(G(F )). The left hand side of (iv) is absolutely convergent by Lemma 6.5.1(ii).
By Lemma 2.3.1(ii), the map
π ∈ Xtemp(G) 7→ ϕ(f, π) ∈ C
w(G(F ))
where ϕ(f, π)(g) = Trace(π(g−1)π(f)), is continuous. By the hypothesis made on f ,
this map is also compactly supported. It follows that the function π ∈ Xtemp(G) 7→
µ(π)ϕ(f, π) ∈ Cw(G(F )) is absolutely integrable. Hence, the function
π ∈ Xtemp(G) 7→ µ(π)Lπ(π(f)) = µ(π)PH,ξ(ϕ(f, π))
where PH,ξ : Cw(G(F ))→ C denotes the ξ-integral, is also absolutely integrable, prov-
ing the convergence of the right hand side of (iv). We also have the equality
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f =
∫
Xtemp(G)
ϕ(f, π)µ(π)dπ
in Cw(G(F )) (or its completion),indeed by the Harish-Chandra Plancherel formula both
sides are equal after applying the evaluation map at g for all g ∈ G(F ). It follows that
PH,ξ(f) =
∫
Xtemp(G)
PH,ξ(ϕ(π, f))µ(π)dπ
which is exactly the content of (iv).
(v) The right hand side of (v) may be rewritten as
∫
H(F )
∫
H(F )
(f ′∨ ∗ L(h−1)f)(h′)ξ(h′)dh′ξ(h)dh(7.2.3)
where f ′∨(g) = f ′(g−1). The Fourier transform of f ′∨ ∗ L(h−1)f is given by
π ∈ Xtemp(G) 7→ π(f
′∨ ∗ L(h−1)f) = π(f ′∨)π(h−1)π(f)
In particular, it is compactly supported. Applying (iv) to f ′∨ ∗ L(h−1)f , we deduce
that the integral ∫
H(F )
(f ′∨ ∗ L(h−1)f)(h′)ξ(h′)dh′
is absolutely convergent and is equal to∫
Xtemp(G)
Lπ(π(f
′∨)π(h−1)π(f))µ(π)dπ
By 7.2.1, this last integral is equal to∫
Xtemp(G)
Trace(π(h−1)π(f)Lππ(f
′∨))µ(π)dπ
By (iii), the section π ∈ Xtemp(G) 7→ π(f)Lππ(f ′
∨) ∈ End(π)∞ is smooth. Moreover,
it is compactly supported and so it belongs to C(Xtemp(G), E(G)). By the matricial
Paley-Wiener theorem (Theorem 2.6.1), it is thus the Fourier transform of a Harish-
Chandra Schwartz function. Applying (iv) to this function, we see that the exterior
integral of 7.2.3 is absolutely convergent and that the whole expression is equal to the
absolutely convergent integral
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∫
Xtemp(G)
Lπ(π(f)Lππ(f
′∨))µ(π)dπ
which by (ii) is equal to ∫
Xtemp(G)
Lπ(π(f))Lπ(π(f
′∨))µ(π)dπ
The point (v) now follows from this and the easily checked equality
Lπ(π(f
′∨)) = Lπ(π(f ′)), π ∈ Xtemp(G)
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7.3 Asymptotics of tempered intertwinings
Lemma 7.3.1 (i) Let π be a tempered representation of G(F ) and ℓ ∈ HomH(π
∞, ξ) be
a continuous (H, ξ)-equivariant linear form. Then, there exist d > 0 and a continuous
semi-norm νd on π
∞ such that
|ℓ(π(x)e)| 6 νd(e)Ξ
H\G(x)σH\G(x)
d
for all e ∈ π∞ and all x ∈ H(F )\G(F ).
(ii) For all d > 0, there exists d′ > 0 and a continuous semi-norm νd,d′ on Cwd (G(F )) such
that
|PH,ξ(R(x)L(y)ϕ)| 6 νd,d′(ϕ)Ξ
H\G(x)ΞH\G(y)σH\G(x)
d′σH\G(y)
d′
for all ϕ ∈ Cwd (G(F )) and all x, y ∈ H(F )\G(F ).
Proof: We will use the notation of Section 6.6.2. Namely, we have
• P 0 = M0N0 is a good parabolic subgroup of G0, A0 the split component of M0;
• A+0 = {a ∈ A0(F ); |α(a)| > 1 ∀α ∈ R(A0, P 0)};
• P = MN is the parabolic subgroup opposite to P with respect to M ;
• Pmin = P 0TN , Mmin =M0T and Amin = A0A;
• Pmin the parabolic subgroup opposite to Pmin with respect to Mmin;
• ∆ the set of simple roots of Amin in Pmin and ∆P = ∆ ∩ R(Amin, P ).
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Then, Pmin is a good parabolic subgroup of G and by Lemma 6.6.2(ii), there exists a compact
subset K ⊆ G(F ) such that
G(F ) = H(F )A+0 A(F )K(7.3.1)
(i) By 7.3.1, Proposition 6.7.1(i) and (ii) and since the family (π(k))k∈K is equicontinuous
on π∞, it is sufficient to prove the following
(7.3.2) There exists a continuous semi-norm ν on π∞ such that
|ℓ(π(a)e)| 6 ΞG(a)ν(e)
for all e ∈ π∞ and all a ∈ A+0 A(F ).
We divide the proof of 7.3.2 according to whether F is p-adic or real.
• Assume first that F is p-adic. Since the topology on π∞ is the finest locally convex
topology, we only need to show that for all e ∈ π∞, we have
|ℓ(π(a)e)| ≪ ΞG(a)(7.3.3)
for all a ∈ A+0 A(F ). Let e ∈ π
∞ and let K be a compact-open subgroup of G(F )
such that e ∈ (π∞)K . First, we show
(7.3.4) There exists c = cK > 1 such that for all a ∈ Amin(F ), if there exists
α ∈ ∆P such that |α(a)| > c, then
ℓ(π(a)e) = 0
Since ∆P is finite, it is sufficient to fix α ∈ ∆P and prove that for a ∈ Amin(F ),
if |α(a)| is big enough then ℓ(π(a)e) = 0. So, let α ∈ ∆P and a ∈ Amin(F ). By
Lemma 6.6.2(iii), there exists X ∈ nα(F ) (where nα is the eigensubspace of n
corresponding to α) such that ξ(eX) 6= 1. Now, if |α(a)| is big enough, we will
have a−1eXa ∈ K and so
ξ(eX)ℓ(π(a)e) = ℓ(π(eX)π(a)e) = ℓ(π(a)e)
From which it follows that ℓ(π(a)e) = 0. This ends the proof of 7.3.4.
Let c > 1 be as in 7.3.4 and set
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A+min(c) = {a ∈ Amin(F ); |α(a)| 6 c ∀α ∈ ∆}
Note that we have |α(a)| 6 1 for all a ∈ A+0 A(F ) and all α ∈ ∆\∆P . Hence, by
7.3.4, it is sufficient to prove the inequality 7.3.3 for a ∈ A+min(c). By definition of
A+min(c), there exists a compact-open subgroup K
′
Pmin
of Pmin(F ) such that
K ′
Pmin
⊆ aKa−1
for all a ∈ A+min(c). Also, let K
′
H be a compact-open subgroup of H(F ) on which
ξ is trivial. Since Pmin is a good parabolic subgroup of G, we may find a compact-
open subgroup K ′ of G(F ) such that K ′ ⊆ K ′HK
′
Pmin
. Let k′ = k′Hk
′
Pmin
∈ K ′,
where k′H ∈ K
′
H and k
′
Pmin
∈ K ′
Pmin
, then we have
ℓ(π(k′)π(a)e) = ℓ
(
π(k′H)π(a)π(a
−1k′
Pmin
a)e
)
= ξ(k′H)ℓ(π(a)e) = ℓ(π(a)e)
for all a ∈ A+min(c). It follows that
ℓ(π(a)e) = ℓ(π(eK ′)π(a)e)
for all a ∈ A+min(c). We have ℓ◦π(eK ′) ∈ π
∞ and the inequality 7.3.3 for a ∈ A+min(c)
now follows from 2.2.3.
• Assume now that F = R. Let us set for all I ⊆ ∆,
A+min(I) = {a ∈ Amin(F ); |α(a)| 6 1 ∀α ∈ ∆\I and |α(a)| > 1 ∀α ∈ I}
Since |α(a)| 6 1 for all a ∈ A+0 A(F ) and all α ∈ ∆\∆P , we have
A+0 A(F ) =
⊔
I⊆∆P
A+min(I)(7.3.5)
Hence, we may fix I ⊆ ∆P and prove the inequality 7.3.2 restricted to a ∈ A
+
min(I).
Let X1, . . . , Xp be a basis of pmin(F ) and set
∆min = 1−
(
X21 + . . .+X
2
p
)
∈ U(pmin)
Let k > dim(Pmin) + 1 be an integer. We will need the following
(7.3.6) There exists u = uI,k ∈ U(n) such that the two maps
a ∈ A+min(I) 7→ a
−1(∆kminu)a ∈ U(g)
a ∈ A+min(I) 7→ a
−1ua ∈ U(g)
have bounded images and dξ(u) = 1.
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This follows rather easily from Lemma 6.6.2(iii). We henceforth fix such an el-
ement u = uI,k ∈ U(n). By elliptic regularity 2.1.2, there exist two functions
ϕ1 ∈ Ck1c (Pmin(F )) and ϕ2 ∈ C
∞
c (Pmin(F )), where k1 = 2k− dim(Pmin)− 1, such
that
π(ϕ1)π(∆
k
min) + π(ϕ2) = Idπ∞
Choose a function ϕH ∈ C∞c (H(F )) such that
∫
H(F )
ϕH(h)ξ(h)dh = 1. Then, for
all e ∈ π∞ and all a ∈ A+min(I), we have
ℓ(π(a)e) = dξ(u)ℓ(π(a)e) = ℓ(π(u)π(a)e)
= ℓ
(
π(ϕ1)π(∆
k
minu)π(a)e
)
+ ℓ (π(ϕ2)π(u)π(a)e)
= ℓ
(
π(ϕ1)π(a)π(a
−1(∆kminu)a)e
)
+ ℓ
(
π(ϕ2)π(a)π(a
−1ua)e
)
= ℓ
(
π(ϕH ∗ ϕ1)π(a)π(a
−1(∆kminu)a)e
)
+ ℓ
(
π(ϕH ∗ ϕ2)π(a)π(a
−1ua)e
)
Note that the functions ϕH ∗ ϕ1 and ϕH ∗ ϕ2 both belong to Ck1c (G(F )). The
inequality 7.3.2 for a ∈ A+min(I) is now a consequence of 7.3.6 and the equality
above if we choose k sufficiently large by the following fact
(7.3.7) There exists an integer k′1 > 1 such that for all ϕ ∈ C
k′1
c (G(F )), there
exists a continuous semi-norm νϕ on π
∞ such that
|ℓ(π(ϕ)π(g)e)| 6 νϕ(e)Ξ
G(g)
for all e ∈ π∞ and for all g ∈ G(F ).
(This is an easy consequence of the fact that ℓ is a continuous linear form and of
2.2.6).
(ii) Let d > 0. Again by 7.3.1 and Proposition 6.7.1(i) and (ii), we only need to prove the
following
(7.3.8) There exists a continuous semi-norm νd on Cwd (G(F )) such that
|PH,ξ(R(a1)L(a2)ϕ)| 6 νd(ϕ)Ξ
G(a1)Ξ
G(a2)σ(a1)
dσ(a2)
d
for all ϕ ∈ Cwd (G(F )) and all a1, a2 ∈ A
+
0 A(F ).
The proof of this fact is very close to the proof of 7.3.2. We shall only sketch it,
distinguishing again between the case where F is p-adic and the case where F is real.
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• Assume first that F is p-adic. Then, we may fix a compact-open subgroup K ⊂
G(F ) and we are reduced to proving the following
(7.3.9) There exists a continuous semi-norm νK,d on CwK,d(G(F )) such that
|PH,ξ(R(a1)L(a2)ϕ)| 6 νK,d(ϕ)Ξ
G(a1)Ξ
G(a2)σ(a1)
dσ(a2)
d
for all ϕ ∈ CwK,d(G(F )) and all a1, a2 ∈ A
+
0 A(F ).
We prove as in the proof of (i) that there exists a constant c = cK > 1 such that
PH,ξ(R(a1)L(a2)ϕ) = 0
for all ϕ ∈ CwK,d(G(F )) as soon as a1 ∈ A
+
0 A(F ) − A
+
min(c) or a2 ∈ A
+
0 A(F ) −
A+min(c). We also prove as in the proof of (i) that there exists a compact-open
subgroup K ′ ⊂ G(F ) such that
PH,ξ(R(a1)L(a2)ϕ) = PH,ξ(R(eK ′)L(eK ′)R(a1)L(a2)ϕ)
for all ϕ ∈ CwK,d(G(F )) and all a1, a2 ∈ A
+
min(c). The inequality 7.3.9 now follows
from Lemma 1.5.3(i)(a).
• Assume now that F = R. Then, by 7.3.5, we may fix I, J ⊆ ∆P and just prove
(7.3.10) There exists a continuous semi-norm νI,J,d on Cwd (G(F )) such that
|PH,ξ(R(a1)L(a2)ϕ)| 6 νI,J,d(ϕ)Ξ
G(a1)Ξ
G(a2)σ(a1)
dσ(a2)
d
for all ϕ ∈ Cwd (G(F )), all a1 ∈ A
+
min(I) and all a2 ∈ A
+
min(J).
Let k > dim(Pmin) + 1 be an integer and choose elements uI = uI,k, uJ = uJ,k ∈
U(n) as in 7.3.6. Then, as in the proof of (i), we show that there exists functions
ϕ1, ϕ2, ϕ3, ϕ4 ∈ Ck1c (G(F )), where k1 = 2k − dim(Pmin)− 1, such that
PH,ξ(R(a1)L(a2)ϕ) = PH,ξ
[
R(ϕ1)L(ϕ3)R(a1)L(a2)R(a
−1
1 ∆
k
minuIa1)L(a
−1
2 ∆
k
minuJa2)ϕ
]
+ PH,ξ
[
R(ϕ1)L(ϕ4)R(a1)L(a2)R(a
−1
1 ∆
k
minuIa1)L(a
−1
2 uJa2)ϕ
]
PH,ξ
[
R(ϕ2)L(ϕ3)R(a1)L(a2)R(a
−1
1 uIa1)L(a
−1
2 ∆
k
minuJa2)ϕ
]
+ PH,ξ
[
R(ϕ2)L(ϕ4)R(a1)L(a2)R(a
−1
1 uIa1)L(a
−1
2 uJa2)ϕ
]
for all ϕ ∈ Cwd (G(F )) and all (a1, a2) ∈ A
+
min(I)×Amin(J)
+. The inequality 7.3.10
now follows from Lemma 1.5.3(i)(b). 
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7.4 Explicit intertwinings and parabolic induction
Let Q = LUQ be a parabolic subgroup of G. Because G = U(W )× U(V ), we have decom-
positions
Q = QW ×QV and L = LW × LV(7.4.1)
where QW and QV are parabolic subgroups of U(W ) and U(V ) respectively and LW , LV
are Levi components of these. By the explicit description of parabolic subgroups of unitary
groups (cf. Section 6.1), we have
LW = GLE(Z1,W )× . . .×GLE(Za,W )× U(W˜ )(7.4.2)
LV = GLE(Z1,V )× . . .×GLE(Zb,V )× U(V˜ )(7.4.3)
where Zi,W , 1 6 i 6 a (respectively Zi,V , 1 6 i 6 b) are totally isotropic subspaces of W
(respectively of V ) and W˜ (respectively V˜ ) is a non-degenerate subspace of W (respectively
of V ). Let G˜ = U(W˜ ) × U(V˜ ). The pair (V˜ , W˜ ) is easily seen to be admissible up to
permutation, hence it defines a GGP triple (G˜, H˜, ξ˜) well-defined up to G˜(F )-conjugation
where G˜ = U(W˜ )×U(V˜ ). For all tempered representations σ˜ of G˜(F ), we may define as in
Section 7.2 a continuous linear form Lσ˜ : End(σ˜)∞ → C.
Let σ be a tempered representation of L(F ) which decomposes according to the decomposi-
tions 7.4.1, 7.4.2 and 7.4.3 as a tensor product
σ = σW ⊠ σV(7.4.4)
σW = σ1,W ⊠ . . .⊠ σa,W ⊠ σ˜W(7.4.5)
σV = σ1,V ⊠ . . .⊠ σb,V ⊠ σ˜V(7.4.6)
where σi,W ∈ Temp(GLE(Zi,W )) for 1 6 i 6 a, σi,V ∈ Temp(GLE(Zi,V )) for 1 6 i 6 b, σ˜W
is a tempered representation of U(W˜ )(F ) and σ˜V is a tempered representation of U(V˜ )(F ).
Let us set σ˜ = σ˜W ⊠ σ˜V . It is a tempered representation of G˜(F ). Finally, let us set
π = iGQ(σ), πW = i
U(W )
QW
(σW ) and πV = i
U(V )
QV
(σV ) for the parabolic inductions of σ, σW and
σV respectively. We have π = πW ⊠ πV .
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Proposition 7.4.1 With notation as above, we have
Lπ 6= 0⇔ Lσ˜ 6= 0
Proof: We will use the following convenient notation. If X is an E-vector space of finite
dimension, QX = LXUX is a parabolic subgroup of GLE(X) with
LX = GLE(X1)× . . .×GLE(Xc)
and we have tempered representations σi,X of GLE(Xi) for 1 6 i 6 c, then we will denote
by
σ1,X × . . .× σc,X
the induced representation i
GLE(X)
QX
(σ1,X ⊠ . . . ⊠ σc,X). Note that if all the σi,X , 1 6 i 6 c,
are irreducible so is σ1,X × . . .× σc,X . Similarly, if X is an hermitian space, QX = LXUX is
a parabolic subgroup of U(X) with
LX = GLE(Z1,X)× . . .×GLE(Zd,X)× U(X˜)
and we have tempered representations σi,X of GLE(Zi,X) for 1 6 i 6 d and a tempered
representation σ˜X of U(X˜)(F ), then we will denote by
σ1,X × . . .× σd,X × σ˜X
the induced representation i
U(X)
QX
(σ1,X ⊠ . . .⊠ σd,X ⊠ σ˜X). In particular, with these notation,
we have
πW = σ1,W × . . .× σa,W × σ˜W
and
πV = σ1,V × . . .× σb,V × σ˜V
By the process of induction by stages, we also have πW = σ
′
W × σ˜W and πV = σ
′
V × σ˜V ,
where
σ′W = σ1,W × . . .× σa,W
σ′V = σ1,V × . . .× σb,V
These are tempered irreducible representations of general linear groups (over E). Hence, the
statement immediately reduces to the case where a 6 1 and b 6 1.
First, we treat the particular case where G = G0, H = H0 (codimension one case) and
(a, b) = (0, 1). Then Q = U(W )×QV where QV is a maximal proper parabolic subgroup of
G. Up to conjugating Q, we may assume that it is a good parabolic subgroup (cf. Section
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6.4). Then, to fit with our general notation of Chapter 6, we will change our notation and
denote Q by Q and QV by QV . Set HQ = H ∩ Q. Clearly, we have a natural embedding
HQ →֒ L.
We may assume without loss of generality that the invariant scalar product on π is given by
(e, e′) =
∫
Q(F )\G(F )
(e(g), e′(g))dg, e, e′ ∈ π
where the scalar product in the integral is the scalar product on σ. Since we are in the
codimension one case, the integral defining Lπ is absolutely convergent and we have
Lπ(e, e
′) =
∫
H(F )
∫
Q(F )\G(F )
(e(g), e′(gh))dgξ(h)dh(7.4.7)
for all e, e′ ∈ π∞. Let us show
(7.4.8) The expression 7.4.7 is absolutely convergent for all e, e′ ∈ π∞.
Let e, e′ ∈ π∞ and choose a maximal compact subgroup K of G(F ) which is special in the
p-adic case. Then, for a suitable choice of Haar measure on K, we have
∫
Q(F )\G(F )
|(e(g), e′(gh))| dg =
∫
K
|(e(k), e′(kh))| dk
=
∫
K
δQ(lQ(kh))
1/2
∣∣(e(k), σ (lQ(kh)) e′ (kQ(kh)))∣∣ dk
for all h ∈ H(F ). Here, as usual lQ : G(F ) → L(F ) and kQ : G(F ) → K are maps such
that lQ(g)
−1gkQ(g)
−1 ∈ UQ(F ) (the unipotent radical of Q(F )) for all g ∈ G(F ). Since σ
is tempered and the maps k ∈ K 7→ e(k) ∈ σ, k ∈ K 7→ e′(k) ∈ σ have bounded image, it
follows that∫
Q(F )\G(F )
|(e(g), e′(gh))| dg ≪
∫
K
δQ(lQ(kg))
1/2ΞL(lQ(kh))dk = Ξ
G(h)
for all h ∈ H(F ), where the last equality is Proposition 1.5.1(iii). The absolute convergence
of 7.4.7 now follows from Lemma 6.5.1(i).
Since Q is a good parabolic subgroup, by Proposition 6.4.1(i) the quotient HQ(F )\H(F ) has
negligible complement in Q(F )\G(F ). Hence, if we choose Haar measures compatibly, we
have ∫
Q(F )\G(F )
ϕ(g)dg =
∫
HQ(F )\H(F )
ϕ(h)dh
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for all ϕ ∈ L1
(
Q(F )\G(F ), δQ
)
. Thus, 7.4.7 becomes
Lπ(e, e
′) =
∫
H(F )
∫
HQ(F )\H(F )
(e(h′), e′(h′h)) dh′dh
for all e, e′ ∈ π∞, the double integral being absolutely convergent by 7.4.8. Switching the
two integrals, we get
Lπ(e, e
′) =
∫
(HQ(F )\H(F ))
2
Lσ(e(h), e
′(h′))dhdh′(7.4.9)
for all e, e′ ∈ π∞, where we have set
Lσ(v, v
′) =
∫
H
Q
(F )
(
v, σ(hQ)v
′) δH
Q
(hQ)
1/2dLhQ
for all v, v′ ∈ σ∞. The presence in the integral above of δH
Q
instead of δQ follows from
Proposition 6.8.1(ii). Set
Lσ(Tσ) =
∫
HQ(F )
Trace
(
σ(h−1
Q
)Tσ
)
δHQ(hQ)
1/2dLhQ
for all Tσ ∈ End(σ)∞. We have
(7.4.10) The integral defining Lσ is absolutely convergent and Lσ is a continuous linear form
on End(σ)∞.
Indeed, this follows from Proposition 6.8.1(iii) as σ is tempered. We now prove the following
Lπ 6= 0⇔ Lσ 6= 0(7.4.11)
By 7.4.9 and the density of π∞ ⊗ π∞ in End(π)∞, we see that if Lπ is nonzero then Lσ is
nonzero. Let us prove the converse. The analytic fibration H(F )→ HQ(F )\H(F ) is locally
trivial. Let s : U → H(F ) be an analytic section over an open subset U of HQ(F )\H(F ).
For ϕ ∈ C∞c (U , σ
∞) a smooth compactly supported function from U to σ∞, the following
assignment
eϕ(g) =
{
δQ(l)
1/2σ(l)ϕ(h) if g = lus(h) with l ∈ L(F ), u ∈ UQ(F ), h ∈ U
0 otherwise
defines an element of π∞. By 7.4.9, we have
Lπ(eϕ, eϕ′) =
∫
(HQ(F )\H(F ))
2
Lσ (ϕ(h), ϕ
′(h′)) dhdh′
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for all ϕ, ϕ′ ∈ C∞c (U , σ
∞). Now, assume that Lσ is nonzero. Because σ∞ ⊗ σ∞ is dense
in End(σ)∞, there exists v0, v′0 ∈ σ
∞ such that Lσ(v0, v′0) 6= 0. Setting ϕ(h) = f(h)v0 and
ϕ′(h) = f(h)v′0 where f ∈ C
∞
c (U) is nonzero in the formula above, we get Lπ(eϕ, eϕ′) 6= 0
hence Lπ doesn’t vanish. This ends the proof of 7.4.11.
By 7.4.11, we are now reduced to proving
Lσ 6= 0⇔ Lσ˜ 6= 0(7.4.12)
In order to prove 7.4.12, we will need a precise description of HQ and of the embedding
HQ →֒ L. Since QV is a maximal proper parabolic subgroup of U(V ) it is the stabilizer of a
totally isotropic subspace Z ′ of V . The quotient Q\G classifies the totally isotropic subspaces
of V of the same dimension as Z ′. The action of H = U(W ) on that space has two orbits:
one is open and corresponds to the subspaces Z ′′ such that dim(Z ′′ ∩W ) = dim(Z ′) − 1,
the other is closed and corresponds to the subspaces Z ′′ such that dim(Z ′′ ∩W ) = dim(Z ′).
Since we are assuming that Q is a good parabolic subgroup, Z ′ is in the open orbit. Hence
Z ′W = Z
′ ∩W is an hyperplane in Z ′. Moreover, we have
LV = GLE(Z
′)× U(V˜ )
where V˜ is a non-degenerate subspace of V orthogonal to Z ′. Since Z ′W is an hyperplane in
Z ′, up to Q(F )-conjugation we have V˜ ⊂ W and so we may as well assume that it is the
case. Note that we have a natural identification HQ = U(W ) ∩QV . The exact sequence
1→ UQ → QV → GLE(Z
′)× U(V˜ )→ 1
induces an exact sequence
1→ U ♮
Q
→ HQ → PZ′ × U(V˜ )→ 1(7.4.13)
where U ♮
Q
= U(W ) ∩ UQ and PZ′ is the mirabolic subgroup of elements g ∈ GLE(Z
′)
preserving the hyperplane Z ′W and acting trivially on the quotient Z
′/Z ′W . On the other
hand, we have
L = U(W )×GLE(Z
′)× U(V˜ )
and the embedding HQ →֒ L is the product of the three following maps
• The natural inclusion HQ ⊆ U(W );
• The projection HQ ։ PZ′ followed by the natural inclusion PZ′ ⊆ GLE(Z
′);
• The projection HQ ։ U(V˜ ).
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Let D˜ be a line such that (Z ′W )
⊥ ∩W = Z ′W ⊕
(
D˜ ⊕⊥ V˜
)
. Then, the unipotent group U ♮
Q
may be described as the subgroup of U(W ) stabilizing the subspace D˜ ⊕ Z ′W . Fix a basis
z′1, . . . , z
′
ℓ of Z
′
W and let BZ′ be the Borel subgroup of GLE(Z
′) fixing the complete flag
〈z′1〉 ( 〈z
′
1, z
′
2〉 ( . . . ( 〈z
′
1, . . . , z
′
ℓ〉 = Z
′
W ( Z
′
and denote by NZ′ its unipotent radical. Let ξ˜ be a generic character of NZ′(F ). Let us
denote by N˜ and H˜ the inverse images in HQ of the subgroups NZ′ and NZ′ × U(V˜ ) of
PZ′ × U(V˜ ) by the last map of 7.4.13. Recall that G˜ = U(V˜ ) × U(W ). We have a natural
’diagonal’ embedding H˜ →֒ G˜ (that is: the product of the natural projection H˜ ։ U(V˜ )
and the natural inclusion H˜ →֒ U(W )) and if we extend ξ˜ to a character of H˜(F ) through
the projection H˜(F ) ։ NZ′(F ), then the triple (G˜, H˜, ξ˜) is a GGP triple corresponding to
the pair of hermitian spaces (V˜ , W˜ ). We can of course use this triple to define Lσ˜. We
henceforth assume that it is the case.
The representation σ decomposes as σ = σ1,V ⊠ σ˜ where σ1,V is a tempered irreducible
representation of GLE(Z
′). The subspace σ∞1,V ⊗ σ˜
∞ is dense in σ∞. Hence Lσ is nonzero if
and only if there exist vectors v˜, v˜′ ∈ σ˜∞ and w,w′ ∈ σ∞1,V such that
Lσ(w ⊗ v˜, w
′ ⊗ v˜′) 6= 0
Let us fix a Whittaker model σ∞1,V →֒ C
∞
(
NZ′(F )\GLE(Z ′), ξ˜−1
)
for σ∞1,V (such a model
exists because σ1,V is a tempered representation of a general linear group). For w ∈ σ∞1,V , we
will denote by Ww the corresponding Whittaker function. We have the following
(7.4.14) For a suitable choice of Haar measures, we have the equality (recall that PZ′ is a
subgroup of U(W ))
Lσ(w⊗v˜, w
′⊗v˜′) =
∫
(NZ′ (F )\PZ′ (F ))2
Ww(p)Ww′(p′)Lσ˜ (σ˜(p)v˜, σ˜(p′)v˜′) δHQ(pp
′)−1/2dRpdRp′
for all w,w′ ∈ σ∞1,V and all v˜, v˜
′ ∈ σ˜∞ and where the integral on the right is absolutely
convergent.
Before proving this equality, let us explain how we can deduce 7.4.12 from it. The implication
Lσ 6= 0⇒ Lσ˜ 6= 0 is now obvious. For the converse direction, we use the fact that the Kirillov
model of σ∞1,V , that is the restriction of the Whittaker model to functions on PZ′(F ), contains
C∞c
(
NZ′(F )\PZ′(F ), ξ˜−1
)
(cf. Theorem 6 of [GK] in the p-adic case and Theorem 1 of [Kem]
in the real case). Since the analytic fibration PZ′(F )→ NZ′(F )\PZ′(F ) is locally trivial, we
can now argue in a similar way as in the proof of 7.4.11.
We will now prove 7.4.14. Let us fix w,w′ ∈ σ∞1,V . Let H♮ be the inverse image of U(V˜ ) in
HQ via the last map of the exact sequence 7.4.13. The group H♮(F ) is unimodular and for
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suitable choices of Haar measures, we have dLhQ = dh♮dLp where dh♮ is a Haar measure on
H♮(F ) and dLp is a left Haar measure on PZ′(F ). Moreover, the modular character δHQ is
trivial on H♮(F ). Thus, because of the description of the embedding HQ →֒ L, we have
Lσ(w ⊗ v˜, w
′ ⊗ v˜′) =
∫
PZ′ (F )
∫
H♮(F )
(v˜, σ˜(ph♮)v˜
′) (w, σ1,V (p)w′)δHQ(p)
1/2dh♮dLp(7.4.15)
for all v˜, v˜′ ∈ σ˜∞, the integral being absolutely convergent by 7.4.10. Let us define
PH˜,ξ˜(ϕ) =
∫ ∗
H˜(F )
ϕ(h˜)ξ˜(h˜)dh˜
P1w,w′(ϕ) =
∫
(NZ′ (F )\PZ′ (F ))2
Ww(p)Ww′(p′)PH˜,ξ˜ (L(p)R(p
′)ϕ) δH
Q
(pp′)−1/2dRpdRp′
P2w,w′(ϕ) =
∫
PZ′ (F )
∫
H♮(F )
ϕ(ph♮)(w, σ1,V (p)w
′)δHQ(p)
1/2dh♮dLp
for all ϕ ∈ Cw(G˜(F )). The first expression above is the generalized ξ˜-integral on H˜(F ) of
Section 7.1. Because of 7.4.15 and since σ˜ is tempered, the claim 7.4.14 will follow from
(7.4.16) The integrals defining P1w,w′ and P
2
w,w′ are absolutely convergent, moreover they
define continuous linear forms on Cw(G˜(F )) and if Haar measures are chosen suitably
we have
P1w,w′(ϕ) = P
2
w,w′(ϕ)
for all ϕ ∈ Cw(G˜(F )).
Let us start by proving the absolute convergence and continuity of P2w,w′. It suffices to show
that the integral∫
PZ′ (F )
∫
H♮(F )
ΞG˜(ph♮)σG˜(ph♮)
d |(w, σ1,V (p)w
′)| δHQ(p)
1/2dh♮dLp
is absolutely convergent for all d > 0. Since σ1,V is a tempered representation this last
integral is essentially bounded by
∫
PZ′ (F )
∫
H♮(F )
ΞG˜(ph♮)σG˜(ph♮)
dΞGLE(Z
′)(p)δHQ(p)
1/2dh♮dLp =
∫
HQ(F )
ΞL(hQ)σ(hQ)
dδHQ(hQ)
1/2dLhQ
which by Proposition 6.8.1(iii) is an absolutely convergent integral.
Let us now show the absolute convergence and continuity of P1w,w′. By Lemma 7.3.1(ii), it
is sufficient to show the following
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(7.4.17) For all d > 0 and all w0 ∈ σ
∞
1,V the integral∫
NZ′ (F )\PZ′ (F )
|Ww0(p)|Ξ
H˜\G˜(p)σ(p)dδHQ(p)
−1/2dRp
is absolutely convergent.
Let d > 0 and w0 ∈ σ1,V . Let T˜ be the maximal subtorus of GLE(Z ′W ) stabilizing the lines
〈z′1〉, . . . , 〈z
′
ℓ〉. Notice that T˜ plays the role of the torus T for the GGP triple (G˜, H˜, ξ˜) (cf.
Section 6.2). Also, let us fix a maximal (special in the p-adic case) compact subgroup KZ′W
of GLE(Z
′
W ). Then, we have PZ′(F ) = NZ′(F )T˜ (F )KZ′W together with a decomposition of
the Haar measure dRp = δPZ′ (t˜)δBZ′ (t˜)
−1dndt˜dk. Hence,
∫
NZ′ (F )\PZ′ (F )
|Ww0(p)|Ξ
H˜\G˜(p)σ(p)dδHQ(p)
−1/2dRp =∫
KZ′
W
∫
T˜ (F )
∣∣Ww0(t˜k)∣∣ΞH˜\G˜(t˜k)σ(t˜k)dδHQ(t˜)−1/2δPZ′ (t˜)δBZ′ (t˜)−1dt˜dk
By Proposition 6.7.1(i)(a) and (ii)(a), there exists a d1 > 0 such that Ξ
H˜\G˜(t˜k)≪ δN˜ (t˜)
1/2σ(t˜)d1
for all t˜ ∈ T˜ (F ) and all k ∈ KZ′W . Also,we have σ(t˜k) ≪ σ(t˜) for all t˜ ∈ T˜ (F ) and all
k ∈ KZ′W . We have an isomorphism
T˜ ≃
(
RE/FGm
)ℓ
t˜ 7→ (t˜i)16i6ℓ
where t˜i, 1 6 i 6 ℓ, denotes the eigenvalue of t˜ acting on z
′
i. Since Ww0(t˜k) = Wσ1,V (k)w0(t˜)
and the map k ∈ KZ′W 7→ σ1,V (k)w0 has bounded image, by Lemma B.2.1, it is sufficient to
prove the existence of R > 0 such that the integral
∫
T˜ (F )
ΞGLE(Z
′)(t˜)δN˜(t˜)
1/2σ(t˜)d+d1δH
Q
(t˜)−1/2δPZ′ (t˜)δBZ′ (t˜)
−1
ℓ∏
i=1
max(1, |t˜i|E)
−Rdt˜
converges absolutely. Here, we have denoted by |.|E the normalized absolute value of E. By
Proposition 1.5.1(ii), there exists a d2 > 0 such that Ξ
GLE(Z
′)(t˜) ≪ δBZ′ (t˜)
1/2σ(t˜)d2 for all
t˜ ∈ T˜ (F ). Moreover, we have δN˜ (t˜) = δHQ(t˜)δBZ′ (t˜)δPZ′ (t˜)
−1 and
δPZ′ (t˜) =
ℓ∏
i=1
|t˜i|E
for all t˜ ∈ T˜ (F ). Hence, it suffices to prove that there exists R > 0 such that the integral
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∫
T˜ (F )
σ(t˜)d+d1+d2
ℓ∏
i=1
|t˜i|E
ℓ∏
i=1
max(1, |t˜i|E)
−Rdt˜
converges. We have
σ(t˜)≪
ℓ∏
i=1
log
(
1 + max(|t˜−1i |E, |t˜i|E)
)
for all t˜ ∈ T˜ (F ) and for suitable additive Haar measures dt˜i on E, 1 6 i 6 ℓ, we have
dt˜ =
ℓ∏
i=1
|t˜i|
−1
E dt˜i
So finally, we only need to prove the existence of R > 0 such that the integral∫
E
log
(
1 + max(|x|−1E , |x|E)
)d+d1+d2
max(1, |x|E)
−Rdx
converges. Any R > 1 fulfills this condition. This ends the proof of 7.4.17 and hence of the
absolute convergence and continuity of P1w,w′.
We are now only left with proving the equality of the functionals P1w,w′ and P
2
w,w′. Because
we have shown that these two functionals are continuous linear forms on Cw(G˜(F )) and since
C(G˜(F )) is a dense subspace of Cw(G˜(F )) (by 1.5.1), we only need to prove the equality
P1w,w′(ϕ) = P
2
w,w′(ϕ)
for all ϕ ∈ C(G˜(F )). Let ϕ ∈ C(G˜(F )). By Theorem 6.2 of [Ber2] in the p-adic case and
Theorem 10.3 of [Bar] in the real case, if we choose the Haar measures suitably, we have
(w0, w
′
0) =
∫
NZ′ (F )\PZ′ (F )
Ww0(p)Ww′0(p)dRp
for all w0, w
′
0 ∈ σ
∞
1,V , the integral being absolutely convergent. Hence, we have
P2w,w′(ϕ) =
∫
PZ′ (F )
∫
H♮(F )
ϕ(ph♮)
∫
NZ′ (F )\PZ′ (F )
Ww(p
′)Ww′(p′p)dRp′δHQ(p)
1/2dh♮dLp(7.4.18)
Let us assume one moment that the above triple integral is absolutely convergent. Then, we
would have
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P2w,w′(ϕ) =
∫
NZ′ (F )\PZ′ (F )
Ww(p
′)
∫
PZ′(F )
∫
H♮(F )
ϕ(ph♮)Ww′(p′p)δHQ(p)
1/2dh♮dLpdRp
′
=
∫
NZ′ (F )\PZ′ (F )
Ww(p
′)
∫
PZ′(F )
∫
H♮(F )
ϕ(p′−1ph♮)Ww′(p)δH
Q
(p)1/2dh♮dLpδH
Q
(p′)−1/2dRp′
=
∫
NZ′ (F )\PZ′ (F )
Ww(p
′)
∫
PZ′(F )
∫
H♮(F )
ϕ(p′−1h♮p)Ww′(p)δHQ(p)
1/2δH♮(p)
−1dh♮dLp
δHQ(p
′)−1/2dRp′
=
∫
NZ′ (F )\PZ′ (F )
Ww(p
′)
∫
PZ′(F )
∫
H♮(F )
ϕ(p′−1h♮p)Ww′(p)δHQ(p)
−1/2dh♮dRpδHQ(p
′)−1/2dRp′
=
∫
NZ′ (F )\PZ′ (F )
Ww(p
′)
∫
NZ′ (F )\PZ′ (F )
Ww′(p)
∫
NZ′(F )
∫
H♮(F )
ϕ(p′−1h♮np)ξ˜(n)dh♮dn
δH
Q
(p)−1/2dRpδH
Q
(p′)−1/2dRp′
=
∫
(NZ′(F )\PZ′ (F ))2
Ww(p
′)Ww′(p)
∫
H˜(F )
ϕ(p′−1h˜p)ξ˜(h˜)dh˜δHQ(pp
′)−1/2dRpdRp′
=
∫
(NZ′(F )\PZ′ (F ))2
Ww(p
′)Ww′(p)PH˜,ξ˜ (L(p
′)R(p)ϕ) δHQ(pp
′)−1/2dRpdRp′
= P1w,w′(ϕ)
where on the second line we made the variable change p 7→ p′−1p, on the third line we made
the variable change h♮ 7→ p−1h♮p and on the fourth line we used the easily checked equality
δHQ(p)dLp = δH♮(p)dRp. This proves the equality we wanted. Hence, it only remains to
show the absolute convergence of 7.4.18. It is certainly equivalent to show the absolute
convergence of the antepenultimate integral above i.e., we need to show that the integral∫
(NZ′ (F )\PZ′ (F ))2
|Ww(p
′)| |Ww′(p)|
∫
H˜(F )
|ϕ(p′−1h˜p)|dh˜δHQ(pp
′)−1/2dRpdRp′
converges. By Proposition 6.7.1(v), there exists d > 0 such that this integral is essentially
bounded by
∫
(NZ′ (F )\PZ′ (F ))2
|Ww(p
′)| |Ww′(p)|ΞH˜\G˜(p)ΞH˜\G˜(p′)σ(p)dσ(p′)dδHQ(pp
′)−1/2dRpdRp′
But by 7.4.17, we already know that such an integral converges. This ends the proof of
7.4.16 and hence of the proposition in the particular case we have been considering.
We now explain how the other cases reduce to the particular case we just treated. We
distinguish three cases
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• Case where a = 1 and b = 0. Let us define a new hermitian space (V ′, h′) by V ′ =
V ⊕Ez′0 and h
′(v+λz′0) = h(v)−N(λ)h(z0). We have a natural inclusion of hermitian
spaces V ⊂ V ′ and the pair (V, V ′) is admissible and gives rise to a GGP triple
(G′, H ′, ξ′) where G′ = U(V ) × U(V ′), H ′ = U(V ) and ξ′ = 1. Note that this new
GGP triple is of codimension one. Let Z ′+ = Z+ ⊕ Ezr+1 where zr+1 = z0 + z
′
0 (where
Z+ is defined as in Section 6.2). Then the group GLE(Z
′
+)×U(W ) is a Levi subgroup
of U(V ′). Let σ′ be any tempered irreducible representation of GLE(Z ′+). Then, we
have the chain of equivalences
Lπ = LπW⊠πV 6= 0⇔ LπV ⊠(πW×σ′) 6= 0⇔ LπV ⊠(σ˜W×(σ1,W×σ′)) 6= 0
⇔ Lσ˜ = Lσ˜W⊠πV 6= 0
where in the first and third equivalences we have used the case already treated (for the
triple (G′, H ′, ξ′)) and in the second equivalence we have used induction by stages.
• Case where a = 0 and b = 1. Note that we already solved this case when the triple
(G,H, ξ) is of codimension one. We proceed by induction on dim(V ) (if dim(V ) = 1
then we are in the codimension one case). Let us introduce two GGP triples (G′, H ′, ξ′)
and (G′′, H ′′, ξ′′) relative to the admissible pairs (W⊕Z, V ) and (V˜ ,W⊕Z) respectively
(Z is defined in Section 6.2). Let σ′ be any irreducible tempered representation of
GLE(Z+). Then, we have the chain of equivalences
Lπ = LπW⊠πV 6= 0⇔ L(πW×σ′)⊠πV = L(πW×σ′)⊠(σ1,V ×σ˜V ) 6= 0⇔ Lσ˜V ⊠(πW×σ′) 6= 0
⇔ Lσ˜ = Lσ˜V ⊠πW 6= 0
where in the first equivalence we applied the case (a, b) = (1, 0) to the triple (G′, H ′, ξ′),
in the second equivalence we applied the case (a, b) = (0, 1) to the same triple (which is
of codimension one) and in the third equivalence we applied the induction hypothesis
to the triple (G′′, H ′′, ξ′′).
• Case where a = b = 1. Then, we have the chain of equivalences
Lπ = L(σ1,W×σ˜W )⊠πV 6= 0⇔ Lσ˜W⊠(σ1,V ×σ˜V ) = Lσ˜W⊠πV 6= 0⇔ Lσ˜ = Lσ˜W⊠σ˜V 6= 0
where in the first equivalence we applied the case (a, b) = (1, 0) and in the second
equivalence we applied the case (a, b) = (0, 1). 
7.5 Proof of Theorem 7.2.1
Let π0 ∈ Temp(G). We already saw in Section 7.2 the implication Lπ0 ⇒ m(π0) 6= 0. Let us
prove the converse. Assume that m(π0) 6= 0 and let ℓ ∈ HomH(π∞0 , ξ) be nonzero. We begin
by establishing the following
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(7.5.1) For all e ∈ π∞0 and all f ∈ C(G(F )), the integral∫
G(F )
ℓ(π0(g)e)f(g)dg
is absolutely convergent.
Indeed, this is equivalent to the convergence of∫
H(F )\G(F )
|ℓ(π0(x)e)|
∫
H(F )
|f(hx)|dhdx
By Proposition 6.7.1(vi), for all d > 0, we have an inequality
∫
H(F )
|f(hx)|dh≪ ΞH\G(x)σH\G(x)−d(7.5.2)
for all x ∈ H(F )\G(F ). On the other hand, by Lemma 7.3.1(i), there exists d′ > 0 such
that we have the inequality
|ℓ(π0(x)e)| ≪ Ξ
H\G(x)σH\G(x)
d′(7.5.3)
for all x ∈ H(F )\G(F ). To conclude, it suffices to combine 7.5.2 and 7.5.3 with Proposition
6.7.1(iii).
We may compute the integral 7.5.1 in two different ways. First, using the decomposition
C(G(F )) = C∞c (G(F )) ∗ C(G(F )) (cf. 2.1.1), we easily get the equality
∫
G(F )
ℓ(π0(g)e)f(g)dg = ℓ(π0(f)e)(7.5.4)
for all e ∈ π∞0 and all f ∈ C(G(F )). Indeed, by linearity and the aforementioned decompo-
sition, we only need to prove 7.5.4 when f is of the form f = ϕ ∗ f ′ for some ϕ ∈ C∞c (G(F ))
and some f ′ ∈ C(G(F )). Then, we have∫
G(F )
ℓ(π0(g)e)f(g)dg =
∫
G(F )
∫
G(F )
ℓ(π0(g)e)ϕ(γ)f
′(γ−1g)dγdg
=
∫
G(F )
∫
G(F )
ℓ(π0(γg)e)ϕ(γ)dγf
′(g)dg
=
∫
G(F )
ℓ(π0(ϕ)π0(g)e)f
′(g)dg
where in the second line we have performed the variable change g 7→ γg. This step requires
the switch of the two integrals. This is justified by the fact that the double integral
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∫
G(F )
∫
G(F )
|ℓ(π0(g)e)| |ϕ(γ)||f
′(γ−1g)|dγdg
is absolutely convergent. But this easily follows from 7.5.1 since ϕ is compactly supported.
Now, the vector ℓ ◦ π0(ϕ) ∈ π
−∞
0 actually belongs to π
∞
0 and by definition of the action of
C(G(F )) on π∞0 , we have
∫
G(F )
ℓ(π0(ϕ)π0(g)e)f
′(g)dg =
∫
G(F )
f ′(g) (π0(g)e, ℓ ◦ π0(ϕ)) dg = (π0(f ′)e, ℓ ◦ π0(ϕ))
= ℓ (π0(ϕ)π0(f
′)e) = ℓ(π0(f)e)
and 7.5.4 follows.
On the other hand, we may write∫
G(F )
ℓ(π0(g)e)f(g)dg =
∫
H(F )\G(F )
ℓ(π0(x)e)
∫
H(F )
f(hx)ξ(h)dhdx
Hence, by Lemma 7.2.2(iv), if π ∈ Xtemp(G) 7→ π(f) is compactly supported, we have
∫
G(F )
ℓ(π0(g)e)f(g)dg =
∫
H(F )\G(F )
ℓ(π0(x)e)
∫
Xtemp(G)
Lπ(π(f)π(x
−1))µ(π)dπdx(7.5.5)
for all e ∈ π∞0 .
Let T ∈ C∞c (Xtemp(G), E(G)). Applying 7.5.4 and 7.5.5 to f = fT , we get
ℓ(Tπ0e) =
∫
H(F )\G(F )
ℓ(π0(x)e)
∫
Xtemp(G)
Lπ(Tππ(x
−1))µ(π)dπdx(7.5.6)
for all e ∈ π∞0 .
Let Q = LUQ be a parabolic subgroup of G and σ ∈ Π2(L) such that π0 appears as a
subrepresentation of π′ = iGQ(σ). Set
O = {iGQ(σλ); λ ∈ iA
∗
L} ⊆ Xtemp(G)
It is the connected component of π′ ∈ Xtemp(G). Let e0 ∈ π∞0 be such that ℓ(e0) 6= 0 and let
T0 ∈ End(π0)
∞ be such that T0e0 = e0. We may find a section T 0 ∈ C∞c (Xtemp(G), E(G)),
such that
• T 0π0 = T0;
• Supp(T 0) ⊆ O.
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Applying 7.5.6 to e = e0 and T = T
0, we see that there exists λ ∈ iA∗L such that Lπ′λ 6= 0,
where π′λ = i
G
Q(σλ). Introducing data as in Section 7.4, we may write σ = σGL ⊠ σ˜ where
σGL is a tempered representation of a product of general linear groups and σ˜ is a tempered
representation of a group G˜(F ) which is the first component of a GGP triple (G˜, H˜, ξ˜).
Twists of σ by iA∗L leave the component σ˜ unchanged and so, by Proposition 7.4.1, we have
Lπ′λ 6= 0⇔ Lσ˜ 6= 0⇔ Lπ′ 6= 0
Hence, Lπ′ 6= 0. Thus, we may find a section T
1 ∈ C(Xtemp(G), E(G)) such that Lπ′(T
1
π′) 6= 0.
By Lemma 7.2.2(i), the function π ∈ Xtemp(G) 7→ Lπ(T 1π ) is smooth. Since T
0 is com-
pactly supported, it follows that the section π ∈ Xtemp(G) 7→ T 2π = Lπ(T
1
π )T
0
π belongs to
C∞c (Xtemp(G), E(G)). Applying 7.5.6 to e = e0 and T = T
2, we get
Lπ′(T
1
π′)ℓ(e0) =
∫
H(F )\G(F )
ℓ(π0(x)e0)
∫
Xtemp(G)
Lπ(T
1
π )Lπ(T
0
ππ(x
−1))µ(π)dπdx(7.5.7)
Notice that by the choices of T 1 and e0, the left hand side of 7.5.7 is nonzero. On the other
hand, by Lemma 7.2.2(ii), we have
Lπ(T
1
π )Lπ(T
0
ππ(x
−1)) = Lπ(T 1πLπT
0
ππ(x
−1))
for all π ∈ Xtemp(G) and all x ∈ G(F ). By Lemma 7.2.2(iii), the section π 7→ T 3π = T
1
πLπT
0
π
belongs to C∞c (Xtemp(G), E(G)). Hence, applying 7.5.6 to e = e0 and T = T
3, we also get
∫
H(F )\G(F )
ℓ(π0(x)e0)
∫
Xtemp(G)
Lπ(T
1
π )Lπ(T
0
ππ(x
−1))µ(π)dπdx = ℓ(T 1π0Lπ0T
0
π0
e0)
By the non-vanishing of the left hand side of 7.5.7, we deduce that ℓ(T 1π0Lπ0T
0
π0
e0) 6= 0.
Hence, in particular Lπ0 6= 0 which is equivalent to the non-vanishing of Lπ0 i.e., what we
want. This ends the proof of Theorem 7.2.1. 
7.6 A corollary
Let us adopt the notation and hypothesis of Section 7.4. In particular, Q = LUQ is a
parabolic subgroup of G with L decomposing as in 7.4.1, 7.4.2 and 7.4.3, σ is a tempered
representation of L(F ) admitting decompositions as in 7.4.4, 7.4.5 and 7.4.6 and we set
σ˜ = σ˜W ⊠ σ˜V . This is a tempered representation of G˜(F ) where G˜ = U(W˜ )× U(V˜ ). Recall
that the admissible pair (W˜ , V˜ ) (up to permutation) defines a GGP triple (G˜, H˜, ξ˜). Hence,
we can define the multiplicity m(σ˜) of σ˜ relative to this GGP triple. We also set, as in
Section 7.4, π = iGQ(σ).
Corollary 7.6.1 (i) Assume that σ is irreducible, then we have
m(π) = m(σ˜)
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(ii) Let K ⊆ Xtemp(G) be a compact subset. There exists a section T ∈ C(Xtemp(G), E(G))
such that
Lπ(Tπ) = m(π)
for all π ∈ K and moreover in this case, the same equality is satisfied for every subrep-
resentation π of some π′ ∈ K.
Proof:
(i) By Proposition 7.4.1 and Theorem 7.2.1, we have the chain of equivalences
m(π) 6= 0⇔ Lπ 6= 0⇔ Lσ˜ 6= 0⇔ m(σ˜) 6= 0
Moreover, by Theorem 6.3.1 the multiplicity m(σ˜) is at most one. Hence it suffices to
show that
m(π) 6 1
Equivalently: there is at most one irreducible subrepresentation of π with nonzero
multiplicity. Assume this is not the case and let π1, π2 ⊂ π be two orthogonal irreducible
subrepresentations such that m(π1) = m(π2) = 1. By Theorem 7.2.1, we have Lπ1 6= 0
and Lπ2 6= 0. Let T1 ∈ End(π1)
∞ ⊂ End(π)∞ and T2 ∈ End(π2)∞ ⊂ End(π)∞ be such
that Lπ(T1) = Lπ1(T1) 6= 0 and Lπ(T2) = Lπ2(T2) 6= 0. Then, by Lemma 7.2.2(ii),
we have Lπ(T1)Lπ(T2) = Lπ(T1LπT2). But obviously T1LπT2 = 0 and this yields a
contradiction.
(ii) Using a partition of unity, it clearly suffices to show that for all π′ ∈ Xtemp(G) there
exists a section T ∈ C(Xtemp, E(G)) such that
Lπ(Tπ) = m(π)
for π in some neighborhood of π′ in Xtemp(G). By (i), we know that the function
π ∈ Xtemp(G) 7→ m(π) is locally constant. If m(π′) = 0, then there is nothing to
prove (just take T = 0). If m(π′) 6= 0, then by (i) there exists a unique irreducible
subrepresentation π0 ⊂ π′ such that m(π0) = 1. Then by Theorem 7.2.1, we may
find T0 ∈ End(π0)
∞ such that Lπ0(T0) 6= 0. Let T
0 ∈ C(Xtemp(G), E(G)) be such that
T 0π0 = T0. Then we have
Lπ′(T
0
π′) = Lπ0(T0) 6= 0
By Lemma 7.2.2(i), the function π ∈ Xtemp(G) 7→ Lπ(T 0π ) is smooth and so we can
certainly find a smooth and compactly supported function ϕ on Xtemp(G) such that
ϕ(π)Lπ(T 0π ) = 1 in some neighborhood of π
′. It then suffices to take T = ϕT 0. 
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8 The distributions J and JLie
We keep the notation introduced in Chapter 6. The goal of this chapter is to define two
functionals J and JLie on the spaces of strongly cuspidal functions on the group G(F ) and its
Lie algebra respectively. In the subsequent Chapters 9, 10 and 11 we will establish spectral
and geometric expansions for these distributions resulting in the local trace formulas alluded
to in the introduction. Both the definitions of J(f) and JLie(f) involve integrating a certain
kernel over the diagonal of H\G × H\G and the main result of this chapter is that the
resulting integrals are absolutely convergent. The convergence of J(f) is proved in Section
8.1 using some crucial estimates from Chapter 6. The proof of the convergence of JLie(f) is
completely similar and thus the result is only stated in Section 8.2.
8.1 The distribution J
For all f ∈ C(G(F )), let us define a function K(f, .) on H(F )\G(F ) by
K(f, x) =
∫
H(F )
f(x−1hx)ξ(h)dh, x ∈ H(F )\G(F )
Notice that by Lemma 6.5.1(ii), the above integral is absolutely convergent. The theorem
below and Proposition 6.7.1(iii) show that the integral
J(f) =
∫
H(F )\G(F )
K(f, x)dx
is absolutely convergent for all f ∈ Cscusp(G(F )) and defines a continuous linear form
Cscusp(G(F ))→ C
f 7→ J(f)
Theorem 8.1.1 (i) There exists d > 0 and a continuous semi-norm ν on C(G(F )) such
that
|K(f, x)| 6 ν(f)ΞH\G(x)2σH\G(x)d
for all f ∈ C(G(F )) and all x ∈ H(F )\G(F ).
(ii) For all d > 0, there exists a continuous semi-norm νd on C(G(F )) such that
|K(f, x)| 6 νd(f)Ξ
H\G(x)2σH\G(x)
−d
for all x ∈ H(F )\G(F ) and all f ∈ Cscusp(G(F )).
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Proof: Recall that for all R > 0, pR denotes the continuous semi-norm on C(G(F )) given by
pR(f) = sup
g∈G(F )
|f(g)|ΞG(g)−1σG(g)R
for all f ∈ C(G(F )).
(i) Let d′ > 0’ Then, we have
|K(f, x)| 6 pd′(f)
∫
H(F )
ΞG(x−1hx)σ(x−1hx)−d
′
dh
for all f ∈ C(G(F )) and all x ∈ H(F )\G(F ). By Proposition 6.7.1(v), if d′ is sufficiently
large, there exists d > 0 such that∫
H(F )
ΞG(x−1hx)σ(x−1hx)−d
′
dh≪ ΞH\G(x)2σH\G(x)
d
for all x ∈ H(F )\G(F ). This proves (i) for ν a scalar multiple of pd′ when d′ is
sufficiently large.
(ii) We will adopt the notation of Section 6.6.2. That is:
• P 0 is a good minimal parabolic subgroup of G0, M0 ⊆ P 0 a Levi component and
A0 the maximal central split subtorus of M0;
• P is the parabolic subgroup opposite to P with respect toM andN is its unipotent
radical;
• Pmin = P 0TN , Mmin = M0T and Amin = A0A are respectively a good minimal
parabolic subgroup of G, a Levi component of it and the maximal central split
torus of Mmin;
• A+0 = {a ∈ A0(F ); |α(a)| > 1 ∀α ∈ R(A0, P 0)} and
A+min = {a ∈ Amin(F ); |α(a)| > 1 ∀α ∈ R(Amin, Pmin)};
• Pmin is the parabolic subgroup opposite to Pmin with respect to Mmin (we have
Pmin ⊆ P );
• ∆ is the set of simple roots of Amin in Pmin and ∆P = ∆∩R(Amin, N) is the subset
of simple roots appearing in n = Lie(N).
In the p-adic case, we fix a compact-open subgroup K ⊆ G(F ) and to get uniform
notation, we set CK(G(F )) = C(G(F )) and Cscusp,K(G(F )) = Cscusp(G(F )) when F = R.
Clearly, we just need to establish the estimate of the theorem for f ∈ Cscusp,K(G(F )).
The first step is to reduce the range of the inequality to prove to those x = a ∈ A+min.
More precisely, we have
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Lemma 8.1.2 Point (ii) of the theorem follows from the following estimate:
(8.1.1) For all d > 0, there exists a continuous semi-norm νd,K on CK(G(F )) such that
|K(f, a)| 6 νd,K(f)Ξ
H\G(a)2σH\G(a)
−d
for all a ∈ A+min and all f ∈ Cscusp,K(G(F )).
Proof: By Lemma 6.6.2(ii), there exists a compact subset K ⊆ G(F ) such that
G(F ) = H(F )A+0 A(F )K
Hence, by Proposition 6.7.1(i) and the fact that for every semi-norm ν on C(G(F )),
there exists a continuous semi-norm ν ′ on C(G(F )) such that ν(kf) ≪ ν ′(f) for all
k ∈ K and all f ∈ C(G(F )), it certainly suffices to prove the estimate of the theorem
for x = a ∈ A+0 A(F ) i.e. we have a reduction to the following statement:
(8.1.2) For all d > 0, there exists a continuous semi-norm νd,K on CK(G(F )) such that
|K(f, a)| 6 νd,K(f)Ξ
H\G(a)2σH\G(a)−d
for all a ∈ A+0 A(F ) and all f ∈ Cscusp,K(G(F )).
Set
Aa+min = {a ∈ A
+
0 A(F ); |α(a)| 6 σH\G(a) ∀α ∈ ∆P}
where the exponent “a” stand for “almost” since by Lemma 6.6.2(i), elements of Aa+min
are “almost” in A+min. We now claim:
(8.1.3) In the Archimedean case, for all d > 0 there exists a continuous semi-norm νd
on C(G(F )) such that
|K(f, a)| 6 νd(f)Ξ
H\G(a)2σH\G(a)−d
for all a ∈ A+0 A(F )\A
a+
min and all f ∈ C(G(F )).
(8.1.4) In the non-Archimedean case, there exists a compact subset CA ⊂ A(F ) such
that
K(f, a) = 0
for all a ∈ A+0 A(F )\A
+
minCA and all f ∈ CK(G(F )).
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First we prove 8.1.3. Let a ∈ A+0 A(F )\A
a+
min. Then, there exists α ∈ ∆P such that
|α(a)| > σH\G(a). Since ∆P is finite, we may as well fix α ∈ ∆P and prove the estimate
8.1.3 only for those a ∈ A+0 A(F ) such that |α(a)| > σH\G(a). So, let us fix α ∈ ∆P . By
Lemma 6.6.2(iii), we know that ξ is nontrivial on nα(F ). Choose X ∈ nα(F ) so that
ξ(X) 6= 1. Denote by dξ : n(F )→ C the differential of ξ at the origin. Since ξ(X) 6= 1
and ξ is a character, we have dξ(X) 6= 0. By integration by part, for all f ∈ C(G(F ))
all a ∈ Amin(F ) and all positive integers N , we have
dξ(X)NK(f, a) =
∫
H(F )
af(h)
(
L(XN )ξ
)
(h)dh
= (−1)N
∫
H(F )
(
L(XN )af
)
(h)ξ(h)dh
= (−1)N
∫
H(F )
a
(
L(a−1XNa)f
)
(h)ξ(h)dh
= (−1)Nα(a)−N
∫
H(F )
(
L(XN)f
)
(a−1ha)ξ(h)dh
= (−1)Nα(a)−NK(L(XN )f, a)
This implies in particular that for every positive integer N , we have
|K(f, a)| ≪ σH\G(a)
−N |K(L(XN)f, a)|
for all f ∈ C(G(F )) and all a ∈ Amin(F ) such that |α(a)| > σH\G(a). Together with
(i), this implies the desired inequality.
We now prove 8.1.4. Let C > 0. Certainly, there exists a compact subset CA ⊂ A(F )
such that A+minCA contains the set of a ∈ A
+
minA(F ) such that |α(a)| 6 C for all
α ∈ ∆P . Hence, fixing α ∈ ∆P , it suffices to show that for C sufficiently large we
have K(f, a) = 0 for all f ∈ CK(G(F )) and all a ∈ Amin(F ) with |α(a)| > C. Set
KN = K ∩N(F ), LN = log(KN) and Lα = LN ∩ nα(F ). Then Lα is a lattice of nα(F )
and there exists a constant C > 0 such that λ−1X ∈ Lα for all λ ∈ F× satisfying
|λ| > C. Hence, for all f ∈ CK(G(F )) and all a ∈ Amin(F ) with |α(a)| > C, we have
ξ(X)K(f, a) =
∫
H(F )
f(a−1ha)ξ(heX)dh =
∫
H(F )
f
(
a−1he−Xa
)
ξ(h)dh
=
∫
H(F )
f
(
a−1hae−X/α(a)
)
ξ(h)dh =
∫
H(F )
f
(
a−1ha
)
ξ(h)dh = K(f, a)
Since ξ(X) 6= 1, this implies K(f, a) = 0 and 8.1.4 follows.
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By 8.1.3 and 8.1.4, it is thus sufficient to establish the estimate 8.1.2 only for those
x = a ∈ Aa+min in the Archimedean case and only for those x = a ∈ A
+
minCA for a certain
compact subset CA ⊂ A(F ) in the non-Archimedean case. The fact that we can further
reduce to the case where x = a ∈ A+min, up to changing the level in the p-adic case, is
now a consequence of the next lemma, whose straightforward proof is left to the reader.
Lemma 8.1.3 (i) For all a+, a− ∈ Amin(F ) and f ∈ Cscusp(G(F )), we haveK(f, a+a−) =
K(a−f, a+) where
a−f ∈ Cscusp(G(F )) is defined by (a−f)(g) = f(a
−1
− ga−) for all
g ∈ G(F ).
(ii) In the Archimedean case, any a ∈ Aa+min can be written a = a+a− where a+ ∈ A
+
min
and a− ∈ A(F ) satisfy an inequality
σ(a−)≪ log
(
1 + σH\G(a+)
)
Moreover, fixing such a decomposition for all a ∈ Aa+min, there exist c > 0 such
that for every continuous semi-norm ν on C(G(F )) there exists a continuous semi-
norm ν ′ on C(G(F )) satisfying
ν(a−f) 6 ν ′(f)σH\G(a+)
c, σH\G(a)≪ σH\G(a+) and Ξ
H\G(a+)≪ ΞH\G(a)σH\G(a+)
c
for all a ∈ Aa+min and all f ∈ C(G(F )).
(iii) In the non-Archimedean case, let CA ⊂ A(F ) be a compact. Then, any a ∈
A+minCA can be written a = a+a− where a+ ∈ A
+
min and a− ∈ CA. Moreover, fixing
such a decomposition for all a ∈ A+minCA, there exists a compact-open subgroup
K ′ ⊂ G(F ) and for all continuous semi-norm ν on CK(G(F )), there exists a
continuous semi-norm ν ′ on CK ′(G(F )) such that
a−f ∈ CK ′(G(F )), ν(
a−f) 6 ν ′(f), σH\G(a)≪ σH\G(a+) and ΞH\G(a+)≪ ΞH\G(a)
for all a ∈ A+min and all f ∈ CK(G(F )).
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We are thus left with proving 8.1.1. In order not to have to keep track of semi-norms,
we now make the following useful remark: by (i), for all a ∈ A+min the linear form f ∈
C(G(F )) 7→ K(f, a) is continuous and therefore, by the uniform boundedness principle,
in order to prove 8.1.1 we just need to establish that for any fixed f ∈ CK,scusp(G(F ))
and d > 0, we have
|K(f, a)| ≪ ΞH\G(a)2σH\G(a)
−d(8.1.5)
for all a ∈ A+min.
For every maximal proper parabolic subgroup Q of G containing Pmin with unipotent
radical UQ and any δ > 0, we set
AQ,+min (δ) = {a ∈ A
+
min; |α(a)| > e
δσ(a) ∀α ∈ R(Amin, UQ)}
Obviously, we can choose δ > 0 such that the complement of
⋃
Q
AQ,+min (δ),
the union being taken over all maximal proper parabolic subgroups Q ⊇ Pmin, in A
+
min
is relatively compact. We fix such a δ > 0 henceforth and let Q be a maximal proper
parabolic subgroup containing Pmin. By the previous decomposition, we only need to
prove the estimate 8.1.5 for a ∈ AQ,+min (δ).
Let L be the unique Levi component of Q containing Amin. Set HQ = H∩Q and let HL
be the image of HQ by the projection Q ։ L. Since Q is a good parabolic subgroup,
by Proposition 6.8.1(i) this projection induces an isomorphism HQ ≃ HL. We define
a character ξL on HL(F ) by setting ξL(hL) = ξ(hQ) for all hQ ∈ HQ(F ) with image
hL ∈ HL(F ). Let Q = LUQ be the parabolic subgroup opposite to Q with respect to
L and set HQ = HL ⋉ UQ. By Proposition 6.8.1(ii), HQ(F ) is a unimodular group
and we fix a Haar measure dhQ on it. Let ξQ be the character of HQ(F ) defined by
ξQ(hLuQ) = ξL(hL) for all hL ∈ HL(F ) and uQ ∈ UQ(F ). For all f ∈ C(G(F )) and
a ∈ A+min, we define
KQ(f, a) =
∫
HQ(F )
f(a−1hQa)ξQ(hQ)dhQ
This expression is absolutely convergent by Proposition 6.8.1(iv). Moreover, as UQ ⊂
HQ ⊂ Q, it is clear that for every strongly cuspidal function f ∈ Cscusp(G(F )) we have
KQ(f, a) = 0 for all a ∈ A+min. Hence, the following proposition implies 8.1.5 and thus
will end the proof of the theorem.
Proposition 8.1.4 There exists a constant c > 0 (depending on the choices of Haar
measures) so that for any f ∈ C(G(F )) and any d > 0 we have∣∣K(f, a)− cKQ(f, a)∣∣≪ ΞH\G(a)2σH\G(a)−d
for all a ∈ AQ,+min (δ).
Proof: Fix f ∈ C(G(F )) and d > 0. Let l : Q → L be the unique regular map such
that ql(q)−1 ∈ UQ for all q ∈ Q. Then hQ ∈ HQ 7→ hL := l(hQ) is precisely the
aforementioned isomorphism HQ ≃ HL. To simplify some arguments, we will assume,
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as we may, that σ(l(hQ)) = σ(hQ) for all hQ ∈ HQ(F ). This in particular implies that
for any C > 0 we have
l(HQ[< C]) = HL[< C]
We also fix left Haar measures dLhQ, dLhL on HQ(F ) and HL(F ) respectively which
correspond via the isomorphism HQ ≃ HL and we equip UQ(F ) with the unique Haar
measure so that ∫
HQ(F )
ϕ(hQ)dhQ =
∫
HL(F )
∫
UQ(F )
ϕ(hLuQ)duQdLhL
for all ϕ ∈ L1(HQ(F )).
Let Umin be the unipotent radical of Pmin and set
◦
H = H(F ) ∩ Pmin(F )Umin(F )
Then
◦
H is an open subset of H(F ) containing the identity. Let
u :
◦
H → Umin(F )
be the F -analytic map sending h ∈
◦
H to the unique element u(h) ∈ Umin(F ) such that
hu(h)−1 ∈ Pmin(F ). We have
(8.1.6) The map u is submersive at the identity.
Indeed, the differential of u at 1 is given by d1u(X) = pumin(X) for all X ∈ h(F ),
where pumin denotes the linear projection of g onto umin relative to the decomposition
g = pmin ⊕ umin, and pumin(h) = umin since Pmin is a good parabolic subgroup.
Because of 8.1.6, we can find a relatively compact open neighborhood Umin of 1 in
Umin(F ) and an F -analytic section
h : Umin →
◦
H
u 7→ h(u)
to the map u(.) over Umin such that h(1) = 1. Set UQ = Umin ∩ UQ(F ) and H =
HQ(F )h (UQ). We will need the following fact:
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(8.1.7) The map ι : HQ(F )×UQ → H(F ), (hQ, uQ) 7→ hQh(uQ), is an F -analytic open
embedding with image H and there exists a smooth function j ∈ C∞(UQ) such
that ∫
H
ϕ(h)dh =
∫
HQ(F )
∫
UQ
ϕ(hQh(uQ))j(uQ)duQdLhQ
for all ϕ ∈ L1(H).
Indeed, we have the following Cartesian diagram
HQ(F )× UQ

ι
// H(F )

UQ // Q(F )\G(F )
where the left arrow is the natural projection HQ(F ) × UQ ։ UQ and the right and
bottom arrows are the restrictions to H(F ) and UQ respectively of the natural projec-
tion G(F )։ Q(F )\G(F ). Since the bottom arrow is an open embedding, so is ι. Let
j be the absolute value of the Jacobian of ι. This is a smooth function on HQ(F )×UQ
which is left invariant by HQ(F ) as ι is clearly HQ(F )-equivariant on the left. The
claim 8.1.7 follows.
Fix ǫ > 0 that we will assume sufficiently small in what follows. By Proposition
1.3.1(ii), for ǫ small enough we have
aUQ [< ǫσ(a)] a
−1 ⊆ UQ
for all a ∈ AQ,+min (δ). Then, we set
H<ǫ,a = HQ [< ǫσ(a)] h
(
aUQ [< ǫσ(a)] a
−1) ,
HQ,<ǫ,a = HL [< ǫσ(a)] aUQ [< ǫσ(a)] a
−1
and we introduce the following expressions
K<ǫ(f, a) =
∫
H<ǫ,a
f(a−1ha)ξ(h)dh
KQ,<ǫ(f, a) =
∫
HQ,<ǫ,a
f(a−1hQa)ξQ(hQ)dhQ
for all a ∈ AQ,+min (δ). Set c = j(1) (where the function j(.) is the one appearing in 8.1.7)
and let 0 < δ0 < δ. As σH\G(a)≪ σ(a) for all a ∈ Amin(F ), the proposition is obviously
a consequence of the following estimates:
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|K(f, a)−K<ǫ(f, a)| ≪ ΞH\G(a)2σH\G(a)
−d(8.1.8)
∣∣KQ(f, a)−KQ,<ǫ(f, a)∣∣≪ ΞH\G(a)2σH\G(a)−d(8.1.9)
∣∣K<ǫ(f, a)− cKQ,<ǫ(f, a)∣∣≪ ΞH\G(a)2e−δ0σ(a)(8.1.10)
for all a ∈ AQ,+min (δ).
We start by proving 8.1.8 and 8.1.9. For this we need the following
(8.1.11) We have
σ(a)≪ σ
(
a−1hQa
)
and σ(a)≪ σ
(
a−1ha
)
for all a ∈ AQ,+min (δ), all h
Q ∈ HQ(F ) \HQ,<ǫ,a and all h ∈ H(F ) \H<ǫ,a.
The first inequality follows from Proposition 1.3.1(i) and Proposition 6.8.1(v). For
the second inequality, combining Proposition 1.3.1(i) with Proposition 6.4.1(iii), we see
that it suffices to show the existence of ǫ′ > 0 such that
H(F ) ∩
(
Q [< ǫ′σ(a)] aUQ [< ǫ′σ(a)] a−1
)
⊆ H<ǫ,a(8.1.12)
for all a ∈ AQ,+min (δ). Fix ǫ
′ > 0 and let us show that the above inclusion is satisfied if ǫ′
is sufficiently small for any a ∈ AQ,+min (δ). If σ(a) 6 ǫ
′−1, then the left hand side of 8.1.12
is empty and there is nothing to prove. Hence, we may assume that σ(a) > ǫ′−1. Let
h ∈ H(F ) ∩
(
Q [< ǫ′σ(a)] aUQ [< ǫ′σ(a)] a−1
)
and assume ǫ′ < ǫ. Then, there exists
u ∈ aUQ [< ǫ
′σ(a)] a−1 such that hh(u)−1 ∈ HQ(F ) and we only need to show that for
ǫ′ sufficiently small we have σ(hh(u)−1) < ǫσ(a). By Lemma 1.3.1(ii), for ǫ′ sufficiently
small, the set aUQ [< ǫ
′σ(a)] a−1 remains in a fixed compact subset of Umin independent
of a ∈ AQ,+min (δ). This immediately implies σ (hh(u)
−1) ≪ σ(h) + σ(h(u)) ≪ ǫ′σ(a) (as
we are assuming σ(a) > ǫ′−1) where the implicit constant depends only on this fixed
compact set. This proves 8.1.12 for ǫ′ sufficiently small and ends the proof of 8.1.11.
We are now in position to prove 8.1.8 and 8.1.9. Indeed, by 8.1.11, for all d′ > 0 we
have
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|K(f, a)−K<ǫ(f, a)| ≪ σ(a)−d
′/2
∫
H(F )
ΞG(a−1ha)σ(a−1ha)−d
′/2dh
and ∣∣KQ(f, a)−KQ,<ǫ(f, a)∣∣≪ σ(a)−d′/2 ∫
HQ(F )
ΞG(a−1hQa)σ(a−1hQa)−d
′/2dh
for all a ∈ AQ,+min (δ). By Proposition 6.7.1(v), Proposition 6.8.1(vi) and the inequality
σH\G(g) ≪ σ(g) (for all g ∈ G(F )), for d′ sufficiently large the two last expressions
above are essentially bounded by
σH\G(a)
−dΞH\G(a)2
for all a ∈ A+min and this proves 8.1.8 and 8.1.9.
We now go on to the proof of 8.1.10. By 8.1.7, we have
K<ǫ(f, a) =
∫
HQ[<ǫσ(a)]
∫
aUQ[<ǫσ(a)]a−1
f
(
a−1hQh(uQ)a
)
ξ
(
hQh(uQ)
)
j(uQ)duQdhQ
(8.1.13)
and
KQ,<ǫ(f, a) =
∫
HL[<ǫσ(a)]
∫
aUQ[<ǫσ(a)]a−1
f
(
a−1hLuQa
)
ξL(hL)duQdhL(8.1.14)
for all a ∈ AQ,+min (δ). Let δ0 < δ
′ < δ and d′ > 0 and assume for one moment the
following estimate:
(8.1.15) If ǫ is sufficiently small, we have∣∣f (a−1hQh(uQ)a) ξ (hQh(uQ)) j(uQ)− cf (a−1hQa) ξ(hQ)∣∣
≪ ΞG
(
a−1hQa
)
σ
(
a−1hQa
)−d′
e−δ
′σ(a)
for all a ∈ AQ,+min (δ), all uQ ∈ aUQ [< ǫσ(a)] a
−1 and all hQ ∈ HQ [< ǫσ(a)] where
we have set hQ = l(hQ)uQ (and where we recall that c = j(1)).
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Then, as hQ 7→ l(hQ) is an isomorphism HQ(F ) ≃ HL(F ) preserving the measures,
sending ξ|HQ(F ) to ξL and HQ[< C] to HL[< C] for any C > 0, by 8.1.13 and 8.1.14 we
get
∣∣K<ǫ(f, a)− cKQ,<ǫ(f, a)∣∣ 6∫
HQ[<ǫσ(a)]
∫
aUQ[<ǫσ(a)]a−1
∣∣f (a−1hQh(uQ)a) ξ (hQh(uQ)) j(uQ)− cf (a−1l(hQ)uQa) ξ(hQ)∣∣ duQdhQ
≪ e−δ
′σ(a)
∫
HQ,<ǫ,a
ΞG
(
a−1hQa
)
σ
(
a−1hQa
)−d′
dhQ 6 e−δ
′σ(a)
∫
HQ(F )
ΞG
(
a−1hQa
)
σ
(
a−1hQa
)−d′
dhQ
for all a ∈ AQ,+min (δ). By Proposition 6.8.1(vi), for d
′ sufficiently large the last expres-
sion above is essentially bounded by e−δ
′σ(a)ΞH\G(a)2σH\G(a)d0 for some d0 > 0. As
σH\G(g)≪ σ(g) for all g ∈ G, we have e−δ
′σ(a)σH\G(a)d0 ≪ e−δ0σ(a) for all a ∈ A
Q,+
min (δ)
and the estimate 8.1.10 follows.
Thus, it only remains to establish 8.1.15. As f is a Harish-Chandra Schwartz function,
this estimate is itself a consequence of the two following ones:
(8.1.16) If ǫ is sufficiently small, we have
|ξ(h(uQ))j(uQ)− j(1)| ≪ e
−δ′σ(a)
for all a ∈ AQ,+min (δ) and all uQ ∈ aUQ [< ǫσ(a)] a
−1.
(8.1.17) If ǫ is sufficiently small, we have∣∣f (a−1hQh(uQ)a)− f (a−1hQa) ∣∣≪ ΞG (a−1hQa)σ (a−1hQa)−d′ e−δ′σ(a)
for all a ∈ AQ,+min (δ), all uQ ∈ aUQ [< ǫσ(a)] a
−1 and all hQ ∈ HQ [< ǫσ(a)] where
as before we have set hQ = l(hQ)uQ.
Actually, 8.1.16 is an easy consequence of Lemma 1.3.1(ii) and the fact that the function
uQ 7→ ξ(h(uQ))j(uQ) is smooth in a neighborhood of 1 (so that in particular in the p-
adic case, the left hand side of 8.1.16 is identically 0 for ǫ small enough). We now
prove 8.1.17. By Lemma 1.5.2 in the Archimedean case and the smoothness of f in the
non-Archimedean case, it is sufficient to show:
(8.1.18) If ǫ is sufficiently small, for all a ∈ AQ,+min (δ), all uQ ∈ aUQ [< ǫσ(a)] a
−1 and
hQ ∈ HQ [< ǫσ(a)], there exists X, Y ∈ B(0, e
−δ′σ(a)) such that
a−1hQh(uQ)a = e
Xa−1l(hQ)uQae
Y
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Let a ∈ AQ,+min (δ), uQ ∈ aUQ [< ǫσ(a)] a
−1 and hQ ∈ HQ [< ǫσ(a)]. Then we have
a−1hQh(uQ)a = γ1a
−1l(hQ)uQaγ2
where γ1 = a
−1hQl(hQ)
−1a and γ2 = a−1u−1Q h(uQ)a.
By Lemma 1.3.1(ii), there exists ǫ′ > 0 such that a−1UQ[< ǫ
′σ(a)]a ⊂ exp(B(0, e−δ
′σ(a))).
Moreover, for ǫ sufficiently small we have hQl(hQ)
−1 ∈ UQ[< ǫ
′σ(a)] and thus γ1 ∈
exp(B(0, e−δ
′σ(a))).
Choose δ′ < δ′′ < δ. By definition of h(.), the map uQ 7→ h(uQ)u−1Q is an F -analytic
map sending 1 to itself and taking values into Pmin(F ). By Lemma 1.3.1(ii) and
since AQ,+min (δ) ⊂ A
+
min, it follows that for ǫ sufficiently small we have a
−1h(uQ)u−1Q a ∈
exp(B(0, e−δ
′′σ(a))). Moreover, we have
γ2 = (a
−1uQa)−1(a−1h(uQ)u−1Q a)(a
−1uQa)
where a−1uQa ∈ UQ[< ǫσ(a)] and there exists α > 0 such that
|Ad(g−1)X|g 6 eασ(g)|X|g
for all g ∈ G(F ) and all X ∈ g(F ). From this it follows that for ǫ sufficiently small we
have γ2 ∈ exp(B(0, e−δ
′σ(a))). This ends the proof of 8.1.18 and thus of the proposition

8.2 The distribution JLie
For all f ∈ S(g(F )), let us define a function KLie(f, .) on H(F )\G(F ) by
KLie(f, x) =
∫
h(F )
f(x−1Xx)ξ(X)dX, x ∈ H(F )\G(F )
the above integral being absolutely convergent. The theorem below, whose proof is similar
to the proof of Theorem 8.1.1, shows that the integral
JLie(f) =
∫
H(F )\G(F )
KLie(f, x)dx
is absolutely convergent for all f ∈ Sscusp(g(F )) and define a continuous linear form
Sscusp(g(F ))→ C
f 7→ JLie(f)
Theorem 8.2.1 (i) There exists c > 0 and a continuous semi-norm ν on S(g(F )) such
that
|KLie(f, x)| 6 ν(f)ecσH\G(x)
for all x ∈ H(F )\G(F ) and all f ∈ S(g(F )).
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(ii) For all c > 0, there exists a continuous semi-norm νc on S(g(F )) such that
|KLie(f, x)| 6 νc(f)e
−cσH\G(x)
for all x ∈ H(F )\G(F ) and all f ∈ Sscusp(g(F )).
9 Spectral expansion
The goal of this chapter is to give a spectral expansion for the distribution J introduced in
the previous chapter. The result is stated in Section 9.1 and the proof goes through Sections
9.2 and 9.3.
9.1 The theorem
Let us set
Jspec(f) =
∫
X (G)
D(π)θ̂f(π)m(π)dπ
for all f ∈ Cscusp(G(F )). Note that by Lemma 5.4.2 and 2.7.2, this integral is absolutely
convergent. The purpose of this chapter is to show the following
Theorem 9.1.1 For all f ∈ Cscusp(G(F )), we have
J(f) = Jspec(f)
By Lemma 5.4.2 and Theorem 8.1.1, both sides of the equality of the theorem are continuous
in f ∈ Cscusp(G(F )). Hence, by Lemma 5.3.1(ii) it is sufficient to establish the equality for
functions f ∈ Cscusp(G(F )) which have a compactly supported Fourier transform. We fix
until the end of Section 9.3 a function f ∈ Cscusp(G(F )) having a compactly supported
Fourier transform.
9.2 Study of an auxiliary distribution
Let us introduce, for all f ′ ∈ C(G(F )), the following integrals
KAf,f ′(g1, g2) =
∫
G(F )
f(g−11 gg2)f
′(g)dg, g1, g2 ∈ G(F )
K1f,f ′(g, x) =
∫
H(F )
KAf,f ′(g, hx)ξ(h)dh, g, x ∈ G(F )
K2f,f ′(x, y) =
∫
H(F )
K1f,f ′(h
−1x, y)ξ(h)dh, x, y ∈ G(F )
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Jaux(f, f
′) =
∫
H(F )\G(F )
K2f,f ′(x, x)dx
Proposition 9.2.1 (i) The integral defining KAf,f ′(g1, g2) is absolutely convergent. For all
g1 ∈ G(F ) the map
g2 ∈ G(F ) 7→ K
A
f,f ′(g1, g2)
belongs to C(G(F )). Moreover, for all d > 0 there exists d′ > 0 such that for every con-
tinuous semi-norm ν on Cwd′(G(F )), there exists a continuous semi-norm µ on C(G(F ))
satisfying
ν
(
KAf,f ′(g, .)
)
6 µ(f ′)ΞG(g)σ(g)−d
for all f ′ ∈ C(G(F )) and all g ∈ G(F ).
(ii) The integral defining K1f,f ′(g, x) is absolutely convergent. Moreover, for all d > 0, there
exist d′ > 0 and a continuous semi-norm νd,d′ on C(G(F )) such that∣∣K1f,f ′(g, x)∣∣ 6 νd,d′(f ′)ΞG(g)σ(g)−dΞH\G(x)σH\G(x)d′
for all f ′ ∈ C(G(F )) and all g, x ∈ G(F ).
(iii) The integral defining K2f,f ′(x, y) is absolutely convergent. Moreover, we have
K2f,f ′(x, y) =
∫
Xtemp(G)
Lπ(π(x)π(f)π(y
−1))Lπ(π(f ′))µ(π)dπ
for all f ′ ∈ C(G(F )) and all x, y ∈ G(F ), the integral above being absolutely convergent.
(iv) The integral defining Jaux(f, f
′) is absolutely convergent. More precisely, for every
d > 0 there exists a continuous semi-norm νd on C(G(F )) such that∣∣K2f.f ′(x, x)∣∣ 6 νd(f ′)ΞH\G(x)2σH\G(x)−d
for all f ′ ∈ C(G(F )) and all x ∈ H(F )\G(F ). In particular, the linear form
f ′ ∈ C(G(F )) 7→ Jaux(f, f ′)
is continuous.
219
Proof: The point (i) follows from Theorem 5.5.1(i). The point (ii) follows from (i), Lemma
6.5.1(ii) and Lemma 7.3.1(ii). The absolute convergence of the integral defining K2f,f ′(x, y)
follows from (ii) and Lemma 6.5.1(ii). The spectral formula for K2f,f ′(x, y) is a direct ap-
plication of Lemma 7.2.2(v). We are thus only left with proving the estimate (iv). For
f ′ ∈ C(G(F )) the section
T (f ′) : π ∈ Xtemp(G) 7→ Lπ(π(f ′))π(f) ∈ End(π)∞
is smooth by Lemma 7.2.2(i) and is compactly supported by the hypothesis on f . Hence it
belongs to C(Xtemp(G), E(G)) and by the matricial Paley-Wiener theorem (Theorem 2.6.1)
there exists a unique function ϕf ′ ∈ C(G(F )) such that π(ϕf ′) = Lπ(π(f ′))π(f) for all
π ∈ Xtemp(G). By Lemma 5.3.1(i), the function ϕf ′ is strongly cuspidal for all f ′ ∈ C(G(F )).
By the formula (iii) for K2f,f ′ and Lemma 7.2.2(iv), we have
K2f,f ′(x, x) = K(ϕf ′ , x)
for all f ′ ∈ C(G(F )) and for all x ∈ H(F )\G(F ). Hence by Theorem 8.1.1, for all d > 0,
there exists a continuous semi-norm µd on C(G(F )) such that
|K2f,f ′(x, x)| 6 µd(ϕf ′)Ξ
H\G(x)2σH\G(x)
−d
for all f ′ ∈ C(G(F )) and for all x ∈ H(F )\G(F ). To conclude, it is thus sufficient to show
that the linear map
C(G(F ))→ C(G(F ))
f ′ 7→ ϕf ′
is continuous. By Theorem 2.6.1, it suffices to show that the linear map
f ′ ∈ C(G(F )) 7→
(
π ∈ Xtemp(G) 7→ Lπ(π(f ′))
)
∈ C∞(Xtemp(G))
is continuous, where the topology on the target space is the obvious one. This follows easily
from Lemma 7.2.2(i) and Theorem 2.6.1. 
Proposition 9.2.2 We have the equality
Jaux(f, f
′) =
∫
X (G)
D(π)θ̂f(π)Lπ(π(f ′))dπ
for all f ′ ∈ C(G(F )).
Proof: Let a : Gm → A be a one parameter subgroup such that λ(a(t)ha(t)−1) = tλ(h) for
all t ∈ Gm and all h ∈ H (recall that we denote by λ : H → Ga the additive character
such that ξ = ψ ◦ λF ). We denote as usual by R, L and Ad the action by right translation,
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left translation and conjugation of G(F ) on functions on G(F ). We will set Ra = R ◦ aF ,
La = L ◦ aF and Ada = Ad ◦aF . These provide smooth representations of F× on C(G(F )).
Let f ′ ∈ C(G(F )). We want to prove the formula of the proposition for this function f ′. By
Dixmier-Malliavin in the real case, we may write f ′ as a finite sum f ′ =
∑k
i=1Ada(ϕi)(f
′′
i )
where ϕi ∈ C∞c (F
×) and f ′′i ∈ C(G(F )) for 1 6 i 6 k. By linearity, we may assume that this
sum has only one element, that is f ′ = Ada(ϕ)(f ′′) with ϕ ∈ C∞c (G(F )) and f
′′ ∈ C(G(F )).
By continuity of the linear form Jaux, we have
Jaux(f, f
′) =
∫
F×
ϕ(t)Jaux(f,Ada(t)f
′′)d×t
Returning to the definition of Jaux, we get
Jaux(f, f
′) =
∫
F×
∫
H(F )\G(F )
ϕ(t)K2f,Ada(t)f ′′(x, x)dxd
×t
By Proposition 9.2.1(iv), this double integral is absolutely convergent. Doing the variable
change x 7→ a(t)x and switching the two integrals, we obtain
Jaux(f, f
′) =
∫
H(F )\G(F )
∫
F×
ϕ(t)δH(a(t))
−1K2f,Ada(t)f ′′(a(t)x, a(t)x)d
×tdx(9.2.1)
By definition, the inner integral above is equal to∫
F×
ϕ(t)δH(a(t))
−1
∫
H(F )
K1f,Ada(t)f ′′(ha(t)x, a(t)x)ξ(h)
−1dhd×t
By Proposition 9.2.1(ii), this double integral is also absolutely convergent. Doing the variable
change h 7→ a(t)ha(t)−1, switching the two integrals and noticing thatK1f,Ada(t)f ′′(a(t)hx, a(t)x) =
K1f,Ra(t)f ′′(hx, a(t)x), we obtain the equality
∫
F×
ϕ(t)δH(a(t))
−1K2f,Ada(t)f ′′(a(t)x, a(t)x)d
×t(9.2.2)
=
∫
H(F )
∫
F×
ϕ(t)K1f,Ra(t)f ′′(hx, a(t)x)ψ(−tλ(h))d
×tdh
By definition, the inner integral of the last expression above is equal to∫
F×
ϕ(t)
∫
H(F )
KAf,Ra(t)f ′′(hx, h
′a(t)x)ξ(h′)dh′ψ(−tλ(h))d×t
After the variable change h′ 7→ a(t)h′ha(t)−1, this becomes∫
F×
ϕ(t)
∫
H(F )
KAf,f ′′(hx, h
′hx)δH(a(t))ψ (tλ(h′)) d×tdh′
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By Proposition 9.2.1(i), this double integral is absolutely convergent. Switching the two
integrals, we obtain
∫
F×
ϕ(t)K1f,Ra(t)f ′′(hx, a(t)x)ψ(−tλ(h))d
×t(9.2.3)
=
∫
H(F )
∫
F×
KAf,f ′′(hx, h
′hx)ϕ(t)δH(a(t))ψ (tλ(h′)) d×tdh′
We have d×t = |t|−1dt where dt is an additive Haar measure on F . Let us set ϕ′(t) =
ϕ(t)δH(a(t))|t|−1 and
ϕ̂′(x) =
∫
F
ϕ′(t)ψ(tx)dt, x ∈ F
for its Fourier transform. By 9.2.1, 9.2.2 and 9.2.3, we have
Jaux(f, f
′) =
∫
H(F )\G(F )
∫
H(F )
∫
H(F )
KAf,f ′′(hx, h
′hx)ϕ̂′(λ(h′))dh′dhdx(9.2.4)
For N > 0 and M > 0, let us denote by αN : H(F )\G(F ) → {0, 1} and βM : G(F ) →
{0, 1} the characteristic functions of the sets {x ∈ H(F )\G(F ); σH\G(x) 6 N} and {g ∈
G(F ); σ(g) 6M} respectively. For all N > 1 and C > 0, we set
Jaux,N(f, f
′) :=
∫
H(F )\G(F )
αN(x)
∫
H(F )
∫
H(F )
KAf,f ′′(hx, h
′hx)ϕ̂′(λ(h′))dh′dhdx
Jaux,N,C(f, f
′) :=
∫
H(F )\G(F )
αN(x)
∫
H(F )
∫
H(F )
βC log(N)(h
′)KAf,f ′′(hx, h
′hx)ϕ̂′(λ(h′))dh′dhdx
By 9.2.4, we have
Jaux(f, f
′) = lim
N→∞
Jaux,N(f, f
′)(9.2.5)
Moreover, we have the following
(9.2.6) The triple integrals defining Jaux,N(f, f
′) and Jaux,N,C(f, f ′) are absolutely convergent
and there exists C > 0 such that
|Jaux,N(f, f
′)− Jaux,N,C(f, f ′)| ≪ N−1
for all N > 1.
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Indeed, since ϕ̂′ ∈ S(F ), we have |ϕ̂′(λ)| ≪ (1 + |λ|)−1 for all λ ∈ F . Hence, by Theorem
5.5.1(i), there exists d > 0 such that
|Jaux,N(f, f
′)| ≪
∫
H(F )\G(F )
αN(x)
∫
H(F )
∫
H(F )
ΞG(hx)ΞG(h′hx)σ(hx)d
σ(h′hx)d (1 + |λ(h′)|)−1 dh′dhdx
|Jaux,N,C(f, f
′)| ≪
∫
H(F )\G(F )
αN(x)
∫
H(F )
∫
H(F )
βC log(N)(h
′)ΞG(hx)ΞG(h′hx)
σ(hx)dσ(h′hx)d (1 + |λ(h′)|)−1 dh′dhdx
and
|Jaux,N(f, f
′)− Jaux,N,C(f, f ′)| ≪
∫
H(F )\G(F )
αN (x)
∫
H(F )
∫
H(F )
1σ>C log(N)(h
′)ΞG(hx)ΞG(h′hx)
σ(hx)dσ(h′hx)d (1 + |λ(h′)|)−1 dh′dhdx
for all N > 1 and all C > 0. By Proposition 6.7.1(vii) (applied to c = 1), there exists d′ > 0
such that the first two integrals above are essentially bounded by∫
H(F )\G(F )
αN(x)Ξ
H\G(x)2σH\G(x)
d′dx
which is of course an absolutely convergent integral (the integrand is bounded and compactly
supported). On the other hand, by Proposition 6.7.1(vii), there exist ǫ > 0 and d′ > 0 such
that the third integral above is essentially bounded by
e−ǫC log(N)
∫
H(F )\G(F )
αN(x)Ξ
H\G(x)2σH\G(x)d
′
dx
for all N > 1 and all C > 0. By Proposition 6.7.1(iv), there exists d′′ > 0 such that this last
term is itself essentially bounded by e−ǫC log(N)Nd
′′
, for all N > 1 and all C > 0. Choosing
C to be bigger than (d′′ + 1)/ǫ gives the estimate of 9.2.6.
Let us fix C > 0 which satisfies 9.2.6. By 9.2.5, it follows that
Jaux(f, f
′) = lim
N→∞
Jaux,N,C(f, f
′)(9.2.7)
Since the triple integral defining Jaux,N,C(f, f
′) is absolutely convergent, we may write
Jaux,N,C(f, f
′) =
∫
H(F )
βC log(N)(h)ϕ̂′(λ(h))
∫
G(F )
αN (g)K
A
f,f ′′(g, hg)dgdh
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We now prove the following estimate
∣∣∣∣Jaux,N,C(f, f ′)− ∫
H(F )
βC log(N)(h)ϕ̂′(λ(h))
∫
G(F )
KAf,f ′′(g, hg)dgdh
∣∣∣∣≪ N−1(9.2.8)
for all N > 1.
Indeed, since f is strongly cuspidal, by Theorem 5.5.1(iii), there exists c1 > 0 such that for
all d > 0, there exists d′ > 0 such that∣∣KAf,f ′′(g, hg)∣∣≪ ΞG(g)2σ(g)−dec1σ(h)σ(h)d′
for all g ∈ G(F ) and all h ∈ H(F ). Fix such a c1 > 0. Also, choose d0 > 0 such that the
function g 7→ ΞG(g)2σ(g)−d0 is integrable over G(F ) (Proposition 1.5.1(v)). Then, by the
above inequality, for all d > d0 there exists d
′ > 0 such that the left hand side of 9.2.8 is
essentially bounded by
N c1C−d+d0 log(N)d
′
∫
H(F )
βC log(N)(h)dh
for all N > 1 (here the factor Nd0−d comes from the fact that σ(g)−1 ≪ N−1 for all g ∈ G(F )
such that αN (g) = 0). Now, by Lemma B.1.3, there exists c2 > 0 such that∫
H(F )
βC log(N)(h)dh≪ N
c2
for all N > 1. Hence, it suffices to choose d > c1C + d0 + c2 + 1 to get the estimate 9.2.8.
From 9.2.7 and 9.2.8, we deduce that
Jaux(f, f
′) = lim
N→∞
∫
H(F )
βC log(N)(h)ϕ̂′(λ(h))
∫
G(F )
KAf,f ′′(g, hg)dgdh(9.2.9)
Arthur’s local trace formula allows us to express the inner integral above in spectral terms.
Indeed, since f is strongly cuspidal, by Theorem 5.5.1(v), we have the equality
∫
G(F )
KAf,f ′′(g, hg)dg =
∫
X (G)
D(π)θ̂f(π)θπ(R(h
−1)f ′′)dπ(9.2.10)
for all h ∈ H(F ). By 2.2.5 and 2.2.7, it is easy to see that
|θπ(R(h
−1)f ′′)| ≪ ΞG(h)
for all π ∈ X (G) and all h ∈ H(F ). Hence, by 2.7.2 and Lemma 5.4.2, we have an inequality∫
X (G)
D(π)
∣∣∣θ̂f(π)θπ(R(h−1)f ′′)∣∣∣ dπ ≪ ΞG(h)
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for all h ∈ H(F ). Hence, by Lemma 6.5.1(iii), the double integral∫
H(F )
ϕ̂′(λ(h))
∫
X (G)
D(π)θ̂f(π)θπ(R(h
−1)f ′′)dπdh
is absolutely convergent and by 9.2.9 and 9.2.10 this double integral is equal to Jaux(f, f
′).
Switching the two integrals and applying Lemma 7.1.2(ii), we get
Jaux(f, f
′) =
∫
X (G)
D(π)θ̂f (π)Lπ
(
π(Ada(ϕ)f ′′)
)
dπ
=
∫
X (G)
D(π)θ̂f (π)Lπ(π(f ′))dπ
which is the equality we were looking for and this ends the proof of the proposition. 
9.3 End of the proof of Theorem 9.1.1
Recall that we have fixed a function f ∈ Cscusp(G(F )) having a compactly supported Fourier
transform. By Lemma 7.2.2(iv), we have
K(f, x) =
∫
Xtemp(G)
Lπ(π(x)π(f)π(x
−1))µ(π)dπ(9.3.1)
for all x ∈ H(F )\G(F ). By Corollary 7.6.1(ii), there exists a function f ′ ∈ C(G(F )) such
that
Lπ(π(f ′)) = m(π)(9.3.2)
for all π ∈ Xtemp(G) such that π(f) 6= 0. Also, by Theorem 7.2.1 and Corollary 7.6.1(i), for
all π ∈ Xtemp(G), we have
Lπ 6= 0⇔ m(π) = 1
Hence, by 9.3.1, we have the equality
K(f, x) =
∫
Xtemp(G)
Lπ(π(x)π(f)π(x
−1))Lπ(π(f ′))µ(π)dπ
and by Proposition 9.2.1(iii), it follows that
K(f, x) = K2f,f ′(x, x)
for all x ∈ H(F )\G(F ). Consequently, we have the equality
J(f) = Jaux(f, f
′)
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Applying Proposition 9.2.2, we deduce that
J(f) =
∫
X (G)
D(π)θ̂f (π)Lπ(π(f ′))dπ
Let π ∈ X (G) be such that θ̂f (π) 6= 0 and let π′ be the unique representation in Xtemp(G)
such that π is a linear combination of subrepresentations of π′. Then, we have π′(f) 6= 0.
Hence, by 9.3.2 and Corollary 7.6.1(ii), we have Lπ(π(f ′)) = m(π) = m(π). It follows that
J(f) =
∫
X (G)
D(π)θ̂f(π)m(π)dπ
and this ends the proof of Theorem 9.1.1. 
10 The spectral expansion of JLie
In this chapter, we establish a ‘spectral’ expansion for the distribution JLie that was intro-
duced in Chapter 8. More precisely, we will express JLie(f) in terms of (weighted) orbital
integrals of the Fourier transform of the test function f . Even the statement of this ex-
pansion (Theorem 10.8.1) needs some preparation which is the content of Sections 10.1 to
10.7. To be a little bit more specific, by Fourier inversion we can rewrite the kernel function
involved into the definition of JLie(f) as an integral over a certain affine subspace Σ(F ) of
g(F ). Then, Sections 10.1 to 10.7 are devoted to a thorough study of this affine space Σ
and in particular of the adjoint action of H on it. Doing so, we isolate a certain H-invariant
Zariski open subset Σ′ of Σ with particularly nice properties including freeness of the adjoint
action of H (Proposition 10.5.1) and a certain genericity property for the Borel subalgebras
intersecting Σ′ (Proposition 10.6.1). Once these preparations are in place, we can state in
Section 10.8 the main result of this chapter (Theorem 10.8.1) the proof of which goes though
Sections 10.9 to 10.11. The basic scheme of the proof is inspired from [Wa1] Section 9. We
first introduce some truncation in the original expression defining JLie(f) (there are lot of
freedom in the choice of this truncation, see Section 10.9). After this, we end up with an
expression (depending on some integer N) JLieN (f) which naturally decomposes as a sum
(or rather an integral) of orbital integrals weighted by certain weights which depend on the
truncation and in Section 10.10 we show that we can replace these weights by other more
rigid ones which have been studied by Arthur. Then using some computations made by
Arthur in the course of establishing his local trace formula [A1], we readily finish the proof
in Section 10.11.
10.1 The affine subspace Σ
Recall that in Section 6.2 we have defined a parabolic subgroup P = MN of G = U(W ) ×
U(V ) as a product U(W ) × PV where PV is a certain parabolic subgroup of U(V ). Let
P = MN be the parabolic subgroup opposite to P with respect to M . Then the unipotent
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radicals N and N can also be seen as subgroups of U(V ) and we will identify them as such
in what follows.
Recall also that in Section 6.2 we have defined a character ξ on N(F ) which extends to a
character of H(F ) = U(W )(F )⋉N(F ) trivial on U(W )(F ). Using the G-invariant bilinear
pairing B on g defined in the same section, there exist a unique element Ξ ∈ n(F ) such that
ξ(X) = ψ(B(Ξ, X))
for all X ∈ n(F ).
We have the following explicit description of Ξ (seen as an element of u(V )):
(10.1.1) Ξzi = zi−1, for 1 6 i 6 r, Ξz−i = −z−i−1, for 0 6 i 6 r−1, Ξz−r = 0 and Ξ(W ) = 0.
Set Σ = Ξ + h⊥ where h⊥ is the orthogonal of h in g for B(., .).
Recall that we have fixed a Haar measure dX on h(F ). In this whole chapter we will denote
this Haar measure by dµh(X). In Section 1.6, we explained how to associate to dµh(X),
using B(., .), a Haar measure dµ⊥h on h
⊥(F ). Let us denote by dµΣ the translate of this
measure to Σ(F ). Then, by 1.6.1, we have the following equality
∫
h(F )
f(X)ξ(X)dµh(X) =
∫
Σ(F )
f̂(Y )dµΣ(Y )(10.1.2)
for all f ∈ S(g(F )).
10.2 Conjugation by N
We have the following explicit description of h⊥: an element X = (XW , XV ) ∈ g = u(W )⊕
u(V ) is in h⊥ if and only if we have a decomposition
XV = −XW + c(z0, w) + λc(z0, ηz0) + A+N
for some w ∈ WF , λ ∈ F , A ∈ a and N ∈ n (recall that η ∈ E is a nonzero element with trace
zero and cf. Section 6.1 for the notation c(v, v′)). Thus for every element X = (XV , XW ) of
Σ we have a decomposition
XV = Ξ−XW + c(z0, w) + λc(z0, ηz0) + A+N(10.2.1)
where w, λ, A and N are as above. Let us define the following affine subspaces of g:
• u(W )− = {(XW ,−XW ); XW ∈ u(W )};
• Λ0 is the subspace of u(V ) ⊂ g generated by the c(zi, ηzi) for i = 0, . . . , r, the c(zi, zi+1)
for i = 0, . . . , r − 1, and the c(zr, w) for w ∈ W ;
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• Λ = Ξ +
(
u(W )− ⊕ Λ0
)
.
Proposition 10.2.1 Conjugation by N preserves Σ and induces an isomorphism of alge-
braic varieties:
N × Λ→ Σ
(n,X) 7→ nXn−1
Proof: First we show that the map
N × Λ→ Σ(10.2.2)
(n,X) 7→ nXn−1
is injective. This amounts to proving that for all n ∈ N and all X ∈ Λ if nXn−1 ∈ Λ then
n = 1. So let n ∈ N and X = (XW , XV ) ∈ Λ be such that nXn−1 ∈ Λ. By definition of Λ,
we may write XV and nXV n
−1 as
XV = Ξ−XW + c(zr, w) +
r∑
i=0
λic(zi, ηzi) +
r−1∑
i=0
µic(zi, zi+1)(10.2.3)
nXV n
−1 = Ξ−XW + c(zr, w′) +
r∑
i=0
λ′ic(zi, ηzi) +
r−1∑
i=0
µ′ic(zi, zi+1)(10.2.4)
where w,w′ ∈ WF , λi, λ
′
i ∈ F , 0 6 i 6 r, and µi, µ
′
i ∈ F , 0 6 i 6 r − 1. Let us prove first
that
nzi = zi for all 0 6 i 6 r.(10.2.5)
The proof is by descending induction. The result is trivial for i = r by definition of N .
Assume that the equality 10.2.5 is true for some 1 6 i 6 r. Then, from 10.2.3 we easily
deduce that
(nXV n
−1)zi = nXV zi = nΞzi = nzi−1
and from 10.2.4, it is not hard to see that
(nXV n
−1)zi = Ξzi = zi−1
Thus, the equality 10.2.5 is satisfied with i− 1 instead of i and this ends the proof of 10.2.5.
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We now prove the following
nz−i = z−i for all 1 6 i 6 r.(10.2.6)
We prove this by strong induction on i. First, we treat the case i = 1. By 10.2.3 and 10.2.5,
we have
(nXV n
−1)z0 = nXV z0 = n(−z−1 + 2λ0ηνz0 + µ0νz1) = −nz−1 + 2λ0ηνz0 + µ0νz1
On the other hand, by 10.2.4, we have
(nXV n
−1)z0 = −z−1 + 2λ′0ηνz0 + µ
′
0νz1
It follows that
nz−1 − z−1 = 2(λ0 − λ′0)ηνz0 + (µ0 − µ
′
0)νz1
But, since nz0 = z0 and n ∈ U(V ) we have h(nz−1, z0) = h(z−1, z0) = 0 and h(nz−1, z−1) ∈
Fη. From this we deduce that λ0 = λ
′
0 and µ0 = µ
′
0 so that indeed nz−1 = z−1. Let
1 6 j 6 r− 1 and assume now that 10.2.6 is true for all 1 6 i 6 j. By 10.2.3 and 10.2.5, we
have
(nXV n
−1)z−j = nXV z−j = n(−z−j−1 + 2λjηνzj − µj−1νzj−1 + µjνzj+1)
= −nz−j−1 + 2λjηνzj − µj−1νzj−1 + µjνzj+1
On the other hand, by 10.2.4, we have
(nXV n
−1)z−j = −z−j−1 + 2λ′jηνzj − µ
′
j−1νzj−1 + µ
′
jνzj+1
It follows that
nz−j−1 − z−j−1 = 2(λj − λ
′
j)ηνzj + (µ
′
j−1 − µj−1)νzj−1 + (µj − µ
′
j)νzj+1
Since nz−j = z−j , nz−j+1 = z−j+1 (by the induction hypothesis) and n ∈ U(V ), we have
h(nz−j−1, z−j) = h(z−j−1, z−j) = 0, h(nz−j−1, z−j+1) = h(z−j−1, z−j+1) = 0 and
h(nz−j−1, zj+1) ∈ Fη. From this we deduce that λj = λ′j, µ
′
j−1 = µj−1 and µj = µ
′
j so that
indeed nz−j−1 = z−j−1. This ends the proof of 10.2.6.
From 10.2.5 and 10.2.6 and since n ∈ N , we may now deduce that n = 1. This ends the
proof that the map 10.2.2 is injective. We easily compute
dim(N×Λ) = dim(N)+dim(Λ) = (2r2+r+2mr)+(m2+2m+2r+1) = 2r2+3r+2mr+(m+1)2
dim(Σ) = dim(h⊥) = dim(G)− dim(H) = (m+ 2r + 1)2 +m2 −m2 − dim(N)
= 2r2 + 3r + 2mr + (m+ 1)2
where m = dim(W ). Hence, we have dim(Σ) = dim(N × Λ). Since we are in characteristic
zero, it follows that the regular map 10.2.2 induces an isomorphism between N × Λ and a
Zariski open subset of Σ. But, obviously N × Λ and Σ are both affine spaces so that the
only Zariski open subset of Σ that can be isomorphic to N × Λ is Σ itself. It follows that
the regular map 10.2.2 is an isomorphism. 
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10.3 Characteristic polynomial
Let X = (XW , XV ) ∈ Λ. By definition of Λ, we may write
XV = Ξ−XW + c(zr, w) +
r∑
i=0
λic(zi, ηzi) +
r−1∑
i=0
µic(zi, zi+1)(10.3.1)
where w ∈ WF , λi ∈ F and µi ∈ F . Denote by PXV and P−XW the characteristic polynomials
of XV and −XW acting on VF and WF respectively (these are elements of E[T ]). Let D be
the E-linear endomorphism of E[T ] given by D(T i+1) = T i, for i > 0 and D(1) = 0.
Proposition 10.3.1 We have the following equality
PXV (T ) =
m−1∑
j=0
(−1)rh(w,XjWw)D
j+1
(
P−XW (T )
)
+
P−XW (T )
(
T 2r+1 +
r∑
j=0
(−1)j+12λjηT
2r−2j +
r−1∑
j=0
(−1)j+12µjT
2r−1−2j
)
(Recall that m = dim(W )).
Proof: This can be proved by induction on r. The computation, fastidious but direct, is left
to the reader. 
Corollary 10.3.2 The following U(W )-invariant polynomial functions on Λ
X = (XW , XV ) 7→ η
jh(w,XjWw) ∈ F , j = 0, . . . , m− 1
(where we have written XV as in 10.3.1) extend to G-invariant polynomial functions on g
defined over F .
In particular, the polynomial function
X = (XW , XV ) 7→ det
(
h
(
X iWw,X
j
Ww
))
06i,j6m−1 ∈ F
extends to a G-invariant polynomial function on g defined over F . Let us denote by Q0 such
an extension. Set dG(X) := det(1−Ad(X))|g/gX for all X ∈ greg. Then d
G extends uniquely
to a polynomial dG ∈ F [g]G. Set Q = Q0dG ∈ F [g]G and let Λ′ and Σ′ be the non-vanishing
loci of Q in Λ and Σ respectively. Notice that we have Λ′ ⊂ Λreg and Σ′ ⊂ Σreg (since dG
divides Q).
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10.4 Characterization of Σ′
Proposition 10.4.1 Σ′ is precisely the set of X = (XW , XV ) ∈ Σreg such that the family
zr, XV zr, . . . , X
d−1
V zr
generates VF as a E-module (Recall that d = dim(V )).
Proof: Let X = (XW , XV ) ∈ Σ. It suffices to prove that the family
zr, XV zr, . . . , X
d−1
V zr
generates VF as a E-module if and only if Q0(X) 6= 0. By Proposition 10.2.1 X is N -
conjugate to an element of Λ. Since Q0 is G-invariant and nzr = zr for all n ∈ N , we may
as well assume that X ∈ Λ. We assume that it is the case in what follows.
By the decomposition 10.3.1, we see that
XV zi = Ξzi = zi−1
for all i = 1, . . . , r. It follows that
(zr, XV zr, . . . , X
r
V zr) = (z,zr−1, . . . , z0)
Next, again by the decomposition 10.3.1, it is easy to see that
XV z−i ≡ Ξz−i = −z−i−1 mod 〈z0, . . . , zr〉
for all 0 6 i 6 r − 1. Hence, we have〈
zr, . . . , X
2r
V zr
〉
= 〈zr, . . . , z1, z0, z−1, . . . , z−r〉 = W
⊥
F
and
X2rV zr ≡ (−1)
rz−r mod W⊥F
It follows that the family
zr, XV zr, . . . , X
d−1
V zr
generates VF as a E-module if and only if the image of the family
XV z−r, . . . , XmV z−r
in VF/W
⊥
F
≃ WF is a basis of WF . But, using again the decomposition 10.3.1 we see that
(XV z−r, . . . , XmV z−r) ≡ ν
(
w,−XWw, . . . , (−XW )
m−1w
)
mod W⊥
F
Hence, the family
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(XV z−r, . . . , XmV z−r) mod W
⊥
F
generates WF as an E-module if and only if the determinant
Q0(X) = det
(
h
(
X iWw,X
j
Ww
))
06i,j6m−1 ∈ F
is non-zero and this ends the proof of the proposition. 
10.5 Conjugacy classes in Σ′
Proposition 10.5.1 The action by conjugation of H on Σ′ is free and moreover two ele-
ments of Σ′ are G-conjugate if and only if they are H-conjugate.
Proof: Recall that by definition, H acts freely on Σ′ if the map
H × Σ′ → Σ′ × Σ′
(h,X) 7→ (X, hXh−1)
is a closed immersion. Because of Proposition 10.2.1, this is equivalent to proving that
U(W )× Λ′ → Λ′ × Λ′(10.5.1)
(h,X) 7→ (X, hXh−1)
is a closed immersion. For X = (XW , XV ) ∈ g, we define the characteristic polynomial of X
to be the pair PX = (PXW , PXV ). Let Y ⊂ Λ
′×Λ′ be the closed subset of pairs (X,X ′) such
that PX = PX′. We claim the following
(10.5.2) The map 10.5.1 is a closed immersion whose image is Y .
This will prove the two points of the proposition (if two elements of g are G-conjugate, they
share the same characteristic polynomial). First, of course, the image of 10.5.1 is contained
in Y . Let (X,X ′) ∈ Y . We may write
XV = Ξ−XW + c(zr, w) +
r∑
i=0
λic(zi, ηzi) +
r−1∑
i=0
µic(zi, zi+1)
X ′V = Ξ−X
′
W + c(zr, w
′) +
r∑
i=0
λ′ic(zi, ηzi) +
r−1∑
i=0
µ′ic(zi, zi+1)
where X = (XV , XW ), X
′ = (X ′V , X
′
W ), w,w
′ ∈ WF , λi, λ
′
i ∈ F and µi, µ
′
i ∈ F . By
Proposition 10.3.1, we have λi = λ
′
i for i = 0, . . . , r, µi = µ
′
i for i = 0, . . . , r − 1 and
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h(w,X iWw) = h(w
′, X ′iWw
′) for i = 0, . . . , m− 1.(10.5.3)
Moreover, by definition of Λ′,
(
w,XWw, . . . , X
m−1
W w
)
and
(
w′, X ′Ww
′, . . . , X ′m−1W w
′) are basis
of WF . Let g be the unique E-linear automorphism of WF sending X
i
Ww to X
′i
Ww
′ for all
i = 0, . . . , m− 1. By 10.5.3, we have g ∈ U(W ) and we easily check that gXg−1 = X ′. It is
also easy to see that g is the only element of U(W ) with this property. Hence, we have proved
that the map 10.5.1 induces a bijection from U(W )× Λ′ to Y and we have constructed the
inverse, which is obviously a morphism of algebraic varieties. This proves the claim 10.5.2.
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Corollary 10.5.2 We have an inequality
σG(t)≪ σH\G(t)σΣ′(X)
for all X ∈ Σ′ and all t ∈ GX .
Proof: First, we prove that
σG(h)≪ σΣ′(X) + σg(hXh
−1)(10.5.4)
for all h ∈ H , X ∈ Σ′. From the previous proposition, we know that
H × Σ′ → Σ′ × Σ′
(h,X) 7→ (X, hXh−1)
is a closed immersion. Hence, we have
σG(h)≪ σΣ′(X) + σΣ′(hXh
−1)
for all X ∈ Σ′ and h ∈ H . Moreover, since Σ′ is the principal Zariski open subset of Σ
defined by the non-vanishing of the polynomial Q and since Q is G-invariant, we have
σΣ′(hXh
−1) ∼ σg(hXh−1) + log(2 + |Q(X)|−1)
for all h ∈ H , X ∈ Σ′. Combining this with the inequality
log
(
2 + |Q(X)|−1
)
≪ σΣ′(X)
for all X ∈ Σ′, we get 10.5.4. We now deduce the following inequality:
σG(h)≪ σΣ′(X) + σG(ht)(10.5.5)
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for all h ∈ H , X ∈ Σ′, t ∈ GX . Indeed, since (g,X) ∈ G× g 7→ gXg−1 ∈ g is a regular map,
we have
σg(hXh
−1) = σg(htX(ht)−1)≪ σG(ht) + σg(X)
for all h ∈ H , X ∈ Σ and t ∈ GX . Combining this with 10.5.4 and the inequality σg(X)≪
σΣ′(X) for all X ∈ Σ′, we get 10.5.5.
We are now in position to prove the lemma. By 10.5.5, we have the following chain of
inequalities
σG(t) = σG(h
−1ht)≪ σG(h) + σG(ht)≪ σΣ′(X) + σG(ht)≪ σΣ′(X)σG(ht)
for all h ∈ H , X ∈ Σ′, t ∈ GX . By Lemma 6.2.1(i), taking the infimum over h ∈ H gives
the desired result. 
10.6 Borel subalgebras and Σ′
Proposition 10.6.1 Let X ∈ Σ′ and b be a Borel subalgebra of g (defined over F ) containing
X, then
b⊕ h = g
Proof: Let X ∈ Σ′ and b ⊆ g be a Borel subalgebra containing X . By Proposition 10.2.1, up
to N(F )-conjugation we may assume that X ∈ Λ′ and we will assume this is so henceforth.
Write X = (XW , XV ) with XW ∈ u(W ) and XV ∈ u(V ). By definition of Λ, we have a
decomposition
XV = Ξ−XW + c(zr, w) +
r∑
i=0
λic(zi, ηzi) +
r−1∑
i=0
µic(zi, zi+1)(10.6.1)
where w ∈ WF , λi ∈ F , 0 6 i 6 r and µi ∈ F , 0 6 i 6 r − 1.
It is easy to check that dim(b) + dim(h) = dim(g) so that it suffices to prove
b ∩ h = 0(10.6.2)
There exist Borel subalgebras bW and bV of u(W ) and u(V ) respectively such that XW ∈ bW ,
XV ∈ bV and b = bW × bV . Then obviously 10.6.2 is equivalent to
(bW + n) ∩ bV = 0(10.6.3)
Fix an F -embedding E →֒ F and set V = V ⊗E F , W = W ⊗E F . Denote by V
∗
and W
∗
the F -dual of V and W respectively. Then, we have isomorphisms of F -vector space
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VF ≃ V ⊕ V
∗
WF ≃ W ⊕W
∗
sending v⊗F λ and w⊗F λ to (v⊗E λ, h(v, .)⊗E λ) and (w⊗E λ, h(w, .)⊗E λ) respectively.
For v ∈ V , we will denote by v and v∗ the image of v in V and V
∗
respectively. Also, if U
is a subspace of V we will set U = U ⊗E F and see it as a subspace of V . We will adopt
similar notation with respect to W . We have an isomorphism
u(V )F ≃ gl(V )
which sends X ∈ u(V )F to its restriction to V (the inverse is given by mapping X ∈ gl(V )
to the endomorphism of VF acting as X on V and as −
tX on V
∗
). Similarly, we have an
isomorphism
u(W )F ≃ gl(W )
and we will use these isomorphisms as identifications. Then, bW is the stabilizer in gl(W ) of
a complete flag
0 = W 0 (W 1 ( . . . (Wm =W
and similarly bV is the stabilizer in gl(V ) of a complete flag
F : 0 = V 0 ( V 1 ( . . . ( V d = V
Let us define another complete flag
F ′ : 0 = V
′
0 ( V
′
1 ( . . . ( V
′
d = V
of V by setting:
• V
′
i =< zr, . . . , zr−i+1 > for i = 1, . . . , r + 1;
• V
′
r++1+i = Z+ ⊕D ⊕W i for i = 1, . . . , m;
• V
′
r+m+1+i = Z+ ⊕ V 0⊕ < z−1, . . . , z−i > for i = 1, . . . , r.
For all v ∈ V , let us denote by V (XV , v) the subspace of V generated by v,XV v,X2V v, . . ..
We will need the following lemma
Lemma 10.6.2 Let 1 6 i 6 d, then we have
(i) For all v ∈ V
′
i which is nonzero, V
′
i−1 + V (XV , v) = V ;
(ii) V
′
i ∩ V d−i = 0
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Proof: First we prove that (i) implies (ii). Indeed, if v ∈ V
′
i∩V d−i is nonzero, then by (i), we
would have dim(V (XV , v)) > d+ 1− i. But V (XV , v) ⊂ V d−i (since v ∈ V d−i and XV ∈ bV
preserves V d−i), and so dim(V (XV , v)) 6 dim(V d−i) = d− i. This is a contradiction.
We now turn to the proof of (i). Let v ∈ V
′
i be non-zero. Without loss of generality, we may
assume that v ∈ V
′
i\V
′
i−1 since otherwise the result with i − 1 instead of i is stronger. We
assume this is so henceforth and it follows that
V
′
i−1 + V (XV , v) = V
′
i + V (XV , v)(10.6.4)
Obviously zr ∈ V
′
i + V (XV , v) and so by Proposition 10.4.1, it suffices to show that V
′
i−1 +
V (XV , v) is XV -stable. The subspaces V (XV , v) is XV -stable almost by definition. Hence,
we are left with proving that
XV V
′
i−1 ⊆ V
′
i + V (XV , v)(10.6.5)
This is clear if 1 6 i 6 r + 1 or r +m + 2 6 i 6 d = 2r +m + 1 since in this cases using
the decomposition 10.6.1 we easily check that XV V
′
i−1 ⊆ V
′
i. It remains to show that 10.6.5
holds for r + 2 6 i 6 r + m + 1. In this cases, again using the decomposition 10.6.1, we
easily check that
XV v
′ ∈ V
′
i + 〈z
∗
0, v
′〉XV z0(10.6.6)
for all v′ ∈ V
′
i (where XV z0 = −z−1 + 2νηλ0z0 + µ0νz1 if r > 1 and XV z0 = νw + 2νηλ0z0
if r = 0). Here, we have used the fact that XW ∈ bW so that W i−r−2 and W i−r−1 are XW -
stable. As v ∈ V
′
i, it suffices to show that the existence of k > 0 such that 〈z
∗
0, X
k
V v〉 6= 0.
By Proposition 10.4.1, the family
z∗r,
tXV z
∗
r,
tX2V z
∗
r , . . .
generates V
∗
. Hence, since v 6= 0, there exists k0 > 0 such that 〈tX
k0
V z
∗
r, v〉 = 〈z
∗
r, X
k0
V v〉 6= 0.
This already settles the case where r = 0. In the case r > 1, since V
′
i is included in the
kernel of z∗r this shows that the sequence v,XV v,X
2
V v, . . . eventually escapes from V
′
i and by
10.6.6 this implies also the existence of k > 0 such that 〈z∗0, X
k
V v〉 6= 0. This ends the proof
of 10.6.5 and of the lemma. 
Let us now set Di = V
′
i ∩ V d+1−i for i = 1, . . . , d. By the previous lemma, these are one
dimensional subspaces of V and we have
V =
d⊕
i=1
Di
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Let Y ∈
(
bW + n
)
∩ bV . We want to prove that Y = 0 (to get 10.6.2). Obviously Y must
stabilize the flags F and F ′ so that Y stabilizes the lines D1, . . . , Dd. We claim that
Y (Di) = 0 for all i = 1, . . . , r + 1 and all i = r +m+ 2, . . . , d.(10.6.7)
Indeed, since Y ∈ bW + n, we have Y V
′
i ⊆ V
′
i−1 for all i = 1, . . . , r + 1 and all i =
r +m+ 2, . . . , d and so Y Di ⊆ V
′
i−1 ∩ V d+1−i = 0 (by the previous lemma).
To deduce that Y = 0, it only remains to show that
Y (Di) = 0 for all i = r + 2, . . . , r +m+ 1.(10.6.8)
Assume, by way of contradiction, that there exists 1 6 j 6 m such that Y Dr+1+j 6= 0. Since
Y ∈ bW + n, we have Y V
′
r+1+j ⊆ W j ⊕ Z+ so that Dr+1+j = Y Dr+1+j ⊆ W j ⊕ Z+. Let
v ∈ Dr+1+j be non-zero. We claim that
(
Z+ ⊕W j
)
+ V (XV , v) = V(10.6.9)
Indeed by the previous lemma, it suffices to prove that z0 ∈
(
Z+ ⊕W j
)
+ V (XV , v). By the
decomposition 10.6.1, we easily check that
XV
(
Z+ ⊕W j
)
⊆ Z+ ⊕W j ⊕ Fz0
so that we only need to check that the sequence v,XV v, . . . eventually escapes Z+ ⊕W j .
From Proposition 10.4.1, we know that there exists k > 0 such that 〈z∗r , X
k
V v〉 6= 0. Since
Z+ ⊕W j is included in the kernel of z∗r, this proves 10.6.9.
From 10.6.9, we deduce that dimV (XV , v) > 1+ d− j − r. On the other hand, we have v ∈
V d−r−j (since v ∈ Dr+1+j) and XV leaves V d−r−j stable (since XV ∈ bV ). As dimV d−r−j =
d− r − j it is a contradiction. This ends the proof of 10.6.8 and of the proposition. 
Recall that we have fixed a (classical) norm |.|g on g and that for all R > 0, B(0, R) denotes
the closed ball of radius R centered at the origin in g(F ).
Corollary 10.6.3 There exists a c > 0 such that, for all ǫ > 0 sufficiently small, all X ∈
Σ′(F ) and all parabolic subalgebras p of g defined over F and containing X, we have
exp
[
B
(
0, ǫe−cσΣ′ (X)
)]
⊆ H(F ) exp (B(0, ǫ) ∩ p(F ))
Proof:
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Lemma 10.6.4 There exists a constant ǫ0 > 0 such that for every subspace V of g(F ) and
all c0 > 1 satisfying
B(0, 1) ⊆ B(0, c0) ∩ h(F ) +B(0, c0) ∩ V
we have
exp
(
B(0,
ǫ
2c0
)
)
⊆ H(F ). exp (B(0, ǫ) ∩ V)
for all 0 < ǫ < ǫ0.
Proof: Use the Campbell-Hausdorff formula and successive approximations. 
Because of this lemma, it suffices to prove the following:
(10.6.10) There exists c1 > 0 such that for all X ∈ Σ
′(F ) and all parabolic subalgebras p of
g defined over F and containing X , we have
B(0, 1) ⊆ B
(
0, ec1σΣ′ (X)
)
∩ h(F ) +B
(
0, ec1σΣ′ (X)
)
∩ p(F )
Let us denote by B the variety of all Borel subalgebras of g. Let X be the closed subvariety
of greg × B defined by
X := {(X, b) ∈ greg × B; X ∈ b}
We will denote by p the natural projection X → greg and by XΣ the inverse image by p of
Σ′. By the previous proposition, for all (X, b) ∈ XΣ we have b ⊕ h = g and we will denote
by pbh (resp. p
h
b) the projection with range b (resp. h) and kernel h (resp. b). Denote by |.|
the subordinate norm on EndF (g) coming from the norm we fixed on g. We first prove the
following fact
(10.6.11) There exists c2 > 0 such that
|pbh|+ |p
h
b| 6 e
c2σΣ′ (X)
for all (X, b) ∈ XΣ.
Since the map (X, b) ∈ XΣ 7→ (pbh, p
h
b) ∈ EndF (g)
2 is regular, we have an inequality
log
(
|pbh|+ |p
h
b|
)
≪ σXΣ(X, b)
for all (X, b) ∈ XΣ. Moreover, the morphism p : X → greg is finite e´tale and therefore, so is
its restriction pΣ : XΣ → Σ′. Therefore, by Lemma 1.2.1, we also have an inequality
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σXΣ(X, b)≪ σΣ′(X)
for all (X, b) ∈ XΣ. Combining this with the previous inequality, we get 10.6.11.
We will also need the following fact, whose easy proof is left to the reader.
(10.6.12) There exists a finite Galois extension K of F , contained in F , such that for all
(X, b) ∈ X with X ∈ greg(F ), the Borel subalgebra b is defined over K.
We are now able to prove the corollary. Fix a Galois extension K as in 10.6.12 and a constant
c2 as in 10.6.11. For R > 0, we will denote by BK(0, R) the closed ball of radius R centered
at the origin in g(K) (recall that |.|g is defined on all of g = g(F )). Let X and p be as in
the corollary and let b ∈ B be such that X ∈ b and b ⊂ p. By 10.6.11 and 10.6.12, we have
B(0, 1) ⊆ BK
(
0, ec2σΣ′ (X)
)
∩ b(K)⊕ BK
(
0, ec2σΣ′ (X)
)
∩ h(K)(10.6.13)
Denote by P the projection g(K)→ g(F ) given by
P (Y ) =
1
dK
∑
σ∈Gal(K/F )
σ(Y )
where dK = [K : F ]. Let |P | be the subordinate norm of P relative to the norms on g(K)
and g(F ) (obtained by restrictions of that on g). Then applying P to the inclusion 10.6.13,
we get
B(0, 1) ⊆ BK
(
0, |P |ec2σΣ′ (X)
)
∩ b(K)⊕ BK
(
0, |P |ec2σΣ′ (X)
)
∩ h(K)
Since P (b(K)) ⊆ p(F ), we get 10.6.10. 
10.7 The quotient Σ′(F )/H(F )
By Proposition 10.2.1, we know that Σ′ has a geometric quotient by N and that Σ′/N ≃ Λ′.
Because H = N ⋊ U(W ) and U(W ) is reductive, the geometric quotient of Σ′ by H exists
and we have Σ′/H ≃ Λ′/U(W ). Denote by g′ the non-vanishing locus of Q in g and by g′/G
the geometric quotient of g′ by G for the adjoint action. The natural map Σ′ → g′/G factors
through the quotient Σ′/H and we will denote by
π : Σ′/H → g′/G
the induced morphism. We will also consider the F -analytic counterpart of this map:
πF : Σ
′(F )/H(F )→ g′(F )/G(F )
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Recall that we put on H(F ) the Haar measure µH which lift the Haar measure µh on h(F ).
Because H(F ) acts freely on Σ′(F ), we can define a measure µΣ′/H on Σ′(F )/H(F ) to be the
quotient of (the restriction to Σ′(F ) of) µΣ by µH . It is the unique measure on Σ′(F )/H(F )
such that ∫
Σ(F )
ϕ(X)dµΣ(X) =
∫
Σ′(F )/H(F )
∫
H(F )
ϕ(h−1Xh)dhdµΣ′/H(X)
for all ϕ ∈ Cc(Σ(F )). Recall also that we have defined in Section 1.7 a measure dX on
greg(F )/G(F ) = Γreg(g). Moreover, g
′(F )/G(F ) is an open subset of greg(F )/G(F ) and we
will still denote by dX the restriction of this measure to g′(F )/G(F ).
Proposition 10.7.1 (i) π is an isomorphism of algebraic varieties and πF is an open
embedding of F -analytic spaces ;
(ii) πF sends the measure dµΣ′/H(X) to D
G(X)1/2dX;
(iii) The natural projection p : Σ′ → Σ′/H has the norm descent property.
Proof:
(i) Both Σ′/H and g′/G are smooth. By Proposition 10.5.1 π and πF are injective. More-
over, using Proposition 10.3.1 we see that π is surjective and so π is bijective. Since
the tangent spaces at X ∈ Σ′(F )/H(F ) of Σ′(F )/H(F ) and Σ′/H are the same, we
only need to prove that π is a local isomorphism (i.e. e´tale). Let X ∈ Σ′. The tangent
space of Σ′/H at X is
TXΣ
′/H = h⊥/ ad(X)(h)
and the tangent space of g′/G at X is
TX (g
′/G) = g/ ad(X)(g)
Modulo these identifications, the differential of π at X is the natural inclusion of
h⊥/ ad(X)(h) in g/ ad(X)(g). We want to prove that it is an isomorphism. Choose a
Borel subalgebra b of g that containsX and denote by u its nilpotent radical. By Propo-
sition 10.6.1, we have g = h⊕ b so that g = h⊥⊕ b⊥. But, we have b⊥ = u ⊂ ad(X)(g)
and this establishes the surjectivity. On the other hand, from the equality g = h ⊕ b,
we deduce that
ad(X)(g) = ad(X)(h)⊕ ad(X)(b) = ad(X)(h)⊕ u
We just saw that g = h⊥ ⊕ u so that h⊥ ∩ u = 0. Hence, we have h⊥ ∩ ad(X)(g) =
ad(X)(h) and this proves the injectivity.
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(ii) In what follows, we will use heavily the notions defined at the end of Section 1.6. Let
X ∈ Σ′(F ). Set gX = Ker(ad(X)) and gX = Im(ad(X)). Then we have natural
identifications (as above)
TXΣ
′(F )/H(F ) = h⊥(F )/ ad(X)(h(F ))
TXg
′(F )/G(F ) = g(F )/gX(F )
and the tangent map of πF at X , that we will denote by ιX , is the natural inclusion
(and this is an isomorphism). Let F (X) ∈ R+ be such that
ιX,∗
(
µ⊥h / ad(X)∗µh
)
= F (X) µg/µgX
where µg and µgX are the autodual measures with respect to B(., .) on g(F ) and g
X(F )
respectively. Then πF sends the measure dµΣ′/H(X) to F (X)dX and so we have to
prove that F (X) = DG(X)1/2. Fix a Borel subalgebra b of g containing X and let u
be its nilpotent radical. Then we have g = h⊕ b, g = h⊥ ⊕ u and b = gX ⊕ u. Let µu
be the unique measure on u such that
µg = µ
⊥
h ⊗ µu(10.7.1)
Then by 1.6.2 and 1.6.3, we have
µg = µh ⊗ µ
⊥
u
But, u⊥ = b and it is easy to see that µ⊥u = µgX ⊗ µu, where µgX is the autodual
measure on gX(F ). Hence, we have
µg = µh ⊗ µgX ⊗ µu(10.7.2)
Let T be the endomorphism of g that is equal to ad(X) on h⊕u and to Id on gX . Then
we have det(T ) = det(ad(X)|g/gX ) so that |det(T )| = D
G(X). Thus, using 10.7.2, we
have
DG(X)µg = T∗µg = ad(X)∗µh ⊗ µgX ⊗ ad(X)∗µu
= DG(X)1/2 (ad(X)∗µh ⊗ µgX ⊗ µu)
As µg = µgX ⊗ µgX (relative to the decomposition g = gX ⊕ g
X), this implies µgX =
DG(X)1/2 ad(X)∗µh⊗µu (relative to the decomposition gX = ad(X)(h)⊕u). From this
and 10.7.1, we easily deduce that F (X) = DG(X)1/2.
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(iii) By Proposition 10.2.1, it is sufficient to show that
Λ′ → Λ′/U(W )
has the norm descent property. Denote by ΛQ0 the non-vanishing locus of Q0 in Λ
(where Q0 ∈ F [g]
G is defined in Section 10.3). Then we have the following Cartesian
diagram where horizontal maps are open immersions
Λ′ 

//

ΛQ0

Λ′/U(W ) 

// ΛQ0/U(W )
Thus, if we prove that ΛQ0 → ΛQ0/U(W ) has the norm descent property, we will be
done. By definition of Λ (cf. Section 10.2), we have an U(W )-equivariant isomorphism
Λ ≃ u(W )×W × A2r+1
where the action of U(W ) on the right hand side is the product of the adjoint action on
u(W ), the natural action onW and the trivial action on A2r+1. Denote by
(
u(W )×W
)
0
the open-Zariski subset of u(W )×W consisting of all pairs (X,w) ∈ u(W )×W such that
(w,Xw,X2w, . . .) generates W . Then ΛQ0 corresponds via the previous isomorphism
to
(
u(W )×W
)
0
×A2r+1. Since U(W ) acts trivially on A2r+1, we are reduced to show
that
(
u(W )×W
)
0
→
(
u(W )×W
)
0
/U(W )
has the norm descent property. Let B be the variety of basis of W and let Polm be the
variety of monic polynomial P ∈ E[T ] of degree m. Consider the action of U(W ) on
Polm × B which is trivial on Polm and given by g.(e1, . . . , em) = (ge1, . . . , gem) on B.
The map
(u(W )×W )0 → Polm × B
(X,w)→
(
PX , w,Xw, . . . , X
m−1w
)
is a U(W )-equivariant closed immersion. Passing to the quotient, we get a commutative
diagram
(u(W )×W )0


//

Polm × B

(u(W )×W )0/U(W )


// Polm × B/U(W )
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where horizontal maps are closed immersion (since U(W ) is reductive). Moreover the
diagram is Cartesian (because all U(W )-orbits in B are closed and so the quotient
separates all orbits). Thus, we are finally reduced to showing that B → B/U(W ) has
the norm descent property. Choosing a particular basis of W , this amounts to proving
that
GL(W )→ GL(W )/U(W )
has the norm descent property. Since this map is GL(W )-equivariant for the action
by left translation, by Lemma 1.2.2(i), it suffices to show the existence of a nonempty
Zariski open subset of GL(W )/U(W ) over which the previous map has the norm de-
scent property. Choose an orthogonal basis (e1, . . . , em) of W and denote by B the
standard Borel subgroup of GL(W ) relative to this basis. Then B ∩ U(W ) = Z is
the subtorus acting by multiplication by an element of Ker NE/F on each ei (so that
Z ≃
(
Ker NE/F
)m
). Denote B ×Z U(W ) the quotient of B × U(W ) by the Z-action
given by z.(b, g) = (bz−1, zg). Then the multiplication map
B ×Z U(W )→ GL(W )
(b, g) 7→ bg
is an open immersion. Thus, it suffices to prove that
B ×Z U(W )→
(
B ×Z U(W )
)
/U(W ) = B/Z
has the norm descent property. Let U be the unipotent radical of B and T the subtorus
of B stabilizing the lines 〈e1〉, . . . , 〈em〉. Then the previous map is isomorphic to
U ×
(
T ×Z U(W )
)
→ U × T/Z
and so we are reduced to showing that T ×Z U(W ) → T/Z has the norm descent
property. Let S ≃ (Z/2Z)m be the subgroup of elements of Z with eigenvalues ±1
and let Ti = (Gm)
m be the split part of the torus T =
(
RE/FGm
)m
. Then we have
T = Ti ×S Z and thus T ×Z U(W ) = Ti ×S U(W ) and T/Z = Ti/S. So, we need
to prove that the map Ti ×S U(W ) → Ti/S has the norm descent property. For
all c ∈ Ker (H1(F, S)→ H1(F, U(W ))) let gc ∈ U(W ) such that cσ = σ(gc)g−1c , for
all σ ∈ ΓF . Denote by E the set of all gc (this is a finite set). Let t ∈ Ti and
denote by t its image in Ti/S. Assume that t ∈ Im
((
Ti ×S U(W )
)
(F )→ Ti/S(F )
)
.
Then the 1-cocycle σ ∈ ΓF 7→ cσ = tσ(t)−1 ∈ S splits in U(W ). So there exists
(a unique) gt ∈ E such that cσ = σ(gt)g
−1
t , for all σ ∈ ΓF . Moreover, the element
(t, gt) ∈
(
Ti ×
S U(W )
)
(F ) maps to t and we clearly have an inequality
σTi×SU(W )(t, gt)≪ σTi/S(t)
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for every such t. This proves that Ti ×
S U(W )→ Ti/S has the norm descent property
and this ends the proof of (iii). 
10.8 Statement of the spectral expansion of JLie
Let us define Γ(Σ) to be the subset of Γ(g) consisting of the conjugacy classes of the semi-
simple parts of elements in Σ(F ). We equip this subset with the restriction of the measure
defined on Γ(g). Thus, if T (G) is a set of representatives for the G(F )-conjugacy classes
of maximal tori in G and if for all T ∈ T (G) we denote by t(F )Σ the subset of elements
X ∈ t(F ) whose conjugacy class belongs to Γ(Σ), then we have∫
Γ(Σ)
ϕ(X)dX =
∑
T∈T (G)
|W (G, T )|−1
∫
t(F )Σ
ϕ(X)dX
for all ϕ ∈ Cc(Γ(Σ)). Recall that in Section 8.2, we have defined a continuous linear form
JLie on Sscusp(g(F )). The purpose of the next 3 sections is to prove the following theorem.
Theorem 10.8.1 We have
JLie(f) =
∫
Γ(Σ)
DG(X)1/2θ̂f (X)dX
for all f ∈ Sscusp(g(F )).
Let f ∈ Sscusp(g(F )). By Theorem 8.2.1, Lemma 5.2.2(i) and 1.7.2, both sides of the equality
of the theorem are continuous in f . Hence, by 5.1.1, we may assume that Supp(f̂)G is
compact modulo conjugation (this condition is automatic if F is p-adic). We assume this is
so henceforth.
10.9 Introduction of a truncation
We fix a sequence (κN )N>1 of functions κN : H(F )\G(F ) → [0, 1] satisfying the following
conditions:
(10.9.1) There exist C1, C2 > 0 such that for all x ∈ H(F )\G(F ) and all N > 1, we have:
σH\G(x) 6 C1N ⇒ κN(x) = 1
κN(x) 6= 0⇒ σH\G(x) 6 C2N
(10.9.2) If F is p-adic, there exists an open-compact subgroup K ′ ⊂ G(F ) such that the
function κN is right-invariant by K
′ for all N > 1.
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(10.9.3) If F = R, the functions κN are smooth and there exists a positive real number C
such that ∣∣∣∣ ddtκN (xetX)|t=0
∣∣∣∣ 6 C.|X|g
for all x ∈ H(F )\G(F ), all X ∈ g(F ) and all N > 1.
Such a sequence of truncation functions is easy to construct. Indeed, pick any sequence
(κ0N)N>1 of measurable functions κ
0
N : H(F )\G(F )→ [0, 1] that satisfy the condition 10.9.1
above, let ϕ ∈ C∞c (G(F )) be any positive function such that
∫
G(F )
ϕ(g)dg = 1, then the
sequence of functions κN = κ
0
N ∗ ϕ, N > 1, satisfies the conditions 10.9.1, 10.9.2 and 10.9.3
above.
Set
JLieN (f) =
∫
H(F )\G(F )
κN(g)
∫
h(F )
f(g−1Xg)ξ(X)dXdg
Then, by definition of JLie, we have
JLie(f) = lim
N→∞
JLieN (f)(10.9.4)
By 10.1.2, we have
JLieN (f) =
∫
H(F )\G(F )
κN(g)
∫
Σ(F )
f̂(g−1Xg)dµΣ(X)dg(10.9.5)
Fix a set T (G) of representatives for the conjugacy classes of maximal tori in G. Recall
that in Section 10.3, we have defined a G-invariant polynomial function Q on g. For all
T ∈ T (G), let us denote by t′ the principal Zariski-open subset
t′ = {X ∈ t; Q(X) 6= 0}
and set t(F )′ = t′(F ) ∩ t(F )Σ. Then, t(F )′ is exactly the subset of elements X ∈ t(F ) that
are conjugate to some element in Σ′(F ). Let us fix, for all T ∈ T (G), two maps
X ∈ t(F )′ 7→ γX ∈ G(F )
X ∈ t(F )′ 7→ XΣ ∈ Σ′(F )
such that γ−1X XγX = XΣ for all X ∈ t(F )
′. Then, by Proposition 10.7.1(i) and (ii), we have
∫
Σ(F )
f̂(g−1Xg)dµΣ(X) =
∑
T∈T (G)
|W (G, T )|−1
∫
t(F )′
DG(X)1/2
∫
H(F )
f̂(g−1h−1XΣhg)dhdX
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for all g ∈ G(F ). By inserting this expression in 10.9.5 and switching two integrals, we get
JLieN (f) =
∑
T∈T (G)
|W (G, T )|−1
∫
t(F )′
DG(X)1/2
∫
T (F )\G(F )
f̂(g−1Xg)κN,X(g)dgdX
for all N > 1, where we have set
κN,X(g) =
∫
T (F )
κN (γ
−1
X tg)dt
Define
JLieN,T (f) =
∫
t(F )′
DG(X)1/2
∫
T (F )\G(F )
f̂(g−1Xg)κN,X(g)dgdX, for N > 1(10.9.6)
for all T ∈ T (G), so that
JLieN (f) =
∑
T∈T (G)
|W (G, T )|−1 JLieN,T (f), for N > 1(10.9.7)
We fix from now on a torus T ∈ T (G). The previous formal manipulation (interchange of
two integrals) will be justified by the next lemma proving the absolute convergence of 10.9.6.
But first we need to prove the following:
(10.9.8) We can choose the maps X ∈ t(F )′ 7→ γX and X ∈ t(F )′ 7→ XΣ so that they satisfy
inequalities
σΣ′(XΣ)≪ σg(X) + log
(
2 + |Q(X)|−1
)
σG(γX)≪ σg(X) + log
(
2 + |Q(X)|−1
)
for all X ∈ t(F )′.
By Proposition 10.7.1(i) and (iii), we can choose the map X ∈ t(F )′ → XΣ ∈ Σ′(F ) such
that
σΣ′(XΣ)≪ σg′/G(X)(10.9.9)
for all X ∈ t(F )′. Moreover, since g′/G is the principal open subset of g/G defined by Q, we
have
σg′/G(X) ∼ σg/G(X) + log
(
2 + |Q(X)|−1
)
(10.9.10)
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for all X ∈ t(F )′. But, since T is a torus, we have σg/G(X) ∼ σg(X) for all X ∈ t(F ). The
first inequality of 10.9.8 is now a consequence of 10.9.9 and 10.9.10. On the other hand, by
1.2.1 and 1.2.2, we can choose the map X 7→ γX such that
σG(γX)≪ σgreg(XΣ)
for all X ∈ t(F )′. Since we have σgreg(Y )≪ σΣ′(Y ) for all Y ∈ Σ
′(F ), the second inequality
of 10.9.8 follows from the first. This ends the proof of 10.9.8.
We will assume from now on that the maps X 7→ γX and X 7→ XΣ satisfy the conditions
of 10.9.8. For all ǫ > 0, let us denote by t(F )′[> ǫ] the set of elements X ∈ t(F )′ such that
|Q(X)| > ǫ. For all C > 0, we will denote by 1<C the characteristic function of the set of
X ∈ g(F ) such that σg(X) < C. For all N > 1 and all ǫ > 0, we define the two following
expressions which are similar to 10.9.7:
|J |LieN,T (f) =
∫
t(F )′
DG(X)1/2
∫
T (F )\G(F )
|f̂(g−1Xg)|κN,X(g)dg
JLieN,T,ǫ(f) =
∫
t(F )′[>ǫ]
DG(X)1/2
∫
T (F )\G(F )
1<log(N)(g
−1Xg)f̂(g−1Xg)κN,X(g)dg
Let ωT ⊆ t(F ) be a relatively compact subset such that f̂ is zero on t(F ) − ωT (recall the
assumption that Supp(f̂)G is compact modulo conjugation). The following lemma proves in
particular the absolute convergence of 10.9.7.
Lemma 10.9.1 (i) There exist k > 0 such that
κN,X(g)≪ N
k log
(
2 + |Q(X)|−1
)k
σg(g
−1Xg)k
for all X ∈ t(F )′ ∩ ωT , all N > 1 and all g ∈ G(F ).
(ii) There exist k > 0 such that
|J |LieN,T (f)≪ N
k
for all N > 1.
(iii) For b > 0 large enough, we have∣∣JLieN,T (f)− JLieN,T,N−b(f)∣∣≪ N−1
for all N > 1.
Proof: (i) implies easily (ii) and (iii) by 1.2.3 and 1.2.4. By the property 10.9.1 of κN , we
have an inequality
σH\G(g)≪ N
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for all N > 1 and all g ∈ G(F ) such that κN(g) > 0. It follows that
σH\G(γ−1X tγX)≪ NσG(g)σG(γX)(10.9.11)
for all N > 1, all X ∈ t(F )′, all t ∈ T (F ) and all g ∈ G(F ) such that κN (γ
−1
X tg) > 0. On
the other hand, since γ−1X tγX ∈ GXΣ(F ), for all X ∈ t(F )
′ and all t ∈ T (F ), by Corollary
10.5.2, we have
σG(γ
−1
X tγX)≪ σH\G(γ
−1
X tγX)σΣ′(XΣ)
for all X ∈ t(F )′ and all t ∈ T (F ). Combining this with 10.9.8 and 10.9.11, and since ωT is
bounded, we get
σG(t)≪ NσG(g) log
(
2 + |Q(X)|−1
)
for all N > 1, all X ∈ t(F )′ ∩ ωT , all t ∈ T (F ) and all g ∈ G(F ) such that κN(γ−1X tg) > 0.
The function κN is nonnegative and bounded above by 1. Hence, it follows from the previous
inequality and the definition of κN,X that there exists c0 > 0 such that
κN,X(g) 6 vol{t ∈ T (F ); σG(t) 6 c0NσG(g) log
(
2 + |Q(X)|−1
)
}
for all N > 1, all X ∈ t(F )′ ∩ ωT and all g ∈ G(F ). It is easy to see that there exists k > 0
such that
vol{t ∈ T (F ); σG(t) 6M} ≪ M
k
for all M > 1. Hence, we get
κN,X(g)≪ N
k log
(
2 + |Q(X)|−1
)k
σG(g)
k
for all N > 1, all X ∈ t(F )′ ∩ ωT and all g ∈ G(F ). Since the function κN,X is invariant by
left translation by T (F ), we may replace g by tg for any t ∈ T (F ) in the right hand side of
the inequality above. By 1.2.1, taking the infimum over T (F ) gives the inequality
κN,X(g)≪ N
k log
(
2 + |Q(X)|−1
)k
σT\G(g)
k(10.9.12)
for all N > 1, all X ∈ t(F )′ ∩ ωT and all g ∈ G(F ). By 1.2.2, we have an inequality
σT\G(g)≪ σg(g−1Xg) log
(
2 +DG(X)−1
)
(10.9.13)
for all g ∈ G(F ) and all X ∈ treg(F ). But since the polynomial dG divides Q, we also have
log
(
2 +DG(X)−1
)
≪ log
(
2 + |Q(X)|−1
)
(10.9.14)
for all X ∈ t(F )′ ∩ ωT . The point (i) now follows from the combination of 10.9.12, 10.9.13
and 10.9.14. 
We fix for the moment a positive integer b > 0 satisfying (iii) of the previous lemma. In
Section 10.11, we shall assume (as we may) that b has been chosen sufficiently large (how
large will be made precise in §10.11).
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10.10 Change of truncation
Set MT = ZG(AT ). It is a Levi subgroup of G. Fix a minimal Levi subgroup Mmin of G
included in MT , a minimal parabolic subgroup Pmin having Mmin as a Levi component and
K a maximal compact subgroup of G(F ) which is special in the p-adic case. We use this
compact subgroup to define the functions HQ for all Q ∈ F(Mmin). Let ∆min be the set
of roots of Amin in Pmin. Let Y ∈ A
+
Pmin
and define YP , for P ∈ P(Mmin), by YP = w · Y
where w is the only element in the Weyl group W (G,Mmin) such that wPminw
−1 = P . Then
(YP )P∈P(Mmin) is a positive (G,Mmin)-orthogonal set. By the general constructions of Section
1.9, this determines a positive (G,MT )-orthogonal set (YPT )PT∈P(MT ). For all g ∈ G(F ), we
define another (G,MT )-orthogonal set Y(g) =
(
Y(g)PT
)
PT∈P(MT ) by setting
Y(g)PT = YPT −HPT (g)
for all PT ∈ P(MT ) and where P T denote the parabolic subgroup opposite to PT with respect
to MT . We will need the following
(10.10.1) There exists c > 0 such that for all g ∈ G(F ) and Y ∈ A+Pmin satisfying
σ(g) 6 c inf
α∈∆min
α(Y )
the (G,MT )-orthogonal set Y(g) is positive.
For Y = (YPT )PT∈P(MT ) a positive (G,MT )-orthogonal set and Q = LUQ ∈ F(MT ),we will
denote by σQMT (.,Y) and (resp. τQ) the characteristic function in AMT of the sum of AL and
of the convex hull of the family (YPT )PT⊂Q (resp. the characteristic function of A
L
MT
+A+Q).
Then we have (see [LW] Lemme 1.8.4(3))
∑
Q∈F(MT )
σQMT (ζ,Y)τQ(ζ − YQ) = 1(10.10.2)
for all ζ ∈ AMT .
For all Y ∈ A+Pmin, we define a function v˜(Y, .) on G(F ) by
v˜(Y, g) =
∫
T (F )
σGMT (HMT (t),Y(g))dt
Set
JY,T,N−b(f) =
∫
t(F )′[>N−b]
DG(X)1/2
∫
T (F )\G(F )
1<log(N)(g
−1Xg)f̂(g−1Xg)v˜(Y, g)dgdX
for all N > 1 and Y ∈ A+Pmin.
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Proposition 10.10.1 There exist c1, c2 > 0 such that∣∣JLieN,T,N−b(f)− JY,T,N−b(f)∣∣≪ N−1
for all N > 1 and all Y ∈ A+Pmin that satisfy the following two conditions
c1 log(N) 6 inf
α∈∆min
α(Y )(10.10.3)
sup
α∈∆min
α(Y ) 6 c2N(10.10.4)
Proof: For all N > 1, let us denote by AN the subset of (t(F )′ ∩ ωT )×T (F )\G(F ) consisting
of pairs (X, g) such that |Q(X)| > N−b and σg(g−1Xg) < log(N). Then, we have
JLieN,T,N−b(f) =
∫
AN
DG(X)1/2f̂(g−1Xg)κN,X(g)dXdg
JY,T,N−b(f) =
∫
AN
DG(X)1/2f̂(g−1Xg)v˜(Y, g)dXdg
for all N > 1 and all Y ∈ A+Pmin. Let c1, c2 be positive real numbers. We will prove that
the inequality of the proposition is valid for all N > 1 and all Y ∈ A+Pmin that satisfies the
inequalities 10.10.3 and 10.10.4 as long as c1 is large enough and c2 is small enough. We
note the following
(10.10.5) We have an inequality σT\G(g)≪ log(N) for all N > 1 and all (X, g) ∈ AN .
Indeed, this follows from 1.2.2 and the fact that dG divides Q. In particular, by 10.10.1,
if c1 is sufficiently large, the (G,MT )-family Y(g) is positive orthogonal for all N > 1, all
(X, g) ∈ AN and all Y ∈ A
+
Pmin
that satisfies 10.10.3. We will henceforth assume that c1 is
at least that sufficiently large. Hence, for all Q ∈ F(MT ), we can set
κYN,X,Q(g) :=
∫
T (F )
κN(γ
−1
X tg)σ
Q
MT
(HMT (t),Y(g))τQ(HMT (t)− Y(g)Q)dt
for all N > 1, all (X, g) ∈ AN and all Y ∈ A
+
Pmin
that satisfies 10.10.3. By 10.10.2, we have
the decomposition
κN,X(g) =
∑
Q∈F(MT )
κYN,X,Q(g)
for all N,X, g and Y as before. Obviously the functions κYN,X,Q are left invariant by T (F )
and so we have accordingly a decomposition
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JLieN,T,N−b(f) =
∑
Q∈F(MT )
JQ,Y
N,T,N−b
(f)
for all N > 1 and all Y ∈ A+Pmin satisfying 10.10.3, where we have set
JQ,Y
N,T,N−b
(f) =
∫
AN
DG(X)1/2f̂(g−1Xg)κYN,X,Q(g)dgdX
The proposition will now follows from the two following facts
(10.10.6) If c2 is sufficiently small, there exists N0 > 1 such that
JG,Y
N,T,N−b
(f) = JY,T,N−b(f)
for all N > N0 and all Y ∈ A
+
Pmin
satisfying 10.10.4.
(10.10.7) Let Q ∈ F(MT ), Q 6= G. If c1 is large enough, then we have an inequality∣∣∣JQ,YN,T,N−b(f)∣∣∣≪ N−1
for all N > 1 and all Y ∈ A+Pmin satisfying 10.10.3.
First we prove 10.10.6. Obviously, we only need to prove that for c2 small enough, N large
enough and Y ∈ A+Pmin satisfying 10.10.4, we have
κYN,X,G(g) = v˜(Y, g)
for all (X, g) ∈ AN . Expanding the definitions, it is certainly enough to prove that
σGMT (HMT (t),Y(g)) = 1⇒ κN (γ
−1
X tg) = 1(10.10.8)
for all (X, g) ∈ AN and all t ∈ T (F ). We have an inequality
σ(tg)≪ sup
α∈∆min
α(Y ) + σT\G(g)
for all Y ∈ A+Pmin, all g ∈ G(F ) and all t ∈ T (F ) satisfying σ
G
MT
(HMT (t),Y(g)) = 1. By
10.9.8, we have σ(γX) ≪ log(N) for all N > 2 and all X ∈ t(F )′[> N−b] ∩ ωT . Combining
these two facts with 10.10.5, we get
σGMT (HMT (t),Y(g)) = 1⇒ σ(γ
−1
X tg)≪ sup
α∈∆min
α(Y ) + log(N)(10.10.9)
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for all N > 2, all (X, g) ∈ AN , all t ∈ T (F ) and all Y ∈ A
+
Pmin
. Moreover, by the property
10.9.1 of κN , there exists C0 > 0 such that for all N > 1 and all γ ∈ G(F ) we have
σ(γ) 6 C0N ⇒ κN (γ) = 1. Hence, 10.10.8 follows from 10.10.9 when c2 is small enough and
N large enough and this ends the proof of 10.10.6.
We now move on to the proof of 10.10.7. Fix a proper parabolic subgroup Q = LUQ ∈ F(MT )
and denote by Q = LUQ the opposite parabolic subgroup with respect to L (the only Levi
component of Q containingMT ). We have the Iwasawa decomposition G(F ) = L(F )UQ(F )K
and for suitable choices of Haar measures we have dg = dldudk. For all N > 1, let BN be the
set of quadruple (X, l, u, k) ∈ t(F )′ × (T (F )\L(F ))× UQ(F )×K such that (X, luk) ∈ AN .
Then we have
JQ,Y
N,T,N−b
(f) =
∫
BN
DG(X)1/2f̂(k−1u−1l−1Xluk)κYN,X,Q(luk)dldudkdX
for all N > 1 and all Y ∈ A+Pmin. We claim the following:
(10.10.10) If c1 is large enough, we have
|κYN,X,Q(luk)− κ
Y
N,X,Q(lk)| ≪ N
−1
for all N > 1, all (X, l, u, k) ∈ BN and all Y ∈ A
+
Pmin
satisfying 10.10.3.
We will postpone the proof of 10.10.10 and show how to deduce 10.10.7 from it. Assume
that c1 is large enough so that 10.10.10 holds. Then we have∣∣∣∣JQ,YN,T,N−b(f)− ∫BN DG(X)1/2f̂(k−1u−1l−1Xluk)κYN,X,Q(lk)dldudkdX
∣∣∣∣
≪ N−1
∫
BN
DG(X)1/2
∣∣∣f̂(k−1u−1l−1Xluk)∣∣∣ dXdldudk
= N−1
∫
AN
DG(X)1/2
∣∣∣f̂(g−1Xg)∣∣∣ dXdg
≪ N−1
∫
t(F )
JG(X, |f̂ |)dX
for all N > 1 and Y ∈ A+Pmin satisfying 10.10.3. The last integral above is convergent.
Consequently, in order to prove 10.10.7, we only need to prove an inequality
∣∣∣∣∫BN DG(X)1/2f̂(k−1u−1l−1Xluk)κYN,X,Q(lk)dldudkdX
∣∣∣∣≪ N−1(10.10.11)
for all N > 1 and all Y ∈ A+Pmin. Obviously, we have σT\G(lk)≪ σT\G(luk) for all l ∈ L(F ),
all u ∈ UQ(F ) and all k ∈ K. By 10.10.5, it follows that there exists c > 0 such that
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σT\G(lk) < c log(N) for all N > 2 and all (X, l, u, k) ∈ BN . Let us denote, for all N > 2, by
CN the set of triples (X, l, k) ∈ (t(F )′ ∩ ωT ) ×
(
T (F )\L(F )
)
×K such that |Q(X)| > N−b
and σT\G(lk) < c log(N). By what we just said, we have BN ⊂ CN × UQ(F ). Since f̂ is
strongly cuspidal, we have∫
CN×UQ(F )
DG(X)1/2f̂(k−1u−1l−1Xluk)κYN,X,Q(lk)dudldkdX = 0
Let us set DN =
(
CN × UQ(F )
)
\BN for all N > 2. Note that by definition of BN , we have
σg(k
−1u−1l−1Xluk) > log(N)(10.10.12)
for all N > 2 and all (X, l, u, k) ∈ DN . From the vanishing of the above integral, we deduce
∫
BN
DG(X)1/2f̂(k−1u−1l−1Xluk)κYN,X,Q(lk)dldudkdX(10.10.13)
= −
∫
DN
DG(X)1/2f̂(k−1u−1l−1Xluk)κYN,X,Q(lk)dldudkdX
for all N > 2 and all Y ∈ A+Pmin. Obviously, we have κ
Y
N,X,Q 6 κN,X . Using Lemma 10.9.1(i),
it follows that there exists k > 0 such that
κYN,X,Q(lk)≪ N
k
for all N > 2, all (X, l, k) ∈ CN and all Y ∈ A
+
Pmin
. Hence, we see that the integral 10.10.13,
is essentially bounded (in absolute value) by
Nk
∫
DN
DG(X)1/2|f̂(k−1u−1l−1Xluk)|dldudkdX
for all N > 2 and all Y ∈ A+Pmin. But, since f̂ is a Schwartz function, we easily deduce from
10.10.12 that the last integral above is essentially bounded by N−1−k for all N > 2. This
proves 10.10.11 and ends the proof of 10.10.7.
It remains to prove the crucial point 10.10.10. By 10.10.5, there exists c > 0 such that
for all N > 2 and all (X, l, u, k) ∈ BN up to translating l by an element of T (F ), we have
σ(lul−1) < c log(N) and σ(lk) < c log(N). Since κYN,X,Q is left invariant by T (F ), it suffices
to prove the following
(10.10.14) If c1 is sufficiently large, we have∣∣κYN,X,Q(ug)− κYN,X,Q(g)∣∣≪ N−1
for all N > 2, all X ∈ t(F )′[> N−b] ∩ ωT , all u ∈ UQ(F ) and all g ∈ G(F ) satisfying
σ(u) < c log(N), σ(g) < c log(N) and all Y ∈ A+Pmin satisfying 10.10.3.
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Let N , X , u, g and Y as above. We will prove that the inequality 10.10.14 holds provided c1
is large enough. First, if c1 is large enough, we see by 10.10.1 that the (G,MT )-families Y(ug)
and Y(g) are positive orthogonal. For g′ ∈ G(F ), the function σQMT (.,Y(g
′))τQ(. − Y(g′)Q)
only depends on Y(g′)PT for PT ∈ P(MT ) with PT ⊂ Q and these terms are invariant by left
translation of g′ by UQ(F ). Thus, we have
σQMT (.,Y(ug))τQ(.− Y(ug)Q) = σ
Q
MT
(.,Y(g))τQ(.− Y(g)Q)
Remembering the definition of κYN,X,Q, we deduce that
∣∣κYN,X,Q(ug)− κYN,X,Q(g)∣∣ 6 ∫
T (F )
∣∣κN(γ−1X tug)− κ(γ−1X tg)∣∣σQMT (HMT (t),Y(g))
τQ(HMT (t)− Y(g)Q)dt
By the property 10.9.1 of κN , there exists C1 > 0 such that for all t ∈ T (F ) we have∣∣κN (γ−1X tug)− κ(γ−1X tg)∣∣ 6= 0⇒ σ(t) 6 C1 (N + σ(γX) + σ(u) + σ(g))
By the hypothesis made on g, u and X and by 10.9.8, this last condition implies σ(t) 6 C2N
for some bigger constant C2 > C1. Moreover, there exists C3 > 0 and k > 0 such that the
volume of the subset {t ∈ T (F ); σ(t) 6 C2N} is bounded by C3Nk. Hence, we will be done
if we can establish the following
(10.10.15) Provided c1 is sufficiently large, for all t ∈ T (F ) satisfying
σQMT (HMT (t),Y(g))τQ(HMT (t)−Y(g)Q) = 1
we have ∣∣κN(γ−1X tug)− κN(γ−1X tg)∣∣ 6 N−k−1
Fix t ∈ T (F ) such that
σQMT (HMT (t),Y(g))τQ(HMT (t)−Y(g)Q) = 1
Let Σ+Q be the set of roots of AT in UQ and consider it as a subset of A
∗
MT
= X∗(AT )⊗ R.
There exist positive constants C4 and C5 such that
〈β,HMT (t)〉 > C4 inf
α∈∆min
α(Y ′)− C5σG(g′), for all β ∈ Σ
+
Q
for all Y ′ ∈ A+Pmin, all g
′ ∈ G(F ) and all t ∈ T (F ) such that
σQMT (HMT (t),Y
′(g′))τQ(HMT (t)−Y
′(g′)Q) = 1
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Hence, by the assumptions on g and Y , we have
〈β,HMT (t)〉 > (C4c1 − C5c) log(N), for all β ∈ Σ
+
Q(10.10.16)
Let e be a positive real number that we will assume sufficiently large in what follows. By
10.10.16 and the assumption on u, if c1 is sufficiently large, we have
tut−1 ∈ exp
(
B
(
0, N−4e
))
Hence, by 10.9.8 and the assumption on X , if e is sufficiently large, we have
γ−1X tut
−1γX ∈ exp
(
B
(
0, N−3e
))
Let Pt ∈ P(MT ) be a parabolic subgroup such that HMT (t) ∈ A
+
Pt
(where the bar denotes
the closure). Recall that γ−1X XγX = XΣ ∈ Σ
′(F ). By Corollary 10.6.3 and 10.9.8 again, if
we choose e sufficiently large, we will have
γ−1X tut
−1γX ∈ H(F )γ−1X exp
(
B
(
0, N−2e
)
∩ pt(F )
)
γX
where pt = Lie(Pt). Hence, we may write γ
−1
X tut
−1γX = hγ
−1
X e
XP γX with h ∈ H(F ) and
XP ∈ B (0, N−2e) ∩ pt(F ). By left invariance of κN by H(F ), we will have
κN (γ
−1
X tug) = κN (γ
−1
X e
XP tg)(10.10.17)
Since we choose Pt ∈ P(MT ) so that HMT (t) ∈ A
+
Pt
, there exists c5 > 0 independent of t
such that t−1 (B(0, 1) ∩ pt(F )) t ⊆ B(0, c5) ∩ pt(F ). Hence, we get
t−1XP t ∈ B
(
0, c5N
−2e) ∩ pt(F )
It follows by the assumption on g that if e is large enough, we have
g−1t−1XP tg ∈ B
(
0, N−e
)
By the conditions 10.9.2 and 10.9.3 that we imposed on κN , for e sufficiently large we have
(In the non-Archimedean case) κN(γ
−1
X e
XP tg) = κN (γ
−1
X tg)
(In the Archimedean case)
∣∣κN (γ−1X tg)− κN (γ−1X eXP tg)∣∣ 6 N−1−k
Combining this with 10.10.17, we get, if c1 is large enough,
(In the non-Archimedean case) κN(γ
−1
X tug) = κN(γ
−1
X tg)
(In the Archimedean case)
∣∣κN(γ−1X tg)− κN(γ−1X tug)∣∣ 6 N−1−k
This proves 10.10.15 from which the claim 10.10.10 follows and this ends the proof of the
proposition. 
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10.11 End of the proof of Theorem 10.8.1
We are now in position to finish the proof of Theorem 10.8.1. Let us set
JY,T (f) =
∫
t(F )′
DG(X)1/2
∫
T (F )\G(F )
f̂(g−1Xg)v˜(Y, g)dgdX
for all Y ∈ A+Pmin. Obviously, we can find k > 0 such that
v˜(Y, g)≪ (1 + |Y |)kσT\G(g)
k
for all Y ∈ A+min and all g ∈ G(F ). Using 1.2.2, 1.2.3 and 1.2.4, it follows that there exists
ǫ > 0 such that we have ∣∣JY,T (f)− JY,T,N−b(f)∣∣≪ Nk−bǫ
for all N > 2 and all Y ∈ A+min satisfying the inequality 10.10.4 of Proposition 10.10.1.
Hence, combining this inequality with Proposition 10.10.1, we see that if we choose b large
enough we have
∣∣JY,T (f)− JLieN,T (f)∣∣≪ N−1(10.11.1)
for all N > 2 and all Y ∈ A+min that satisfies the inequalities 10.10.3 and 10.10.4 of Proposi-
tion 10.10.1. Arthur has computed the functions Y ∈ A+min 7→ v˜(Y, g) (cf. [A1], p.46). More
precisely, the result is the following: for every g ∈ G(F ) the function Y ∈ A+min 7→ v˜(Y, g)
for Y in a certain lattice R is a sum of functions of the form qζ(Y, g)eζ(Y ) where qζ(., g) is
a polynomial in Y and ζ ∈ Hom(R, 2iπR/2iπZ). Such functions are linearly independent,
and it follows from 10.11.1 that we have
lim
N→∞
JLieN,T (f) =
∫
t(F )′
DG(X)1/2
∫
T (F )\G(F )
f̂(g−1Xg)q0(0, g)dgdX(10.11.2)
Moreover, by [A1] (6.6), we have
q0(0, g) = (−1)
aMT ν(T )−1
∑
Q∈F(MT )
c′Qv
Q
MT
(g)
where the c′Q are certain constant with c
′
G = 1 and the functions v
Q
MT
(g) are the one intro-
duced in Section 1.10 (recall that we fixed a maximal compact subgroup K that is special
in the p-adic case). We remind the reader that the factor ν(T ) is the quotient between the
Haar measure we fixed on T (F ) (i.e. the autodual one) and another natural Haar measure
on T (F ) (cf. Section 1.6). It is present in the formula above because we are using differ-
ent normalizations of measures than the one used by Arthur in [A1]. By definition of the
weighted orbital integrals JQMT (X, .), 10.11.2 becomes
lim
N→∞
JLieN,T (f) = (−1)
aMT ν(T )−1
∑
Q∈F(MT )
c′Q
∫
t(F )′
DG(X)1/2JQMT (X, f̂)dX
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Since f̂ is strongly cuspidal, by Lemma 5.2.1(i) we have JQMT (X, f̂) = 0 for all X ∈ treg(F )
and all Q ∈ F(MT ) such that Q 6= G. So finally we obtain
lim
N→∞
JLieN,T (f) = (−1)
aMT ν(T )−1
∫
t(F )′
DG(X)1/2JGMT (X, f̂)dX
=
∫
t(F )′
DG(X)1/2θf̂ (X)dX
Summing this last equality over T ∈ T (G), we obtain, by 10.9.7 and 10.9.4,
JLie(f) =
∑
T∈T (G)
|W (G, T )|−1
∫
t(F )′
DG(X)1/2θf̂ (X)dX
=
∫
Γ(Σ)
DG(X)1/2θf̂ (X)dX
But, by Proposition 5.6.1(i) we have θf̂ = θ̂f . This ends the proof of Theorem 10.8.1. 
11 Geometric expansions and a formula for the multi-
plicity
This is the last chapter on the proof of the local simple trace formulas for GGP triples. More
precisely, we will establish geometric expansions for the distributions J (Theorem 11.4.1) and
JLie (Theorem 11.4.3) as well as a certain integral formula for the multiplicitym(π) (Theorem
11.4.2) when the representation π is tempered. These three results will be proved together
in a common inductive proof which is scattered over Sections 11.5 to 11.9. On the other
hand, Sections 11.1, 11.2 and 11.3 contains preliminary material for the statement of the
main theorems (and their proof). In more details, in Section 11.1 we introduce some spaces
of semi-simple conjugacy classes which are then used in Section 11.2 to define certain linear
forms mgeom(.) and m
Lie
geom(.) on spaces of quasi-characters for the group G(F ) and its Lie
algebra respectively. These linear forms are the main ingredients in the formulation of the
three theorems of Section 11.4. Finally, in Section 11.3 we record a result pertaining to the
compatibility of the linear form mgeom(.) with parabolic induction.
11.1 Some spaces of conjugacy classes
In this section, we introduce certain spaces of semi-simple conjugacy classes in G(F ), Gx(F )
(for x ∈ Hss(F )) and g(F ) to be denoted Γ(G,H), Γ(Gx, Hx) and ΓLie(G,H) respectively.
These will be needed in the next section to define certain continuous linear forms on the
spaces of quasi-characters QC(G(F )) and SQC(g(F )) which are in turn the main ingredients
entering in the statement of the geometric expansions of J(f) and JLie(f) as well as the
formula for the multiplicity m(π) (see Section 11.4).
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Let x ∈ Hss(F ). We first give an explicit description of the triple (Gx, Hx, ξx) where ξx =
ξ|Hx(F ). Up to conjugation, we may assume that x ∈ U(W )ss(F ). Denote by W
′
x and V
′
x the
kernel of 1 − x in W and V respectively and by W ′′x the image of 1 − x. We then have the
orthogonal decompositions W = W ′x ⊕
⊥ W ′′x and V = V
′
x ⊕
⊥ W ′′x . Set H
′
x = U(W
′
x) ⋉ Nx
(where Nx is the centralizer of x in N), G
′
x = U(W
′
x) × U(V
′
x), H
′′
x = U(W
′′
x )x and G
′′
x =
U(W ′′x )x × U(W
′′
x )x. We have natural decompositions
U(V )x = U(V
′
x)× U(W
′′
x )x, U(W )x = U(W
′
x)× U(W
′′
x )x and Hx = U(W )x ⋉Nx
Moreover, we easily check that U(W ′′x )x commutes with Nx. Hence, we also have natural
decompositions
Gx = G
′
x ×G
′′
x and Hx = H
′
x ×H
′′
x(11.1.1)
the inclusions Hx ⊂ Gx being the product of the two inclusions H ′x ⊂ G
′
x and H
′′
x ⊂ G
′′
x. It
is clear that ξx is trivial on H
′′
x , so that we get a decomposition
(Gx, Hx, ξx) = (G
′
x, H
′
x, ξ
′
x)× (G
′′
x, H
′′
x , 1)
where ξ′x = ξ|H′x and the product of triples is obviously defined. Note that the triple
(G′x, H
′
x, ξ
′
x) coincides with the GGP triple associated to the admissible pair (V
′
x,W
′
x). The
second triple (G′′x, H
′′
x , 1) is also of a particular shape: the group G
′′
x is the product of two
copies of H ′′x and the inclusion H
′′
x ⊂ G
′′
x is the diagonal one. We shall call such a triple
an Arthur triple. Finally, note that although we have assumed x ∈ U(W )ss(F ), there is
a decomposition similar to 11.1.1 for any x ∈ Hss(F ) (just conjugated x inside H(F ) to
an element in U(W )ss(F )) and that if x, y ∈ Hss(F ) are H(F )-conjugate there are natural
isomorphisms of triples
(G′x, H
′
x, ξ
′
x) ≃ (G
′
y, H
′
y, ξ
′
y) and (G
′′
x, H
′′
x , 1) ≃ (G
′′
y , H
′′
y , 1)
well-defined up to inner automorphisms (by H ′x(F ) and H
′′
x(F ) respectively).
Let x ∈ Hss(F ). As in Section 1.7, we denote by Γ(H), Γ(Hx), Γ(G) and Γ(Gx) the sets of
semi-simple conjugacy classes in H(F ), Hx(F ), G(F ) and Gx(F ) respectively and we equip
them with topologies. Then, we have the following
(11.1.2) The natural maps Γ(Hx) → Γ(Gx) and Γ(H) → Γ(G) are closed embeddings.
Moreover, if Ωx ⊆ Gx(F ) is a sufficiently small G-good open neighborhood of x (see
Section 3.2 for this notion), the following diagram (where we identify Ωx with its image
in Γ(Gx)) is Cartesian
Γ(Hx) ∩ Ωx

// Ωx

Γ(H) // Γ(G)
.
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Indeed, we see easily using the above descriptions of both Hx and Gx that the two maps
Γ(Hx) → Γ(Gx) and Γ(H) → Γ(G) are injective. Since these maps are continuous and
proper (see §1.7) and Γ(Hx), Γ(Gx), Γ(H), Γ(G) are all Hausdorff and locally compact, it
follows that Γ(Hx) → Γ(Gx) and Γ(H) → Γ(G) are closed embeddings. Let Ωx ⊆ Gx(F )
be a G-good open neighborhood of x. We show now that the above diagram is Cartesian
provided Ωx is sufficiently small. This amounts to proving that if y ∈ Ωx,ss is G(F )-conjugate
to an element of H(F ) then y is Gx(F )-conjugate to an element of Hx(F ). Let y be such
an element and let us fix Ω′x ⊆ Gx(F ) another G-good open neighborhood of x. In what
follows, we will assume (as we may) that Ωx ⊆ Ω′x. Since Gx = ZG(x) (because Gder is
simply-connected), by definition of a G-good open subset it suffices to show that if Ωx is
sufficiently small then y is G(F )-conjugate to an element in Hx(F ) ∩ Ω′x. We easily check
that Hx(F )∩Ω′x is a H-good open neighborhood of x. Hence, the map Γ(Hx)∩Ω
′
x → Γ(H)
is injective and has open image. Similarly, the map Γ(Gx)∩Ωx → Γ(G) is injective and has
open image. Moreover, as Ωx runs through the G-good open neighborhoods of x the subsets
Γ(Gx) ∩Ωx form a basis of open neighborhoods of x in Γ(G). Hence, since Γ(H)→ Γ(G) is
a closed embedding, the subsets Γ(H)∩ (Γ(Gx) ∩ Ωx), as Ωx runs through the G-good open
neighborhoods of x, form a basis of open neighborhoods of x in Γ(H). It follows that for Ωx
sufficiently small we have Γ(H) ∩ (Γ(Gx) ∩ Ωx) ⊆ Γ(Hx) ∩ Ω′x and this implies the claim.
We now define a subset Γ(G,H) of Γ(H) as follows: x ∈ Γ(G,H) if and only if H ′′x is an
anisotropic torus (and hence G′′x also). By 11.1.2, we may also see Γ(G,H) as a subset of
Γ(G). Notice that Γ(G,H) is a subset of Γell(G) that contains 1. We now equip Γ(G,H)
with a topology, which is finer than the one induced from Γ(G), and a measure. For this, we
need to give a more concrete description of Γ(G,H). Consider the following set T of subtori
of U(W ): T ∈ T if and only if there exists a non-degenerate subspace W ′′ ⊂ W (possibly
W ′′ = 0) such that T is a maximal elliptic subtorus of U(W ′′). For such a torus T , let us
denote by T♮ the open Zariski subset of elements t ∈ T which are regular in U(W ′′) acting
without the eigenvalue 1 on W ′′. Then, Γ(G,H) is the set of conjugacy classes that meet⋃
T∈T
T♮(F )
Indeed, for all x ∈ Γ(G,H) (identified with one of its representatives in U(W )ss(F )), we
have H ′′x ∈ T and x ∈ (H
′′
x)♮(F ) whereas on the other hand if x ∈ T♮(F ) for some T ∈ T ,
then H ′′x = T . For T ∈ T , the non-degenerate subspace W
′′ ⊂ W such that T is a maximal
torus of U(W ′′) is unique (since we have W ′′ = W ′′x for all x ∈ T♮(F )) and we shall denote
it by W ′′T . We will also set W (T ) for the Weyl group W (U(W
′′
T ), T ). Let us now fix a set
of representatives T for the U(W )(F )-conjugacy classes in T . Then, we have a natural
bijection
Γ(G,H) ≃
⊔
T∈T
T♮(F )/W (T )(11.1.3)
Indeed, the map that associates to an element of the right hand side its conjugacy class is a
surjection onto Γ(G,H). That this map is injective is an easy application of Witt’s theorem.
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Now, the right hand side of 11.1.3 has a natural topology and we transfer it to Γ(G,H).
Moreover, we equip Γ(G,H) with the unique regular Borel measure such that∫
Γ(G,H)
ϕ(x)dx =
∑
T∈T
|W (T )|−1ν(T )
∫
T (F )
ϕ(t)dt
for all ϕ ∈ Cc(Γ(G,H)). Recall that ν(T ) is the only positive factor such that the total mass
of T (F ) for the measure ν(T )dt is one. Note that 1 is an atom for this measure whose mass
is equal to 1 (this corresponds to the contribution of the trivial torus in the formula above).
More generally, for all x ∈ Hss(F ) we may construct a subset Γ(Gx, Hx) of Γ(Gx) which is
equipped with its own topology and measure as follows. By 11.1.1, we have a decomposi-
tion Γ(Gx) = Γ(G
′
x) × Γ(G
′′
x). Since the triple (G
′
x, H
′
x, ξx) is a GGP triple, the previous
construction provides us with a space Γ(G′x, H
′
x) of semi-simple conjugacy classes in G
′
x(F ).
On the other hand, we define Γ(G′′x, H
′′
x) to be the image of Γani(H
′′
x) (the set of anisotropic
conjugacy classes in H ′′x(F ), cf. Section 1.7) by the natural inclusion Γ(H
′′
x) ⊂ Γ(G
′′
x). In
Section 1.7, we already equipped Γ(G′′x, H
′′
x) = Γani(H
′′
x) with a topology and a measure. We
now set
Γ(Gx, Hx) = Γ(G
′
x, H
′
x)× Γ(G
′′
x, H
′′
x)
and we equip this set with the product of the topologies and the measures defined on
Γ(G′x, H
′
x) and Γ(G
′′
x, H
′′
x). Note that Γ(Gx, Hx) = ∅ unless x ∈ G(F )ell (because other-
wise Γani(H
′′
x) = ∅). The following lemma establish a link between Γ(Gx, Hx) and Γ(G,H):
Lemma 11.1.1 Let Ωx ⊆ Gx(F ) be a G-good open neighborhood of x and set Ω = ΩGx . Then,
if Ωx is sufficiently small, the restriction of the natural map Γ(Gx)→ Γ(G) to Ωx∩Γ(Gx, Hx)
induces an isomorphism of topological spaces
Ωx ∩ Γ(Gx, Hx) ≃ Ω ∩ Γ(G,H)
preserving measures.
Proof: First, note that the restriction of the natural map Γ(Gx)→ Γ(G) to Ωx ∩ Γ(Gx, Hx)
is injective by definition of a G-good open subset. As a first step towards the proof of the
lemma, we show the following
(11.1.4) If Ωx is sufficiently small, the image of Ωx ∩ Γ(Gx, Hx) in Γ(G) is Ω ∩ Γ(G,H).
By 11.1.2, if Ωx is sufficiently small, every conjugacy class in Ω∩Γ(G,H) has a representative
in Ωx∩Hx,ss(F ). Moreover, every conjugacy class in Ωx∩Γ(Gx, Hx) also have a representative
in Ωx ∩Hx,ss(F ). Let y ∈ Ωx ∩Hx,ss(F ). We need only prove that the G(F )-conjugacy class
of y belongs to Γ(G,H) if and only if the Gx(F )-conjugacy class of y belongs to Γ(Gx, Hx).
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Let y′ ∈ H ′x(F ) and y
′′ ∈ H ′′x(F ) for the components of y relative to the decomposition
Hx = H
′
x ×H
′′
x . Since Ωx is a G-good open neighborhood of x, we have
Gy = (Gx)y = (G
′
x)y′ × (G
′′
x)y′′
Moreover, we have the decomposition
(G′x)y = (G
′
x)
′
y′ × (G
′
x)
′′
y′
and it follows that
Gy = (G
′
x)y′ ×
[
(G′x)
′′
y′ × (G
′′
x)y′′
]
We easily check that this corresponds to the decomposition Gy = G
′
y ×G
′′
y, that is
G′y = (G
′
x)
′
y′ and G
′′
y = (G
′
x)
′′
y′ × (G
′′
x)y′′
By definition, y belongs to Γ(G,H) if and only if G′′y is an anisotropic torus whereas y belongs
to Γ(Gx, Hx) if and only if both (G
′
x)
′′
y′ and (G
′′
x)y′′ are anisotropic tori. By the last equality
above, these two conditions are equivalent. This ends the proof of 11.1.4.
To finish the proof of the lemma, it only remains to show that the induced map
Ωx ∩ Γ(Gx, Hx)→ Ω ∩ Γ(G,H)
is locally a topological isomorphism that preserves measures. Let y ∈ Ωx ∩ Γ(Gx, Hx) and
identify it with one of its representative in Hx,ss(F ). Set T = G
′′
y. We introduce as before
the components y′ and y′′ of y relative to the decomposition Hx = H ′x ×H
′′
x . Then, T is an
anisotropic torus and we have a decomposition
T = T ′ × T ′′
where T ′ = (G′x)
′′
y′ and T
′′ = (G′′x)y′′ . We have Γ(Gx, Hx) = Γ(G
′
x, H
′
x) × Γ(G
′′
x, H
′′
x). By
definition of the topological structures and measures on both Γ(G′x, H
′
x) and Γ(G
′′
x, H
′′
x), the
two maps
t ∈ T ′(F ) 7→ ty′ ∈ Γ(G′x, H
′
x)
t ∈ T ′′(F ) 7→ ty′′ ∈ Γ(G′′x, H
′′
x)
are locally near 1 topological isomorphisms that preserve measures (where we equip T ′(F )
and T ′′(F ) with the unique Haar measures of total mass 1). Hence, the map
t ∈ T (F ) 7→ ty ∈ Γ(Gx, Hx)
is also locally near 1 ∈ T (F ) a topological isomorphism that preserves measures (again
equipping T (F ) with the Haar measure of total mass 1). On the other hand, by definition
of the topology and the measure on Γ(G,H), the map
t ∈ T (F ) 7→ ty ∈ Γ(G,H)
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has exactly the same property. Hence the map
Ωx ∩ Γ(Gx, Hx)→ Ω ∩ Γ(G,H)
is locally near y a topological isomorphism that preserves measures. This ends the proof of
the lemma.
We also define a subset ΓLie(G,H) of Γ(g), again equipped with a topology and a measure,
as follows. For all X ∈ u(W )ss(F ), we have decompositions
GX = G
′
X ×G
′′
X , HX = H
′
X ×H
′′
X(11.1.5)
where this time
G′X = U(W
′
X)×U(V
′
X), G
′′
X = U(W
′′
X)X ×U(W
′′
X)X , H
′
X = U(W
′
X)⋉NX H
′′
X = U(W
′′
X)X
for W ′X , V
′
X the kernels of X acting on W and V respectively, W
′′
X the image of X in W
and NX the centralizer of X in N . Again, the decompositions 11.1.5 still hold for every
X ∈ hss(F ) and they depend on the choice of representative in the conjugacy class of X
only up to an inner automorphism. We now define ΓLie(G,H) to be the set of semi-simple
conjugacy classes X ∈ Γ(h) such that H ′′X is an anisotropic torus. The obvious analog of
11.1.2 for the Lie algebra allows us to identify ΓLie(G,H) with a subset of Γ(g). Notice that
ΓLie(G,H) is a subset of Γell(g) that contains 0. Moreover, fixing a set of tori T as before,
we have a natural identification
ΓLie(G,H) =
⊔
T∈T
t♮(F )/W (T )(11.1.6)
where for T ∈ T , t♮ denotes the Zariski open subset consisting of elements X ∈ t that are
regular in u(W ′′T ) and acting without the eigenvalue 0 on W
′′
T . By the identification 11.1.6,
ΓLie(G,H) inherits a natural topology. Moreover, we equip ΓLie(G,H) with the unique
regular Borel measure such that∫
ΓLie(G,H)
ϕ(X)dX =
∑
T∈T
|W (T )|−1ν(T )
∫
t(F )
ϕ(X)dX
for all ϕ ∈ Cc(Γ
Lie(G,H)). Note that 0 is an atom for this measure whose associated mass
is 1. The following lemma establish a link between ΓLie(G,H) and Γ(G,H):
Lemma 11.1.2 Let ω ⊆ g(F ) be a G-excellent open neighborhood of 0 (see Section 3.3
for this notion) and set Ω = exp(ω). Then, the exponential map induces a topological
isomorphism
ω ∩ ΓLie(G,H) ≃ Ω ∩ Γ(G,H)
preserving measures.
262
Proof: Since ω ⊆ g(F ) is a G-excellent open subset, the exponential map induces a bijection
ω ∩ Γ(g) ≃ Ω ∩ Γ(G)
Moreover, this bijection restricts to a bijection between ω∩ΓLie(G,H) and Ω∩Γ(G,H) since
for X ∈ ω ∩ Γ(h) we have G′′X = G
′′
eX . To finish the proof of the lemma, it only remains
to show that this bijection is locally a topological isomorphism that preserves measure. Let
X ∈ ω ∩ ΓLie(G,H) and set T = G′′X . We have the following commutative diagram
Y ∈ t(F )
exp

✤ // Y +X ∈ ω ∩ ΓLie(G,H)
exp

t ∈ T (F ) ✤ // teX ∈ Ω ∩ Γ(G,H)
where the maps at the top and on the left are locally near 0 topological isomorphisms that
preserve measures and the map at the bottom is locally near 1 a topological isomorphism
that preserves measures. This shows that the map on the right is locally near X a topological
isomorphism that preserves measure. This ends the proof of the lemma. 
11.2 The linear forms mgeom and m
Lie
geom
In this section, we define continuous linear forms mgeom and m
Lie
geom on QC(G(F )) and
SQC(g(F )) respectively. These linear forms are the main ingredients in the formulation
of the three theorems of Section 11.4. They will be precisely defined in the proposition
below but first we need to introduce some determinant functions. We keep the notation
introduced in the previous section. First, we set
∆(x) = DG(x)DH(x)−2
for all x ∈ Hss(F ) where we recall that DG(x) = |det(1−Ad(x))|g/gx | and D
H(x) = |det(1−
Ad(x))|h/hx | (see Section 1.1). Then, we easily check that
∆(x) =
∣∣NE/F (det(1− x)|W ′′x )∣∣(11.2.1)
for all x ∈ Hss(F ). Similarly, we define
∆(X) = DG(X)DH(X)−2
for all X ∈ hss(F ) and we have the equality
∆(X) =
∣∣NE/F (det(X|W ′′X))∣∣(11.2.2)
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for all X ∈ hss(F ). Let ω ⊆ g(F ) be a G-excellent open neighborhood of 0. Then, we easily
check that ω ∩ h(F ) is a H-excellent open neighborhood of 0 (cf. the remark at the end of
Section 3.3). We may thus set
jHG (X) = j
H(X)2jG(X)−1
for all X ∈ ω ∩ h(F ). By 3.3.1, we have
jHG (X) = ∆(X)∆(e
X)−1(11.2.3)
for all X ∈ ω ∩ hss(F ). Note that jHG is a smooth, positive and H(F )-invariant function
on ω ∩ h(F ). It actually extends (not uniquely although) to a smooth, positive and G(F )-
invariant function on ω. This can be seen as follows. We can embed the groups H1 = U(W )
and H2 = U(V ) into GGP triples (G1, H1, ξ1) and (G2, H2, ξ2). Then the function X =
(XW , XV ) ∈ ω 7→ j
H1
G1
(XW )
1/2jH2G2 (XV )
1/2 is easily seen to be such an extension (using for
example the equality 11.2.3 above). We will always assume that such an extension has been
chosen and we will still denote it by jHG .
Let x ∈ Hss(F ). Then, we define
∆x(y) = D
Gx(y)DHx(y)−2
for all y ∈ Hx,ss(F ). On the other hand, since the triple (G′x, H
′
x, ξ
′
x) is a GGP triple, the
previous construction yields a function ∆G
′
x on H ′x,ss(F ). We easily check that
∆x(y) = ∆
G′x(y′)(11.2.4)
for all y = (y′, y′′) ∈ Hx,ss(F ) = H ′x,ss(F )×H
′′
x,ss(F ).
Let Ωx ⊆ Gx(F ) be a G-good open neighborhood of x. Then, it is easy to see that Ωx ∩
H(F ) ⊆ Hx(F ) is a H-good open neighborhood of x (cf. the remark at the end of Section
3.2). This allow us to set
ηHG,x(y) = η
H
x (y)
2ηGx (y)
−1
for all y ∈ Ωx ∩H(F ). By 3.2.4, we have
ηHG,x(y) = ∆x(y)∆(y)
−1(11.2.5)
for all y ∈ Ωx ∩Hss(F ). Note that ηHG,x is a smooth, positive and Hx(F )-invariant function
on Ωx∩H(F ). It actually extends (not uniquely although) to a smooth, positive and Gx(F )-
invariant function on Ωx. We will always still denote by η
H
G,x such an extension.
The definitions of the distributions mgeom and m
Lie
geom are contained in the following proposi-
tion:
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Proposition 11.2.1 (i) Let θ ∈ QC(G(F )). Then, for all s ∈ C such that Re(s) > 0 the
integral ∫
Γ(G,H)
DG(x)1/2cθ(x)∆(x)
s−1/2dx
is absolutely convergent and the limit
mgeom(θ) := lim
s→0+
∫
Γ(G,H)
DG(x)1/2cθ(x)∆(x)
s−1/2dx
exists. Similarly, for all x ∈ Hss(F ) and for all θx ∈ QC(Gx(F )), the integral∫
Γ(Gx,Hx)
DGx(y)1/2cθx(y)∆x(y)
s−1/2dy
is absolutely convergent for all s ∈ C such that Re(s) > 0 and the limit
mx,geom(θx) := lim
s→0+
∫
Γ(Gx,Hx)
DGx(y)1/2cθx(y)∆x(y)
s−1/2dy
exists. Moreover, mgeom is a continuous linear form on QC(G(F )) and for all x ∈
Hss(F ), mx,geom is a continuous linear form on QC(Gx(F )).
(ii) Let x ∈ Hss(F ) and let Ωx ⊆ Gx(F ) be a G-good open neighborhood of x and set
Ω = ΩGx . Then, if Ωx is sufficiently small, we have
mgeom(θ) = mx,geom((η
H
G,x)
1/2θx,Ωx)
for all θ ∈ QCc(Ω).
(iii) Let θ ∈ QCc(g(F )). Then, for all s ∈ C such that Re(s) > 0 the integral∫
ΓLie(G,H)
DG(X)1/2cθ(X)∆(X)
s−1/2dX
is absolutely convergent and the limit
mLiegeom(θ) := lim
s→0+
∫
ΓLie(G,H)
DG(X)1/2cθ(X)∆(X)
s−1/2dX
exists. Moreover, mLiegeom is a continuous linear form on QCc(g(F )) that extends con-
tinuously to SQC(g(F )) and we have
mLiegeom(θλ) = |λ|
δ(G)/2mLiegeom(θ)
for all θ ∈ SQC(g(F )) and all λ ∈ F× (recall that θλ(X) = θ(λ−1X) for all X ∈
greg(F )).
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(iv) Let ω ⊆ g(F ) be a G-excellent open neighborhood of 0 and set Ω = exp(ω). Then, we
have
mgeom(θ) = m
Lie
geom((j
H
G )
1/2θω)
for all θ ∈ QCc(Ω).
Remark: By Proposition 4.5.1 1.(i), in the integral defining mgeom(θ) above only the conju-
gacy classes x ∈ Γ(G,H) such that Gx is quasi-split contribute. This means that we could
have replaced Γ(G,H) by the, usually smaller, set Γqd(G,H, ξ) consisting of conjugacy classes
x ∈ Γ(G,H) such that Gx is quasi-split. Of course, a similar remark applies to mx,geom(θx)
and mLiegeom(θ).
Proof:
(i) We first show the following
(11.2.6) For all θ ∈ QC(G(F )) and all s ∈ C such that Re(s) > 0, the integral
mgeom,s(θ) :=
∫
Γ(G,H)
DG(x)1/2cθ(x)∆(x)
s−1/2dx
is absolutely convergent. Moreover, mgeom,s defines a continuous linear form on
QC(G(F )) (for all Re(s) > 0).
Indeed, since Γ(G,H) is compact modulo conjugation and the function (DG)1/2cθ is
locally bounded by a continuous semi-norm on QC(G(F )) for all θ ∈ QC(G(F )) (see
Proposition 4.5.1), it is sufficient to show that the integral∫
Γ(G,H)
∆(x)s−1/2dx
is absolutely convergent for Re(s) > 0. By definition of the measure on Γ(G,H) and
11.2.1, this is a straightforward application of Lemma B.1.2(i). Similarly, we prove that
(11.2.7) For all x ∈ Hss(F ), all θx ∈ QC(Gx(F )) and all s ∈ C such that Re(s) > 0,
the integral
mx,geom,s(θx) :=
∫
Γ(Gx,Hx)
DGx(y)1/2cθx(y)∆x(y)
s−1/2dy
is absolutely convergent. Moreover, mx,geom,s defines a continuous linear form on
QC(Gx(F )) (for all Re(s) > 0).
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Assume for a moment that the limits
mgeom(θ) = lim
s→0+
mgeom,s(θ)(11.2.8)
and
mx,geom(θx) = lim
s→0+
mx,geom,s(θx)(11.2.9)
exist for all θ ∈ QC(G(F )), all x ∈ Hss(F ) and all θx ∈ QC(Gx(F )). Then, by the
uniform boundedness principle (cf. Appendix A.1), mgeom andmgeom,x (x ∈ Hss(F )) will
automatically be continuous linear forms on QC(G(F )) and QC(Gx(F )) respectively.
Hence, it only remains to show that the limits 11.2.8 and 11.2.9 always exist. We prove
this by induction on dim(G) i.e. we assume that the result holds for every GGP triple
(G′, H ′, ξ′) with dim(G′) < dim(G) (the result is trivial when dim(G) = 1) an we will
show that it holds for (G,H, ξ). We first show the following
(11.2.10) Let x ∈ Hss(F ) and assume that x 6= 1. Then the limit 11.2.9 exists for all
θx ∈ QC(Gx(F )).
SinceGx = G
′
x×G
′′
x, by Proposition 4.4.1(v) we haveQC(Gx(F )) = QC(G
′
x(F ))⊗̂pQC(G
′′
x(F )).
By A.5.3, it thus suffices to show that the limit 11.2.9 exists for every quasi-character
θx of the form θx = θ
′
x ⊗ θ
′′
x where θ
′
x ∈ QC(G
′
x(F )) and θ
′′
x ∈ QC(G
′′
x(F )). Fix such a
quasi-character. Since Γ(Gx, Hx) = Γ(G
′
x, H
′
x)× Γ(G
′′
x, H
′′
x), using 11.2.4 we have
mx,geom,s(θx) =
∫
Γ(G′x,H
′
x)
DG
′
x(y)1/2cθ′x(y)∆
G′x(y)s−1/2dy ×
∫
Γ(G′′x ,H
′′
x )
DG
′′
x(y)1/2cθ′′x(y)dy
for all s ∈ C such that Re(s) > 0. Recall that the triple (G′x, H
′
x, ξ
′
x) is a GGP triple.
For Re(s) > 0, let us denote by m
G′x
geom,s the distribution on QC(G′x(F )) defined the
same way asmgeom,s but for this GGP triple instead of (G,H, ξ). Then, the first integral
above is equal to m
G′x
geom,s(θ′x). Since dim(G
′
x) < dim(G), the induction hypothesis tells
us that m
G′x
geom,s(θ′x) has a limit as s→ 0
+ and this ends the proof of 11.2.10.
We are now left with proving that the limit 11.2.8 exists for all θ ∈ QC(G(F )). First,
from Lemma 11.1.1 we deduce that
(11.2.11) Let x ∈ Hss(F ), Ωx ⊆ Gx(F ) be a G-good open neighborhood of x and set
Ω = ΩGx . Then, if Ωx is sufficiently small, we have the equality
mgeom,s(θ) = mx,geom,s((η
H
x,G)
1/2−sθx,Ωx)
for all θ ∈ QCc(Ω) and all s ∈ C such that Re(s) > 0.
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Indeed, let θ ∈ QCc(Ω), by Lemma 11.1.1 we have
mgeom,s(θ) =
∫
Ω∩Γ(G,H)
DG(y)1/2cθ(y)∆(y)
s−1/2dy
=
∫
Ωx∩Γ(Gx,Hx)
DG(y)1/2cθ(y)∆(y)
s−1/2dy
for all s ∈ C such that Re(s) > 0. For all y ∈ Ωx∩Γ(Gx, Hx), we have DG(y)1/2cθ(y) =
DGx(y)1/2cθx,Ωx (y) (Proposition 4.5.1.1(iv)) and by 11.2.5 we also have ∆(y) = η
H
x,G(y)
−1∆x(y).
The equality 11.2.11 follows.
We now prove
(11.2.12) Let θ ∈ QC(G(F )) and assume that 1 /∈ Supp(θ). Then, the limit 11.2.8
exists.
Indeed, since Γ(G,H) is a subset of Γ(H) which is compact modulo conjugation, by an
invariant partition of unity process (Proposition 3.1.1(ii)), we are immediately reduced
to proving 11.2.12 for θ ∈ QCc(Ω) where Ω is of the form Ω = ΩGx for some x ∈ Hss(F )
different from 1 and some Ωx ⊆ Gx(F ) a G-good open neighborhood of x that we can
take as small as we want. In particular by 11.2.11, if we take Ωx sufficiently small, we
have
mgeom,s(θ) = mx,geom,s((η
H
x,G)
1/2−sθx,Ωx)
for all Re(s) > 0. By 11.2.10, we know that the continuous linear forms mx,geom,s
converge point-wise to a continuous linear form mx,geom on QC(Gx(F )) as s → 0.
By the uniform boundedness principle, it implies that mx,geom,s converges uniformly
on compact subsets of QC(Gx(F )). In particular, if we can show that the function
s 7→ (ηHx,G)
1/2−sθx,Ωx has a limit in QC(Gx(F )) as s → 0, then we will be done by
the above equality. Clearly, (ηHx,G)
1/2−s converges to (ηHx,G)
1/2 in C∞(Ωx)Gx . Hence, by
Proposition 4.4.1(iv), we have
lim
s→0+
(ηHx,G)
1/2−sθx,Ωx = (η
H
x,G)
1/2θx,Ωx
in QCc(Ωx) and so also in QC(Gx(F )). This ends the proof of 11.2.12.
Let ω ⊆ g(F ) be a G-excellent open neighborhood of 0 and set Ω = exp(ω). By
11.2.12, and since there exists ϕ ∈ C∞(G(F ))G such that Supp(ϕ) ⊆ Ω and ϕ = 1 in
a neighborhood of 1, we are left with proving
(11.2.13) The limit 11.2.8 exists for all θ ∈ QCc(Ω)
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As a first step towards the proof of 11.2.13, we claim the following
(11.2.14) For all θ ∈ QCc(g(F )) and all s ∈ C such that Re(s) > 0, the integral
mLiegeom,s(θ) =
∫
ΓLie(G,H)
DG(X)1/2cθ(X)∆(X)
s−1/2dX
converges absolutely. Moreover, mLiegeom,s defines, for Re(s) > 0, a continuous linear
form on QCc(g(F )), and we have
mgeom,s(θ) = m
Lie
geom,s((j
H
G )
1/2−sθω)
for all θ ∈ QCc(Ω) and all s ∈ C such that Re(s) > 0.
Indeed, the first part of the claim can be proved in a way similar to 11.2.6 using Lemma
B.1.2(ii) whereas the second part of the claim is proved as 11.2.11 using Lemma 11.1.2
instead of Lemma 11.1.1.
Using again the uniform boundedness principle (cf. Appendix A.1), if the limit
mLiegeom(θ) := lim
s→0+
mLiegeom,s(θ)(11.2.15)
exists for all θ ∈ QCc(g(F )), then mLiegeom will automatically be a continuous linear
form on QCc(g(F )) and the linear forms m
Lie
geom,s will converge uniformly on compacta
to mLiegeom as s → 0
+. Hence, by 11.2.14, to prove 11.2.13 we only need to show the
existence of the limit 11.2.15 for all θ ∈ QCc(g(F )). As a first step, we show
(11.2.16) For all θ ∈ QCc(ω) such that 0 /∈ Supp(θ), the limit 11.2.15 exists.
Let L ⊆ ω be a closed invariant neighborhood of 0. Then, it suffices to show that the
limit 11.2.15 exists for all θ ∈ QCc(ω − L). By 11.2.14, we have
mLiegeom,s(θ) = mgeom,s((j
H
G ◦ exp)
s−1/2θΩ)
for all θ ∈ QCc(ω) and Re(s) > 0. Hence, it suffices to prove that the limit
lim
s→0+
mgeom,s((j
H
G ◦ exp)
s−1/2θ)(11.2.17)
exists for all θ ∈ QCc(Ω − e
L). Since eL is a closed invariant neighborhood of 1 in
G(F ), we already know, by 11.2.12, that the limit 11.2.8 exists for all θ ∈ QCc(Ω−eL).
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But, again by the uniform boundedness principle and Proposition 4.4.1(iv), it follows
that the linear forms mgeom,s converge uniformly on compact subsets of QCc(Ω−L) as
s→ 0+, hence the limit 11.2.17 exists for all θ ∈ QCc(Ω− eL).
We now extend slightly 11.2.16 and prove
(11.2.18) For all θ ∈ QCc(g(F )) such that 0 /∈ Supp(θ), the limit 11.2.15 exists.
Recall that for θ ∈ QC(g(F )) and λ ∈ F×, the quasi-character θλ is defined by θλ(X) =
θ(λ−1X), X ∈ greg(F ). Of course, if θ ∈ QCc(g(F )) is such that 0 /∈ Supp(θ) then
the quasi-character θλ has the same property for all λ ∈ F×. Moreover, if |λ| is
sufficiently small then θλ ∈ QCc(ω). Hence, 11.2.18 will follow from 11.2.16 once we
have established the following
(11.2.19) Denote by Mλ, λ ∈ F× the endomorphism of QCc(g(F )) given by Mλ(θ) =
|λ|−δ(G)/2θλ. There exists a positive integer d > 0 such that for all θ ∈ QCc(g(F ))
and all λ ∈ F×, we have
lim
s→0+
mLiegeom,s
[
(Mλ − 1)
dθ
]
= 0
Let d > 0 be an integer. For all X ∈ ΓLie(G,H), let us denote by dX the dimension of
the torus G′′X . By definition of the measure on Γ
Lie(G,H) and Proposition 4.5.1 2.(iv),
it is easy to see that
mLiegeom,s
[
(Mλ − 1)
dθ
]
=
∫
ΓLie(G,H)
(|λ|2sdX − 1)dDG(X)1/2cθ(X)∆(X)
s−1/2dX
for all θ ∈ QCc(g(F )), all λ ∈ F× and all Re(s) > 0. By this and the definition of the
measure on ΓLie(G,H), to establish 11.2.19 it is now sufficient to show the following
(11.2.20) For all T ∈ T there exists a positive integer d > 0 such that for all θ ∈
QCc(g(F )), we have
lim
s→0+
sd
∫
t(F )
DG(X)1/2cθ(X)∆(X)
s−1/2dX = 0
The point 11.2.20 is a straightforward consequence of Lemma B.1.2(ii) and of the fact
that for all θ ∈ QCc(g(F )) the function (DG)1/2cθ is locally bounded and compactly
supported modulo conjugation. This ends the proof of 11.2.19 and hence of 11.2.18.
We now again improve 11.2.18 slightly. More precisely, we prove
270
(11.2.21) Let θ ∈ QCc(g(F )) and assume that cθ,O(0) = 0 for all O ∈ Nilreg(g). Then,
the limit 11.2.15 exists.
Choose d so that 11.2.19 holds. Fix λ ∈ F× such that |λ| 6= 1. Let θ ∈ QCc(g(F )) and
assume that cθ,O(0) = 0 for all O ∈ Nilreg(g). Then, by Proposition 4.6.1(i) we may
find θ1 ∈ QCc(g(F )) and θ2 ∈ QCc(g(F )) such that θ = (Mλ − 1)dθ1 + θ2 and θ2 is
supported away from 0. We can now deduce 11.2.21 from 11.2.18 and 11.2.19.
If G is not quasi-split, then 11.2.21 already shows that the limit 11.2.15 always exists
(as in this case Nilreg(g) = ∅), ending the proof of (i). We assume henceforth that G is
quasi-split. Then, G has two regular nilpotent orbits O+,O− ∈ Nilreg(g) (this follows
from the description of regular nilpotent orbits of unitary groups given in Section 6.1).
Let ϕ ∈ C∞(g(F ))G be an invariant smooth function which is compactly supported
modulo conjugation and equals 1 in some neighborhood of 0. Set θ+ = ϕĵ(O+, .)
and θ− = ϕĵ(O−, .). These are compactly supported quasi-characters on g(F ) and by
11.2.21, it only remains to show that the two limits
lim
s→0+
mLiegeom,s(θ+) and lim
s→0+
mLiegeom,s(θ−)(11.2.22)
exist. The quasi-character ĵ(O+, .) + ĵ(O−, .) is parabolically induced from a maximal
torus of a Borel subgroup of G (cf. Chapter 3.4 for the notion of induction of quasi-
characters and more particularly 3.4.6 for the case at hand). Hence the support of
θ+ + θ− intersects Γell(G) only at the center of g(F ). It follows from 1.8.5 that the
support of θ+ + θ− intersects ΓLie(G,H) only at 0. Hence, we have
mLiegeom,s(θ+) +m
Lie
geom,s(θ−) = cθ+(0) + cθ−(0) = 1(11.2.23)
for all Re(s) > 0. On the other hand, let λ ∈ N(E×) − F× and d as in 11.2.19.
Then, multiplication by λ exchanges the two orbits O+ and O− (this follows from the
description of regular nilpotent orbits of unitary groups given in Section 6.1). It follows
that (Mλ−1)dθ+ coincides near 0 with a nonzero multiple of θ+−θ−. Hence, by 11.2.18
and 11.2.19, the limit
lim
s→0+
mLiegeom,s(θ+ − θ−)
exists. Combining this with 11.2.23, this shows that the two limits 11.2.22 exist and
this ends the proof of (i).
(ii) This follows from 11.2.11.
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(iii) We have already proved the first part during the proof of (i). For all T ∈ T , let us
introduce the distribution
mLie,Tgeom,s(θ) = |W (T )|
−1
∫
t(F )
DG(X)1/2cθ(X)∆(X)
s−1/2dX, θ ∈ QCc(g(F ))
for Re(s) > 0. Again using Lemma B.1.2(ii), this integral is absolutely convergent and
defines a continuous linear form on QCc(g(F )). Moreover, if we follow the proof of (i)
closely, then we see that it actually also works “torus by torus” so that the limit
lim
s→0+
mLie,Tgeom,s(θ)
exists for all θ ∈ QCc(g(F )) and all T ∈ T . Since, we have
mLiegeom,s(θλ) =
∑
T∈T
|λ|δ(G)/2+2s dim(T )mLie,Tgeom,s(θ)
for all θ ∈ QCc(g(F )), all λ ∈ F× and all Re(s) > 0, it now easily follows that
mLiegeom(θλ) = |λ|
δ(G)/2mLiegeom(θ)
for all θ ∈ QCc(g(F )) and all λ ∈ F×. The fact that mLiegeom extends continuously to
SQC(g(F )) now follows from Proposition 4.6.1(ii).
(iv) This follows from 11.2.14. 
11.3 Geometric multiplicity and parabolic induction
Let L be a Levi subgroup of G. Then, as in Section 7.4, we may decompose L as a product
L = LGL × G˜
where LGL is a product of general linear groups over E and G˜ belongs to a GGP triple
(G˜, H˜, ξ˜) which is well-defined up to G˜(F )-conjugation. In particular, Proposition 11.2.1
applied to this GGP triple provides us with a continuous linear form mG˜geom on QC(G˜(F )).
We define a continuous linear form mLgeom on QC(L(F )) = QC(L
GL(F ))⊗̂pQC(G˜(F )) by
setting
mLgeom(θ
GL ⊗ θ˜) = mG˜geom(θ˜)cθGL(1)
for all θGL ∈ QC(LGL(F )) and all θ˜ ∈ QC(G˜(F )). The next lemma is precisely [Beu1]
Lemme 17.2.1 in the p-adic case and moreover the proof of loc. cit. adapts verbatim to
the real case once we replace references of loc. cit. to Lemme 2.3 of [Wa4] by references to
Proposition 4.7.1(ii).
Lemma 11.3.1 Let θL ∈ QC(L(F )) and set θ = iGL (θ
L). Then, we have
mgeom(θ) = m
L
geom(θ
L)
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11.4 Statement of three theorems
Set
Jgeom(f) = mgeom(θf ), for all f ∈ Cscusp(G(F ))
mgeom(π) = mgeom(θπ), for all π ∈ Rtemp(G)
JLiegeom(f) = m
Lie
geom(θf ), for all f ∈ Sscusp(g(F ))
Recall that in Chapter 8 we have defined two continuous linear forms J(.) and JLie(.) on
Cscusp(G(F )) and Sscusp(G(F )) respectively. Recall also that in Section 6.3, we have defined
a multiplicity m(π) for all π ∈ Temp(G). The goal of the next 5 sections is to prove the
following three theorems.
Theorem 11.4.1 We have
J(f) = Jgeom(f)
for all f ∈ Cscusp(G(F )).
Theorem 11.4.2 We have
m(π) = mgeom(π)
for all π ∈ Temp(G).
Theorem 11.4.3 We have
JLie(f) = JLiegeom(f)
for all f ∈ Sscusp(g(F )).
The proof is by induction on dim(G) (the case dim(G) = 1 being obvious). Hence, until the
end of Section 11.9, we make the following induction hypothesis
(HYP) Theorem 11.4.1, Theorem 11.4.2 and Theorem 11.4.3 hold for all GGP triples
(G′, H ′, ξ′) such that dim(G′) < dim(G).
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11.5 Equivalence of Theorem 11.4.1 and Theorem 11.4.2
Recall that Rtemp(G) stands for the space of complex virtual tempered representations of
G(F ). In Section 2.7, we have defined the subspace Rind(G) of “properly induced” virtual
representations and also a set Xell(G) of virtual representations well-defined up to multipli-
cation by a scalar of module 1 (the set of elliptic representations).
Proposition 11.5.1 Assume the induction hypothesis (HYP). Then,
(i) Let π ∈ Rind(G). Then, we have
m(π) = mgeom(π)
(ii) For all f ∈ Cscusp(G(F )), we have the equality
J(f) = Jgeom(f) +
∑
π∈Xell(G)
D(π)θ̂f(π) (m(π)−mgeom(π))
the sum in the right hand side being absolutely convergent.
(iii) Theorem 11.4.1 and Theorem 11.4.2 are equivalent.
(iv) There exists a unique continuous linear form Jqc on QC(G(F )) such that
• J(f) = Jqc(θf ) for all f ∈ Cscusp(G(F ));
• Supp(Jqc) ⊆ G(F )ell.
Proof:
(i) Let π ∈ Rind(G). By linearity, we may assume that there exists a proper parabolic
subgroup Q = LUQ of G and a representation σ ∈ Temp(L) such that π = i
G
Q(σ).
Then, as in Section 7.4, we may decompose L as a product
L = LGL × G˜
where LGL is a product of general linear groups over E and G˜ belongs to a GGP triple
(G˜, H˜, ξ˜). We have accordingly a decomposition
σ = σGL ⊠ σ˜
of σ, where σGL ∈ Temp(LGL) and σ˜ ∈ Temp(G˜). By Corollary 7.6.1(i), we have
m(π) = m(σ˜)
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On the other hand, by 3.4.3 and Lemma 11.3.1, we have
mgeom(π) = m
G˜
geom(σ˜)cσGL(1)
Finally, by the induction hypothesis (HYP) applied to the GGP triple (G˜, H˜, ξ˜), we
have
m(σ˜) = mG˜geom(σ˜)
It only remains to see that cσGL(1) = 1. But this follows from Proposition 4.8.1(i), since
every tempered representation of a general linear group admits a Whittaker model (cf.
[Ze] Theorem 9.7).
(ii) Let f ∈ Cscusp(G(F )). The sum on the right hand side of the identity is absolutely
convergent by Lemma 5.4.2, Proposition 4.8.1(ii) and 2.7.2. By Theorem 9.1.1, we
have the equality
J(f) =
∫
X (G)
D(π)θ̂f(π)m(π)dπ(11.5.1)
=
∫
Xind(G)
D(π)θ̂f(π)m(π)dπ +
∑
π∈Xell(G)
D(π)θ̂f(π)m(π)
Since the (virtual) representations in Xind(G) are properly induced, by (i), we have
m(π) = mgeom(π)
for all π ∈ Xind(G). Hence, 11.5.1 becomes
J(f) =
∫
X (G)
D(π)θ̂f(π)mgeom(π)dπ +
∑
π∈Xell(G)
D(π)θ̂f(π) (m(π)−mgeom(π))
Finally, by Proposition 5.6.1(ii), we have the equality
Jgeom(f) =
∫
X (G)
D(π)θ̂f(π)mgeom(π)dπ
and (ii) follows.
(iii) It is obvious from (ii) that Theorem 11.4.2 implies Theorem 11.4.1. For the converse,
it suffices to use (i), Corollary 5.7.2(iv) and 2.7.1.
(iv) The unicity follows from Corollary 5.7.2(i). For the existence, it suffices to set
Jqc(θ) = mgeom(θ) +
∑
π∈Xell(G)
D(π) (m(π)−mgeom(π))
∫
Γell(G)
DG(x)θ(x)θπ(x)dx
for all θ ∈ QC(G(F )). That it defines a continuous linear form follows from Corollary
5.7.2(ii) and (iii), Proposition 4.8.1(ii) and 2.7.2. 
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11.6 Semi-simple descent and the support of Jqc −mgeom
Proposition 11.6.1 Assume the induction hypothesis (HYP). Let θ ∈ QC(G(F )) and
assume that 1 /∈ Supp(θ). Then, we have
Jqc(θ) = mgeom(θ)
Proof: Since Jqc and mgeom are both supported in Γell(G), by a partition of unity process, we
only need to prove the equality of the proposition for θ ∈ QCc(Ω) where Ω is a completely
G(F )-invariant open subset of G(F ) of the form ΩGx for some x ∈ G(F )ell, x 6= 1, and some
G-good open neighborhood Ωx ⊆ Gx(F ) of x. Moreover, we may take Ωx as small as we
want. In particular, we will assume that Ωx is relatively compact modulo conjugation.
Assume first that x is not conjugate to any element of Hss(F ). Then, since Γ(H) is closed
in Γ(G) (by 11.1.2), if Ωx is chosen sufficiently small, we would have Ω ∩ Γ(H) = ∅. In this
case, both sides of the equality are easily seen to be zero (for all θ ∈ QCc(Ω)).
Assume now that x is conjugate to some element of Hss(F ). We may as well assume that
x ∈ Hss(F ). Then, we have the decompositions
Gx = G
′
x ×G
′′
x, G
′′
x = H
′′
x ×H
′′
x
Shrinking Ωx if necessary, we may assume that Ωx decomposes as a product
Ω = Ω′x × (Ω
′′
x × Ω
′′
x)
where Ω′x ⊆ G
′
x(F ) (resp. Ω
′′
x ⊆ H
′′
x(F )) is open and completely G
′
x(F )-invariant (resp.
completely H ′′x(F )-invariant). Note that x is elliptic in both G
′
x and H
′′
x . Hence, by Corollary
5.7.2(i), shrinking Ωx further if necessary, we may assume, and we do, that the linear maps
f ′x ∈ Sscusp(Ω
′
x) 7→ θf ′x ∈ QCc(Ω
′
x)
f ′′x ∈ Sscusp(Ω
′′
x) 7→ θf ′′x ∈ QCc(Ω
′′
x)
have dense image. Since QCc(Ω) = QCc(Ω
′
x)⊗̂pQCc(Ω
′′
x)⊗̂pQCc(Ω
′′
x) (Proposition 4.4.1(v))
and Jqc and mgeom are continuous linear forms on QCc(Ω), we only need to prove the equality
of the proposition for quasi-characters θ ∈ QCc(Ω) such that θx,Ωx = θfx for some fx ∈
Sscusp(Ωx) which further decomposes as a tensor product fx = f ′x ⊗
(
f ′′x,1 ⊗ f
′′
x,2
)
where f ′x ∈
Sscusp(Ω′x) and f
′′
x,1, f
′′
x,2 ∈ Sscusp(Ω
′′
x). So fix a quasi-character θ ∈ QCc(Ω) with this property
and fix functions fx, f
′
x, f
′′
x,1 and f
′′
x,2 as before.
Consider a map as in Proposition 5.7.1, and set f = f˜x ∈ Sscusp(Ω). Then, we have
J(f) = Jqc(θf ) = Jqc(θ)(11.6.1)
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(Notice that here ZG(x) = Gx since Gder is simply-connected). Let us denote by J
G′x the
continuous linear form on Cscusp(G′x(F )) associated to the GGP triple (G
′
x, H
′
x, ξ
′
x). Also,
let us denote by JA,H
′′
x the continuous bilinear form on Cscusp(H ′′x(F )) introduced in Section
5.5 (where we replace G by H ′′x). Recall that we have defined a Hx(F )-invariant smooth
and positive function ηHx,G on Ωx ∩ Hx(F ) = (Ω
′
x ∩ H
′
x(F )) × Ω
′′
x. It is easy to see, using
the formulas 11.2.4, 11.2.5 and 11.2.1, that this function factorizes through the projection
Ωx ∩ Hx(F ) → Ω′′x. We shall identify η
H
x,G with the function it defines on Ω
′′
x. Let us show
the following
(11.6.2) If Ωx is sufficiently small, we have
J(f) = JG
′
x(f ′x)J
A,H′′x ((ηHx,G)
1/2f ′′x,1, f
′′
x,2).
The intersection Ωx ∩Hx(F ) ⊆ Hx(F ) is a H-good open neighborhood of x (cf. the remark
at the end of Section 3.2). Moreover, by 11.1.2 if Ωx is sufficiently small, we have Ω∩H(F ) =
(Ωx ∩Hx(F ))
H . We henceforth assume Ωx that sufficiently small. Then, by 3.2.5, we have
J(f) =
∫
H(F )\G(F )
∫
H(F )
gf(h)ξ(h)dhdg(11.6.3)
=
∫
H(F )\G(F )
∫
Hx(F )\H(F )
∫
Hx(F )
ηHx (hx)
hgf(hx)ξx(hx)dhxdhdg
=
∫
H(F )\G(F )
∫
Hx(F )\H(F )
∫
Hx(F )
ηHx,G(hx)
1/2(hgf)x,Ωx(hx)ξx(hx)dhxdhdg
Assume one moment that the exterior double integral above is absolutely convergent. Then,
we would have
J(f) =
∫
Hx(F )\G(F )
∫
Hx(F )
ηHx,G(hx)
1/2(gf)x,Ωx(hx)ξx(hx)dhxdg
=
∫
Gx(F )\G(F )
∫
Hx(F )\Gx(F )
∫
Hx(F )
ηHx,G(hx)
1/2(gf)x,Ωx(g
−1
x hxgx)ξx(hx)dhxdgxdg
Introduce a function α on Gx(F )\G(F ) as in Proposition 5.7.1. Let g ∈ G(F ). Up to
translating g by an element of Gx(F ), we may assume that (
gf)x,Ωx = α(g)fx. Then, the
interior integral above decomposes as
α(g)
∫
Hx(F )\Gx(F )
∫
Hx(F )
ηHx,G(hx)
1/2fx(g
−1
x hxgx)ξx(hx)dhxdgxdg
= α(g)
∫
H′x(F )\G′x(F )
∫
H′x(F )
f ′x(g
′
x
−1
h′xg
′
x)ξ
′
x(h
′
x)dh
′
xdg
′
x
×
∫
H′′x (F )
∫
H′′x (F )
ηHx,G(h
′′
x)
1/2f ′′x,1(g
′′
x
−1
h′′xg
′′
x)f
′′
x,2(h
′′
x)dh
′′
xdg
′′
x
277
We recognize the two integrals above: the first one is JG
′
x(f ′x) and the second one is
JA,H
′′
x ((δHx,G)
1/2f ′′x,1, f
′′
x,2) (Note that the center of H
′′
x(F ) is compact since x is elliptic). By
Theorem 8.1.1(ii) and Theorem 5.5.1(ii) and since the function α is compactly supported,
this shows that the exterior double integral of the last line of 11.6.3 is absolutely convergent.
Moreover, since we have ∫
Gx(F )\G(F )
α(g)dg = 1
this also proves 11.6.2.
We assume from now on that Ωx is sufficiently small so that 11.6.2 holds. By the induction
hypothesis (HYP), we have
JG
′
x(f ′x) = m
G′x
geom(θf ′x)
On the other hand, by Theorem 5.5.1(iv), we have
J
H′′x
A ((η
H
x,G)
1/2f ′′x,1, f
′′
x,2) =
∫
Γani(H′′x )
ηHG,x(y)
1/2DG
′′
x(y)1/2θf ′′x,1(y)θf ′′x,2(y)dy
(Notice that here both f ′′x,1 and f
′′
x,2 are strongly cuspidal, hence the terms corresponding to
Γ(H ′′x)− Γani(H
′′
x) vanish). Moreover, it is easy to check that
mgeom,x((η
H
G,x)
1/2θfx) = m
G′x
geom(θf ′x)×
∫
Γani(H′′x )
ηHx,G(y)
1/2DG
′′
x(y)1/2θf ′′x,1(y)θf ′′x,2(y)dy
Hence, by 11.6.1, 11.6.2 and Proposition 11.2.1(ii), we have
Jqc(θ) = J(f) = mgeom,x((η
H
G,x)
1/2θfx) = mgeom(θ)
This ends the proof of the proposition. 
11.7 Descent to the Lie algebra and equivalence of Theorem 11.4.1
and Theorem 11.4.3
Let ω ⊆ g(F ) be a G(F )-excellent open neighborhood of 0 and set Ω = exp(ω). Recall that
for any quasi-character θ ∈ QC(g(F )) and all λ ∈ F×, θλ denotes the quasi-character given
by θλ(X) = θ(λ
−1X) for all X ∈ greg(F ).
Proposition 11.7.1 Assume the induction hypothesis (HYP). Then,
(i) For all f ∈ Sscusp(Ω), we have
J(f) = JLie((jHG )
1/2fω)
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(ii) There exists a unique continuous linear form JLieqc on SQC(g(F )) such that
JLie(f) = JLieqc (θf )
for all f ∈ Sscusp(g(F )). Moreover, we have
JLieqc (θλ) = |λ|
δ(G)/2JLieqc (θ)
for all θ ∈ SQC(g(F )) and all λ ∈ F×.
(iii) Theorem 11.4.1 and Theorem 11.4.3 are equivalent.
(iv) Let θ ∈ SQC(g(F )) and assume that 0 /∈ Supp(θ). Then, we have
JLieqc (θ) = m
Lie
geom(θ)
Proof:
(i) The intersection ωh = ω ∩ h(F ) ⊆ h(F ) is a H-excellent open neighborhood of 0 (cf.
the remark at the end of Section 3.3). Recall that
jHG (X) = j
H(X)2jG(X)−1
for all X ∈ ωh. Hence, by 3.3.2, we have∫
H(F )
f(g−1hg)ξ(h)dh =
∫
ωh
jH(X)f(g−1eXg)ξ(X)dX
=
∫
h(F )
jHG (X)
1/2fω(g
−1Xg)ξ(X)dX
for all f ∈ S(Ω) and all g ∈ G(F ). The identity of the proposition follows immediately.
(ii) The unicity follows from Proposition 5.6.1(i). Let us prove the existence. Set
JLieqc (θ) =
∫
Γ(Σ)
DG(X)1/2θ̂(X)dX(11.7.1)
for all θ ∈ SQC(g(F )), where Γ(Σ) is defined as in Section 10.8. By 1.7.2, the integral
above is absolutely convergent and JLieqc is a continuous linear form on SQC(g(F )).
Moreover, by Theorem 10.8.1, we have
JLie(f) = JLieqc (θf )
for all f ∈ Sscusp(g(F )). This shows the existence. The last claim is easy to check using
the formula 11.7.1.
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(iii) By (i) and Proposition 11.2.1(iv), it is clear that Theorem 11.4.3 implies Theorem
11.4.1. Let us prove the converse. Assume that Theorem 11.4.1 holds. Then by (i) and
Proposition 11.2.1(iv), we have the equality
JLie(f) = JLiegeom(f)
for all f ∈ Sscusp(ω). Hence, by Proposition 5.6.1(i), we also have
JLieqc (θ) = m
Lie
geom(θ)
for all θ ∈ QCc(ω). By the homogeneity properties of JLieqc and m
Lie
geom (cf. Proposition
11.2.1(iii)), this last equality extends to QCc(g(F )). By the density of QCc(g(F )) in
SQC(g(F )) (Lemma 4.2.3(v)), this identity is even true for all θ ∈ SQC(g(F )). This
implies Theorem 11.4.3.
(iv) First, we show that we may assume θ ∈ QCc(g(F )). By Lemma 4.2.3(v), we may find
a sequence (θn)n>1 in QCc(g(F )) such that
lim
n→∞
θn = θ
in SQC(g(F )). Let ϕ ∈ C∞(g(F ))G be an invariant compactly supported modulo
conjugation function which is equal to 1 in a neighborhood of 0 and such that (1−ϕ)θ =
θ. By Lemma 4.2.3(iv) and the closed graph theorem, multiplication by (1−ϕ) induces
a continuous endomorphism of SQC(g(F )). Hence, we have
lim
n→∞
(1− ϕ)θn = θ
and each of the quasi-characters (1 − ϕ)θn, n > 1, is supported away from 0. By
continuity of the linear forms JLieqc and m
Lie
geom, this shows that we may assume that
θ ∈ QCc(g(F )). By the homogeneity properties of JLieqc and m
Lie
geom (cf. Proposition
11.2.1(iii)), we may even assume that Supp(θ) ⊆ ω. Finally, using Proposition 5.6.1(i),
we only need to prove the equality for θ = θf where f ∈ Sscusp(ω). It is then a
consequence of (i) and Proposition 11.2.1(iv). 
11.8 A first approximation of JLieqc −m
Lie
geom
Proposition 11.8.1 Assume the induction hypothesis (HYP). Then, there exists a con-
stant c ∈ C such that
JLieqc (θ)−m
Lie
geom(θ) = c.cθ(0)
for all θ ∈ SQC(g(F )).
Proof: We first prove the following weaker result
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(11.8.1) There exists constants cO, O ∈ Nilreg(g), such that
JLieqc (θ)−m
Lie
geom(θ) =
∑
O∈Nilreg(g)
cOcθ,O(0)
for all θ ∈ SQC(g(F )).
Let θ ∈ SQC(g(F )) be such that cθ,O(0) = 0 for all O ∈ Nilreg(g). We want to show
that JLieqc (θ) = m
Lie
geom(θ). Let λ ∈ F
× be such that |λ| 6= 1. Denote by Mλ the operator
on SQC(g(F )) given by Mλθ = |λ|−δ(G)/2θλ. Then by Proposition 4.6.1(i), we may find
θ1, θ2 ∈ SQC(g(F )) such that θ = (Mλ−1)θ1+θ2 and θ2 is supported away from 0. Then, by
Proposition 11.7.1(iv), we have JLieqc (θ2) = m
Lie
geom(θ2). On the other hand, by the homogeneity
property of JLieqc and m
Lie
geom (cf. Proposition 11.7.1(ii) and Proposition 11.2.1(iii)), we also
have JLieqc ((Mλ − 1)θ1) = m
Lie
geom((Mλ − 1)θ1) = 0. This proves 11.8.1.
To ends the proof of the proposition, it remains to show that the coefficients cO, for O ∈
Nilreg(g), are all equal. If G is not quasi-split, there is nothing to prove (as then Nilreg(g) = ∅).
Assume now that G is quasi-split. Then G has two nilpotent orbits and multiplication by
any element λ ∈ F× − N(E×) exchanges the two orbits (this follows from the description
of regular nilpotent orbits of unitary groups given in Section 6.1). The results now follows
from 1.8.5 and the homogeneity property of JLieqc and m
Lie
geom. 
11.9 End of the proof
By Proposition 11.5.1(iii), Proposition 11.7.1(ii) and (iii), in order to finish the proof of
Theorem 11.4.1, Theorem 11.4.2 and Theorem 11.4.3, it only remains to show that the
coefficients c of Proposition 11.8.1 is zero. If G is not quasi-split there is nothing to prove.
Assume now that G is quasi-split. Fix a Borel subgroup B ⊂ G and a maximal torus Tqd ⊂ B
(both defined over F ). Denote by Γqd(g) the subset of Γ(g) consisting of the conjugacy classes
that meet tqd(F ). Recall that in Section 10.8, we have defined a subset Γ(Σ) ⊂ Γ(g). It
consists in the conjugacy classes of the semi-simple parts of elements in the affine subspace
Σ(F ) ⊂ g(F ) defined in Section 10.1. We claim that
Γqd(g) ⊆ Γ(Σ)(11.9.1)
Up to G(F )-conjugation, we may assume that B is a good Borel subgroup (cf. Section 6.4).
Then, we have h⊕ b = g and it follows that
h⊥ ⊕ u = g(11.9.2)
where u denotes the nilpotent radical of b. Recall that Σ = Ξ + h⊥. From 11.9.2, we easily
deduce that the restriction of the natural projection b → tqd to Σ ∩ b induces an affine
isomorphism Σ ∩ b ≃ tqd and this clearly implies 11.9.1.
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Let θ0 ∈ C
∞
c (tqd,reg(F )) be W (G, Tqd)-invariant and such that
∫
tqd(F )
DG(X)1/2θ0(X)dX 6= 0(11.9.3)
We may extend θ0 to a smooth invariant function on greg(F ), still denoted by θ0, which is
zero outside tqd,reg(F )
G. Obviously, θ0 is a compactly supported quasi-character. Consider
its Fourier transform θ = θ̂0. By Proposition 4.1.1(iii), Lemma 4.2.3(iii) and 3.4.5, θ is
supported in Γqd(g). Since Γqd(g) ∩ Γ(G,H) = {1}, by definition of mLiegeom, we have
mLiegeom(θ) = cθ(0)
On the other hand, by Proposition 4.1.1(iii), Lemma 4.2.3(iii) and Proposition 4.5.1.2(v),
we have
cθ(0) =
∫
Γ(g)
DG(X)1/2θ0(X)cĵ(X,.)(0)dX =
∫
Γqd(g)
DG(X)1/2θ0(X)dX(11.9.4)
By definition of JLieqc and 11.9.1, this last term is also equal to J
Lie
qc (θ). Hence, we have
JLieqc (θ) = m
Lie
geom(θ). Combining 11.9.3 with 11.9.4, we see that cθ(0) 6= 0 and it follows that
the constant c of Proposition 11.8.1 is zero. 
12 An application to the Gan-Gross-Prasad conjecture
In this chapter, we fix, as we did in Chapters 6 to 11, an admissible pair of hermitian spaces
(V,W ) and we denote by (G,H, ξ) the corresponding GGP triple but we now make the
following additional assumption
G and H are quasi-split
The goal of this chapter is to give an application of the multiplicity formula of Theorem 11.4.2
to the so-called local Gan-Gross-Prasad conjecture. Roughly speaking, this application states
that there is exactly one distinguished representation π (i.e. one such thatm(π) = 1) in every
(extended) tempered L-packet of G(F ). In the p-adic case this result was already proved by
the author [Beu1] and the idea of the proof goes back to Waldspurger [Wa1]. As explained
in the introduction, it is based on showing the existence of many cancellations when we sum
the multiplicities over an extended tempered L-packet. For this, we use character identities
between the stable characters associated to a tempered L-packet on G(F ) and its (pure)
inner forms. In the p-adic case there are only two relevant pure inner forms to consider:
G itself together with a nonquasi-split one G′ and the character identity involves the sign
−1. In the real case, there are far more pure inner forms to keep track of (m + 1 precisely
where m is the rank of H) and the signs involved in the character identities alternate. To
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get a uniform treatment, we will use Kottwitz [Kott2] general definition for these signs.
We recall this in Section 12.1 where we also introduce a certain notion of stable conjugacy
for semi-simple conjugacy classes (that we call strongly stable conjugacy) which differs from
the generally accepted one but will be the one relevant for us. Then in Section 12.2 we
describe the so-called pure inner forms of a GGP triple. These are needed to state the
main result where we consider a GGP triple together with all its pure inner forms at the
same time. In Section 12.3, we state our main requirement on tempered L-packets under
the form of three hypothesis. The first two assumptions ((STAB) and (TRANS)) pertain to
the aforementioned character identities. The third one, (WHITT), concerns the existence
and unicity of a generic representation (with respect to a fixed Whittaker datum) in each
tempered L-packet of G. That these hypothesis are satisfied in the Archimedean case follows
from work of Shelstad, Kostant and Vogan. In the p-adic case, we give precise references
to the recent work of Mok [Mok] and Kaletha-Minguez-Shin-White [KMSW] on the local
Langlands correspondence for unitary groups where these assumptions are proved. The
main result of this chapter (Theorem 12.4.1) is stated in Section 12.4. As a preparation
for its proof, we study in Section 12.5 strongly stable conjugacy classes inside the space of
conjugacy class Γ(G,H) introduced in Section 11.1 (strictly speaking we consider the disjoint
union of Γ(Gα, Hα) over all the pure inner forms (Gα, Hα, ξα) of (G,H, ξ)). Finally, the proof
of Theorem 12.4.1 is given in Section 12.6.
12.1 Strongly stable conjugacy classes, transfer between pure in-
ner forms and the Kottwitz sign
In this section, we recall some definitions and facts that will be needed later. These consid-
erations are general and we can forget about the GGP triple that we fixed. So, let G be any
connected reductive group defined over F . Recall that two regular elements x, y ∈ Greg(F )
are said to be stably conjugate if there exists g ∈ G(F ) such that y = gxg−1 and g−1σ(g) ∈ Gx
for all σ ∈ ΓF = Gal(F/F ). We will need to extend this definition to more general semi-
simple elements. The usual notion of stable conjugacy for semi-simple elements (cf. for
example [Kott1]) is too weak for our purpose. The definition that we will adopt is as follows.
We will say that two semi-simple elements x, y ∈ Gss(F ) are strongly stably conjugate and
we will write
x∼staby
if there exists g ∈ G(F ) such that y = gxg−1 and the isomorphism Ad(g) : Gx ≃ Gy is
defined over F . This last condition has the following concrete interpretation: it means that
the 1-cocycle σ ∈ ΓF 7→ g−1σ(g) takes its values in Z(Gx) the center of Gx (this is because
Z(Gx) coincides with the centralizer of Gx in ZG(x) since Gx contains a maximal torus of
G which is its own centralizer). Moreover, for x ∈ Gss(F ) the set of G(F )-conjugacy classes
inside the strong stable conjugacy class of x is easily seen to be in natural bijection with
Im
(
H1(F, Z(Gx))→ H
1(F, ZG(x))
)
∩Ker
(
H1(F, ZG(x))→ H
1(F,G)
)
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We now recall the notion of pure inner forms. A pure inner form for G is defined formally
as a triple (G′, ψ, c) where
• G′ is a connected reductive group defined over F ;
• ψ : GF ≃ G
′
F
is an isomorphism defined over F ;
• c : σ ∈ ΓF → cσ ∈ G(F ) is a 1-cocycle such that ψ−1σψ = Ad(cσ) for all σ ∈ ΓF .
There is a natural notion of isomorphism between pure inner forms the equivalence classes
of which are naturally in bijection with H1(F,G) (the isomorphism class of (G′, ψ, c) being
parametrized by the image of c in H1(F,G)). Moreover, inside an equivalence class of pure
inner forms (G′, ψ, c), the group G′ is well-defined up to G′(F )-conjugacy. We will always
assume fixed for all α ∈ H1(F,G) a pure inner form in the class of α that we will denote by
(Gα, ψα, cα) or simply by Gα if no confusion arises.
Let (G′, ψ, c) be a pure inner form of G. Then, we will say that two semi-simple elements
x ∈ Gss(F ) and y ∈ G
′
ss(F ) are strongly stably conjugate and we will write
x∼staby
(this extends the previous notation) if there exists g ∈ G(F ) such that y = ψ(gxg−1) and
the isomorphism ψ ◦ Ad(g) : Gx ≃ Gy is defined over F . Again, the last condition has an
interpretation in terms of cohomological classes: it means that the 1-cocycle σ ∈ ΓF 7→
g−1cσσ(g) takes its values in Z(Gx). For x ∈ Gss(F ) the set of semi-simple conjugacy classes
in G′(F ) that are strongly stably conjugate to x is naturally in bijection with
Im
(
H1(F, Z(Gx))→ H
1(F, ZG(x))
)
∩ p−1x (α)
where α ∈ H1(F,G) parametrizes the equivalence class of the pure inner form (G′, ψ, c) and
px denotes the natural map H
1(F, ZG(x))→ H1(F,G). We will need the following fact
(12.1.1) Let y ∈ G′ss(F ) and assume that G and G
′
y are both quasi-split. Then, the set
{x ∈ Gss(F ); x ∼stab y}
is non-empty.
Indeed, since G′y is quasi-split, we can fix a Borel subgroup By of G
′
y and a maximal torus
Ty ⊂ By both defined over F . Consider the embedding ι = ψ
−1
|Ty : Ty,F →֒ GF . Since ψ is
an inner form, it is easy to see that for all σ ∈ ΓF the embedding σι is conjugate to ι. As
G is quasi-split, by a result of Kottwitz ([Kott1] Corollary 2.2), there exists g ∈ G(F ) such
that Ad(g) ◦ ι is defined over F . Set x = gι(y)g−1 = gψ−1(y)g−1 and Tx = gι(Ty)g−1. We
claim that x and y are strongly stably conjugate. To see this, we first note that the 1-cocycle
284
σ ∈ ΓF 7→ g
−1cσσ(g) takes its values in Tx (as Ad(g) ◦ ι is defined over F ). Hence, we only
need to show that the map H1(F, Z(Gx))→ H1(F, Tx) is surjective or, what amounts to the
same, that the map H1(F, Z(G′y))→ H
1(F, Ty) is surjective. Denote by ∆ the set of simple
roots of Ty in By (a priori these roots are not defined over F but ΓF acts on them). We have
the equality
X∗
F
(Ty/Z(Gy)) =
⊕
α∈∆
Zα
and the Galois action on X∗
F
(Ty/Z(Gy)) permutes the basis ∆. It follows that the torus
Ty/Z(Gy) is a finite product of tori of the form RF ′/FGm where F ′ is a finite extension of F
and RF ′/F denotes the functor of restriction of scalars. In particular, by Hilbert 90 the group
H1(F, Ty/Z(Gy)) is trivial and it immediately follows that the morphism H
1(F, Z(G′y)) →
H1(F, Ty) is surjective.
We continue to consider a pure inner form (G′, ψ, c) of G. We say of a quasi-character θ on
G(F ) that it is stable if for all regular elements x, y ∈ Greg(F ) that are stably conjugate we
have θ(x) = θ(y). Let θ and θ′ be stable quasi-characters on G(F ) and G′(F ) respectively
and assume moreover that G is quasi-split. Then, we say that θ′ is a transfer of θ if for all
regular points x ∈ Greg(F ) and y ∈ G′reg(F ) that are stably conjugate we have θ
′(y) = θ(x).
Note that if θ′ is a transfer of θ the quasi-character θ′ is entirely determined by θ (this is
because every regular element in G′(F ) is stably conjugate to some element of G(F ) for
example by the point 12.1.1 above). We will need the following:
(12.1.2) Let θ and θ′ be stable quasi-characters on G(F ) and G′(F ) respectively and assume
that θ′ is a transfer of θ. Then, for all x ∈ Gss(F ) and y ∈ G′ss(F ) that are strongly
stably conjugate we have
cθ′(y) = cθ(x)
Let x ∈ Gss(F ) and y ∈ G′ss(F ) be two strongly stably conjugate semi-simple elements.
Choose g ∈ G(F ) such that y = ψ(gxg−1) and the isomorphism ψ ◦ Ad(g) : Gx ≃ Gy is
defined over F . We will denote by ι this isomorphism. If Gx and G
′
y are not quasi-split
there is nothing to prove since by Proposition 4.5.1(i) both sides of the equality we want to
establish are equal to zero. Assume now that the groups Gx, G
′
y are quasi-split. Let Bx be a
Borel subgroup of Gx and Tx ⊂ Bx be a maximal torus, both defined over F . Set By = ι(Bx)
and Ty = ι(Tx). Then, By is a Borel subgroup of G
′
y and Ty ⊂ By is a maximal torus. By
Proposition 4.5.1(ii), we have
DG(x)1/2cθ(x) = |W (Gx, Tx)|
−1 lim
x′∈Tx(F )→x
DG(x′)1/2θ(x′)
and
DG
′
(y)1/2cθ′(y) = |W (G
′
y, Ty)|
−1 lim
y′∈Ty(F )→y
DG
′
(y′)1/2θ′(y′)
= |W (G′y, Ty)|
−1 lim
x′∈Tx(F )→x
DG
′
(ι(x′))1/2θ′(ι(x′))
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For all x′ ∈ Tx(F ) ∩ Greg(F ), the elements x′ and ι(x′) are stably conjugate. Hence, since
θ′ is a transfer of θ, we have θ′(ι(x′)) = θ(x′) for all x′ ∈ Tx(F ) ∩ Greg(F ). On the other
hand, we also have DG(x) = DG
′
(y), |W (Gx, Tx)| = |W (G′y, Ty)| and D
G′(ι(x′)) = DG(x′)
for all x′ ∈ Tx(F ) ∩ Greg(F ). Consequently, the two formulas above imply the equality
cθ′(y) = cθ(x).
Let us assume henceforth that G is quasi-split. Following Kottwitz [Kott2], we may associate
to any class of pure inner forms α ∈ H1(F,G) a sign e(Gα) (as the notation suggests, this
sign actually only depends on the isomorphism class of the group Gα). Let Br2(F ) =
H2(F, {±1}) = {±1} be the 2-torsion subgroup of the Bauer group of F . The sign e(Gα)
will more naturally be an element of Br2(F ). To define it, we need to introduce a canonical
algebraic central extension
1→ {±1} → G˜→ G→ 1(12.1.3)
of G by {±1}. Recall that a quasi-split connected group over F is classified up to conjugation
by its (canonical) based root datum Ψ0(G) = (XG,∆G, X
∨
G,∆
∨
G) together with the natural
action of ΓF on Ψ0(G). For any Borel pair (B, T ) of G that is defined over F , we have a
canonical ΓF -equivariant isomorphism Ψ0(G) ≃ (X∗(T ),∆(T,B), X∗(T ),∆(T,B)∨) where
∆(T,B) ⊆ X∗(T ) denotes the set of simple roots of T in B and ∆(T,B)∨ ⊆ X∗(T ) denotes
the corresponding sets of simple coroots. Fix such a Borel pair and set
ρ =
1
2
∑
β∈R(G,T )
β ∈ X∗(T )⊗Q
for the half sum of the roots of T in B. The image of ρ in XG ⊗ Q doesn’t depend on the
particular Borel pair (B, T ) chosen and we shall still denote by ρ this image. Consider now
the following based root datum
(X˜G,∆G, X˜
∨
G,∆
∨
G)(12.1.4)
where X˜G = XG + Zρ ⊆ XG ⊗ Q and X˜G = {λ∨ ∈ X∨G; 〈λ
∨, ρ〉 ∈ Z}. Note that we have
∆∨G ⊆ X˜
∨
G since 〈α
∨, ρ〉 = 1 for all α∨ ∈ ∆∨G. The based root datum 12.1.4, with its natural
ΓF -action, is the based root datum of a unique quasi-split group G˜0 over F well-defined
up to conjugacy. Moreover, we have a natural central isogeny G˜0 → G, well-defined up to
G(F )-conjugacy, whose kernel is either trivial or {±1} (depending on whether ρ belongs to
XG or not). If the kernel is {±1}, we set G˜ = G˜0 otherwise we simply set G˜ = G × {±1}.
In any case, we obtain a short exact sequence like 12.1.3 well-defined up to G(F )-conjugacy.
The last term of the long exact sequence associated to 12.1.3 yields a canonical map
H1(F,G)→ H2(F, {±1}) = Br2(F ) ≃ {±1}(12.1.5)
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We now define the sign e(Gα), for α ∈ H
1(F,G), simply to be the image of α by this map.
We will need the following fact
(12.1.6) Let T be a (not necessarily maximal) subtorus of G. Then, the composite of 12.1.5
with the natural map H1(F, T )→ H1(F,G) is a group morphism H1(F, T )→ Br2(F ).
Moreover, if T is anisotropic this morphism is onto if and only if the inverse image T˜
of T in G˜ is a torus (i.e., is connected).
The first part is obvious since the map H1(F, T )→ Br2(F ) = H2(F, {±1}) is a connecting
map of the long exact sequence associated to the short exact sequence
1→ {±1} → T˜ → T → 1(12.1.7)
of algebraic abelian groups. To see why the second part of the claim is true, we first note
that if T˜ is not a torus then the short exact sequence 12.1.7 splits so that the connecting map
H1(F, T )→ H2(F, {±1}) is trivial. On the other hand, if T˜ is a torus and T is anisotropic
then T˜ is also anisotropic. From the long exact sequence associated to 12.1.7, we can extract
the following short exact sequence
H1(F, T )→ H2(F, {±1})→ H2(F, T˜ )
But, by Tate-Nakayama we have H2(F, T˜ ) = 0 and it immediately follows that the morphism
H1(F, T )→ H2(F, {±1}) is onto.
12.2 Pure inner forms of a GGP triple
Let V be a hermitian space. We have the following explicit description of the pure inner forms
of U(V ). The cohomology set H1(F, U(V )) naturally classifies the isomorphism classes of
hermitian spaces of the same dimension as V . Let α ∈ H1(F, U(V )) and choose a hermitian
space Vα in the isomorphism class corresponding to α. Set VF = V ⊗F F and Vα,F = Vα⊗F F .
Fix an isomorphism φα : VF ≃ Vα,F of E-hermitian spaces. Then, the triple (U(Vα), ψα, cα),
where ψα is the isomorphism U(V )F ≃ U(Vα)F given by ψα(g) = φα ◦ g ◦ φ
−1
α and cα is
the 1-cocycle given by σ ∈ ΓF 7→ φ−1α
σφα, is a pure inner form of U(V ) in the class of α.
Moreover, the 2-cover U˜(V ) of U(V ) that has been defined for general reductive groups at
the end of the previous section admits the following explicit description:
• If dim(V ) is odd, then U˜(V ) = U(V )× {±1};
• If dim(V ) is even then U˜(V ) = {(g, z) ∈ U(V )×KerNE/F ; det(g) = z
2}.
287
We now return to the GGP triple (G,H, ξ) that we have fixed. Recall that this GGP
triple comes from an admissible pair (V,W ) of hermitian spaces and that we are assuming
in this chapter that the groups G and H are quasi-split. Let α ∈ H1(F,H). We are
going to associate to α a new GGP triple (Gα, Hα, ξα) well-defined up to conjugacy. Since
H1(F,H) = H1(F, U(W )), to the cohomology class α corresponds an isomorphism class
of hermitian spaces of the same dimension as W . Let Wα be a hermitian space in this
isomorphism class and set Vα =Wα⊕⊥ Z (recall that Z is the orthogonal complement of W
in V ). Then, the pair (Vα,Wα) is easily seen to be admissible and hence there is a GGP triple
(Gα, Hα, ξα) associated to it. Of course, this GGP triple is well-defined up to conjugacy. We
call such a GGP triple a pure inner form of (G,H, ξ). By definition, these pure inner forms
are parametrized by H1(F,H). Note that for all α ∈ H1(F,H), Gα is a pure inner form
of G in the class corresponding to the image of α in H1(F,G) and that the natural map
H1(F,H)→ H1(F,G) is injective.
12.3 The local Langlands correspondence
In this section, we recall the local Langlands correspondence in a form that will be suitable
for us. Let G be a quasi-split connected reductive group over F and denotes by LG =
Ĝ(C) ⋊ WF its Langlands dual, where WF denotes the Weil group of F . Recall that a
Langlands parameter for G is a homomorphism from the group
LF =
{
WF × SL2(C) if F is p− adic
WF if F = R
to LG satisfying the usual conditions of continuity, semi-simplicity, algebraicity and com-
patibility with the projection LG → WF . A Langlands parameter ϕ is said to be tempered
if ϕ(WF ) is bounded. By the hypothetical local Langlands correspondence, a tempered
Langlands parameter ϕ for G should give rise to a finite set ΠG(ϕ), called a L-packet, of
(isomorphism classes of) tempered representations of G(F ). Actually, such a parameter ϕ
should also give rise to tempered L-packets ΠGα(ϕ) ⊆ Temp(Gα) for all α ∈ H1(F,G) (we
warn the reader that in this formulation of the local Langlands correspondence, some of the
L-packets ΠGα(ϕ) may be empty). These families of L-packets should of course satisfy some
conditions. Among them, we expect the following properties to hold for every tempered
Langlands parameter ϕ of G:
(STAB) For all α ∈ H1(F,G), the character
θα,ϕ =
∑
π∈ΠGα(ϕ)
θπ
is stable
see §12.1 for the definition of stable; also notice that our different notion of “strongly stable
conjugate” does not affect this property since it only involves the values of θα,ϕ at regular
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semi-simple elements (for which the two notions of stable conjugacy coincide). For α = 1 ∈
H1(F,G), in which case Gα = G, we shall simply set θϕ = θ1,ϕ.
(TRANS) For all α ∈ H1(F,G), the stable character θα,ϕ is the transfer of e(Gα)θϕ
where e(Gα) is the Kottwitz sign whose definition has been recalled in
Section 12.1.
(WHITT) For every O ∈ Nilreg(g), there exists exactly one representation in the
L-packet ΠG(ϕ) admitting a Whittaker model of type O.
(cf. Section 4.8 for the bijection between Nilreg(g) and the set of types of Whittaker models).
Notice that these conditions are far from characterizing the compositions of the L-packets
uniquely. However, by the linear independence of characters, conditions (STAB) and (TRANS)
uniquely characterize the L-packets ΠGα(ϕ), α ∈ H1(F,G), in terms of ΠG(ϕ).
When F = R, the local Langlands correspondence has been constructed by Langlands himself
[Lan] building on previous results of Harish-Chandra. This correspondence indeed satisfies
the three conditions stated above. That (STAB) and (TRANS) hold is a consequence of
early work of Shelstad ([She] Lemma 5.2 and Theorem 6.3). The property (WHITT) for its
part, follows from results of Kostant ([Kost] Theorem 6.7.2) and Vogan ([Vo] Theorem 6.2).
When F is p-adic, the local Langlands correspondence is known in a variety of cases. In par-
ticular, for unitary groups, which are our main concern, the existence of the Langlands cor-
respondence is now fully established thanks to Mok [Mok] and Kaletha-Minguez-Shin-White
[KMSW] both building up on previous work of Arthur who dealt with orthogonal and sym-
plectic groups [A7]. That the tempered L-packets constructed in these references verify the
conditions (STAB) and (TRANS) follows from [Mok] Theorem 3.2.1 (a) and [KMSW] Propo-
sition 1.5.2. Moreover, the L-packets on the quasi-split form G satisfy condition (WHITT)
by [Mok] Corollary 9.2.4.
12.4 The theorem
Recall that we fixed a GGP triple (G,H, ξ) with the requirement that G andH be quasi-split.
Also, we have defined in Section 12.2 the pure inner forms (Gα, Hα, ξα) of (G,H, ξ). These
are also GGP triples, they are parametrized by H1(F,H) and Gα is a pure inner form of G
corresponding to the image of α in H1(F,G) via the natural map H1(F,H)→ H1(F,G).
As we said, the local Langlands correspondence, in the form we stated it, is known for unitary
groups. It is a fortiori known for the product of two such groups and hence for G.
The purpose of this chapter is to show the following theorem. It has already been shown
in [Beu1] (the´ore`me 18.4.1) in the p-adic case. The proof we present here is essentially the
same as the one given in [Beu1] (which itself follows closely the proof of the´ore`me 13.3 of
[Wa1]) but here we are treating both the p-adic and the real case at the same time and it
requires more care since in the real case there are usually far more pure inner forms to keep
track of (in the p-adic case there are only two unless dim(W ) = 0).
289
Theorem 12.4.1 Let ϕ be a tempered Langlands parameter for G. Then, there exists a
unique representation π in the disjoint union of L-packets⊔
α∈H1(F,H)
ΠGα(ϕ)
such that m(π) = 1.
12.5 Stable conjugacy classes inside Γ(G,H)
Recall that in Section 11.1, we have defined a set Γ(G,H) of semi-simple conjugacy classes
in G(F ). It consists in the G(F )-conjugacy classes of elements x ∈ U(W )ss(F ) such that
Tx := U(W
′′
x )x
is an anisotropic torus (where we recall that W ′′x denotes the image of x− 1 in W ). Two ele-
ments x, x′ ∈ U(W )ss(F ) are G(F )-conjugate if and only if they are U(W )(F )-conjugate and
moreover if it is so, any element g ∈ U(W )(F ) conjugating x to x′ induces an isomorphism
U(W ′′x )x ≃ U(W
′′
x′)x′
Moreover, this isomorphism depends on the choice of g only up to an inner automorphism.
From this it follows that any conjugacy class x ∈ Γ(G,H) determines the anisotropic torus
Tx up to a unique isomorphism so that we can speak of “the torus” Tx associated to x.
These considerations of course apply verbatim to the pure inner forms (Gα, Hα, ξα), α ∈
H1(F,H), of the GGP triple (G,H, ξ) that were introduced in Section 12.2. In particular,
for all α ∈ H1(F,H), we have a set Γ(Gα, Hα) of semi-simple conjugacy classes in Gα(F )
and to any y ∈ Γ(Gα, Hα) is associated an anisotropic torus Ty.
Proposition 12.5.1 (i) Let α ∈ H1(F,H) and y ∈ Γ(Gα, Hα) be such that Gα,y is quasi-
split. Then, the set
{x ∈ Γ(G,H); x ∼stab y}
is non-empty.
(ii) Let α ∈ H1(F,H), x ∈ Γ(G,H) and y ∈ Γ(Gα, Hα) be such that x ∼stab y. Choose
g ∈ Gα(F ) such that gψα(x)g−1 = y and Ad(g) ◦ ψα : Gx ≃ Gy is defined over F .
Then, Ad(g) ◦ ψα restricts to an isomorphism
Tx ≃ Ty
that is independent of the choice of g.
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(iii) Let x ∈ Γ(G,H). Then, for all α ∈ H1(F,H) there exists a natural bijection between
the set
{y ∈ Γ(Gα, Hα); x ∼stab y}
and the set
q−1x (α)
where qx denotes the natural map H
1(F, Tx)→ H1(F,G).
(iv) Let x ∈ Γ(G,H), x 6= 1. Then, the composition of the map α ∈ H1(F,G) 7→ e(Gα) ∈
Br2(F ) with the natural map H
1(F, Tx) → H1(F,G) gives a surjective morphism of
groups H1(F, Tx)→ Br2(F ).
Proof: For all α ∈ H1(F,H) = H1(F, U(W )), let us fix a hermitian space Wα of the same
dimension as W and in the isomorphism class defined by α. Set Vα = Wα ⊕⊥ Z. Then, we
may assume that Gα = U(Wα)×U(Vα). Moreover, we may also fix the other parts of the data
(Gα, ψα, cα) of a pure inner form of G in the class of α as follows. Choose an isomorphism
φWα : WF ≃ Wα,F of E-hermitian spaces, where we have set as usual WF = W ⊗F F and
Wα,F = Wα ⊗F F , and extend it to an isomorphism φ
V
α : VF ≃ Vα,F that is the identity on
ZF . Then, we may take ψα to be the isomorphism
GF = U(WF )× U(VF ) ≃ Gα,F = U(Wα,F )× U(Vα,F )
given by
(gW , gV ) 7→
(
φWα ◦ gW ◦ (φ
W
α )
−1, φVα ◦ gV ◦ (φ
V
α )
−1)
and we may take the 1-cocycle cα to be given by
σ ∈ ΓF 7→
(
(φWα )
−1σφWα , (φ
V
α )
−1σφVα
)
∈ U(WF )× U(VF ) = GF
Notice that if we do so, then the isomorphism ψα sends HF onto Hα,F .
(i) Let y ∈ Γ(Gα, Hα) and assume that Gα,y is quasi-split. Identify y with one of its
representatives in U(Wα). Writing the decomposition 11.1.1 for Gα,y, we have
Gα,y = G
′
α,y ×G
′′
α,y
where
G′α,y = U(W
′
α)× U(V
′
α), G
′′
α,y = U(W
′′
α)y × U(W
′′
α )y
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where W ′α is the kernel of y − 1 in Wα, V
′
α = W
′
α ⊕ Z and W
′′
α is the image of y − 1 in
Wα. By definition of Γ(Gα, Hα), Ty = U(W
′′
α )y is an anisotropic torus and in particular
y is a regular element of U(W ′′α ) without the eigenvalue 1. Since Gα,y is quasi-split,
we see that the unitary groups of both W ′α and V
′
α = W
′
α ⊕ Z are quasi-split. As Z
is odd-dimensional, by Witt’s theorem these two conditions are easily seen to imply
that the hermitian space W ′α embeds in W . Fix such an embedding W
′
α →֒ W and
let us denote by W ′′ the orthogonal complement of W ′α in W . Then, U(W
′′
α) is a
pure inner form of U(W ′′) and moreover U(W ′′) is quasi-split. Hence, by 12.1.1, there
exists a regular element x ∈ U(W ′′)(F ) that is stably conjugate to y. In particular, x
doesn’t have the eigenvalue 1 when acting onW ′′ and moreover we have an isomorphism
U(W ′′)x ≃ U(W ′′α)y which is defined over F . Thus, U(W
′′)x is an anisotropic torus and
it follows that x ∈ Γ(G,H). This ends the proof of (i).
(ii) Let us identify x and y with representatives in U(W )(F ) and U(Wα)(F ) respectively.
Then, ψα(x) and y are Gα(F )-conjugate. However, as Gα = U(Wα) × U(Vα), two
elements in U(Wα)(F ) areGα(F )-conjugate if and only if they are U(Wα)(F )-conjugate.
Hence, there exists h ∈ U(Wα)(F ) such that y = hψα(x)h−1. Obviously, h ◦ φα sends
W ′′x toW
′′
α,y and so Ad(h)◦ψα induces an isomorphism Tx = U(W
′′
x )x ≃ U(W
′′
α,y)y = Ty.
Now every element g ∈ Gα(F ) such that gψα(x)g
−1 = y may be written g = gyh for
some element gy ∈ Gα,y(F ) (since Gα has a derived subgroup which is simply-connected,
here we have Gα,y = ZGα(y)) and as Ty is contained in the center of Gα,y, the restriction
of Ad(g) ◦ ψα to Tx will coincide with the isomorphism Ad(h) ◦ ψα : Tx ≃ Ty.
(iii) Recall that the set
{y ∈ Γ(Gα); x ∼stab y}
is naturally in bijection with Im (H1(F, Z(Gx))→ H1(F,Gx))∩p−1x (α) where px denotes
the natural map H1(F,Gx) → H1(F,G) (since the derived subgroup of Gα is simply
connected we have ZG(x) = Gx). This bijection is given as follows: for y ∈ Γ(Gα)
such that x ∼stab y choose g ∈ G(F ) so that ψα(gxg−1) = y. Then, the cohomological
class associated to y is the image of the 1-cocycle σ ∈ ΓF 7→ g−1cα,σσ(g) in H1(F,Gx)
which by definition belongs to Im (H1(F, Z(Gx))→ H1(F,Gx)) ∩ p−1x (α). To obtain
the desired bijection, it suffices to show that the image of the subset
{y ∈ Γ(Gα, Hα); x ∼stab y}
by this bijection is exactly H1(F, Tx) ∩ p−1x (α) (notice that the restriction of the map
H1(F, Z(Gx)) → H1(F,Gx) to H1(F, Tx), where the embedding Tx →֒ Z(Gx) being
induced from H →֒ G is the ‘diagonal’ one, is injective as the latter is a direct summand
of H1(F,Gx)). Let y ∈ Γ(Gα, Hα) be such that x ∼stab y and identify y with one of
its representatives in Hα(F ). Since two semi-simple elements of Hα(F ) are Gα(F )-
conjugate if and only if they are Hα(F )-conjugate and as ψα sends H(F ) to Hα(F ), we
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may find h ∈ H(F ) such that y = ψα(hxh
−1) and it follows that the cohomology class
associated to y lies in
Im
(
H1(F,Hx)→ H
1(F,Gx)
)
∩ Im
(
H1(F, Z(Gx))→ H
1(F,Gx)
)
∩ p−1x (α)(12.5.1)
Conversely, assume that y ∈ Γ(Gα) is strongly stably conjugate to x and that its
associated cohomology class belongs to 12.5.1. Then, since the map H1(F,H) →
H1(F,G) is injective, we may find h ∈ H(F ) such that ψα(hxh−1) ∈ Hα(F ) is in the
conjugacy class of y. From this, it is easy to infer that y ∈ Γ(Gα, Hα). Thus, we have
proved that the set
{y ∈ Γ(Gα, Hα); x ∼stab y}
is in bijection with 12.5.1. To conclude, we only need to prove the equality
Im
(
H1(F,Hx)→ H
1(F,Gx)
)
∩ Im
(
H1(F, Z(Gx))→ H
1(F,Gx)
)
= H1(F, Tx)
(12.5.2)
Using the decompositions
Gx = G
′
x ×G
′′
x, Hx = H
′
x × Tx
G′′x = Tx × Tx
it is easy to deduce that
Im
(
H1(F,Hx)→ H
1(F,Gx)
)
∩ Im
(
H1(F, Z(Gx))→ H
1(F,Gx)
)
=[
Im
(
H1(F, Z(G′x))→ H
1(F,G′x)
)
∩ Im
(
H1(F,H ′x)→ H
1(F,G′x)
)]
×H1(F, Tx)
Hence, to get 12.5.2 it suffices to see that
Im
(
H1(F, Z(G′x))→ H
1(F,G′x)
)
∩ Im
(
H1(F,H ′x)→ H
1(F,G′x)
)
= {1}(12.5.3)
Now recall that (see Section 11.1)
G′x = U(W
′
x)× U(V
′
x)
H ′x = U(W
′
x)⋉Nx
where W ′x is the kernel of x − 1 in W , V
′
x = W
′
x ⊕ Z and Nx is the centralizer of x in
N . Thus, we have
H1(F,G′x) = H
1(F, U(W ′x))×H
1(F, U(V ′x))
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H1(F,H ′x) = H
1(F, U(W ′x))
and the map H1(F,H ′x)→ H
1(F,G′x) is the product of the two maps
H1(F, U(W ′x))→ H
1(F, U(W ′x)), H
1(F, U(W ′x))→ H
1(F, U(V ′x))
which are both injective. So, to get 12.5.3 we only need to show that
Im
(
H1 (F, Z(U(W ′x)))→ H
1(F, U(V ′x))
)
∩ Im
(
H1 (F, Z(U(V ′x)))→ H
1(F, U(V ′x))
)
= {1}
(12.5.4)
Recall that H1(F, U(V ′x)) classifies the (isomorphism classes of) hermitian spaces of the
same dimension as V ′x. Let δ ∈ F
× r NE/F (E×). Then, the group H1 (F, Z(U(W ′x)))
contains only one nontrivial element whose image in H1(F, U(V ′x)) corresponds to the
hermitian space δW ′x ⊕ Z (where δW
′
x denotes the hermitian space obtained from W
′
x
by multiplying its hermitian form by δ). Similarly, H1 (F, Z(U(V ′x))) has only one
nontrivial element whose image in H1(F, U(V ′x)) corresponds to the hermitian space
δV ′x. As Z is odd dimensional, we have δZ 6≃ Z (the two hermitian spaces have distinct
discriminants) so that by Witt’s theorem we also have δV ′x = δW
′
x ⊕ δZ 6≃ δW
′
x ⊕ Z.
This proves 12.5.4 and ends the proof of (iii).
(iv) Let us denote by G˜ the 2-cover of G defined at the end of Section 12.1 and let T˜x be
the inverse image of Tx in this 2-cover. Then, by 12.1.6, it suffices to check that T˜x
is connected. By the precise description of U˜(V ) and U˜(W ) given at the beginning of
Section 12.2 and since exactly one of the hermitian spaces V andW is even-dimensional,
we have
T˜x = {(t, z) ∈ Tx ×KerNE/F ; det(t) = z
2}
Thus, we need to show that the determinant has no square-root in the character group
of Tx but this is obvious since over the algebraic closure there exists an isomorphism
(Tx)F ≃ G
ℓ
m
t 7→ (ti)16i6ℓ
for some integer ℓ > 1 such that
det(t) =
ℓ∏
i=1
ti
for all t ∈ Tx(F ). 
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12.6 Proof of Theorem 12.4.1
Let ϕ be a tempered Langlands parameter for G. We want to show that the sum
∑
α∈H1(F,H)
∑
π∈ΠGα (ϕ)
m(π)(12.6.1)
is equal to 1. Let α ∈ H1(F,H). By Theorem 11.4.2, we have
m(π) = lim
s→0+
∫
Γ(Gα,Hα)
cπ(y)D
Gα(y)1/2∆(y)s−1/2dy
for all π ∈ ΠGα(ϕ). Summing this equality over the L-packet ΠGα(ϕ), we deduce that
∑
π∈ΠGα (ϕ)
m(π) = lim
s→0+
∫
Γ(Gα,Hα)
cϕ,α(y)D
Gα(y)1/2∆(y)s−1/2dy(12.6.2)
where we have set
cϕ,α =
∑
π∈ΠGα(ϕ)
cπ
Denote by Γstab(Gα, Hα) the set of strongly stable conjugacy classes in Γ(Gα, Hα). We endow
this set with the quotient topology and with the unique measure such that the projection
map Γ(Gα, Hα)→ Γstab(Gα, Hα) is locally measure-preserving. By the condition (STAB) of
Section 12.3, the character θϕ,α =
∑
π∈ΠGα (ϕ)
θπ is stable and it follows from 12.1.2 that the
function y 7→ cϕ,α(y) is constant on the fibers of the map Γ(Gα, Hα)→ Γstab(Gα, Hα). Since
it is also trivially true for the functions DGα and ∆, we may rewrite the right hand side of
12.6.2 as an integral over Γstab(Gα, Hα) to obtain
∑
π∈ΠGα (ϕ)
m(π) = lim
s→0+
∫
Γstab(Gα,Hα)
|p−1α,stab(y)|cϕ,α(y)D
Gα(y)1/2∆(y)s−1/2dy(12.6.3)
where pα,stab : Γ(Gα, Hα)→ Γstab(Gα, Hα) is the natural projection.
Let us introduce the subset Γqdstab(Gα, Hα) ⊆ Γstab(Gα, Hα) of elements x ∈ Γstab(Gα, Hα) such
that Gα,x is quasi-split. This subset is open and closed in Γstab(Gα, Hα) and by Proposition
4.5.1 1.(i), the function cϕ,α vanishes on the complement Γstab(Gα, Hα) r Γ
qd
stab(Gα, Hα) so
that 12.6.3 becomes
∑
π∈ΠGα (ϕ)
m(π) = lim
s→0+
∫
Γqdstab(Gα,Hα)
|p−1α,stab(y)|cϕ,α(y)D
Gα(y)1/2∆(y)s−1/2dy(12.6.4)
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By Proposition 12.5.1(i), we have an injection Γqdstab(Gα, Hα) →֒ Γ
qd
stab(G,H) such that if
y 7→ x then y and x are strongly stably conjugate. For all y ∈ Γqdstab(Gα, Hα), denoting by x
its image in Γqdstab(G,H), we have the following commutative diagram
Ty(F ) Tx(F )
Γqdstab(Gα, Hα) Γ
qd
stab(G,H)
≃
where the two vertical arrows are only defined in some neighborhood of 1, given by t 7→ ty,
t 7→ tx and are both locally preserving measures (when Ty(F ) and Tx(F ) are both equipped
with their unique Haar measure of total mass one) and the top vertical arrow is the restriction
to the F -points of the isomorphism provided by Proposition 12.5.1(ii). From this diagram,
we easily infer that the embedding Γqdstab(Gα, Hα) →֒ Γ
qd
stab(G,H) preserves measures. More-
over, by 12.1.2 and the condition (TRANS) of Section 12.3, if y ∈ Γqdstab(Gα, Hα) maps to
x ∈ Γqdstab(G,H) we have the equality cϕ,α(y) = e(Gα)cϕ(x) (where we have set cϕ = cϕ,1).
Using these two facts, we may now express the right hand side of 12.6.4 as an integral over
Γqdstab(G,H). More precisely, the result is the following formula∑
π∈ΠGα(ϕ)
m(π) = lim
s→0+
∫
Γqdstab(G,H)
e(Gα)nα(x)cϕ(x)D
G(x)1/2∆(x)s−1/2dx
where we have set
nα(x) = |{y ∈ Γ(Gα, Hα); y ∼stab x}|
for all x ∈ Γqdstab(G,H). Summing the above equality over α ∈ H
1(F,H), we get
∑
α∈H1(F,H)
∑
π∈ΠGα(ϕ)
m(π) = lim
s→0+
∫
Γqdstab(G,H)
∑
α∈H1(F,H)
e(Gα)nα(x)cϕ(x)D
G(x)1/2∆(x)s−1/2dx
(12.6.5)
Let x ∈ Γqdstab(G,H) and consider the inner sum
∑
α∈H1(F,H)
e(Gα)nα(x)(12.6.6)
By Proposition 12.5.1(iii), this sum equals∑
β∈H1(F,Tx)
e(Gβ)
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Moreover, by Proposition 12.5.1(iv), the map β ∈ H1(F, Tx) 7→ e(Gβ) ∈ Br2(F ) ≃ {±1}
is a group homomorphism which is non-trivial for x 6= 1. We deduce from this that the
sum 12.6.6 is zero unless x = 1. Returning to the formula 12.6.5 and taking into account
these cancellations, we see that the right hand side of 12.6.5 reduces to the contribution of
1 ∈ Γ(G,H) and thus we get
∑
α∈H1(F,H)
∑
π∈ΠGα (ϕ)
m(π) = cϕ(1)(12.6.7)
By Proposition 4.8.1(i), the term cϕ(1) has the following representation-theoretic interpre-
tation: it equals the number of representations in ΠG(ϕ) admitting a Whittaker model, a
representation being counted as many times as the number of different types of Whittaker
model it has, divided by the number of different type of Whittaker models for G. By the
condition (WHITT) of Section 12.3, this number is 1. It follows that the left hand side of
12.6.7 is also equal to 1 and we are done. 
A Topological vector spaces
In this appendix, we collect some facts about topological vector spaces that will be use
constantly throughout the paper. We will only consider Hausdorff locally convex topological
vector spaces over C. To abbreviate we will call them topological vector spaces. Let E be
a topological vector space. Recall that a subset B ⊆ E is said to be bounded if for every
neighborhood U of the origin there exists λ > 0 such thatB ⊆ λU . An equivalent condition is
that every continuous semi-norm on E is bounded on B. By the Banach-Steinhaus theorem,
a subset B ⊆ E is bounded if and only if it is weakly bounded, meaning that for any
continuous linear form e′ on E the set {〈b, e′〉, b ∈ B} is bounded. If B ⊆ E is a bounded
convex and radial (that is λB ⊆ B for all |λ| 6 1) subset of E then we will denote by EB
the subspace spanned by B equipped with the norm
qB(e) = inf{t > 0; e ∈ tB}, e ∈ EB
We say that E is quasi-complete if every bounded closed subset is complete. Of course
complete implies quasi-complete. If E is quasi-complete, then for every closed bounded
convex and radial subset B ⊆ E, the space EB is a Banach space. We will denote by E ′
the topological dual of E that we will always endow it with the strong topology (that is
the topology of uniform convergence on bounded subsets). If E is quasi-complete, a subset
B ⊆ E ′ is bounded if and only if for all e ∈ E the set {〈e, b〉; b ∈ B} is bounded (again
by the Banach-Steinhaus theorem). More generally, if F is another topological vector space
then we will equip the space Hom(E, F ) of continuous linear maps from E to F with the
strong topology. Thus, a generating family of semi-norms for the topology on Hom(E, F ) is
given by
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pB(T ) = sup
e∈B
p(Te), T ∈ Hom(E, F )
where B runs through the bounded subsets of E and p runs through a generating family of
semi-norms for F .
A.1 LF spaces
Let (Ei, fij), i ∈ I, be a direct system of topological vector spaces (the connecting linear
maps fij being continuous). Consider the direct limit in the category of vector spaces
E = lim−→
I
Ei
We will in general endow E with the direct limit topology that is the finest locally convex
topology on E such that all the natural maps Ei → E are continuous. If F is another
topological space, a linear map E → F is continuous if and only if all the induced linear
maps Ei → F , i ∈ I are continuous. If I is at most countable, the Ei, i ∈ I, are Fre´chet
spaces and E is Hausdorff (this is not automatic) then we will call E an LF space. If E is
an LF space then we can write it as the direct limit of a sequence (En)n>0 of Fre´chet spaces
where the connecting maps are just inclusions En ⊆ En+1 so that we have
E =
⋃
n>0
En
A bounded subset B of E is not always included in one of the En but this is the case if B
is convex radial and complete in which case there exists n > 0 such that B is included and
bounded in En ([Gr1] Corollaire IV.2 p.17). Hence, in particular, if E is quasi-complete then
every bounded subset is included and bounded in some En.
LF spaces share many of the good properties of Fre´chet spaces. First of all, an LF space is
barrelled ([Tr] Corollary 3 of Proposition 33.2), hence the Banach-Steinhaus theorem (aka
uniform boundedness principle) applies to them ([Tr] Theorem 33.1). In particular, if E is
an LF space, F any topological vector space and (un)n>1 is a sequence of continuous linear
maps from E to F that converges pointwise to a linear map u : E → F , then u is continuous
and the sequence (un)n>1 converges to u uniformly on compact subsets of E. Less known is
the fact the open mapping theorem and the closed graph theorem continue to hold for LF
spaces. This result is due to to Grothendieck (cf. [Gr1] Theorem 4.B) and will be constantly
used throughout this paper. We state it in the next proposition.
Proposition A.1.1 Let E and F be LF spaces. Then we have the following
(i) (Open mapping theorem) If f : E → F is a continuous surjective linear map, then it
is open.
(ii) (Closed Graph theorem) A linear map f : E → F is continuous if and only if its graph
is closed.
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A.2 Vector-valued integrals
Let E be a topological vector space and let X be a Hausdorff locally compact topological
space equipped with a regular Borel measure µ. Let ϕ : X → E be a continuous function.
We say that ϕ is weakly integrable (with respect to µ) if for all e′ ∈ E ′ the function x ∈ X 7→
〈ϕ(x), e′〉 is absolutely integrable. If this is so, there exists a unique vector I(ϕ) in (E ′)∗, the
algebraic dual of E ′, such that
〈I(ϕ), e′〉 =
∫
X
〈ϕ(x), e′〉dµ(x), for all e′ ∈ E ′
We call I(ϕ) the weak integral of ϕ and we usually denote it simply by∫
X
ϕ(x)dµ(x)
Note that this integral doesn’t necessarily belong to E or the completion of E.
We will say that ϕ is absolutely integrable if for any continuous semi-norm p on E the function
x ∈ X 7→ p(ϕ(x)) is integrable. Of course, absolutely integrable implies weakly integrable. If
ϕ is absolutely integrable and E is quasi-complete then the integral
∫
X
ϕ(x)dµ(x) belongs to
E. In general,
∫
X
ϕ(x)dµ(x) belongs to Ê, the completion of E. Of course, if ϕ is compactly
supported then it is absolutely integrable (recall that we assume ϕ to be continuous).
A.3 Smooth maps with values in topological vector spaces
Let E be a topological vector space and M be a real smooth manifold. Let k ∈ N ∪ {∞}.
Let ϕ be a map from M to E. We say that ϕ is strongly Ck if it admits derivatives of all
orders up to k (in the classical sense) and that all these derivatives are continuous. We say
that ϕ is weakly Ck if for all e′ ∈ E ′ the map m ∈M 7→ 〈ϕ(m), e′〉 is of class Ck. Obviously,
if ϕ is strongly Ck then it is also weakly Ck. A function that is weakly C∞ will also be called
smooth. The next proposition summarizes the main properties of strongly and weakly Ck
functions. The first point of the proposition shows that for quasi-complete spaces there is not
much difference between weakly Ck and strongly Ck maps. The second point implies that
the notion of smooth functions with values in E only depends on the bornology of E (that
is the family of its bounded subset). This is a very important property and the subsequent
points of the proposition follow easily from it. In lack of a reference, we include a proof.
Proposition A.3.1 Let k ∈ N ∪ {∞}. Then
(i) If E is quasi-complete and ϕ : M → E is weakly Ck+1 then ϕ is strongly Ck .
(ii) A map ϕ : M → E is smooth if and only if for all k > 0 and every relatively compact
open subset Ω ⊂ M , there exists a bounded subset Bk ⊂ E such that ϕ|Ω factorizes
through EBk and such that the induced map Ω→ EBk is weakly C
k;
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(iii) Let A ⊂ E ′ be a subset such that every subset B ⊂ E that is weakly-A-bounded (meaning
that for all e′ ∈ A the set {〈b, e′〉, b ∈ B} is bounded) is bounded. Then, a map
ϕ : M → E is smooth if and only if for all a ∈ A the function m ∈ M 7→ 〈ϕ(m), a〉 is
smooth.
(iv) Assume again that E is quasi-complete. Let F be another topological vector space.
Then a map ϕ : M → Hom(E, F ) is smooth if and only if for all e ∈ E and f ′ ∈ F ′,
the map m ∈M 7→ 〈ϕ(m)(e), f ′〉 is smooth.
(v) Let F and G be two other topological vector spaces and assume that E is quasi-complete.
Let A : E×F → G be a separately continuous bilinear map. Then, if ϕ1 : M → E and
ϕ2 : M → F are smooth functions, the function
m ∈M 7→ A(ϕ1(m), ϕ2(m)) ∈ G
is also smooth.
Proof:
(i) The question being local, we may assume that M = Rn. Assume first that ϕ is weakly
C1. Then for all e′ ∈ E ′ and all x, y ∈ Rn, we have
|〈ϕ(y), e′〉 − 〈ϕ(x), e′〉| =
∣∣∣∣∫ 1
0
∂(y − x) (〈ϕ(.), e′〉) ((1− t)x+ ty) dt
∣∣∣∣
6 ‖y − x‖ sup
z∈[x,y]
∣∣∣∣∂ ( y − x‖y − x‖
)
(〈ϕ(.), e′〉) (z)
∣∣∣∣
This shows that for every compact subset K ⊆ Rn the family
{
ϕ(y)− ϕ(x)
‖y − x‖
, x, y ∈ K}
is weakly bounded hence bounded so that ϕ is Lipschitz hence continuous.
Assume now that ϕ is weakly C2. Let u, x ∈ Rn and e′ ∈ E ′. Then by Rolle’s theorem,
for all t ∈ [−1, 1]r {0} there exists st ∈ [−1, 1] with |st| < |t| such that〈
ϕ(x+ tu)− ϕ(x)
t
, e′
〉
= ∂(u) (〈ϕ(.), e′〉) (x+ stu)
Hence, for all t, t′ ∈ [−1, 1]r {0}, we have
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∣∣∣∣〈ϕ(x+ tu)− ϕ(x)t − ϕ(x+ t′u)− ϕ(x)t′ , e′
〉∣∣∣∣ =
∣∣∣∣∣
∫ st
st′
∂(u2) (〈ϕ(.), e′〉) (x+ su)ds
∣∣∣∣∣
6 |st − st′ | sup
s∈[−1,1]
∣∣∂(u2) (〈ϕ(.), e′〉) (x+ su)∣∣
6 (|t|+ |t′|) sup
s∈[−1,1]
∣∣∂(u2) (〈ϕ(.), e′〉) (x+ su)∣∣
It follows that the family
{
(|t|+ |t′|)−1
(
ϕ(x+ tu)− ϕ(x)
t
−
ϕ(x+ t′u)− ϕ(x)
t′
)
, t, t′ ∈ [−1, 1]r {0}
}
is weakly bounded, hence bounded. Since E is quasi-complete, this immediately implies
that the limit
lim
t→0
ϕ(x+ tu)− ϕ(x)
t
exists in E. We just prove that the function ϕ is strongly derivable everywhere in every
direction. But for u ∈ Rn, ∂(u)ϕ is of course weakly C1, hence continuous by the first
part of the proof. This shows that ϕ is indeed strongly C1.
The general case follows by induction. Indeed, assume that the result is true for k > 1.
Let ϕ : Rn → E be a weakly Ck+2 map. Then, of course ϕ is weakly C2 hence strongly
C1 by what we just saw. Moreover, for every u ∈ Rn, the function ∂(u)ϕ is obviously
weakly Ck+1 so that by the induction hypothesis it is also strongly Ck. This proves
that ϕ is in fact strongly Ck+1 and this ends the proof of (i).
(ii) Up to replacing E by its completion, we may of course assume E complete. Then, the
proof of (i) shows that it suffices to take
Bk = {(Dϕ)(m); m ∈ Ω, D ∈ Diff
∞
6k+1(M)}
for all k > 0.
(iii) As we already explained, the true meaning of (ii) is that the notion of smooth func-
tion with values in a topological vector space only depends on the bornology of that
space. Hence, here it suffices to notice that the weak-A-topology on E defines the same
bornology as the original topology on E (this is exactly the assumption made on A).
(iv) Again, this is because the topology defined by the semi-norms T 7→ |〈Te, f ′〉|, e ∈ E
f ∈ F ′, defines the same bornology on Hom(E, F ) as the strong topology.
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(v) We are immediately reduced to the case when G = C. Let k > 0 and Ω ⊂ M be a
relatively compact open subset. Then by (ii), there exists bounded subsets Bk ⊆ E
and B′k ⊆ F such that the restrictions of ϕ1 and ϕ2 to Ω factorize through EBk and FB′k
respectively and induce weakly Ck+1 maps from Ω into these spaces. Since E is quasi-
complete, the bilinear map A restricted to EBk×FB′k induces a continuous bilinear form
EBk × FB′k → C. Hence, this bilinear form extends continuously to ÊBk × F̂B′k , where
ÊBk and F̂B′k denote the completion of EBk and FB′k respectively (these are Banach
spaces). Since the maps ϕ1 : Ω→ ÊBk and ϕ2 : Ω→ F̂B′k are weakly C
k+1, by (i) they
are also strongly Ck. It immediately follows that the map m ∈ Ω 7→ A(ϕ1(m), ϕ2(m))
is of class Ck. This of course implies (v). 
We will denote by C∞(M,E) the space of all smooth maps fromM to E. We equip C∞(M,E)
with a topology as follows. If E is complete then we endow C∞(M,E) with the topology
defined by the semi-norms
pD,K,q(ϕ) = sup
m∈K
q [(Dϕ)(m)]
where K runs through the compact subsets of M , q runs through the continuous semi-
norms on E and D runs through Diff∞(M) the space of smooth differential operators on M
(note that by the point (i) of the last proposition, since E is complete, Diff∞(M) acts on
C∞(M,E)). In the general case, we equip C∞(M,E) with the subspace topology coming
from the inclusion C∞(M,E) ⊂ C∞(M, Ê) where Ê is the completion of E.
A.4 Holomorphic maps with values in topological vector spaces
Let E be a topological vector space and M a complex analytic manifold. Let ϕ : M → E
be a map. We say that ϕ is holomorphic if for all e′ ∈ E ′ the function m ∈ M 7→ 〈ϕ(m), e′〉
is holomorphic and we say that ϕ is strongly holomorphic if it admits complex derivatives
of all orders. Obviously, if ϕ is strongly holomorphic then ϕ is holomorphic. The analog of
Proposition A.3.1 for holomorphic functions is true ([Gr2] Theorem 1) and is summarized in
the next proposition.
Proposition A.4.1 (i) If E is quasi-complete and ϕ : M → E is holomorphic if and only
if it is strongly holomorphic.
(ii) A map ϕ : M → E is holomorphic if and only if for every relatively compact open
subset Ω ⊂ M there exists a bounded convex and radial subset B ⊂ E such that ϕ|Ω
factorizes through EB and the induced map Ω→ EB is holomorphic;
(iii) Let A ⊂ E ′ be a subset such that every subset B ⊂ E that is weakly-A-bounded (meaning
that for all e′ ∈ A the set {〈b, e′〉, b ∈ B} is bounded) is bounded. Then, a map
ϕ :M → E is holomorphic if and only if for all a ∈ A the function m ∈M 7→ 〈ϕ(m), a〉
is holomorphic.
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(iv) Assume again that E is quasi-complete. Let F be another topological vector space.
Then a map ϕ : M → Hom(E, F ) is holomorphic if and only if for all e ∈ E and
f ′ ∈ F ′, the map m ∈M 7→ 〈ϕ(m)(e), f ′〉 is holomorphic.
Let X be a compact real smooth manifold. Denote by C∞(X) the space of smooth complex-
valued functions on X . It is naturally a Fre´chet space and we will denote by C−∞(X) its
topological dual. For each integer k > 0, we also have the space Ck(X) of Ck complex-valued
functions on X . It is naturally a Banach space and its dual C−k(X) is also a Banach space.
We have a natural continuous inclusion C−k(X) ⊆ C−∞(X). Let M be a complex analytic
manifold. In Section B.3, we will need the following fact
(A.4.1) Let ϕ : M → C−∞(X) be holomorphic. Then, for every relatively compact open
subset Ω ⊆ M , there exists an integer k > 0 such that the map ϕ|Ω factorizes through
C−k(X) and induces an holomorphic map Ω→ C−k(X).
This will follow from the point (ii) of the last proposition if we can prove that every bounded
subset B ⊆ C−∞(X) is contained and bounded in some C−k(X), k > 0. Note that we have
a natural continuous and bijective linear map
lim−→
k
C−k(X)→ C−∞(X)(A.4.2)
Since C−∞(X) is the strong dual of a Fre´chet space, it is complete ([Bour] Proposition
IV.3.2). Hence, if we can prove that A.4.2 is a topological isomorphism then we will be done
(cf. Section A.1). By the open mapping theorem, it suffices to show that C−∞(X) is an LF
space. This follows from the fact that C∞(X) is a nuclear space (cf. next section), hence
it is reflexive and the strong dual of a reflexive Fre´chet space is an LF space ([Bour] IV.23
Proposition 4).
A.5 Completed projective tensor product, nuclear spaces
Let E and F be two topological vector spaces. For all continuous semi-norms p and q on E
and F respectively, define a semi-norm p⊗ q on E ⊗ F by
(p⊗ q)(v) = inf{
n∑
i=1
p(ei)q(fi); v =
n∑
i=1
ei ⊗ fi}, v ∈ E ⊗ F
where the infimum is taken over all decompositions v =
∑n
i=1 ei ⊗ fi of v where ei ∈ E and
fi ∈ F . If we choose two families of semi-norms (pi)i∈I and (qj)j∈J that generate the topology
on E and F respectively, then the family of semi-norms (pi⊗qj)(i,j)∈I×J defines a topology on
E⊗F which is independent of the two chosen families (pi)i∈I and (qj)j∈J . We shall call it the
projective topology and we will denote by E⊗̂pF the completion of E ⊗ F for this topology.
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We call E⊗̂pF the completed projective tensor product of E and F . It satisfies the following
universal property ([Tr] Proposition 43.8): for any complete topological vector space G, the
map that associates to T ∈ Hom(E⊗̂pF,G) the bilinear map (e, f) ∈ E × F 7→ T (e ⊗ f)
induces a bijection
Hom(E⊗̂pF,G) ≃ B(E, F ;G)
where B(E, F ;G) denotes the space of all continuous bilinear maps E × F → G. We shall
need the following
(A.5.1) Let E and F be Fre´chet spaces, G be any topological vector space, M be a real
smooth manifold and ϕ be a map M → Hom(E⊗̂pF,G). Then, ϕ is smooth if and
only if for all e ∈ E, all f ∈ F and all g′ ∈ G′, the map
m ∈M 7→ 〈ϕ(m)(e⊗ f), g′〉
is smooth.
By Proposition A.3.1(iii), it suffices to see that a subset B ⊆ Hom(E⊗̂pF,G) is bounded if
and only if for all e ∈ E, f ∈ F and g′ ∈ G′ the set {〈b(e⊗ f), g′〉; b ∈ B} is bounded. We
are immediately reduced to the case where G = C. Let B be a set of continuous linear forms
on E⊗̂pF , that we will identify with a set of continuous bilinear forms on E×F , and assume
that the set {b(e, f), b ∈ B} is bounded for all e ∈ E and f ∈ F . We want to show that B
is bounded in
(
E⊗̂pF
)′
. This amounts to proving that the set {b(v); b ∈ B} is bounded for
all v ∈ E⊗̂pF . Since E and F are Fre´chet spaces, by [Tr] Theorem 45.1, every v ∈ E⊗̂pF is
the sum of an absolutely convergent series
v =
∞∑
n=0
λnxn ⊗ yn(A.5.2)
where (λn)n>0 is a sequence of complex numbers such that
∞∑
n=0
|λn| < ∞ and (xn)n>0 (resp.
(yn)n>0) is a sequence converging to 0 in E (resp. in F ). Thus, we only need to show that
the set {b(xn, yn); b ∈ B n > 0} is bounded. But this follows from the usual uniform
boundedness principle (for Banach spaces) using the fact that E and F are quasi-complete.
This ends the proof of A.5.1.
Another property of the projective tensor product that we shall need is the following.
(A.5.3) Let E and F be Fre´chet spaces. Then a sequence (λn)n>0 of continuous linear forms
on E⊗̂pF converges pointwise if and only if for all e ∈ E and all f ∈ F the sequence
(λn(e⊗ f))n>0 converges.
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Indeed, by the universal property of the projective tensor product, the λn correspond to
continuous bilinear forms Bn : E × F → C. Now, if Bn converges pointwise, since E and F
are Fre´chet spaces, by the Banach-Steinhaus theorem (and [Tr] Theorem 34.1) the sequence
(Bn)n>0 is equicontinuous and thus so does the sequence (λn)n>0. As it is converging on a
dense subspace of E⊗̂pF , this sequence is therefore converging everywhere.
Nuclear spaces are a class of topological vector spaces that have many of the good properties
of finite dimensional vector spaces. For the precise definition of nuclear spaces we refer
the reader to [Tr]. Examples of nuclear spaces are C∞(M) or C∞c (M), where M is a real
smooth manifold. Any subspace and any quotient by a closed subspace of a nuclear space is
nuclear ([Tr] Proposition 50.1). A nuclear Fre´chet space is a Montel space ([Tr] Proposition
50.2), hence is reflexive. Important for us will be the following description of the completed
projective tensor product of two nuclear spaces of functions ([Gr1] Theorem 13). For every
set S, let us denote by F(S) the space of all complex-valued functions on S. We shall endow
this space with the topology of pointwise convergence.
Proposition A.5.1 (Grothendieck’s weak-strong principle) Let S and T be two sets and let
E and F be subpaces of F(S) and F(T ) respectively. Assume that both E and F are equipped
with locally convex topologies that are finer than the topology of pointwise convergence and
that turn both E and F into nuclear LF spaces. Then, the natural bilinear map
E × F → F(S × T )
is continuous and extends to an injective continuous linear map
E⊗̂pF → F(S × T )
whose image consists in the functions ϕ : S × T → C which satisfies
• For all s ∈ S, the function t ∈ T 7→ ϕ(s, t) belongs to F ;
• For all f ′ ∈ F ′, the function s ∈ S 7→ 〈ϕ(s, .), f ′〉 belongs to E.
Finally, the next lemma will be used in Section 4.2 in order to prove that spaces of quasi-
characters are nuclear. Before stating it, we introduce a notation. Let V ⊆ U ⊆ Rn be open
subsets. We will denote by C∞b (V, U) the space of all smooth functions ϕ : V → C such that
for all u ∈ S(Rn) the function ∂(u)ϕ (extended by 0 outside V ) is locally bounded on U .
We endow this space with the topology defined by the semi-norms
qK,u(ϕ) = sup
x∈K
|(∂(u)ϕ)(x)| , ϕ ∈ C∞b (V, U)
where K runs through the compact subsets of U and u runs through S(Rn). With this
topology, C∞b (V, U) is easily seen to be a Fre´chet space.
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Lemma A.5.2 Assume that the following condition is satisfied: For all x ∈ U , there exists
an open neighborhood Ux ⊆ U of x such that Ux ∩ V can be written as a finite union of open
convex subsets. Then, C∞b (V, U) is nuclear.
Proof: Fix for every x ∈ U an open neighborhood Ux ⊆ U satisfying the condition of the
lemma. Set Vx = Ux ∩ V for all x ∈ U . Then, the natural restriction maps C∞b (V, U) →
C∞b (Vx, Ux) induce a closed embedding
C∞b (V, U) →֒
∏
x∈U
C∞b (Vx, Ux)
Hence, we only need to prove that the spaces C∞b (Vx, Ux) are nuclear. We may thus assume
that V itself can be written as a finite union of open convex subsets. Let V = V1∪V2∪. . .∪Vd,
d > 1, be such a presentation. The restriction maps again induce a closed embedding
C∞b (V, U) →֒
d⊕
i=1
C∞b (Vi, U)
from which it follows that we may assume, without loss of generality, that V is convex. If
V is convex, then for all u ∈ S(Rn) and all ϕ ∈ C∞b (V, U), by the mean value theorem,
the function ∂(u)ϕ extends continuously to clU(V ) (the closure of V in U). By Whitney
extension theorem [Wh], it follows that every function ϕ ∈ C∞b (V, U) extends to a smooth
function on U . Hence, the restriction map
C∞(U)→ C∞b (V, U)
is surjective. This linear map is obviously continuous and both C∞(U) and C∞b (V, U) are
Fre´chet spaces. Consequently, by the open mapping theorem, C∞b (V, U) is a quotient of
C∞(U) and the result follows since C∞(U) is nuclear. 
B Some estimates
B.1 Three lemmas
Lemma B.1.1 Let U ⊆ F× be a compact neighborhood of 1. Then, for all δ > 0 there exists
δ′ > 0 such that ∫
U
(
1 +
∣∣tx− t−1y∣∣)−δ dt≪ (1 + |x|)−δ′ (1 + |y|)−δ′∫
U
(1 + |tx− y|)−δ dt≪ (1 + |x|)−δ
′
(1 + |y|)−δ
′
for all x, y ∈ F .
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Lemma B.1.2 (i) Let T be a torus over F and let χ1, . . . , χn be linearly independent
elements of X∗(T )F . Then, for all Re(s) > 0, the function
t 7→ |χ1(t)− 1|
s−1 . . . |χn(t)− 1|
s−1
is locally integrable over T (F ).
(ii) Let V be a finite dimensional F -vector space and let λ1, . . . , λn be linearly independent
elements in V ∗
F
. Then, for all Re(s) > 0, the function
v 7→ |λ1(v)|
s−1 . . . |λn(v)|
s−1
is locally integrable over V . Moreover, for all d > n and every compact subset KV ⊆ V ,
we have
lim
s→0+
sd
∫
KV
|λ1(v)|
s−1 . . . |λn(v)|
s−1 dv = 0
Lemma B.1.3 Let H be an algebraic group over F , σ a log-norm on H (cf. Section 1.2)
and dLh a left Haar measure on H(F ). For all b > 0, let us denote by 1σ<b the characteristic
function of {h ∈ H(F ); σ(h) < b}. Then, there exists R > 0 such that∫
H(F )
1σ<b(h)dLh≪ e
Rb
for all b > 0.
B.2 Asymptotics of tempered Whittaker functions for general lin-
ear groups
Let V be an F -vector space of finite dimension d and set G = GL(V ). Let (e1, . . . , ed) be a
basis of V and (B, T ) be the standard Borel pair of G with respect to this basis. We have
an isomorphism
T ≃ (Gm)
d
t 7→ (ti)16i6d
where ti, 1 6 i 6 d, denotes the eigenvalue of t acting on ei. Set
T˜ := {t ∈ T ; td = 1}
Let N be the unipotent radical of B and let ξ be a generic character on N(F ), for example
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ξ(n) = ψ
(
d−1∑
i=1
〈nei+1, e
∗
i 〉
)
, n ∈ N(F )
where (e∗1, . . . , e
∗
d) denotes the dual basis of (e1, . . . , ed).
Let π ∈ Temp(G) and fix a Whittaker model for π
π∞ →֒ C∞ (N(F )\G(F ), ξ)
v 7→Wv
Hence, there exists a nonzero continuous linear form
ℓ : π∞ → C
such that ℓ ◦ π(n) = ξ(n)ℓ for all n ∈ N(F ) and so that
Wv(g) = ℓ(π(g)v)
for all v ∈ π∞ and all g ∈ G(F ).
Lemma B.2.1 For all R > 0, there exists a continuous semi-norm νR on π
∞ such that
∣∣Wv(t˜)∣∣ 6 νR(v)ΞG(t˜) d−1∏
i=1
max
(
1, |t˜i|
)−R
for all v ∈ π∞ and all t˜ ∈ T˜ (F ).
Proof: Assume first that F is p-adic. Then, we have the following stronger inequality whose
proof is classical (cf. for example [Wa4] Lemme 3.7 (i))
(B.2.1) For all v ∈ π∞, there exists c > 0 such that
∣∣Wv(t˜)∣∣≪ ΞG(t˜) d−1∏
i=1
1]0,c](
∣∣t˜i∣∣)
for all t˜ ∈ T˜ (F ) and where 1]0,c] denotes the characteristic function of the interval ]0, c].
We henceforth assume that F = R. In this case, the inequality of the lemma is a consequence
of the two following facts:
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(B.2.2) There exists R0 > 0 and a continuous semi-norm ν on π
∞ such that
∣∣Wv(t˜)∣∣ 6 ν(v)ΞG(t˜) d−1∏
i=1
max
(
1, |t˜i|
)R0
for all v ∈ π∞ and all t˜ ∈ T˜ (R).
(B.2.3) For all 1 6 i 6 d− 1, there exists ui ∈ U(n) such that
Wv(t˜) = t˜
−1
i Wπ(ui)v(t˜)
for all v ∈ π∞ and all t˜ ∈ T˜ (R).
Let us identify g with gld using the basis e1, . . . , ed and let us denote for 1 6 i 6 d − 1 by
Xi ∈ g the matrix with a 1 at the crossing of the ith row and (i + 1)th column and zeros
everywhere else. Set u′i = XiXi+1 . . .Xd−1 and ui = dξ(u
′
i)
−1u′i for 1 6 i 6 d − 1. Here
dξ : U(n) is the natural extension of the character dξ : n(R)→ C obtained by differentiating
ξ at the origin. Note that the elements ui are well-defined since by the hypothesis that ξ is
generic we have dξ(u′i) 6= 0 for all 1 6 i 6 d − 1. Moreover, it is easy to check that for all
1 6 i 6 d− 1, ui satisfies the claim B.2.3 We are thus only left with proving B.2.2.
In what follows, we fix a positive integer k that we assume sufficiently large throughout.
Denote by B = TN the Borel subgroup opposite to B with respect to T . Let Y1, . . . , Yb be
a basis of b(R) and set ∆B = Y
2
1 + . . . + Y
2
b ∈ U(b). Then, by elliptic regularity (cf. 2.1.2),
there exists functions ϕ1
B
∈ C2k−dim(B)−1c (B(R)) and ϕ2B ∈ C
∞
c (B(R)) such that
ϕ1
B
∗∆k
B
+ ϕ2
B
= δB1
Applying π to this equality, we get
Wv(t˜) = ℓ
(
π(t˜)v
)
= ℓ
(
π(ϕ1
B
)π(∆k
B
)π(t˜)v
)
+ ℓ
(
π(ϕ2
B
)π(t˜)v
)
for all v ∈ π∞ and all t˜ ∈ T˜ (R). Let ϕN ∈ C∞c (N(R)) be any function such that∫
N(R) ϕN(n)ξ(n)dn = 1. Then we have ℓ = ℓ ◦ π(ϕN). Plugging this into the last equal-
ity, we get
Wv(t˜) = ℓ
(
π(ϕ1)π(∆k
B
)π(t˜)v
)
+ ℓ
(
π(ϕ2)π(t˜)v
)
(B.2.4)
for all v ∈ π∞ and all t˜ ∈ T˜ (R) where we have set ϕ1 = ϕN ∗ϕ1B and ϕ
2 = ϕN ∗ϕ2B. Note ϕ
1
and ϕ2 both belong to C
2k−dim(B)−1
c (G(R)). It follows that for k sufficiently large, the two
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vectors ℓ ◦ π(ϕ1), ℓ ◦ π(ϕ2) ∈ π−∞ actually belong to π∞. Assuming k to be that sufficiently
large, by 2.2.6 we get the existence of a continuous semi-norm ν0 on π
∞ such that∣∣ℓ (π(ϕi)π(g)v)∣∣ 6 ν0(v)ΞG(g)
for all v ∈ π∞, all g ∈ G(R) and all i ∈ {1, 2}. Combining this inequality with B.2.4, we get∣∣Wv(t˜)∣∣ 6 (ν0 (π(t˜−1∆kB t˜)v)+ ν0(v))ΞG(t˜)
for all v ∈ π∞ and all t˜ ∈ T˜ (R). To ends the proof of B.2.2, it suffices to notice that ∆k
B
is a
sum of eigenvectors for the adjoint action of T˜ (R) on U(b) and that any such eigenvector has
an associated eigen-character of the form t˜ ∈ T˜ (R) 7→ t˜−n11 . . . t˜
−nd−1
d−1 for some nonnegative
integers n1, . . . , nd−1. 
B.3 Unipotent estimates
Let us fix the following
• G a connected reductive group over F ;
• Pmin = MminNmin and Pmin =MminNmin two opposite minimal parabolic subgroups of
G;
• Amin = AMmin denotes the maximal split subtorus of Mmin;
• λmin : Nmin → Ga is a non-degenerate additive character;
• ξmin = ψ◦λmin,F : Nmin(F )→ C× where ψ : F → C× is a continuous unitary character;
• N ′min = Ker(λmin).
• K is a maximal compact subgroup of G(F ) that is special in the p-adic case. We
denote by mPmin : G(F )→ Mmin(F ) any map such that mPmin(g)
−1g ∈ Nmin(F )K for
all g ∈ G(F ).
The purpose of this section is to show the following estimate
Proposition B.3.1 There exists ǫ > 0 such that the integral∫
N ′min(F )
δPmin(mPmin(n
′n))1/2−ǫdn′
is absolutely convergent for all n ∈ Nmin(F ) and is bounded uniformly in n.
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To prove this estimate, we will use the holomorphic continuation of the Jacquet integral.
Let us recall what it means. For all s ∈ C, we introduce the smooth normalized induced
representation
π∞s = i
G
Pmin
(δs
Pmin
)∞
By restriction to K, all the spaces underlying the representations π∞s (for s ∈ C) become
isomorphic to C∞(Kmin\K), where Kmin = K ∩ Pmin(F ). We will use these isomorphisms
as identifications and for e ∈ C∞(Kmin\K), s ∈ C, we will denote by es the corresponding
vector in the space of π∞s . Now for Re(s) > 0, we may define the following functional
Λs : C
∞(Kmin\K)→ C
e 7→
∫
Nmin(F )
es(n)ξ(n)dn
(the integral is absolutely convergent). This functional is called the Jacquet integral. The
space C∞(Kmin\K) is naturally a topological vector space: if F is Archimedean then it
has a structure of Fre´chet space whereas if F is p-adic we equip it with the finest locally
convex topology. Then Λs, for Re(s) > 0, is a continuous linear form hence it belongs to the
topological dual of C∞(Kmin\K) that we will denote by C−∞(Kmin\K). The holomorphic
continuation of the Jacquet integral now means the following
The map s ∈ {Re > 0} 7→ Λs ∈ C−∞(Kmin\K) is holomorphic and admits an
holomorphic continuation to C.
Proof of Proposition B.3.1: We may assume without loss of generality that G is adjoint.
This implies the existence of a one-parameter subgroup
a : Gm → Amin
x 7→ a(x)
such that λmin (a(x)na(x)
−1) = xλ(n) for all x ∈ Gm and all n ∈ N . Note that a ∈ X∗(Amin)
is in the positive chamber corresponding to Pmin. We start by proving the following
(B.3.1) For all e ∈ C∞(Kmin\K), all n ∈ Nmin(F ) and all s ∈ {Re > 0}, we have∫
N ′min(F )
es(n
′n)dn′ =
∫
F
ψ(xλmin(n))Λs (πs(a(x))e) δPmin(a(x))
s−1/2dx
where dx denotes some additive Haar measure on F and both integrals are absolutely
convergent.
Fix e ∈ C∞(Kmin\K) and s ∈ C such that Re(s) > 0. Using λmin,F , we may identify
N ′min(F )\Nmin(F ) with F . Then both sides of B.3.1 may be seen as a functions on F :
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ϕ1 : y ∈ F 7→
∫
N ′min(F )
es(n
′y)dn′
ϕ2 : y ∈ F 7→
∫
F
ψ(xy)Λs (πs(a(x))e) δPmin(a(x))
s−1/2dx
The integral defining the ϕ1 is absolutely convergent and the resulting function is integrable
over F . Moreover, in the p-adic case we obtain a uniformly smooth function on F whereas
in the Archimedean case we obtain a function on F that is smooth with all its derivatives
integrable. All of these easily follow from the following two facts
(B.3.2) For every compact C ⊆ Nmin(F ), we have
|es(n
′n)| ≪ δPmin
(
mPmin(n
′)
)1/2+Re(s)
for all n′ ∈ Nmin(F ) and all n ∈ C.
(B.3.3) The integral ∫
Nmin(F )
δPmin
(
mPmin(n)
)1/2+Re(s)
dn
is absolutely convergent.
In both cases, this implies that ϕ1 admits a Fourier transform
ϕ̂1(x) =
∫
F
ϕ1(y)ψ(xy)dy
(the Haar measure dy being the quotient of the Haar measure on Nmin(F ) and on N
′
min(F ))
which is integrable over F and that for dx the Haar measure dual to dy, we have
ϕ1(y) =
∫
F
ϕ̂1(x)ψ(xy)dx
for all y ∈ F . To prove B.3.1 it is thus sufficient to establish that Λs (πs(a(x))e) δPmin(a(x))
s−1/2 =
ϕ̂1(x) for all x ∈ F×. We have
Λs (πs(a(x))e) =
∫
Nmin(F )
es(na(x))ξmin(n)dn
= δPmin(a(x))
1/2+s
∫
Nmin(F )
es(a(x)
−1na(x))ξmin(n)dn
= δPmin(a(x))
1/2−s
∫
Nmin(F )
es(n)ξmin(a(x)na(x)−1)dn
= δPmin(a(x))
1/2−s
∫
F
ϕ1(y)ψ(xy)dy
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for all x ∈ F×, where at the third line we made the variable change n 7→ a(x)na(x)−1. This
proves the equality Λs (πs(a(x))e) δPmin(a(x))
s−1/2 = ϕ̂1(x) for all x ∈ F× and ends the proof
of B.3.1.
We will now prove the following
(B.3.4) There exists δ > 0 such that for all e ∈ C∞(Kmin\K) the integral∫
F
Λs (πs(a(x))e) δPmin(a(x))
s−1/2dx
is absolutely and locally uniformly convergent for all s in {Re > −δ}.
First we show how to deduce the proposition from this last claim. It implies in particular
that the right hand side of B.3.1 admits an holomorphic continuation to some half plan
{Re > −δ}, δ > 0. Consequently, the left hand side also admits an holomorphic continuation
to such an half plane. Let us consider the case where e = e0 ∈ C
∞(Kmin\K) is the constant
function equal to 1. Then the left hand side of B.3.1 is, for Re(s) > 0,∫
N ′min(F )
δPmin(mPmin(n
′n))1/2+sdn′
Since the integrand is positive for s real, this implies that the integral is still absolutely
convergent in the half plane {Re > −δ}. Hence, for ǫ < δ, the integral of the proposition
is convergent. Moreover, it is equal to the integral of the right hand side of B.3.1 evaluated
at s = −ǫ. By B.3.4, this integral is also absolutely convergent. Since the absolute value
of the integrand is independent of n ∈ N(F ), this shows the uniform boundedness of the
proposition. Hence, we are left with establishing B.3.4.
Fix e ∈ C∞(Kmin\K). We now split B.3.4 into the two following estimates:
(B.3.5) The integral ∫
{|x|>1}
Λs (πs(a(x))e) δPmin(a(x))
s−1/2dx
is absolutely convergent locally uniformly in s for all s ∈ C.
(B.3.6) There exists δ > 0 such that the integral∫
{|x|<1}
Λs (πs(a(x))e) δPmin(a(x))
s−1/2dx
is absolutely convergent locally uniformly in s for all s ∈ {Re > −δ}.
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When F = R, for each integer k > 0 the (continuous) dual C−k(Kmin\K) of the space
Ck(Kmin\K) of functions continuously derivable up to order k is a Banach space which
naturally embeds in C−∞(Kmin\K) and by A.4.1 we have the following:
(B.3.7) Assume F = R. Then, for every relatively compact open subset Ω ⊆ C, there exists
an integer k > 0 such that the map s ∈ Ω 7→ Λs factors through C−k(Kmin\K) and
defines an holomorphic function into that Banach space.
We now prove B.3.5. By assumption, there exists X ∈ nmin such that ξmin(e
X) 6= 1 and
a(x)Xa(x)−1 = xX for all x ∈ F×. We now separate the proof according to whether F is
p-adic or real
• First assume that F is a p-adic field. It is easy to see that x ∈ F× 7→ Λs (πs(a(x))e)
is bounded on compact subsets of F× locally uniformly in s. Hence, it is sufficient to
establish the following
(B.3.8) There exists c > 1 such that
Λs (πs(a(x))e) = 0
for all s ∈ C and all x ∈ F× satisfying |x| > c.
Indeed, for all s ∈ C and all x ∈ F×, we have
ξmin(e
X)Λs (πs(a(x))e) = Λs
(
πs(e
X)πs(a(x))e
)
= Λs
(
πs(a(x))πs(e
x−1X)e
)
and for x sufficiently large, ex
−1X is in K and stabilizes e. Since ξmin(e
X) 6= 1, this
shows the vanishing B.3.8.
• Let us now treat the case where F = R. Fix Ω a compact subset of C. By B.3.7, there
exists an integer k > 0 such that
|Λs(e
′)| ≪ ‖e′‖Ck
for all e′ ∈ C∞(Kmin\K) and all s ∈ Ω. Moreover, it is easy to see that there exists a
positive integer N0 > 0 such that
‖πs(a(x))e
′‖Ck ≪ |x|
N0‖e′‖Ck
for all e′ ∈ C∞(Kmin\K), all s ∈ Ω and all x ∈ F× such that |x| > 1. Hence, we have
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|Λs (πs(a(x))e
′)| ≪ |x|N0‖e′‖Ck(B.3.9)
for all e′ ∈ C∞(Kmin\K), all s ∈ Ω and all x ∈ F× such that |x| > 1. Also, there exists
a positive integer N1 such that
∣∣δPmin(a(x))s−1/2∣∣≪ |x|N1(B.3.10)
for all s ∈ Ω and all x ∈ F× such that |x| > 1.
Consider the element X ∈ nmin(F ) previously introduced. Up to a scaling, we may
assume that dξmin(X) = 1. Then, for every positive integer N2, we have
Λs (πs(a(x))e) = dξmin(X)
N2Λs (πs(a(x))e)
= Λs
(
πs(X
N2)πs(a(x))e
)
= |x|−N2Λs
(
πs(a(x))πs(X
N2)e
)
Since the family
(
πs(X
N2)e
)
s∈Ω is bounded in C
∞(Kmin\K), combining the previous
equality with B.3.9, we get that for every integer N2 > 0, we have an inequality
|Λs (πs(a(x))e)| ≪ |x|
N0−N2
for all s ∈ Ω and all x ∈ F× such that |x| > 1. Combining this further with B.3.10, we
get an inequality ∣∣δPmin(a(x))s−1/2Λs (πs(a(x))e′)∣∣≪ |x|−2
for all s ∈ Ω and all x ∈ F× such that |x| > 1. This ends the proof of B.3.5.
We now prove B.3.6. We will deduce it from the following claim:
(B.3.11) There exists d > 0 such that we have an inequality which is uniform locally in s
|Λs (πs(a(x))e)| ≪ δPmin(a(x))
1/2−|Re(s)|σ(a(x))d
for all x ∈ F× such that |x| < 1.
That B.3.11 implies B.3.6 is clear since for δ > 0 sufficiently small the function x 7→
δPmin(a(x))
−δσ(a(x))d is locally integrable on F .
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It only remains to prove B.3.11. Define a bilinear form 〈., .〉K on C(Kmin\K) (space of all
complex-valued continuous functions on Kmin\K) by
〈e, e′〉K =
∫
K
e(k)e′(k)dk, e, e′ ∈ C(Kmin\K)
This pairing induces a continuous embedding C(Kmin\K) ⊂ C
−∞(Kmin\K) and we have
〈πs(g)e, e′〉K = 〈e, π−s(g−1)e′〉K for all e, e′ ∈ C(Kmin\K), all s ∈ C and all g ∈ G(F ).
Moreover, the space C(Kmin\K) is a Banach space when equipped with the norm
‖e‖∞ = sup
k∈K
|e(k)|, e ∈ C(K∞\K)
We have
(B.3.12) There exists d > 0, such that
|〈e, πs(a(x))e
′〉K | ≪ δPmin(a(x))
1/2−|Re(s)|σ(a(x))d‖e‖∞‖e′‖∞
for all s ∈ C, all e, e′ ∈ C(Kmin\K) and all x ∈ F× such that |x| < 1.
Indeed, let e, e′ ∈ C(Kmin\K), unraveling the definitions we have
〈e, πs(a(x))e
′〉K =
∫
K
δPmin
(
mPmin(ka(x))
)1/2+s
e′
(
kPmin(ka(x))
)
e(k)dk
Hence,
|〈e, πs(a(x))e
′〉K | 6 ‖e‖∞‖e′‖∞ sup
k∈K
[
δPmin
(
mPmin(ka(x))
)Re(s)] ∫
K
δPmin
(
mPmin(ka(x))
)1/2
dk
for all s ∈ C and all x ∈ F×. The integral above is (by definition) ΞG(a(x)) and since a(.)
is in the positive chamber relative to Pmin, by Proposition 1.5.1(i) there exists a d0 > 0 such
that ΞG(a(x)) ≪ δPmin(a(x))
1/2σ(a(x))d0 for all x ∈ F× with |x| < 1. On the other hand, it
easily follows from Proposition 1.5.1(i) and (ii) that there exists d1 > 0 such that
sup
k∈K
[
δPmin
(
mPmin(ka(x))
)Re(s)]
≪ δPmin(a(x))
−|Re(s)|σ(a(x))d1
for all s ∈ C and all x ∈ F× such that |x| < 1. The estimate B.3.12 follows.
We now prove B.3.11 distinguishing again the case where F is p-adic from the case where
F = R.
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• Assume first that F is a p-adic field. Since a ∈ X∗(Amin) is in the positive chamber for
Pmin, there exists a compact-open subgroup KP ⊆ Kmin ∩ Pmin(F ) fixing e and such
that a(x)−1KPa(x) ⊆ KP for all x ∈ F
× with |x| < 1. Fix such a subgroup and let
K ′ ⊆ K ∩Ker(ξmin)KP be a compact-open subgroup. Then, we have
Λs (πs(a(x))e) = Λs (π(eK ′)πs(a(x))e)
for all s ∈ C and all x ∈ F× such that |x| < 1, where eK ′ = vol(K ′)−11K ′. Now the
function s 7→ Λs ◦ π(eK ′) actually takes value in C∞(Kmin\K) and we have
Λs (π(eK ′)e
′) = 〈Λs ◦ π(eK ′), e′〉K
for all e′ ∈ C∞(Kmin\K) and all s ∈ C. By B.3.12, it is thus sufficient to show that
the map s 7→ Λs ◦π(eK ′) ∈ C(Kmin\K) is locally bounded (as a map into C(Kmin\K)).
Obviously, this map is continuous as a map into C−∞(Kmin\K) (because s 7→ Λs is
continuous). Moreover, the map s 7→ Λs ◦ π(eK ′) in fact takes value in the finite
dimensional subspace of functions invariant on the right by K ′. Since the topologies
induced by either C−∞(Kmin\K) or C(Kmin\K) on that subspace are the same, we
conclude that the map s 7→ Λs ◦ π(eK ′) ∈ C(Kmin\K) is continuous and we are done.
• Assume now that F = R. Fix a basis X1, . . .XN of pmin(F ) and set
∆P = X
2
1 + . . .+X
2
N ∈ U (p(F ))
By elliptic regularity (cf. 2.1.2), for every positive integer m such that 2m > dim(Pmin),
there exist functions ϕ1
P
∈ C2m−dimPmin−1c
(
Pmin(F )
)
and ϕ2
P
∈ C∞c
(
Pmin(F )
)
such that
ϕ1
P
∗∆m
P
+ ϕ2
P
= δPmine
Hence, for all s ∈ C we have
πs(ϕ
1
P
)πs(∆
m
P
) + πs(ϕ
2
P
) = Id
Choose a function ϕN ∈ C∞c (Nmin(F )) such that
∫
Nmin(F )
ϕN(n)ξmin(n)dn = 1. Then,
we have
Λs(e
′) = Λs
(
πs(ϕ
1)πs(∆
m
P
)e′
)
+ Λs
(
πs(ϕ
2)e′
)
(B.3.13)
for all e′ ∈ C∞(Kmin\K) and all s ∈ C, where ϕ1 = ϕN ∗ ϕ1P ∈ C
2m−dimPmin−1
c (G(F ))
and ϕ2 = ϕN ∗ ϕ2P ∈ C
∞
c (G(F )).
Fix Ω ⊆ C a compact subset. By B.3.7, there exists an integer k > 0 such that
s 7→ Λs ∈ C
−k(Kmin\K)
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is holomorphic. If m is sufficiently large, we will have ϕi ∈ Ckc (G(F )) and hence
Λs ◦ πs(ϕi) ∈ C(Kmin\K) for i = 1, 2 and for all s ∈ Ω. Henceforth, we will assume
that m is that sufficiently large. By B.3.13, we have
Λs (πs(a(x))e) =
〈
Λs ◦ πs(ϕ
1), πs(a(x))πs
(
a(x)−1∆m
P
a(x)
)
e
〉
K
+
〈
Λs ◦ πs(ϕ
2), πs(a(x))e
〉
K
for all s ∈ Ω and all x ∈ F×. Since a(.) is in the positive chamber relative to Pmin,
the function x ∈ F× 7→ a(x)−1∆m
P
a(x) is a finite sum of terms of the form x 7→ xℓD
where ℓ > 0 is an integer and D ∈ U(pmin(F )). Since for all D ∈ U(g(F )) the map
s 7→ πs(D)e is locally bounded, by B.3.12 we are reduced to showing that the maps
s ∈ Ω 7→ Λs ◦ πs(ϕ
i) ∈ C(Kmin\K) (i = 1, 2)
are bounded. Fix i to be 1 or 2 and set ϕ = ϕi. In any case, we have ϕ ∈ Ckc (G(F )).
Then, for all s ∈ C the operator πs(ϕ) is given by a kernel function πs(ϕ)(., .) on
Kmin\K ×Kmin\K i.e., we have
(πs(ϕ)e
′) (k) =
∫
K
πs(ϕ)(k, k
′)e(k′)dk′
for all e′ ∈ C∞(Kmin\K) and all k ∈ K, where
πs(ϕ)(k, k
′) =
∫
Pmin(F )
ϕ(k−1pmink
′)δPmin(pmin)
1/2+sdLpmin
For all s ∈ C, we have πs(ϕ)(., .) ∈ Ck(Kmin\K×Kmin\K) and it is not hard to see that
the map s 7→ πs(ϕ)(., .) ∈ Ck(Kmin\K × Kmin\K) is holomorphic hence continuous.
Now for all s ∈ Ω and all k ∈ K, we have
(Λs ◦ πs(ϕ)) (k) = Λs (πs(ϕ)(k, .))
Since s 7→ Λs ∈ C−k(Kmin\K) is continuous, we deduce that
|(Λs ◦ πs(ϕ)) (k)| ≪ ‖πs(ϕ)(k, .)‖Ck
≪ ‖πs(ϕ)(., .)‖Ck
for all s ∈ Ω and all k ∈ K (the first norm above is the norm on Ck(Kmin\K) whereas
the second norm is the norm on Ck(Kmin\K ×Kmin\K)). Since the last norm above
is bounded on Ω (because s 7→ πs(ϕ)(., .) is continuous), this proves that the map
s ∈ Ω 7→ Λs ◦ πs(ϕ) ∈ Ck(Kmin\K) is bounded and ends the proof of B.3.11. 
Corollary B.3.2 Let P = MN ⊇ Pmin = MminNmin be a parabolic subgroup of G containing
Pmin. Then, for all δ > 0 there exists ǫ > 0 such that the integral∫
N(F )
ΞG(n)eǫσ(n) (1 + |λmin(n)|)
−δ dn
is absolutely convergent.
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Proof: First we do the case where P = Pmin. Fix ǫ0 > 0 such that the conclusion of
Proposition B.3.1 holds for ǫ = ǫ0. Then, the integral∫
Nmin(F )
δPmin(mPmin(n))
1/2−ǫ0 (1 + |λmin(n)|)
−2 dn
is absolutely convergent. By Proposition 1.5.1(ii), there exists d > 0 such that ΞG(g) ≪
δPmin(mPmin(g))
1/2σ(g)d for all g ∈ G(F ). Moreover, by the [Wa2] Lemme II.3.4 (in the
p-adic case) and [Wall] Lemma 4.A.2.3 (in the real case), there exists c1 > 0 such that
ec1σ(n) ≪ δPmin(mPmin(n))
−1 for all n ∈ Nmin(F ). It follows that for ǫ < ǫ0c1, the integral∫
Nmin(F )
ΞG(n)eǫσ(n) (1 + |λmin(n)|)
−2 dn
is absolutely convergent. This establishes the corollary for δ > 2. Let 0 < δ < 2 and set
p = 2
δ
, q = 2
2−δ . By Ho¨lder inequality, for all ǫ > 0 we have
∫
Nmin(F )
ΞG(n)eǫσ(n) (1 + |λmin(n)|)
−δ dn =
∫
Nmin(F )
ΞG(n)1/p+1/qe2ǫσ(n)−ǫσ(n) (1 + |λmin(n)|)
−δ dn
6
(∫
Nmin(F )
ΞG(n)e2ǫpσ(n) (1 + |λmin(n)|)
−2 dn
)1/p
×
(∫
Nmin(F )
ΞG(n)e−ǫqσ(n)dn
)1/q
By what we just saw, the first integral above is absolutely convergent if ǫ is sufficiently small.
On the other hand, the second integral above is always absolutely convergent by Proposition
1.5.1(iv). Hence, the integral∫
Nmin(F )
ΞG(n)eǫσ(n) (1 + |λmin(n)|)
−δ dn
is absolutely convergent for ǫ > 0 sufficiently small. This settles the case P = Pmin. We may
deduce the general case from this particular case as follows. Let δ > 0 and choose ǫ > 0 such
that the conclusion of the corollary holds for P = Pmin. Then, the integral∫
N(F )\Nmin(F )
∫
N(F )
ΞG(nn′)eǫσ(nn
′) (1 + |λmin(nn
′)|)−δ dndn′
is absolutely convergent. By Fubini, it follows that there exists n′ ∈ Nmin(F ) such that the
inner integral ∫
N(F )
ΞG(nn′)eǫσ(nn
′) (1 + |λmin(nn
′)|)−δ dn
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is also absolutely convergent. Up to translation by N(F ), we may assume that λmin(n
′) = 0.
Moreover, we have inequalities
ΞG(n)≪ ΞG(nn′), eǫσ(n) ≪ eǫσ(nn
′)
for all n ∈ N(F ). It follows that the same integral without the n′ is also absolutely convergent
and this ends the proof of the corollary 
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