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Introduction
Let g be a simple Lie algebra over C and G a connected algebraic group with Lie algebra
g. The affine Kac-Moody algebra ĝ is the universal central extension of the formal loop agebra
g((t)). Representations of ĝ have a parameter, an invariant bilinear form on g, which is called
the level. Representations corresponding to the bilinear form which is equal to minus one half of
the Killing form are called representations of critical level. Such representations can be realized
in spaces of global sections of twisted D-modules on the quotient of the loop group G((t)) by its
”open compact” subgroup K, such as G[[t]] or the Iwahori subgroup I.
This is the first in a series of papers devoted to the study of the categories of representations
of the affine Kac-Moody algebra ĝ of the critical level and D-modules on G((t))/K from the
point of view of a geometric version of the local Langlands correspondence. Let us explain what
we mean by that.
0.1. First of all, we recall the classical setting of local Langlands correspondence. Let Kˆ be
a local non-archimedian field such as Fq((t)) and G a connected reductive algebraic group over
Kˆ. The local Langlands correspondence sets up a relation between two different types of data.
Roughly speaking, the first data are the equivalence classes of homomorphisms, denoted by σ,
from the Galois group of Kˆ (more precisely, its version, called the Weil-Deligne group) to Gˇ,
the Langlands dual group of G. The second data are the isomorphism classes of irreducible
smooth representations, denoted by π, of the locally compact group G(Kˆ) (we refer the reader
to [Vog] for a precise formulation of this correspondence).
A naive analogue of this correspondence in the geometric situation is as follows. Since the
geometric analogue of the Galois group is the fundamental group, the geometric analogue of
a homomorphism from the Galois group of Kˆ to Gˇ is a Gˇ-local system on Spec Kˆ. Now we
wish to replace Kˆ = Fq((t)) by C((t)). Then SpecC((t)) is the formal punctured disc D×. By
a Gˇ-local system on D× we will always understand its de Rham version: a Gˇ-bundle on D×
with a meromorphic connection that may have a pole of an arbitrary order at the origin. By
analogy with the classical local Langlands correspondence, we would like to attach to such a
local system a representation of the formal loop group G((t)) = G(C((t))). However, we will
argue in this paper that in contrast to the classical setting, this representation of G((t)) should
be defined not on a vector space, but on a category (see Sect. 20.4 where the notion of a group
acting on a category is spelled out).
Thus, to each Gˇ-local system σ we would like to attach an abelian category Cσ equipped with
an action of the ind-group G((t)). This is what we will mean by a geometric local Langlands
correspondence for the formal loop group G((t)). This correspondence may be viewed as a
”categorification” of the classical local Langlands correspondence, in the sense that we expect
the Grothendieck groups of the categories Cσ to ”look like” irreducible smooth representations
of G(Kˆ). At the moment we cannot characterize Cσ in local terms. Instead, we shall now
explain how this local correspondence fits in with the pattern of the global geometric Langlands
correspondence.
In the global geometric Langlands correspondence we start with a smooth projective con-
nected curve X over C with distinct marked points x1, ..., xn. Let σglob be a Gˇ-local system
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on
◦
X = X\{x1, ..., xn}, i.e., a Gˇ-bundle on X\{x1, ..., xn} with a connection which may have
poles of arbitrary order at the points x1, . . . , xn. Let Bun
x1,...,xn
G be the moduli stack classifying
G-bundles on X with the full level structure at x1, ..., xn (i.e., trivializations on the formal discs
Dxi around xi). Let D(Bun
x1,...,xn
G ) –mod be the category of D-modules on Bun
x1,...,xn
G . One
defines, as in [BD1], the Hecke correspondence between Bunx1,...,xnG and
◦
X × Bunx1,...,xnG and
the notion of a Hecke ”eigensheaf” on Bunx1,...,xnG with the ”eigenvalue” σ
glob.
The Hecke correspondence is the following moduli space:
Hecke = {(P,P′, x, φ) | Bunx1,...,xnG , x ∈
◦
X,φ : P|◦X\x
∼
→ P′|◦X\x}.
It is equipped with the projections
Hecke
←
h
ւ
→
h
ց
Bunx1,...,xnG
◦
X × Bunx1,...,xnG
where
←
h(P,P′, x, φ) = P and
→
h(P,P′, x, φ) = (x,P′). The fiber of Hecke over (x,P′) is isomor-
phic to GrP
′
x , the twist of the affine Grassmannian Grx = G(Kˆx)/G(Oˆx) by the G(Oˆx)–torsor
of trivializations of P′|Dx (here we denote by Oˆx and Kˆx the completed local ring of X at
x and its field of fractions, respectively). The stratification of Grx by G(Oˆx)–orbits induces
a stratification of Hecke. The strata are parametrized by the set of isomorphism classes of
irreducible representations of the Langlands dual group Gˇ. To each such isomorphism class V
therefore corresponds an irreducible D-module on Hecke supported on the closure of the orbit
labeled by V . We denote it by FglobV .
One defines the Hecke functors HV , V ∈ Irr(Rep(Gˇ)) from the derived category of D-modules
on Bunx1,...,xnG to the derived category of D-modules on
◦
X × Bunx1,...,xnG by the formula
HV (F) =
→
h !(
←
h∗(F)⊗ FglobV ).
A D-module on Bunx1,...,xnG is called a Hecke eigensheaf with eigenvalue σ
glob if we are given
isomorphisms
(0.1) HV (F) ≃ Vσglob ⊠ F
of D-modules on
◦
X×Bunx1,...,xnG which are compatible with the tensor product structure on the
category of representations of Gˇ (here Vσglob is the associated vector bundle with a connection
on
◦
X corresponding to σglob and V ).
The aim of the global geometric Langlands correspondence is to describe the category
D(Bunx1,...,xnG )
Hecke
σglob –mod of such eigensheaves.
For example, if there are no marked points, and so σglob is unramified everywhere, it is
believed that this category is equivalent to the category of vector spaces, provided that σglob is
sufficiently generic. In particular, in this case D(BunG)
Hecke
σglob –mod should contain a unique, up
to an isomorphism, irreducible object, and all other objects should be direct sums of its copies.
The irreducible Hecke eigensheaf may be viewed as a geometric analogue of an unramified au-
tomorphic function from the classical global Langlands correspondence. This Hecke eigensheaf
has been constructed by A. Beilinson and V. Drinfeld in [BD1] in the case when σglob has an
additional structure of an ”oper”.
In order to explain what we expect from the category D(Bunx1,...,xnG )
Hecke
σglob –mod when the
set of marked points is non-empty, let us revisit the classical situation. Denote by A the
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ring of ade`les of the field of rational functions on X . Let πσglob be an irreducible automorphic
representation of the ade`lic group G(A) corresponding to σglob by the classical global Langlands
correspondence. Denote by (πσglob )x1,...,xn the subspace of πσglob spanned by vectors unramified
away from x1, ..., xn. Then (πσglob )x1,...,xn is a representation of the locally compact group
Π
i=1,...,n
G(Kˆxi) (here Kˆxi denotes the local field at xi). A basic compatibility between the local
and global classical Langlands correspondences is that this representation should be isomorphic
to the tensor product of local factors ⊗
i=1,...,n
πσi ,
where πσi is the irreducible representation of G(Kˆi), attached via the local Langlands corre-
spondence to the restriction σi of σ
glob to the formal punctured disc around xi.
In the geometric setting we view the category D(Bunx1,...,xnG )
Hecke
σglob –mod as a ”categorifica-
tion” of the representation (πσglob)x1,...,xn. Based on this, we expect that there should be a
natural functor
(0.2)
⊗
i=1,...,n
Cσi → D(Bun
x1,...,xn
G )
Hecke
σglob –mod,
relating the local and global categories. Moreover, we expect this functor to be an equivalence
when σglob is sufficiently generic. This gives us a basic compatibility between the local and
global geometric Langlands correspondences.
0.2. How can we construct the categories Cσ and the corresponding functors to the global
categories? At the moment we see two ways to do that. In order to explain them, we first
illustrate the main idea on a toy model.
Let G be a split reductive group over Z, and B its Borel subgroup. A natural representation
of the finite group G(Fq) is realized in the space of complex (or Qℓ-) valued functions on the
quotient G(Fq)/B(Fq). We can ask what is the ”correct” analogue of this representation when
we replace the field Fq by the complex field and the group G(Fq) by G(C). This may be viewed
as a simplified version of our quest, since instead of considering G(Fq((t))) we now look at G(Fq).
The quotient G(Fq)/B(Fq) is the set of Fq-points of the algebraic variety G/B defined over
Z called the flag variety of G. Let us recall the Grothendieck faisceaux-fonctions dictionary:
if F is an ℓ-adic sheaf on an algebraic variety V over Fq and x is an Fq-point of V , then we
have the Frobenius conjugacy class Frx acting on the stalk Fx of F at x. Hence we can define
a Qℓ-valued function fq(F) on the set of Fq-points of X , whose value at x is Tr(Frx,Fx). We
also obtain in the same way a function on the set V (Fqn) of Fqn -points of V for n > 1. This
passage from ℓ-adic sheaves to functions satisfies various natural properties. This construction
identifies the Grothendieck group of the category of ℓ-adic sheaves on V with a subgroup of the
direct product of the spaces of functions on V (Fqn), n > 0 (see [Lau]). Thus, the category of
ell-adic sheaves (or its derived category) may be viewed as a categorification of this space of
functions.
This suggests that in order to pass from Fq to C we first need to replace the notion of a
function on (G/B)(Fq) by the notion of an ℓ-adic sheaf on the variety (G/B)Fq = G/B ⊗
Z
Fq.
Next, we replace the notion of an ℓ-adic sheaf on G/B considered as an algebraic variety over
Fq, by a similar notion of a constructible sheaf on (G/B)C = G/B ⊗
Z
C which is an algebraic
variety over C. The group GC naturally acts on (G/B)C and hence on this category. We shall
now apply two more metamorphoses to this category.
LOCAL LANGLANDS CORRESPONDENCE AND AFFINE KAC-MOODY ALGEBRAS 5
Recall that for a smooth complex algebraic variety V we have a Riemann-Hilbert correspon-
dence which is an equivalence between the derived category of constructible sheaves on V and
the derived category of D-modules on V that are holonomic and have regular singularities.
Thus, over C we may pass from constructible sheaves to D-modules. Generalizing this, we con-
sider the category of all D-modules on the flag variety (G/B)C. This category carries a natural
action of GC.
Let us also recall that by taking global sections we obtain a functor from the category of
D-modules on (G/B)C to the category of g-modules. Moreover, A. Beilinson and J. Bernstein
have proved [BB] that this functor is an equivalence between the category of D-modules on
(G/B)C and the category of g-modules on which the center of the universal enveloping algebra
U(g) acts through the augmentation character. Observe that the latter category also carries a
natural GC-action that comes from the adjoint action of GC on g.
We arrive at the following conclusion: a meaningful geometric analogue of the notion of
representation of G(Fq) is that of a category equipped with an action of GC. In particular, an
analogue of the space of functions on G(Fq)/B(Fq) is the category D((G/B)C) –mod, which can
be also realized as the category of g-modules with a fixed central character.
Our challenge is to find analogues of the above two categories in the case when the reductive
group G is replaced by its loop group G((t)). The exact relation between them will be given
by a loop group analogue of the Beilinson-Bernstein equivalence, and will be by itself of great
interest to us.
As the previous discussion demonstrates, one possibility is to consider representations of the
complex loop group G((t)) on various categories of D-modules on the ind-schemes G((t))/K,
where K is an ”open compact” subgroup of G((t)), such as G[[t]] or the Iwahori subgroup I
(the preimage of a Borel subgroup B ⊂ G under the homomorphism G[[t]] → G). The other
possibility is to consider various categories of representations of the Lie algebra g((t)), or of its
universal central extension ĝ, because the group G((t)) still acts on ĝ via the adjoint action.
0.3. To explain the main idea of this paper, we consider an important example of a category
of D-modules which may be viewed as a ”categorification” of an irreducible unramified repre-
sentation of the group G(Kˆ), where Kˆ = Fq((t)). We recall that a representation π of G(Kˆ) is
called unramified if it contains a non-zero vector v such that G(Oˆ)v = v, where Oˆ = Fq[[t]]. The
spherical Hecke algebra H(G(Kˆ), G(Oˆ)) of bi-G(Oˆ)-invariant compactly supported functions on
G(Kˆ) acts on the subspace spanned by such vectors.
The Satake isomorphism identifies H(G(Kˆ), G(Oˆ)) with the representation ring Rep(Gˇ) of
finite-dimensional representations of the Langlands dual group Gˇ [Lan]. This implies that
equivalence classes of irreducible unramified representations of G(Kˆ) are parameterized by semi-
simple conjugacy classes in the Langlands dual group Gˇ. This is in fact a baby version of the
local Langlands correspondence mentioned above, because a semi-simple conjugacy class in Gˇ
may be viewed as an equivalence class of unramified homomorphisms from the Weil group W
Kˆ
to Gˇ (i.e., one that factors through the homomorphism W
Kˆ
→WFq ≃ Z).
For a semi-simple conjugacy class γ in Gˇ denote by πγ the corresponding irreducible un-
ramified representation of G(Kˆ). It contains a unique, up to a scalar, vector vγ such that
G(Oˆ)vγ = vγ . It also satisfies the following property. For a finite-dimensional representation
V of Gˇ denote by FV the element of H(G(Kˆ), G(Oˆ)) corresponding to [V ] ∈ Rep(Gˇ) under the
Satake isomorphism. Then we have FV · vγ = Tr(γ, V )vγ (to simplify our notation, we omit a
q-factor in this formula).
6 EDWARD FRENKEL AND DENNIS GAITSGORY
Now we embed πγ into the space of locally constant functions on G(Kˆ)/G(Oˆ), by using
matrix coefficients, as follows:
u ∈ πγ 7→ fu, fu(g) = 〈u, gvγ〉,
where 〈, 〉 is an invariant bilinear form on πγ . Clearly, the functions fu are right G(Oˆ)-invariant
and satisfy the condition
(0.3) f ⋆ FV = Tr(γ, V )f,
where ⋆ denotes the convolution product. Let C(G(Kˆ)/G(Oˆ))γ be the space of locally con-
stant functions on G(Kˆ)/G(Oˆ) satisfying (0.3). We have constructed an injective map πγ →
C(G(Kˆ)/G(Oˆ))γ , and one can show that for generic γ it is an isomorphism.
Thus, we obtain a realization of irreducible unramified representations of G(Kˆ) in functions
on the quotient G(Kˆ)/G(Oˆ). According to the discussion in the previous subsection, a natural
complex geometric analogue of the space of functions on G(Kˆ)/G(Oˆ) is the category of (right)
D-modules on G((t))/G[[t]]. The latter has the structure of an ind-scheme over C which is called
the affine Grassmannian and is denoted by GrG.
The classical Satake isomorphism has a categorical version due to Lusztig, Drinfeld, Ginzburg
and Mirkovic´-Vilonen (see [MV]) which may be formulated as follows: the category of G[[t]]-
equivariant D-modules on GrG, equipped with the convolution tensor product, is equivalent
to the category Rep(Gˇ) of finite-dimensional representations of Gˇ as a tensor category. For a
representation V of Gˇ let FV be the corresponding D-module on GrG. A D-module F on GrG
satisfies the geometric analogue of the property (0.3) if we are given isomorphisms
(0.4) αV : F ⋆ FV
∼
−→ V ⊗ F, V ∈ ObRep(Gˇ)
satisfying a natural compatibility with tensor products. In other words, observe that we now
have two monoidal actions of the tensor category Rep(Gˇ) on the categoryD(GrG) –mod of right
D-modules on GrG: one is given by tensoring D-modules with V , the vector space underlying
a representation V of Gˇ, and the other is given by convolution with the D-module FV . The
collection of isomorphisms αV in (0.4) should give us an isomorphism between these two actions
applied to the object F.
Let D(GrG)
Hecke –mod be the category whose objects are the data (F, {αV }), where F is a
D-module on GrG and {αV } are the isomorphisms (0.4) satisfying the above compatibility. This
category carries a natural action of the loop group G((t)) that is induced by the (left) action
of G((t)) on the Grassmannian GrG. We believe that the category D(GrG)
Hecke –mod, together
with this action of G((t)), is the ”correct” geometric analogue of the unramified irreducible
representations of G(Fq((t))) described above. Thus, we propose that
(0.5) Cσ0 ≃ D(GrG)
Hecke –mod,
where σ0 is the trivial Gˇ-local system on D
×. This is our simplest example of the conjec-
tural categories Cσ, and indeed its Grothendieck group ”looks like” an unramified irreducible
representation of G(Kˆ).
0.4. Next, we attempt to describe the category Cσ0 in terms of representations of the affine
Kac-Moody algebra ĝ. Since the affine analogue of the Beilinson-Bernstein equivalence is a
priori not known, the answer is not as obvious as in the finite-dimensional case. However, the
clue is provided by the Beilinson-Drinfeld construction of the Hecke eigensheaves.
The point of departure is a theorem of [FF3] which states that the completed universal
enveloping algebra of ĝ at the critical level has a large center. More precisely, according to
[FF3], it is isomorphic to the algebra of functions of the affine ind-scheme Opgˇ(D
×) of gˇ-opers
LOCAL LANGLANDS CORRESPONDENCE AND AFFINE KAC-MOODY ALGEBRAS 7
over the formal punctured disc (where gˇ is the Langlands dual of the Lie algebra g). Thus,
each point χ ∈ Opgˇ(D
×) defines a character of the center, and hence the category ĝcrit –modχ
of discrete ĝ-modules of critical level on which the center acts according to the character χ.
We recall that a gˇ-oper (on a curve or on a disc) is a Gˇ-local system plus some additional
data. This notion was introduced in [DS, BD1] (see Sect. 1.1 for the definition). Thus, we have
a natural forgetful map Opgˇ(D
×)→ LocSysGˇ(D
×), where LocSysGˇ(D
×) is the stack of Gˇ-local
systems on D×.1 In this subsection we will restrict our attention to those opers, which extend
regularly to the formal disc D; they correspond to points of a closed subscheme of regular opers
Opreggˇ ⊂ Opgˇ(D
×). In particular, the local systems on D× defined by such opers are unramified,
i.e., they extend to local systems on D, which means that they are isomorphic to the trivial
local system (non-canonically, since the group Gˇ acts by automorphisms of the trivial local
system).
For a fixed point x ∈ X Beilinson and Drinfeld construct a local-to-global functor
ĝcrit –mod → D(Bun
x
G) –mod as a Beilinson-Bernstein type localization functor by realizing
BunxG as the quotient G((t))/G(X − x).
Given a regular oper on the formal disc D around x, consider the restriction of this local-
ization functor to the category ĝcrit –modχ. It was shown in [BD1] that the latter functor is
non-zero if and only if χ extends to an oper on the global curve X , and in that case it gives
rise to a functor
ĝcrit –modχ → D(Bun
x
G)
Hecke
σglob –mod,
where σglob is the Gˇ-local system on X corresponding to the above oper.
This construction, combined with (0.2), suggests that for every regular oper χ on D we
should have an equivalence of categories
(0.6) Cσ0 ≃ ĝcrit –modχ .
Thus, we have two conjectural descriptions of the category Cσ0 : one is given by (0.5), and the
other by (0.6). Comparing the two, we obtain a conjectural analogue of the Beilinson-Bernstein
equivalence for the affine Grassmannian:
(0.7) D(GrG)
Hecke –mod ≃ ĝcrit –modχ
for any χ ∈ Opreggˇ . In fact, as we shall see later, we should have an equivalence as in (0.7)
for every trivialization of the local system on D corresponding to the oper χ. In particular,
the group of automorphisms of such a local system, which is non-canonically isomorphic to
Gˇ, should act on the category ĝcrit –modχ by automorphisms. In a sense, it is this action
that replaces the Satake parameters of irreducible unramified representations of G(Kˆ) in the
geometric setting.
Let us note that the equivalence conjectured in (0.7) does not explicitly involve the Langlands
correspondence. Thus, our attempt to describe the simplest of the categories Cσ has already
paid dividends: it has led us to a formulation of Beilinson-Bernstein type equivalence for GrG.
It is instructive to compare it with the Beilinson-Bernstein equivalence for a finite-
dimensional flag variety (G/B)C, which says that the category of D-modules on (G/B)C is
equivalent to the category of g-modules with a fixed central character. Naively, one might
expect that the same pattern holds in the affine case as well, and the category D(GrG) –mod is
equivalent to the category of ĝcrit-modules with a fixed central character. However, in contrast
to the finite-dimensional case, the category D(GrG) –mod carries an additional symmetry,
namely, the monoidal action of the category Rep(Gˇ) (which can be traced back to the action
1Note that it is not an algebraic stack, but in this paper we will work with its substacks which are algebraic.
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of the spherical Hecke algebra in the classical setting). The existence of this symmetry
means that, unlike the category ĝcrit –modχ, the category D(GrG) –mod is a Gˇ-equivariant
category (in other words, D(GrG) –mod is a category over the stack pt /Gˇ, see below). From
the point of view of Langlands correspondence, this equivariant structure is related to the
fact that Gˇ is the group of automorphism of the trivial local system Gˇ. In order to obtain a
Beilinson-Bernstein type equivalence, we need to de-equivariantize this category and replace it
by D(GrG)
Hecke –mod.
0.5. Our next goal is to try to understand in similar terms what the categories Cσ look like
for a general local system σ. Unfortunately, unlike the unramified case, we will not be able to
construct them directly as categories of D-modules on some homogeneous space of G((t)). The
reason for this can be traced to the classical picture. If σ is ramified, then the corresponding
irreducible representation π of the group G(Fq((t))) does not contain non-zero vectors invariant
under G(Fq[[t]]), but it contains vectors invariant under a smaller compact subgroup K ⊂
G(Fq[[t]]). As in the ramified case, we can realize π, by taking matrix coefficients, in the space
of functions on G(Fq((t)))/K with values in the space πK ofK-invariant vectors in π satisfying a
certain Hecke property. However, unlike the case of unramified representations, πK generically
has dimension greater than one. When we pass to the geometric setting, we need, roughly
speaking, to find a proper ”categorification” not only for the space of functions on G(Fq((t)))/K
(which is the category of D-modules on the corresponding ind-scheme, as explained above), but
also for πK and for the Hecke property. In the case when σ is tamely ramified, we can take as
K the Iwahori subgroup I. Then the desired categorification of πI and the Hecke property can
be constructed following R. Bezrukavnikov’s work [Bez], as we will see below. This will allow
us to relate the conjectural category Cσ to the category of D-modules on G((t))/I. But we do
not know how to do that for more general local systems.
Therefore, we try first to describe the categories Cσ in terms of the category of representations
of ĝ at the critical level rather than categories of D-modules on homogeneous spaces of G((t)).
A hint is once again provided by the Beilinson-Drinfeld construction of Hecke eigensheaves
from representations of ĝ at the critical level described above, because it may be applied in the
ramified situation as well. Extending (0.6), we conjecture that for any oper χ on D× and the
corresponding local system σ, we have an equivalence of categories
(0.8) Cσ ≃ ĝcrit –modχ
equipped with an action of G((t)). This statement implies, in particular, that the category
ĝcrit –modχ depends not on the oper χ, but only on the underlying local system! This is by
itself a deep conjecture about representations of ĝ at the critical level.
At this point, in order to elaborate more on what this conjecture implies and to describe
the results of this paper, we will need to discuss a more refined version of the local geometric
Langlands correspondence indicated above. For that we have to use the notion of an abelian or a
triangulated category over a stack. In the abelian case this is an elementary notion, introduced,
e.g., in [Ga1]. It amounts to a sheaf (in the faithfully-flat topology) of abelian categories over
a given stack Y. When Y is an affine scheme Spec(A), this amounts to the notion of A-linear
abelian category. In the triangulated case, some extra care is needed, and we refer the reader to
[Ga2] for details. The only property of this notion needed for the discussion that follows is that
whenever C is a category over Y and Y′ → Y is a map of stacks, we can form the base-changed
category C′ = C×
Y
Y′; in particular, for a point y ∈ Y(C) we have the category-fiber Cy.
A refined version of the local geometric Langlands correspondence should attach to any Y-
family of Gˇ-local systems σ˜ on D× a category Cσ˜ over Y, equipped with an action of G((t)), in a
way compatible with the above base change property. Such an assignment may be viewed as a
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category C over the stack LocSysGˇ(D
×) equipped with a ”fiberwise” action of G((t)). Then the
categories Cσ discussed above may be obtained as the fibers of C at C-points σ of LocSysGˇ(D
×).
We shall now present a refined version of (0.8). Namely, although at the moment we cannot
construct C, the following meta-conjecture will serve as our guiding principle:
(0.9) ĝcrit –mod ≃ C ×
LocSysGˇ(D
×)
Opgˇ(D
×).
We will not even try to make this meta-conjecture precise in this paper. Instead we will derive
from it some more concrete conjectures, and the goal of this paper will be to give their precise
formulation and provide evidence for their validity.
0.6. Let us first revisit the unramified case discussed above. Since the trivial local system
σ0 has Gˇ as the group of its automorphisms, we have a natural map from the stack pt /Gˇ to
LocSysGˇ(D
×). Let us denote by Creg the base change of (the still conjectural category) C under
the above map. Then, by definition, we have an equivalence:
(0.10) Cσ0 ≃ Creg ×
pt /Gˇ
pt .
Now observe that the geometric Satake equivalence of Sect. 0.3 gives us an action of the
tensor category Rep(Gˇ) on D(GrG) –mod, V,F 7→ F ⋆ FV . This precisely amounts to saying
that D(GrG) –mod is a category over the stack pt /Gˇ. Moreover, we then have the following
base change equivalence:
(0.11) D(GrG)
Hecke –mod ≃ D(GrG) –mod ×
pt /Gˇ
pt .
Combining (0.10) and (0.11), we arrive at the following generalization of (0.5):
(0.12) Creg ≃ D(GrG) –mod .
Let us now combine this with (0.9). Let us denote by ĝcrit –modreg the subcategory of ĝ-
modules at the critical level on which the center acts in such a way that their scheme-theoretic
support in Opgˇ(D
×) belongs to Opreggˇ . By the definition of the map Opgˇ(D
×)→ LocSysGˇ(D
×),
its restriction to Opreggˇ factors through a map Op
reg
gˇ → pt /Gˇ, which assigns to an oper χ the
Gˇ-torsor on Opreggˇ obtained by taking the fiber of χ at the origin in D.
Thus, combining (0.9) with the identification
(0.13) ĝcrit –modreg ≃ ĝcrit –mod ×
Opgˇ(D
×)
Opreggˇ ,
we obtain the following statement:
(0.14) ĝcrit –modreg ≃ D(GrG) –mod ×
pt /Gˇ
Opreggˇ ,
By making a further base change with respect to an embedding of the point-scheme into
Opreggˇ corresponding to some regular oper χ, we obtain (0.7). Thus, (0.14) is a family version
of (0.7).
Let us now comment on one more aspect of the conjectural equivalence proposed in (0.14).
With any category C acted on by G((t)) and an ”open compact” subgroup K ⊂ G((t)) we can
associate the category CK of K-equivariant objects. Applying this to ĝcrit –modreg we obtain
the category, consisting of those representations, which are K-integrable (i.e., those, for which
the action of LieK may be exponentiated to that of K). In the case of D(GrG) –mod we obtain
the category of K-equivariant D-modules in the usual sense.
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Let us take K = G[[t]], and compare the categories obtained from the two sides of (0.14):
(0.15) ĝcrit –mod
G[[t]]
reg ≃ D(GrG)
G[[t]] –mod ×
pt /Gˇ
Opreggˇ .
However, the Satake equivalence mentioned above says thatD(GrG)
G[[t]] ≃ Rep(Gˇ), implying
that the RHS of (0.15) is equivalent to the category of quasi-coherent sheaves on Opreggˇ :
(0.16) ĝcrit –mod
G[[t]]
reg ≃ QCoh(Op
reg
gˇ ).
The latter equivalence is not conjectural, but has already been established in [FG], Theorem
6.3 (see also [BD1]).
Thus, we obtain a description of the category of modules at the critical level with a specified
integrability property and a condition on the central character as a category of quasi-coherent
sheaves on a scheme related to the Langlands dual group. Such a description is a prototype for
the main conjecture of this paper, described below.
0.7. The main goal of this paper is to develop a picture similar to the one presented above,
for tamely ramified local systems σ on D×, i.e., those with regular singularity at the origin
and unipotent monodromy. The algebraic stack classifying such local systems is isomorphic
to NGˇ/Gˇ, where NGˇ ⊂ gˇ is the nilpotent cone. Let Cnilp be the corresponding hypothetically
existing category over NGˇ/Gˇ equipped with a fiberwise action of G((t)).
We shall first formulate a conjectural analogue of Theorem (0.16) in this set-up. As we
will see, one essential difference with the unramified case is the necessity to consider derived
categories.
Denote by I ⊂ G[[t]] the Iwahori subgroup; it is the preimage of a once and for all fixed
Borel subgroup of G under the homomorphism G[[t]] → G. We wish to give a description of
the I-monodromic part Db(Cnilp)
I,m of the derived category Db(Cnilp) that is similar in spirit
to the one obtained in the unramified case (the notion of Iwahori-monodromic derived category
will be introduced in Sect. 5.2).
In Sect. 2.5 we will introduce a subscheme Opnilpgˇ ⊂ Opgˇ(D
×) of opers with nilpotent singu-
larities. Note that Opnilpgˇ contains as a closed subscheme the scheme Op
reg
gˇ of regular opers.
Denote by ĝcrit –modnilp the subcategory of ĝcrit –mod whose objects are the ĝcrit-modules whose
scheme-theoretic support in Opgˇ(D
×) is contained in Opnilpgˇ .
Let N˜Gˇ be the Springer resolution of NGˇ. We will show in Sect. 2.5 that the composition
Opnilpgˇ → Opgˇ(D
×)→ LocSysGˇ(D
×) factors as
Opnilpgˇ
Resnilp
−→ N˜Gˇ/Gˇ→ NGˇ/Gˇ →֒ LocSysGˇ(D
×).
The first map, denoted by Resnilp, is smooth.
Our Main Conjecture 6.1.1 describes the (bounded) derived category of ĝcrit –modnilp as
follows:
(0.17) Db(ĝcrit –modnilp)
I,m ≃ Db(QCoh(˜ˇg/Gˇ ×
gˇ/Gˇ
Opnilpgˇ )),
where ˜ˇg → gˇ is Grothendieck’s alteration. This is an analogue for nilpotent opers of Theorem
(0.16).
As will be explained below, the scheme ˜ˇg/Gˇ ×
gˇ/Gˇ
Opnilpgˇ , appearing in the RHS of (0.17),
has a natural interpretation as the moduli space of Miura opers with nilpotent singularities
(see Sect. 3). The main motivation for the above conjecture came from the theory of Waki-
moto modules introduced in [FF2, F]. Namely, to each Miura oper with nilpotent singularity
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one can attach a Wakimoto module which is an object of the category ĝcrit –mod
I,m
nilp. Our
Conjecture 0.17 extends this ”pointwise” correspondence to an equivalence of categories.
0.8. Next, we would like to formulate conjectures concerning Cnilp that are analogous to (0.12)
and (0.14), and relate them to Conjecture (0.17) above.
The main difficulty is that we do not have an explicit description of Cnilp in terms of D-
modules as the one for Creg, given by (0.12). Instead, we will be able to describe a certain base
change of Cnilp, suggested by the work of S. Arkhipov and R. Bezrukavnikov [Bez, AB].
Let FlG = G((t))/I be the affine flag variety and the affine Grassmannian, corresponding to
G and D(FlG) –mod the category of right D-modules on FlG. The group G((t)) naturally acts
on D(FlG) –mod. According to [AB], the triangulated category D
b(D(FlG) –mod) is a category
over the stack N˜Gˇ/Gˇ.
We propose the following conjecture, describing the hypothetically existing category Cnilp,
which generalizes (0.12):
(0.18) Db(Cnilp) ×
NGˇ/Gˇ
N˜Gˇ/Gˇ ≃ D
b(D(FlG) –mod).
Combining (0.18) with our meta-conjecture (0.9), we arrive at the statement
(0.19) Db(ĝcrit –modnilp) ≃ D
b(D(FlG) –mod) ×
N˜Gˇ/Gˇ
Opnilpgˇ
(the RHS of the above equivalence uses the formalism of triangulated categories over stacks
from [Ga2]). Note that Conjecture (0.19) is an analogue for opers with nilpotent singularities
of Conjecture (0.14) for regular opers.
We would now like to explain the relation of Conjectures (0.18) and (0.19) to the description
of Db(ĝcrit –modnilp) via quasi-coherent sheaves, given by Conjecture (0.17) once we pass to the
I-monodromic category.
We propose the following description of the category D(Cnilp)
I,m:
(0.20) Db(Cnilp)
I,m ≃ Db(QCoh(˜ˇg×
gˇ
NGˇ/Gˇ)).
Let us note that Conjecture (0.20) is compatible with (0.18). Namely, by combining the two
we obtain the following:
(0.21) Db(D(FlG) –mod)
I,m ≃ Db(QCoh(˜ˇg×
gˇ
N˜Gˇ/Gˇ)).
However, this last statement is in fact a theorem, which is one of the main results of
Bezrukavnikov’s work [Bez].
Finally, combining (0.21) and (0.19), we arrive to the statement of Conjecture (0.17), pro-
viding another piece of motivation for it, in addition to the one via Wakimoto modules given
above.
0.9. The principal objective of our project is to prove conjectures (0.14) and (0.17). In the
present paper we review some background material necessary to introduce the objects we are
studying and formulate the above conjectures precisely. We also prove two results concerning
the category of representations of affine Kac-Moody algebras at the critical level which provide
us with additional evidence for the validity of these conjectures.
Our first result is Main Theorem 6.3.2, and it deals with a special case of Main Conjec-
ture 6.1.1. Namely, in Sect. 6.3 we will explain that if C is a category endowed with an action of
G((t)), the corresponding category CI,m of Iwahori-monodromic objects admits a Serre quotient,
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denoted fCI,m, by the subcategory, consisting of the so-called partially integrable objects. (Its
classical analog is as follows: given a representation π of a locally compact group G(Kˆ), we first
take the subspace πI is Iwahori-invariant vectors, and then inside πI we take the subspace of
vectors corresponding to the sign character of the Iwahori-Hecke algebra.)
Performing this procedure on the two sides of (0.19), we should arrive at an equivalence of
the corresponding triangulated categories:
(0.22) fDb(ĝcrit –modnilp)
I,m ≃ fDb(D(FlG) –mod)
I,m ×
N˜Gˇ/Gˇ
Opnilpgˇ
However, using Bezrukavnikov’s result (see Theorem 6.3.1), the RHS of the above expression
can be rewritten asDb(QCoh(Spec(h0)×Op
nilp
gˇ )), where h0 is a finite-dimensional commutative
algebra isomorphic to H(Gˇ/Bˇ,C). The resulting description of fDb(ĝcrit –modnilp)I,m is our
Main Theorem 6.3.2. In fact, we show that at the level of quotient categories by partially
integrable objects, the equivalence holds not only at the level of triangulated categories, but
also at the level of abelian ones:
f ĝcrit –mod
I,m
nilp ≃ QCoh(Spec(h0)×Op
nilp
gˇ ).
We note that while we use [Bez] for motivational purposes, the proofs presented in this paper
are independent of the results of [Bez].
Our second main result is Theorem 8.7.1. We construct a natural functor from the RHS of
(0.14) to the LHS and prove that it is fully faithful at the level of derived categories.
0.10. Let us now describe the structure of the paper. It is logically divided into 5 parts.
Part I is a review of results about opers and Miura opers.
In Part II we discuss various categories of representations of affine Kac-Moody algebras at
the critical level. We give more precise formulations of the conjectural equivalences that we
mentioned above and the interrelations between them. In particular, we prove one of our main
results, Theorem 8.7.1.
In Part III we review the Wakimoto modules. We present a definition of Wakimoto modules
by means of a kind of semi-infinite induction functor. We also describe various important
properties of these modules.
In Part IV we prove Main Theorem 6.3.2 which establishes a special case of our conjectural
equivalence of categories (0.17).
Part V is an appendix, most of which is devoted to the formalism of group-action on cate-
gories.
Finally, a couple of comments on notation.
We will write X ×
Z
Y for the fiber product of schemes X and Y equipped with morphisms
to a scheme Z. To distinguish this notation from the notation for associated fiber bundles, we
will write Y
K
× FK for the fiber bundle associated to a principal K-bundle FK over some base,
where K is an algebraic group and Y is a K-space. We also denote this associated bundle by
YFK .
If a group G acts on a variety X , we denote by X/G the stack-theoretic quotient. If X
is affine, we denote by X//G the GIT quotient, i.e., the spectrum of the algebra of invariant
functions. We have a natural morphism X/G→ X//G.
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Part I. Opers and Miura opers
We this Part we collect the definitions and results on opers and Miura opers. As a math-
ematical object, opers first appeared in [DS], and their connection to representations of affine
Kac-Moody algebras at the critical level was discovered in [FF3].
In Sect. 1 we recall the definition of opers following [BD1] and the explicit description of the
scheme classifying them as a certain affine space.
In Sect. 2 we study opers on the formal punctured disc with a prescribed form of singularity
at the closed point. After reviewing some material from [BD1], we show that the subscheme
of opers with regular singularities and a specific value of the residue can be interpreted as a
scheme of opers with nilpotent singularities, which we denote by Opnilpg . We show that the
scheme Opnilpg admits a natural secondary residue map to the stack n/B ≃ N˜/G.
In Sect. 3 we study Miura opers. The notion of Miura oper was introduced in [F], following
earlier work of Feigin and Frenkel. By definition, a Miura oper on a curve X is an oper plus
a reduction of the underlying G-local system to a Borel subgroup B− opposite to the oper
Borel subgroup B. The functor MOpg(X) of Miura opers admits a certain open subfunctor,
denoted by MOpg,gen(X) that corresponds to generic Miura opers. The (D-) scheme classifying
the latter is affine over X , and as was shown in [F], it is isomorphic to the (D-) scheme of
connections on some fixed H-bundle over X , where H is the Cartan quotient of B. 2 The
new results in this section are Proposition 3.5.1 which describes the forgetful map from generic
Miura opers to opers over the locus of opers with regular singularities and Theorem 3.6.2 which
describes the behavior of Miura opers and generic Miura opers over Opnilpg .
In Sect. 4 we introduce the isomonodromy groupoid over the ind-scheme Opg(D
×) and its
various subschemes. We recall the definition of Poisson structure on the space Opg(D
×) of opers
on the formal punctured disc introduced in [DS]. Following [BD1] and [CHA], we interpret this
Poisson structure as a structure of Lie algebroid on the cotangent sheaf Ω1(Opg(D
×)) and
following [DS] we show that it is isomorphic to the Lie algebroid of the isomonodromy groupoid
on the space of opers. The new results in this section concern the behavior of this algebroid
along the subscheme Opnilpg .
1. Opers
1.1. Definition of opers. Throughout Part I (except in Sect. 1.6), we will assume that G is a
simple algebraic group of adjoint type. Let B be its Borel subgroup andN = [B,B] its unipotent
radical, with the corresponding Lie algebras n ⊂ b ⊂ g. There is an open B-orbit O ⊂ g/b,
consisting of vectors which are invariant with respect to the radical N ⊂ B, and such that
all of their negative simple root components, with respect to the adjoint action of H = B/N ,
are non-zero. This orbit may also be described as the B-orbit of the sum of the projections of
simple root generators fı of any nilpotent subalgebra n
−, which is in generic position with b,
2The corresponding space of H-connections on the formal punctured disc and its map to the space of opers
were introduced in [DS] as the phase space of the generalized mKdV hierarchy and the Miura transformation
from this space to the phase space of the generalized KdV hierarchy.
LOCAL LANGLANDS CORRESPONDENCE AND AFFINE KAC-MOODY ALGEBRAS 15
onto g/b. The torus H = B/N acts simply transitively on O, so O is an H-torsor. Note in
addition that O is invariant with respect to the action of Gm on g by dilations.
Let X be a smooth curve, or the formal disc D = Spec(Oˆ), where Oˆ is a one-dimensional
complete local ring, or a formal punctured disc D× = Spec(Kˆ), where Kˆ is the field of fractions
of Oˆ. We will denote by ωX the canonical line bundle on X ; by a slight abuse of notation we
will identify it with the corresponding Gm-torsor on X .
Suppose we are given a principal G-bundle FG on X , together with a connection ∇ (auto-
matically flat) and a reduction FB of FG to the Borel subgroup B of G. Then we define the
relative position of ∇ and FB (i.e., the failure of ∇ to preserve FB) as follows. Locally, choose
any connection ∇′ on F preserving FB, and take the difference ∇−∇′ ∈ gFG ≃ gFB . It is clear
that the projection of ∇−∇′ to (g/b)FB ⊗ωX is independent of ∇
′; we will denote it by ∇/FB.
This (g/b)FB -valued one-form on X is by definition the relative position of ∇ and FB.
Following Beilinson and Drinfeld, see [BD1], Sect. 3.1, and [BD2], one defines a g-oper on
X to be a triple (FG,∇,FB), where FG is a principal G-bundle FG on X , ∇ is a connection on
FG, and FB is a B-reduction of FG such that the one-form ∇/FB takes values in
OFB ,ωX := O
B×Gm
× (FB × ωX) ⊂ (g/b)FB ⊗ ωX .
Consider the H-bundle ωρˇX on X , induced from the line bundle ωX by means of the ho-
momorphism ρˇ : Gm → H . (The latter is well-defined, since G was assumed to be of adjoint
type.)
Lemma 1.1.1. For an oper (FG,∇,FB), the induced H-bundle FH := N\FB is canonically
isomorphic to ωρˇX .
Proof. We have to show that for every simple root αı : B → Gm, the line bundle C
αı
FB
is
canonically isomorphic to ωX .
Decomposing ∇/FB with respect to negative simple roots, we obtain for every ı a non-
vanishing section of the line bundle
C−αı
FB
⊗ ωX .
This provides the required identification.

Here is an equivalent way to think about opers. Let us choose a trivialization of the B-bundle
FB, and let ∇0 be the tautological connection on it. Then an oper is given by a connection ∇
of the form
(1.1) ∇ = ∇0 +
∑
ı
φı · fı + q,
where each φı is a nowhere vanishing one-form on X , and q is a b-valued one-form. If we change
the trivialization of FB by g : X → B, the connection will get transformed by the corresponding
gauge transformation:
(1.2) ∇ 7→ Adg(∇) := ∇
0 +Adg
(∑
ı
φı · fı + q
)
− g−1 · d(g).
The following will be established in the course of the proof of Proposition 1.3.1:
Lemma 1.1.2. If Adg(∇) = ∇, then g = 1.
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In a similar way one defines the notion of an R-family of opers on X , where R is an arbitrary
commutative C-algebra. We shall denote this functor by Opg(X). For X = D (resp., X = D
×)
some extra care is needed when one defines the notion of R-family of bundles. To simplify the
notation we will choose a coordinate t on D, thereby identifying Oˆ ≃ C[[t]] and Kˆ ≃ C((t)).
Although this choice of the coordinate trivializes ωX by means of dt, we will keep track of the
distinction between functions and forms by denoting the Oˆ-module ωD (resp., the Kˆ-vector
space ωD×) by by C[[t]]dt (resp., C((t))dt).
By definition, an R-family of G-bundles on X = D is a G-bundle on Spec(R[[t]]), or which
is the same, a compatible family of G-bundles on Spec(R[t]/ti); such a family is always locally
trivial in the e´tale topology on Spec(R).
An R-family of G-bundles on D× is a G-bundle on Spec (R((t))), which we require to be locally
trivial in the e´tale topology in Spec(R).
Connections on the trivial R-family of G-bundles on D and D× are expressions of the form
∇0+φ, where φ is an element of g⊗R[[t]]dt and g⊗R((t))dt, respectively. Gauge transformations
are elements of G(R[[t]]) and G(R((t))), respectively, and they act on connections by the formula
(1.2).
Thus, Opg(D) and Opg(D
×) are well-defined as functors on the category of C-algebras.
Following [BD1], Sect. 3.1.10, we will prove below that these functors are representable by a
scheme and ind-scheme, respectively.
1.2. D-scheme picture. When X is a curve of finite type, a natural way to think of g-opers
on X is in terms of D-schemes (we refer the reader to [CHA], Sect. 2.3 for the general discussion
of D-schemes, and to [CHA], Sect. 2.6.8 for the discussion of opers in this context).
Namely, let us notice that the notion of R-family of g-opers on X makes sense when R is a
DX -algebra, i.e., a quasi-coherent sheaf of algebras over X , endowed with a connection.
Repeating the argument of Proposition 1.3.1 (see below), one obtains that the above functor
on the category of DX -algebras is representable; the corresponding affine DX -scheme, denoted
Opg(X)
D, is isomorphic to the DX -scheme of jets into a finite-dimensional vector space.
By definition, for a C-algebra R we have:
(1.3) Opg(X)(R) ≃ HomDX
(
Spec(R⊗ OX),Opg(X)
D
)
.
If D is the formal neighborhood of a point x ∈ X with a local coordinate t, the functors Opg(D)
and Opg(D
×) are reconstructed as
(1.4) R 7→ HomDX
(
Spec(R[[t]]),Opg(X)
D
)
and R 7→ HomDX
(
Spec (R((t))) ,Opg(X)
D
)
,
respectively.
In addition, one also has an isomorphism between the scheme Opg(D) and the fiber of
Opg(X)
D, regarded as a mere scheme over X , at x ∈ X .
1.3. Explicit description and canonical representatives. To analyze opers on D× (resp.,
D) more explicitly we will continue to use an identification O ≃ C[[t]], and we will think of
opers as equivalence classes of connections of the form
(1.5) ∇ = ∇0 +
∑
ı
φı(t)dt · fı + q(t)dt,
where now φı and q are now elements of R((t)) and b ⊗ R((t)), respectively (resp., R[[t]] and
b ⊗R[[t]]) such that each φı is invertible. Two such connections are equivalent, if they can be
conjugated one into another by a gauge transformation by an element of Hom
(
Spec (R((t))) , B
)
(resp., Hom
(
Spec (R[[t]]) , B
)
.
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Let us observe that since H ≃ B/N acts simply-transitively on O, any connection as above
can be brought to the form when all the functions φı(t) are equal to 1. Moreover, this can be
done uniquely, up to a gauge transformation by means of Hom(Spec(R((t)), N).
The operator ad ρˇ defines the principal grading on b, with respect to which we have a direct
sum decomposition b = ⊕
d≥0
bd. Set
p−1 =
∑
ı
fı;
we shall call this element the negative principal nilpotent.
Let p1 be the unique element of n such that {p−1, 2ρˇ, p1} is an sl2-triple. Let Vcan = ⊕
d>0
Vcan,d
be the space of ad p1-invariants in n. The operator ad p−1 acts from bd+1 to bd injectively for
all d ≥ 0, and we have bd = [p−1, bd+1]⊕ Vcan,d.
We will call the Gm-action on Vcan, resulting from the above grading, ”principal”. We will
call the Gm-action on Vcan, obtained by multiplying the principal one by the standard character,
”canonical”. Recall that by a theorem of Kostant, the map
(1.6) Vcan
c7→p−1+c
−→ g→ g//G ≃ h//W
is an isomorphism. This map is compatible with the canonical Gm-action on Vcan and the
action on h//W , induced by the standard Gm-action on h.
Proposition 1.3.1 ([DS]). The gauge action of Hom(Spec(R((t))), B) on the set of connections
of the form (1.5) is free. Each gauge equivalence class contains a unique representative of the
form
(1.7) ∇ = ∇0 + p−1dt+ v(t)dt, v(t) ∈ Vcan ⊗R((t)).
As we shall see, the same assertion with the same proof is valid if we replace R((t)) by R[[t]].
In what follows we will refer to (1.7) as the canonical representative of an oper.
Proof. We already know that we can bring a connection (1.5) to the form
∇0 + p−1dt+ q(t)dt,
uniquely up to an element in Hom(Spec(R((t))), N). We need to show now that there exists a
unique element u(t) ∈ n⊗ R((t)) such that
Adexp(u(t))
(
∇0 + p−1dt+ q(t)dt
)
= ∇0 + p−1dt+ v(t)dt,
v(t) ∈ Vcan ⊗R((t)).
Let us decompose the unknown element u(t) as Σ
d
ud(t), where ud(t) ∈ nd ⊗ R((t)), and we
claim that we can find the elements ud(t) by induction d. Indeed, let us assume that qd′ ∈ Vcan,d′
for d′ < d. Then ud+1(t) must satisfy:
[ud+1(t), p−1] + qd(t) ∈ Vcan,d,
and this indeed has a unique solution.

Corollary 1.3.2. The set of R-families of opers on D and D× is isomorphic to Vcan⊗R[[t]] and
Vcan ⊗R((t)), respectively. In particular, the functor Opg(D) (resp., Opg(D
×)) is representable
by the scheme (resp., ind-scheme), isomorphic to Vcan[[t]] (resp., Vcan((t))).
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We should note, however, that the isomorphisms Opg(D) ≃ Vcan[[t]] and Opg(D
×) ≃ Vcan((t))
are not canonical, since they depend on the choice of the coordinate t on D.
By the very definition, on the scheme
Opg(D)×̂D := Spec(FunOpg(D))[[t]]
there exists a universal G-bundle FG,Opg(D) with a reduction to a B-bundle FB,Opg(D) and a
connection ∇Opg(D) in the D-direction such that the triple (FG,Opg(D),∇Opg(D),FB,Opg(D)) is
a Opg(D)-family of g-opers on D. By the above, when we identify Oˆ ≃ C[[t]], the G-bundle
FB,Opg(D), and hence FG,Opg(D), becomes trivialized. But this trivialization depends on the
choice of the coordinate.
In what follows we will denote by PG,Opg(D) (resp., PB,Opg(D)) the restriction of FG,Opg(D)
(resp., FB,Opg(D)) to the subscheme Opg(D) ⊂ Opg(D)×̂D, corresponding to the closed point
of D. Note that PG,Opg(D) can also be defined as the torsor of horizontal, with respect to the
connection along D, sections of FG,Opg(D).
1.4. Action of Aut(D). Let Aut(D) (resp., Aut(D×)) be the group-scheme (resp., group ind-
scheme) of automorphisms of D (resp., D×). 3. Since Opg(D) (resp., Opg(D
×)) is canonically
attached to D (resp., D×), it carries an action of Aut(D) (resp., Aut(D×)), see Sect. 19.2 for
the definition of the latter notion.
By transport of structure, the action of Aut(D) on Opg(D)×̂D lifts onto FG,Opg(D) and
FB,Opg(D). The interpretation of PG,Opg(D) as the space of horizontal sections of FG,Opg(D)
implies that the action of Aut(D) on Opg(D) lifts also onto the G-torsor PG,Opg(D).
To a choice of a coordinate t on D there corresponds a homomorphism Gm → Aut(D) that
acts by the ”loop rotation”, i.e., t 7→ c · t. We shall now describe the resulting action of Gm on
Opg(D
×) in terms of the isomorphism of Corollary 1.3.2:
Lemma 1.4.1.
(1) The trivialization PG,Opg(D) ≃ G×Opg(D) corresponding to the given choice of a coordinate
is compatible with the Gm-action, via the homomorphism ρˇ : Gm → G.
(2) The action of c ∈ Gm on
Opg(D
×) ≃ Vcan((t)) ≃ ⊕
d
Vcan,d((t))
is given by
vd(t) ∈ Vcan,d((t)) 7→ c
d+1 · vd(c · t).
Proof. By definition, the action of c ∈ Gm on a connection in form (1.7) transforms it to
(1.8) ∇0 + p−1d(c · t) + v(c · t)d(c · t) = ∇
0 + c · p−1dt+ c · v(c · t)dt.
In order to bring it back to the form (1.7) we need to apply a gauge transformation by means
of the constant H-valued function ρˇ(c). This implies point (1) of the lemma.
This gauge transformation transforms (1.8) to
∇0 + p−1dt+ c · Adρˇ(c)(v(c · t))dt.
This implies point (2) of the lemma, since Adρˇ(c)(vd(c · t)) = c
d · vd(c · t).

3Note that Aut(D) is not reduced, see [BD1], Sect. 2.6.5
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1.5. Quasi-classics: the Hitchin space. Recall that the Hitchin space Hitchg(X) corre-
sponding to the Lie algebra g and a curve X is a functor on the category of algebras that
attaches to R the set of sections of the pull-back to Spec(R)×X of the fiber bundle
(h//W )
Gm
× ωX ,
where h//W := Spec
(
Sym(h∗)W
)
≃ Spec
(
Sym(g∗)G
)
is endowed with a canonical action of
Gm.
When X = D or X = D×, in the above definition we replace Spec(R) ×X by Spec(R[[t]])
and Spec (R((t))), respectively.
For X = D the Hitchin space is a scheme, isomorphic to ⊕
d
Vcan,d⊗ω
⊗d+1
D
. For X = D× this
is an ind-scheme, isomorphic to ⊕
d
Vcan,d⊗ω
⊗d+1
D×
. In particular, Hitchg(D) (resp., Hitchg(D
×))
has a natural structure of group-scheme (resp., group ind-scheme).
According to [BD1], Sect. 2.4.1, the natural map
Spec
(
Sym(gˇ((t))/gˇ[[t]])gˇ[[t]]
)
→ Hitchg(D)
is an isomorphism, where gˇ is the Langlands dual Lie algebra. This implies that the maps
Fun
(
Hitchg(D
×)
)
→
(
lim
←−
k
Sym
(
gˇ((t))/tk · gˇ[[t]]
))gˇ((t))
→ lim
←−
k
Sym
(
gˇ((t))/tk · gˇ[[t]]
)gˇ[[t]]
are also isomorphisms.
By Proposition 1.3.1 the scheme Opg(D) (resp., Opg(D
×)) is non-canonically isomorphic
to Hitchg(D) (resp., Hitchg(D
×)). However, one can deduce from the proof (see [BD1],
Sect. 3.10.11) that Opg(D) (resp., Opg(D
×)) is canonically a torsor over Hitchg(D) (resp.,
Hitchg(D
×)).
In particular, the algebra Fun(Opg(D)) acquires a filtration, whose associated graded is
Fun(Hitchg(D)). This filtration can also be defined as follows, see [BD1], Sect. 3.11.14:
We claim that there exists a flat Gm-equivariant family of schemes over A1 ≃ Spec(C[ℏ]),
whose fiber over 1 ∈ A1 is Opg(D), and whose fiber over 0 ∈ A
1 is Hitchg(D).
Indeed, this family is obtained from Opg(D) by replacing the word ”connection” by ”ℏ-
connection”. The identification at the special fiber results from Kostant’s theorem that the
adjoint action of B on the pre-image of O in g is free, and the quotient projects isomorphically
onto h//W .
1.6. The case of groups of non-adjoint type. In the rest of the paper we will have to
consider the case when the group G is not necessarily of adjoint type. Let Z(G) be the center
of G.
The notion of R-family of G-opers in this case is formally the same as in the adjoint case,
i.e., a triple (FG,∇,FB), where FG is an R-family of G-bundle on X , FB is its reduction to B,
and ∇ is a connection on FG in the X-direction, which satisfies the same condition on ∇/FB.
We will denote the functor of R-families of G-opers on X by OpG(X). The difference with
the adjoint case is that now OpG(D) is not representable by a scheme, but rather by a Deligne-
Mumford stack, which is non-canonically isomorphic to Opg(D) × pt /Z(G), see [BD1], Sect.
3.4.
The following statement established in [BD1], Sect. 3.4, will suffice for our purposes:
Lemma 1.6.1. Every choice of the square root ω
1
2
X of the canonical bundle gives a map of
functors Opg(X)→ OpG(X).
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In particular, the lemma implies that for every choice of a square root of ωD, there exists a
canonically defined family of G-opers over Opg(D). A similar statement holds for D replaced
by D×.
Proof. One only has to show how to lift the B/Z(G)-bundle FB/Z(G) to a B-bundle. This is
equivalent to lifting the H-bundle FH/Z(G) to an H-bundle FH .
We set FH to be the bundle induced by means of the homomorphism 2ρˇ : Gm → H from
the line bundle ω
1
2
X . By Lemma 1.1.1, it satisfies our requirement.

2. Opers with singularities
2.1. For X a curve of finite type over C we shall fix x ∈ X to be any closed point. For X = D,
we let x to be the unique closed point of Spec(C[[t]]). We shall now define the notion of g-oper
on X with singularity of order k at x.
By definition, this a triple (FG,∇,FB), where (FG,FB) are as in the definition of opers, but
the connection ∇on FG is required to have a pole of order k such that
(2.1) (∇−∇′)mod bFB ⊗ ωX(k · x) ∈ OFB ,ωX(k·x) ⊂ (g/b)FB ⊗ ωX(k · x),
for any regular connection ∇′ on FG that preserves FB.
Again, if we trivialize FB and choose a coordinate t near x, the set of opers with singularity
of order k at x identifies with the set of equivalence classes of connections of the form
(2.2) ∇0 + t−k
(∑
ı
φı(t)dt · fı + q(t)dt
)
,
where φı(t) are nowhere vanishing functions on X , and q(t) is a b-valued function. Two
such connections are equivalent if they are conjugate by means of an element of Hom(X,B).
Equivalently, opers with singularity of order k at x is the set of Hom(X,N)-equivalence classes
of connections of the form
∇0 + t−k (p−1dt+ q(t)dt)
for q(t) as above.
As in Lemma 1.1.1 one has:
Lemma 2.1.1. For (FG,∇,FB)-an oper on X with singularity of order k at x, the H-bundle
FH = N\FB is canonically isomorphic to (ωX(x))
ρˇ
.
One defines the notion of R-family of opers on X with singularity of order k at x in a
straightforward way. The corresponding functor on the category of R-algebras will be denoted
Opordkg (X). We will be mainly concerned with the case when X = D; if no confusion is likely
to occur, we will denote the corresponding functor simply by Opordkg . We have an evident
morphism of functors Opordkg → Opg(D
×), and below we will see (see Corollary 2.3.2) that
Opordkg is a representable by a closed subscheme of Opg(D
×). Note that for k = 0 we recover
Opg(D), and we will often use the notation Op
reg
g for it.
As in the case of usual opers, there exists a naturally defined functor Opordkg (X)
D on the
category of DX -algebras. The functors Op
ordk
g (X) and Op
ordk
g are reconstructed by the analogs
of (1.3) and (1.4), respectively. Corollary 2.3.2 implies that Opordkg (X)
D is representable by an
affine DX -scheme, which over the curve (X − x) is isomorphic to Opg(X)
D.
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2.2. Changing k.
Proposition 2.2.1 ([BD1], 4.3). For every k there is a natural morphism of functors Opordkg →
Opordk+1g . We have:
Opg(D
×) ≃ lim
−→
k
Opordkg .
Proof. Given a triple (FG,∇,FB) ∈ Op
ordk
g (R) we define the corresponding (F
′
G,∇
′,F′B) ∈
Opordk+1g (R) as follows:
Let us choose (locally) a trivialization of FB, and let us apply the gauge transformation by
means of tρˇ ∈ H((t)), where t is any uniformizer on D. We thus obtain a different extension of
FB from D
× to D, and let it be our F′B. It is clear that F
′
B is independent of both the choice
of the trivialization and the coordinate.
Let F′G be the induced G-bundle, and ∇
′ the resulting meromorphic connection on it. By
(1.2), ∇′ has the form required by the (2.2).
Let now (FG,∇,FB) be an R-point of Opg(D
×), represented as a gauge equivalence class of
some connection written in the form (1.5), φı(t) ∈ (R((t)))
×.
Consider the R-point of H((t)) equal to
(
Π
ı
(ωˇı)(φı)
)−1
· tk·ρˇ, where each ωˇı is regarded as a
homomorphism Gm → H . It is clear from (1.2) that for k large enough, the resulting connection
will be of the form (2.2).

2.3. Description in terms of canonical representatives. By repeating the proof of Propo-
sition 1.3.1, we obtain:
Lemma 2.3.1. For every R-point of Opordkg , the canonical form of its image in Opg(D
×)(R)
is such that each homogeneous component vd(t) has a pole in t of order ≤ k · (d+ 1).
Corollary 2.3.2. The morphisms of functors Opordkg → Op
ordk+1
g and Op
ordk
g → Opg(D
×) are
closed embeddings. The latter identifies with the subscheme
⊕
d
t−k·(d+1) · Vcan,d[[t]] ⊂ Vcan,d((t)).
Proof. Evidently, given a point of Opg(D
×), written in the canonical form (1.7) such that
tk·(d+1) · vd(t) ∈ Vcan,d[[t]], by applying the gauge transformation by means of tk·ρˇ, we bring it
to the form (2.2). Thus, we obtain the maps
Opordkg ⇄ ⊕
d
t−k·(d+1) · Vcan,d[[t]].
Finally, by induction on d it is easy to see that if some g ∈ B((t))(R) conjugates an R-point of
Opordkg to another point of Op
ordk
g , then g ∈ B[[t]](R).

Recall the ind-scheme Hitchg(D
×), and let us denote by Hitchordkg its subscheme, corre-
sponding to sections of (h//W )
Gm
× ωD(k · x). This is a scheme, canonically isomorphic to
⊕
d
Vcan,d ⊗ (ωD(k · x))
⊗d+1
, which gives it a structure of group-scheme. Evidently, Hitchg(D
×)
is isomorphic to lim
−→
k
Hitchordkg . We also have an isomorphism:
Fun(Hitchordkg ) ≃ Sym
(
gˇ((t))/tk · gˇ[[t]]
)gˇ[[t]]
.
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As in the case of k = 0, the scheme Hitchordkg acts simply transitively on Op
ordk
g . Moreover,
Opordkg ≃ Opg(D)
Hitchg(D)
× Hitchordkg .
This defines a filtration on the algebra Fun(Opordkg ), whose associated graded is Fun(Hitch
ordk
g ).
This filtration can be alternatively described by the deformation procedure mentioned at the
end of Sect. 1.5.
2.4. Opers with regular singularities. In the context of the previous subsection let us set
k = 1, in which case we will replace the superscript ord1 by RS, and call the resulting scheme
OpRSg ”the scheme of opers with regular singularities”. The terminology is partly justified by
the following assertion, which will be proved in the next section:
Proposition 2.4.1. If a C-point (FG,∇,FB) of Opg(D
×) has regular singularities as a G-
bundle with connection, then it belongs to OpRSg .
We claim now that there exists a canonical map ResRS : OpRSg → h//W , see [BD1], Sect.
3.8.11:
Recall first that if (FG,∇) is an R-family of G-bundles on X with a connection that has a
pole of order 1 at x, its residue (or polar part) is well-defined as a section of gPG , where PG is
the restriction of FG to Spec(R)× x ⊂ Spec(R)×X . In other words, we obtain an R-point of
the stack g/G.
Given an R-point (FG,∇,FB) ∈ Op
RS
g , we compose the above map with g/Ad(G)→ h//W .
The resulting map Spec(R)→ h//W is the map ResRS.
Explicitly, to a connection written as
(2.3) ∇0 + t−1
(∑
ı
φı(t)dt · fı + q(t)dt
)
,
we attach the projection to h//W of the element Σ
ı
φı(0) · fı + q(0).
Let ̟ denote the tautological projection h→ h//W . For λˇ ∈ h we will denote by OpRS,̟(λˇ)g
the preimage under ResRS of the point ̟(λˇ) ∈ h//W . From the proof of Proposition 2.2.1 for
k = 0 we obtain that the subscheme Opg(D) =: Op
reg
g ⊂ Op
RS
g is contained in Op
RS,̟(−ρˇ)
g .
Let us now describe the map ResRS in terms of the isomorphism of Corollary 2.3.2:
Lemma 2.4.2. The composition
⊕
d
t−d−1 · Vcan,d[[t]] ≃ Op
RS
g
ResRS
→ h//W
equals the map
⊕
d
t−d−1 · Vcan,d[[t]]→ ⊕
d
Vcan,d ≃ Vcan ≃ h//W,
where the last arrow is given by (1.6), and the first arrow is defined as follows:
• For d 6= 1, this is the projection on the top polar part.
• For d = 1, this is the projection on the top polar part, followed by the affine shift by p14 .
Proof. By the proof of Proposition 1.3.1, we have to check that for any v′ ∈ ⊕
d 6=1
Vcan,d and
v′′ ∈ Vcan,1, the elements of g given by p−1+ v′ + v′′ − ρˇ and p−1+ v′ + v′′ +
p1
4 project to the
same element of h//W . However, this follows from the fact that exp(p12 ) conjugates one to the
other.
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
Corollary 2.4.3. Under the isomorphism of Corollary 2.3.2 the subscheme Op̟(−ρˇ)g ⊂ Op
RS
g
identifies with
⊕
d
t−d · Vcan,d[[t]] ⊂ ⊕
d
t−d−1 · Vcan,d[[t]].
Of course, as in the case of Corollary 2.3.2, the isomorphism Op̟(−ρˇ)g ≃ ⊕
d
t−d · Vcan,d[[t]]
depends on the choice of the coordinate t. Canonically, Op̟(−ρˇ)g can be described in terms of
the Hitchin space as follows.
Let us denote Hitchord1g by Hitch
RS
g , and let us note that we have a natural homomorphism
HitchRSg → Vcan. Let Hitch
nilp
g ⊂ Hitch
RS
g be the preimage of 0. The algebra of functions on
Hitchnilpg also admits the following description, see [F], Lemma 9.4:
Fun(Hitchnilpg ) ≃ Sym
(
gˇ((t)))/Lie(Iˇ)
)Iˇ
,
where Iˇ ⊂ Gˇ[[t]] is the Iwahori subgroup.
We have:
Op̟(−ρˇ)g ≃ Opg(D)
Hitchg(D)
× Hitchnilpg .
Consider now the gradings on the algebras Fun(Opordkg ), Fun(Op
RS
g ) and Fun(Op
̟(−ρˇ)
g ),
coming from Gm → Aut(D), corresponding to some choice of a coordinate t on D. From
Lemma 1.4.1 we obtain:
Lemma 2.4.4.
(1) The algebra Fun(OpRSg ) is non-positively graded. The subalgebra, consisting of degree 0
elements, identifies with Fun(h//W ) under the map ResRS.
(2) For every k ≥ 2, the ideal of Fun(Opordkg )→ Fun(Op
RS
g ) is freely generated by finitely many
elements, each having a positive degree.
(3) The algebra Fun(Op̟(−ρˇ)g ) is freely generated by elements of strictly negative degrees.
2.5. Opers with nilpotent singularities. Let X and x be as above. We define a g-oper on
X with a nilpotent singularity at x to be a triple (FG,∇,FB), where (FG,FB) are as in the
definition of opers, and the connection ∇ has a pole of order 1 at x such that for some (or any)
regular connection ∇′ that preserves B, we have:
• (i) (∇ − ∇′), which a priori is an element of gFG ⊗ ωX(x), is in fact contained in
bFB ⊗ ωX(x) + gFG ⊗ ωX ⊂ gFG ⊗ ωX(x). Once this condition is satisfied, we impose
the following two:
• (ii) (∇ − ∇′)mod gFG ⊗ ωX , which is an element of bPB ≃ bFB ⊗ ωX(x)/bFB ⊗ ωX ,
must be contained in nPB ⊂ bPB , where PB is the fiber of FB at x.
• (iii) (∇−∇′)mod bFB ⊗ωX(x), which is a section of (g/b)FB ⊗ωX , must be contained
in OFB ,ωX ⊂ (g/b)FB ⊗ ωX .
In other words, we are looking at gauge equivalence classes with respect to Hom(X,B) of
connections of the form
(2.4) ∇0 +
∑
ı
φı · fı + q,
where φı are as in (1.1), and q is a b-valued one-form on X with a pole of order 1 at x, whose
residue belongs to n.
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This definition makes sense for R-families, so we obtain a functor on the category of C-
algebras, which we will denote by Opnilpg (X). For X = D we will denote the corresponding
functor simply by Opnilpg .
As in the previous cases, one can define the functor Opnilpg (X)
D on the category of
DX -algebras. Once we prove its representability (see below), this functor will be related to
Opnilpg (X), Op
nilp
g and Opg(D
×) in the same way as in the case of OpRSg (X)
D.
2.6. We have an evident morphism of functors Opnilpg → Opg(D
×).
Theorem 2.6.1. The above map is a closed embedding of functors, and an isomorphism onto
OpRS,̟(−ρˇ)g .
Since the assertion is local, a similar statement holds for any pair (X, x). Before proving
this theorem let us make the following observation, which implies in particular that the map in
question is injective at the level of C-points.
Let (FG,∇,FB) be a C-point of Opg(D
×), and let us first regard it as a G-local system on
D×. Recall that if a local system (FG,∇) on D× admits an extension to a bundle on D with
a meromorphic connection with a pole of order 1 and nilpotent residue, then such extension is
unique; we will refer to it as Deligne’s extension. 4
Thus, a necessary condition for (FG,∇,FB) to come from Op
nilp
g is that it admits such an
extension. Since the flag variety G/B is compact, the B-bundle FB, which is a priori defined
on D×, admits a unique extension to D, compatible with the above extension of FG.
Having fixed this extension, our point comes from Opnilpg if and only if conditions (i) and
(iii) from the definition of opers with nilpotent singularities hold (condition (ii) is automatic
from (i) and the nilpotency assumption on the residue).
2.7. Proof of Theorem 2.6.1. To an oper with nilpotent singularities, written in the form
(2.5) ∇0 +
∑
ı
φı(t)dt · fı +
q(t)
t
dt,
φı(t) ∈ (R[[t]])×, q(t) ∈ b ⊗ R[[t]] with q(0) ∈ n ⊗ R, we associate a point of Op
RS,̟(−ρˇ)
g by
applying the gauge transformation by means of tρˇ.
The gauge action of B[[t]](R) on connections of the form (2.5) gets transformed into the
gauge action on connections with regular singularities by means of Adtρˇ(B[[t]])(R), which is a
subgroup of B[[t]]. This shows that the map Opnilpg → Opg(D
×) factors through OpRS,̟(−ρˇ)g .
To prove the theorem we must show that any connection written as
(2.6) ∇ = ∇0 +
p−1 − ρˇ+ q(t)
t
dt,
with q(t) ∈ b[[t]] such that the image of p−1− ρˇ+q(0) in h//W equals ̟(−ρˇ) can be conjugated
by means of N [[t]] into a connection of similar form such that t−d · qd(t) ∈ bd[[t]], uniquely up
to Adtρˇ(N [[t]]).
Note first of all that by applying a gauge transformation by means of a constant loop into
N , we can assume that q(0) = 0. By induction on d we will prove the following statement:
Every connection as in (2.6) can be conjugated by means of N [[t]] to one which satisfies:
(2.7) t−d
′
· qd′(t) ∈ bd′ [[t]] for d
′ ≤ d,
4Such an extension exists if and only if (FG,∇) has regular singularities, and when regarded analytically,
has a unipotent monodromy.
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and t−d · qd′′(t) ∈ bd′′ [[t]] for d′′ ≥ d.
By the above, the statement holds for d = 1. To perform the induction step we will use a
descending inductive argument. We assume that ∇ satisfies (2.7), and that for some k ≥ d+1,
t−d−1 · qk′(t) ∈ bk′ [[t]] for k
′ satisfying k′ > k,
and
t−d · qk′′ (t) ∈ bk′′ [[t]] for d+ 1 ≤ k
′′ ≤ k.
We will show how to modify ∇ so that it continues to satisfy (2.7), and in addition:
t−d−1 · qk′(t) ∈ bk′ [[t]] for k
′ satisfying k′ ≥ k,
and
t−d · qk′′ (t) ∈ bk′′ [[t]] for d+ 1 ≤ k
′′ < k.
Namely, we will replace ∇ by
∇′ := Adexp(td·uk)(∇) = ∇
0 +
p−1 − ρˇ+ q′(t)
t
dt
for a certain element uk ∈ bk.
For any such uk the conditions, involving q
′
k′ (t) for k
′ with either k′ < k or k′ > k, hold
automatically. The condition on q′k(t) reads as follows:
(2.8) −d · uk + [uk,−ρˇ] = −t
−dqk(t)mod t.
However, [uk,−ρˇ] = k · uk, and since k > d the above condition is indeed solvable uniquely.
This finishes the proof of the fact that any connection as in (2.6) can be conjugated by
means of N [[t]] to one satisfying t−d · qd(t) ∈ bd[[t]]. The uniqueness of the solution of (2.8)
implies that the conjugation is unique modulo Adtρˇ(N [[t]]). Thus, the proof of Theorem 2.6.1
is complete. Let us note that the same argument proves the following generalization:
Proposition 2.7.1. Let λˇ be an anti-dominant coweight. Then a data of an R-point of
OpRS,̟(λ−ρ)g is equivalent to a data of B[[t]]-conjugacy class of connections of the form
∇0 +
∑
ı
φı(t)dt · fı +
q(t)
t
dt,
where φı(t) are as in (2.5), and q(t) ∈ b⊗R[[t]] is such that q(0)mod n = λˇ.
2.8. The secondary residue map. Note that by definition the scheme Opnilpg ×̂D carries
a universal oper with nilpotent singularities. Let us denote by PG,Opnilpg (resp., PB,Opnilpg ) the
resulting G-bundle (resp., B-bundle) on Opnilpg . In particular, we obtain a map Op
nilp
g → pt /B.
By taking the residue of the connection (see Sect. 2.4), we obtain a map from Opnilpg to
the stack n/B, where B acts on n by means of the adjoint action; we will denote this map by
Resnilp.
Lemma 2.8.1.
(1) The map Resnilp is smooth. Moreover, the B-scheme n ×
n/B
Opnilpg can be represented as a
product of an infinite-dimensional affine space by a finite-dimensional variety with a free action
of B.
(2) We have a natural identification:
pt /B ×
n/B
Opnilpg ≃ pt /B ×
pt /G
OpregG ,
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where pt /B → n/B corresponds to 0 ∈ n, and the map Opregg := Opg(D) → pt /G is given by
PG,Opg(D).
Proof. The second point of the lemma results from the definitions. To prove the first point,
note that n ×
n/B
Opnilpg identifies with the quotient of the space of connections of the form (2.5)
by gauge transformations by means of B(C[[t]]). As in the proof of Proposition 1.3.1, we obtain
that any such connection can be uniquely, up to the action of B(tC[[t]]), brought into the form
∇0 +
(∑
ı
aı · fı +
q′
t
+ q′′ + t · v(t)
)
dt,
where 0 6= aı ∈ C, q′ ∈ n, q′′ ∈ b and v(t) ∈ Vcan[[t]]. This scheme projects onto the variety of
expressions of the form ∑
ı
aı · fı +
q′
t
+ q′′,
on which B acts freely.

2.9. Opers with an integral residue. For completeness, we shall now give a description of
the scheme OpRS,̟(−λˇ−ρˇ)g when λˇ is an integral coweight with λˇ + ρˇ dominant, similar to the
one given by Theorem 2.6.1 in the case when λˇ = 0.
Let J be the subset of the set I of vertices of the Dynkin diagram, corresponding to those
simple roots, for which 〈α, λˇ〉 = −1. Let pJ ⊂ g be the corresponding standard parabolic
subalgebra, nJ ⊂ n its unipotent radical, and mJ the Levi factor.
We introduce the notion of oper with λˇ-nilpotent singularity to be a triple (FG,∇,FB) as in
the definition of nilpotent opers, where conditions (i)–(iii) are replaced by the following ones:
• (i) (∇−∇′)mod bFB⊗ωX(x), which is a section of (g/b)FB⊗ωX(x), must be contained
in OFB
Gm
× ωρˇX(−λˇ · x).
• (ii) Res(∇) := (∇−∇′)mod gFG⊗ωX , which is a priori an element of gPB , is contained
in
(
pJ
)
PB
.
• (iii) The image of Res(∇) under
(
pJ
)
PB
→
(
mJ
)
PB
is nilpotent.
As in the case of λˇ = 0, this definition makes sense for R-families, where R is a C-algebra
or a DX -algebra. We will denote by Op
λˇ,nilp
g the resulting functor for X = D. Explicitly, an
R-point of Opλˇ,nilpg is a B[[t]](R)-equivalence classes of connections of the form
(2.9) ∇0 +
∑
ı
t〈αı,λˇ〉 · φı(t)dt · fı +
q(t)
t
dt,
where φı(t) and q(t) are as in (2.5), subject to the condition that the element
Σ
∈J
φ(0) + q(0)mod nJ ∈ mJ
be nilpotent.
As in the case of λˇ = 0, there exists a natural map of functors Opλˇ,nilpg → Opg(D
×).
Theorem 2.9.1. The above map is an isomorphism onto the subscheme OpRS,̟(−λˇ−ρˇ)g .
The proof of this theorem repeats that of Theorem 2.6.1, where instead of the principal
grading on n we use the one, defined by the adjoint action of λˇ+ ρˇ.
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Consider the subvariety of pI, denoted OJ, consisting of elements of the form
Σ
∈J
c · f + q, c 6= 0, q ∈ b,
that are nilpotent. We have a natural action of B on OJ.
As in the case of nilpotent opers, i.e, λˇ = 0, there exists a natural smooth map
Resλˇ,nilp : Opλˇ,nilpg → OJ/B,
obtained by taking the polar part of a connection as in (2.9).
Finally, let us consider the case when λˇ itself is dominant. In this case J = ∅, and OJ = n.
Let us denote by Opλˇ,regg the preimage of pt /B ⊂ n/B under the map Res
λˇ,nilp, where pt→ n
corresonds to the point 0.
The scheme Opλˇ,regg is the scheme of λˇ-opers introduced earlier by Beilinson and Drinfeld.
As in the case of Opλˇ,nilpg , we have the notion of (an R-family) of regular λˇ-opers over any
curve. By definition, this is a triple (FG,∇,FB), where FG and ∇ are a principal G-bundle
and a connection on it, defined on the entire X , and FB is a reduction of FG to B, such that
∇/FB, as a section of (g/b)FB ⊗ ωX , belongs to OFB
Gm
× ωρˇX(−λˇ · x).
3. Miura opers
3.1. Ler R be a DX -algebra. Let us fix once and for all another Borel subgroup B
− of G
which is in generic relative position with B. The definition of Miura opers given below uses
B−. However, the resulting scheme of Miura opers is defined canonically and is independent of
this choice.
Following [F], Sect. 10.3, one defines a Miura oper over R to be a quadruple
(FG,∇,FB,FB−),
where:
• (FG,∇,FB) are as in the definition of opers, i.e., (FG,FB) is a G-bundle on Spec(R)
with a reduction to B, and ∇ is a connection on FG alongX such that ∇/FB ∈ OFB ,ωX .
• FB− is a reduction of FG to the opposite Borel subgroup B
− which is preserved by the
connection ∇.
We will denote the functor of Miura opers on the category of DX -algebras by MOpg(X)
D,
and the resulting functor on the category of C-algebras by MOpg(X), i.e.,
MOpg(X)(R) := MOpg(X)
D(R ⊗ OX).
Lemma 3.1.1. The functor MOpg(X)
D is representable by a DX-scheme.
Proof. Since the functor Opg(X)
D is known to be representable, it suffices to show that the
morphism MOpg(X)
D → Opg(X)
D is representable as well.
Consider another functor on the category of DX -algebras that associates to R the set of
quadruples (FG,∇,FB,FB−), but without the condition that FB− be compatible with the con-
nection. The latter functor is clearly representable over Opg(X)
D, and it contains MOpg(X)
D
as a closed subfunctor.

We will denote by MOpg(D) or MOp
reg
g the resulting scheme of Miura opers over D. Note,
however, that since the flag variety G/B− is non-affine, the DX -scheme MOpg(X) is non-
affine over X . Hence, the functor MOpg(D
×) on the category of C-algebras is ill-behaved; in
particular, it cannot be represented by an ind-scheme.
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We define the DX -schemes MOp
ordk
g (X)
D (resp., MOpRSg (X)
D, MOpnilpg (X)
D) to classify
quadruples (FG,∇,FB,FB−), where the first three pieces of data are as in the definition of
Opordkg (X)
D (resp., OpRSg (X)
D, Opnilpg (X)
D), and FB− is a reduction of the G-bundle FG,
which is defined on the entire X , to the subgroup FB− , compatible with the connection ∇. The
last condition means, in the case of Opordkg (X)
D, that the operator ∇tk∂t preserves FB− . For
the other DX -schemes this condition is defined similarly.
Each of these DX -schemes is isomorphic to MOpg(X)
D over the curve (X − x).
We will denote the corresponding schemes for X = D simply by MOpordkg , MOp
RS
g and
MOpnilpg , respectively.
Note that there are no natural maps fromMOpordkg to MOp
ordk+1
g or fromMOp
nilp
g to MOp
RS
g .
3.2. Generic Miura opers. Following [F], Sect. 10.3, we shall say that a Miura oper
(FG,∇,FB,FB−) is generic if the given reductions of FG to B and B
− are in generic relative
position. More precisely, observe that given a G-bundle on a scheme X with two reductions
to B and B−, we obtain a morphism X → B\G/B−. The Miura oper is called generic if this
morphism takes values in the open part B · B− of B\G/B−.
Lemma 3.2.1. Let (FG,∇,FB) be a C-valued oper on D×, and let FB− be any horizontal
reduction of FG to B
−. Then it is in generic relative position with FB.
Proof. The following short argument is due to Drinfeld. The G-bundle FG can be assumed to
be trivial, and we can think of FB and FB− as two families of Borel subalgebras
b−1 ⊂ g((t)) ⊃ b2.
The connection on FG has the form ∇0 + q(t), where q(t) ∈ b
−
1 .
Let h′ ⊂ g((t)) be any Cartan subalgebra, contained in both b−1 and b2. Let us decompose
q(t) with respect to the characters of h′, acting on g((t)), i.e., with respect to the roots.
Then, on the one hand, each q(t)α belongs to b
−
1 . I.e., if q(t)α 6= 0 then α is positive with
respect to b−1 .
On the other hand, if αı be a simple root of h
′ with respect to b2, then by the oper condition,
q(t)−αı 6= 0. Hence, every positive simple root with respect to b2 is negative with respect to
b−1 . This implies that b
−
1 ∩ b2 = h
′, i.e., the two reductions are in generic relative position.

Evidently, generic Miura opers form an open DX -subscheme of MOpg(X)
D; we will denote
it by MOpg,gen(X)
D.
Lemma 3.2.2. The DX-scheme MOpg,gen(X)
D is affine over X.
Proof. We know that the DX -scheme Opg(X)
D is affine. Hence, it is sufficient to show that
MOpg,gen(X)
D is affine over Opg(X).
By definition, MOpg,gen(X)
D is a closed subfunctor of the functor that associates to a DX -
algebra R the set of quadruples (FG,∇,FB,FB−), where (FG,∇,FB) are as above, and FB−
is a reduction of FG to B
−, which is in generic relative position with FB, and not necessarily
compatible with the connection.
Since the big cell B− ·1 ⊂ G/B is affine, the latter functor is evidently affine over Opg(X)
D,
implying our assertion.

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We will denote by MOpordkg,gen(X)
D (resp., MOpRSg,gen(X)
D, MOpnilpg,gen(X)
D) the corresponding
open DX -subscheme of MOp
ordk
g (X)
D (resp., MOpRSg (X)
D, MOpnilpg (X)
D). We will denote by
MOpregg,gen := MOpg,gen(D), MOp
nilp
g,gen, MOp
RS
g,gen, MOp
ordk
g,gen
the corresponding open subschemes of
MOpregg := MOpg(D), MOp
nilp
g , MOp
RS
g , MOp
ordk
g ,
respectively. By Lemma 3.2.2, it makes sense also to consider the ind-scheme MOpg,gen(D
×).
3.3. Miura opers and H-connections. We will now establish a crucial result that connects
generic Miura opers with another, very explicit, DX -scheme.
Consider the H-bundle ωρˇX , and let ConnH(ω
ρˇ
X)
D be the DX -scheme of connections on it,
i.e., it associates to a DX -algebra R the set of connections on the pull-back of ω
ρˇ
X to Spec(R)
along X . This is a principal homogeneous space with respect to the group DX -scheme that
associates to R the set of h-valued sections of the pull-back of ωX to Spec(R). In particular,
ConnH(ω
ρˇ
X)
D is affine over X .
We will denote the resulting functor on C-algebras by ConnH(ω
ρˇ
X). For X = D (resp., D
×)
this functor is evidently representable by a scheme (resp., ind-scheme), which we will denote
by ConnH(ω
ρˇ
D
) =: ConnH(ω
ρˇ
D
)reg (resp., ConnH(ω
ρˇ
D×
)). This scheme (resp., ind-scheme) is a
principal homogeneous space with respect to h⊗ ωD (resp., h⊗ ωD×).
Note we have a natural map of DX -schemes
(3.1) MOpg,gen(X)
D → ConnH(ω
ρˇ
X)
D.
Indeed, given an R-point of MOpg,gen(X)
D, let F′H be theH-bundle with connection, induced
by means of FB− . However, the assumption that the Miura oper is generic implies that F
′
H ≃
F′B ∩ FB− ≃ FH , where FH is the H-bundle induced by FB. Now, let us recall that by
Lemma 1.1.1, we have a canonical isomorphism FH ≃ ω
ρˇ
X .
Proposition 3.3.1 ([F], Prop. 10.4). The map (3.1) is an isomorphism.
Proof. We construct the inverse map ConnH(ω
ρˇ
X)
D → MOpg,gen(X)
D as follows. Recall first of
all that a data of a G-bundle with two reductions to B and B− in generic position is equivalent
to a data of an H-bundle. Thus, from FH := ω
ρˇ
X we obtain the data (FG,FB,FB−) from the
Miura oper quadruple.
A connection on (the pull-back of) ωρˇX (to some DX -scheme) induces a connection, that
we will call ∇H on FG, compatible with both reductions. We produce the desired connection
∇ on FG by adding to ∇H the n
−
FH
⊗ ωX -valued 1-form equal to Σ
ı
φı, where each φı is the
tautological trivialization of (n−−αı)FH ⊗ ωX .
The resulting connection preserves FB− and satisfies the oper condition with respect to FB.
Hence (FG,∇,FB,FB−) is a generic Miura oper. Clearly, two maps
MOpg,gen(X)
D
⇄ ConnH(ω
ρˇ
X)
D
are mutually inverse.

This proposition immediately implies the isomorphisms of DX -schemes
ConnH(ω
ρˇ
D
)reg ≃ MOpregg,gen and ConnH(ω
ρˇ
D×
)→ MOpg,gen(D
×).
Let us denote by
(
ConnH(ω
ρˇ
X)
ordk
)D
(resp.,
(
ConnH(ω
ρˇ
X)
RS
)D
) the DX -scheme of meromor-
phic connections on ωρˇX overD with pole of order ≤ k (resp., ≤ 1). Each of these DX -schemes is
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isomorphic to ConnH(ω
ρˇ
X)
D over (X−x). We will denote by ConnH(ω
ρˇ
D
)RS and ConnH(ω
ρˇ
D
)ordk
the resulting schemes of connections on D.
Using the fact that connections on ωρˇX with a pole of order k, k ≥ 1, are in a canonical
bijection with those on ωρˇX(λˇ ·x) for any coweight λˇ, from the above proposition we obtain also
the isomorphisms(
ConnH(ω
ρˇ
X)
ordk
)D
≃ MOpordkg,gen(X)
D and
(
ConnH(ω
ρˇ
X)
RS
)D
≃ MOpRSg,gen(X)
D,
implying that
(3.2) ConnH(ω
ρˇ
D
)ordk ≃ MOpordkg,gen and ConnH(ω
ρˇ
D
)RS ≃MOpRSg,gen .
We call the composed map of DX -schemes
(3.3) ConnH(ω
ρˇ
X)
D → MOpg,gen(X)
D → Opg(X)
D
the Miura transformation and denote it by MT. By a slight abuse of notation, we will denote
by the same symbol MT the corresponding maps
ConnH(ω
ρˇ
D
)RS → OpRSg , ConnH(ω
ρˇ
D
)ordk → Opordkg , ConnH(ω
ρˇ
D×
)→ Opg(D
×).
3.4. An application: proof of Proposition 2.4.1. Let (FG,∇,FB) be an oper on D× such
that the G-bundle with connection (FG,∇) has regular singularities, i.e., FG can be extended
to a G-bundle F′G on D, so that ∇ has a pole of order ≤ 1.
Then it is known that (FG,∇) admits at least one horizontal reduction to B−, call it FB− .
By Lemma 3.2.1, the quadruple (FG,∇,FB,FB−) is a generic Miura oper on D
×.
By the compactness of G/B−, the above reduction extends uniquely on the entire D. The
connection on the resulting B−-bundle F′B− has a pole of order ≤ 1. Hence, the connection on
the H-bundle F′H , induced from F
′
B− , also has a pole of order ≤ 1.
Therefore, the above point (FG,∇,FB,FB−) ∈ MOpg,gen(D
×), viewed as a point of
ConnH(ω
ρˇ
D×
), belongs to ConnH(ω
ρˇ
D
)RS. Hence, the triple (FG,∇,FB), being the image of the
above point under the map MT, belongs to OpRSg .
3.5. Miura opers with regular singularities. Consider the map ConnH(ω
ρˇ
D
)RS → h, that
assigns to a connection with a pole of order 1 its residue; we will denote it by Resh. For λˇ ∈ h
we will denote by ConnH(ω
ρˇ
D
)RS,λˇ the preimage of λˇ under Resh.
A coweight λˇ such that 〈αı, λˇ〉 /∈ Z<0 (resp., /∈ Z>0) for α ∈ ∆+, will be called dominant
(resp., anti-dominant).
Proposition 3.5.1.
(1) We have a commutative diagram:
ConnH(ω
ρˇ
D
)RS
MT
−−−−→ OpRSg
Resh
y ResRSy
h −−−−→ h//W,
where the bottom arrow is λˇ 7→ ̟(λˇ − ρˇ).
(2) If λˇ is dominant with respect to B, then the map MT : ConnH(ω
ρˇ
D
)RS,λˇ+ρˇ → OpRS,̟(λˇ)g is
an isomorphism.
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The rest of this subsection is devoted to the proof of this proposition. Part (1) follows from
the construction:
Given a generic Miura oper with regular singularities (FG,∇,FB,FB−), the induced H-
bundle FH is ω
ρˇ
X(ρˇ · x), by Lemma 2.3.1. The polar part of ∇ is a section q ∈ b
−
PB−
. Let λˇ
denote the projection of q onto b−
PB−
/n−
PB−
≃ h, which equals the polar part of the connection
on FH .
Then ResRS(FG,∇,FB) equals the projection of q under g/B− → g/G→ h//W , and hence
it equals ̟(λˇ). It remains to notice that the resulting connection on ωρˇX has the polar part
equal to λˇ+ ρˇ.
To prove part (2), we will use the following general assertion.
Lemma 3.5.2. Let (FG,∇) be an R-family of G-connections on D with a pole of order 1, and
let PG be the fiber of FG at the closed point of the disc. Let PB− be a reduction of PG to G
with the property that the residue q of ∇, which is a priori an element of gPG , belongs to b
−
PB−
.
Assume that the projection of q to b−
FB−
/n−
FB−
≃ h is constant and anti-dominant with respect
to B−.
Then there exists a unique B−-reduction FB− of FG, which is compatible with ∇ and whose
fiber at x equals PB− .
Let us first show how this lemma implies the proposition. Consider the subvariety
(p−1 + b)
λˇ ⊂ (p−1 + b) ⊂ g,
consisting of elements whose image in h//W equals λˇ. This is the N -orbit of the element p−1+λˇ.
We claim that each point of this orbit is contained in a unique Borel subalgebra of g that is in
generic relative position with b.
More precisely, consider the Grothendieck alteration g˜ → g defined as the subvariety of
g×G/B− consisting of the pairs
(3.4) g˜ = {q ∈ g, b′− ∈ G/B− |q ∈ b′−}.
Let ˜(p−1 + b)λˇ be the scheme-theoretic intersection of the preimages of (p−1 + b)λˇ ⊂ g and
the the big cell B · 1 ⊂ G/B− in g˜.
Lemma 3.5.3. The projection ˜(p−1 + b)λˇ → (p−1 + b)λˇ is an isomorphism.
Proof. The inverse map (p−1+b)
λˇ → ˜(p−1 + b)λˇ is obtained by conjugating the element {p−1+
λˇ, b−} by means of N .

Let us denote by F
G,OpRS,λˇg
(resp., P
G,OpRS,λˇg
) the universal G-bundle with connection on
OpRS,λˇg ×̂D (resp., its restriction to Op
RS,λˇ
g ×x ⊂ Op
RS,λˇ
g ×̂D). Let FB,OpRS,λˇg
and P
B,OpRS,λˇg
be
their reductions to B given by the oper structure.
From the above lemma we obtain that the G-bundle P
G,OpRS,λˇg
over OpRS,λˇg admits a unique
reduction to B− such that the polar part of the connection belongs to b−
FB−
and its image in
h equals λˇ. Moreover, the resulting B−-bundle P
B−,OpRS,λˇg
is in generic relative position with
P
B,OpRS,λˇg
.
Note that if λˇ is dominant with respect to B, then it is anti-dominant with respect to B−.
Hence by our assumption on λˇ and Lemma 3.5.2, the G-bundle F
G,OpRS,λˇg
on OpRS,λˇg ×̂D admits
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a unique horizontal reduction to B−. This reduction is automatically in generic position with
F
B,OpRS,λˇg
, because this is so over the closed point x ∈ D. Thus, we have constructed the inverse
map
OpRS,̟(λˇ)g → ConnH(ω
ρˇ
D
)RS,λˇ+ρˇ.
This map is evidently a left inverse of the map MT. The uniqueness assertion of Lemma 3.5.2,
combined with Lemma 3.5.3, implies that it is also a right inverse. This completes the proof of
part (2) of Proposition 3.5.1.
Let us now prove Lemma 3.5.2.
Proof. (Drinfeld)
With no restriction of generality, we can assume that our G-bundle FG is trivial, and the
connection has the form ∇ = ∇0 + q(t)t , where q(t) ∈ g[[t]] and q(0) ∈ b
−. We must show that
there exists an element g ∈ ker(G[[t]]→ G), unique modulo B−, such that
Adg(∇
0 +
q(t)
t
) =: ∇′ = ∇0 +
q′(t)
t
is such that q′(t) ∈ b−[[t]].
Assume by induction that q(t)mod tk ∈ b−[t]/tk. We must show that there exists an element
u ∈ g, unique modulo b−, so that
t ·
(
Adexp(tk·u)(
q(t)
t
)− k · tk−1 · u
)
mod tk+1 ∈ b−[t]/tk+1.
This can be rewritten as
k · u+ [q0, u] = qk.
However, this equation is indeed solvable uniquely in g/b−, since by assumption, negative
integers are not among the eigenvalues of the adjoint action of q0 on g/b
−.

We shall now describe the behavior of the map MT, restricted to ConnH(ω
ρˇ
D
)RS,µˇ, for µˇ
anti-dominant and integral. This is the case which is in a sense opposite to the one considered
in Proposition 3.5.1(2).
Proposition 3.5.4. Let λˇ be a dominant integral weight. Then the image of the map
MT |ConnH(ωρˇD)RS,−λˇ
belongs to the closed subscheme Opλˇ,regg ⊂ Op
λˇ,nilp
g ≃ Op
RS,̟(−λˇ−ρˇ)
g .
Moreover, we have a Cartesian square:
(3.5)
ConnH(ω
ρˇ
D
)RS,−λˇ −−−−→ (
◦
B−\G)/B
MT
y y
Opλˇ,regg
Resλ,nilp
−−−−−−→ pt /B,
where
◦
B−\G denotes the open B-orbit in the flag variety B−\G.
Proof. Choosing a coordinate on D, and thus trivializing ωX , a point of ConnH(ω
ρˇ
D
)RS,−λˇ can
be thought of as a connection on the trivial bundle of the form
∇0 +
q(t)
t
dt
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with q(t) ∈ h[[t]] and q(0) = −λˇ. The oper, corresponding to the Miura transformation of the
above connection, equals
∇0 + p−1dt+
q(t)
t
dt.
Conjugating this connection by means of t−λˇ we obtain a connection of the form (2.9). Let us
denote by (FG,∇,FB) the resulting point of Op
λˇ,reg
g .
Note that the horizontal generic reduction to B− of FG, which was defined over D
×, extends
to one over D. Indeed, under the above trivialization of FG, the reduction to B corresponds
to the subgroup B itself, and the reduction to B− corresponds to B−, which are manifestly in
the generic position. This defines the upper horizontal map in (3.5).
To show that this diagram is indeed Cartesian, it suffices to show that given a (R-) point
(FG,∇,FB) of Op
λˇ,reg
g , any reduction to B
− of the fiber PG at x of FG, which is in the generic
position with respect PB (the latter being the fiber of FB at x), comes from a unique reduction
of FG to B
−. However, this immediately follows from Lemma 3.5.2, since λˇ was assumed
dominant with respect to B, and, hence, anti-dominant with respect to B−.

3.6. Miura opers with nilpotent singularities. Let us observe that we have four geometric
objects that may be called ”Miura opers with nilpotent singularities”
MOpnilpg , MOp
RS
g ×
OpRSg
Opnilpg , MOp
RS
g,gen ×
OpRSg
Opnilpg , and MOpg,gen(D
×) ×
Opg(D
×)
Opnilpg .
The first three of the above objects are schemes, and the fourth is an ind-scheme. In this section
we will study the relationship between them.
First, we have the following:
Lemma 3.6.1. The sets of C-points of the four objects above are in a natural bijection.
Proof. In all the four cases the set in question classifies the data of an oper with a nilpotent
singularity on D, and its horizontal reduction to B− over D× (which is necessarily generic by
Lemma 3.2.1).

We will establish the following:
Theorem 3.6.2. There exist natural maps
MOpRSg,gen ×
OpRSg
Opnilpg
1
−−−−→ MOpg,gen(D
×) ×
Opg(D
×)
Opnilpg
2
−−−−→ MOpnilpg
3
y
MOpRSg ×
OpRSg
Opnilpg ,
which commute with the projection to Opnilpg , and which on the level of C-points induce the
bijection of Lemma 3.6.1. Moreover, the map 1 is a closed embedding, the map 2 is formally
smooth, and the map 3 is an isomorphism.
The rest of this section is devoted to the proof of this theorem. Note, however, that the
existence of the map 1 and the fact that it is a closed embedding is immediate from the fact
that MOpRSg,gen → MOpg,gen(D
×) is a closed embedding.
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Also, the map 3 comes from the tautological map MOpRSg,gen → MOp
RS
g . Since the latter is
an open embedding, the map 3 is one too. Since it induces a bijection on the set of C-points
by Lemma 3.6.1, we obtain that it is an isomorphism.
To construct the other maps appearing in Theorem 3.6.2, we need to describe the corre-
sponding schemes more explicitly. First, by (3.2), we have an isomorphism:
MOpRSg,gen ×
OpRSg
Opnilpg ≃ ConnH(ω
ρˇ
D
)RS ×
OpRSg
Opnilpg ,
and the latter identifies, by Theorem 2.6.1, with
ConnH(ω
ρˇ
D
)RS ×
h
(h ×
h//W
pt),
where pt→ h//W corresponds to the point ̟(−ρˇ). Hence, by Proposition 3.5.1, we obtain an
isomorphism
MOpRSg,gen ×
OpRSg
Opnilpg ≃ ∪
w∈W
ConnH(ω
ρˇ
D
)RS,ρˇ−w(ρˇ).
Since the map 1 in Theorem 3.6.2 is a closed embedding and an isomorphism at the level of
C-points, the ind-scheme MOpg,gen(D
×) ×
Opg(D
×)
Opnilpg also splits into connected components,
numbered by elements of W ; we will denote by MOpg,gen(D
×)w the component corresponding
to a given w ∈ W .
Let now g˜ be the Grothendieck alteration of g defined in (3.4). Let n˜ be the scheme-theoretic
preimage of n ⊂ g under the forgetful map g˜→ g; this is a scheme acted on by B. Note that n˜
is connected and non-reduced.
By Lemma 3.5.2 we have:
Corollary 3.6.3. There exists a canonical isomorphism
MOpnilpg ≃ Op
nilp
g ×
n/B
n˜/B.
Let now n˜w be the subvariety of n˜, obtained by requiring that the pair (q ∈ g, b′−) ∈ g˜ be
such that the Borel subalgebra b′− is in position w with respect to b, i.e., the corresponding
point of G/B− belongs to the B-orbit B · w−1 · B−. This is a reduced scheme isomorphic to
the affine space of dimension dim(n). Let us denote by n˜w,th the formal neighborhood of n˜w in
n˜, regarded as an ind-scheme. Clearly, the action of B on n˜ preserves each n˜w, and
n˜(C) ≃ ∪
w∈W
n˜w(C).
Let us denote by MOpnilp,wg the subscheme of MOp
nilp
g equal to Op
nilp
g ×
n/B
n˜w/B in
terms of the isomorphism of Corollary 3.6.3. Let us denote by MOpnilp,w,thg the ind-scheme
Opnilpg ×
n/B
n˜w,th/B.
Theorem 3.6.4. For every w ∈ W there exists an isomorphism
MOpg,gen(D
×)w ≃ MOpnilp,w,thg ,
compatible with the forgetful map to Opnilpg and the bijection of Lemma 3.6.1.
Clearly, Theorem 3.6.4 implies the remaining assertions of Theorem 3.6.2. In addition,
by passing to reduced schemes underlying the isomorphism of Theorem 3.6.4, and using
Lemma 2.8.1(1), we obtain the following:
Corollary 3.6.5. There exists a canonical isomorphism ConnH(ω
ρˇ
D
)RS,ρˇ−w(ρˇ) ≃ MOpnilp,wg .
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3.7. Proof of Theorem 3.6.4. We begin by constructing the map
(3.6) MOpg,gen(D
×)w → MOpnilpg
Given an R-point (FG,∇,FB,FB−) of MOpg,gen(D
×)w, let (F′G,F
′
B) be an extension of the
pair (FG,FB) onto D such that the resulting triple (F
′
G,∇,F
′
B) is a point of Op
nilp
g . Such an
extension exists, according to Theorem 2.6.1. We claim that the reduction to B− of FG, given
by FB− , gives rise to a reduction of F
′
G to B
−:
Let us think of a reduction to B− in the Plu¨cker picture (see [FGV]). Let V λ is the irreducible
representation representation of g with highest weight λ. Then our point of MOpg,gen(D
×)w
gives rise to a system of meromorphic maps
V λF′G
→ ω
〈λ,ρˇ〉
X ,
for dominant weights λ, compatible with the (meromorphic) connections on the two sides. Note
that the connection on ωρˇ
D
, corresponding to (FG,∇,FB,FB−), restricted to the subscheme
Spec(R) ×
MOpg,gen(D
×)w
ConnH(ω
ρˇ
D
)RS,ρˇ−w(ρˇ)
has the property that its pole is of order 1 and the residue equals ρˇ − w(ρˇ). We apply the
following:
Lemma 3.7.1. Let (FH ,∇H) be an R-family of H-bundles with meromorphic connections on
D. Assume that there exists a quotient R։ R′ by a nilpotent ideal such that connection on the
resulting R′-family has a pole of order 1 and a fixed residue integral λˇ ∈ h. Then there exists a
unique modification F′H of FH at x such that the resulting connection on F
′
H is regular.
The lemma produces an R-family of H-bundles F′H with a regular connection, and a hori-
zontal system of a priori meromorphic maps
sλ : V λF′G
→ CλF′H ,
satisfying the Plu¨cker equations. We claim that each of these maps sλ is in fact regular and
surjective. This is particular case of the following lemma:
Lemma 3.7.2. Let V and L be R-families of vector bundles and a line bundles on D, respec-
tively, both equipped with connections such that on V it has a pole of order 1 and nilpotent
residue, and on L the connection is regular. Let V → L be a non-zero meromorphic map,
compatible with connections. Then this map is regular and surjective.
Thus, we obtain a horizontal reduction F′B− of F
′
G to B
−, and the desired map in (3.6).
Consider the restriction of the map (3.6) to ConnH(ω
ρˇ
D
)RS,ρˇ−w(ρˇ) ⊂ MOpg,gen(D
×)w. Since
the former scheme is reduced and irreducible, the image of this map is contained in MOpnilp,w
′
g
for some w′ ∈ W . This implies that the map (3.6) itself factors through MOpnilp,w
′,th
g for the
same w′.
We have to show that w′ = w and that the resulting map is an isomorphism. We claim that
for that purpose it is sufficient to construct a map in the opposite direction
(3.7) MOpnilp,wg → ConnH(ω
ρˇ
D
)RS,ρˇ−w(ρˇ),
compatible with the identification of Lemma 3.6.1. This follows from the next observation:
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Lemma 3.7.3. Let (FG,∇,FB) be an R-point of Op
nilp
g , and let R
′ be a quotient of R by a nilpo-
tent ideal. Let (F′G,∇
′,F′B,F
′
B−) be a lift of the induced R
′-family to a point of MOpg,gen(D
×).
Then the sets of extensions of this lift to R-points of MOpg,gen(D
×) and MOpnilpg are in bijec-
tion.
The lemma follows from the fact a deformation over a nilpotent base of a generic Miura oper
remains generic.
Given an R-point of MOpnilp,wg and a dominant weight λ, consider the diagram
(3.8) ω
〈λ,ρˇ〉
X
s′
→ V λFG
s
→ L,
where the map s′ corresponds to the reduction of FG to B, and L is some line bundle on
Spec(R[[t]]) with a regular connection ∇L in the t-direction, and the map s is a surjective
bundle map, compatible with connections, corresponding to the reduction of FG to B
−. We
will denote by ∇(∂t) (resp., ∇L(∂t)) the action of the vector field ∂t on D on sections of V λFG
(resp., L), given by the connection.
To construct the map as in (3.7), we have to show that the composition s ◦ s′ has a zero
of order 〈λ, ρˇ − w(ρˇ)〉. This is equivalent to the following: let v be a non-vanishing section
of ω
〈λ,ρˇ〉
X , thought of as a section of V
λ
FG
by means of s′. We need to show that the section
∇L(∂t)n
′
(s(v)) of L is regular and non-vanishing for n′ = n := 〈λ, ρˇ−w(ρˇ)〉, and has a zero at
x if n′ < n. Since the map s is compatible with connections, we have to calculate s (∇(∂t)n(v)).
Let F j(V λ) be the increasing B-stable filtration on V λ, defined by the condition that a
vector v ∈ V λ of weight λ′ belongs to F j(V λ) if and only if 〈λ − λ′, ρˇ〉 ≤ j. Let F j(V λFB ) be
the corresponding induced filtration on the vector bundle V λFB ≃ V
λ
FG
. Each successive quotient
F j(V λFB )/F
j−1(V λFB ) is isomorphic to
⊕
λ′,〈λ−λ′,ρˇ〉=j
F j(V λ)/F j−1(V λ)⊗ ω
〈λ,ρˇ〉
D
.
By the condition on ∇,
(3.9) ∇(∂t)(F
j(V λFB )) ⊂ F
j−1(V λFB )(x) + F
j+1(V λFB ),
and the induced map
(3.10) ∇(∂t) : F
j(V λFB )/F
j−1(V λFB )→ F
j+1(V λFB )/F
j(V λFB )
comes from the map F j(V λ)/F j−1(V λ)→ F j+1(V λ)/F j(V λ), given by p−1. (The latter makes
sense, since the vector field ∂t trivializes the line bundle ωD.)
Let us denote by n′′ the maximal integer such that the composition s ◦ s′ vanishes to the
order n′′ along Spec(R) × x ⊂ Spec(R[[t]]). By induction on j, from (3.9), we obtain that the
map
s : F j(V λFB )→ L→ Lx
vanishes to the order n′′ − j, where Lx is the restriction of L to Spec(R)× x.
Assume first that n′′ < n. Then, by the maximality assumption on n′′, the image of
s(∇(∂t)n
′′
(v)) in Lx is non-zero. However, this is impossible since the composition
F j(V λ) →֒ V λ → (V λ)b′−
vanishes for any b′− ∈ G/B− in relative position w with respect to B and j < 〈λ−w(λ), ρˇ〉 = n.
Thus, s (∇(∂t)n(v)) is regular, and it remains to show that its image in Lx is nowhere
vanishing. However, this follows from (3.10), since for a highest weight vector v ∈ V λ and n
and b′− as above, the image of pn−1(v) in (V
λ)b′− is non-zero.
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4. Groupoids and Lie algebroids associated to opers
4.1. The isomonodromy groupoid. Let us recall that a groupoid over a scheme S is a scheme
G equipped with morphisms l : G → S, r : G → S, m : G ×
r,S,l
G → G, an involution γ : G → G,
and a morphism u : S → G that satisfy the following conditions:
• associativity: m ◦ (m× id) = m ◦ (id×m) as morphisms G ×
r,S,l
G ×
r,S,l
G→ G;
• unit: r ◦ u = l ◦ u = idS .
• inverse: l ◦ γ = r, r ◦ γ = l, m ◦ (γ × idG) = u ◦ r, m ◦ (idG×γ) = u ◦ l.
If S1 ⊂ S is a subscheme, we will denote by G|S1 the restriction of G to S1, i.e., the subscheme
of G equal to (l × r)−1(S1 × S1). This is a groupoid over S1.
The normal sheaf to S inside G acquires a structure of Lie algebroid; we will denote it by G,
and by anch the anchor map G → T (S), where T (S) is the tangent algebroid of S. (We refer
to [Ma] for more details on groupoids and Lie algebroids).
The notion of groupoid generalizes in a straightforward way to the case when both S and
G are ind-schemes. However, to speak about a Lie algebroid attached to a Lie groupoid, we
will need to assume that G is formally smooth over S (with respect to either, or equivalently,
both projections). In this case G will be a Tate vector bundle over S; we refer the reader to
Sect. 19.2 for details.
We now define the isomonodromy groupoid IsomOpg over the ind-scheme Opg(D
×). Points
of the ind-scheme IsomOpg over an algebra R are triples (χ, χ
′, φ), where χ = (FG,∇,FB) and
χ′ = (F′G,∇
′,F′B) are both R-points of Opg(D
×), and φ is an isomorphism of G-bundles with
connections (FG,∇) ≃ (F′G,∇
′).
Explicitly, if χ and χ′ are connections ∇ and ∇′, respectively, on the trivial bundle, both of
the form
(4.1) ∇0 + p−1dt+ φ(t)dt, φ(t) ∈ b⊗R((t)),
then a point of IsomOpg(R) over (χ, χ) is an element g ∈ G (R((t))) such that Adg(∇) = ∇
′.
Two triples (χ1, χ
′
1,g1) and (χ2, χ
′
2,g2) are equivalent of there exist elements g,g
′ ∈ N (R((t))),
such that ∇1 = Adg(∇2), ∇′2 = Adg′(∇
′
1) and g2 = g
′ · g1 · g.
The morphisms l and r send (χ, χ′, φ) to χ and χ′, respectively. The morphism m sends the
pair (χ, χ′, φ), (χ′, χ′′, φ′) to (χ, χ′′, φ′ ◦ φ), the morphisms γ sends (χ, χ′, φ) to (χ′, χ, φ−1) and
the morphism u : Opg(D
×)→ IsomOpg sends χ to (χ, χ, id).
We call IsomOpg the isomonodromy groupoid for the following reason. In the analytic context
two connections on the trivial bundle on a punctured disc are called isomonodromic if they have
the same monodromy and the Stokes data (in case of irregular singularity). In the case of con-
nections on the formal punctured disc the appropriate analogue of the notion of isomonodromy
is the notion of gauge equivalence of connections.
Proposition 4.1.1. The groupoid IsomOpg is formally smooth over Opg(D
×).
4.2. Description of tangent space and proof of Proposition 4.1.1. Let R′ → R be a
homomorphism of rings such that its kernel I satisfies I2 = 0. Let χ′ = (F′G,∇
′,F′B) be an
R′-point of Opg(D
×), and let χ = (FG,∇,FB) be the corresponding R-point. Let g be an
automorphism of FG such that the quadruple (FG,∇,FB,g) is an R-point of IsomOpg over χ.
We need to show that it can be lifted to an R′-point (F′G,∇
′,F′B,g
′) of IsomOpg .
Since the ind- scheme G((t)) is formally smooth, we can always find some automorphism
g′1 of F
′
G, lifting g. To show the existence of the required lift we must find an element u ∈
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gFG ⊗
R((t))
I((t)) such that the point g′ = g′1 · (1 + u) satisfies
Adg′(∇
′)−∇′ ∈ bF′B ⊗
R′((t))
R′((t))dt.
By assumption, q := Adg′1(∇
′)−∇′ belongs to the subspace
bF′B ⊗
R′((t))
I((t))dt ≃ bFB ⊗
R((t))
I((t))dt.
Therefore, the desired element u must satisfy:
∇(u) = q ∈ (g/b)FB ⊗
R((t))
I((t))dt.
Hence, it is sufficient to show that the map
gFB ⊗
R((t))
I((t))
∇
→ gFB ⊗
R((t))
I((t))dt → (g/b)FB ⊗
R((t))
I((t))dt
is surjective. But this follows from the oper condition on ∇/FB.
5
Thus, Proposition 4.1.1 is proved. In particular, the Lie algebroid isomOpg , corresponding
to the groupoid IsomOpg , is well-defined. Let us write down an explicit expression for isomOpg
and for the anchor map.
Since the ind-scheme Opg(D
×) is reasonable and formally smooth, its tangent T (Opg(D
×))
is a Tate vector bundle. For a R-point (FG,∇,FB) of Opg(D
×) we have:
(4.2) T (Opg(D
×))|Spec(R) ≃ coker(∇) : nFB → bFB ⊗
C((t))
C((t))dt,
and
(4.3) isomOpg |Spec(R) ≃ ker(∇) : (g/n)FG → (g/b)FB ⊗
C((t))
C((t))dt.
The anchor map anch : isomOpg → T (Opg(D
×)) acts as follows:
u ∈ gFG 7→ ∇(u) ∈ bFB ⊗
C((t))
C((t))dt.
Consider the cotangent sheaf Ω1(Opg(D
×)); this is also a Tate vector bundle on Opg(D
×).
From (4.2), we obtain that once we identify g with its dual by means of any invariant form
κ : g⊗ g→ C, we obtain an isomorphism:
(4.4) Ω1(Opg(D
×)) ≃ isomOpg .
As we shall see in the next subsection, a choice of κ defines a Poisson structure on Opg(D
×),
and in particular makes Ω1(Opg(D
×)) into a Lie algebroid. We will show that the above
identification of bundles is compatible with the Lie algebroid structure.
Remark 4.2.1. In the analytic context this Poisson structure is used to define the KdV flow on
Opg(D
×) as the system of evolution equations corresponding to a certain Poisson-commuting
system functions on the space of opers. The isomorphism with isomOpg implies in particular
that the KdV flows preserve gauge equivalence classes.
5The above description makes it explicit that both Ω1(Opg(D
×)) and the conormal N∗
Opg(D
×)/IsomOpg
are
Tate vector bundles on Opg(D
×), i.e., we do not have to use the general Theorem 19.2.2 to prove this fact.
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4.3. The Drinfeld-Sokolov reduction and Poisson structure. Consider the space of all
connections on the trivial G-bundle on D×, i.e., the the space ConnG(D
×) of operators of the
form
(4.5) ∇0 + φ(t), φ(t) ∈ g⊗ ωD× .
This is an ind-scheme, acted on by the group G((t)) by gauge transformations. We can
consider the natural isomonodromy ind-groupoid over ConnG(D
×):
IsomConnG(D×) := {g,∇,∇
′ | Adg(∇) = ∇
′}, l(g,∇,∇′) = ∇, r(g,∇,∇′) = ∇′.
Since IsomConnG(D×) ≃ ConnG(D
×)×G((t)), it is formally smooth over ConnG(D
×).
Let us choose a symmetric invariant form κ : g ⊗ g → C, and let ĝκ be the corresponding
Kac-Moody extension of g((t)). Using the form κ, we can identify the space ConnG(D
×) with
hyperplane in ĝ∗κ equal to the preimage of 1 ∈ C under the natural map ĝκ → C. It is well-
known that under this identification the coadjoint action of G((t)) on ĝ∗κ corresponds to the
gauge action of G((t)) on ConnG(D
×).
The space ĝ∗κ carries a canonical Poisson structure, which induces a Poisson structure also
on ConnG(D
×).
Lemma 4.3.1. We have a canonical isomorphism of Lie algebroids
(4.6) Ω1(ConnG(D
×)) ≃ isomConnG(D×),
where isomConnG(D×) is the Lie algebroid of IsomConnG(D×).
Proof. We claim that (global sections of) both the LHS and the RHS identify with
g((t))
!
⊗ Fun(ConnG(D
×))
with the natural bracket (we refer to Sect. 19.1, where the notation
!
⊗ is introduced).
The assertion concerning isomConnG(D×) follows from the fact that IsomConnG(D×) is the
product of ConnG(D
×) and the group G((t)) acting on it, and g((t)) is the Lie algebra of G((t)).
The assertion concerning Ω1(ConnG(D
×)) follows from the identification of ConnG(D
×)
with a hyperplane in ĝ∗κ, and the description of the Poisson structure on the dual space to a
Lie algebra.

For any group ind-subschemeK ⊂ G((t)) such that ĝκ is split over k ⊂ g((t)), the map ĝ∗κ → k
∗
is a moment map for the action of K on ĝ∗κ, and, in particular, on ConnG(D
×).
We take K = N((t))), and we obtain a moment map
µ : ConnG(D
×)→ (n((t)))∗ ≃ g/b⊗ ωD× ,
where we identify n∗ ≃ g/b using κ.
We have an identification
(4.7) Opg(D
×) ≃
(
µ−1(p−1dt)
)
/N(Kˆ),
where the action ofN(Kˆ) on µ−1(p−1dt) is free. It is in this fashion that Opg(D
×) was originally
introduced in [DS] and this is why this Hamiltonian reduction is called the Drinfeld-Sokolov
reduction.
Lemma 4.3.2. There exists a canonical isomorphism of Lie algebroids over Opg(D
×)
Ω1(Opg(D
×)) ≃ isomOpg .
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Proof. Note that the action of N((t)) on ConnG(D
×) lifts naturally to an action of the group
N((t)) ×N((t)) on IsomConnG(D×). We have a canonical identification of IsomOpg with the two-
sided quotient of IsomConnG(D×):
(4.8) IsomOpg ≃
(
((µ× µ) ◦ (l × r))−1 ((p−1 · dt)× (p−1 · dt))
)
/N((t))×N((t)).
Hence, isomOpg is obtained as a reduction with respect to N((t)) of the Lie algebroid
isomConnG(D×). By the definition of the Poisson structure on Opg(D
×), the Lie algebroid
Ω1(Opg(D
×)) is the reduction of the Lie algebroid Ω1(ConnG(D
×)) on ConnG(D
×).
Hence, the assertion of the lemma follows from (4.6).

4.4. The groupoid and Lie algebroid over regular opers.
Let S be an ind-scheme with a Poisson structure and S1 ⊂ S be a reasonable subscheme,
which is co-isotropic, i.e., the ideal I = ker (Fun(S)→ Fun(S1)) satisfies [I, I] ⊂ I. We will
assume that both S and S1 are formally smooth; we will also assume that the normal bundle
NS1/S (which by our assumption is discrete), is locally projective.
6
In this case the conormal N∗S1/S acquires a structure of Lie algebroid, and the sheaf Ω
1(S1)
is a module over it. Moreover, we have the following commutative diagram:
(4.9)
0 −−−−→ N∗S1/S −−−−→ Ω
1(S)|S1 −−−−→ Ω
1(S1) −−−−→ 0y anchy y
0 −−−−→ T (S1) −−−−→ T (S)|S1 −−−−→ NS1/S −−−−→ 0
such that the right vertical arrow is a map of modules over N∗S1/S .
We claim:
Lemma 4.4.1. The subscheme Opregg ⊂ Opg(D
×) is co-isotropic.
Proof. Consider the subscheme ConnregG of ConnG(D
×) obtained by imposing the condition that
φ(t) belongs to g⊗ ω
Oˆ
. It is co-isotropic, since the corresponding ideal in Fun(ConnG(D
×)) is
generated by g⊗ ω
Oˆ
⊂ ĝκ, which is a subalgebra.
By Sect. 1.3, the scheme Opregg can be realized as(
µ−1(p−1 · dt) ∩ Conn
reg
G
)
/N [[t]],
which implies the assertion of the lemma.

Let IsomregOpg be groupoid over the scheme Op
reg
g = Opg(D) whose R-points are triples
(χ, χ′, φ), where χ = (FG,∇,FB) and χ = (FG,∇,FB) are R-points of Op
reg
g and φ is an
isomorphism of R-families of G-bundles on D with connections (FG,∇)→ (F
′
G,∇
′).
Recall now the principal G-bundle PG,Opregg over Op
reg
g obtained by restriction to Op
reg
g ×x
from the tautological G-bundle FG on Op
reg
g ×ˆD. This G-bundle defines a map Op
reg
g → pt /G.
Lemma 4.4.2.
(1) The natural map IsomregOpg → IsomOpg |Op
reg
g
is an isomorphism.
6We do not know whether this follows directly from the formal smoothness assumption.
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(2) The groupoid IsomregOpg is naturally isomorphic to
Opregg ×
pt/G
Opregg .
Proof. The assertion of the lemma amounts to the following. Let S = Spec(R) be an affine
scheme and let (FG,∇), (F′G,∇
′) be two G-bundles on Spec(R[[t]]) with a regular connection
along t. Let PG, P
′
G be their restrictions to Spec(R), respectively. Then the set of connection-
preserving isomorphisms FG → F′G maps isomorphically to both the set of connection-preserving
isomorphisms FG|D× → F
′
G|D× and the set of isomorphisms PG → P
′
G.

Let isomregOpg be the Lie algebroid of Isom
reg
Opg
. Lemma 4.4.2(2) implies that isomregOpg is identi-
fies with the Atiyah algebroid At(PG,Opreg ) of infinitesimal symmetries of the G-bundle PG,Opreg .
Therefore it fits in the exact sequence
0→ gOpregG → isom
reg
Opg
→ T (Opregg )→ 0,
where gOpregG := gPOpregG
. In what follows we will denote by bOpregG (resp., nOp
reg
G
) the subbundle
of gOpregG , corresponding to the reduction PB,Op
reg
G
of PG,OpregG to B.
Note that by Lemma 4.3.2 and Lemma 4.4.2(1) we have a natural map of algebroids
(4.10) N∗Opregg /Opg(D×) → isom
reg
Opg
.
Following [BD1], Sect. 3.7.16, we have:
Proposition 4.4.3. The map of (4.10) is an isomorphism.
Proof. The assertion of the proposition amounts to the fact that the map
(4.11) Ω1(Opregg )→ NOpregg /Opg(D×)
from (4.9) is an injective bundle map.
Since the scheme Opregg is smooth, for an R-point (FG,∇,FB) of Op
reg
g , the restrictions of
T (Opregg ) and Ω
1(Opregg ) to Spec(R) can be canonically identified with
coker(∇) : nFB → bFB ⊗
C[[t]]
C[[t]]dt
and
ker(∇) : (g/n)FB ⊗
C[[t]]
(C((t))/C[[t]])→ (g/b)FB ⊗
C[[t]]
(C((t))dt/C[[t]]dt),
respectively, where we have used the identification g∗ ≃ g given by κ.
Hence, the the restriction of NOpregg /Opg(D×) to Spec(R) can be identified with
coker(∇) : nFB ⊗
C[[t]]
(C((t))/C[[t]])→ bFB ⊗
C[[t]]
(C((t))dt/C[[t]]dt),
and the map of (4.11) is given by
u ∈ gFB ⊗
C[[t]]
(C((t))/C[[t]]) 7→ ∇(u) ∈ bFB ⊗
C[[t]]
(C((t))dt/C[[t]]dt).
The injectivity of the map in question is now evident from the oper condition on ∇/FB.

Corollary 4.4.4. The kernel and the cokernel of the anchor map
anch : Ω1(Opg(D
×))|Opregg → T (Opg(D
×))|Opregg
are both isomorphic to gOpregG as N
∗
Opregg /Opg(D
×)-modules.
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Proof. The isomorphism concerning the kernel follows by combining Proposition 4.4.3 and
Lemma 4.4.2. The isomorphism concerning the cokernel follows from the first one by a general
D-scheme argument, see [CHA], Sect. 2.5.22.
Let us, however, reprove both isomorphisms directly. We have:
ker(anch|Opregg ) ≃ ker(∇) : gFG ⊗
C[[t[[
C((t))→ gFG ⊗
C[[t]]
C((t))dt,
which is easily seen to identify with gOpregG .
The assertion concerning coker(anch|Opregg ) follows by Serre’s duality on D
×. Indeed, the
dual of Ω1(Opg(D
×)) is canonically isomorphic to T (Opg(D
×)), and under this isomorphism,
the dual of the map anch goes to itself. Hence,
(coker(anch))
∗ ≃ ker(anch) ≃ gOpregG ,
which we identify with g∗OpregG
using the form κ.

To summarize, we obtain the following commutative diagram:
0 0y y
0 −−−−→ gOpregg
id
−−−−→ gOpregg −−−−→ 0y y y
0 −−−−→ N∗Opregg /Opg(D×)
−−−−→ Ω1(Opg(D
×)) −−−−→ Ω1(Opregg ) −−−−→ 0y y y
0 −−−−→ T (Opregg ) −−−−→ T (Opg(D
×))|Opregg −−−−→ NOpregg /Opg(D×) −−−−→ 0y y y
0 −−−−→ gOpregg
id
−−−−→ gOpregg .y y
0 0
We will conclude this subsection by the following remark. Let (FG,∇,FB) be an R-point of
Opregg , and let u be an element of bFB ⊗
C[[t]]
C((t))dt, giving rise to a section of T (Opg(D
×))|Spec(R)
by (4.2).
From the proof of Corollary 4.4.4, we obtain the following:
Lemma 4.4.5. The image of u in NOpregg /Opg(D×)/isom
reg
Opg
≃ gOpregg equals the image of u
under the composition
bFB ⊗
C[[t]]
C((t))dt → gFG ⊗
C[[t]]
C((t))dt→ H0DR(D
×, gFG) ≃ gOpregg .
4.5. The groupoid and algebroid on opers with nilpotent singularities. Consider now
the subscheme Opnilpg ⊂ Opg(D
×). As in Lemma 4.4.1, it is easy to see that Opnilpg is co-
isotropic, since
Opnilpg ≃
(
µ−1(p−1dt) ∩ Conn
nilp
G
)
/N [[t]],
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where ConnnilpG is the subscheme of ConnG(D
×), consisting of connections as in (4.5), for which
φ(t) ∈ g[[t]]+n⊗t−1C[[t]], and the latter is the orthogonal complement to the Iwahori subalgebra
in ĝκ.
Let us consider the groupoid
Isom
nilp
Opg
:= Opnilpg ×
n/B
Opnilpg
over Opnilpg , and let isom
nilp
Opg
be the corresponding Lie algebroid.
Lemma 4.5.1. There exists a natural closed embedding IsomnilpOpg → IsomOpg |Opnilpg .
Proof. The lemma is proved in the following general framework. Let (FG,∇) and (F
′
G,∇
′) be
two R-families of bundles with connections on D with poles of order 1 and nilpotent residues.
Let PG and P
′
G be the resulting G-bundles on Spec(R), and Res(∇) (resp., Res(∇
′)) be the
residue, which is an element in gPG (resp., gP′G).
Then there is a bijection between the set of connection-preserving isomorphisms FG → F′G
of bundles on Spec(R[[t]]) and isomorphisms PG → P′G, which map Res(∇) to Res(∇
′).

Note, however, that unlike the case of regular opers, the map of Lemma 4.5.1 is not an
isomorphism. Indeed, the restriction of IsomnilpOpg to Op
reg
g is Op
reg
g ×
pt /B
Opregg , which is strictly
contained in Opregg ×
pt /G
Opregg ≃ Isom
reg
Opg
.
We shall now establish the following:
Proposition 4.5.2. The map of (4.9) induces an isomorphism of Lie algebroids
N∗
Opnilpg /Opg(D
×)
≃ isomnilpOpg .
Proof. For an R-point (FG,∇,FB) of Op
nilp
g let us describe the restrictions of N
∗
Opnilpg /Opg(D
×)
and isomnilpOpg to Spec(R) as subspaces of the restriction of Ω
1(Opg(D
×)) ≃ isomOpg . We have:
T (Opnilpg )|Spec(R) = coker(∇) : nFB →
(
bFB ⊗
C[[t]]
C[[t]]dt+ nFB ⊗
C[[t]]
t−1C[[t]]dt
)
.
Hence, NOpnilpg /Opg(D×)
|Spec(R) is isomorphic to the cokernel of ∇:
nFB ⊗
C[[t]]
(C((t))dt/C[[t]]dt) → bFB ⊗
C[[t]]
C((t))dt/(bFB ⊗
C[[t]]
C[[t]]dt+ nFB ⊗
C[[t]]
t−1C[[t]]dt).
Finally,
N∗
Opnilpg /Opg(D
×)
|Spec(R) ≃ ker(∇) : ((g/n)FB (−x) + (b/n)FB )→ (g/b)FB ⊗
Oˆ
ωD.
In other words, we can identify N∗
Opnilpg /Opg(D
×)
|Spec(R) as a subset of Ω
1(Opg(D
×))|Spec(R)
with
{u ∈ gFG(−x) + bFB ⊂ gFG | ∇(u) ∈ bFB (x) ⊗
Oˆ
ωD}/{u ∈ nFB}.
The latter is easily seen to be the image of isomnilpOpg |Spec(R) inside isomOpg |Spec(R).

We shall now study the behavior of the restriction of isomnilpOpg to the subscheme Op
reg
g ⊂
Opnilpg . The above proposition combined with Lemma 2.8.1(2) implies:
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Corollary 4.5.3. The Lie algebroid N∗
Opnilpg /Opg(D
×)
preserves the subscheme Opregg . The
restriction N∗
Opnilpg /Opg(D
×)
|Opregg identifies with the Atiyah algebroid At(PB,Opregg ) of the B-
bundle PB,Opregg , and we have a commutative diagram
0 −−−−→ bOpregg −−−−→ N
∗
Opnilpg /Opg(D
×)
|Opregg −−−−→ T (Op
nilp
g )|Opreggy y x
0 −−−−→ gOpregg −−−−→ N
∗
Opregg /Opg(D
×) −−−−→ T (Op
reg
g ) −−−−→ 0
Corollary 4.5.4. The composition
NOpregg /Opnilpg → NOp
reg
g /Opg(D
×) → NOpregg /Opg(D×)/Ω
1(Opregg ) ≃ gOpregg
is an injective bundle map, and its image coincides with nOpregg ⊂ gOpregg .
Proof. We claim that it is enough to show that the natural surjection NOpregg /Opg(D×) →
NOpnilpg /Opg(D×)
|Opregg fits into a commutative diagram with exact rows
(4.12)
Ω1(Opnilpg )|Opregg
anch
−−−−→ NOpnilpg /Opg(D×)
|Opregg −−−−→ (g/n)Opregg −−−−→ 0y x x
0 −−−−→ Ω1(Opregg ) −−−−→ NOpregg /Opg(D×) −−−−→ gOp
reg
g
−−−−→ 0.
Indeed, this would imply that the map NOpregg /Opnilpg → gOp
reg
g
appearing in the corollary is
a surjective bundle map onto nOpregg ; hence it must be an isomorphism because of the equality
of the ranks.
By Serre duality, the existence of the diagram (4.12) is equivalent to the diagram appearing
in the previous corollary.

Let us consider now the sequence of embeddings of schemes:
Opregg →֒ Op
nilp
g →֒ Op
RS
g .
By Theorem 2.6.1, the normal bundle NOpnilpg /OpRSg
is canonically trivialized and its fiber iso-
morphic to the tangent space to h//W at the point −ρˇ; this tangent space is in turn canonically
isomorphic to h.
Lemma 4.5.5. The composition
h→ NOpnilpg /OpRSg
|Opregg → NOpnilpg /Opg(D×)
|Opregg ։ (g/n)Opregg
equals the canonical map
h ≃ (b/n)Opregg →֒ (g/n)Opregg .
Proof. Let (FG,∇,FB) be an R-point of Op
reg
g , written in the form ∇
0+ p−1dt+φ(t)dt, φ(t) ∈
b⊗R[[t]]. Then by Proposition 2.7.1 the map
h→ NOpnilpg /OpRSg
|Spec(R) → NOpnilpg /Opg(D)
|Spec(R)
can be realized by
λˇ 7→
λˇ
t
∈ b ⊗ C((t))dt ⊂ T (Opg(D
×))|Spec(R).
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To prove the lemma it would be enough to show that the image of λˇt under
T (Opg(D
×))|Spec(R) → NOpregg /Opg(D×) → gOp
reg
g
equals λ. But this follows from Lemma 4.4.5.

4.6. The case of opers with an integral residue. For completeness, let us describe the
behaviour of the groupoid IsomOpg and the algebroid isomOpg , when restricted to the subscheme
Opλˇ,nilpg ≃ Op
RS,̟(−λˇ−ρˇ)
g ⊂ Opg(D
×)
when λˇ+ ρˇ dominant and integral.
Recall that to λˇ as above there corresponds a subset J of vertices of the Dynkin diagram,
and a map
Resλˇ,nilp : Opλˇ,nilpg → OJ/B.
Let us denote by Isomλˇ,nilpOpg the groupoid
Isom
λˇ,nilp
Opg
:= Opλˇ,nilpg ×
OJ/B
Opλˇ,nilpg ,
and let isomλˇ,nilpOpg be the corresponding algebroid on Op
λˇ,nilp
g .
As in the case of λˇ there exists a natural closed embedding
Isom
λˇ,nilp
Opg
→֒ IsomOpg |Opλˇ,nilpg
.
Repeating the proofs in the λˇ = 0 case we obtain:
Proposition 4.6.1. The subscheme Opλˇ,nilpg ⊂ Opg(D
×) is co-isotropic. The map (4.9) in-
duces an isomorphism
N∗
Opλˇ,nilpg /Opg(D
×)
≃ isomλˇ,nilpOpg .
Let us consider a particular example of λˇ = −ρˇ. In this case J = I, and
OJ/B ≃ pt .
Therefore, the map
isom
ρˇ,nilp
Opg
→ T (Opρˇ,nilpg )
is surjective. Therefore by Proposition 4.6.1, the map
N∗
Opλˇ,nilpg /Opg(D
×)
→ T (Opρˇ,nilpg ),
given by the Poisson structure, is surjective as well. By Serre’s duality, the map
Ω1(Opλˇ,nilpg )→ NOpλˇ,nilpg /Opg(D×)
is injective. This means that the map isom−ρˇ,nilpOpg →֒ isomOpg |Op−ρˇ,nilpg is an isomorphism. In
fact, it is easy to see that the map Isom−ρˇ,nilpOpg →֒ IsomOpg |Op−ρˇ,nilpg is an isomorphism.
Finally, let us consider the case of λˇ which is integral and dominant. We have the subscheme
Opλˇ,regg ⊂ Op
λˇ,nilp
g , and we claim that the behavior of the groupoid IsomOpg and the algebroid
isomOpg , restricted to it, are the same as in the λˇ = 0 case. In particular, the analogs of
Corollaries 4.5.3 and 4.5.4 hold, when we replace Opnilpg by Op
λˇ,nilp
g .
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4.7. Grading on the Lie algebroid. Recall the action of the group-scheme Aut(D) on the
scheme Opg(D) and the ind-scheme Opg(D
×). It is is easy to see that this action lifts to a map
from Aut(D) to the groupoids IsomOpg and Isom
reg
Opg
, respectively. In particular, we obtain a
map
Der(Oˆ) ≃ Lie(Aut(D))→ isomregOpg .
We choose a coordinate on D and consider two distinguished elements L0 = t∂t and L−1 = ∂t
in Der(Oˆ). The action of L0 integrates to an action of Gm, thus defining a grading on isom
reg
Opg
.
Recall also that this choice of a coordinate trivializes the B-bundle PB,Opregg on Op
reg
g .
Proposition 4.7.1.
(1) The image of L−1 under
isom
reg
Opg
≃ At(PG,Opregg )→ At(PG,Opregg )/At(PB,Opregg ) ≃ (g/b)Opregg
identifies, under the trivialization of (g/b)Opregg corresponding to the above choice of a coordi-
nate, with the element p−1 ∈ g/b.
(2) Under the above trivialization of PB, the subspace g ⊂ gOpregg is L0-stable, and grading
arising on it equals the one induced by adρˇ.
Proof. The proof is essentially borrowed from [BD1], Prop. 3.5.18.
By definition, the action of L−1 on Op
reg
g ×̂D lifts onto the triple (FG,Opregg ,∇Opregg ,FB,Opregg ).
The lift of L−1 onto the G-bundle PG,Opregg is obtained via the identification of the latter with
the space of horizontal (with respect to ∇) sections of FG,Opregg . This lift does not preserve the
reduction of PG,Opregg to B; the resulting element in At(PG,Opregg )/At(PB,Opregg ), which is the
element appearing in point (1) of the proposition, equals, by definition, to the value of
〈∇Opregg /FB,Opregg , ∂t〉 ∈ (g/b)FB,Opregg
at Opregg ×x ⊂ Op
reg
g ×ˆD.
When the triple (FG,Opregg ,∇Opregg ,FB,Opregg ) is written as a connection on the trivial B-bundle
in the form ∇0 + p−1dt+ q(t)dt,q(t) ∈ b[[t]], the above value equals p−1, as required.
The second point of the proposition follows immediately from Lemma 1.4.1(1).

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Part II. Categories of representations
This Part of the paper is devoted to the discussion of various categories of representations
of affine Kac-Moody algebras of critical level.
In Sect. 5 we recall the results of [FF3, F] about the structure of the center of the completed
universal enveloping algebra of ĝ at the critical level. According to [FF3, F], the spectrum
of the center is identified with the space Opgˇ(D
×) of gˇ-opers over the formal punctured disc.
This means that the category ĝcrit –mod ”fibers” over the affine ind-scheme Opgˇ(D
×). Next,
we introduce the categories of representations that we study in this project, and in Sect. 6 we
formulate our Main Conjecture 6.1.1 and Main Theorem 6.3.2.
In Sect. 7 we collect some results concerning the structure of the category ĝcrit –mod over
its center. In particular, we discuss the various incarnations of the renormalized universal
enveloping algebra at the critical level. This renormalization is a phenomenon that has to
do with the fact that we are dealing with a one-parameter family of associative algebras (the
universal enveloping of the Kac-Moody Lie algebra, depending on the level), which at some
special point (the critical level) acquires a large center.
In Sect. 8 we discuss the subcategory ĝcrit –modreg of representations at the critical level,
whose support over Opgˇ(D
×) belongs to the subscheme of regular opers. We study its relation
with the category of D-modules on the affine Grassmannian GrG ≃ G((t))/G[[t]], and this leads
us to Main Conjecture 8.5.2. We prove Theorem 8.7.1 which states that a natural functor in
one direction is fully faithful at the level of derived categories. The formalism of convolution
action, developed in [BD1], Sect. 7, and reviewed in Part V below, allows us to reduce this
assertion to a comparison of self-Exts of a certain basic object in both cases. On one side the
required computation of Exts had been performed in [ABG], and on the other side it follows
from the recent paper [FT].
Sect. 9 plays an auxiliary role: we give a proof of one of the steps in the proof of Theorem 8.7.1
mentioned above, by analyzing how the algebra of G[[t]]-equivariant self-Exts of the vacuum
module Vcrit interacts with G-equivariant cohomology of the point.
5. Definition of categories
5.1. Let g be a simple finite-dimensional Lie algebra. For an invariant inner product κ on
g (which is unique up to a scalar) define the central extension ĝκ of the formal loop algebra
g⊗ C((t)) which fits into the short exact sequence
0→ C1→ ĝκ → g⊗ C((t))→ 0.
This sequence is split as a vector space, and the commutation relations read
(5.1) [x⊗ f(t), y ⊗ g(t)] = [x, y]⊗ f(t)g(t) + κ(x, y) · Res(g df) · 1,
and 1 is a central element. The Lie algebra ĝκ is the affine Kac-Moody algebra associated to
κ. We will denote by ĝκ –mod the category of discrete representations of ĝκ (i.e., such that any
vector is annihilated by g⊗ tnC[[t]] for sufficiently large n), on which 1 acts as the identity.
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Let Uκ(ĝ) be the quotient of the universal enveloping algebra U(ĝκ) of ĝκ by the ideal
generated by (1− 1). Define its completion U˜κ(ĝ) as follows:
U˜κ(ĝ) = lim
←−
Uκ(ĝ)/Uκ(ĝ) · (g⊗ t
nC[[t]]).
It is clear that U˜κ(ĝ) is a topological algebra, whose discrete continuous representations are the
same as objects of ĝκ –mod.
The following theorem, due to [FF3, F], describes the center Zκ(ĝ) of U˜κ(ĝ).
Let κcrit be the critical inner product on g defined by the formula
κcrit(x, y) = −
1
2
Tr(ad(x) ◦ ad(y)).
Denote by Gˇ the group of adjoint type whose Lie algebra gˇ is Langlands dual to g (i.e., the
Cartan matrix of gˇ is the transpose of that of g).
Theorem 5.1.1.
(1) Zκ(ĝ) = C if κ 6= κcrit.
(2) Zcrit(ĝ) is isomorphic to the algebra Fun(OpGˇ(D
×)) of functions on the space of Gˇ-opers
on the punctured disc D×.
From now on we will denote Zcrit(ĝ) simply by Zg.
5.2. Let I be the Iwahori subgroup of the group G[[t]], i.e., the preimage of a fixed Borel
subgroup B ⊂ G under the evaluation homomorphism G[[t]] → G. Let I0 ⊂ I be the pro-
unipotent radical of I. Non-canonically we have a splitting Lie(I) = Lie(I0) ⊕ h, where h is a
Cartan subalgebra of g.
Recall that an object M ∈ gκ –mod is called I-integrable (resp., I0-integrable) if the action
of Lie(I) ⊂ ĝκ (resp., Lie(I0)) on M integrates to an action of the pro-algebraic group I (resp.,
I0). In the case of I0 this condition is equivalent to saying that Lie(I0) acts locally nilpotently,
and in the case of I that, in addition, h acts semi-simply with eigenvalues corresponding to
integral weights. (The latter condition is easily seen to be independent of the choice of the
splitting h→ Lie(I)).
Following the conventions of Sect. 20.2, we will denote the corresponding subcategories of
ĝcrit –mod by ĝcrit –mod
I and ĝcrit –mod
I0 , respectively. We will denote by D(ĝκ –mod)
I and
D(ĝκ –mod)
I0 the corresponding triangulated categories, see Sect. 20.5. Moreover, the functor
D+(ĝκ –mod)
I0 → D+(ĝκ –mod) is fully-faithful.
Recall also that an object M ∈ gκ –mod is called I-monodromic if it is Lie(I0)-integrable
and h acts locally finitely with generalized eigenvalues corresponding to integral weights. It
is evident that a module M is I-monodromic if and only if it has an increasing filtration with
successive quotients being I-integrable. We will denote the subcategory of monodromic modules
by gκ –mod
I,m. We will denote byD(ĝκ –mod)
I,m the full subcategory ofD(ĝκ –mod) consisting
of complexes with I-monodromic cohomology.
Let us note that the above notions make sense more generally for an arbitrary category
C endowed with a Harish-Chandra action of I (see Sect. 20.4). Namely, we have the full
subcategories
CI ⊂ CI
0
⊂ C
along with the equivariant categories D(C)I , D(C)I,m, D(C)I0 . Since the group I0 is pro-
unipotent, the functor
D+(C)I0 → D+(C)
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is fully faithful and its image consists of complexes, whose cohomologies are I0-equivariant.
We also introduce the I-monodromic category CI,m as the full subcategory of C, consisting of
objects that admit a filtration, whose subquotients belong to CI ; we let D(C)I,m to be the full
subcategory of D(C), which consists of complexes, whose cohomologies belong to CI,m.
From now on let us take κ = κcrit. Recall the subscheme Op
nilp
gˇ ⊂ Opgˇ(D
×), see Sect. 2.5.
Let ĝcrit –modnilp ⊂ gcrit –mod be the subcategory consisting of modules, on which the action
of the center Zg ≃ Fun(Opgˇ(D
×)) factors through the quotient Znilpg := Fun(Op
nilp
gˇ ). This is a
category endowed with an action of G((t)), and in particular, of I.
Our main object of study is the category ĝcrit –mod
I,m
nilp, where we follow the above conventions
regarding the notion of the I-monodromic subcategory. In other words,
ĝcrit –mod
I,m
nilp = ĝcrit –mod
I,m ∩ĝcrit –modnilp .
The following will be established in Sect. 7.7:
Lemma 5.2.1. The inclusion functor
ĝcrit –mod
I,m ∩ĝcrit –modnilp → ĝcrit –mod
I0 ∩ĝcrit –modnilp
is an equivalence.
(In other words, any module in ĝcrit –mod, which is I
0-integrable, and on which the center
acts via Znilpg , is automatically I-monodromic.)
By the above lemma, the inclusion
D+(ĝcrit –modnilp)
I,m →֒ D+(ĝcrit –modnilp)
I0
is in fact an equivalence, and both these categories identify with the full subcategory of
D+(ĝcrit –modnilp), consisting of complexes, whose cohomologies belong to ĝcrit –mod
I,m
nilp.
The following assertion seems quite plausible, but we are unable to prove it at the moment:
Conjecture 5.2.2. The natural functor D(ĝcrit –mod
I,m
nilp) → D
b(ĝcrit –modnilp)
I0 is an equiv-
alence.
We will not need it in what follows.
6. The main conjecture
6.1. We shall now formulate our main conjecture. Recall the schemeMOpnilpgˇ , see Sect. 3.6. Let
Db
(
QCoh(MOpnilpgˇ )
)
be the bounded derived category of quasi-coherent sheaves on MOpnilpgˇ .
Our main conjecture is as follows:
Main Conjecture 6.1.1. We have an equivalence of triangulated categories
Db(ĝcrit –modnilp)
I0 ≃ Db
(
QCoh(MOpnilpgˇ )
)
.
In what follows we will provide some motivation for this conjecture. We will denote a functor
establishing the conjectural equivalence Db(ĝcrit –modnilp)
I0 → Db
(
QCoh(MOpnilpgˇ )
)
by F.
Note that both categories Db(QCoh(MOpnilpgˇ )) and D
b(ĝcrit –modnilp)
I0 come equipped with
natural t-structures. The functor F will not be exact, but we expect it to be of bounded coho-
mological amplitude, and hence to extend to an equivalence of the corresponding unbounded
derived categories.
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Recall the ind-scheme MOpgˇ,gen(D
×) from Sect. 3.2. Following [FF2, F], to a quasi-coherent
sheaf R on MOpgˇ,gen(D
×) ≃ ConnHˇ(ω
ρ
D×
) one can attach a Wakimoto module Ww0crit(R) ∈
ĝcrit –mod (see Sect. 13.1 for a review of this construction).
It turns out that if R is supported on the closed subscheme MOpgˇ,gen(D
×) ×
Opgˇ(D
×)
Opnilpgˇ ,
then Ww0crit(R) belongs to the subcategory ĝcrit –mod
I,m
nilp. The main compatibility property that
we expect from the functor F is that F(Ww0crit(R)) will be isomorphic to the direct image of R
under the morphism
(6.1) MOpgˇ,gen(D
×) ×
Opgˇ(D
×)
Opnilpgˇ → MOp
nilp
gˇ
of Theorem 3.6.2.
In view of this requirement, the functor F−1, inverse to F, should be characterized by the
property that it extends the Wakimoto module construction from quasi-coherent sheaves on
MOpgˇ,gen(D
×) ×
Opgˇ(D
×)
Opnilpgˇ to those on MOp
nilp
gˇ . This was in fact the main motivation for
Main Conjecture 6.1.1.
6.2. In this subsection we would like to explain a point of view on Conjecture 6.1.1 as a
localization-type statement for affine algebras at the critical level that connects D-modules on
the affine flag variety to ĝcrit –mod.
This material will not be used in what follows, and for that reason we shall allow ourselves
to appeal to some results and constructions that are not available in the published literature.
One set of such results is Bezrukavnikov’s theory of perverse sheaves on the affine flag scheme
(see [Bez]) and another the formalism of triangulated categories over stacks (to be developed
in [Ga2]).
Let FlG be the affine flag scheme corresponding to G, i.e., FlG ≃ G((t))/I. Let D(FlG) –mod
denote the category of right D-modules on Fl. Let D(FlG) –mod
I , D(FlG) –mod
I0 and
D(FlG) –mod
I,m be the subcategories of I-equivariant, I0-equivariant and I-monodromic
D-modules, respectively. One easily shows that the inclusion functor
D(FlG) –mod
I,m → D(FlG) –mod
I0
is in fact an equivalence of categories.
Let D (D(FlG) –mod)
I
and D (D(FlG) –mod)
I0
denote the corresponding triangulated cate-
gories.
Recall the Grothendieck alteration ˜ˇg→ gˇ from Sect. 3.6. Let N˜Gˇ be the Springer resolution
of the nilpotent cone NGˇ ⊂ gˇ. Let StGˇ be the ”thickened” Steinberg variety
StGˇ :=
˜ˇg×
gˇ
N˜Gˇ.
Note that the scheme ˜ˇn := nˇ ×
gˇ
˜ˇg introduced in Sect. 3.6 equals the preimage of Gˇ/Bˇ− × {bˇ}
under the natural map StGˇ → Gˇ/Bˇ
− × Gˇ/Bˇ−, and we have natural isomorphisms of stacks:
N˜Gˇ/Gˇ ≃ nˇ/Bˇ and StGˇ /Gˇ ≃
˜ˇn/Bˇ.
The next lemma insures that the definition of the scheme ˜ˇn (and, hence, of StGˇ) is not too
naive, i.e., that we do not neglect lower cohomology:
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Lemma 6.2.1. The derived tensor product
Fun(˜ˇg) L⊗
Fun(gˇ)
Fun(nˇ) ∈ QCoh(˜ˇg)
is concentrated in cohomological dimension 0.
Proof. Consider the vector space gˇ/nˇ. It is enough to show that the composed map˜ˇg→ gˇ→ gˇ/nˇ
is flat near 0 ∈ gˇ/nˇ. Since the varieties we are dealing with are smooth, it is enough to check
that the dimension of the fibers is constant. The latter is evident.

According to [AB], there exists a natural tensor functor
Db
(
Coh(N˜Gˇ/Gˇ)
)
→ Db(D(FlG) –mod)
I .
In particular, using the convolution action of the monoidal category Db(D(FlG) –mod)
I
on the entire Db(D(FlG) –mod), we obtain a monoidal action of D
b
(
Coh(N˜Gˇ/Gˇ)
)
on
Db(D(FlG) –mod). This construction can be upgraded to a structure on D
b(D(FlG) –mod) of
triangulated category over the stack N˜Gˇ/Gˇ, see [Ga2]. In particular, it makes sense to consider
the base-changed triangulated category
(6.2) Db (D(FlG) –mod) ×
N˜Gˇ/Gˇ
Opnilpgˇ ,
where we are using the map Resnilp : Opnilpgˇ → nˇ/Bˇ ≃ N˜Gˇ/Gˇ.
A far-reaching generalization of Conjecture 6.1.1 is the following statement in the spirit of
the localization theorem of [BB]:
Conjecture 6.2.2. There is an equivalence of triangulated categories
Db (D(FlG) –mod) ×
N˜Gˇ/Gˇ
Opnilpgˇ ≃ D
b(ĝcrit –modnilp).
A version of this conjecture concerning ĝcrit –modreg, rather than ĝcrit –modnilp, can be made
precise without the machinery of categories over stacks, and it will be discussed in Sect. 8.
Let us explain the convection between the above Conjecture 6.2.2 and Conjecture 6.1.1.
Namely, we claim that the latter is obtained from the former by passing to the corresponding
I0-equivariant categories on both sides. In order to explain this, we recall the main result of
Bezrukavnikov’s theory:
Theorem 6.2.3. There is a natural equivalence
Db (D(FlG) –mod)
I0 ≃ Db
(
Coh
(
StGˇ /Gˇ
))
.
This theorem implies that the base-changed category
Db (D(FlG) –mod)
I0 ×
N˜Gˇ/Gˇ
Opnilpgˇ
is equivalent to
Db
(
QCoh(StGˇ /Gˇ ×
N˜Gˇ/Gˇ
Opnilpgˇ )
)
,
which by Corollary 3.6.3 is the same as Db(QCoh(MOpnilpgˇ )).
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6.3. We shall now formulate one of the main results of this paper, which amounts to an
equivalence as in Main Conjecture 6.1.1, but at the level of certain quotient categories. This
result provides us with the main supporting evidence for the validity of Main Conjecture 6.1.1.
Before stating the theorem, let us give some motivation along the lines of Theorem 6.2.3.
Let F be an I0-integrable D-module on FlG. We will say that it is partially integrable if F
admits a filtration F = ∪
k≥0
Fk such that each successive quotient Fk/Fk−1 is equivariant with
respect to a parahoric subalgebra pι = Lie(I) + slι2 for some vertex of the Dynkin graph ι ∈ I.
Similarly, we will call an objectM of ĝcrit –mod
I0 partially integrable if there exists a filtration
M = ∪
k≥0
Mk such that for each successive quotient Mk/Mk−1 there exists a parahoric subalge-
bra pι as above such that its action integrates to an action of the corresponding pro-algebraic
group. More generally, the notion of partial integrability makes sense in any category equipped
with a Harish-Chandra action of G((t)) (see Sect. 22, where the latter notion is introduced).
In both cases it is easy to see that partially integrable objects form a Serre subcategory.
Let fD(FlG) –mod
I0 (resp., f ĝcrit –mod
I,m
nilp) denote the quotient category of D(FlG) –mod
I0
(resp., ĝcrit –mod
I,m
nilp) by the subcategory of partially integrable objects. We will denote by
fD (D(FlG) –mod)
I0 (resp., fDb(ĝcrit –modnilp)
I0) the triangulated quotient categories by the
subcategories consisting of objects whose cohomologies are partially integrable.
Let us recall the statement from [Bez] that describes the category fDb (D(FlG) –mod)
I0 in
terms of quasi-coherent sheaves.
Let h0 denote the algebra of functions on the scheme ̟
−1(0), where ̟ is the natural pro-
jection h∗ → h∗//W . This is a nilpotent algebra of length |W |.
Recall also that h∗ ≃ hˇ. We have a natural map
StGˇ ≃
˜ˇg×
gˇ
N˜Gˇ → hˇ ×
hˇ//W
N˜Gˇ ≃ Spec(h0)× N˜Gˇ.
Theorem 6.3.1. There is a canonical equivalence
fDb (D(FlG) –mod)
I0 ≃ Db
(
QCoh
(
Spec(h0)× N˜Gˇ/Gˇ
))
,
so that under the equivalence of Theorem 6.2.3 the functor
Db (D(FlG) –mod)
I0 → fDb (D(FlG) –mod)
I0
corresponds to the direct image under the projection StGˇ /Gˇ→ Spec(h0)× N˜Gˇ/Gˇ.
Combining this with the Conjecture 6.2.2, we arrive at the following statement, which is
proved in Part IV of this paper and is one of our main results.
Main Theorem 6.3.2. We have an equivalence:
fF : fDb(ĝcrit –modnilp)
I0 → Db
(
QCoh
(
Spec(h0)×Op
nilp
gˇ
))
.
Moreover, this functor is exact in the sense that it preserves the natural t-structures on both
sides.
7. Generalities on ĝcrit-modules
7.1. Recall that the ind-scheme Opgˇ(D
×) contained the following subschemes:
Opreggˇ ⊂ Op
nilp
gˇ ⊂ Op
RS
gˇ = Op
ord1
gˇ ⊂ Op
ordk
gˇ for k ≥ 1.
Let us denote by
Zordkg ։ Z
RS
g ։ Z
nilp
g ։ Z
reg
g ,
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respectively, the corresponding quotients of Zg ≃ Fun(Opgˇ(D
×)).
Let us denote by Zg –mod the category of discrete Zg-modules. By definition, any object of
this category is a union of subobjects, each of which is acted on by Zg via the quotient Z
ordk
g
for some k.
Let ıreg (resp., ınilp, ıRS, ıordk) denote the closed embedding of Spec(Zregg ) (resp., Spec(Z
nilp
g ),
Spec(ZRSg ), Spec(Z
ordk
g )) into the ind-scheme Spec(Zg), and let ı
reg
! (resp., ı
nilp
! , ı
RS
! , ı
ordk
! ) denote
the corresponding direct image functor on the category of modules.
It is easy to see that at the level of derived categories we have well-defined right
adjoint functors from D+(Zg –mod) to D
+(Zregg –mod), D
+(Znilpg –mod), D
+(ZRSg –mod) and
D+(Zordkg –mod), denoted ı
reg!, ınilp!, ınilp! and ıordk !, respectively.
7.2. Let ĝcrit –modreg (resp., ĝcrit –modnilp, ĝcrit –modRS, ĝcrit –modordk) denote the subcat-
egory of ĝcrit –mod whose objects are modules on which Zg acts through the corresponding
quotient.
The following basic result was established in [BD1], Theorem 3.7.9.
Theorem 7.2.1. The induced module Indĝcrit
tkg[[t]]⊕C1
(C) belongs to ĝcrit –modordk .
Here and below, when considering the induced modules such as Indĝcrit
tkg[[t]]⊕C1
(C), we will
assume that 1 acts as the identity. We will also need the following:
Lemma 7.2.2. The module Indĝcrit
tkg[[t]]⊕C1
(C) is flat over Zordkg .
Proof. By construction, the PBW filtration on Zg induces a filtration on Z
ordk
g such that
gr(Zordkg ) ≃
(
Sym
(
g((t))/tkg[[t]]
))G[[t]]
.
This filtration is compatible with the natural filtration on Indĝcrit
tkg[[t]]⊕C1
(C), and it suffices to
check the flatness on the associated graded level.
This reduces the assertion to showing that the algebra Sym
(
g((t))/tkg[[t]]
)
is flat over(
Sym
(
g((t))/tkg[[t]]
))G[[t]]
. However, the multiplication by t−k reduces us to the situation
when k = 0, in which case the required assertion is proved in [EF].

Let us denote by ıreg! (resp., ı
nilp
! , ı
RS
! , ı
ordk
! ) the evident functor from ĝcrit –modreg (resp.,
ĝcrit –modnilp, ĝcrit –modRS, ĝcrit –modordk) to ĝcrit –mod. It is easy to show that each of these
functors admits adjoint, denoted ıreg! (resp., ınilp!, ıRS!, ıordk !), defined on D+(ĝcrit –mod).
From Lemma 7.2.2 and Lemma 23.2.2 we obtain the following:
Lemma 7.2.3. The functor ıreg! : D+(ĝcrit –mod)→ D+(ĝcrit –modreg) commutes in the natu-
ral sense with the forgetful functors D+(ĝcrit –mod)→ D+(Zg –mod) and D+(ĝcrit –modreg)→
D+(Zregg –mod), and similarly for the nilp,RS and ordk versions.
7.3. Let now K be a group-subscheme of G[[t]]. Following our conventions, we will denote by
ĝcrit –mod
K (resp., ĝcrit –mod
K
reg, ĝcrit –mod
K
nilp, ĝcrit –mod
K
RS, ĝcrit –mod
K
ordk
) the corresponding
abelian categories of K-equivariant objects, see Sect. 20.4. We will denote by D(ĝcrit –mod)
K
(resp., D(ĝcrit –modreg)
K , D(ĝcrit –modnilp)
K , D(ĝcrit –modRS)
K , D(ĝcrit –modordk)
K) the cor-
responding triangulated categories.
The functors ıreg! (resp., ı
nilp
! , ı
RS
! , ı
ordk
! ) extend to the K-equivariant setting in a straight-
forward way. By Proposition 23.3.1, we have:
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Lemma 7.3.1. There exist functors ıreg! : D(ĝcrit –mod)
K → D(ĝcrit –modreg)K (resp., ınilp! :
D+(ĝcrit –mod)
K → D+(ĝcrit –modnilp)K , ıRS! : D+(ĝcrit –mod)K → D+(ĝcrit –modRS)K ,
ıordk ! : D+(ĝcrit –mod)
K → D+(ĝcrit –modordk)
K), that are right adjoint to the functors ıreg!
(resp., ınilp! , ı
RS
! , ı
ordk
! ), and which commute with the forgetful functors to the corresponding
derived categories D+(ĝcrit –mod), D
+(ĝcrit –modreg), D
+(ĝcrit –modnilp), D
+(ĝcrit –modRS)
and D+(ĝcrit –modordk).
This lemma implies that if M1,M2 are two objects of, say ĝcrit –mod
K
reg, then there exists a
spectral sequence, converging to Ext•D(ĝcrit –mod)K (ı
reg
! (M1), ı
reg
! (M2)), and whose second term
Ep,q2 is given by
(7.1) Extp
D(ĝcrit –modreg)K
(M1,M2) ⊗
Z
reg
g
Λq(NZregg /Zg),
where NZregg /Zg denotes the normal bundle to Spec(Z
reg
g ) inside Spec(Zg). The same spectral
sequence exists when we replace the index reg by either of nilp, RS or ordk.
7.4. We shall now recall a construction related to that of the renormalized universal enveloping
algebra at the critical level, following [BD1], Sect. 5.6.
The main ingredient is the action of the algebra Zg on U˜crit(ĝ) by outer derivations. Let us
recall the construction:
Let us pick a non-zero (symmetric, invariant) pairing κ : g⊗ g → C, and using it construct
a 1-parameter deformation of the critical pairing: κℏ = κcrit + ℏ · κ. We obtain a 1-parametric
family of topological associative algebras U˜ℏ(ĝ). For an element a ∈ Zg, and its lift aℏ ∈ U˜ℏ(ĝ)
and b ∈ U˜ℏ(ĝ), the element [aℏ, b] ∈ U˜ℏ(ĝ) is 0 modulo ℏ.
Hence, the operation b 7→ [aℏ,b]
ℏ
mod ℏ is a derivation of U˜crit(ĝ). It does not depend on the
choice of the lifting aℏ up to inner derivations. This construction has the following properties:
Lemma 7.4.1.
(a) The constructed map Zg → Der
out(U˜crit(ĝ)) is a derivation, i.e., it extends to a (continuous)
map of (topological) Zg-modules Ω
1(Zg)→ Der
out(U˜crit(ĝ)).
(b) Each of the above derivations preserves the subalgebra Zg ⊂ U˜crit(ĝ), i.e., Zg is a topological
Poisson algebra and Ω1(Zg) is an algebroid over Spec(Zg).
The following result, which relates the Poisson algebra structure on Zg with Langlands
duality, is crucial for this paper:
Recall from Sect. 4.1 that IsomOpgˇ denotes the groupoid over the ind-scheme Opgˇ(D
×),
whose fiber over χ, χ′ ∈ Opgˇ(D
×) is the scheme of isomorphisms of Gˇ-local systems on D×,
corresponding to χ and χ′, respectively, and isomOpgˇ denotes its algebroid. One of the key
properties of the the isomorphism Theorem 5.1.1, proved in [FF3, F], is that it respects the
Poisson structures. In other words, in terms of the corresponding Lie algebroids (see Sect. 4.1)
we have the following
Theorem 7.4.2. Under the isomorphism Zg ≃ Fun(Opgˇ(D
×)), we have a canonical identifi-
cation of the Lie algebroids Ω1(Zg) ≃ isomOpgˇ .
Let us now derive some consequences from the construction described above. By Lemma 4.4.1
and its variant for the nilp, RS and ordk cases, we obtain the following
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Corollary 7.4.3. The ideal of each of the quotient algebras Zregg (resp., Z
nilp
g , Z
RS
g , Z
ordk
g ) is
stable under the Poisson bracket, i.e., N∗
Z
reg
g /Zg
(resp., N∗
Z
nilp
g /Zg
, N∗
ZRSg /Zg
, N∗
Z
ordk
g /Zg
) is an
algebroid over the corresponding algebra.
Let observe that for any ĝcrit-module M we obtain a map
(7.2) Ω1(Zg)→ Ext
1
ĝcrit –mod
(M,M).
This map is functorial in the sense that for a morphism of ĝcrit-modules M → M′, the two
compositions
Ω1(Zg)→ Ext
1
ĝcrit –mod
(M,M)→ Ext1ĝcrit –mod(M,M
′)
and
Ω1(Zg)→ Ext
1
ĝcrit –mod(M
′,M′)→ Ext1ĝcrit –mod(M,M
′)
coincide.
The next series of remarks is stated for the subscheme Spec(Zregg ) ⊂ Spec(Zg); however, they
equally apply to the cases when reg is replaces by either of nilp, RS or ordk.
Note that the Poisson structure, viewed as a map Ω1(Zg)→ T (Zg) gives rise to a commutative
diagram:
0 −−−−→ N∗
Z
reg
g /Zg
−−−−→ Ω1(Zg)|Spec(Zregg ) −−−−→ Ω
1(Zregg ) −−−−→ 0y y y
0 −−−−→ T (Zregg ) −−−−→ T (Zg)|Spec(Zregg ) −−−−→ NZregg /Zg −−−−→ 0.
Let M and M′ be two objects of ĝcrit –modreg. Note that we have an exact sequence
0→ Ext1ĝcrit –modreg (M,M
′)→ Ext1ĝcrit –mod(M,M
′)→ Hom(M,M′) ⊗
Z
reg
g
NZregg /Zg →
→ Ext2ĝcrit –modreg (M,M
′).
It is easy to see that the composed map
Hom(M,M′) ⊗
Zg
Ω1(Zg)→ Ext
1
ĝcrit –mod
(M,M′)→ Hom(M,M′) ⊗
Z
reg
g
NZregg /Zg
comes from the map Ω1(Zg)→ NZregg /Zg from the above commutative diagram. Thus, we obtain
the following commutative diagram:
(7.3)
Hom(M,M′) ⊗
Z
reg
g
N∗
Z
reg
g /Zg
−−−−→ Ext1ĝcrit –modreg (M,M
′)y y
Hom(M,M′) ⊗
Z
reg
g
Ω1(Zg)|Spec(Zregg ) −−−−→ Ext
1
ĝcrit –mod
(M,M′)y y
Hom(M,M′) ⊗
Z
reg
g
Ω1(Zregg ) −−−−→ Hom(M,M
′) ⊗
Z
reg
g
NZregg /Zg
and a natural map
(7.4) Hom(M,M′) ⊗
Z
reg
g
(
NZregg /Zg/Ω
1(Zregg )
)
→ Ext2ĝcrit –modreg (M,M
′).
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Let us now consider once again the family U˜ℏ(ĝ), and inside U˜ℏ(ĝ) ⊗
C[[ℏ]]
C((ℏ)) consider the
C[[ℏ]]-subalgebra generated by U˜ℏ(ĝ) and elements of the form
aℏ
ℏ
for aℏ mod ℏ ∈ ker(Zg → Z
reg
g ).
Taking this algebra modulo ℏ, we obtain an algebra, denoted U ren,reg(ĝcrit), and called the
renormalized enveloping algebra at the critical level. The algebra U ren,reg(ĝcrit) has a natural
filtration, with the 0-th term isomorphic to U˜crit(ĝ) ⊗
Zg
Z
reg
g , and the first associated graded
quotient isomorphic to (
U˜crit(ĝ) ⊗
Zg
Zregg
)
⊗̂
Z
reg
g
N∗Zregg /Zg .
Let us U ren,reg(ĝcrit) –mod denote the category of (discrete) U
ren,reg(ĝcrit)-modules. We have
a tautological homomorphism U˜crit(ĝ)→ U ren,reg(ĝcrit), whose restriction to Zg factors through
Z
reg
g ; thus we have a restriction functor U
ren,reg(ĝcrit) –mod → ĝcrit –modreg. In addition, the
adjoint action of the algebra U˜crit(ĝ) ⊗
Zg
Z
reg
g on itself extends to an action of the first term of
the above-mentioned filtration on U ren,reg(ĝcrit).
Let now Mℏ be an ℏ-family of modules over ĝℏ such that the action of Zg onM := Mℏ/ℏ ·Mℏ
factors through Zregg . ThenM is naturally acted on by U
ren,reg(ĝcrit). This construction provides
a supply of objects of U ren,reg(ĝcrit) –mod.
Lemma 7.4.4. Let M,M′ be U ren,reg(ĝcrit)-modules. Then
(a) The map Homĝcrit –mod(M,M
′) ⊗
Z
reg
g
N∗
Z
reg
g /Zg
→ Ext1ĝcrit –modreg (M,M
′) vanishes.
(b) We have a natural action of the algebroid N∗
Z
reg
g /Zg
on Ext•ĝcrit –modreg (M,M
′).
Finally, let us note that the category of U ren,reg(ĝcrit)-modules carries a Harish-Chandra
action of G((t)). In particular, if K is a group-subscheme of G[[t]], we can introduce the cat-
egories U ren,reg(ĝcrit) –mod
K and D(U ren,reg(ĝcrit))
K . In addition, analogs of the diagrams
appearing above remain valid for Ext•ĝcrit –modreg (M,M
′) and Ext•ĝcrit –mod(M,M
′) replaced by
Ext•D(ĝcrit –modreg)K (M,M
′) and Ext•D(ĝcrit –mod)K (M,M
′), respectively.
7.5. For the rest of this section we will be concerned with the category ĝcrit –modord1 , denoted
also by ĝcrit –modRS.
Consider now the functor g –mod→ ĝcrit –mod given by
(7.5) M 7→ Indĝcrit
g[[t]]⊕C1(M),
where g[[t]] acts on M via the evaluation map g[[t]]→ g and 1 acts as identity.
By definition.
Indĝcrit
g[[t]]⊕C1(U(g)) ≃ Ind
ĝcrit
tg[[t]]⊕C1(C),
and by Theorem 7.2.1, this module belongs to ĝcrit –modRS. This implies that the module
Indĝcrit
g[[t]]⊕C1(M) ∈ ĝcrit –modRS for any M .
In what follows we will need the following technical assertions, in which we use the notion
of quasi-perfectness introduced in Sect. 19.9.
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Proposition 7.5.1.
(1) Representations of the form Indĝcrit
g[[t]]⊕C1(M) for M ∈ g –mod are quasi-perfect as objects of
D(ĝcrit –mod).
(2) Any object M ∈ ĝcrit –modRS, which is quasi-perfect in ĝcrit –mod, is also quasi-perfect in
ĝcrit –modRS. The same is true when the RS condition is replaced by any of ordk, nilp or reg.
Proof. Since the induction functor is exact, by adjunction,
HomD(gcrit –mod)(Ind
ĝcrit
g[[t]]⊕C1(M),M
•
1) ≃ HomD(g[[t]] –mod)(M,M
•
1).
WhenM•1 is bounded from below the latter is computed by the standard cohomological complex
of g[[t]] (see Sect. 19.8), which manifestly commutes with direct sums. This proves the first
point of the proposition.
The second point follows from Proposition 23.2.6.

7.6. Denote by Mλ (resp., M∨λ , Lλ) the ĝcrit-module induced from the Verma module Mλ
(resp., the contragredient Verma module M∨λ , the irreducible module Lλ) with highest weight
λ over g:
Mλ = Ind
ĝcrit
g[[t]]⊕C1(Mλ), M
∨
λ = Ind
ĝcrit
g[[t]]⊕C1(M
∨
λ ), Lλ = Ind
ĝcrit
g[[t]]⊕C1(Lλ).
Recall that we have the natural residue map ResRS : OpRSgˇ → hˇ//W ≃ h
∗//W . At the level
of algebras of functions we have therefore a map
(7.6) ResRS ∗ : Sym(h)W → ZRSg .
Thus, for every M ∈ g –mod we obtain two a priori different actions of Sym(h)W on
Indĝcrit
g[[t]]⊕C1(M):
One action corresponds to the map ResRS ∗ and the action of ZRSg on objects of ĝcrit –modRS.
Another action comes from the Harish-Chandra isomorphism 7
(7.7) Sym(h)W ≃ Z(U(g)),
the action of Z(U(g)) by endomorphisms on M , and, hence, by functoriality, its action on
Indĝcrit
g[[t]]⊕C1(M).
Let τ be the involution of Z(U(g)), induced by the anti-involution x 7→ −x of U(g). Alter-
natively, τ can be thought of as induced by the outer involution of g that acts on the weights
as λ 7→ −w0(λ).
Proposition 7.6.1. The above two actions of Sym(h)W on Indĝcrit
g[[t]]⊕C1(M) differ by τ .
Proof. It is enough to consider the universal example of M = U(g). In the course of the proof
of the proposition we will essentially reprove Theorem 7.2.1.
Consider the grading on ĝcrit induced by the Gm-action on D by loop rotations. Then all our
objects, such as Zg, Z
RS
g and Ind
ĝcrit
tg[[t]]⊕C1(C) acquire a natural grading; the degree i subspace
will be denoted by the subscript i, i.e., (·)i.
Consider the ideal Zg ·(Zg)>0 in Zg generated by elements of positive degree. From Sect. 1.4.1,
we know that the quotient Zg/Zg·(Zg)>0 is precisely ZRSg . Since the grading on Ind
ĝcrit
tg[[t]]⊕C1(C) is
non-positive and the module is generated by the subspace of degree 0, the above ideal annihilates
this module.
7which we normalize so that the central character of Mλ equals ̟(λ+ ρ)
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Consider now the subalgebra of degree 0 elements (Zg/Zg · (Zg)>0)0 ⊂ ZRSg . According to
Sect. 1.4.1, it is isomorphic to Sym(h)W and the resulting embedding
(7.8) Sym(h)W → ZRSg
is the homomorphism ResRS ∗.
The action of (Zg/Zg·(Zg)>0)0 on Ind
ĝcrit
tg[[t]]⊕C1(C) preserves the subspace of degree 0 elements.
However, the latter subspace is isomorphic to U(g). Therefore, (Zg/Zg · (Zg)>0)0 acts on U(g)
commuting with both left and right module structure; hence it comes from a homomorphism
(Zg/Zg · (Zg)>0)0 → Z(U(g)).
It remains to compare the resulting homomorphism
Sym(h)W → (Zg/Zg · (Zg)>0)0 → Z(U(g))
with the Harish-Chandra isomorphism. This has been proved in [F], Sect. 12.6. Let us repeat
the argument for completeness:
It is enough to show that for any weight λ ∈ h∗, the two characters, corresponding to
Sym(h)W acting in the two ways on the module M∨λ , differ by τ .
Let Ww0crit,λ be the Wakimoto module corresponding to the weight λ, as in Sect. 11.5. By
Lemma 13.1.1, the character of Sym(h)W , acting on Ww0crit,λ via (7.8), is given by ̟(−λ− ρ).
By Sect. 11.5, we have have a non-trivial homomorphismM∨λ →W
w0
crit,λ, and hence the center
Zg acts on both modules by the same character.

Recall that for χ ∈ h∗//W ≃ hˇ//W we have a subscheme OpRS,χgˇ ⊂ Op
RS
gˇ ; if µ ∈ h
∗ is integral
and anti-dominant, then Op
RS,̟(µ)
gˇ ≃ Op
−µ−ρ,nilp
gˇ ; if, moreover, µ + ρ is anti-dominant, then
the latter scheme contains the subscheme Op−µ−ρ,reggˇ .
Let us denote by ZRS,χg , Z
−µ−ρ,nilp
g and Z
−µ−ρ,reg
g , respectively, the corresponding quotients
of Zg. Let ĝcrit –modRS,χ, ĝcrit –mod−µ−ρ,nilp, ĝcrit –mod−µ−ρ,reg be the corresponding sub-
categories of ĝcrit –mod. The general results stated in this section, concerning the behav-
ior of ĝcrit –modreg, ĝcrit –modnilp, ĝcrit –modRS and ĝcrit –modordk , are equally applicable to
ĝcrit –modRS,χ, ĝcrit –mod−µ−ρ,nilp and ĝcrit –mod−µ−ρ,reg.
From Proposition 7.6.1 we obtain the following:
Corollary 7.6.2. The modules Mλ, M∨λ and Lλ belong to ĝcrit –modRS,̟(−λ−ρ).
For a dominant integral weight λ, let V λ be the corresponding irreducible finite-dimensional
g-module. Let Vλcrit denote the corresponding induced module at the critical level. In Sect. 13.3
we will also establish the following:
Proposition 7.6.3. The module Vλcrit belongs to ĝcrit –modλ,reg.
7.7. Recall now that the subscheme Opnilpgˇ ⊂ Op
RS
gˇ is the preimage of ̟(−ρ) ∈ h
∗//W under
the map res : OpRSgˇ → h
∗//W .
In particular, if we denote by O0 the subcategory of the usual category O corresponding to
g-modules with central character equal to ̟(−ρ), we obtain that the induction (7.5) defines
a functor O0 → ĝcrit –mod
I,m
nilp. In particular, the modules Mw(ρ)−ρ, M
∨
w(ρ)−ρ for w ∈ W all
belong to ĝcrit –mod
I,m
nilp.
In what follows we will consider sections of right D-modules on the affine flag variety FlG.
Instead of ordinary right D-modules, we will consider the ones twisted by a line bundle, which
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is the tensor product of the critical line bundle on GrG and the G((t))-equivariant line bundle,
corresponding to the weight 2ρ (this choice is such that the twisting induced on G/B ⊂ FlG
corresponds to left D-modules on G/B.)
We will denote the resulting category by D(FlG)crit –mod, and by a slight abuse of lan-
guage we will continue to call its objects D-modules. Of course, as an abstract category
D(FlG)crit –mod is equivalent to D(FlG) –mod, but the functor of global sections is different.
We have
RΓ : D+ (D(FlG)crit –mod)→ D
+(ĝcrit –mod).
In particular, Γ(FlG, δ1FlG ) ≃M−2ρ.
As usual, ifK is a subgroup ofG[[t]], we will denote byD(FlG)crit –mod
K the abelian category
of K-equivariant D-modules, and by D
(
D(FlG)crit –mod
K
)K
the corresponding triangulated
category.
For F• ∈ D+ (D(FlG)crit –mod), we have
Γ(FlG,F
•) ≃ F• ⋆M−2ρ.
Hence, we obtain the following
Corollary 7.7.1. The functor of global sections gives rise to a functor
D+ (D(FlG)crit –mod)→ D
+(ĝcrit –modnilp).
7.8. Let us now prove Lemma 5.2.1.
Proof. Let M be an I0-integrable module. Then it admits a filtration whose subquotients are
quotients of modules of the form Indĝcrit
g[[t]]⊕C1(M), where M is an N -integrable g-module,
If we impose the condition that M ∈ ĝcrit –modnilp, then by Proposition 7.6.1, we can assume
that the aboveM has central character̟(−ρ). But, as is well-known, this implies thatM ∈ O0.

In addition, we have the following result:
Lemma 7.8.1. Any object M ∈ ĝcrit –mod
I,m
nilp admits a non-zero map Lw(ρ)−ρ →M.
Proof. By definition, any M contains a vector, annihilated by Lie(I0), and which is an eigen-
vector of h. Hence, we have a non-trivial map Mλ → M. By Proposition 7.6.1, λ must be of
the form w(ρ) − ρ for some w ∈W .
The Verma module Mw(ρ)−ρ admits a filtration, whose subquotients are the irreducibles
Lw′(ρ)−ρ, w
′ ≥ w. Since the induction functor is exact, Mw(ρ)−ρ admits a filtration with
subquotients isomorphic to Mw′(ρ)−ρ.
Let w′ be the maximal element such that corresponding term of the filtration on Mw(ρ)−ρ
maps non-trivially to M. This gives the desired map.

8. The case of regular opers
8.1. Recall that the pre-image of pt /Bˇ →֒ nˇ/Bˇ under Opnilpgˇ → nˇ/Bˇ is the scheme Op
reg
gˇ
of regular Gˇ-opers on the disc D. From the point of view of representations, the algebra
Z
reg
g ≃ Fun(Op
reg
gˇ ) is characterized as follows. Let
Vcrit ≃ Ind
ĝcrit
g[[t]]⊕C1(C)
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be the vacuum Verma module of critical level. According to [FF3, F], the action of the center
Zg ≃ Fun(Opgˇ(D
×)) on Vcrit factors through its quotient Fun(Op
reg
gˇ ). Moreover, the latter
algebra is isomorphic to the algebra of endomorphisms of Vcrit.
In this section we will be concerned with the category ĝcrit –modreg and its derived cat-
egory D (ĝcrit –modreg). We will see that there are many parallels between the categories
D (ĝcrit –modreg) and D (ĝcrit –modnilp), but the structure of the former is considerably sim-
pler.
Let ĝcrit –mod
I,m
reg denote the full subcategory of ĝcrit –modreg equal to the intersection
ĝcrit –modreg ∩ĝcrit –mod
I,m; we let Db(ĝcrit –modreg)
I0 := D(ĝcrit –modreg)
I0 denote the
corresponding full triangulated category.
In this section we will formulate a conjecture that describes these categories in terms of
D-modules on the affine Grassmannian.
8.2. Before stating the conjecture we would like to motivate it by Bezrukavnikov’s theory in
the spirit of Sect. 6.2. In this subsection the discussion will be informal.
Let GrG = G((t))/G[[t]] be the affine Grassmannian of the group G. We will consider right
D-modules on GrG and denote this category by D(GrG) –mod. As before, we have the subcate-
gories D(GrG) –mod
I , D(GrG) –mod
I0 ≃ D(GrG) –mod
I,m and the corresponding triangulated
categories D (D(GrG) –mod)
I , D (D(GrG) –mod)
I0 ⊂ D (D(GrG) –mod).
Consider the two categories appearing in Conjecture 6.2.2, and let us apply a further base
change with respect to the map Opreggˇ → Op
nilp
gˇ . We obtain an equivalence:
(8.1) Db(D(FlG) –mod) ×
N˜Gˇ/Gˇ
(Opnilpgˇ ×
Opnilp
gˇ
Opreggˇ ) ≃ D
b(ĝcrit –modnilp) ×
Opnilp
gˇ
Opreggˇ .
The right-hand side is by definition equivalent to Db(ĝcrit –modreg). The left-hand side can
be rewritten as (
Db(D(FlG) –mod) ×
N˜Gˇ/Gˇ
pt /Bˇ
)
×
pt /Bˇ
Opreggˇ .
The theory of spherical sheaves on the affine Grassmannian implies that Db (D(GrG) –mod)
is naturally a category over the stack pt /Gˇ in the sense explained in Sect. 0.3. It follows from
Bezrukavnikov’s theory [Bez] that the categories Db (D(GrG) –mod) and D
b(D(FlG) –mod) are
related as follows:
Db(D(FlG) –mod) ×
N˜Gˇ/Gˇ
pt /Bˇ ≃ Db (D(GrG) –mod) ×
pt /Gˇ
pt /Bˇ.
Hence, from (8.1) we obtain the following conjecture:
Db (D(GrG) –mod) ×
pt /Gˇ
Opreggˇ ≃ D
b(ĝcrit –modreg).
Our Conjecture 8.5.2 below reformulates the last statement in terms that do not require the
formalism of categories over a stack.
8.3. Recall from Sect. 4.4 the groupoid IsomregOpgˇ on Op
reg
gˇ and the corresponding Lie algebroid
isom
reg
Opgˇ
, which is the Atiyah algebroid of the principal Gˇ-bundle PGˇ,Opreggˇ . For V ∈ Rep(Gˇ) we
will denote by VOpreg
gˇ
the corresponding (projective) module over Fun(Opreggˇ ).
Using Theorem 5.1.1 we can transfer these objects to Spec(Zregg ), and we will denote them
by IsomOpreg
gˇ
, isomOpreg
gˇ
, PGˇ,Zregg and VZ
reg
g
, respectively. From Theorem 7.4.2 and Sect. 4.4, we
obtain the following
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Corollary 8.3.1.
(a) Under the isomorphism Zregg ≃ Fun(Op
reg
gˇ ), we have a canonical identification of Lie alge-
broids N∗
Z
reg
g /Zg
≃ isomregOpg .
(b) We have a commutative diagram
0 0y y
gˇZregg
id
−−−−→ gˇZregg −−−−→ 0y y y
0 −−−−→ N∗
Z
reg
g /Zg
−−−−→ Ω1(Zg)|Spec(Zregg ) −−−−→ Ω
1(Zregg ) −−−−→ 0y y y
0 −−−−→ T (Zregg ) −−−−→ T (Zg)|Spec(Zregg ) −−−−→ NZregg /Zg −−−−→ 0y y y
0 −−−−→ gˇZregg
id
−−−−→ gˇZreggy y
0 0
8.4. In what follows will work not with usual right D-modules on GrG, but rather with the
D-modules twisted by the critical line bundle, as in Sect. 7.7. We will denote the corresponding
category by Dcrit(GrG) –mod. We have the following result, established in [FG]:
Theorem 8.4.1. The functor of global sections Γ : Dcrit(GrG) –mod → ĝcrit –mod is exact
and faithful. Moreover, it factors canonically through a functor Γren : Dcrit(GrG) –mod →
U ren,reg(ĝcrit) –mod, and the latter functor is fully-faithful.
Consider the category SphG := Dcrit(GrG) –mod
G[[t]]. According to the results of Lusztig,
Drinfeld, Ginzburg and Mirkovic´-Vilonen (see [MV]), this is a tensor category under the convo-
lution product, which is equivalent to the category Rep(Gˇ) of representations of the algebraic
group Gˇ. For V ∈ Rep(Gˇ) we will denote by FV the corresponding (critically twisted) G[[t]]-
equivariant D-module on GrG.
Let us recall the basic result of [BD1], Sect. 5.5 and 5.6, that describes global sections of the
(critically twisted) D-modules FV .
Theorem 8.4.2.
(a) We have a canonical isomorphism of ĝcrit-modules
Γ(GrG,FV ) ≃ Vcrit ⊗
Z
reg
g
VZregg ,
compatible with tensor product of representations.
(b) The isomorphism of (a) and that of Corollary 8.3.1 are compatible in the sense that the
N∗
Z
reg
g /Zg
-action on Hom(Vcrit,Γ(GrG,FV )), coming from Theorem 8.4.1 and Sect. 7.4, corre-
sponds to the canonical isomregOpgˇ-action on VOp
reg
gˇ
.
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We can take the convolution product of any D-module on GrG with a spherical one. A priori,
this will be a complex of D-modules on GrG, but as in [Ga] one shows that this is a single D-
module. (Alternatively, this follows from the lemma below, using Theorem 8.4.1). Thus, we
obtain an action of the tensor category Rep(Gˇ) on Dcrit(GrG) –mod:
F, V 7→ F ⋆ FV .
Lemma 8.4.3. For F ∈ Dcrit(GrG) –mod and V ∈ Rep(Gˇ) we have a canonical isomorphism:
Γ(GrG,F ⋆ FV ) ≃ Γ(GrG,F) ⊗
Z
reg
g
VZregg .
Proof. Let us recall the formalism of the convolution action (see Sect. 22.5). We have the
functors
Db(Dcrit(GrG) –mod)×D
b(Dcrit(GrG) –mod)
G[[t]] → Db(Dcrit(GrG) –mod)
and
Db(Dcrit(GrG) –mod)×D
b(ĝcrit –modreg)
G[[t]] → Db(ĝcrit –modreg),
which are intertwined by the functor Γ. Note that Γ(GrG, δ1GrG ) ≃ Vcrit, and Γ(GrG,F) ≃
F ⋆ Vcrit.
Hence, we have
Γ(GrG,F ⋆ FV ) ≃ (F ⋆ FV ) ⋆ Vcrit ≃ F ⋆ (FV ⋆ Vcrit) ≃ F ⋆ Γ(GrG,FV ) ≃
≃ F ⋆ (Vcrit ⊗
Z
reg
g
VZregg ) ≃ (F ⋆ Vcrit) ⊗
Z
reg
g
VZregg ≃ Γ(GrG,F) ⊗
Z
reg
g
VZregg ,
where the second-to-last isomorphism is given by Theorem 8.4.2.

8.5. After these preparations we introduce the category D(GrG)
Hecke
crit –mod which is conjec-
turally equivalent to ĝcrit –modreg.
Its objects are (critically twisted) D-modules F on GrG, endowed with an action of the
algebra Zregg by endomorphisms, and a family of functorial isomorphisms
αV : F ⋆ FV ≃ VZregg ⊗
Z
reg
g
F, V ∈ Rep(Gˇ),
compatible with tensor products of representations in the sense that for U, V ∈ Rep(Gˇ) the
diagram
(F ⋆ FU ) ⋆ FV −−−−→ F ⋆ (FU ⋆ FV )y y
(UZregg ⊗
Z
reg
g
F) ⋆ FV (UZregg ⊗
Z
reg
g
VZregg ) ⊗
Fun(Opreg
gˇ
)
Fy y
UZregg ⊗
Z
reg
g
(F ⋆ FV ) −−−−→ UZregg ⊗
Z
reg
g
(VZregg ⊗
Z
reg
g
F)
is commutative, and that αV , for V being the trivial representation, is the identity map.
In fact, one can show as in [AG2] that it is sufficient to give a family of morphisms {αV }
satisfying the above conditions; the fact that they are isomorphisms is then automatic. Mor-
phisms in this category are maps of D-modules that commute with the action of Zregg and the
data of αV .
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Note that the category D(GrG)
Hecke
crit –mod is precisely the category
D(GrG) –mod ×
pt /Gˇ
Opreggˇ
introduced above.
Consider the groupoid IsomOpreg
gˇ
and note that the algebra Fun(IsomOpreg
gˇ
) is isomorphic to
⊕
V ∈Irr(Rep(Gˇ))
VZregg ⊗
C
V ∗Zregg ,
and the unit section corresponds to the map
VZregg ⊗
C
V ∗Zregg → VZ
reg
g
⊗
Fun(Zregg )
V ∗Zregg → Fun(Z
reg
g ).
Let us consider the space of global sections of an object F ∈ D(GrG)Heckecrit –mod. From
Lemma 8.4.3 we obtain the following
Lemma 8.5.1. For an object F of D(GrG)
Hecke
crit –mod, the action of Z
reg
g on Γ(GrG,F) by
ĝcrit-endomorphisms, canonically extends to an action of Fun(IsomOpreg
gˇ
).
Consider the functor ΓHecke : D(GrG)
Hecke
crit –mod→ ĝcrit –modreg given by
F 7→ Γ(Gr,F) ⊗
Fun(IsomOpreg
gˇ
)
Zregg ,
where Zregg is considered as a Fun(IsomOpreg
gˇ
)-algebra via the unit section.
We propose the following:
Main Conjecture 8.5.2. The above functor ΓHecke is exact and defines an equivalence of
categories D(GrG)
Hecke
crit –mod→ ĝcrit –modreg.
Note that by definition, the category D(GrG)
Hecke
crit –mod carries a Harish-Chandra action of
G((t)) at the critical level. By construction, the functor ΓHecke preserves this structure. In
particular, we can consider the subcategories of I0-equivariant objects on both sides. As a
consequence we obtain another conjecture:
Main Conjecture 8.5.3. The category ĝcrit –mod
I,m
reg is equivalent to D(GrG)
Hecke
crit –mod
I0 .
8.6. We now present another way of formulating Main Conjecture 8.5.2. Recall from [Ga1],
that if Y is an affine variety, C is a Fun(Y)-linear abelian category and GY is an affine groupoid
over Y, it then makes sense to speak about a lift of the GY-action on Y to C.
We take Y = Spec(Zregg ), GY = IsomOpreg
gˇ
and C = ĝcrit –modreg. One can show that Main
Conjecture 8.5.2 is equivalent to the following one:
Conjecture 8.6.1. The action of Isomreg
Opreg
gˇ
on Spec(Zregg ) lifts to an action on ĝcrit –modreg
in such a way that:
(1) This structure commutes in the natural sense with the Harish-Chandra action of G((t)) on
ĝcrit –modreg.
(2) The functor Γ establishes an equivalence between the category D(GrG)crit –mod and the
category of IsomOpreg
gˇ
-equivariant objects in ĝcrit –modreg.
Remark 8.6.2. If we had an action of IsomOpreg
gˇ
on ĝcrit –modreg, as conjectured above, then at
the infinitesimal level we would have functorial maps
isom
reg
Opreg
gˇ
→ Ext1ĝcrit –modreg (M,M),
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for any M ∈ ĝcrit –modreg. However, the latter maps are known to exist, as follows from (7.3)
in Sect. 7.4.
8.7. Although we are unable to prove Main Conjecture 8.5.2 at the moment, we will establish
one result in its direction, which we will use later on.
Let us denote by LΓHecke : D−
(
D(GrG)
Hecke
crit –mod
)
→ D− (ĝcrit –modreg) the functor given
by
F 7→ Γ(GrG,F)
L
⊗
Fun(IsomOpreg
gˇ
)
Zregg ,
where
L
⊗ is defined using a left resolution of Zregg by projective Fun(IsomOpreg
gˇ
)-modules.
One easily shows (and we will see this in the course of the proof of the next theorem) that
LΓHecke is in fact the left derived functor of ΓHecke.
Theorem 8.7.1. The functor LΓHecke, restricted to Db
(
D(GrG)
Hecke
crit –mod
)
, is fully faithful.
Before giving the proof, we need some preparations.
8.8. Let us observe that the obvious forgetful functor D(GrG)
Hecke
crit –mod→ D(GrG)crit –mod
admits a left adjoint, which we will denote by IndHecke. Indeed, it is given by
F 7→ ⊕
V ∈Irr(Rep(Gˇ))
(F ⋆ FV ∗)⊗
C
VZregg .
Evidently, we have
Lemma 8.8.1.
LΓHecke(GrG, Ind
Hecke(F)) ≃ ΓHecke(GrG, Ind
Hecke(F)) ≃ Γ(GrG,F).
Therefore, Theorem 8.7.1 implies the following:
Theorem 8.8.2. For F•1 ,F
•
2 ,∈ D
b(D(GrG)crit) and M
•
i = Γ(GrG,F
•
i ) ∈ D
b(ĝcrit –modreg) the
map, given by the functor LΓHecke,
RHomD(D(GrG)crit –mod)
(
F•1 , ⊕
V ∈Irr(Rep(Gˇ))
(F•2 ⋆ FV ∗)⊗
C
VZregg
)
→
RHomD(ĝcrit –modreg)(M
•
1,M
•
2)
is an isomorphism.
From this theorem we obtain that all RiHomD(ĝcrit –modreg)(Γ(GrG,F
•
1),Γ(GrG,F
•
2)), viewed
as quasi-coherent sheaves on Spec(Zregg ), are equivariant with respect to the groupoid IsomOpreg
gˇ
.
We claim that we know a priori that the above RiHom is acted on by the algebroid isomOpreg
gˇ
≃
N∗
Z
reg
g /Zg
, and the map in Theorem 8.8.2 is compatible with the action of N∗
Z
reg
g /Zg
. This follows
from Lemma 7.4.4 and Theorem 8.4.2.
8.9. Proof of Theorem 8.7.1. It is clear that any object of D(GrG)
Hecke
crit –mod admits a
surjection from an object of the form IndHecke(F) for some F ∈ D(GrG)crit –mod. Therefore,
any bounded from above complex in D(GrG)
Hecke
crit –mod admits a left resolution by a complex
consisting of objects of this form. Hence, it is sufficient to show that for F1 ∈ D(GrG)crit –mod
and F•2 ∈ D
+
(
D(GrG)
Hecke
crit –mod
)
the map
RHomD(D(GrG)Heckecrit –mod)
(
IndHecke(F1),F
•
2
)
→(8.2)
RHomD(ĝcrit –modreg)
(
Γ(GrG,F1),LΓ
Hecke(GrG,F
•
2)
)
.(8.3)
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is an isomorphism. Note that by adjunction the LHS of the above formula is isomorphic to
RHomD(D(GrG)crit –mod)(F1,F
•
2), where we regard F
•
2 just as an object of D
+ (D(GrG)crit –mod).
Without loss of generality we can assume that F1 is finitely generated, and is equivariant
with respect to some congruence subgroup K ⊂ G[[t]]. By Sect. 20.7, we can replace F•2 by
AvK(F
•
2), i.e., without restriction of generality, we can assume that F
•
2 is also K-equivariant.
We will use the Harish-Chandra action of G((t)) on D(GrG)
Hecke
crit –mod and ĝcrit –modreg.
Namely, we will interpret F1 as F1 ⋆ δ1GrG ∈ D(GrG)crit –mod
K , and hence
IndHecke(F1) ≃ F1 ⋆ (Ind
Hecke(δ1GrG )) ∈ D(GrG)
Hecke
crit –mod
K .
Similarly, Γ(GrG,F1) ≃ F1 ⋆ Vcrit.
Let F˜1 be the dual D-module in D(G((t))/K)crit –mod
G[[t]], see Sect. 22.10.1. Set
F• := F˜1 ⋆ F2 ∈ D
+
(
D(GrG)
Hecke
crit –mod
)G[[t]]
.
By Sect. 22.10.1, we have
RHomD(D(GrG)crit –mod)(F1,F
•
2) ≃ RHomD(D(GrG)crit –mod)G[[t]]
(
δ1GrG ,F
•
)
and RHomD(ĝcrit –modreg)
(
Γ(GrG,F1),LΓ
Hecke(GrG,F
•
2)
)
is isomorphic to
RHomD(ĝcrit –modreg)G[[t]]
(
Vcrit,LΓ
Hecke(GrG,F
•)
)
.
Evidently, we can assume that F• is an object, denoted F, of the abelian category
D(GrG)
Hecke
crit –mod
G[[t]].
Since the categoryD(GrG)crit –mod
G[[t]] is equivalent to Rep(Gˇ), we obtain that the category
D(GrG)
Hecke
crit –mod
G[[t]] is equivalent to the category of Zregg -modules, with the functor being
given by
L 7→ IndHecke(δ1GrG )⊗ L.
Therefore, the D-module F above has such a form for some Zregg -module L.
By a reg- and G[[t]]-equivariant version of Proposition 7.5.1, we can assume that L is finitely
presented. Since Zregg is a polynomial algebra, every finitely presented module admits a finite
resolution by projective ones. This reduces us to the case when L = Zregg . Thus, we obtain that
it is enough to show the following:
(*) The map
Ext•
D(D(GrG)crit –mod)
G[[t]]
(
δ1GrG , Ind
Hecke(δ1GrG )
)
→ Ext•D(ĝcrit –modreg)G[[t]](Vcrit,Vcrit)
is an isomorphism.
To establish (*) we proceed as follows. It is known from [ABG], Theorem 7.6.1, that
Ext•D(D(Gr)crit –mod)G[[t]]
(
δ1GrG , ⊕
V ∈Irr(Rep(Gˇ))
FV ⊗
C
V ∗
)
≃ Sym•(gˇ),
viewed as a graded algebra with an action of Gˇ, where the generators gˇ ⊂ Sym•(gˇ) have degree
2.
Hence, the left-hand side in (*) is isomorphic to the graded algebra over Zregg obtained from
the Gˇ-torsor PGˇ,Zregg and the Gˇ-algebra Sym
•(gˇ), i.e.,
(8.4) PGˇ,Zregg
Gˇ
× Sym•(gˇ) ≃ Sym•Zregg (gˇZ
reg
g
).
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Now we claim that the right-hand side in (*) is also isomorphic to the algebra appearing in
(8.4):
Theorem 8.9.1. There exists a canonical isomorphism of algebras
Ext•D(ĝcrit –modreg)G[[t]](Vcrit,Vcrit) ≃ Sym
•
Z
reg
g
(gˇZregg ),
compatible with the action of N∗
Z
reg
g /Zg
, where the generators gˇ ⊂ Sym•(gˇ) have degree 2.
8.10. Proof of Theorem 8.9.1. From Corollary 8.3.1 and (7.4) we obtain a map
(8.5) gˇZregg → Ext
2
D(ĝcrit –modreg)G[[t]]
(Vcrit,Vcrit),
compatible with the action of N∗
Z
reg
g /Zg
. We are going to show that this map induces the
isomorphism stated in the theorem. We will do it by analyzing the spectral sequence of Sect. 7.3.
Since the ĝcrit-action on Vcrit can be canonically extended to an action of U ren,reg(ĝcrit), from
Lemma 7.4.4 and (7.3), we obtain a map
Ω1(Zregg )→ Ext
1
D(ĝcrit –mod)G[[t]]
(Vcrit,Vcrit).
We will use the following result of [FT]:
Theorem 8.10.1. The cup-product induces an isomorphism of algebras
Ω•(Zregg )→ Ext
•
D(ĝcrit –mod)G[[t]]
(Vcrit,Vcrit).
Recall that ıreg denotes the embedding Spec(Zregg ) →֒ Spec(Zg). Consider the object
ıreg!(Vcrit) ∈ D(ĝcrit –modreg)G[[t]], see Sect. 7.3. By loc.cit., the j-th cohomology of this
complex is isomorphic to Vcrit ⊗
Z
reg
g
Λj(NZregg /Zg).
Consider the cohomological truncation of ı!(Vcrit), leaving the segment in the cohomological
degrees j and j + 1. It gives rise to a map in the derived category
(8.6) φj : Vcrit ⊗
Z
reg
g
Λj+1(NZregg /Zg)→ Vcrit ⊗
Z
reg
g
Λj(NZregg /Zg)[2].
Lemma 8.10.2. The map φj equals the composition
Vcrit ⊗
Z
reg
g
Λj+1(NZregg /Zg)→ Vcrit ⊗
Z
reg
g
NZregg /Zg ⊗
Z
reg
g
Λj(NZregg /Zg)
φ1⊗id
→ Vcrit ⊗
Z
reg
g
Λj(NZregg /Zg)[2].
By Sect. 7.3, we obtain a spectral sequence, converging to Ext•D(ĝcrit –mod)G[[t]](Vcrit,Vcrit),
whose second term is given by
Ei,j2 = Ext
i
D(ĝcrit –modreg)G[[t]]
(Vcrit,Vcrit) ⊗
Z
reg
g
Λj(NZregg /Zg).
Note also that by Lemma 8.10.2, the differential in the above spectral sequence, which maps
Ei−2,j+12 → E
i,j
2 can be expressed through the case when j = 0 as
Ei−2,j+12 ≃ E
i−2,0
2 ⊗
Z
reg
g
Λj+1(NZregg /Zg)→ E
i−2,0
2 ⊗
Z
reg
g
NZregg /Zg ⊗
Z
reg
g
Λj(NZregg /Zg) ≃
≃ Ei−2,12 ⊗
Z
reg
g
Λj(NZregg /Zg)→ E
i,0
2 ⊗
Z
reg
g
Λj(NZregg /Zg) ≃ E
i,j
2 .
Let us observe that the canonical map
(8.7) Extj
D(ĝcrit –mod)G[[t]]
(Vcrit,Vcrit)→ E
0,j
2
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identifies by construction with the map Ωj(Zregg ) → Λj(NZregg /Zg) coming from of (7.3); in
particular, it is injective.
We will prove by induction on i = 1, 2, ... the following statements:
• (i) E2i−1,02 = 0,
• (ii) E2i,02 ≃ Sym
i(gˇZregg ) such that the differential E
2i−2,1
2 → E
2i,0
2 identifies with the
map Symi−1(gˇZregg ) ⊗
Z
reg
g
NZregg /Zg → Sym
i(gˇZregg ).
Note that item (i) above implies that E2i−1,j2 = 0 for any j and that item (ii) implies
that E2i,j2 ≃ Sym
i(gˇZregg ) ⊗
Z
reg
g
Λj(NZregg /Zg) such that the differential identifies with the Koszul
differential Symi−1(gˇZregg ) ⊗
Z
reg
g
Λj(NZregg /Zg)→ Sym
i(gˇZregg ) ⊗
Z
reg
g
Λj−1(NZregg /Zg).
Consider first the base of the induction, i.e., the case i = 1. In this case we know a priori
that E1,02 = 0. We obtain that Ω
1(Zregg ) maps isomorphically onto the kernel of the map
NZregg /Zg ≃ E
0,1
2 → E
2,0
2 . In particular, the map of (8.5) gˇZregg →֒ E
2,0
2 is injective. We claim
that the latter map is surjective as well. Indeed, if it were not, the map in (8.7) would not be
injective for j = 2.
Hence, the differential E0,j2 → E
2,j−1
2 does identify with the corresponding term of the
Koszul differential. In particular, ExtiD(ĝcrit –mod)G[[t]](Vcrit,Vcrit) maps isomorphically to E
0,j
3 ≃
ker(E0,i2 → E
2,i−1
2 ). This implies, in particular, that all the higher differentials E
0,j
k → E
k,j−k−1
k
for k ≥ 3 vanish.
Let us now perform the induction step. Observe that the induction hypothesis, all the terms
of the spectral sequence Ei
′,j
k for 0 < i
′ ≤ 2i− 2 with k ≥ 3 vanish. Therefore, the term E2i+1,02
injects into
ker
(
Ext2i+1
D(ĝcrit –mod)G[[t]]
(Vcrit,Vcrit)→ E
0,2i+1
2
)
,
and as the latter map is injective, we obtain that E2i+1,02 = 0.
By a similar argument we obtain that E2i,13 = E
2i+2,0
3 = 0. Hence, E
2i+2,0
2 identifies with
coker
(
Symi−1(gˇZregg ) ⊗
Z
reg
g
Λ2(NZregg /Zg)→ Sym
i(gˇZregg ) ⊗
Z
reg
g
NZregg /Zg
)
≃ Symi+1(gˇZregg ).
To finish the proof of theorem it remains to remark that, by construction, the cup-product
map
Ext2D(ĝcrit –modreg)G[[t]](Vcrit,Vcrit)⊗ Ext
2i
D(ĝcrit –modreg)G[[t]]
(Vcrit,Vcrit)→
Ext2i+2
D(ĝcrit –modreg)G[[t]]
(Vcrit,Vcrit)
identifies with the multiplication map gˇZregg ⊗ Sym
i(gˇZregg )→ Sym
i+1(gˇZregg ).
8.11. Thus, the two graded algebras appearing in (*) are abstractly isomorphic to one-another.
It remains to see that the existing map indeed induces an isomorphism. Since both algebras
are freely generated by their degree 2 part, it is sufficient to show that the map
gˇZregg ≃ Ext
2
D(D(GrG)crit –mod)
G[[t]]
(
δ1GrG , ⊕
V ∈Irr(Rep(Gˇ))
FV ⊗
C
V ∗Zregg
)
→(8.8)
Ext2D(ĝcrit –modreg)G[[t]](Vcrit,Vcrit) ≃ gˇZregg(8.9)
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is an isomorphism. Since the map of Theorem 8.8.2 is compatible with the action of the
algebroid N∗
Z
reg
g /Zg
, and since gˇZregg is irreducible as a N
∗
Z
reg
g /Zg
-module, if the map in (8.8) were
not an isomorphism, it would be zero. We claim that this leads to a contradiction:
Consider the canonical maps of H•(pt /G) ≃ H•G[[t]](pt) to both the LHS and RHS of (*).
Note that we have a canonical identification
H•(pt /G) ≃ Sym•(h∗)W ≃ Sym•(hˇ)W ≃ Sym•(gˇ)Gˇ.
By the construction of the isomorphism in [ABG], Theorem 7.6.1,
H•(pt /G)→ Ext•D(D(Gr)crit –mod)G[[t]]
(
δ1Gr , Ind
Hecke(δ1Gr)
)
corresponds to the canonical embedding Sym•(gˇ)Gˇ → Sym•(gˇ). Therefore, if the map of (*) was
0 on the generators, it would also annihilate the augmentation ideal in H•(pt /G). However,
we have the following assertion:
Theorem 8.11.1. The map
H•(pt /G) ≃ H•G[[t]](pt)→ Ext
•
D(ĝcrit –modreg)G[[t]]
(Vcrit,Vcrit)
corresponds under the isomorphism of Theorem 8.9.1 to the map
H•(pt /G) ≃ Sym•(gˇ)Gˇ
τ
≃ Sym•(gˇ)Gˇ → PGˇ,Zregg
Gˇ
× Sym•(gˇ) ≃ Sym•(gˇZregg ),
where τ is as in Sect. 7.6.
The proof of this theorem will be given in the next section.
9. A manipulation with equivariant cohomology: proof of Theorem 8.11.1
9.1. We will consider the algebra of self-Exts of Vcrit in a category bigger than ĝcrit –modreg,
namely, in the category ĝcrit –modnilp.
Let PBˇ,Opnilpgˇ
be the canonical Bˇ-torsor on the scheme Opnilpgˇ , and let PBˇ,Opreggˇ
be its re-
striction to Opreggˇ . We will denote by PBˇ,Znilpg and PBˇ,Z
reg
g
the corresponding Bˇ-torsors on
Spec(Znilpg ) and Spec(Z
reg
g ), respectively. If V is a representation of Bˇ (in practice we will take
V = bˇ, nˇ, gˇ/nˇ, etc.), we will denote by V
Z
nilp
g
, VZregg the corresponding modules over Z
nilp
g and
Z
reg
g , respectively.
Recall that by Corollary 4.5.4, the image of the normal NOpreg
gˇ
/Opnilp
gˇ
in the quotient
NZregg /Zg/Ω
1(Zregg )
identifies with nˇZregg ⊂ gˇZregg . From the proof of Theorem 8.9.1 we obtain the following statement.
Lemma 9.1.1. The natural map
Ext•D(ĝcrit –modreg)G[[t]](Vcrit,Vcrit)→ Ext
•
D(ĝcrit –modnilp)G[[t]]
(Vcrit,Vcrit)
induces an isomorphism
Sym•
(
(gˇ/nˇ)Zregg
)
≃ Ext•D(ĝcrit –modnilp)G[[t]](Vcrit,Vcrit).
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By the equivariance of the map in (*) with respect to the algebroid N∗
Z
reg
g /Zg
, the image of
H•(pt /G) in Sym•Zregg (gˇZ
reg
g
) is a priori contained in the subalgebra Sym•(gˇ)Gˇ. Hence, it is
sufficient to show that the composition
Sym•(hˇ)W ≃ H•(pt /G)→ Ext•D(ĝcrit –modnilp)G[[t]](Vcrit,Vcrit) ≃ Sym
•
(
(gˇ/nˇ)Zregg
)
equals the natural map
Sym•(hˇ)W
τ
≃ Sym•(hˇ)W → Sym•(hˇ)→ Sym•
(
(bˇ/nˇ)Zregg
)
→֒ Sym•
(
(gˇ/nˇ)Zregg
)
.
9.2. Consider now the module M0 ∈ ĝcrit –mod
I
nilp. Since AvG[[t]]/I(M0) ≃ Vcrit, by
Sect. 22.10, we obtain an isomorphism
RHomD(ĝcrit –modnilp)G[[t]](Vcrit,Vcrit) ≃ RHomD(ĝcrit –modnilp)I (M0,Vcrit).
It is easy to see that the composition
H•(pt /G[[t]])→ Ext•D(ĝcrit –modnilp)G[[t]](Vcrit,Vcrit)→ Ext
•
D(ĝcrit –modnilp)I
(M0,Vcrit)
equals the map
H•(pt /G[[t]])→ H•(pt /I)→ Ext•D(ĝcrit –modnilp)I (M0,M0)→ Ext
•
D(ĝcrit –modnilp)I
(M0,Vcrit).
By Corollary 13.3.2, the module M0 is flat over Z
nilp
g . Hence, by Lemma 23.1.2
RHom•D(ĝcrit –modnilp)I (M0,M) ≃ RHom
•
D(ĝcrit –modreg)I
(M0,reg,M)
for any M ∈ ĝcrit –mod
I
reg, where M0,reg :=M0 ⊗
Z
nilp
g
Z
reg
g .
Moreover, the map
H•(pt /I)→ Ext•D(ĝcrit –modnilp)I (M0,M0)→ Ext
•
D(ĝcrit –modnilp)I
(M0,Vcrit)
that appears above, equals the map
H•(pt /I)→ Ext•D(ĝcrit –modreg)I (M0,reg,M0,reg)→
→ Ext•D(ĝcrit –modreg)I (M0,reg,Vcrit) ≃ Ext
•
D(ĝcrit –modnilp)I
(M0,Vcrit).
Thus, we obtain a commutative diagram
H•(pt /G[[t]]) −−−−→ H•(pt /I)y y
Sym•
(
(gˇ/nˇ)Zregg
)
∼
−−−−→ Ext•D(ĝcrit –modreg)I (M0,reg,Vcrit),
and it is easy to see that the resulting map
Sym•(hˇ) ≃ H•(pt /I)→ Sym•
(
(gˇ/nˇ)Zregg
)
is a homomorphism of algebras.
Therefore, it suffices to show that the map
hˇ ≃ H2(pt /I)→ Ext2D(ĝcrit –modreg)I (M0,reg,M0,reg)→
→ Ext2D(ĝcrit –modreg)I (M0,reg,Vcrit) ≃ (gˇ/nˇ)Zregg
equals the negative of the tautological map hˇ→ (gˇ/nˇ)Zregg .
Let M be an arbitrary I-equivariant object of ĝcrit –modreg. One easily establishes the
following compatibility of spectral sequences:
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Lemma 9.2.1. The composition
Ext1ĝcrit –mod(M,M)→ Hom(M,M) ⊗
Z
reg
g
NZregg /Zg → Ext
2
D(ĝcrit –modreg)I
(M,M)
equals the composition
Ext1ĝcrit –mod(M,M)→ Hom(M,M)⊗H
2(pt /I)→ Ext2D(ĝcrit –modreg)I (M,M).
Therefore, to complete the proof of Theorem 8.11.1, it is sufficient to construct a map
h∗ → Ext1ĝcrit –mod(M0,reg,M0,reg) such that the composition
h∗ → Ext1ĝcrit –mod(M0,reg,M0,reg)→ Hom(M0,reg,M0,reg)⊗H
2(pt /I)
comes from the natural isomorphism h∗ → H2(pt /I), and the composition
hˇ ≃ h∗ → Ext1ĝcrit –mod(M0,reg,M0,reg)→ Hom(M0,reg,M0,reg) ⊗
Z
reg
g
NZregg /Zg →
→ Hom(M0,reg,M0,reg) ⊗
Z
reg
g
(gˇ/nˇ)Zregg
equals the negative of the embedding hˇ→ (bˇ/nˇ)Zregg .
9.3. The required map h∗ → Ext1ĝcrit –mod(M0,reg,M0,reg) is constructed as follows. By de-
forming the highest weight, we obtain the ”universal” Verma module U(g) ⊗
U(n)
C =: Muniv,
and the corresponding induced module Muniv over ĝcrit. In particular, we have a map h∗ →
Ext1(M0,M0).
Evidently, the composition h∗ → Ext1(M0,M0) → Ext
1(M0,M0,reg) factors canonically
through Ext1ĝcrit –mod(M0,reg,M0,reg).
The fact that the composition h∗ → Ext1ĝcrit –mod(M0,reg,M0,reg) → Hom(M0,reg,M0,reg) ⊗
H2(pt /I) comes from h∗ → H2(pt /I) follows from the corresponding property of the compo-
sition h∗ → Ext1g –mod(M0,M0)→ Hom(M0,M0)⊗H
2(pt /I).
Consider the composition hˇ ≃ h∗ → Hom(M0,reg,M0,reg) ⊗
Z
reg
g
(gˇ/nˇ)Zregg . This map is equi-
variant with respect to the group Aut(D). In particular, if we choose a coordinate on D, the
above map has degree 0 with respect to the action of Gm by loop rotations. Since hˇ equals the
degree 0 subspace of Hom(M0,reg,M0,reg) ⊗
Z
reg
g
(gˇ/nˇ)Zregg (see Sect. 4.7), we obtain that the map
in question factors through some map hˇ→ hˇ.
To prove that the latter map is in fact the negative of the identity, we proceed as follows.
By Sect. 2.5, we have an identification h∗ ⊗ Znilpg ≃ NZnilpg /ZRSg
. Moreover, by Lemma 4.5.5 and
Proposition 7.6.1 the composition
h∗ ⊗ Zregg ≃ NZnilpg /ZRSg
|Spec(Zregg ) → NZnilpg /Zg |Spec(Z
reg
g ) → (gˇ/nˇ)Zregg ,
maps identically onto h∗ ⊗ Zregg ⊂ (gˇ/nˇ)Zregg .
Now, our assertion follows from the fact, that the map
h∗ ⊗ Znilpg → Ext
1(M0,M0)→ Hom(M0,M0) ⊗
Z
nilp
g
N
Z
nilp
g /Zg
equals the negative of
h∗ ⊗ Znilpg ≃ NZnilpg /ZRSg
1⊗id
−→ Hom(M0,M0) ⊗
Z
nilp
g
N
Z
nilp
g /ZRSg
→ Hom(M0,M0) ⊗
Z
nilp
g
N
Z
nilp
g /Zg
by Proposition 7.6.1.
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Part III. Wakimoto modules
In this Part we review the Wakimoto modules which were introduced for an arbitrary affine
Kac-Moody algebra ĝ in [FF1, FF2, F] following the work of Wakimoto [W] in the case of ŝl2.
On the intuitive level, Wakimoto modules are sections of certain D-modules on the Iwahori
orbits on the semi-infinite flag manifold G((t))/B((t)). The construction of [FF1, FF2, F] may
be phrased in terms of a kind of semi-infinite induction functor, as we explain below. This
approach to the Wakimoto modules is similar to the one discussed in [Ar, Vor, GMS]. It uses
the formalism of chiral algebras, and in particular, the chiral algebra of differential operators
on the group G. It also uses the language of semi-infinite cohomology, which was introduced
by Feigin [Fe] and, in the setting of chiral algebras, by Beilinson and Drinfeld [CHA].
Let
◦
G be the big cell B · w0 · B ⊂ G, and for an arbitrary level κ we consider the chiral
algebra Dch(
◦
G)κ of chiral differential operators on it. In Sect. 10 we define the chiral algebra
Dch(
◦
G/N)κ as a BRST reduction of D
ch(
◦
G)κ with respect to n((t)). This chiral algebra can be
thought of as governing D-modules on the big cell in G((t))/N((t)); we show that the natural
homomorphism to it from the chiral algebra, corresponding to the Kac-Moody Lie algebra, ĝκ
coincides with the free field realization homomorphism of Feigin and Frenkel.
By construction, any chiral module over Dch(
◦
G/N)κ is a bi-module over ĝκ and the Heisen-
berg algebra ĥ−κ+κcrit . In Sect. 11 for any such module, we define the induction functor from
the category ĥκ−κcrit –mod to ĝκ –mod. The resulting ĝκ-modules are by definition the Waki-
moto modules. Thus, Wakimoto modules can be viewed as induced from ĥκ−κcrit to ĝκ, using
certain bi-modules.
In Sect. 12 we study cohomological properties of Wakimoto modules and, in particular, their
behavior with respect to the convolution functors. The crucial result that we need below is
Proposition 12.5.1 that states that Wakimoto modules are essentially invariant under convolu-
tion with ”lattice” elements in the Iwahori-Hecke algebra.
In Sect. 13 we specialize to the case κ = κcrit. The crucial result here, due to [F], is that
certain Wakimoto modules are isomorphic to Verma modules over ĝcrit. This fact will allow us
to obtain information about the structure of Verma modules that will be used in the subsequent
sections.
10. Free field realization
In what follows we will use the language of chiral algebras on a curve X , developed in [CHA].
We will fix a point x ∈ X and identify DX -modules supported at this point with underlying
vector spaces. We will identify the formal disc D with the formal neighborhood of x in X .
10.1. Let L be a Lie-* algebra, which we assume to be projective and finitely generated as a
DX -module. Recall that there exists a canonical Tate central extension of L, which is a Lie-*
algebra L̂Tate
0→ ωX → L̂
Tate → L→ 0,
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see [CHA], Sect. 2.7. The key property of L̂Tate is that if M is a chiral module over L̂−Tate
(here ”−” signifies the Baer negative central extension), then we have a well-defined complex
of DX -modules, denoted C
∞
2 (L,M), which we will refer to as the semi-infinite complex of M
with respect to L. We will denote by H
∞
2 (L,M) (resp., H
∞
2 +i(L,M)) the 0-th (resp., i-th)
cohomology of this complex.
If M is supported at the point x ∈ X , by definition, C
∞
2 (L,M) is given by the semi-
infinite complex of the Tate Lie algebra H0DR(D
×, L) with respect to the lattice H0DR(D, L) ⊂
H0DR(D
×, L).
If A is a chiral algebra with a homomorphism L̂−Tate → A, then C
∞
2 (L,A) has a natural
structure of a DG chiral algebra
Let now L′ and L′′ be two central extensions of L by ωX , whose Baer sum is identified with
L̂−Tate, and let M and M′ be L′- and L′′-modules, respectively. Then M⊗M′ is a module over
L̂−Tate, and in this case we will use the notation
M
∞
2
⊗
L
M′ or M
∞
2
⊗
H0DR(D
×,L),H0DR(D,L)
M′
instead of C
∞
2 (L,M ⊗M′). If the latter is acyclic away from cohomological degree 0 we will
denote by the same symbol the corresponding 0-th cohomology.
Finally, let h be a finite-dimensional subspace in H0DR(X,L). In this case, C
∞
2 (L,M) ad-
mits a subcomplex C
∞
2 (L; h,M) of relative cochains. We will sometimes also use the notation
C
∞
2 (L; h, ·) and ·
∞
2
⊗
L;h
·.
10.2. Let Lg, Lb and Ln be the Lie-* algebras, corresponding to the Lie algebras g, b and n,
respectively. For a level κ, we will denote by Lg,κ the corresponding Kac-Moody extension of
Lg by ωX , and by Lb,κ the induced central extension of Lb. Let L̂
Tate
b be the Tate extension
of Lb, and let L̂
′
b,κ be the Baer sum of L̂
Tate
b and Lb,κ′, where κ
′ = −κ− 2κcrit; let L̂b,κ be the
Baer negative of L̂′b,κ.
Since κ′|n = 0, the extension induced by Lb,κ′ on Ln is canonically trivialized. The extension
induced by L̂Tateb is also canonically trivialized, since n is nilpotent. Hence, L̂b,κ comes from
a well-defined central extension L̂h,κ of the commutative Lie-* algebra Lh. We will denote by
L̂′h,κ the Baer negative of L̂h,κ.
Note that when κ is integral, the above central extensions of Lie algebras H0DR(D
×, ?) all
come from the corresponding central extensions of loop groups.
We will denote by Hκ (resp., H
′
κ) the reduced universal enveloping chiral algebra of L̂h,κ
(resp., L̂′h,κ). We will denote by Ag,κ the reduced universal enveloping chiral algebra of Lg,κ.
Let M be a chiral Lb,κ′-module. Since the Tate extension of Lb, induced by the adjoint
action equals the extension induced by the adjoint action on Ln, the complex C
∞
2 (Ln,M)
carries a chiral action of L̂′b,κ. The resulting action of Ln ⊂ L̂
′
b,κ on the individual semi-infinite
cohomologies H
∞
2 +i(Ln,M) is trivial. Hence, we obtain that each H
∞
2 +i(Ln,M) is a chiral
H′κ-module. If R is an Hκ-module, regarded as a L̂b,κ-module, C
∞
2 (Lb,M⊗R) makes sense. If
we suppose, moreover, that C
∞
2 (Ln,M) is acyclic away from degree 0, then
C
∞
2 (Lb,M⊗ R) ≃ H
∞
2 (Ln,M)
∞
2
⊗
Lh
R.
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10.3. Recall now that for any level κ we can introduce the chiral algebra of differential operators
(CADO) Dch(G)κ, which admits two mutually commuting homomorphisms
lg : Ag,κ → D
ch(G)κ ← Ag,κ′ : rg.
Let
◦
G denote the open Bruhat cell B · w0 · B ⊂ G, where w0 is the longest element of the
Weyl group. We will denote by
◦
G/N ,
◦
G/B the corresponding open subsets in G/N and G/B,
respectively.
Let Dch(
◦
G)κ be the induced CADO on
◦
G. Consider the chiral DG algebra C
∞
2 (Ln,D
ch(
◦
G)κ),
where we take Ln mapping to D
ch(
◦
G)κ via
Dch(
◦
G)κ ← D
ch(G)κ
rg
←− Ag,κ′ ← Lg,κ′ ← Ln.
Since
◦
G→
◦
G/N is a principal N -bundle, from [CHA], Sect. 2.8.16 we obtain the following
Lemma 10.3.1. The complex C
∞
2 (Ln,D
ch(
◦
G)κ) is acyclic away from degree zero, and the
resulting chiral algebra is a CADO on
◦
G/N .
Let us denote H
∞
2 (Ln,D
ch(
◦
G)κ) by D
ch(
◦
G/N )κ. By construction, we have a homomorphism
of chiral algebras
Dch(
◦
G/N )κ ← H
′
κ,
which we will denote by rh. We define the chiral algebra D
ch(
◦
G/B)κ as the Lie-* centralizer of
H′κ in D
ch(
◦
G/N)κ. The map lg : Ag,κ → Dch(G)κ induces a homomorphism
(10.1) lg : Ag,κ → D
ch(
◦
G/B)κ.
Again, by construction, we have a canonical map
(10.2) Dch(
◦
G/B)κ → D
ch(
◦
G/N)κ
∞
2
⊗
Lh;h
Hκ.
Lemma 10.3.2. The map in (10.2) is an isomorphism.
The proof will become clear from the discussion in the next section.
10.4. Note that Dch(
◦
G/B)κ is not a CADO on
◦
G/B. We will now give a more explicit, even
if less canonical, description of the chiral algebras Dch(
◦
G/N)κ, D
ch(
◦
G/B)κ and the free field
realization homomorphism.
Let us choose a representative of w0 in W and identify the variety
◦
G ≃ N · w0 · B with the
product N×B, endowed with the action on N on the left and of B on the right. Then Dch(
◦
G)κ
becomes a CADO on this group, isomorphic to Dch(N)⊗Dch(B)κ′ . We will denote the existing
maps
An → D
ch(N) ⊂ Dch(
◦
G)κ and Ab,κ′ → D
ch(B)κ′ ⊂ D
ch(
◦
G)κ
by ln and rb, respectively, and the ”new” maps, as in [AG1],
An → D
ch(N) ⊂ Dch(
◦
G)κ and Âb,κ → D
ch(B)κ′ ⊂ D
ch(
◦
G)κ
by rn, lb, respectively, where Âb,κ is the reduced chiral universal envelope of L̂b,κ.
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Then
(10.3) Dch(
◦
G/N)κ ≃ D
ch(N)⊗ D̂ch(H)κ,
where D̂ch(H)κ is a CADO on H with the maps
Hκ
lh
−→ D̂ch(H)κ
rh
←− H′κ.
As usual, the centralizer of H′κ in D̂
ch(H)κ is Hκ, and we obtain that
Dch(
◦
G/B)κ ≃ D
ch(N)⊗ Hκ.
The above isomorphism makes the assertion of Lemma 10.3.2 manifest: indeed, it follows from
the fact that D̂ch(H)κ
∞
2
⊗
Lh;h
Hκ ≃ Hκ, see Sect. 22.6.
Homomorphism (10.1) therefore gives rise to a homomorphism from the affine Kac-Moody
algebra to the tensor product of the chiral algebras Dch(N) and Hκ:
(10.4) Ag,κ → D
ch(N)⊗ Hκ.
This is the free field realization homomorphism of [FF2, F].
The CADO Dch(N) may be identified with what physicists call the free field βγ system, and
Hκ is a twisted form of a Heisenberg algebra, which is also related to a free bosonic system.
That is why the homomorphism (10.4) is referred to as free field realization.
10.5. Let us now explain in what sense the homomorphism
(10.5) Ag,κ → D
ch(
◦
G/B)κ ≃ D
ch(N)⊗ Hκ
above is an affine analog (i.e., chiralization) of a well-known phenomenon for finite-dimensional
Lie algebras. We will appeal to notations introduced in [AG1].
Consider the variety
◦
G ≃ N ×B with an action of the Lie algebra g on the left. This action
defines a map g → T (
◦
G/N), whose image consists of vector fields, that are invariant with
respect to the action of H ≃ B/N on the right. Since the Lie algebra of such vector fields is
isomorphic to T (N)⊕ (Fun(N)⊗ h), we obtain a map
(10.6) g→ T (N)⊕ (Fun(N)⊗ h) .
The restriction of this map to n ⊂ g is the homomorphism ln → T (N). The restriction to h ⊂ g
is the sum of two maps: one is h → T (N), corresponding to the natural adjoint of H on N ,
and the other is the identity map h→ h ⊂ Fun(N)⊗ h, twisted by w0.
The map of (10.6) can be chiralized in a straightforward way, and we obtain a map of Lie-*
algebras
(10.7) Lg → Θ(N)⊕
(
Fun(Jets(N))⊗ Lh
)
,
where for an affine scheme Y , we denote by Jets(Y ) the DX -scheme of jets into Y , and Θ(Y )
denotes the tangent algebroid on this DX -scheme. By construction, we have
Lemma 10.5.1. The image of Lg,κ ⊂ Ag,κ under (10.5) belongs to
Dch(N)≤1 ⊕
(
Fun(Jets(N)) ⊗ (Hκ)
≤1
)
,
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where (·)≤i denotes the PBW filtration. The composition
Lg,κ → D
ch(N)≤1 ⊕
(
Fun(Jets(N))⊗ (Hκ)
≤1
)
→(
Dch(N)≤1/Dch(N)≤0
)
⊕
(
Fun(Jets(N)⊗
(
(Hκ)
≤1/(Hκ)
≤0
))
≃
≃ Θ(N)⊕
(
Fun(Jets(N)) ⊗ Lh
)
factors through Lg and equals the map of (10.7).
10.6. For the remainder of this section we will specialize to the case when κ = κcrit. The
following basic fact is established in [CHA], Sect. 2.8.17.
Proposition 10.6.1. The Lie-* algebra L̂′h,κ is commutative if and only if κ = κcrit. In this
case there is a canonical isomorphism
Spec(Hcrit) ≃ ConnHˇ(ω
ρ
X)
D,
respecting the torsor structure on both sides with respect to the D-scheme of h∗-values 1-forms
on X.
Since H′crit is commutative, it is contained as a chiral subalgebra in D
ch(
◦
G/B)crit, moreover
from (10.2) we infer:
(10.8) H′crit ≃ z(D
ch(
◦
G/B)crit).
Since Hcrit is commutative as well, from the isomorphism (10.2) we obtain that there exists
a homomorphism (which is easily seen to be an isomorphism) from Hcrit to z(D
ch(
◦
G/B)crit).
Lemma 10.6.2. The resulting homomorphism Hcrit → H
′
crit comes from the sign-inversion
isomorphism Lh,crit → L′h,crit of commutative Lie-* algebras.
10.7. We will now study the homomorphism
(10.9) lg : Ag,crit → D
ch(
◦
G/B)crit.
Proposition 10.7.1. The centralizer of Ag,crit in D
ch(
◦
G/B)crit equals H
′
crit.
Proof. Since H′crit is the center of the chiral algebra D
ch(
◦
G/B)crit, the fact that it centralizes
the image of Ag,crit is evident.
To prove the inclusion in the opposite direction, we will establish a stronger fact. Namely,
that the centralizer in Dch(
◦
G/B)crit of the image of Ln + h is already contained in H
′
crit.
Using the description of Dch(
◦
G/B)crit given in Sect. 10.4, we obtain that the centralizer of
ln(An) in it equals rn(An)⊗ H′crit, in the notation of loc.cit.
Consider now the action of h ∈ Γ(X,Ag,crit) on Dch(
◦
G/N)crit ≃ Dch(N) ⊗ D̂ch(H)crit. By
Sect. 10.5, this action decomposes as a tensor product of the natural adjoint action on Dch(N),
and the action on D̂ch(H)κ given by lh, twisted by w0. Since D̂
ch(H)κ is commutative, the
resulting action of h on Dch(
◦
G/B)crit ≃ Dch(N) ⊗ H′crit is the adjoint action along the first
factor.
This implies our assertion since (An)
h ≃ C, as h acts on n, and hence on An, by characters,
which belong to the positive span of ∆+.

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10.8. Consider now the composition
zg = z(Ag,crit)→ D
ch(
◦
G/B)crit.
From Proposition 10.7.1 we immediately obtain the following result.
Corollary 10.8.1. The image of zg is contained in z(D
ch(
◦
G/B)crit) = H
′
crit.
Thus, we obtain a homomorphism of commutative chiral algebras
(10.10) zg → H
′
crit ≃ Hcrit.
Let us now recall that ultimate form of the isomorphism statement of [FF3, F] (see Theorem
11.3 of [F]):
Theorem 10.8.2. There exists a canonical isomorphism of commutative chiral algebras zg ≃
Fun(Opgˇ(X)) such that the diagram
zg
∼
−−−−→ Fun(Opgˇ(X)
D)y MT∗y
Hcrit
∼
−−−−→ Fun(ConnHˇ(ω
ρ
X)
D)
is commutative, where the left vertical arrow is the map of (10.10), the right vertical arrow
is the Miura transformation of (3.3), and the bottom horizontal arrow is the isomorphism of
Proposition 10.6.1, composed with the automorphism, induced by the automorphism τ := λˇ 7→
−w0(λˇ) of Hˇ.
10.9. To conclude this section let us return to the set-up of Sect. 10.5. Consider the map
g→ T (N), obtained by composing the map of (10.6) with the projection on the T (N)-factor.
It is well-known that lifts of this map to a homomorphism of Lie algebras g→ D(N)≤1, which
on n ⊂ g induce the map ln : n → T (N), are classified by characters of h (and correspond to
G-equivariant twistings on G/B). We would like to establish an affine analog of this statement.
The analog of characters of h will be played by the set of chiral algebra homomorphisms
ψ : Hcrit → OX . For any such ψ, the composition
φ : Lg,crit → D
ch(N)⊗ Hcrit → D
ch(N)
is a Lie-* algebra homomorphism, satisfying:
• The image of φ belongs to Dch(N)≤1,
• The composition Lg,crit → Dch(N)→ Θ(N) equals the composition of the map (10.7),
followed by the projection on the Θ(N)-factor,
• The restriction of φ to Ln equals ln.
Proposition 10.9.1. Let L′g be a central extension of Lg by means of ωX , split over Ln, and
let φ : L′g → D
ch(N) be a homomorphism of Lie-* algebras, satisfying the three properties above.
Then L′g ≃ Lg,crit and φ is obtained from some ψ : Hcrit → OX in the manner described above.
Proof. First, since L′g splits over Ln, we obtain that as a DX -module L
′
g ≃ Lg ⊕ ωX . Let us
show that the bracket on L′g corresponds to the critical pairing. For this, it is sufficient to
calculate the bracket on Lh ⊂ Lg. However, since Lh is commutative, the latter bracket is
independent of the choice of a pair (L′g, φ). Hence, we may choose the pair L
′
g = Lg,crit and a
homomorphism corresponding to some homomorphism ψ : Hcrit → OX . In the latter case, our
assertion is clear.
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Consider the set of all homomorphisms of chiral algebras ψ : Hcrit → OX . By definition,
this is a torsor over Γ(X,ωX ⊗ h∗). Consider now the space of homomorphisms φb : Lb,crit →
Dch(N)≤1, satisfying the same three conditions as φ. This set is also a torsor over Γ(X,ωX⊗h∗).
Moreover, it is easy to see that the map ψ 7→ φ 7→ φ|Lb =: φb is a map of torsors.
Hence, for any φ as in the proposition, there exists a ψ, such that the two homomorphism
Lg,crit → Dch(N)≤1 coincide, when restricted to Lb,crit. We claim that in this case the two
homomorphisms in question coincide on the entire of Lg,crit.
Indeed, let φ1 and φ2 be two such homomorphisms. Then φ1 − φ2 is a map Lg/Lb →
Fun(Jets(N))⊗ωX . Let f be a section on Ln− , and let e be a section of Ln such that [e, f] ∈ Lh.
We obtain that [φ1(f)− φ2(f), φb(e)] = 0. Hence, the image of φ1 − φ2 consists of Ln-invariant
sections of Fun(Jets(N))⊗ ωX , and the latter subspace is ωX .
Again, for f above, let h be a section of Lh such that [f, h] = c · f, where c is a non-zero scalar.
We obtain [φ1(f) − φ2(f), φb(h)] = c · (φ1(f) − φ2(f)). However, by the above, φ1(f) − φ2(f) is
central. Hence, c · (φ1(f)− φ2(f)) = 0, implying our assertion.

11. Construction of Wakimoto modules
11.1. Homomorphism (10.1) allows us to produce representations of Ag,κ, i.e., ĝκ-modules, by
restricting modules of Dch(
◦
G/B)κ. This should be regarded as a chiral analog of the construc-
tion of g-modules by taking sections of twisted D-modules on the big Schubert cell
◦
G/B.
In the applications, modules overDch(
◦
G/B)κ that we will consider are obtained using (10.2),
from pairs of modules: M ∈ Dch(
◦
G/N)κ –mod, and R ∈ Hκ –mod by taking M
∞
2
⊗
Lh
R. Let us
describe the examples of Dch(
◦
G/B)κ-modules that we will consider.
11.2. First, note that if Dch(Y ) is a CADO on (the scheme of jets corresponding to) a smooth
affine X-scheme Y , any left D-module on the scheme Y [[t]] gives rise to a chiral module over
Dch(Y ).
Indeed, if F is such a D-module, it (or, rather, the space of its global sections) is naturally
a chiral module over Fun(Jets(Y )) and a Lie-* module over ΘY . In this case we can induce it
and obtain a chiral module over Dch(Y ).
If Y ′ ⊂ Y is a smooth locally closed subvariety, let us denote by DistY (Y ′) the left
D-module of distributions on Y ′ (i.e., the ∗-extension of the D-module Fun(Y ′)), and let
DistY [[t]](ev
−1(Y ′)) denote the corresponding left D-module on Y [[t]], i.e.,
DistY [[t]](ev
−1(Y ′)) ≃ ev∗(DistY (Y
′)).
Finally, let DistchY (ev
−1(Y ′)) denote the resulting Dch(Y )-module.
Let us take Y =
◦
G and for each element w ∈ W consider Y ′ = Adw0w−1(N) · w0 · N ⊂
◦
G.
For example, if w = w0 we get the D-module of functions on N · w0 · N , and if w = 1 we get
the δ-function at w0 ·N .
Note that ev−1(N) = I0, so we obtain a left D-module DistG[[t]](Adw0w−1(I
0)·w0 ·I0) onG[[t]]
and DistchG (Adw0w−1(I
0) · w0 · I0)κ ∈ Dch(
◦
G)κ –mod. Consider the chiral D
ch(
◦
G/N)κ-module
(11.1) Distch◦
G/N
(ev−1(Adw0w−1(N) · w0))κ := H
∞
2 (Ln,Dist
ch
G (Adw0w−1(I
0) · w0 · I
0)κ).
78 EDWARD FRENKEL AND DENNIS GAITSGORY
In other words, Distch◦
G/N
(ev−1(Adw0w−1(N) · w0))κ is obtained by the above construction
for Y =
◦
G/N and Y ′ = Adw0w−1(N) · w0 ⊂
◦
G/N . From Sect. 10.4 we obtain that
Distch◦
G/N
(ev−1(Adw0w−1(N) · w0))κ is indeed acyclic away from degree 0.
Moreover, as a module over H0DR(D
×, Ln ⊕ L̂′h,κ), it is isomorphic to
DistchN (Adw0w−1(N) ∩N)⊗ Ind
H0DR(D
×,L̂′h,κ)
th[[t]]⊕C
(
Fun (H(tC[[t]]]))
)
.
In particular, as a H0DR(D
×, L̂′h,κ)-module, it is H(tC[[t]]])-integrable, and injective as a
H(tC[[t]]])-representation. Furthermore, it is free over over h[t−1] for any choice of a splitting
h[t−1]→ H0DR(D
×, L̂′h,κ).
11.3. Now, for w ∈W and an Hκ-module R we define the (complex of) Dch(
◦
G/B)κ-modules
(11.2) ′Wwκ (R) := Dist
ch
◦
G/N
(ev−1(Adw0w−1(N) · w0))κ
∞
2
⊗
h((t)),th[[t]]
R.
Note that by the H(tC[[t]]])-integrability of Distch◦
G/N
(ev−1(Adw0w−1(N) · w0))κ, we have
(11.3) ′Wwκ (R) ≃
′Wwκ (AvH(tC[[t]]])(R)),
where AvH(tC[[t]]]) denotes the averaging functor with respect to H(tC[[t]]]), see Sect. 20.7.
Therefore, with no restriction of generality, we can (and will) assume that R is H(tC[[t]]])-
integrable. Under this assumption, as a n((t)))-module
(11.4) ′Wwκ (R) ≃ Dist
ch
N (ev
−1(Adw0w−1(N) ∩N))⊗ R.
In particular, it is acyclic away from degree 0.
We restrict ′Wwκ (R) to Ag,κ and obtain an object of ĝκ –mod, denoted by the same symbol.
Note that when defining ′Wwκ (R), we can avoid mentioning the chiral algebra D
ch(
◦
G/B)κ.
Namely,
′Wwκ (R) ≃
(
DistchG (Adw0w−1(I
0) · w0 · I
0)κ
) ∞
2
⊗
b((t)),n[[t]]+th[[t]]
R.
TheDch(G)κ-module Dist
ch
G (Adw0w−1(I
0)·w0·I0)κ is by construction equivariant with respect
to the group Adw0w−1(I
0), when we think of the action on G((t)) on itself by left multiplication.
Let DistchG (I
0 ·w·I0)κ be the chiralAg,κ-module, obtained from the module Dist
ch
G (Adw0w−1(I
0)·
w0 · I0)κ by applying the left shift by w · w0.
Set
(11.5) Wwκ (R) :=
(
DistchG (I
0 · w · I0)κ
) ∞
2
⊗
b((t)),n[[t]]+th[[t]]
R.
This is what we will call the Wakimoto module of type w corresponding to the Hκ-module R.
Tautologically, as a ĝκ-module,Wwκ (R) is obtained from
′Wwκ (R) by the automorphism Adww0
of g, and it is I0-equivariant. Note, however, that Wwκ (R) does not come by restriction from a
Dch(
◦
G/B)κ-module, unless w = w0.
We have a description of Wwκ (R) similar to (11.4), but with respect to the subalgebra
nww0((t)), where we set nw := Adw(n), N
w = Adw(N). Namely,
(11.6) Wwκ (R) ≃ Dist
ch
Nww0
(
ev−1(Nww0 ∩N)
)
⊗ R
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11.4. Assume now that the Hκ-module R is H [[t]]-integrable. (Having already the assumption
that it is H(tC[[t]]])-integrable, this amounts to requiring that h acts semi-simply with eigen-
values corresponding to integral weights.) We claim that in this case the module Wwκ (R) is
I-integrable.
Indeed, let us instead of DistchG (I
0 · w · I0)κ take the chiral D
ch(G)κ-module
DistchG (I
0 · w · I)κ.
As an object of Dch(G)κ –mod, it is clearly I-integrable with respect to both left and right
action of G((t)) on itself.
Consider H
∞
2 (Ln,Dist
ch(I0 · w · I)κ). This is a H′κ-module, which is H [[t]]-integrable and
injective as an H [[t]]-module.
One easily checks that Wwκ (R) is isomorphic to
H
∞
2
(
Ln,Dist
ch(I0 · w · I)κ
) ∞
2
⊗
Lh;h
R,
which is manifestly I-integrable.
11.5. For a weight λ ∈ h∗ consider the 1-dimensional Lie-* module over L̂h,κ corresponding to
the character λ. Let us denote by πλ the induced chiral module over Hκ.
For future use we introduce the notation
(11.7) Wwκ,λ :=W
w
κ (πw−1(λ+ρ)+ρ).
Observe that the definition of Wwκ,λ can be rewritten as(
H
∞
2
(
n((t)), n[[t]],DistchG (I
0 · w · I0)κ
)th[[t]])
⊗
h
Cw
−1(λ+ρ)+ρ.
Let Mwλ be the g-module equal to DistG(N ·w ·N) ⊗
b,n
Cw
−1(λ+ρ)+ρ. Note that when w = 1,
Mwλ is the Verma module Mλ, and when w = w0, M
w
λ is the dual Verma M
∨
λ . In general, M
w
λ
has always highest weight λ, and it is characterized by the property that it is free with respect
to the Lie subalgebra nww0 ∩ n− and co-free with respect to nww0 ∩ n.
Set Mwκ,λ := Ind
ĝκ
g[[t]]⊕C1(M
w
λ ) be the induced ĝκ-module. We claim that we always have a
map
(11.8) Mwκ,λ →W
w
κ,λ.
This amounts to constructing a map of g[[t]]-modules Mwλ →W
w
κ,λ. We have
Mwλ →֒ DistG[[t]](I
0 · w · I0) ⊗
b[[t]],n[[t]]+th[[t]]
Cw
−1(λ+ρ)+ρ →֒(
DistchG (I
0 · w · I0)κ
)n[[t]]+th[[t]]
⊗
h
Cw
−1(λ+ρ)+ρ,
which maps to the required semi-infinite cohomology.
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12. Convolution action on Wakimoto modules
12.1. In this section we will apply the formalism of convolution functors
⋆ : D(G/K)κ –mod
K′ ×D(ĝκ –mod)
K → D(ĝκ –mod)
K′ ,
where K,K ′ are subgroups of G[[t]] to derive some additional properties of Wakimoto modules.
The subgroups that we will use will be either I0 or G(1), the first congruence sub group in
G[[t]], and if κ is integral, also I. When a confusion is likely to occur, we will use the notation
· ⋆
K
· to emphasize which equivariant derived category we are working in, see Sect. 22.5. We will
identify D-modules on G (resp., G/N , G/B) with the corresponding κ-twisted D-modules on
G((t))/G(1) (resp., F˜lG = G((t))/I
0, FlG = G((t))/I).
Another two pieces of notation that we will need are as follows. If g is a point of G((t)), and
F an object of an arbitrary category with a Harish-Chandra action of G((t)) at level κ, we will
denote by δg ⋆F the twist of F by g. If F is equivariant with respect to a congruence subgroup
K ⊂ G[[t]], then
δg ⋆ F ≃ δgG((t))/K ⋆
K
F,
where δgG((t))/K is the unique κ-twisted D-module on G((t))/K, whose !-fiber at the point
gG((t))/K ∈ G((t))/K is C.
Let U be a pro-unipotent subgroup such that κ|Lie(U) is trivial. Then for F as above, CU ⋆F
will denote the same thing as AvU(F). In other words, if F is equivariant with respect to some
unipotent K ⊂ G[[t]] containing a congruence subgroup, and U′ = U ∩K, then
CU ⋆ F ≃ DistG((t))/K(U/U
′)κ ⋆
K
F ⊗ det (Lie(U)/Lie(U′)[1])
⊗−1
,
where CU/U′ denotes the cohomologically shifted D-module on U/U
′, corresponding via
Riemann-Hilbert to the constant sheaf on U/U′, and DistG((t))/K(U/U
′)κ is the unique
κ-twisted D-module on G((t))/K, supported on U/U′ ⊂ G((t))/K, and whose !-restriction to
this subscheme is Fun(U/U′), see Sect. 21.6.
We will use the following observation:
Lemma 12.1.1. Suppose that U contains two subgroups U1 and U2 such that the multiplication
map defines an isomorphism U1 ×U2 → U. Then
CU ⋆ F ≃ CU1 ⋆ (CU2 ⋆ F).
For w˜ ∈ Waff we will denote by j˜κ,w˜ the unique κ-twisted I
0-equivariant D-module on F˜lG,
supported on I0 · w˜ ⊂ F˜lG, whose !-restriction to this subscheme is isomorphic to Fun(I0 · w˜),
as an I0-equivariant quasi-coherent sheaf. Of course, the isomorphism class of this D-module
depends on the choice of a representative of w˜ in G((t)).
Since j˜κ,w˜ ≃ CI0 ⋆ δw˜G((t))/I0 ⊗ det
(
Lie(I0)/Lie(I0) ∩ Adw˜(Lie(I
0))[1]
)
, from Lemma 12.1.1
we obtain the following:
Lemma 12.1.2. For w˜ ∈ Waff assume that I
0 can be written as a product of subgroups U1 ·U2
such that Adw˜−1(U2) ⊂ I
0. Then for an I0-equivariant object F of a category with a Harish-
Chandra action of G((t)), we have a canonical isomorphism
j˜κ,w˜ ⋆
I0
F ≃ AvU1 (δw˜ ⋆ F)⊗ det (Lie(U1)/Lie(U1) ∩Adw˜(Lie(U1))[1]) .
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Suppose that κ is integral, i.e., comes from a group ind-scheme extension Ĝ((t)) of G((t)) split
over G[[t]]; let us denote by Pκ the resulting line bundle on GrG = G((t))/G[[t]]. In this case
we will denote by jw˜,∗ (resp., jw˜,!) the I-equivariant κ-twisted D-modules on FlG given by the
∗-extension (resp., !-extension) of the twisted right D-module on I · w˜ ⊂ FlG, corresponding to
the restriction of the line bundle Ĝ((t))/I → G((t))/I to this subscheme. If κ is not integral the
above I-equivariant D-modules still make sense for w ∈W .
If l(w˜1) + l(w˜2) = l(w˜1 · w˜2), then
jw˜1,∗ ⋆
I
jw˜2,∗ ≃ jw˜1·w˜2,∗ and jw˜1,! ⋆
I
jw˜2,! ≃ jw˜1·w˜2,!.
Since the functor jw˜,∗ ⋆
I
· is right exact, the above isomorphism implies that the functor jw˜,! ⋆
I
·,
being its quasi-inverse, is left exact.
Let us observe that the definition of jw˜,∗ (resp., jw˜,!) is evidently independent of the choice
of representatives w˜ in G((t)). The direct image of j˜κ,w˜ under F˜lG → FlG is isomorphic to
jw˜,∗ ⊗ (l
w˜
κ )
⊗−1, where lw˜κ is the line defined as
(12.1) lw˜κ := Γ
(
I · w˜,Ωtop(I0 · w˜)⊗ Pκ|I0·w˜
)I0
.
12.2. Let us first observe that for w ∈ W
DistchG (I
0 · w · I0)κ ≃ j˜κ,w ⋆
I0
DistchG (I
0)κ.
Hence, we obtain the following
Lemma 12.2.1. Wwκ (R) ≃ j˜κ,w ⋆
I0
W1κ(R).
If R is integrable with respect to H [[t]], the above lemma implies that
(12.2) Wwκ (R) ≃ jw,∗ ⋆W
1(R),
which, in turn, implies that
(12.3) jw,! ⋆W
w−1(R) ≃W1(R),
and if l(w1 · w2) = l(w1) + l(w2), then
(12.4) jw1,∗ ⋆W
w2(R) ≃Ww1·w2(R).
12.3. For w ∈ W recall that nw (resp., bw) denotes the subalgebra Adw(n) ⊂ g (resp.,
Adw(b) ⊂ g). Note that the Cartan quotient of bw is still canonically identified with h. For
w = w0 we will sometimes also write n
−, b−.
Proposition 12.3.1. For any chiral Hκ-module R,
Wwκ (R) ≃
(
DistchG (I
0)κ
) ∞
2
⊗
bw((t)),tbw[[t]]+n∩nw
R.
Proof. It is enough to show that
H
∞
2 (n((t)), n[[t]],DistchG (I
0 · w · I0)κ) ≃ H
∞
2 (nw((t)), tnw [[t]] + nw ∩ n,DistchG (I
0)κ),
in a way compatible with the Hκ-actions.
Again, we have DistchG (I
0 ·w ·I0)κ ≃ Dist
ch
G (I
0)κ ⋆
I0
j˜κ,w, where we are using the action of G((t))
on itself by right translations. We have I0 = (I0 ∩B−[[t]]) · (I0 ∩N [[t]]). By Lemma 12.1.2, we
obtain that
DistchG (I
0 · w · I0)κ ≃ Dist
ch
G (I
0)κ ⋆ δw ⋆ CN [[t]] ⊗ det
(
n/nw
−1
∩ n[1]
)
.
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Hence, by Sect. 22.7.2
H
∞
2 (n((t)), n[[t]],DistchG (I
0 · w · I0)κ) ≃
≃ H
∞
2 (n((t)), n[[t]],DistchG (I
0)κ ⋆ δw)⊗ det
(
n/nw
−1
∩ n[1]
)
,
which, in turn, is isomorphic to H
∞
2 (nw((t)), nw [[t]],DistchG (I
0)κ) ⊗ det (nw/nw ∩ n[1]). The
determinant line exactly accounts for the change of the lattice nw[[t]] 7→ tnw[[t]] + n ∩ nw.

As a corollary, we obtain the following characterization of the Wakimoto modules Wwκ (R):
Corollary 12.3.2. For an I0-integrable ĝκ′-module M and a chiral Hκ-module R, we have a
quasi-isomorphism
M
∞
2
⊗
g((t)),Lie(I0)
Wwκ (R) ≃ C
∞
2 (bw((t)), tbw [[t]] + n ∩ nw,M⊗ R).
Proof. In view of Proposition 12.3.1, it suffices to show that for any M as in the proposition,
M
∞
2
⊗
g((t)),Lie(I0)
(
DistchG (I
0)κ
)
≃M
as ĝκ-modules. But this follows from Sect. 22.6.

12.4. We will now show that Wakimoto modules of type w ·w0 are well-behaved with respect
to the functor of semi-infinite cohomology of the algebra nw((t)). This is in fact a fundamental
property of Wakimoto modules which was found in [FF2].
Namely, let L be a module over nw((t)), on which the subalgebra tnw[[t]]+n∩nw acts locally
nilpotently. Let R be an Hκ-module, on which th[[t]] acts locally nilpotently. (By (11.3) the
latter is not really restrictive.)
Proposition 12.4.1. Under the above circumstances,
L
∞
2
⊗
nw((t)),tnw[[t]]+n∩nw
Www0κ (R)
is canonically isomorphic to L⊗ R.
Proof. By (11.6), it suffices to show that
L
∞
2
⊗
nw((t)),tnw[[t]]+n∩nw
DistchNw
(
ev−1(Nw ∩N)
)
≃ L.
However, this readily follows from Corollary 22.7.1(2).

12.5. For an integral coweight λˇ let us consider the corresponding point tλˇ ∈ G((t)). We will
also think of λˇ as an element ofWaff corresponding to this orbit. Note that if λ is dominant, the
orbit of I · tλˇ ⊂ FlG has the property that under the projection FlG → GrG it maps one-to-one.
We have already established the transformation property of Wakimoto modules with respect
to convolution with j˜κ,w for w ∈ W , see Lemma 12.2.1. Now we would like to study their
behavior with respect to convolution with j˜κ,λˇ.
Note that we have a natural adjoint action of H((t)) on H0DR(D
×, L̂h,κ), and similarly for
the Baer negative extension. Thus, we obtain that H((t)) acts on the categories Hκ –mod and
H′κ –mod. For t
λˇ ∈ H((t)) we will denote the corresponding functor by R 7→ tλˇ ⋆ R.
LOCAL LANGLANDS CORRESPONDENCE AND AFFINE KAC-MOODY ALGEBRAS 83
The following property of Wakimoto modules will play a crucial role:
Proposition 12.5.1. For a dominant λ we have
j˜κ,λˇ ⋆
I0
Ww0κ (R) ≃W
w0
κ (t
w0(λˇ) ⋆ R).
12.6. Proof of Proposition 12.5.1. Consider the subscheme I0 · tλˇ · I0 ⊂ G((t)). Clearly,
there exists a unique irreducible object of Dch(G)κ –mod
I0,I0 , supported on this subset. Let us
denote it by DistchG (I
0tλˇI0)κ. In particular, for λˇ = 0 we recover Dist
ch
G (I
0)κ.
We have
j˜κ,λˇ ⋆
I0
DistchG (I
0)κ ≃ Dist
ch
G (I
0tλˇI0)κ ≃ Dist
ch
G (I
0)κ ⋆
I0
j˜κ′,λˇ.
Therefore, by Proposition 12.3.1, we have to show that(
DistchG (I
0)κ ⋆
I0
j˜κ′,λˇ
) ∞
2
⊗
b−((t)),tb−[[t]]
R ≃
(
DistchG (I
0)κ
) ∞
2
⊗
b−((t)),tb−[[t]]
(tw0(λˇ) ⋆ R).
Let us write I0+ = I
0 ∩B[[t]] and I0− = I
0 ∩N−[[t]], and recall that the product map defines
an isomorphism I0 = I0+ · I
0
−. Note also that Adtλˇ(I
0
+) ⊂ I
0.
Hence,
DistchG (I
0)κ ⋆
I0
j˜κ′,λˇ ≃ Dist
ch
G (I
0)κ ⋆ δtλˇ ⋆ CI0− ⊗ det
(
tn−[[t]]/tn−[[t]] ∩ Adt−λˇ(tn
−[[t]])[1]
)
.
Therefore, by Lemma 12.1.2 we obtain that(
DistchG (I
0)κ ⋆ j˜κ′,λ
) ∞
2
⊗
b−((t)),tb−[[t]]
R ≃
H
∞
2
(
n−((t)), tn−[[t]],
(
DistchG (I
0)κ ⋆ δtλˇ
)) ∞
2
⊗
h((t)),th[[t]]
R⊗ det
(
tn−[[t]]/Adt−λˇ(tn
−[[t]])[1]
)
.
For a L′b−,κ-module M we have
H
∞
2 (n−((t)), tn−[[t]], tλˇ ⋆M) ≃ tλˇ ⋆ H
∞
2 (n−((t)),Adtλˇ(tn
−[[t]]),M),
as H′κ-modules.
Hence, the expression above can be rewritten as(
H
∞
2
(
n−((t)), tn−[[t]],DistchG (I
0)κ
)
⋆ tλˇ
)
∞
2
⊗
h((t)),th[[t]]
R,
where we have absorbed the determinant line into changing the lattice Adt−λˇ(tn
−[[t]]) 7→
tn−[[t]]. The latter can, in turn, be rewritten as
H
∞
2
(
n−((t)), tn−[[t]],DistchG (I
0)κ
) ∞
2
⊗
h((t)),th[[t]]
(tw0(λˇ) ⋆ R),
which is what we had to show. 8
8The replacement of λˇ by w0(λˇ) comes from the fact that the identifications B/N ≃ H ≃ B−/N− differ by
the automorphism w0 of H.
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13. Wakimoto modules at the critical level
13.1. In this section we will consider in more detail Wakimoto modules at the critical level.
By Proposition 10.6.1 and using the isomorphism H′crit ≃ Hcrit, if R is a quasi-coherent sheaf
on ConnHˇ(ω
ρ
D×
), we can define Wakimoto modules Wwcrit(R) for w ∈W .
Note that for any R, the Wakimoto module Wwcrit(R) carries an action of Hcrit by transport
of structure, and the isomorphism
(13.1) Wwcrit(R) ≃ Dist
ch
Nww0
(
ev−1(Nww0 ∩N)
)
⊗ R
of (11.6) is compatible with the Hcrit-actions.
In particular, from Theorem 10.8.2 combined with Proposition 3.5.1 and (12.4), we obtain
the following result:
Recall that a weight λ is called anti-dominant, if 〈λ, αˇ〉 /∈ Z>0 for any α ∈ ∆+, or equivalently,
if the intersection of the two sets {λ − SpanZ+(∆
+)} and {w(λ), w ∈ W} consists only of the
element α.
Corollary 13.1.1. The action of the center Zg ≃ Fun(Opgˇ(D
×)) on Wwcrit,λ factors through
Z
RS,̟(−λ−ρ)
g ≃ Fun(Op
RS,̟(−λ−ρ)
gˇ ). Moreover, if w
−1(λ + ρ) is dominant, then Wwcrit,λ is flat
over Z
RS,̟(−λ−ρ)
g .
Another useful observation is the following:
Proposition 13.1.2. Let R1,R2 be two Hcrit-modules, on which h ⊂ Γ(X,Hcrit) acts by the
same scalar. Then for any w ∈W the map
HomHcrit(R1,R2)→ Homĝcrit(W
w
crit(R1),W
w
crit(R2))
is an isomorphism.
Proof. Since R is a subspace ofWwcrit(R), the fact that the map in question is injective is evident.
Let us prove the surjectivity.
It will be more convenient to work with ′Wwcrit(Ri) instead ofW
w
crit(Ri), i = 1, 2. As in (13.1),
we have an identification
′Wwcrit(Ri) ≃ Dist
ch
N
(
ev−1(N ∩Nw0w
−1
)
)
⊗ Ri,
respecting the actions of n((t)) and Hcrit.
Let us first analyze the space of endomorphisms DistchN
(
ev−1(N ∩Nw0w
−1
)
)
as a n((t))-
module. We obtain, as in Sect. 22.7.1, that the map rn : Ln → D
ch(N) has the property that
the image of U (n((t))) is dense in Endn((t))
(
DistchN
(
ev−1(N ∩Nw0w
−1
)
))
.
By the assumption on the h-action, and arguing as in the proof of Proposition 10.7.1, we
obtain that any map of vector spaces ′Wwcrit(R1) →
′Wwcrit(R2), compatible with the action of
n((t)) and h ⊂ Γ(X,Ag,crit) has the form
Id
DistchN (ev−1(N∩Nw0w
−1
))⊗ϕ,
where ϕ is some map R1 → R2 as vector spaces. To prove that ϕ is a map of Hcrit-modules, we
argue as follows:
Recall that for a ĝcrit-module M, the semi-infinite cohomology
H
∞
2 (n((t)), tn[[t]] + n ∩ nw0w
−1
,M)
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is naturally a H′crit-module. We will regard it as a Hcrit-module via the isomorphism Hcrit ≃
H′crit. Recall the isomorphism
(13.2) R ≃ H
∞
2 (n((t)), tn[[t]] + n ∩ nw0w
−1
, ′Wwcrit(R))
given by Proposition 12.4.1. From Lemma 10.6.2 we obtain the following
Lemma 13.1.3. The isomorphism (13.2) respects the Hcrit-module structures.
From the construction of the isomorphism of Proposition 12.4.1 it is easy to see that any
map ′Wwcrit(R1) →
′Wwcrit(R2) of the form Id⊗φ induces on the left-hand side of (13.2) the
endomorphism equal to ϕ. Hence, the above lemma implies that φ respects the Hcrit-actions.

13.2. We will now recall a crucial result of [F] (see Proposition 6.3 and Remark 6.4) that
establishes isomorphisms between Wakimoto modules and Verma modules. Note that in [F]
the module Ww0crit,λ is denoted by Wλ,κc .
Proposition 13.2.1. Let λ be such that λ+ ρ is anti-dominant. Then Ww0crit,λ ≃Mλ.
Proof. First, we claim that when λ is anti-dominant, the g-module Mw0λ (see Sect. 11.5) is in
fact isomorphic to the Verma module Mλ.
Indeed, let us note first that Mw0λ has a vector of highest weight λ, i.e., there is a morphism
Mλ →M
w0
λ . Now, it is well-known that the anti-dominance condition on λ+ρ implies that Mλ
is irreducible, hence the above map is injective. The assertion follows now from the fact that
the two modules have the same formal character. This is a prototype of the argument proving
the proposition.
By Sect. 11.5 we have a map in one direction
(13.3) Mλ →W
w0
crit,λ
and we claim that it is an isomorphism. We will regard both sides of (13.3) as modules over
the Kac-Moody algebra C · t∂t⋉ ĝcrit, where we normalize the action of t∂t so that it annihilates
the generating vector in Mλ, and it acts on W
w0
crit,λ by loop rotation.
The map (13.3) clearly respects this action. Moreover, both sides have well-defined formal
characters with respect to the extended Cartan subalgebra C · t∂t⊕ h⊕C1, and a computation
shows that these characters are equal. Therefore, the map (13.3) is surjective if and only if it
is injective.
Suppose that the kernel of the map in question is non-zero. Let v ∈ Mλ be a vector of a
highest weight with respect to C · t∂t ⊕ h⊕ C1; let us denote this weight by µ̂.
Then the quotient Ww0crit,λ/ ImMλ also contains a vector, call it v
′, of weight µ̂. Moreover,
by assumption, v′ projects non-trivially to the space of coinvariants
(
Ww0crit,λ
)
n−[t−1]⊕t−1b[t−1]
However, from (13.1), it follows that the projection
Fun(N [[t]])→
(
Ww0crit,λ
)
t−1n[t−1]⊕t−1h[t−1]
is an isomorphism. Therefore, µ̂ must be of the form
(13.4) µ̂ := (−n, λ− β,−hˇ), n ∈ Z≥0, β ∈ Span+(∆+).
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We will now use the Kac-Kazhdan theorem [KK] that describes the possible highest weights
of submodules of a Verma module. This theorem says that there must exist a sequence of
weights
(0, λ,−hˇ) = µ̂1, µ̂2, ..., µ̂n−1, µ̂n = µ̂
and a sequence of positive affine roots αaff,k such that
(13.5) µ̂k+1 = µ̂k − bk · αaff,k
with bk ∈ Z>0 and such that
bk · (αaff,k, αaff,k) = 2 · (αaff,k, µ̂k + ρaff),
where (·, ·) is the invariant inner product on the Kac-Moody algebra.
Let us write µ̂k = (nk, µk,−hˇ) and{
αaff,k = (mk, ǫk · αk, 0), mk ≥ 0, αk ∈ ∆+, ǫk = ±1 if αaff,k is real,
αaff,k = (mk, 0, 0) if αaff,k is imaginary.
In the latter case we obtain µk+1 = µk. In the former case we have
bk = 〈µ̂k + ρaff , αˇaff,k〉,
and since ρaff = (0, ρ, hˇ) we obtain that bk = ǫk · 〈µk + ρ, αk〉, implying that
(µk+1 + ρ) = sαk(µk + ρ),
regardless of the sign of ǫk.
In particular, we obtain that (λ+ρ)−β belongs to the W -orbit of λ+ρ, but this contradicts
the anti-dominance of λ+ ρ.

13.3. We will use the above proposition to derive information about the structure of other
Wakimoto and Verma modules.
Corollary 13.3.1. For λ such that λ+ρ is anti-dominant and w ∈W we have an isomorphism
Www0crit,w(λ+ρ)−ρ ≃Mw(λ+ρ)−ρ.
Proof. Let us assume that λ is integral. In this case allWwcrit,λ andMw(λ+ρ)−ρ are I-integrable,
and we can use the convolution action of D-modules on G/B ⊂ FlG to pass from one-another.
(If λ is not integral, the proof is essentially the same, when instead of B-equivariant D-
modules on G/B, we will use λ-twisted D-modules and replace the B-equivariant category by
a λ-twisted version.)
It is known that for λ anti-dominant, jw,! ⋆
B
Mλ =Mw(λ+ρ)−ρ. Hence, jw,!⋆
I
Mλ =Mw(λ+ρ)−ρ.
This implies the corollary in view of (12.3).

Since for every weight λ′ there exists an element of the Weyl group such that λ′ = w(λ+ρ)−ρ
with λ anti-dominant, every Verma moduleMλ′ is isomorphic to an appropriate Wakimoto mod-
ule. By combining this with Proposition 3.5.1 and Proposition 13.1.2 we obtain the following
statement.
Corollary 13.3.2. The module Mλ is flat over Z
RS,̟(−λ−ρ)
g . The map
Z
RS,̟(−λ−ρ)
g → Endĝcrit(Mλ)
is an isomorphism.
Let us give an additional proof of the second assertion:
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Proof. As above, we can reduce the statement to the case when λ + ρ is itself anti-dominant,
and Mλ ≃W
w0
crit,λ.
In the latter case, we have to show that the embedding of πw0(λ) into the subspace of vectors
of weight λ in
(
Ww0crit,λ
)
Lie(I0) is an isomorphism.
Consider the bigger subspace
(
Ww0crit,λ
)
n[[t]]. As in the proof of Proposition 10.7.1, this
subspace is isomorphic to Ind
n((t))
n[[t]] (C) ⊗ πw0(λ), which implies that the vectors of weight λ
belong to 1⊗ πw0(λ).

Next, we shall prove Proposition 7.6.3:
Proof. Consider the Wakimoto module Ww0crit,λ when λ is dominant. We claim that Zg acts
on it via Zλ,regg . This follows by combining Proposition 3.5.4 with Theorem 10.8.2 and
the fact that the isomorphism of Proposition 10.6.1 sends the chiral Hcrit-module πµ to
Fun
(
ConnHˇ(ω
ρ
X)
RS,µ
)
.
Composing the map (11.8) with the natural embedding Vλcrit → M
∨
crit,λ we obtain a map
Vλcrit → W
w0
crit,λ, which can be shown to be injective.
9 We obtain that the ideal in the center
that annihilates Ww0crit,λ, annihilates V
λ
crit as well, which is what we had to show.

13.4. Finally, let us derive a corollary of Proposition 12.5.1 at the critical level. In this case
the adjoint action of H((t)) on H0DR(D
×, L̂h,crit) is trivial, and hence we obtain the following
Corollary 13.4.1. For a dominant coweight λˇ and a Hcrit-module R we have an isomorphism
j˜λˇ ⋆
I0
Ww0crit(R) ≃W
w0
crit(R).
Suppose now that R in H [[t]]-integrable. In this case we obtain that
j˜λˇ ⋆
I0
Ww0crit(R) ≃ jλˇ,∗ ⋆
I
Ww0crit(R) ≃W
w0
crit(R),
where both the LHS and RHS are canonically defined, i.e., are independent of the choice of a
representative tλˇ ∈ G((t)). However, the isomorphism between them, given by Corollary 13.4.1,
does depend on this choice. In what follows we will need a more precise version of the above
result:
Corollary 13.4.2. We have an isomorphism
jλˇ,∗ ⋆
I
M−2ρ ≃M−2ρ ⊗ ω
〈−ρ,λˇ〉
x ,
where ωx is the fiber of ωX at x ∈ X, compatible with the natural actions of Lie(Aut(D)) on
both sides.
Note that 〈−ρ, λˇ〉, appearing in the corollary, may be a half-integer. In the above formula
the expression ω
〈−ρ,λˇ〉
x involves a choice of a square root of ωX , as does the construction of the
critical line bundle on GrGad . However, the character of Lie(Aut(D)) on ω
〈−ρ,λˇ〉
x is, of course,
independent of this choice.
9We will supply a proof in the next paper in the series.
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Remark 13.4.3. By considering the action of the renormalized universal enveloping algebra as
in Sect. 7.4, one shows that, more generally, there is an isomorphism
jλˇ,∗ ⋆
I
Ww0crit,µ ≃W
w0
crit,µ ⊗ ω
〈µ+ρ,λˇ〉
x ,
compatible with the Lie(Aut(D))-actions.
Proof. The existence of an isomorphism stated in the corollary follows by combining Propo-
sition 13.2.1 and Corollary 13.4.1. By Proposition 13.1.2, we obtain that there exists a line,
acted on by (a double cover of) Aut(D), and a canonical isomorphism
jλˇ,∗ ⋆
I
M−2ρ ≃M−2ρ ⊗ l,
compatible with the Lie(Aut(D))-actions.
We have to show that the character of Lie(Aut(D)), corresponding to l, equals that of
ω
〈−ρ,λˇ〉
x . Let t∂t ∈ Lie(Aut(D)) be the Euler vector field, corresponding to the coordinate t on
D. It suffices to show that the highest weight of jλˇ,∗ ⋆
I
M−2ρ with respect to C · t∂t ⊕ h equals
(−〈ρ, λˇ〉,−2ρ).
The module in question identifies with Γ(FlG, jλˇ,∗). The highest weight line in Γ(FlG, jλˇ,∗)
consists of I0-invariant sections of this D-module, that are supported on the I-orbit of tλˇ.
Now the fact that t∂t acts on this line by the character equal to −〈ρ, λˇ〉 is a straightforward
calculation, as in [BD1], Sect. 9.1.

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Part IV. Proof of Main Theorem 6.3.2
The goal of this Part is to prove Main Theorem 6.3.2:
There is an equivalence of categories
fF : f ĝcrit –mod
I,m
nilp ≃ QCoh
(
Spec(h0)×Op
nilp
gˇ
)
.
In Sect. 14 we introduce the module Π as induced from the big projective module Π over
the finite-dimensional Lie algebra g. We first review the properties of Π, and the corresponding
properties of Π, related to the notion of partial integrability. The functor fF is then defined as
fF(M) = Hom(Π,M),
and we state Main Theorem 14.4.5 which asserts that this functor is exact.
As we shall see later (see Sect. 16), both Main Theorem 14.4.5 and Main Theorem 6.3.2
follow once we can compute RHomDb(ĝcrit –modnilp)I0 (Π,Mw0), where Mw0 is the corresponding
Verma module over ĝcrit. Also in Sect. 16 (see Proposition 16.1.1) we show that it is sufficient
to compute RHomDb(ĝcrit –modreg)I0 (Πreg,Mw0,reg), where Πreg and Mw0,reg are the restrictions
of the corresponding modules to the subscheme Opreggˇ ⊂ Op
nilp
gˇ .
The computation of RHomDb(ĝcrit –modreg)I0 (Πreg,Mw0,reg) is carried out in Sect. 15. We
reduce it to a calculation involving D-modules on the affine Grassmannian once we can identify
Πreg as sections of some specific critically twisted D-module on Gr. The latter identification is
given by Theorem 15.2.1. This theorem is proved in Sect. 17 by a rather explicit argument.
Having proved Main Theorem 6.3.2, we compare in Sect. 18 the functor Hom
ĝcrit –mod
I,m
nilp
(Π, ·)
with the one given by semi-infinite cohomology with respect to the Lie algebra n−((t)) against
a non-degenerate character. We show that the two functors are isomorphic. We also express
the semi-infinite cohomology of n((t)) with coefficients in a ĝcrit-module of the form Γ(GrG,F),
where F is a critically twisted D-module on GrG, in terms of the de Rham cohomologies of the
restrictions of F to N((t))-orbits in GrG.
14. The module Π
14.1. Recall from Sect. 7.7 that O0 denotes the subcategory of the category O of g-modules,
whose objects are modules with central character ̟(ρ). According to [BB], the functor of
global sections induces an equivalence between the category of N -equivariant (or, equivalently,
B-monodromic) left D-modules on G/B and O0.
To simplify our notation slightly, we will use the notation Mw instead of Mw(ρ)−ρ and M
∨
w
instead of M∨w(ρ)−ρ. We will denote by Lw the irreducible quotient of Mw. By Mw, M
∨
w and
Lw we will denote the corresponding induced representations of ĝ at the critical level.
By definition, objects of O0 are N -integrable, and the condition on the central character
implies that they are in fact B-monodromic. Hence, every object M ∈ O0 carries an action of
the commutative algebra h. This is the obstruction to being B-equivariant. (The notions of B-
integrability (equivalently, B-equivariance), N -integrability and B-monodromicity are defined
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as their I- and I0-counterparts and make sense in any category C with a Harish-Chandra action
of G.)
Lemma 14.1.1. For every M ∈ O0, the action of Sym(h) on M factors through Sym(h)→ h0.
The lemma follows, e.g., from the localization theorem of [BB]. Thus, we obtain that the
algebra h0 maps to the center of O0. In fact, it follows from [Be] that h0 is isomorphic to the
center of O0.
As in Sect. 6.3, we will call an object M ∈ O0 partially integrable if it admits a filtration
such that each successive quotient is integrable with respect to a parabolic subalgebra b + slı2
for some ι ∈ I. This notion makes sense in an arbitrary category with a Harish-Chandra action
of G.
We will denote by fO0 the quotient abelian category of O0 by the subcategory of partially
integrable objects. We will denote by M 7→ fM the projection functor O0 → fO0.
Let Π be a ”longest” indecomposable projective in O0. By definition:
Hom(Π, Lw0) = C, Hom(Π, Lw) = 0 if w 6= w0.
Moreover, Π is known to be isomorphic (non-canonically) to its contragredient dual. We have
the following result (see [BG]):
Lemma 14.1.2.
(1) The map h0 → End(Π) is an isomorphism.
(2) The functor M 7→ Hom(Π,M) induces an equivalence fO0 → h0 –mod.
By construction, the image fΠ of Π in fO0 identifies with the free h0-module with one
generator. The maps Mw0 → Lw0 → M
∨
w0 induce isomorphisms
fMw0 →
fLw0 →
fM∨w0 , and
all identify with the trivial h0-module C.
We will now recall the construction of Π as
(14.1) Π = Γ(G/B,Ξ),
where Ξ is a certain left D-module on G/B.
14.2. To describe Ξ we need to introduce some notation, which will also be used in the sequel.
Let ψ : N− → Ga be a non-degenerate character. By a slight abuse of notation, we will denote
also by ψ its differential: n− → C.
Let eψ denote the pull-back of the ”ex” D-module from Ga to N−. This is a ”character
sheaf” in the sense of Sect. 20.12.
If N− acts (in the Harish-Chandra sense) on a category C, we will denote by CN
−,ψ the cor-
responding (N−, ψ)-equivariant category (see Sect. 20.12), and by D(C)N
−,ψ the corresponding
triangulated category. Since N− is unipotent, the natural forgetful functor D(C)N
−,ψ → D(C)
is fully faithful, see Sect. 20.12.
Following Sect. 20.12, we will denote denote by AvN−,ψ the functor
M 7→ eψ ⋆M⊗ det(n−[1])−1 : D(C)→ D(C)N
−,ψ.
This functor is the right adjoint and a left quasi-inverse to D(C)N
−,ψ → D(C).
Lemma 14.2.1. Suppose that C is endowed with a Harish-Chandra action of G, and let M ∈
CB,m be partially integrable, then AvN−,ψ(M) = 0.
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Proof. We can assume that M is an object of C integrable with respect to a parabolic subgroup
P ι for some ι ∈ I. Then the convolution eψ ⋆ F factors through the direct image of eψ under
N− →֒ G։ G/P ι, and the latter is clearly 0.

For example, if N− acts on a scheme Y , in this way we obtain the category of (N−, ψ)-
equivariant D-modules on Y . In other words, its objects are D-modules F on Y , together with
an isomorphism
act∗(F) ≃ eψ ⊠ F ∈ D(N− × Y ) –mod,
compatible with the restriction to the unit section and associative in the natural sense. One
can show that in this case the functor
D(D(Y ) –modN
−,ψ)→ D(D(Y ) –mod)N
−,ψ
is an equivalence.
If we restrict ourselves to holonomic D-modules, or, rather, if we take the corresponding
triangulated category (which, by definition, is the full subcategory of D(D(Y ) –mod), consisting
of complexes with holonomic cohomologies), then in addition to the functor F 7→ eψ ⋆F we also
have a functor
F 7→ eψ
!
⋆M : D(D(Y )hol –mod)→ D(D(Y )hol –mod)
N−,ψ,
corresponding to taking direct image with compact supports. This functor, tensored
with det(n−[1]), is the left adjoint and a left quasi-inverse to the tautological functor
D(D(Y )hol –mod)
N−,−ψ → D(D(Y )hol –mod).
Proposition 14.2.2. Suppose that Y is acted on by G. Then for F ∈ D(D(Y )hol –mod)B,m
the canonical arrow: eψ
!
⋆ F → eψ ⋆ F is an isomorphism. In particular, the functor
D(D(Y )hol –mod)
B,m → D(D(Y )hol –mod)
eψ⋆·
−→ D(D(Y )hol –mod)
N−,−ψ
is exact.
Proof. It is enough to analyze the functor F 7→ eψ ⋆ F on the subcategory D(Y )hol –mod
B.
The basic observation is that the D-module
DistG/B(N
−, ψ) := eψ ⋆ δ1G/B ∈ D(G/B) –mod
B−,ψ,
which is by definition the ∗-extension of eψ under N− · 1G/B →֒ G/B, is clean. This means
that the ∗-extension coincides with the !-extension, or, which is the same, that the arrow
eψ
!
⋆ δ1G/B → e
ψ ⋆ δ1G/B is an isomorphism. (One easily shows that by observing that for
any g ∈ G/B \ N−, the restriction of ψ to its stabilizer in N− is non-trivial.) In particular,
DistG/B(N
−, ψ) is the Verdier dual of DistG/B(N
−,−ψ).
Note that for F ∈ D(Y )hol –mod
B ,
(14.2) eψ ⋆ F ≃ DistG/B(N
−, ψ) ⋆
B
F,
and similarly for eψ
!
⋆ F. This establishes the assertion of the proposition.

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14.3. After these preliminaries, we are ready to introduce Ξ:
Ξ := CN
!
⋆DistG/B(N
−, ψ)⊗ det(n[1]) ∈ D(D(G/B) –mod)N ,
where
F 7→ CN
!
⋆ F ⊗ det(n[1])⊗2
is the functor D(D(G/B)hol –mod) → D(D(G/B)hol –mod)N , left adjoint to the tautological
functor D(D(G/B)hol –mod)
N → D(D(G/B)hol –mod). Explicitly, CN
!
⋆ · ⊗ det(n[1]) is given
by convolution with compact supports with the constant D-module on N .
Proposition 14.3.1.
(1) The complex Ξ is concentrated in cohomological degree 0.
(2) Ξ is projective as an object of D(G/B) –modN
(3) Ξ is non-canonically Verdier self-dual, i.e. Ξ ≃ CN ⋆DistG/B(N
−,−ψ)⊗ det(n[1])−1.
(4) Ξ is canonically independent of the choice of ψ.
Proof. Consider the functor F 7→ RHom(Ξ,F) on the category D(D(G/B) –mod)N . We have
RHomD(D(G/B) –mod)N (Ξ,F) ≃ RHomD(D(G/B) –mod)(e
ψ !⋆ δ1G/B ,F)⊗ det(n[1]),
which, in turn, is isomorphic to
RHomD(D(G/B) –mod)(δ1G/B , e
ψ′ ⋆ F)⊗ det(n[1]),
where ψ′ = −ψ.
By Lemma 14.2.2, eψ
′
⋆ F is concentrated in cohomological degree 0. Moreover, it is lisse
near 1G/B. Hence, the above RHom is concentrated in cohomological degree 0.
Now, we will use the fact that D(D(G/B) –mod)N is equivalent to the derived category of
the abelian category D(G/B) –mod. Then the above property of RHom implies simultaneously
assertions (1) and (2) of the proposition.
The above expression for RHom(Ξ,F) also implies that it is 0 if F is partially integrable,
and RHom(Ξ, δ1G/B ) is one-dimensional. This implies that Ξ corresponds to a projective cover
of δ1G/B ∈ D(G/B) –mod
N , i.e., Γ(G/B,Ξ) ≃ Π.
Since it is known that contravariant duality on O0 goes over to Verdier duality on
D(G/B) –modN , assertion (3) of the proposition holds.
The fact that Ξ is non-canonically independent of the choice of ψ also follows, since we have
shown that (14.1) is valid for any choice of ψ. To establish that it is canonically independent,
we argue as follows:
Let ψ′ be another non-degenerate character of N−. Then there exists an element h ∈ H ,
which, under the adjoint action of H on N−, transforms ψ to ψ′.
Since Ξ is B-monodromic, we have a canonical isomorphism of D-modules h∗(Ξ) ≃ Ξ. How-
ever, from the construction of Ξ, we have h∗(Ξ) ≃ Ξ′, where the latter is the D-module con-
structed starting from ψ′.

For any category C with a Harish-Chandra action of G we can consider the functor
F 7→ Ξ ⋆
B
F : D(C)B → D(C)N .
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Proposition 14.3.2.
(1) The above functor is exact, and it annihilates an object F ∈ C if and only if F is partially
integrable.
(2) For M1,M2 ∈ D(C)B we have a non-canonical but functorial isomorphism
RHomD(C)(Ξ ⋆M1,M2) ≃ RHomD(C)(M1,Ξ ⋆M2).
Proof. Using Proposition 14.3.1(3), we can rewrite the functor in question as
F 7→ CN ⋆ e
ψ ⋆ F ⊗ det(n[1])−1.
Hence, the fact that it annihilates partially integrable objects follows from Lemma 14.2.1.
Recall that the object Π ∈ O0 is tilting, i.e., it admits two filtrations: one, whose succes-
sive quotients are isomorphic to Verma modules, and another, whose successive quotients are
dual Vermas. Hence, Ξ also admits such filtrations, with subquotients being jw,! and jw,∗,
respectively. It is clear that convolution with the latter is right exact. The convolution with
jw,!, being a quasi-inverse of the convolution with jw−1,∗, is therefore left exact.This proves the
exactness assertion of the proposition.
Finally, let us show that if F is not partially integrable, then Ξ ⋆ F 6= 0. Let fC be the
quotient category of C by the Serre subcategory of partially integrable objects. Let fF be the
image of F in fC.
We claim that the image of Ξ⋆F in fC is endowed with an increasing filtration of length |W |,
whose subquotients are all isomorphic to fF. This follows from the existence of the filtration
on Ξ by jw,!: Indeed, the cokernel of the map δ1G/B → jw,! is partially integrable, hence
fF → f (jw,! ⋆
B
F) is an isomorphism.
Now let us prove assertion (2) of the proposition. By Sect. 22.10.1,
RHomD(C)(Ξ ⋆
B
M1,M2) ≃ RHomD(C)B (M1, Ξ˜ ⋆M2),
where Ξ˜ is the corresponding dual D-module on B\G. Since M2 was assumed B-equivariant,
Ξ˜ ⋆M2 ≃ (Ξ˜ ⋆ CB) ⋆
B
M2 ⊗ det(b[1]).
Similarly, by the B-equivariance of M1,
RHomD(C)(M1,Ξ ⋆M2) ≃ RHomD(C)B (M1, (CB ⋆ Ξ) ⋆M2).
Hence, it remains to see that
CB ⋆ Ξ ≃ Ξ˜ ⋆ CB ⊗ det(b[1]) ∈ D(D(G/B) –mod)
B ≃ D(D(G) –mod)B×B.
Using Proposition 14.3.1(3), the left-hand side is isomorphic to AvB×B(DistG(N
−, ψ)), and
using Proposition 14.3.1(4), the right-hand side is isomorphic to the same thing.

14.4. Let us return to representations of affine algebras at the critical level. We define the
module Π ∈ ĝcrit –mod as
(14.3) Π = Indĝcrit
g[[t]]⊕C1(Π).
By Sect. 7.7, Π belongs to ĝcrit –mod
I,m
nilp.
From the tilting property of Π, we obtain that Π admits two filtrations: one whose sub-
quotients are modules of the form Mw, and another, whose subquotients are of the form M∨w.
Together with Corollary 13.3.2 this implies:
Corollary 14.4.1. The module Π is flat over Znilpg .
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Using our conventions concerning twisted D-modules on FlG, we can rewrite the definition
of Π as
Γ(FlG,Ξ),
where we think of Ξ as living on FlG via G/B →֒ FlG.
Note that for M• ∈ D(ĝcrit –mod)I , the convolution Ξ ⋆
I
M• is tautologically the same as
Ξ ⋆
B
M•, when we think of M• is a g-module via g →֒ ĝcrit.
Proposition 14.4.2. If an object M of ĝcrit –mod
I,m
nilp is partially integrable, then
RHomDb(ĝcrit –modnilp)I0 (Π,M) = 0.
Proof. By Proposition 7.5.1, we can assume that M is I-integrable. In this case the assertion
follows readily from Proposition 14.3.2.

Obviously, the induction functor O0 → ĝcrit –mod
I,m
nilp descends to a well-defined functor
fO0 → f ĝcrit –mod
I,m
nilp. Let
M 7→ fM
denote the projection functor ĝcrit –mod
I,m
nilp →
f ĝcrit –mod
I,m
nilp. In particular, we obtain the
modules fMw and fΠ in f ĝcrit –mod
I,m
nilp.
From Proposition 14.4.2 we obtain the following
Corollary 14.4.3. The map
RHomDb(ĝcrit –modnilp)I0 (Π,M)→ RHomfDb(ĝcrit –modnilp)I0 (
fΠ, fM)
is an isomorphism.
Since we have a surjection Π→ Mw0 , we also obtain the following
Corollary 14.4.4. If an object M of ĝcrit –mod
I,m
nilp is partially integrable, then Hom(Mw0 ,M) =
0.
The main theorem in Part IV, from which we will derive Main Theorem 6.3.2 is the following:
Main Theorem 14.4.5. For any object M of ĝcrit –mod
I,m
nilp we have
RiHomDb(ĝcrit –modnilp)I0 (Π,M) = 0 for i > 0.
15. The module Πreg via the affine Grassmannian
We proceed with the proof of Main Theorem 14.4.5.
15.1. Consider the quotient Zregg of Z
nilp
g . We will denote by Πreg and Mw0,reg the modules
Π ⊗
Z
nilp
g
Z
reg
g andM ⊗
Z
nilp
g
Z
reg
g , respectively. The goal of this section is to express these ĝcrit-modules
as sections of critically twisted D-modules on the affine Grassmannian.
Consider the element of the extended affine Weyl group equal to w0 · ρˇ = −ρˇ ·w0. Let jw0·ρˇ,∗
and jw0·ρˇ,! denote the corresponding critically twisted D-modules on FlG.
Note that w0 · ρˇ is minimal in its coset inW\Waff/W , in particular, the orbit I ·(w0 · ρˇ) ⊂ FlG
projects one-to-one under FlG → GrG. Hence, jw0·ρˇ,! ⋆
I
δ1GrG it the D-module on GrG, obtained
as the extension by 0 from the Iwahori orbit of the element t−ρˇ ∈ GrG. Let us denote by
ICw0·ρˇ,GrG the intersection cohomology D-module corresponding to the above I-orbit.
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We have the maps
(15.1) jw0·ρˇ,! ⋆
I
δ1GrG ։ ICw0·ρˇ,GrG →֒ jw0·ρˇ,∗ ⋆I
δ1GrG ,
such that the kernel of the first map and cokernel of the second map are supported on the
closed subset GrG
ρˇ −GrρˇG ⊂ GrG.
Proposition 15.1.1. The maps
Ξ ⋆
I
jw0·ρˇ,! ⋆
I
δ1GrG → Ξ ⋆I
ICw0·ρˇ,GrG → Ξ ⋆
I
jw0·ρˇ,∗ ⋆
I
δ1GrG
are isomorphisms.
The proposition follows from Proposition 14.3.2, using the following lemma:
Lemma 15.1.2. Any I-monodromic D-module on GrG, supported on GrG
ρˇ −GrρˇG is partially
integrable.
Proof. Recall that the G[[t]]–orbits on GrG are labeled by the set of dominant coweights of G;
for a coweight λˇ we will denote by
GrλˇG
embλˇ
→֒ GrG
the embedding of the corresponding orbit. The quotient G(1)\GrλˇG is a G-homogeneous space,
isomorphic to a partial flag variety. We identify it with with G/P by requiring that the point
w0 · tλˇ ∈ G((t)) project to 1G/P ⊂ G/P ; we have P = B if and only if λˇ is regular.
Note that the G[[t]]-orbits appearing in GrG
ρˇ−GrρˇG all correspond to irregular λˇ. Therefore,
it is enough to show that an irreducible I-equivariant D-module on GrλˇG with irregular λˇ is
partially integrable.
Any such D-module comes as a pull-back from a an irreducible B-equivariant D-module on
G/P for some parabolic P , strictly larger than B. By definition, irreducible B-equivariant
D-modules on G/P are IC-sheaves of closures of B-orbits on G/P . So, it is enough to show
that any such closure is stable under SLι2 for some ι ∈ I. But this is nearly evident:
The orbit of 1G/P is clearly P -stable. Any other orbit corresponds to some element w ∈ W
of length more than 1. Hence there exists a simple reflection sι such that sι · w < w. Then
the orbit, corresponding to sι ·w is contained in the closure of the one corresponding to w, and
their union is SLι2 stable.

Let us denote by πλˇ the map from Gr
λˇ
G to the corresponding partial flag variety G/P . The
following lemma follows directly from definitions.
Lemma 15.1.3. Let w˜ be an element of Waff which is minimal in its double coset W\Waff/W ,
and λˇ the corresponding dominant coweight. Assume that λˇ is regular, and let F be a D-module
on G/B. We have
F ⋆ jw˜,! ⋆ δ1GrG ≃ (embλˇ)! ◦ π
∗
λˇ
(F) and F ⋆ jw˜,∗ ⋆ δ1GrG ≃ (embλˇ)∗ ◦ π
∗
λˇ
(F).
Therefore, we can rewrite
Ξ ⋆
I
jw0·ρˇ,! ⋆
I
δ1GrG ≃ (embρˇ)! ◦ π
∗
ρˇ(Ξ), and Ξ ⋆
I
jw0·ρˇ,∗ ⋆
I
δ1GrG ≃ (embρˇ)∗ ◦ π
∗
ρˇ(Ξ)
Hence, the assertion of Proposition 15.1.1 can be reformulated as cleanness of the perverse sheaf
π∗ρˇ(Ξ) on Gr
ρˇ
G, i.e., that the map
(embρˇ)! ◦ π
∗
ρˇ(Ξ)→ (embρˇ)∗ ◦ π
∗
ρˇ(Ξ)
is an isomorphism.
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15.2. Set
Lw0 := ICw0·ρˇ,GrG ⋆
G
Vcrit = Γ(GrG, ICw0·ρˇ,GrG).
A key result, from which we will derive the main theorem is the following:
Theorem 15.2.1. There exists a canonically defined map Mw0,reg ⊗ ω
〈ρ,ρˇ〉
x → Lw0 such that:
(a) The above map is surjective and its kernel is partially integrable.
(b) The induced map
Πreg ⊗ ω
〈ρ,ρˇ〉
x ≃ Ξ ⋆
I
Mw0,reg ⊗ ω
〈ρ,ρˇ〉
x → Ξ ⋆
I
ICw0·ρˇ,GrG ⋆
G
Vcrit ≃ Γ(GrG,Ξ ⋆
I
ICw0·ρˇ,GrG)
is an isomorphism.
This theorem will be proved in Sect. 17. Let us now state a corollary of Theorem 15.2.1 that
will be used in the proof of Main Theorem 14.4.5.
Corollary 15.2.2. For any i > 0, RiHomDb(ĝcrit –modreg)I0 (Πreg,Mw0,reg) = 0, and the natural
map Zregg → Hom(Πreg,Mw0,reg) is an isomorphism.
Let us prove this corollary. By Proposition 14.4.2, it is sufficient to compute
RHomDb(ĝcrit –modnilp)I0
(
Γ(GrG,Ξ ⋆
I
ICw0·ρˇ,GrG),Γ(GrG, ICw0·ρˇ,GrG)
)
.
By Theorem 8.8.2, the latter RHom is isomorphic to
RHomD(D(GrG)crit –mod)
(
Ξ ⋆
I
ICw0·ρˇ,GrG , ⊕
V ∈Irr(Rep(Gˇ))
ICw0·ρˇ,GrG ⋆FV ∗ ⊗
C
VZregg
)
.
Let I−,0 be the subgroup ofG[[t]] equal to the preimage ofN− ⊂ G under the evaluation map.
By composing with ψ : N− → Ga, we obtain a character on I−,0, denoted in the same way, and
we can consider the category D(GrG)crit –mod
I−,0,ψ of (I−,0, ψ)-equivariant D-modules, and
the corresponding triangulated category.
As in Sect. 14.2, the forgetful functor D(D(GrG)crit –mod
I−,0,ψ) →֒ D(D(GrG)crit –mod)
admits a right adjoint, which we will denote by AvI−,0,ψ, given by convolution with the corre-
sponding D-module on I−,0.
From Proposition 14.2.2 we obtain that the composition
D(D(GrG)crit –mod)
I,m → D(D(GrG)crit –mod)→ D(D(GrG)crit –mod)
I−,0,ψ,
where the last arrow is the functor F 7→ AvI−,0,ψ(F) ⊗ det(n
−[1])−1 is exact, and essentially
commutes with the Verdier duality on the holonomic subcategory.
By the construction of Ξ, for F1 ∈ D(GrG)crit –mod
I and F2 ∈ D(GrG)crit –mod
I,m
RHomD(D(GrG)crit –mod)(Ξ ⋆
I
F1,F2) ≃
RHomD(D(GrG)crit –mod)I−,0,ψ
(
AvI−,0,ψ(F1),AvI−,0,ψ(F2)
)
.
Using the exactness property of AvI−,0,ψ mentioned above, Corollary 15.2.2 follows from the
next general result:
Theorem 15.2.3. For any two F′1,F
′
2 ∈ D(GrG)crit –mod
I−,0,ψ and i > 0
RiHomD(D(GrG)crit –mod)(F
′
1,F
′
2) = 0.
The functor D(GrG)crit –mod
G[[t]] → D(GrG)crit –mod
I−,0,ψ, given by
F 7→ AvI−,0,ψ(ICw0·ρˇ ⋆F),
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is an equivalence of abelian categories.
The proof of Theorem 15.2.3 is a word-for-word repetition of the proof of the main theorem
of [FGV], using the fact that the combinatorics of I0 (resp., I−,0) orbits on GrG is the same
as that of N((t)) (resp., N−((t))) orbits. The main point is that any irreducible object of
D(GrG)crit –mod
I−,0,ψ is a clean extension from a character sheaf on an orbit.
16. Proofs of the main theorems
In this section we will prove Main Theorem 14.4.5 and derive from it Main Theorem 6.3.2,
assuming Theorem 15.2.1 (which is proved in the next section).
16.1. In Corollary 15.2.2 we computed the extensions betweenΠreg andMw0,reg in the category
Db(ĝcrit –modreg)
I0 . Now we use this result to compute the extensions between Π and Mw0 in
the category Db(ĝcrit –modnilp)
I0 .
Proposition 16.1.1. The morphism Znilpg → HomDb(ĝcrit –modnilp)I0 (Π,Mw0) is an isomor-
phism and RiHomDb(ĝcrit –modnilp)I0 (Π,Mw0) = 0 for i > 0.
Proof. Let us note that for any two objects M•1,M
•
2 ∈ D
b(ĝcrit –modnilp) the complex
RHomD(ĝcrit –modnilp)(M
•
1,M
•
2) is naturally an object of D
+(Znilpg –mod). Recall also that Z
reg
g ,
as a module over Znilpg , admits a finite resolution by finitely generated projective modules.
Therefore, the functor
M• 7→M•
L
⊗
Z
nilp
g
Zregg
is well-defined as a functor Db(ĝcrit –modnilp)→ Db(ĝcrit –modnilp).
Almost by definition we obtain the following result.
Lemma 16.1.2. (
RHomD(ĝcrit –modnilp)(M
•
1,M
•
2)
) L
⊗
Z
nilp
g
Zregg
is isomorphic to
RHomD(ĝcrit –modnilp)
(
M•1, (M
•
2
L
⊗
Z
nilp
g
Zregg )
)
.
Since Π is flat over Znilpg , by Lemma 23.1.2, we obtain that for any M ∈ ĝcrit –modreg,
Lemma 16.1.3.
RHomD(ĝcrit –modnilp)(Π,M) ≃ RHomD(ĝcrit –modreg)(Πreg,M).
By combining this with Corollary 15.2.2, we obtain that the natural map
Zregg →
(
RHomD(ĝcrit –modnilp)(Π,Mw0)
) L
⊗
Z
nilp
g
Zregg
is a quasi-isomorphism. We will now derive the assertion of Proposition 16.1.1 by a Nakayama
lemma type argument.
Consider the Gm-action on ĝcrit, coming from Gm →֒ Aut(D). We obtain that Gm acts
weakly on the categories ĝcrit –modnilp and ĝcrit –mod. Since the objects Π and Mw0 are Gm-
equivariant, the Ext groups
Extiĝcrit –mod(Π,Mw0) and Ext
i
ĝcrit –modnilp
(Π,Mw0)
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acquire an action of Gm by Lemma 20.3.1.
We claim that the grading arising on Extiĝcrit –modnilp(Π,Mw0) is bounded from above. First,
let us note that the grading on Extiĝcrit –mod(Π,Mw0) is non-positive. This is evident since
Extiĝcrit –mod(Π,Mw0) are computed by the standard complex C
• (g[[t]],HomC(Π,Mw0 )), whose
terms are non-positively graded. Note also that the algebra Znilpg is non-positively graded,
and the grading on N
Z
nilp
g /Zg
is such that only finitely many free generators have positive
degrees. Now, the spectral sequence of Sect. 7.3 implies by induction on i that the grading on
Extiĝcrit –modnilp(Π,Mw0) is bounded from above.
Since the algebra Fun(Opnilpgˇ ) is itself non-positively graded, RHomD(ĝcrit –modnilp)(Π,Mw0)
can be represented by a complex of graded modules such that the grading on each term is
bounded from above, and which lives in non-negative cohomological degrees. Recall again that
the ideal of Fun(Opreggˇ ) in Fun(Op
nilp
gˇ ) is generated by a regular sequence of homogeneous
negatively graded elements. The proof is concluded by the following observation:
Lemma 16.1.4. Let
Q• := Q0 → Q1 → ...→ Qn → ...
be a complex of graded modules over a graded algebra A = C[x1, ..., xn], where deg(xi) < 0 such
that the grading on each Qi is bounded from above. Assume that Q•
L
⊗
A
C is acyclic away from
cohomological degree 0. Then Q• is itself acyclic away from cohomological degree 0.

Corollary 16.1.5. For any Znilpg -module L
RiHomDb(ĝcrit –modnilp)I0 (Π,Mw0 ⊗
Z
nilp
g
L) = 0
for i > 0 and is isomorphic to L for i = 0.
Proof. Since any module L is a direct limit of finitely presented ones, by Proposition 7.5.1, we
may assume that L is finitely presented. Since Znilpg is isomorphic to a polynomial algebra, any
finitely presented module admits a finite resolution by projective ones:
Ln → ...→ L1 → L0 → L.
Since Mw0 is flat over Z
nilp
g (cf, Corollary 13.3.2), we obtain a resolution
Mw0 ⊗
Z
nilp
g
Ln → ...→Mw0 ⊗
Z
nilp
g
L1 →Mw0 ⊗
Z
nilp
g
L0 →Mw0 ⊗
Z
nilp
g
L.
Hence, we obtain a spectral sequence, converging to
RiHomD(ĝcrit –mod)I (Π,Mw0 ⊗
Z
nilp
g
L),
whose first term Ei,j1 is given by
RiHomD(ĝcrit –mod)I (Π,Mw0 ⊗
Z
nilp
g
L−j).
Since L• are projective, by Proposition 16.1.1, we obtain that E
i,j
1 = 0 unless i = 0, and in
the latter case, it is isomorphic to L−j , implying the assertion of the corollary.

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Corollary 16.1.6. For any object L of ĝcrit –mod
I,m
nilp and the Z
nilp
g -module L := Hom(Mw0 , L)
the kernel of the natural map
Mw0 ⊗
Z
nilp
g
L→ L
is partially integrable.
Proof. Let M be the kernel of Mw0 ⊗
Z
nilp
g
L→ L, and suppose that it is not partially integrable.
Let M′ ⊂M be the maximal partially integrable submodule. Consider the short exact sequence
0→M′ →M→M′′ → 0.
By Lemma 7.8.1, we have a non-zero map Lw → M′′ for some w ∈ W . We claim that w
necessarily equals w0.
Indeed, all modules Lw with w 6= w0 are partially integrable, and we would obtain that the
preimage in M of Im(Lw) is again integrable, and is strictly bigger than M.
Hence, we have a map Mw0 →M
′′, and by composing, we obtain a map Π→M′′. Now, by
Proposition 14.4.2, this maps lifts to a map Π→M, i.e., Hom(Π,M) 6= 0.
Consider now the exact sequence
0→ Hom(Π,M)→ Hom(Π,Mw0 ⊗
Z
nilp
g
L)→ Hom(Π, L).
By Proposition 16.1.5, the middle term is isomorphic to L, and it maps injectively to
Hom(Π, L), since
L ≃ Hom(Mw0 , L) →֒ Hom(Π, L),
which is a contradiction.

Now we are able to prove Main Theorem 14.4.5:
Proof. Let M be an object of ĝcrit –mod
I,m
nilp. It admits a filtration 0 = M0 ⊂ M1 ⊂ M2....,
whose subquotients Mj/Mj−1 have the property that each is a quotient of the module Lw for
some w ∈ W . By Proposition 7.5.1, to prove that Extiĝcrit –modnilp(Π,M) = 0 for i = 0, by
devissage, we can assume that M itself is a quotient of some Lw.
If w 6= w0, then M is partially integrable and the vanishing of Exts follows from Propo-
sition 14.4.2. Hence, we can assume that M is a quotient of Lw0 = Mw0 . In this case, the
assertion of the theorem follows from Corollary 16.1.5 combined with Corollary 16.1.6.

16.2. Proof of Main Theorem 6.3.2. Now we derive Main Theorem 6.3.2 from Main The-
orem 14.4.5. We define the functor ĝcrit –mod→ Z
nilp
g ⊗ h0 –mod by
M 7→ Hom(Π,M).
Composing with the forgetful functor ĝcrit –mod
I,m
nilp → ĝcrit –mod we obtain a functor
ĝcrit –mod
I,m
nilp → Z
nilp
g ⊗ h0 –mod .
By Main Theorem 14.4.5, the latter functor is exact, and by Proposition 14.4.2 it factors through
f ĝcrit –mod
I,m
nilp. This defines the desired functor
fF : fDb(ĝcrit –modnilp)
I0 → Db(Znilpg ⊗ h0 –mod).
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We define a functor fG : Znilpg ⊗ h0 –mod→ f ĝcrit –mod
I,m
nilp by
L 7→ fΠ ⊗
Z
nilp
g ⊗h0
L.
From Lemma 14.1.2 and Corollary 13.3.2 it follows that this functor is exact. We will denote
by the same character the resulting functor
Db(Znilpg ⊗ h0)→
fDb(ĝcrit –modnilp)
I0 .
By Corollary 14.4.3, for L• ∈ D−(Znilpg ⊗ h0 –mod) and M
• ∈ fDb(ĝcrit –modnilp)I
0
we have
a natural isomorphism
HomDb(Znilpg ⊗h0 –mod)(L,
fF(M•)) ≃ HomfDb(ĝcrit –modnilp)I0 (
fG(L),M•).
Hence, G and F are mutually adjoint. Let us show that they are in fact mutually quasi-inverse.
Let us first show that the adjunction morphism Id→ fF◦fG is an isomorphism. By exactness,
it suffices to show that for a Znilpg ⊗ h0-module L, on which the action of h0 is trivial, the map
(16.1) L 7→ Hom
(
fΠ, fΠ ⊗
Z
nilp
g ⊗h0
L
)
is an isomorphism.
We have Π ⊗
h0
C ≃M∨1 , and hence Π ⊗
h0
C ≃M∨1 . Since the kernel of M
∨
1 →Mw0 is partially
integrable, we obtain that
fΠ ⊗
Z
nilp
g ⊗h0
L ≃ fMw0 ⊗
Z
nilp
g
L,
and the assertion follows from Corollary 16.1.5.
To show that the adjunction fG ◦ fF → Id is an isomorphism, by exactness, it is again
sufficient to evaluate it on a single module M. Since the functor fF is faithful, it is enough to
show that
fF ◦ fG ◦ fF(M)→ fF(M)
is an isomorphism. But we already know that fF(M) → fF ◦ fG ◦ fF(M) is an isomorphism,
and our assertion follows.
This completes the proof of Main Theorem 6.3.2 modulo Theorem 15.2.1. 
17. Proof of Theorem 15.2.1
17.1. Let us first construct the map
(17.1) Mw0,reg ⊗ ω
〈ρ,ρˇ〉
x → Γ(GrG, ICw0·ρˇ,GrG),
whose existence is stated in Theorem 15.2.1.
Consider the ĝcrit-module Γ(GrG, jw0·ρˇ,∗ ⋆
I
δ1,GrG); it is equivariant with respect to the action
of Gm acting by loop rotations. This module contains a unique line, corresponding to those
sections of the twisted D-module jw0·ρˇ,∗ ⋆
I
δ1,GrG , which are scheme-theoretically supported on
the closure of the I-orbit of the element t−ρˇ ∈ GrG, and which are I0-invariant.
This line has weight −2ρˇ with respect to h, and has the highest degree with respect to the
Gm-action. Moreover, a straightforward calculation (see [BD1], Sect. 9.1.13) shows that this
line can be canonically identified with ω
〈ρ,ρˇ〉
x . This defines a map
Mw0,reg ⊗ ω
〈ρ,ρˇ〉
x → Γ(GrG, jw0·ρˇ,∗ ⋆
I
δ1,GrG).
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We claim that the above map factors through Γ(GrG, ICw0·ρˇ,GrG) ⊂ Γ(GrG, jw0·ρˇ,∗ ⋆
I
δ1,GrG).
Indeed, by Lemma 15.1.2, the quotient module is partially integrable, and from Corollary 14.4.4
we obtain that it cannot receive a non-zero map from Mw0,reg.
Proposition 17.1.1. The map Mw0,reg ⊗ ω
〈ρ,ρˇ〉
x → Γ(GrG, ICw0·ρˇ,GrG) constructed above is
surjective.
The proof will be given at the end of this section. We will now proceed with the proof of
Theorem 15.2.1.
17.2. We shall now construct a map
(17.2) Γ(GrG, ICw0·ρˇ,GrG)→M1,reg ⊗ ω
〈ρ,ρˇ〉
x .
First, by Sect. 20.7, for any I-equivariant ĝcrit-module M,
Hom(Vcrit,M) ≃ R
0Homĝ –modG[[t]](Vcrit,AvG[[t]]/I(M)).
Applying this to M =Mw0,reg, we calculate:
(17.3) AvG[[t]]/I(Mw0,reg) ≃ AvG[[t]]/I(Mw0)
L
⊗
Z
nilp
g
Zregg ≃ Vcrit[− dim(G/B)]
L
⊗
Z
nilp
g
Zregg .
Hence, the 0-th cohomology of AvG[[t]]/I(Mw0,reg) is isomorphic to
Tor
Znilpg
dim(G/B)(Vcrit,Z
reg
g ) ≃ Vcrit ⊗ Tor
Znilpg
dim(G/B)(Z
reg
g ,Z
reg
g ).
However, from Corollary 4.5.4 and Proposition 4.7.1(2), it follows that
Tor
Znilpg
dim(G/B)(Z
reg
g ,Z
reg
g ) ≃ Λ
dim(G/B)(N∗
Z
reg
g /Z
nilp
g
) ≃ Zregg ⊗ ω
−〈2ρ,ρˇ〉
x .
Hence, the above 0-th cohomology is isomorphic to Vcrit ⊗ ω
−〈2ρ,ρˇ〉
x , and we obtain a map
Vcrit →Mw0,reg ⊗ ω
〈2ρ,ρˇ〉
x .
By applying the convolution jw0·ρˇ,∗ ⋆
I
· to both sides we obtain a map
(17.4) Γ(GrG, jw0·ρˇ,∗ ⋆
I
δ1,GrG)→ jw0·ρˇ,∗ ⋆
I
Mw0,reg ⊗ ω
〈2ρ,ρˇ〉
x .
However, by (13.4.2),
jw0·ρˇ,∗ ⋆
I
Mw0,reg ≃ jw0,! ⋆
I
jw0,∗ ⋆
I
jw0·ρˇ,∗ ⋆
I
Mw0,reg ≃
jw0,! ⋆
I
jρˇ,∗ ⋆
I
Mw0,reg ≃ jw0,! ⋆
I
Mw0,reg ⊗ ω
−〈ρ,ρˇ〉
x ≃M1,reg ⊗ ω
−〈ρ,ρˇ〉
x ,
and by composing with the embedding Γ(GrG, ICw0·ρˇ,GrG) →֒ Γ(GrG, jw0·ρˇ,∗ ⋆
I
δ1,GrG) we obtain
the map of (17.2). By constriction, this map respects the Gm-action.
17.3. Consider now the composition
(17.5) Mw0,reg ⊗ ω
〈ρ,ρˇ〉
x → Γ(GrG, ICw0·ρˇ,GrG)→ M1,reg ⊗ ω
〈ρ,ρˇ〉
x .
Lemma 17.3.1. The resulting map Mw0,reg → M1,reg is a non-zero multiple of the canonical
map, coming from the embedding Mw0 →M1.
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Proof. First, the map in question is non-zero by Proposition 17.1.1. Secondly, our map
Mw0,reg → M1,reg respects the Gm-action by loop rotations. Since Mw0,reg is generated by a
vector of degree 0, and the subspace in M1,reg, consisting of elements of degree 0 is isomorphic
to the Verma module M0, any map Mw0,reg →M1,reg, compatible with the grading, is a scalar
multiple of the canonical map.

17.4. Let us now derive Theorem 15.2.1 from Lemma 17.3.1.
Let us apply the convolution Ξ ⋆
I
· to the three terms appearing in (17.5). We obtain the
maps
(17.6) Π⊗ ω〈ρ,ρˇ〉x ≃ Ξ ⋆
I
Mw0,reg ⊗ ω
〈ρ,ρˇ〉
x → Γ(GrG,Ξ ⋆
I
ICw0·ρˇ,GrG)→ Ξ ⋆
I
M1,reg ⊗ ω
〈ρ,ρˇ〉
x .
However, the canonical map Mw0 → M0 has the property that its cokernel is partially
integrable. Hence, the cone of the resulting map Mw0,reg →M1,reg is also partially integrable.
Hence, by Theorem 17.3.1 and Proposition 14.3.2, the composed map in (17.6) is an isomor-
phism. In particular, we obtain that Π is a direct summand of Γ(GrG,Ξ ⋆
I
ICw0·ρˇ,GrG).
Lemma 17.4.1. The map
Zregg ⊗ h0 → End(Γ(GrG,Ξ ⋆
I
ICw0·ρˇ,GrG))
is an isomorphism.
Proof. By Theorem 8.8.2 the assertion of the lemma is equivalent to the fact that h0 ≃ End(Ξ⋆
I
ICw0·ρˇ,GrG), and Hom(Ξ ⋆
I
ICw0·ρˇ,GrG ,Ξ ⋆
I
ICw0·ρˇ,GrG ⋆
G[[t]]
FV λˇ) = 0 for λˇ 6= 0.
The former isomorphism follows from the fact that h0 ≃ End(Ξ), combined with Proposi-
tion 15.1.1 and the fact that the projection GrρˇG → G/B is smooth with connected fibers.
To prove the vanishing for λˇ 6= 0, it is enough to show that
Hom(Ξ ⋆
I
ICw0·ρˇ,GrG , ICw0·ρˇ,GrG ⋆
G[[t]]
FV λˇ) = 0,
because modulo partially integrable objects, Ξ appearing in the right-hand side is an extension
of several copies of δ1G/B .
As in the proof of Corollary 15.2.2, the latter Hom is isomorphic to
R0HomD(D(GrG)crit –mod)I−,0,ψ
(
AvI−,0,ψ(δ1GrG ),AvI−,0,ψ(δ1GrG ) ⋆G[[t]]
FV λˇ
)
,
and the latter vanishes, according to Theorem 15.2.3.

Thus, we obtain that the ring End(Γ(GrG,Ξ⋆
I
ICw0·ρˇ,GrG)) has no idempotents. In particular,
the map Π ⊗ ω
〈ρ,ρˇ〉
x → Γ(GrG,Ξ ⋆
I
ICw0·ρˇ,GrG) is an isomorphism, establishing point (b) of
Theorem 15.2.1.
Proposition 17.1.1 states that the map (17.1) is surjective. Thus, it remains to show that
the kernel of the map (17.1) is partially integrable. But this follows from point (b) and Propo-
sition 14.3.2. Therefore we obtain point (a) of Theorem 15.2.1. This completes the proof of
Theorem 15.2.1 modulo Proposition 17.1.1, which is proved in the next section. 
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17.5. Proof of Proposition 17.1.1. The crucial fact used in the proof of this proposition is
that the module Lw0 carries an action of the renormalized algebra U
ren,reg(ĝcrit), see Sect. 7.4.
Moreover, as an object of the category U ren,reg(ĝcrit) –mod, the module Lw0 is irreducible,
because the D-module ICw0·ρˇ,GrG is irreducible, and the global sections functorD(GrG) –mod→
U ren,reg(ĝcrit) –mod is fully faithful, according to [FG].
Recall that the algebra U ren,reg(ĝcrit) –mod is naturally filtered,
U ren,reg(ĝcrit) –mod = ∪
i
(U ren,reg(ĝcrit) –mod)
i, so that
(U ren,reg(ĝcrit) –mod)
0 ≃ U˜crit(ĝ) ⊗
Zg
Z
reg
g , and (U
ren,reg(ĝcrit) –mod)
1/(U ren,reg(ĝcrit) –mod)
0 be-
ing a free (U ren,reg(ĝcrit) –mod)0-module, generated by the algebroid N
∗
Z
reg
g /Zg
.
Let us denote by (Lw0)
0 ⊂ Lw0 the image of the map Mw0,reg ⊗ ω
〈ρ,ρˇ〉
x → Lw0 , and
we define the submodule (Lw0 )
i inductively as the image of (Lw0)
i−1 under the action of
(U ren,reg(ĝcrit) –mod)
1. In particular, we have surjective maps
N∗Zregg /Zg ⊗ (Lw0)
i/(Lw0)
i−1 → (Lw0)
i+1/(Lw0)
i,
and, hence, also surjective maps(
N∗Zregg /Zg
)⊗i
⊗
(
Mw0,reg ⊗ ω
〈ρ,ρˇ〉
x
)
։ (Lw0 )
i/(Lw0)
i−1,
and ∪
i
(Lw0)
i = Lw0 . Our task is to show that (Lw0)
0 = (Lw0 )
1, i.e., that (Lw0 )
0 is stable under
the action of (U ren,reg(ĝcrit) –mod)
1.
Lemma 17.5.1. The module Lw0 has no partially integrable subquotients.
Proof. First, let us show first that Lw0 has no partially integrable quotient modules. Suppose
that M is such a quotient module. Let i be the minimal integer such that the projection
(Lw0 )
i →M is non-zero; by definition this projection factors through (Lw0)
i/(Lw0)
i−1. Hence,
some element of
(
N∗
Z
reg
g /Zg
)⊗i
gives rise to a non-trivial map Mw0,reg → M. But this is a
contradiction, since Mw0 , and hence Mw0,reg, cannot map to any partially integrable module.
Consider now Lw0 as a graded module, i.e., as a module over C · t∂t ⋉ ĝcrit. It is easy to see
that a graded module admits no partially integrable subquotients as a ĝcrit-module if and only
if it has the same property with respect to C · t∂t ⋉ ĝcrit.
As was remarked earlier, the commutative Lie algebra C · t∂t ⊕ h has finite-dimensional
eigenspaces on the module Γ(GrG, jw0·ρˇ,∗ ⋆
I
δ1GrG ); hence the same will be true for Lw0 .
Consider the maximal C · t∂t ⋉ ĝcrit-stable submodule of Lw0 , that does not contain the
highest weight line, and take the quotient. Since this quotient is generated by a vector of
weight −2ρ with respect to h, it is not partially integrable.
Let M′′ be maximal C · t∂t⋉ ĝcrit-stable quotient of Lw0 , which admits no partially integrable
subquotients. It is well-defined due to the above finite-dimensionality property. It is non-zero,
because we have just exhibited one such quotient.
Let M′ := ker(Lw0 → M
′′), and assume that M′ 6= 0. As above, some section of N∗
Z
reg
g /Zg
induces a non-zero map of ĝcrit-modules M
′ → M′′. Therefore, M′ also admits a quotient,
which has no partially integrable subquotients. This contradicts the definition of M′′. Hence,
Lw0 has no partially integrable subquotients.

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Let us continue viewing Lw0 as a graded module. For an integer n we will denote by (·)n
the subspace of elements of degree n. By Sect. 17.1, (Lw0)n+〈ρ,ρˇ〉 = 0 if n > 0, and (Lw0 )〈ρ,ρˇ〉
identifies with the Verma module Mw0 ; in particular, it is contained in (Lw0 )
0.
Lemma 17.5.2. The subspace (Lw0)〈ρ,ρˇ〉−1 is also contained in (Lw0 )
0.
Proof. Let V ⊂ Γ(GrG, jw0·ρˇ,∗ ⋆
I
δ1GrG ) be the subspace of sections, scheme-theoretically sup-
ported on the I-orbit I · t−ρˇ ⊂ GrG.
Let Lie(I0)− ⊂ g((t)) be the subalgebra, opposite to Lie(I0), i.e., the one spanned by
t−1g([t−1]) and n−1 ⊂ g. The module Γ(GrG, jw0·ρˇ,∗ ⋆
I
δ1GrG ) is generated from V by means of
Lie(I0)− ⊂ g((t)).
Hence, the subspace Γ(GrG, jw0·ρˇ,∗ ⋆
I
δ1GrG )〈ρ,ρˇ〉−1 is the direct sum of (g⊗ t
−1) ·U(n−) ·V〈ρ,ρˇ〉
and U(n−) · V〈ρ,ρˇ〉−1. Note that V〈ρ,ρˇ〉 is the highest weight line in Lw0 . Hence,
(g⊗ t−1) · U(n−) · V〈ρ,ρˇ〉 ⊂ (Lw0)
0.
Therefore,, it remains to show that V〈ρ,ρˇ〉−1 ∩ Lw0 is contained in (Lw0)
0. Suppose not,
and consider the image of V〈ρ,ρˇ〉−1 ∩ Lw0 in (Lw0 )
1/(Lw0)
0. This is a subspace annihilated by
g(tC[[t]]]), and stable under the b-action. Take some highest weight vector. It gives rise to a
map Mw → (Lw0)
1/(Lw0)
0 for some element w ∈W ; moreover w = w0 if and only if the above
highest weight is −2ρ.
However, the algebra of functions on I · t−ρˇ is generated by elements, whose weights with
respect to h are in Span+(αi) − 0. Therefore, the above highest weight is different from −2ρ.
Thus, we obtain a non-zero map Mw → (Lw0)
1/(Lw0)
0 for w 6= w0, where Mw is endowed
with a Gm-action such that its generating vector has degree 〈ρ, ρˇ〉 − 1. But this leads to a
contradiction:
By Lemma 17.5.1, the image of Mw in (Lw0 )
1/(Lw0)
0 equals the image of the submodule
Mw0 ⊂ Mw, as the quotient is partially integrable. Hence, Mw admits a quotient, which is
simultaneously a quotient module of Mw0 . However, this is impossible, since we are working
with the Kac-Moody algebra C · t∂t⋉ ĝcrit, and it is known that for Kac-Moody algebras, Verma
modules have simple and mutually non-isomorphic co-socles.

Now we are ready to finish the proof of Proposition 17.1.1. Consider the nilp-version of the
renormalized universal enveloping algebra at the critical level, U ren,nilp(ĝcrit), see Sect. 7.4. We
have a natural homomorphism U ren,nilp(ĝcrit)→ U
ren,reg(ĝcrit).
Consider the ℏ-family of ĝℏ-modules equal to M−2ρ+κℏ(ρˇ,·). Its specialization at ℏ = 0 is the
module Mw0 ; and hence it acquires a U
ren,nilp(ĝcrit)-action.
Lemma 17.5.3. The map Mw0 ⊗ ω
〈ρ,ρˇ〉
x → Lw0 is compatible with the U
ren,nilp(ĝcrit)-actions.
Proof. This follows from the fact that the map Mw0 ⊗ ω
〈ρ,ρˇ〉
x → Γ(GrG, jw0·ρˇ,∗ ⋆
I
δ1GrG ), con-
structed in Sect. 17.1, deforms away from the critical level. 
By Theorem 7.4.2 and Corollary 4.5.4, we have a short exact sequence
0→ N∗
Z
nilp
g /Zg
|Spec(Zregg ) → N
∗
Z
reg
g /Zg
→ (gˇ/bˇ)Zregg → 0.
Let L−1 = ∂t be the renormalized Sugawara operator, which we view as an element of
(U ren,reg(ĝcrit))
1. By Proposition 4.7.1, the image of L−1 in N
∗
Z
reg
g /Zg
։ (gˇ/bˇ)Zregg is a principal
nilpotent element. Hence, N∗
Z
nilp
g /Zg
|Spec(Zregg ) and L−1 generate N
∗
Z
reg
g /Zg
as an algebroid. This,
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in turn, implies that L−1 and (U
ren,nilp(ĝcrit))
1 ⊗
Z
nilp
g
Z
reg
g generate (U
ren,reg(ĝcrit))
1 as an algebroid
over (U ren,reg(ĝcrit))
0.
Thus, to prove Proposition 17.1.1, it remains to check that L−1 preserves (Lw0)
0. Since L−1
normalizes (U ren,reg(ĝcrit))
0, and since (Lw0)
0 is generated over (U ren,reg(ĝcrit))
0 by its highest
weight line, it suffices to show that L−1 maps this highest weight line to (Lw0 )
0.
However, the image of the highest weight line under L−1 has degree 〈ρ, ρˇ〉 − 1, and our
assertion follows from Lemma 17.5.2. This completes the proof of Proposition 17.1.1. 
17.6. We conclude this section by the following observation:
Proposition 17.6.1. For every χ ∈ Spec(Zregg ), the module Lw0 ⊗
Z
reg
g
Cχ is irreducible.
Proof. Let us observe that, on the one hand, Corollary 16.1.6 implies that the module Mw0 ⊗
Z
reg
g
Cχ has a unique irreducible quotient, denoted Lw0,χ, such that the kernel of the projection
Mw0 ⊗
Z
reg
g
Cχ → Lw0,χ
is partially integrable.
On the other hand, by Theorem 15.2.1, the above projection factors through
Mw0 ⊗
Z
reg
g
Cχ ։ Lw0 ⊗
Z
reg
g
Cχ → Lw0,χ.
Thus, we obtain a surjective map Lw0 ⊗
Z
reg
g
Cχ → Lw0,χ, whose kernel is partially integrable.
However, by Lemma 17.5.1, we conclude that this map must be an isomorphism.

18. Comparison with semi-infinite cohomology
18.1. Consider the group ind-scheme N−((t)), and let Ψ0 denote a non-degenerate character
N−((t)) → Ga of conductor 0. This means that the restriction of Ψ0 to N−[[t]] is trivial, and
its restriction to Adtαˇι (N
−[[t]]) ⊂ N−((t)) is non-trivial for each ι ∈ I. Note that to specify Ψ0
one needs to make a choice: e.g., of a non-vanishing 1-form on D, in addition to a choice of
ψ : N− → Ga.
For a coweight λˇ, let Ψλˇ denote the character obtained as a composition
N−((t))
Ad(tλˇ)
−→ N−((t))
Ψ0−→ Ga.
Note that for λˇ = −ρˇ, this character is canonical, modulo a choice of ψ (the latter we will
consider fixed).
We will identify N− and N by means of conjugation by a chosen left of the element w0 ∈W ;
and denote by the same symbol Ψλˇ the corresponding character on N((t)). We will also use the
same notation for the corresponding characters on the Lie algebras.
In this section we will study semi-infinite cohomology of n−((t)) twisted by the characters
Ψλˇ with coefficients in ĝcrit-modules. The complex computing semi-infinite cohomology was
introduced by Feigin [Fe]; the construction is recalled in Sect. 19.8. We denote it by
M 7→ C
∞
2 (n−((t)), ?,M ⊗Ψλˇ),
where ? stands for a choice of a lattice in n−((t)). Its cohomology will be denoted by
H
∞
2 +•(n−((t)), n−[[t]],M⊗Ψλˇ).
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Proposition 18.1.1. For M ∈ D(ĝcrit –mod)I
0
,
C
∞
2 (n((t)), n[[t]],M ⊗Ψ0) ≃ C
∞
2
(
n−((t)), tn−[[t]], (j˜w0·ρˇ,∗ ⋆
I0
M)⊗Ψ−ρˇ
)
.
We do not give the proof, since it essentially repeats the proof of Proposition 12.5.1. (In
particular, the assertion is valid at any level κ.)
Another important observation (also valid at any level) is the following:
Lemma 18.1.2. If M ∈ ĝcrit –mod
I0 is partially integrable, then
H
∞
2 +•(n−((t)), n−[[t]],M⊗Ψ−ρˇ) = 0.
Proof. We can assume that M is integrable with respect to slι2 for some ι ∈ I. Let fι ∈ n
− ⊂
n−((t)) be the corresponding Chevalley generator. With no restriction of generality, we can
assume that Ψ−ρˇ(fι) = 1.
Consider the complex C
∞
2 (n−((t)), n−[[t]],M⊗Ψ−ρˇ), and recall (see Sect. 19.8) that we have
an action of n−((t))[1] on it by ”annihilation operators”, x 7→ i(x), and the action of n−((t)) by
Lie derivatives x 7→ Liex such that
[d, i(x)] = Liex+ Id ·Ψ−ρˇ(x).
Hence, i(fι) defines a homotopy between the identity map on C
∞
2 (n−((t)), n−[[t]],M ⊗Ψ−ρˇ)
and the map given by Liefι . However, by assumption, the latter acts locally nilpotently, im-
plying the assertion of the lemma.

18.2. In the rest of this section we will collect several additional facts concerning the semi-
infinite cohomology functor H
∞
2 +i(n−((t)), tn−[[t]], ? ⊗ Ψ−ρˇ). By Lemma 18.1.2, this functor,
when restricted to Db(ĝcrit –modnilp)
I0 , factors through fDb(ĝcrit –modnilp)
I0 .
Theorem 18.2.1. The two functors fDb(ĝcrit –modnilp)
I0 → D(Vect)
M• 7→ H
∞
2 +•(n−((t)), tn−[[t]], M• ⊗Ψ−ρˇ) and M
• 7→ Hom(Π,M•)
are isomorphic. In particular, for 0 6= M ∈ f ĝcrit –mod
I,m
nilp, we have
H
∞
2 +i(n−((t)), tn−[[t]],M⊗Ψ−ρˇ) = 0 for i 6= 0 and H
∞
2 (n−((t)), tn−[[t]],M⊗Ψ−ρˇ) 6= 0.
The proof of the theorem is based on the following observation:
Lemma 18.2.2. For any Znilpg -module L and w ∈W , we have:
H
∞
2 +i
(
n−((t)), tn−[[t]], (Mw ⊗
Z
nilp
g
L)⊗Ψ−ρˇ
)
≃
{
L, i = 0,
0, i 6= 0.
Proof. Since the quotients M1/Mw are all partially integrable, we can assume that the element
w ∈ W , appearing in the lemma, equals 1. In the latter case, the assertion follows from
Proposition 12.4.1 and Corollary 13.3.1. 
Let us now prove Theorem 18.2.1.
Proof. In view of Main Theorem 6.3.2, to prove the theorem we have to establish an isomorphism
H
∞
2 (n−((t)), tn−[[t]],Π⊗Ψ−ρˇ) ≃ Z
nilp
g ⊗ h0.
Consider the filtration on Π, induced by the tilting filtration on Π with quotients Mw.
By Lemma 18.2.2, we obtain that H
∞
2 +i(n−((t)), tn−[[t]],Π ⊗ Ψ−ρˇ) = 0 for i 6= 0, and that
H
∞
2 (n−((t)), tn−[[t]],Π⊗Ψ−ρˇ) has a filtration, with subquotients isomorphic to Z
nilp
g .
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Hence it remains to show that H
∞
2 (n−((t)), tn−[[t]],Π⊗Ψ−ρˇ) is flat as an h0-module, where
the action of h0 is induced from the identification h0 ≃ End(Π).
It suffices to check that(
H
∞
2 (n−((t)), tn−[[t]],Π⊗Ψ−ρˇ)
) L
⊗
h0
C ≃ Znilpg .
By Lemma 14.1.2, fΠ
L
⊗
h0
C ≃ fMw0 . Hence,(
H
∞
2 (n−((t)), tn−[[t]],Π⊗Ψ−ρˇ)
) L
⊗
h0
C ≃ H
∞
2 (n−((t)), tn−[[t]],Mw0 ⊗Ψ−ρˇ),
and the assertion follows from Lemma 18.2.2.

Corollary 18.2.3. For any object M of ĝcrit –mod
I,m
nilp and a dominant coweight λˇ
H
∞
2 +i(n((t)), n[[t]],M ⊗Ψλˇ) = 0 for i > 0.
Proof. We have
H
∞
2 +i(n((t)), n[[t]],M ⊗Ψλˇ) ≃ H
∞
2 (n−((t)), tn−[[t]], j˜λˇ,∗ ⋆
I0
j˜w0·ρˇ,∗ ⋆
I0
M⊗Ψ−ρˇ),
as in Proposition 18.1.1.
Now the assertion of the corollary follows from the fact that the functorM 7→ j˜λˇ,∗ ⋆
I0
j˜w0·ρˇ,∗ ⋆
I0
M
is right exact.

As another application, we give an alternative proof of the following result of [FB] (see
Theorem 15.1.9).
Theorem 18.2.4. The natural map Zregg → H
∞
2 (n((t)), n[[t]],Vcrit ⊗Ψ0) is an isomorphism,
and all other cohomologies H
∞
2 +i (n((t)), n[[t]],Vcrit ⊗Ψ0) , i 6= 0, vanish.
Proof. Consider the map
Mw0,reg ⊗ ω
〈ρ,ρˇ〉
x → jw0·ρˇ,∗ ⋆
I
Vcrit
of Sect. 17.1. Its kernel and cokernel are partially integrable; hence it induces isomorphisms
H
∞
2 +i(n−((t)), tn−[[t]],Mw0,reg ⊗Ψ−ρˇ)→ H
∞
2 +i(n−((t)), tn−[[t]], jw0·ρˇ,∗ ⋆
I
Vcrit ⊗Ψ−ρˇ).
By Lemma 18.2.2,
H
∞
2 +i(n−((t)), tn−[[t]],Mw0,reg ⊗Ψ−ρˇ) ≃
{
Z
reg
g , i = 0,
0, i 6= 0,
we obtain that
H
∞
2 +i(n−((t)), tn−[[t]], jw0·ρˇ,∗ ⋆
I
Vcrit ⊗Ψ−ρˇ) ≃
{
Z
reg
g , i = 0,
0, i 6= 0.
Applying Proposition 18.1.1 forM = Vcrit, we obtain thatH
∞
2 +i (n((t)), n[[t]],Vcrit ⊗Ψ0) = 0
for i 6= 0, and
H
∞
2 (n((t)), n[[t]],Vcrit ⊗Ψ0) ≃ Z
reg
g .
Moreover, by unraveling the isomorphism of Proposition 18.1.1, we obtain that the above
isomorphism coincides with the one appearing in the statement of the theorem.

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18.3. Let F be a critically twisted D-module on GrG. In this subsection we will express the
semi-infinite cohomology
(18.1) H
∞
2 +• (n((t)), n[[t]],Γ(GrG,F)⊗Ψ0)
in terms of the de Rham cohomologies of F along the N((t))-orbits in GrG.
For a coweight λˇ, consider the N((t))-orbit of the point tλˇ on GrG; by pulling back F, by
Sect. 21.6, we obtain a D-module on N((t)). We will denote it by F|N((t))·tλˇ . If Ψ0 is a non-
degenerate character of conductor 0, we will denote by H•(N((t)),F|N((t))·tλˇ ⊗Ψ0) the resulting
de Rham cohomology. Note that this cohomology vanishes automatically unless λˇ is dominant,
since otherwise Ψ0 would be non-trivial on the stabilizer of t
λˇ ∈ GrG.
By decomposing F in the derived category with respect to the stratification of GrG by
N((t)) · tλˇ, using Sect. 22.7.2, we obtain that, as an object of the derived category of Zregg -
modules, C
∞
2 +• (n((t)), n[[t]],Γ(GrG,F)⊗Ψ0) is a successive extension of complexes
(18.2) H
∞
2 +• (n((t)), n[[t]],Γ(GrG, δtλˇ)⊗Ψ0)⊗H
•(N((t)),F|N((t))·tλˇ ⊗Ψ0).
Note also that Γ(GrG, δtλˇ) is isomorphic to the vacuum module, twisted by t
λˇ ∈ T ((t)).
Hence,
(18.3) H
∞
2 +• (n((t)), n[[t]],Γ(GrG, δtλˇ)⊗Ψ0) ≃ H
∞
2 +• (n((t)),Adtλˇ(n[[t]]),Vcrit ⊗Ψλˇ) .
We will prove the following:
Theorem 18.3.1.
(1) For F ∈ D(GrG)crit –mod there is a canonical direct sum decomposition
H
∞
2 +• (n((t)), n[[t]],Γ(GrG,F)⊗Ψ0) ≃
⊕
λˇ
H
∞
2 +• (n((t)), n[[t]],Γ(GrG, δtλˇ)⊗Ψ0)⊗H
•(N((t)),F|N((t))·tλˇ ⊗Ψ0).
(2) The cohomology H
∞
2 +i (n((t)), n[[t]],Vcrit ⊗Ψλˇ) vanishes unless λˇ is dominant and i = 0,
and in the latter case, it is canonically isomorphic to V λˇ
Z
reg
g
.
The rest of this section is devoted to the proof of this theorem. Let us first prove point (2).
The fact that the semi-infinite cohomology in question vanishes unless λˇ is dominant, follows
by the same argument as in Lemma 18.1.2. Therefore, let us assume that λˇ is dominant and
consider the D-module FV λˇ , see Sect. 8.4.
By the geometric Casselman-Shalika formula, see [FGV],
H•(N((t)),FV λˇ |N((t))·tµˇ ⊗Ψ0) = 0
unless µ = λ. Therefore, all terms with µ 6= λ in the spectral sequence (18.2) vanish. We
obtain, therefore,
H
∞
2 +• (n((t)), n[[t]],Γ(GrG,FV λˇ)⊗Ψ0) ≃ H
∞
2 +• (n((t)), n[[t]],Vcrit ⊗Ψλˇ) .
But by Theorem 8.4.2, Γ(GrG,FV λˇ) ≃ Vcrit ⊗
Z
reg
g
V λˇ
Z
reg
g
. By combining this with Theorem 18.2.4,
we obtain
(18.4) H
∞
2 (n((t)), n[[t]],Vcrit ⊗Ψλˇ) ≃ V
λˇ
Z
reg
g
, H
∞
2 +i (n((t)), n[[t]],Vcrit ⊗ Ψλˇ) = 0, i 6= 0,
as required.
To prove point (1) we need some preparations.
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Proposition 18.3.2. Suppose that M is an object of ĝcrit –modreg that comes by restriction
from a U ren,reg(ĝcrit)-module. Then all H
∞
2 +i(n((t)), n[[t]],M ⊗Ψ0) are naturally modules over
the algebroid N∗
Z
reg
g /Zg
.
Proof. We will assume that Ψ0 comes from a character of the Lie-* algebra Ln. In this case,
the BRST complex C
∞
2 (Ln,Ag,crit ⊗Ψ0) is itself a DG-chiral algebra.
Let Ag,ℏ be a 1-st order deformation of Ag,crit away from the critical level; i.e., Ag,ℏ is flat
over C[ℏ]/ℏ2, and Ag,ℏ/ℏ ≃ Ag,crit.
Let us consider the DG-chiral algebra C
∞
2 (Ln,Ag,ℏ ⊗ Ψ0). From Theorem 18.2.4, it follows
that it is acyclic off cohomological degree 0; in particular, its 0-th cohomology is C[ℏ]/ℏ2-flat.
This implies that any section a ∈ zg, which we think of as a 0-cocycle in C
∞
2 (Ln,Ag,crit⊗Ψ0),
can be lifted to a 0-cocycle aℏ ∈ C
∞
2 (Ln,Ag,ℏ ⊗Ψ0).
We will think of aℏ
ℏ
an element of the Lie-* algebra A♯g ⊗ Cliff(Ln), where A
♯
g is as in [FG],
and Cliff(Ln) is the Clifford chiral algebra, used in the definition of the BRST complex.
By the construction of A♯g, for M satisfying the properties of the proposition, we have an
action of A♯g on M, and hence, an action of the Lie-* algebra A
♯
g ⊗ Cliff(Ln) on the com-
plex C
∞
2 (Ln,M ⊗ Ψ0). By taking the Lie-* bracket with the above element
aℏ
ℏ
we obtain an
endomorphism of C
∞
2 (Ln,M⊗Ψ0), which commutes with the differential.
It is easy to see that for a different choice of aℏ the corresponding endomorphisms of
C
∞
2 (Ln,M ⊗ Ψ0) will differ by a coboundary. Thus, we obtain a Lie-* action of zg on each
H
∞
2 +i(Ln,M ⊗ Ψ0). One easily checks that this action satisfies the Leibniz rule with respect
to the zg-module structure on H
∞
2 +i(Ln,M⊗Ψ0), and hence extends to an action of the Lie-*
algebroid Ω1(zg). The latter is the same as an action of the Z
reg
g -algebroid N
∗
Z
reg
g /Zg
.

We are now ready to finish the proof of Theorem 18.3.1. By Sect. 7.4 and Proposition 18.3.2,
the terms of the spectral sequence (18.2) are acted on by the algebroid N∗
Z
reg
g /Zg
.
It is easy to see that the N∗
Z
reg
g /Zg
-action on H
∞
2 (n((t)), n[[t]],Vcrit ⊗Ψ0) identifies via The-
orem 18.2.4 with the canonical N∗
Z
reg
g /Zg
-action on Zregg . Moreover, from Theorem 8.4.2(a) we
obtain that the isomorphisms of (18.4) are compatible with the N∗
Z
reg
g /Zg
-action.
This implies the canonical splitting of the spectral sequence. Indeed, from Theorem 8.4.2(b)
it is easy to derive that there are no non-trivial Hom’s and Ext1’s between different V λˇ
Z
reg
g
,
regarded as N∗
Z
reg
g /Zg
-modules.
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Part V. Appendix
This Part, which may be viewed as a user’s guide to Sect. 7 of [BD1], reviews some technical
material that we need in the main body of this paper.
In Sect. 19 we review some background material: the three monoidal structures on the
category of topological vector spaces, the notion of a family of objects of an abelian category
over a scheme or an ind-scheme, and the formalism of DG-categories.
In Sect. 20 we introduce the notion of action of a group-scheme on an abelian category.
In fact, there are two such notions that correspond to weak and strong actions, respectively.
A typical example of a weak action is when a group H acts on a scheme S, and we obtain
an action of H on the category QCohH of quasi-coherent sheaves. A typical example of a
strong (equivalently, infinitesimally trivial or Harish-Chandra type) action is when in the above
situation we consider the action of H on the category D(S) –mod of D-modules on S. We also
discuss various notions related to equivariant objects and the corresponding derived categories.
In Sect. 21 we make a digression and discuss the notion of D-module over a group ind-scheme.
The approach taken here is different, but equivalent, to the one developed in [AG1] via chiral
algebras.
In Sect. 22 we generalize the discussion of Sect. 20 to the case of group ind-schemes. The goal
of this section is to show that if C is a category that carries a Harish-Chandra action of some
group ind-scheme G, then at the level of derived categories we have an action of the monoidal
category of D-modules over G on C. This formalism was developed in Sect. 7 of [BD1], and in
this section we essentially repeat it.
Finally, Sect. 23 serves a purely auxiliary role: we prove some technical assertions concerning
the behavior of an abelian category over its center provided that a certain flatness assumption
is satisfied.
19. Miscellanea
Unless specified otherwise, the notation in this part will be independent of that of Parts I–
IV. We will work over the ground field C, and all additive categories will be assumed C-linear.
Unless specified otherwise, by tensor product, we will mean tensor product over C.
If C is a category, and Xi is a directed system of objects in it, then following the notation
of SGA 4(I) notation, we write ”lim
−→
”Xi for the resulting object in Ind(C), thought of as a
contravariant functor on C. In contrast, lim
−→
Xi will denote the object of C representing the
functor lim
←−
Hom(limXi, ?) on C, provided that it exists.
19.1. Topological vector spaces and algebras. In this subsection we will briefly review the
material of [CHA1]. By a topological vector space we will mean a vector space over C equipped
with a linear topology, assumed complete and separated. We will denote this category by Top;
it is closed under projective and inductive limits (note that the projective limits commute with
the forgetful functor to vector spaces, and inductive limits do not). Every such topological
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vector space V can be represented as lim
←−
V i, where V i are usual (i.e., discrete) vector spaces
and the transition maps V j → V i are surjective.
For a topological vector space V represented as projective limit as above, its dual V∗ is by
definition the object of Top equal to
lim
−→
(Vi)
∗,
where each (Vi)
∗ is dual of the corresponding discrete vector space Vi, endowed with the natural
(pro-finite dimensional) topology. It is easy to see that V∗ is well-defined, i.e., independent of
the presentation of V as a projective limit.
A topological vector space V is said to be of Tate type if it can be written in the form
V1 ⊕V2, where V1 is discrete and V2 is pro-finite dimensional. In this case V∗ is also of Tate
type, and the natural map (V∗)∗ → V is an isomorphism.
Following [CHA1], we endow the category Top with three different monoidal structures:
V1,V2 7→ V1
∗
⊗V2,V1
→
⊗V2 and V1
!
⊗V2.
They are constructed as follows. Let us write V1 = lim
←−
V i1 , V2 = lim
←−
V j2 . Then
V1
!
⊗V2 = lim
←−
i,j
V i1 ⊗ V
j
2 .
It is easy to see that this monoidal structure is in fact a tensor one.
To define V1
→
⊗V2 we proceed in 2 steps. If V2 = V is discrete and equal to ∪
k
Vk, where Vk
are finite-dimensional, we set
V1
→
⊗ V = lim
−→
k
V1 ⊗ Vk,
where the inductive limit is taken in Top. For an arbitrary V2 written as V2 = lim
←−
V j2 , we set
V1
→
⊗V2 = lim
←−
j
(V1
→
⊗ V j2 ).
Finally, V1
∗
⊗V2 is characterized by the property that Hom(V1
∗
⊗V2, V ), where V is discrete,
is the set of bi-linear continuous maps V1 ×V2 → W . This monoidal structure is also tensor
in a natural way.
We have natural maps
V1
∗
⊗V2 → V1
→
⊗V2 → V1
!
⊗V2,
where the first arrow is an isomorphism if V2 is discrete and the second one is an isomorphism
if V1 is discrete.
Note also that for three objects V1,V2,V3 ∈ Top we have natural maps
(V1
!
⊗V2)
→
⊗V3 → V1
!
⊗ (V2
→
⊗V3) and V1
→
⊗ (V2
!
⊗V3)→ (V1
→
⊗V2)
!
⊗V3
and hence the map
(19.1) (V1
!
⊗V2)
∗
⊗V3 → V1
!
⊗ (V2
∗
⊗V3).
By an action of a topological vector space V from a discrete vector space W1 to a discrete
vector space W2 we will mean a map
V
→
⊗W1 ≃ V
∗
⊗W1 →W2.
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The latter amounts to a compatible system of maps V ′ ⊗W ′1 → W2, defined for every finite-
dimensional subspace W ′1 ⊂W1 for some sufficiently large discrete quotient V
′ of V.
By definition, a topological associative algebra is an object A ∈ Top endowed with an
associative algebra structure with respect to the
→
⊗ product. By construction, any such A
can be represented as lim
←−
I
A/I, where I ⊂ A are open left ideals. A discrete module over a
topological associative algebra A is a vector space V endowed with an associative action map
A
→
⊗ V → V ; we shall denote the category of discrete A-modules by A –mod.
A topological associative algebra is called commutative if the operation A
→
⊗A→ A factors
through A
!
⊗A → A and the latter map is commutative (in the sense of the commutativity
constraint for the
!
⊗ product). In this caseA can be represented as lim
←−
i
Ai, where Ai are discrete
commutative quotients of A.
For a commutative associative topological algebra, by a topological A-module we shall mean
a topological vector space V, endowed with an associative map A
!
⊗ V → V such that V is
separated and complete in the topology defined by open A-submodules. Any such V can be
represented as lim
←−
V i, with Vi being discrete A-modules, on each of which A acts through a
discrete quotient. If f : A→ B is a homomorphism, we define f∗(V) as lim
←−
B⊗
A
V i.
Note that if we regard A as an associative topological algebra, a discrete A-module is a
topological A-module in the above sense if and only if A acts on it though some discrete
quotient.
A topological Lie algebra g is a Lie algebra in the sense of the
∗
⊗ structure. A discrete module
over such g is a vector space V endowed with a map g
∗
⊗ V → V , which is compatible with the
bracket on g in a natural way.
Let A be a commutative associative topological algebra. A Lie algebroid over A is a topo-
logical Lie algebra g endowed with a topological A-module structure A
!
⊗ g → g and a Lie
algebra action map g
∗
⊗A→ A, which satisfy the usual compatibility conditions via (19.1).
19.2. Here we shall recall some notions related to infinite-dimensional vector bundles and
ind-schemes, borrowed from [BD1] and [Dr2].
By an ind-scheme we will understand an ind-object in the category of schemes, which can be
represented as Y := ” lim ”
−→
i∈I
Yi, where the transition maps fi,j : Yi → Yj are closed embeddings.
We will always assume that the indexing set I is countable.
A closed subscheme Z of Y is called reasonable if for every i, the ideal of the subscheme
Z ∩ Yi of Yi is locally finitely generated. The ind-scheme Y is called reasonable if it can be
represented as an inductive limit of its reasonable subschemes (or, in other words, one can
choose a presentation such that the ideal of Yi in Yj is locally finitely generated).
We shall say that Y is ind-affine if all the schemes Yi are affine. In this case, if we denote by
Ai the algebra of functions of Yi, we will write Y = Spec(A), where A = lim
←−
Ai and A = OY.
Assume that Y = G is ind-affine and is endowed with a structure of group ind-scheme. This
amounts to a co-associative co-unital map OG → OG
!
⊗ OG. By definition, an action of G on a
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topological vector space V is a map
V→ OG
!
⊗V,
such that the two morphisms
V⇒ OG
!
⊗ OG
!
⊗V
coincide.
If V is an associative or Lie topological algebra, we define in an evident way what it means
for an action to be compatible with the operation of product on V.
Assume now that G is a group-scheme H = Spec(OH).
Lemma 19.2.1. Every V, acted on by H, can be written as lim
←−
Vi, where Vi ∈ Rep(H) are
quotients of V.
Proof. Let V be some discrete quotient of V. We must show that we can find an H-stable
quotient V ′ such that V։ V ′ ։ V . Consider the map
V→ OH
!
⊗V→ OH ⊗ V,
Let V′ be the kernel of this map; this is an open subspace in V. The associativity of the action
implies that V′ is H-stable. Hence, V/V′ satisfies our requirements.

Let Y be an ind-scheme. A topological *-sheaf on Y is a rule that assigns to a commutative
algebra R and an R-point y of Y a topological R-module Fy, and for a morphism of algebras
f : R → R′ an isomorphism Fy ≃ f∗(Fy′), where y′ is the induced R′-point of Y, compatible
with two-fold compositions. Morphisms between topological *-sheaves are defined in an evident
manner and we will denote the resulting category by QCohtop,∗
Y
. The cotangent sheaf Ω1(Y) is
an example of an object of QCohtop,∗
Y
.
We let TateY denote the full subcategory of QCoh
top,∗
Y
formed by Tate vector bundles (i.e.,
those, for which each Fy is an R-module of Tate type), see [Dr2], Sect. 6.3.2. The following
basic result was established in [Dr2], Theorem 6.2:
Theorem 19.2.2. Let Y1 → Y2 be a formally smooth morphism between ind-schemes with Y1
being reasonable. Then the topological *-sheaf of relative differentials Ω1(Y1/Y2) is a Tate vector
bundle on Y1.
Assume now that Y is affine and isomorphic to Spec(A) for a commutative associative topo-
logical algebra A. In this case, the category QCohtop,∗
Y
is tautologically equivalent to that of
topological A-modules. We have the notion of Lie algebroid over Y (which is the same as a
topological Lie algebroid over A).
Let now G be an ind-groupoid over an ind-affine ind-scheme Y, such that both (r, equivalently,
one of the) projections l, r : G⇒ Y is formally smooth. Then, by the above theorem, the normal
to Y in G, denoted NY/G, which is by definition the dual of the restriction to Y of Ω
1(G/Y) with
respect to either of the projections, is a Tate vector bundle. The standard construction endows
it with a structure of Lie algebroid.
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19.3. A class of categories. Let C be an abelian category, and let Ind(C) denote its ind-
completion. We will assume that C is closed under inductive limits, i.e., that the tautological
embedding C→ Ind(C) admits a right adjoint limInd : Ind(C)→ C, and that the latter functor
is exact. In particular, it makes sense to tensor objects of C by vector spaces.
We shall say that an objectX ∈ C is finitely generated (or compact) if the functor Hom(X, ·) :
C→ Vect commutes with direct sums. Let us denote by Cc the full subcategory of C formed by
compact objects. We will assume that Cc is equivalent to a small category (i.e., that isomorphism
classes of compact objects in C form a set).
We shall say that C satisfies (*) if every object of C is isomorphic to the inductive limit of
its compact subobjects.
Lemma 19.3.1. Assume that C satisfies (*), and let G be a left exact contravariant functor
Cc → Vect. The following conditions are equivalent:
(1) G is representable by X ∈ C.
(2) For an inductive system {Xi} ∈ Cc, whenever X := lim
−→
Xi belongs to C
c, the natural map
G(X)→ lim
←−
G(Xi)
is an isomorphism.
(3) G extends to a functor C→ Vect such that for any inductive system {Xi} ∈ C, the map
G
(
lim
−→
Xi
)
→ lim
←−
G(Xi)
is an isomorphism.
We shall say that C satisfies (**) if there exists an exact and faithful covariant functor
F : C→ Vect, which commutes with inductive limits.
The following is standard:
Lemma 19.3.2. Assume that C satisfies (*) and (**). Then:
(1) F is representable by some ” lim”
←−
i
Xi ∈ Pro(Cc).
(2) Assume that F has the following additional property. Whenever a system of maps αk : X →
Yk is such that for any non-zero subobject X
′ ⊂ X not all maps αk|X′ are zero, then the map
F(X)→ Π
k
F(Yk)
is injective.
Then the projective system {Xi} as above can be chosen so that all the transition maps
Xi′ → Xi are surjective.
(3) Under the assumption of (2), the functor F gives rise an to an equivalence C → A –mod,
where A is the topological associative algebra ” lim ”
←−
i
F(Xi) ≃ End(F).
19.4. If A is an associative algebra, we will denote by A –mod⊗C the category, whose objects
are objects of C, endowed with an action of A by endomorphisms, and morphisms being C-
morphisms, compatible with A-actions. This is evidently an abelian category.
If M is a left A-module and X ∈ C, we produce an example of an object of A –mod⊗C by
taking M ⊗X .
Let M be a right A-module. We have a naturally defined right exact functor
A –mod⊗C→ C : X 7→M ⊗
A
X.
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Lemma 19.4.1. If M is flat (resp., faithfully-flat A-algebra), then the above functor is exact
(resp., exact and faithful).
For the proof see [Ga1], Lemma 4 and Proposition 5. 10
We will say that X ∈ A –mod⊗C is A-flat if the functor M 7→ M ⊗
A
X : Aop –mod → C
is exact. The functor of tensor product can be derived in either (or both) arguments and we
obtain a functor
D−(Aop –mod)×D−(A –mod⊗C)→ D−(C).
If M is a left A-module and X ∈ A –mod⊗C, we define a contravariant functor on C by
Y 7→ HomC⊗A –mod(Y ⊗M,X).
This functor is representable by an object that we will denote by HomA(M,X). If M is
finitely presented as an A-module, the functor X 7→ HomA(M,X) commutes with inductive
limits.
Let φ : A → B be a homomorphism of algebras. We have a natural forgetful functor
φ∗ : B –mod⊗C→ A –mod⊗C, and its left adjoint φ∗, given by tensor product with B, viewed
as a right A-module. The right adjoint to φ∗, denoted φ
!, is given by X 7→ HomA(B,X).
19.5. Objects parameterized by a scheme. Assume now that A is commutative and set
S = Spec(A). In this case we will use the notation QCohS ⊗C for A –mod⊗C. We will think of
objects of QCohS ⊗C as families of objects of C over S.
For a morphism of affine scheme f : S1 → S2 we have the direct and inverse image functors
f∗, f
∗ : QCohS1 ⊗C ⇄ QCohS2 ⊗C, with f
∗ being exact (resp., exact and faithful) if f is, by
Lemma 19.4.1.
The usual descent argument shows:
Lemma 19.5.1. Let S′ → S be a faithfully flat map. Then the category QCohS ⊗C is equivalent
to the category of descent data on QCohS′ ⊗C with respect to S
′ ×
S
S′ ⇒ S′.
This allows us to define the category QCohS ⊗C for any separated scheme S. Namely, let S
′
be an affine scheme covering S. We introduce QCohS ⊗C as the category of descent data on
QCohS′ ⊗C with respect to S
′×
S
S′ ⇒ S′. Lemma 19.5.1 above ensures that QCohS ⊗C is well-
defined, i.e., is independent of the choice of S′ up to a unique equivalence. (In fact, the same
definition extends more generally to stacks algebraic in the faithfully-flat topology, for which
the diagonal map is affine.) For a morphism of schemes f : S1 → S2 we have the evidently
defined direct and inverse image functors. If f is a closed embedding and the ideal of S1 in S2
is locally finitely generated, then we also have the functor f ! : QCohS2 ⊗C→ QCohS1 ⊗C, right
adjoint to f∗.
If S1 is a closed subscheme of S2 we say that an object X ∈ QCohS2 ⊗C is set-theoretically
supported on S1, if X can be represented as an inductive limit of its subobjects, each of which
is the direct image of an object in some QCohS′1 ⊗C, where S
′
1 is a nilpotent thickening of S1
inside S2.
Suppose now that S is of finite type over C. We will denote by D(S) –mod the category of
right D-modules on S. We define the category D(S) –mod⊗C as follows:
10Whereas the first of the assertion of the lemma is obvious from Lazard’s lemma, the second is less so, and
it was pointed out to us by Drinfeld.
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First, we assume that S is affine and smooth. Then D(S) –mod⊗C is by definition the
category Γ(S,D(S))op –mod⊗C.
If S1 → S2 is a closed embedding of affine smooth schemes, we have an analog of Kashiwara’s
theorem, saying that D(S1) –mod⊗C is equivalent to the subcategory of D(S2) –mod⊗C, con-
sisting of objects set-theoretically supported on S1, when considered as objects of QCohS2 ⊗C.
This allows to define D(S) –mod⊗C for any affine scheme of finite type, by embedding it
into a smooth scheme. Finally, for an arbitrary S, we define D(S) –mod⊗C using a cover by
affine schemes, as above.
19.6. In this subsection we will assume that C satisfies (*). Let V be a topological vector
space, and X,Y ∈ C. An action V ×X → Y is a map
V ⊗X → Y,
satisfying the following continuity condition: For every compact subobject X ′ ⊂ X , the induced
map V ⊗X ′ → Y factors through V ⊗X ′ → Y , where V is a discrete quotient of V.
If X ′ → X (resp., Y → Y ′, V′ → V) is a map, and we have an action V × X → Y , we
produce an action V ×X ′ → Y (resp., V ×X → Y ′, V′ ×X → Y ).
Note that if V is pro-finite-dimensional, with the dual V∗ ∈ Vect, an action V ×X → Y is
the same as a map X → V∗ ⊗ Y .
Lemma-Construction 19.6.1. Let V2×X → Y and V1× Y → Z be actions. Then we have
an action
(V1
→
⊗V2)×X → Z.
Proof. The construction immediately reduces to the case when V2 = V2 is discrete, X is
compact, and we have an action map V2 ⊗X → Y .
Then for every finite-dimensional subspace V k2 ⊂ V2 we can find a compact subobject Y
k ⊂
Y , such that V k2 ⊗X → Y maps to Y
k and the action V1⊗ Y
k → Z factors through a discrete
quotient V k1 of V1. Then
∪
k
ker(V1 → V
k
1)⊗ V
k
2 ⊂ V1
→
⊗ V2
is an open neighborhood of 0, and we have an action map(
V1
→
⊗ V2/ ∪
k
ker(V1 → V
k
1)⊗ V
k
2
)
⊗X ≃ lim
−→
(V k1 ⊗ V
k
2 )⊗X → Z.

We shall say that V acts on X , if we are given a map V ×X → X . Objects of C, acted on
by V naturally form category, which is abelian.
Let A be an associative topological algebra. We shall say that an object X ∈ C is acted
on by A if we are given an action map A ×X → X such that the two resulting action maps
(A
→
⊗A)×X ⇒ X coincide. Objects of C acted on by A form a category, denoted A –mod⊗C.
19.7. Objects of a category parameterized by an ind-scheme. In this subsection we
retain the assumption that C satisfies (*). Let Y be an ind-scheme, Y = ∪
i
Yi. We introduce
the category QCoh∗Y⊗C to have as objects collections {Xi ∈ QCoh
∗
Yi
⊗C} together with a
compatible system if isomorphisms f∗i,j(Xj) ≃ Xi, where fi,j is the map Yi → Yj . Morphisms
in the category are evident.
It is easy to see that this category is independent of the presentation of Y as an inductive
limit. However, QCoh∗Y⊗C is, in general, not abelian.
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Given an object of X ∈ QCoh∗Y⊗C and a scheme S mapping to Y, we have a well-defined
object X|S ∈ QCohS ⊗C.
Assume now that Y is strict and reasonable. I.e., the system Yi can be chosen so that the
maps fi,j are closed embeddings, and the ideal of Yi inside Yj is locally finitely generated.
We introduce the category QCoh!Y⊗C as follows. Its objects are collections X := {Xi ∈
QCoh∗Yi ⊗C} together with a compatible system if isomorphismsXi ≃ f
!
i,j(Xj). The morphisms
in this category are evident.
Lemma 19.7.1. QCoh!Y⊗C is an abelian category.
Proof. If α = {αi : Xi → X ′i} is a morphism in QCoh
!
Y⊗C, its kernel is given by the system
{ker(αi)}. It is easy to see that the cokernel and image of this morphism are given by the
systems that assign to each i
lim
−→
j≥i
f !i,j (coker(αj)) , lim−→
j≥i
f !i,j (Im(αj)) ,
respectively. The fact that the axioms of an abelian category are satisfied is shown in the same
way as in the case of C = Vect.

Let now A be a commutative topological algebra. Then A can be represented as lim
←−
Ai,
where Ai are discrete commutative algebras. Assume, moreover, that we can find such a
presentation that the ideal of Ai in each Aj , j ≥ i is finitely generated. Then Y := lim
−→
Spec(Ai)
is reasonable.
Lemma 19.7.2. Under the above circumstances, the categories QCoh!Y⊗C and A –mod⊗C are
equivalent.
Proof. The functor QCoh!Y⊗C→ A –mod⊗C is evident. Its right adjoint is defined as follows:
given an object X ∈ A –mod⊗C, represented as ∪
i
Xi with Xi ∈ Ai –mod⊗C, we define an
object {X ′i} in QCoh
!
Y⊗C by setting
X ′i = lim−→
j≥i
f !i,j(Xj).
The fact that the adjunction morphisms are isomorphisms is shown as in the case C = Vect.

Let now X = {Xi} be an object of QCoh
∗
Y⊗C such that each Xi is Yi-flat. Let M be an
object in QCoh!Y⊗A –mod, where A is some topological algebra. We then have a well-defined
tensor product
X ⊗
OY
M ∈ QCoh!Y⊗(A –mod⊗C).
The corresponding system assigns to every Yi the object
X|Yi ⊗
OYi
Mi ∈ QCohYi ⊗(A –mod⊗C).
Finally, let Y be a strict ind-scheme of ind-finite type. Proceeding as above, one defines the
category D(Y)! –mod⊗C as the category of systems {Xi} ∈ D(Yi)! –mod⊗C with isomorphisms
Xi ≃ f
!
i,j(Xj).
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If Y is formally smooth, we can also introduce the DG-category of Ω•Y-modules with coef-
ficients in C, and we will have an equivalence between the corresponding derived category of
Ω•Y –mod⊗C and the derived category of D(Y)
! –mod⊗C.
19.8. BRST complex. If g is a topological Lie algebra, an action of g on X ∈ C is an action
map g×X → X such that the difference of the two iterations
(g
∗
⊗ g)×X → (g
→
⊗ g)×X → X
equals the action induced by the Lie bracket g
∗
⊗ g→ g.
Assume now that g ≃ k is pro-finite dimensional. Then its action on X is the same as
a co-action of the Lie co-algebra k∗ ∈ Vect on X , i.e., a map a : X → k∗ ⊗ X , satisfying
the suitable axioms. In this case we can form a complex of objects of C, called the standard
complex, C(k, X):
As a graded object of C, it is isomorphic to C(k,M) := X ⊗ Λ•(k∗). Let us denote by i
(resp., i∗) the action of k[1] (resp., k∗[−1]) on C(k, X) by the ”annihilation” (resp., ”creation”
operators), and by Lie the diagonal action of k. Then the differential d on C(k, X) is uniquely
characterized by the property that [d, i] = Lie. We automatically obtain that
• d2 = 0,
• The map i∗ : Λ•(k∗) ⊗ C(k, X) → C(k, X) is a map of complexes, where Λ•(k∗) is
endowed with a differential coming from the Lie co-bracket.
If X• is a complex of objects of C, acted on by k, we will denote by C(k, X•) the complex
associated to the corresponding bi-complex. It is clear that if X• is bounded from below and
acyclic, then C(k, X•) is acyclic as well. However, this would not be true if we dropped the
boundedness from below assumption.
The above set-up can be generalized as follows. Let now g be a topological Lie algebra,
which is of Tate type as a topological vector space. Let Cliff(g, g∗) be the (topological) Clifford
algebra, constructed on g and g∗; it is naturally graded, where the ”creation” operators (i.e.,
elements of g∗) have degree 1, and the annihilation operators (i.e., elements of g) have degree
−1. Let Spin(g) be some fixed irreducible representation of Cliff(g), equipped with a grading.
(Of course, up to a grading shift and a non-canonical isomorphism, Spin(g) is unique.)
Recall that the canonical (i.e. Tate’s) central extension gcan of g is characterized by the
property that the adjoint action of g on Cliff(g, g∗) is inner via a homomorphism gcan →
Cliff(g, g∗). We will denote by g− can the Baer negative central extension.
Let C be as above, and let X ∈ C be acted on by g− can. Consider the graded object of C
given by
C
∞
2 (g, X) := X ⊗ Spin(g).
As in the case when C = Vect, one shows that C
∞
2 (g, X) acquires a canonical differential d,
characterized by the property that [d, i] = Lie, where i denotes the action of g on C
∞
2 (g, X) via
Spin(g) by creation operators, and Lie is the diagonal action of g on X ⊗ Spin(g). We have
• d2 = 0
• The action i∗ of g∗ is compatible with the differential g∗ → g∗
!
⊗g∗ given by the bracket.
If X• is a complex of objects of C, acted on by g− can, we will denote by C
∞
2 (g, X•) the
complex, associated to the corresponding bi-complex.
Lemma 19.8.1. Assume that X• is bounded from below and is acyclic. Then C
∞
2 (g, X•) is
also acyclic.
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Proof. Let us choose a lattice k ⊂ g; we can then realize Spin(g) as Spin(g, k)–the module
generated by an element, annihilated by both k ⊂ g ⊂ Λ•(g) and (g/k)∗ ⊂ g∗ ⊂ Λ•(g∗).
In this case the complex C
∞
2 (g, X•) acquires a canonical increasing filtration, numbered by
natural numbers, so that
gri
(
C
∞
2 (g, X•)
)
≃ C(k, X• ⊗ Λi(g/k))[i].
This readily implies the assertion of the lemma.

In what follows we will need to consider the following situation. Let X• be a complex
of objects of C, endowed with two actions of g− can, denoted a and a
′, respectively. Then
X• ⊗ Spin(g) acquires two differentials, d and d′.
Assume that there exists a self-anticommuting action
ih : g[1]×X
• → X•,
such that a′(x)− a(x) = [dX , ih(x)], [a′(x), ih(y)] = ih([x, y]), [a(x), ih(y)] = 0, where dX is the
differential on X•.
Lemma 19.8.2. Under the above circumstances, there exists a graded automorphism of the
complex X• ⊗ Spin(g) that intertwines d and d′.
Proof. Let Λi(g) and Λi(g∗) denote the !-completed exterior powers of g and g∗, respectively.
For a natural number i consider the canonical element idi ∈ Λi(g)
!
⊗ Λi(g∗). We define the
operator
T : X• ⊗ Spin(g)→ X• ⊗ Spin(g)
by Σ
i∈N
(ih ⊗ i∗)(idi), where i∗ and ih denotes the extension of the actions of g∗[−1] and g[1],
respectively, to the exterior powers.
Clearly, T is a grading-preserving isomorphism, and
T ◦ i ◦ T−1 = i+ ih.
One easily shows that d′ = T−1 ◦ d ◦ T .

19.9. DG categories. We will adopt the conventions regarding DG categories from [Dr1]. Let
C be a C-linear DG category, which admits arbitrary direct sums.
For X•, Y • ∈ C we will denote by HomC(X
•, Y •) the corresponding complex, and by
HomC(X
•, Y •) its 0-th cohomology. By definition, the homotopy category Ho(C) has the
same objects as C, with the Hom space being HomC(X
•, Y •)
We will assume that C is strongly pre-triangulated, i.e., that it admits cones. In this case
Ho(C) is triangulated.
We will assume that C is equipped with a cohomological functor H to an abelian category C′.
We will denote by D(C) the corresponding localized triangulated category, and we will assume
that H defines a t-structure on D(C). We will denote by RHomD(C)(·, ·) the resulting functor
D(C)op ×D(C)→ D(Vect).
We will denote by Db(C) (resp., D+(C), D−(C),) the subcategory consisting of objects X•,
such that H(X•[i]) = 0 for i away from a bounded interval (resp., i << 0, i >> 0.)
In what follows we will also use the following notion: we shall say that an object X• ∈ D(C)
is quasi-perfect if it belongs to D−(C), and the functor Y 7→ HomD(C)(X
•, Y [i]) commutes
with direct sums in the core of C (i.e., those objects Y ∈ C for which H(Y [j]) = 0 for j 6= 0).
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Lemma 19.9.1. Let X• ∈ D(C) be quasi-perfect and Y • ∈ D+(C). Let K• be a bounded
from below complex of vector spaces. Then RHomD(C)(X
•, Y • ⊗ K•) is quasi-isomorphic to
RHomD(C)(X
•, Y •)⊗K• in D(Vect).
The most typical example of this situation is, of course, when C = C(C) is the category of
complexes of objects of an abelian category C, and H comes from an exact functor C → C′. If
C′ ≃ C, then D(C) will be denoted D(C); this is the usual derived category of C.
An example of a quasi-perfect object of D(C) is provided by a bounded from above complex
consisting of projective finitely generated objects of C.
Let C1,C2 be two DG categories as above, and let G : C1 → C2 be a DG functor. We shall
say that G is exact if it sends acyclic objects (in the sense of H1) to acyclic ones (in the sense
of H2).
The following (evident) assertion will be used repeatedly:
Lemma 19.9.2. Let G : C1 → C2 and G′ : C2 → C1 be mutually adjoint exact functors. Then
the induced functors G,G′ : D(C1)⇄ D(C2) are also mutually adjoint.
Proof. Let G be the left adjoint of G′. Note first of all that the functors induced by G and G′
between the homotopy categories Ho(C1) and Ho(C2) are evidently mutually adjoint.
Then for X• ∈ D(C1), Y • ∈ D(C2)
(19.2) HomD(C1)(X
•,G′(Y •)) = lim
−→
X′•→X•
HomHo(C1)(X
′•,G′(Y •))
and
(19.3) HomD(C2)(G(X
•), Y •) = lim
−→
Y •→Y ′•
HomHo(C2)(G(X
•), Y ′•),
where in both cases the inductive limits are taken over quasi-isomorphisms, i.e., morphisms in
the homotopy category that become isomorphisms in the quotient triangulated category.
By adjunction, we rewrite the expression in (19.3) as
lim
−→
Y •→Y ′•
HomHo(C2)(X
•,G′(Y ′•)),
and we map it to (19.2) as follows. For a quasi-isomorphism Y • → Y ′• the map G(Y •)→ G(Y ′•)
is a quasi-isomorphism as well, and given a mapX• → G′(Y ′•), we can find a quasi-isomorphism
X ′• → X•, so that the diagram
G′(Y •) −−−−→ G′(Y ′•)x x
X ′• −−−−→ X•
commutes in Ho(C1). The above map X
′ → G′(Y •) defines an element in (19.2).
One constructs the map from (19.2) to (19.3) in a similar way, and it is straightforward to
check that the two are mutually inverse.

20. Action of a group on a category
20.1. Weak action. Let C be an abelian category as in Sect. 19.3, and let H be an affine
group-scheme. We will say that H acts weakly on C if we are given a functor
act∗ : C→ QCohH ⊗C,
LOCAL LANGLANDS CORRESPONDENCE AND AFFINE KAC-MOODY ALGEBRAS 121
and two functorial isomorphisms related to it. The first isomorphism is between the identity
functor on C and the composition C
act∗
→ QCohH ⊗C→ C, where the second arrow corresponds
to the restriction to 1 ∈ H .
To formulate the second isomorphism, note that from the existing data we obtain a natural
functor act∗S : QCohS ⊗C→ QCohS×H ⊗C for any affine scheme S.
The second isomorphism is between the two functors C→ QCohH×H ⊗C that correspond to
the two circuits of the diagram
(20.1)
C
act∗
−−−−→ QCohH ⊗C
act∗
y act∗Hy
QCohH ⊗C
mult∗
−−−−→ QCoh∗H×H ⊗C,
where mult denotes the multiplication map H ×H → H .
We assume that the above two isomorphisms of functors satisfy the usual compatibility
conditions. We will refer to these isomorphisms as the unit and associativity constraint of the
action, respectively.
Lemma 20.1.1. The functor act∗ is exact and faithful. For X ∈ C, the OH-family act∗(X) is
flat.
Proof. First, the faithfulness of act∗ is clear, since the fiber at 1 ∈ H provides a left quasi-inverse
QCohH ⊗C→ C.
Let S be a scheme equipped with a map φ : S → H . Note that we have a self-functor
act∗φ : QCohS ⊗C→ QCohS ⊗C given by
QCohS ⊗C
act∗S→ QCohS ⊗QCohH ⊗C
(idS ×φ)
∗
→ QCohS ⊗C.
This is an equivalence of categories and its quasi-inverse is given by act∗φ−1 , where φ
−1 : S → G
is obtained from φ by applying the inversion on H . Note that act∗φ is OS-linear.
Let us take S = H and φ to be inversion map. Then the composition act∗φ ◦ act
∗ : C →
QCohH ×C is isomorphic to the functor X 7→ OH ⊗X , which is evidently exact. Hence, act
∗ is
exact as well.
Similarly, to show that act∗(X) is OH -flat, it suffices to establish the corresponding fact for
act∗φ ◦ act
∗(X), which is again evident.

Here are some typical examples of weak actions:
1) Let H act on an ind-scheme Y. Then the category QCoh!Y carries a weak H-action.
2) Let H act on a topological associative algebraA (see Sect. 19.2). Then the categoryA –mod
of discrete A-modules carries a weak H-action.
20.2. Weakly equivariant objects. Let us denote by p∗ the tautological functor
C→ QCohH ⊗C : X 7→ OH ⊗X,
where OH is the algebra of functions on H .
We will say that an object X ∈ C is weakly H-equivariant if we are given an isomorphism
(20.2) act∗(X) ≃ p∗(X),
which is compatible with the associativity constraint of the H-action on C.
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Evidently, weakly H-equivariant objects of C form an abelian category, which we will denote
by Cw,H . For example, let us take C to be Vect–the category of vector spaces with the obvious,
i.e., trivial, H-action. Then Cw,H is the category of H-modules, denoted H –mod, or Rep(H).
Let X be an object of Cw,H , and V ∈ Rep(H). We define a new object V ∗X ∈ Cw,H to be
V ⊗X as an object of C, but the isomorphism act∗(V ⊗X)→ p∗(V ⊗X) is multiplied by the
co-action map V → OH ⊗ V .
We have an obvious forgetful functor Cw,H → C, and it admits a right adjoint, denoted AvwH ,
given by X 7→ p∗(act
∗(X)). For X ∈ Cw,H ,
AvwH(X) ≃ OH ∗X.
For two objects X1, X2 of C
w,H we define a contravariant functor HomC(X1, X2) of Rep(H)
by
HomRep(H)(V,HomC(X1, X2)) = HomCw,H (V ∗X1, X2).
It is easy to see that this functor is representable.
Lemma 20.2.1. Let X1 is finitely generated as an object of C. Then the forgetful functor
Rep(H)→ Vect maps HomC(X1, X2) to HomC(X1, X2).
Proof. We have the map
HomC(X1, X2) ≃ HomCw,H (X1,Av
w
H(X2))→ HomC(X1,Av
w
H(X2)) ≃ HomC(X1,OH ⊗X2),
and the latter identifies with OH ⊗HomC(X1, X2), by the assumption on X1.
This endows HomC(X1, X2) with a structure of H-module. It is easy to see that it satisfies
the required adjunction property.

Note that since
HomC(X1, X2) ≃ HomCw,H (X1,OH ∗X2) and HomCw,H (X1, X2) ≃ HomH(C,HomC(X1, X2)),
we obtain that X1 is finitely generated as an object of C if and only if it is one in C
w,H .
20.3. LetC(Cw,H) denote the DG category of complexes of objects of Cw,H , and letD(Cw,H) be
the corresponding derived category. By Lemma 19.9.2, the forgetful functor D(Cw,H)→ D(C)
admits a right adjoint given by X• 7→ act∗(X•).
For X•1 , X
•
2 ∈ D(C
w,H) we define a contravariant cohomological functor RHomD(C)(X
•
1 , X
•
2 )
on D(Rep(H)) by
V • 7→ HomD(Cw,H)(V
• ∗X•1 , X
•
2 ).
It is easy to see that this functor is representable.
Lemma 20.3.1. Assume that X•1 is quasi-perfect and X
•
2 ∈ D
+(Cw,H). Then the image of
RHomD(C)(X
•
1 , X
•
2 ) under the forgetful functor D(Rep(H)) → D(Vect) is quasi-isomorphic to
RHomD(C)(X
•
1 , X
•
2 ).
The proof repeats that of Lemma 20.2.1.
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20.4. Infinitesimally trivial actions. Let H(i) be the i-th infinitesimal neighborhood of 1 in
H , so that H(0) = 1 and H(1) = Spec(C⊕ ǫ · h∗), where ǫ2 = 0. Note that if H weakly acts on
C, the restriction to H(1) yields for every object X ∈ C a short exact sequence in C.
0→ h∗ ⊗X → X(1) → X → 0,
where X(1) := act∗(X)|H(1) .
We will say that the action of H on C is infinitesimally trivial, or of Harish-Chandra type, if
we are given a functorial isomorphism
(20.3) act∗(X)|H(1) ≃ p
∗(X)|H(1) ,
such that two compatibility condition (see below) are satisfied.
The first condition is that the isomorphism (20.3) respects the identification of the restrictions
of both sides to 1 ∈ H with X . (In view of this condition, the data of (20.3) amounts to a
functorial splitting X → X(1).)
To formulate the second condition, consider the map of schemes
(h, h1)
Ad
7→ Adh(h1) : H ×H
(1) → H(1).
From (20.1) and (20.3) we obtain two a priori different identifications
Ad∗(X(1))⇒ OH×H(1) ⊗X ∈ QCohH×H(1) ⊗C.
Our condition is that these two identifications coincide.
Here are some typical examples of Harish-Chandra actions:
1) Let Y be an ind-scheme of ind-finite type acted on by H . Then the category D(Y) –mod
carries a H-action of Harish-Chandra type.
2) Let A be a topological associative algebra, acted on by H , and assume that the derived
action of h on A is inner, i.e., comes from a continuous map h→ A. Then the action of H on
A –mod is of Harish-Chandra type.
Let now X be an object of Cw,H . Note that in this case we have two identifications between
act∗(X)|H(1) and p
∗(X)|H(1) . Their difference is a map
a♯ : X 7→ h∗ ⊗X,
compatible with the co-bracket on h∗, i.e., an action of h on X , see Sect. 19.1. We will call this
map ”the obstruction to strong equivariance”.
We will say that an object X ∈ Cw,H is strongly H-equivariant (or simply H-equivariant) if
the map a♯ is zero. Strongly equivariant objects form a full subcategory in Cw,H , which we will
denote by CH .
Let us consider the example, where C = D(Y) –mod, where X is an ind-scheme of ind-
finite type acted on by H . Then D(Y) –modw,H is the usual category of weakly H-equivariant
D-modules, and D(Y) –modH is the category strongly H-equivariant D-modules.
More generally, if C = A –mod, where A is a topological associative algebra, acted on by H ,
thenA –modw,H consists ofA-modules, endowed with an algebraic action ofH , compatible with
the action of H on A. If the action of H on A is of Harish-Chandra type, and X ∈ A –modw,H ,
the map a♯ : X → h∗ ⊗X corresponds to the difference of the two actions of h on X .
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20.5. Let C(CH) denote the DG category of complexes of objects of CH , and D(CH) the
corresponding derived category. We have a natural functor D(CH) → D(C), but in general it
does not behave well. Following Beilinson, we will now introduce the ”correct” triangulated
category, along with its DG model, that corresponds to strongly H-equivariant objects of C.
Let C(C)H be the category whose objects are complexes X• of objects of Cw,H , endowed
with a map of complexes
i♯ : X• → h∗[−1] ∗X•,
such that the following conditions are satisfied:
• i♯ is a map in Cw,H .
• The iteration of i♯, viewed as a map X• → Λ2(h∗)[−2] ∗X•, vanishes.
• The map [d, i♯] : X• → h∗ ∗X• equals the map a♯.
For two objects X•1 and X
•
2 of C(C)
H we define HomkC(C)H (X
•
1 , X
•
2 ) to be the subcomplex
of HomkC(Cw,H )(X
•
1 , X
•
2 ) consisting of graded maps X
•
1 → X
•
2 [k] that preserve the data of i
♯.
This defines on C(C)H a structure of DG-category.
Note that the usual cohomology functor defines a cohomological functor C(C)H → CH . We
will denote by D(C)H the resulting localized triangulated category, which henceforth we will
refer to as the ”H-equivariant derived category of C”.
By construction, the truncation functors τ<0, τ>0 are well-defined at the level of C(C)H .
Therefore, objects of the subcategory Db(C)H (resp., D+(C)H , D−(C)H) can be realized by
complexes in C(C)H that are concentrated in finitely many cohomological degrees (resp., coho-
mological degrees >> −∞, <<∞).
20.6. Examples. Take first C to be Vect, in which case Cw,H identifies with the category
Rep(H), and CH is the same as Rep(H/H0), where H0 ⊂ H is the neutral connected component
of H .
We will denote the resulting DG category by C(pt /H) and the triangulated category by
D(pt /H). Note that C(pt /H) is the standard, i.e., Cartan, DG-model for the H-equivariant
derived category of the point-scheme.
Consider the de Rham complex on H , denoted DRH . The multiplication on H endows
DRH with a structure of a DG co-algebra. The category C(pt /H) is tautologically the same
as the category of DG co-modules over DRH . In particular, DRH itself is naturally an object
of C
(
pt /(H ×H)
)
.
More generally, let C be D(Y) –mod for Y as above. In this case C(D(Y) –mod)H is the
DG-model for the H-equivariant derived category on Y studied in [BD1]; in loc.cit. it is shown
that the corresponding derived category is equivalent to the category of [BL].
20.7. Averaging. Note that for any C with an infinitesimally trivial action of H we have a
natural tensor product functor
V •, X• 7→ V • ∗X• : C(pt /H)×C(C)H → C(C)H ,
which extends to a functor D(pt /H)×D(C)H → D(C)H .
We have a tautological forgetful functor C(C)H → C(Cw,H), and we claim that it admits a
natural right adjoint, described as follows.
We will regard X• ∈ C(Cw,H) as a complex of objects of C, acted on by h via a♯, and we can
form the standard complex
C(h, X•) := Λ•(h∗) ∗X•,
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see Sect. 19.8. It is naturally an object of C(Cw,H). The action of the annihilation operators
defines on C(h, X•) a structure of an object in C(C)H .
The resulting functor C(Cw,H) → C(C)H is exact when restricted to C+(Cw,H), and the
corresponding functor D+(C)H → D+(Cw,H) is the right adjoint to the tautological forgetful
functor, by Lemma 19.9.2.
We will denote the composed functor
C(C)
AvwH−→ C(Cw,H)→ C(C)H
(and the corresponding functor D+(C) → D+(C)H) by AvH . This functor is the right adjoint
to the forgetful functor C(C)H → C(C) (resp., D(C)H → D(C)).
Let us consider two examples:
1) For C = Vect, we have AvH(C) ≃ DRH ∈ C(pt /H).
2) Let C = D(Y) –mod, where Y is an ind-scheme of ind-finite type, acted on by H . The
resulting functor at the level of derived categories D+(D(Y) –mod)→ D+(D(Y) –mod)H is the
corresponding *-averaging functor:
F 7→ p∗ ◦ act
!(F),
where p and act are the two maps H × Y→ Y.
20.8. The unipotent case. Assume now that H is connected. We claim that in this case CH
is a full subcategory of C. Indeed, for a C-morphism φ : X1 → X2 between objects of CH , in
the diagram
act∗(X1)
act∗(φ)
−−−−−→ act∗(X2)
∼
x ∼x
OH ⊗X1 −−−−→ OH ⊗X2
the bottom arrow is necessarily of the form id⊗φ′, since its derivative along H is 0, as follows
from the condition that a♯|X1 = a
♯|X2 = 0. Then the unit constraint forces φ
′ = φ.
For H connected let us denote by D(C)CH the full subcategory of D(C) consisting of objects,
whose cohomologies belong to CH .
Proposition 20.8.1. Suppose that the group-scheme H is pro-unipotent. Then the functor
D+(C)H → D+(C) is fully-faithful, and it induces an equivalence D+(C)H ≃ D+(C)CH .
Proof. Since AvH : D
+(C)→ D+(C)H is the right adjoint to the functor in question, to prove
fully-faithfulness it suffices to show that the adjunction map gives rise to an isomorphism
between the composition
D+(C)H → D+(C)
AvH→ D+(C)H
and the identity functor.
For X• ∈ C+(C)H , the object AvH(X•) is isomorphic to the tensor product of complexes
DRH ∗X
•,
and the adjunction map in question corresponds to the natural map C→ DRH . The latter is
a quasi-isomorphism since H was assumed pro-unipotent.
It remains to show that D+(C)H maps essentially surjectively onto D+(C)CH . For that it is
sufficient to show that for X• ∈ D+(C)CH , the second adjunction map AvH(X
•) → X• is a
quasi-isomorphism.
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By devissage, we can assume that X• is concentrated in one cohomological dimension. How-
ever such an object is quasi-isomorphic (up to a shift) to an object from CH , which makes the
assertion manifest.

20.9. Equivariant cohomology. For X•1 , X
•
2 ∈ C(C)
H we define a contravariant functor
HomC(X
•
1 , X
•
2 ) : C(pt /H)→ C(Vect)
by
V • 7→ HomC(C)H (V
• ∗X•1 , X
•
2 ).
This functor is easily seen to be representable. When X•1 is bounded from above and
consists of objects that are finitely generated, the forgetful functor C(C)H → C(Vect) maps
HomC(X
•
1 , X
•
2 ) to HomC(C)(X
•
1 , X
•
2 ).
Similarly, for X•1 ∈, X
•
2 ∈ D(C)
H the cohomological functor
V • 7→ RHomD(C)H (V
• ∗X•1 , X
•
2 )
is representable by some RHomD(C)(X
•
1 , X
•
2 ) ∈ D
+(C)H . We have the following assertion,
whose proof repeats that of Lemma 20.2.1:
Lemma 20.9.1. If X•1 quasi-perfect as an object of D(C) and X
•
2 is bounded from below. Then
the forgetful functor D+(pt /H)→ D+(Vect) maps RHomD(C)(X
•
1 , X
•
2 ) to RHomD(C)(X
•
1 , X
•
2 ).
The last lemma gives rise to the Leray spectral sequence that expresses Exts in the H-
equivariant derived category as equivariant cohomology with coefficients in usual Exts.
We will now recall an explicit way of computing Exts in the category D(pt /H), in a slightly
more general framework. For what follows we will make the following additional assumption
on H (satisfied in the examples of interest):
We will assume that the group-scheme H is such that its unipotent radical Hu is of finite
codimension in H. We will fix a splitting H/Hu =: Hred → H.
Let C be an abelian category with the trivial action of H . We will denote the resulting
equivariant DG category by C(pt /H ⊗ C). It consists of complexes of objects of C, endowed
with an algebraic OH -action, and an action of h[1], satisfying the usual axioms.
Consider the functor X• 7→ HomC(pt /H)(C, X
•) : C(pt /H ⊗ C)→ C(C), given by
X• 7→ (X•)H,h[1].
Consider the corresponding derived functor
RHomD(pt /H)(C, ?) : D(pt /H ⊗ C)→ D(C).
Let us show how to compute it explicitly.
Let BH• (resp., EH•) be the standard simplicial model for the classifying space of H (resp.,
the principal H-bundle over it). Let us denote by DREH• be the de Rham complex of EH
•.
The action of H on EH• makes DREH• a co-module over DRH , i.e., an object of C(pt /H).
Since EH• is contractible, DREH• is quasi-isomorphic to C.
Lemma 20.9.2. For X• ∈ C(pt /H ⊗ C), there is a natural quasi-isomorphism
HomC(pt /H)(C,DREH• ∗X
•) ≃ RHomD(pt /H)(C, X
•).
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Proof. We only have to check that whenever X• ∈ C(pt /H ⊗ C) is acyclic, then
(DREH• ∗X
•)H,h[1]
is acyclic as well.
Note that the rows of the corresponding bi-complex are isomorphic to
(DRHn ∗X
•)H,h[1] ≃ DRHn−1 ⊗X
•.
In particular, they are acyclic if X• is. In other words, we have to show that the corresponding
spectral sequence is convergent.
Consider the maps DRHn → DRHn
red
, corresponding to the splitting Hred → H . They
induce a quasi-isomorphism
(DREH• ∗X
•)H,h[1] → (DREH•red ∗X
•)Hred,hred[1].
This reduces us to the case when H is finite-dimensional, for which the convergence of the
spectral sequence is evident.

As a corollary, we obtain that the functor RHomD(pt /H)(C, ?) commutes with direct sums.
We will sometimes denote the functor RHomD(pt /H)(C, ?) by H
•
DR(pt /H, ?).
20.10. Harish-Chandra modules. Let g be a Tate Lie algebra, acted on by H by endomor-
phisms, and equipped with a homomorphism h → g, so that (g, H) is a Harish-Chandra pair.
Then the category g –mod is a category with an infinitesimally trivial action of H .
The abelian category g –modH is the same as (g, H) –mod, i.e., the category of Harish-
Chandra modules. For M• ∈ C(g –mod)H we will denote by x 7→ a(x) the action of g on M•
and for x ∈ h, by a♭(x) the action obtained by deriving the algebraic H-action on M•. (Then,
of course, a♯(x) = a♭(x)− a(x) = [d, i♯(x)]).
Let D(g –mod)H be the corresponding derived category, and D((g, H) –mod) be the naive
derived category of the abelian category (g, H) –mod.
Proposition 20.10.1. Assume that g is finite-dimensional. Then the evident functor
D(g, H) –mod→ D(g –mod)H is an equivalence.
Proof. We will construct a functor Φ : C(g –mod)H → C((g, H) –mod) that would be the
quasi-inverse of the tautological embedding at the level of derived categories.
For M• ∈ C(g –mod) consider the tensor product
(20.4) U(g)⊗ Λ•(g)⊗M•
with the standard differential, where U(g) is the universal enveloping algebra.
Assume now that M• is in fact an object of C(g –mod)H . Consider an action io of h[1] on
(20.4), given by io(x) · (u⊗ω⊗m) = u⊗ω∧x⊗m+u⊗ω⊗ i♯(x) ·m. Consider also a h-action
Lieo, given by
Lieox ·(u⊗ ω ⊗m) = −u · x⊗ ω ⊗m+ u⊗ adx(ω)⊗m+ u⊗ ω ⊗ a
♭(x)(m).
We have the usual relation [d, io(x)] = Lieox, and set
Φ(M•) := (U(g)⊗ Λ•(g)⊗M•)h,h[1] ≃ U(g) ⊗
U(h)
(Λ•(g) ⊗
Λ•(h)
M•).
This is a complex of g-modules via the g-action by the left multiplication on U(g), Moreover,
we claim that the action of h ⊂ g on Φ(M•) integrates to a H-action. This follows from the
fact that the a♭-action of h on M• is integrable, and that the adjoint of h on g is integrable.
Therefore, Φ(M•) is an object of C((g, H) –mod).
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It is easy to see that Φ : C(g –mod)H → C((g, H) –mod) is exact, and hence, it gives rise to
a functor at the level of derived categories.
Note that for any M• ∈ C(g –mod)H we have the natural maps
M• ← U(g)⊗ Λ•(g)⊗M• → Φ(M•),
both being quasi-isomorphisms. This implies the statement of the proposition.

20.11. Relative BRST complex. Assume now that H is such that the adjoint action of h
on Cliff(g, g∗) can be lifted to an algebraic action of H on Spin(g). In particular, the canonical
extension g− can splits over h, and the category g− can –mod also acquires an infinitesimally
trivial H-action.
For an object M• ∈ C(g− can –mod)
H , consider the complex C
∞
2 (g,M•), associated with the
corresponding bi-complex. We claim that it is naturally an object of C(pt /H):
As a complex of vector spaces, it carries the diagonal action of the group-scheme H (we
will denote the action of its Lie algebra by Lie♭) and an action, denoted i♭, of Λ•(h) defined as
i|h + i♯. Let us show how to compute H•DR
(
pt /H,C
∞
2 (g,M•)
)
∈ D(Vect) (see Sect. 20.9).
For M• as above, let us denote by C
∞
2 (g;Hred,M
•) (resp., C
∞
2 (g;H,M•) the subcomplex
of C
∞
2 (g,M•), equal to
(
C
∞
2 (g,M•)
)Hred,hred[1] (resp., (C∞2 (g,M•))H,h[1]).
Lemma 20.11.1.
(1) The complex H•DR
(
pt /H,C
∞
2 (g,M•)
)
is quasi-isomorphic to C
∞
2 (g;Hred,M
•).
(2) If each M i as above is injective as a Hu-module, then the embedding
C
∞
2 (g;H,M•) →֒ C
∞
2 (g;Hred,M
•)
is a quasi-isomorphism.
Proof. First, by Sect. 20.9, we can assume that M• is bounded from below. Secondly, arguing
as in Proposition 20.8.1, we can replace the original complex M• by one, which consists of
modules that are injective over Hu (and hence over H).
Hence, it is sufficient to check that in this case
H•DR
(
pt /H,C
∞
2 (g,M•)
)
← C
∞
2 (g;H,M•)→ C
∞
2 (g;Hred,M
•)
are quasi-isomorphisms.
Consider C
∞
2 (g,M•) as a module over the Clifford algebra Cliff(h), where the annihilation
operators act by i∗, and the creation operators act by means of i♭. We obtain that
C
∞
2 (g,M•) ≃ C(h,M•1 ),
for some complex M•1 of H-modules, which are moreover, consists of injective objects.
Thus, we have reduced the original problem to the case when g = h. In this case, by
Lemma 19.8.2 and Lemma 20.9.1,
H•DR (pt /H,C(h,M
•)) ≃ RHomD(H−mod)(C,M
•),
which is quasi-isomorphic to
C(h;H,M•) ≃M•,
if M• consists of injective H-modules.
Moreover, by the Hochshild-Serre spectral sequence,
RHomD(H−mod)(C,M
•) ≃
(
RHomD(Hu−mod)(C,M
•)
)Hred ≃ C(h;Hred,M•).
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
20.12. Variant: equivariance against a character. Let now ψ be a homomorphism H →
Ga; we will denote by the same character the resulting character on h. For a category C as
above, we introduce the category CH,ψ to be the full subcategory of Cw,H , consisting of objects,
for which the map a♭ is given by the character ψ.
Let us consider the example when C = D(Y) –mod. Let eψ be the pull-back of the Artin-
Schreier D-module on Ga under ψ. Its fiber at 1 ∈ H is trivialized and it is a character sheaf
in the sense that we have a canonical isomorphism mult∗(eψ) ≃ eψ ⊠ eψ, which is associative
in the natural sense.
The category D(Y) –modH,ψ consists of D-modules F on Y, endowed with an isomorphism
act∗(F) ≃ eψ ⊠ F ∈ D(H × Y) –mod, satisfying the associativity and unit conditions.
Returning to the general situation, we introduce the category C(C)H,ψ in the same way as
C(C)H with the only difference that we require that [d, i♯] = a♯+ψ. This is DG-category with a
cohomological functor to CH,ψ. We will denote by D(C)H,ψ the resulting triangulated category.
Much of the discussion about C(C)H carries over to this situation. For example, we have
the averaging functor AvH,ψ : C(C) → C(C)H,ψ , right adjoint to the forgetful functor. It is
constructed as the composition of AvwH and the functor
X• 7→ C(h, X• ⊗ Cψ) : C(Cw,H)→ C(C)H,ψ,
where Cψ is the 1-dimensional representation of h corresponding to the character ψ.
When H is pro-unipotent, one shows in the same way as above that the functor D+(C)H,ψ →
D+(C) is an equivalence onto the full subcategory, consisting of objects, whose cohomologies
belong to CH,ψ.
21. D-modules on group ind-schemes
21.1. Let G be an affine reasonable group ind-scheme, as in [BD1]. In particular, its Lie
algebra g is a Tate vector space. We will denote by OG the topological commutative algebra of
functions on G.
The multiplication on G defines a map ∆G : OG → OG
!
⊗ OG. We will denote by Liel and
Lier the two maps
g
∗
⊗ OG → OG,
corresponding to the action of G on itself by left (resp., right) translations.
In addition, we have the maps
∆g : g→ OG
!
⊗ g, ∆g∗ : g
∗ → OG
!
⊗ g∗
that correspond to the adjoint and co-adjoint actions of G on g and g∗, respectively.
Let us denote by T (G) (resp., T ∗(G)) the topological OG-module of vector fields (resp.,
1-forms) on G. It identifies in two ways with OG
!
⊗ g (resp., OG
!
⊗ g∗), corresponding to the
realization of g (resp., g∗) as right or left invariant vector fields (resp., 1-forms). Note that
T (G) is a topological Lie algebra and T ∗(G) is a module over it.
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21.2. Following [AG1], we introduce the category of D-modules on G, denoted D(G) –mod, as
follows:
Its objects are (discrete) vector spaces M, endowed with an action
O
→
⊗M ≃ O
∗
⊗M
m
→M
and a Lie algebra action
al : g
→
⊗M ≃ g
∗
⊗M→M,
such that the two pieces of data are compatible in the sense of the action of g on OG by left
translations in the following sense:
We need that the difference of the two arrows:
g
∗
⊗ OG
∗
⊗M
idG ⊗m−→ g
∗
⊗M
al→M
and
g
∗
⊗ OG
∗
⊗M ≃ OG
∗
⊗ g
∗
⊗M
idOG ⊗al−→ OG
∗
⊗M
m
→M
equals
g
∗
⊗ OG
∗
⊗M
Liel−→ OG
∗
⊗M
m
→M.
Morphisms in D(G) –mod are maps of vector spaces M1 → M2 that commute with the
actions of g and OG.
21.3. Action of the Tate canonical extension. Following Beilinson, we will show now that
if M is an object of D(G) –mod, then the underlying vector space carries a canonical action of
g− can, denoted ar, which commutes with the original action of g, and which is compatible with
the action of OG via the action of g on OG by right translations.
Set MDR = M ⊗ Spin(g). Let us denote by ir and i∗r the actions on it of Λ
•(g) and Λ•(g∗),
both of which are subalgebras in Cliff(g, g∗).
From the definition of D(G) –mod it follows that ir and i
∗
r on M extend to actions of the
odd topological vector spaces T (G) and T ∗(G), identified with OG
!
⊗ g and OG
!
⊗ g∗ using left-
invariant vector fields and forms, respectively. We will denote the resulting actions simply by i
and i∗.
Using the map
(21.1) g
−∆g
−→ OG
!
⊗ g
γ⊗idg
−→ OG
!
⊗ g,
(here γ is the inversion on G), we obtain a new action il of Λ
•(g) on MDR. Similarly, we have
a new action i∗l of Λ
•(g∗) on MDR. Altogether, we obtain a new action of the Clifford algebra
Cliff(g, g∗) on MDR.
We will denote by the symbol Liel the action of g on M
DR coming from the action al of g
on M. We claim that this action extends to an action of the Lie algebra T (G), denoted simply
by Lie.
First we define an action of the non-completed tensor product OG⊗ g on MDR. Namely, for
x ∈ g, f ∈ OG and v ∈M we set we set
(21.2) (f ⊗ x) · v = f · Liel(x) · v + i
∗
l (df) · il(x) · v.
Note that
f · Liel(x) · v + i
∗
l (df) · il(x) · v = Liel(x) · f · v + il(x) · i
∗
l (df) · v.
This property implies that the above action of OG⊗ g extends to the action of OG
!
⊗ g ≃ T (G).
Indeed, when x is contained in a deep enough neighborhood of zero, then both Liel(x) and il(x)
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annihilate any given v ∈M. Similarly, if f is contained in a deep neighborhood of zero, then v
is annihilated by both f and i∗l (df).
One readily checks that the above action is compatible with the Lie algebra structure on
T (G). In particular, using the map −∆g : g → OG
!
⊗ g, i.e., the embedding of g into T (G) as
left-invariant vector fields, we obtain a new action of the Lie algebra g on M. We will denote
this action by Lier.
We have
• [Lier(x), il(y)] = 0, [Lier(x), i
∗
l (y
∗)] = 0 for x, y ∈ g, y∗ ∈ g∗.
• [Lier(x), ir(y)] = ir([x, y]), [Lier(x), i∗r(y
∗)] = i∗r(adx(y
∗)),
• [Lier(x), f ] = Lier(x)(f) for f ∈ OG.
• [Lier(x), al(y)] = 0.
Finally, we are ready to define the action ar of g− can on M
DR. Namely, ar is the difference
of Lier and the canonical gcan-action on Spin(g).
It is easy to see that ar is indeed an action. Moreover,
• [ar(x′), f ] = Lier(x)(f), for x
′ ∈ g− can and its image x ∈ g,
• [ar(x′), al(y)] = 0,
• [ar(x′), ir(y)] = 0, [ar(x′), ir(y∗)] = 0.
The last property implies that the ar-action of g− can on M
DR preserves the subspace M;
i.e., we obtain an action of g− can on M that satisfies the desired commutation properties.
When we view M ∈ D(G) –mod as a g− can-module via ar, we obtain that MDR identifies
with C
∞
2 (g,M), where i = ir, i
∗ = i∗r, Lie = Lier. In particular, M
DR acquires a natural
differential d.
From the above commutation properties, it follows that this differential satisfies:
• [d, i(ξ)] = Lie(ξ) for ξ ∈ T (G),
• [d, f ] = i∗(df) for f ∈ OG.
Of course, MDR depends on the choice of the Clifford module Spin(g).
21.4. Note that the above construction can be inverted: we can introduce the category
D(G) –mod to consist of (OG, g− can)-modules, where the two actions are compatible in the
sense of the g− can-action on OG via right translations. In this case, the vector space underlying
a representation automatically acquires an action of g, which commutes with the g− can-action
and is compatible with the action of OG via left translations.
Let us also note that in the definition of D(G) –mod we could interchange the roles of left
and right:
Let us call the category introduced above D(G)l –mod, and let us define the category
D(G)r –mod to consist of (OG, g)-modules, where the two actions are compatible via the action
of g on OG by right translations. We claim that the categories D(G)l –mod and D(G)r –mod
are equivalent, but this equivalence does not respect the forgetful functor to vector spaces.
This equivalence is defined as follows. For Ml ∈ D(G)l –mod, the actions il, i∗l define
a new action of Cliff(g, g∗) on MDR. We define an object of Mr ∈ D(G)r –mod by
HomCliff(g,g∗)(Spin(g),M
DR) with respect to this new action.
Explicitly, this can be reformulated as follows. Let Gcan be the canonical (i.e., Tate) central
extension of G. It can be viewed as a line bundle Pcan over G, whose fiber at a given point
g ∈ G is the relative determinant line det(g,Adg(g)). The action of g on G be left (resp., right)
translations extends to an action of gcan (resp., g− can) on Pcan.
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Then,
Mr ≃Ml ⊗
OG
P−1can,
as OG-modules, respecting both the al and ar actions.
In what follows, unless stated otherwise, we will think of D(G) –mod in the D(G)l –mod
realization.
21.5. Let H be a group-scheme, mapping to G. We claim that the category D(G) –mod
carries a natural infinitesimally trivial action of H , corresponding to the action of H on G by
left translations. (As we shall see later, this is a part of a more general structure, the latter
being an action of the group ind-scheme G×G on D(G) –mod).
For M ∈ D(G) –mod we set act∗l (M) to be isomorphic to OH ⊗M as an OH-module. The
action of OG is given via
OG
∆G→ OG
!
⊗ OG
γ⊗id
−→ OH
!
⊗ OG.
The action al of g is given via the map
g
∆g
→ OG
!
⊗ g
γ⊗id
−→ OG
!
⊗ g→ OH
!
⊗ g,
where OH
!
⊗ g acts on OH ⊗M by id⊗m.
To construct isomorphism act∗(M)|H(1) ≃ p
∗(M)|H(1) we identify both sides withM⊕ǫ·h
∗⊗M
as vector spaces, and the required isomorphism is given by the action of h on M, obtained by
restriction from al.
Note that by construction, the action of g− can on act
∗
l (M) ≃ OH ⊗M is via its action on
the second multiple.
Let now H ′ be another group-scheme, mapping to G, and let us assume that there exists a
splitting h′ → gcan. In this case, we claim that there exists another infinitesimally trivial action
of H ′ on D(G) –mod, corresponding to the action of H on G by right translations:
For M ∈ D(G) –mod, we define act∗r(M) to be isomorphic to M⊗OH′ as an OH′ -module and
as a g-module. The action of OG is given by the co-multiplication map OG → OG
!
⊗ OH′ . It
is easy to see that the commutation relation is satisfied. The associativity and unit constraint
are evident.
To construct the isomorphism act∗r(M)|H′(1) ≃ p
∗(M)|H′(1) , note that both sides are identified
with M ⊕ ǫ · h′∗ ⊗M as g-modules. The required isomorphism is given by the action of h′ on
M, obtained by restriction from ar. Again, it is easy to see that the axioms of Harish-Chandra
action hold.
Let us note that the action ar of g− can on act
∗
r(M) ≃M⊗ OH′ is given via the map
g− can
∆g
−→ g− can
!
⊗ OG → g− can
!
⊗ OH′ .
Let us denote by D(G) –modl(H) (resp., D(G) –modr(H
′)) the corresponding categories of
strongly equivariant objects of D(G) –mod. Moreover, it is easy to see that the actions of H
and H ′ commute in the natural sense, i.e., we have an action of H × H ′ on D(G) –mod. We
will denote the resulting category by D(G) –modl(H),r(H
′).
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21.6. Let now K ⊂ G be a group-subscheme such that the quotient G/K exists as a strict
ind-scheme of ind-finite type (in this case it is formally smooth). We will call such K ”open
compact”.
We will choose a particular model for the module Spin(g), denoted Spin(g, k) by letting it
be generated by a vector 1 ∈ Spin(g), annihilated by k ⊕ (g/k)∗ ⊂ g ⊕ g∗ ⊂ Cliff(g, g∗). This
Spin(g, k) carries a natural action of K, which gives rise to a splitting of Gcan over K.
By the assumption on G/K, it makes sense to consider right D-modules on it; we will denote
this category by D(G/K) –mod.
Proposition 21.6.1. We have a canonical equivalence D(G) –modr(K) ≃ D(G/K) –mod.
Proof. Let π denote the projectionG→ G/K. For F ∈ D(G/K) –mod, consider the OG-module
M := Γ(G, π∗(F)).
For x ∈ g, the (negative of the) corresponding vector field acting on F gives rise to a map
al(x) : M → M, as a vector space, and these data satisfy the conditions for M to be a D(G)-
module.
We claim that the action of the Lie algebra k ⊂ g− can on M, given by ar, coincides with the
natural action of k on π∗(F) obtained by deriving the group action. This would imply that M
is naturally an object of D(G) –modr(K).
To prove the assertion, we can assume that F is an extension of a D-module on an affine ind-
subscheme of G/K. Then it is sufficient to check that the subspace Γ(G/K,F) ⊂M ⊂MDR is
annihilated by the operators Lier(x) for x ∈ k. But this is straightforward from the construction.
Vice versa, let M be an object of D(G) –modr(K), which we identify with the corresponding
quasi-coherent sheaf on G. Consider the complex of sheaves π∗(M
DR) on G/K; it carries an
action of the operators ir(x), Lier(x), x ∈ g. We set F
DR to be the subcomplex of π∗(M
DR)
annihilated by the above operators for x ∈ k.
Set F to be the degree 0 part of FDR; it is easy to see that F ≃ (π∗(M))
K
. The degree −1
part of FDR identifies with F ⊗
O(G/K)
T (G/K), and the differential
d : (FDR)−1 → (FDR)0
defines on F a structure of a right D-module. Moreover, the entire complex FDR identifies with
the de Rham complex of F.

Let δK,G be the object of D(G) –mod
r(K) corresponding to the delta-function δ1,G/K under
the equivalence of categories of Proposition 21.6.1. It can be constructed as Indg
k
(OK) as a
module over g and OG. As a module over g− can it is also isomorphic to Ind
g− can
k
(OK).
More generally, let L be an object of QCoh!G/K . Let Ind
DG/K
OG/K
(L) be the induced D-module.
The corresponding object of D(G) –modr(K), i.e.,, Γ
(
G, π∗
(
Ind
DG/K
OG/K
(L)
))
can described as
follows:
Consider the OG-module Γ(G, π
∗(L)); it is acted on naturally by K. Consider the g− can-
module Ind
g− can
k
(Γ(G, π∗(L))). It is naturally acted on by OG, so that the actions of g− can
and OG satisfy the commutation relation with respect to the right action of G on itself. Hence,
Ind
g− can
k
(Γ(G, π∗(L))) is an object of D(G) –modr(K) and we have a natural isomorphism:
(21.3) Γ
(
G, π∗
(
Ind
DG/K
OG/K
(L)
))
≃ Ind
g− can
k
(Γ(G, π∗(L))) .
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21.7. The bi-equivariant situation. Let now K1,K2 be two ”open compact” subgroups of
G. Note that we have a natural equivalence of categories
(21.4) D(G/K1) –mod
K2 → D(G/K2) –mod
K1 : F 7→ Fop,
defined as follows.
Assume, without loss of generality, that F is supported on a closed K2-invariant subscheme
Y ∈ G/K1, and let Yop be the corresponding K1-invariant subscheme in K2\G. We can find a
normal ”open compact” subgroup K ′2 ⊂ K2 such that if we denote by Y
′op the preimage of Yop
in K ′2\G, the projection
π1 : Y
′op → Y
is well-defined (and makes Y′op a torsor with respect to the corresponding smooth group-scheme
over Y).
Consider π!1(F). This is a D-module on Y
′op, equivariant with respect to the action of the
group (K2/K
′
2) × K1 on this scheme. Hence, it gives rise to a K1-equivariant D-module on
K2\G. To obtain Fop we apply the involution g 7→ g−1 : K2\G→ G/K2.
Let us now describe what this equivalence looks like in terms of the equivalences
D(G/K1) –mod
K2 ≃ D(G) –modl(K2),r(K1) and D(G/K2) –mod
K1 ≃ D(G) –modl(K1),r(K2) .
First, the inversion on G defines an equivalence
D(G)l –mod
l(K2),r(K1) ≃ D(G)r –mod
l(K2),r(K1),
and the sought-for equivalence is obtained from the one above via D(G)r –mod
l(K2),r(K1) ≃
D(G)l –mod
l(K2),r(K1).
(Note that the determinant line that played a role in the D(G)r –mod ≃ D(G)l –mod equiv-
alence, appears also in (21.4), when we descend right D-modules from Y′op to Yop.)
21.8. Consider now the DG-category C(D(G) –mod)r(K), and we claim that the construction
in Proposition 21.6.1 generalizes to a functor C(D(G) –mod)r(K) → C(D(G/K) –mod).
Indeed, for M• ∈ C(D(G) –mod)r(K) let us denote by (M•)DR the total complex of the
corresponding bicomplex. We have several actions of Λ•(k) on it, and let i♭r be the sum of the
one given by restricting the ir-action of g and i
♯. In addition, (M•)DR carries a natural action
of K. These two structures combine to that of object of C(pt /K).
Consider again the complex of sheaves π∗((M
•)DR) on G/K. It carries an action of Λ•(k)
coming from i♭r and an action of the group-scheme K. Define
(F•)DR := HomC(pt /K)
(
C, π∗((M
•)DR)
)
.
This is an Ω•G/K-module on in the terminology of [BD1].
Finally, we consider the functor C(D(G) –mod)r(K) → C(D(G/K) –mod) given by
M• 7→ Ind
D(G/K)
OG/K
(
(F•)DR
)
∈ C(D(G/K)),
where Ind
D(G/K)
OG/K
is the induction functor from Ω•G/K-modules to D-modules onG/K, see [BD1],
Sect. 7.11.12.
Lemma 21.8.1. The resulting functor
M• 7→ Ind
D(G/K)
OG/K
(
(F•)DR
)
: C(D(G) –mod)r(K) → C(D(G/K) –mod)
is exact.
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Proof. This follows from the fact that the functor
M• 7→ (F•)DR,
viewed as a functor fromC(D(G) –mod)r(K) to the DG category of (non-quasi coherent) sheaves
on G/K is exact. 
Hence, we obtain a well-defined functor D(D(G) –mod)r(K) → D(D(G/K) –mod).
Proposition 21.8.2. The above functor D(D(G) –mod)r(K) → D(D(G/K) –mod) is an equiv-
alence. Its quasi-inverse is given by
D(D(G/K) –mod)→ D(D(G) –modr(K))→ D(D(G) –mod)r(K).
As a corollary, we obtain that in this case the evident functor D(D(G) –modr(K)) →
D(D(G/K) –mod) is an equivalence.
Proof. The functor
F• 7→ Γ(G, π∗(F•)) =: M• 7→ Ind
D(G/K)
OG/K
(
HomC(pt /K)
(
C, π∗((M
•)DR)
))
is isomorphic to the composition
C(D(G/K) –mod)
DR
−→ Ω•G/K –mod
Ind
D(G/K)
OG/K
−→ C(D(G/K) –mod),
and hence, on the derived level, it induces a functor isomorphic to the identity.
Vice versa, for M• ∈ C(D(G) –modr(K)) we have a natural map
(21.5) π∗
(
Ind
D(G/K)
OG/K
(
HomC(pt /K)
(
C, π∗((M
•)DR)
))
→M•,
and we claim that it is a quasi-isomorphism. This follows from the fact that as a complex of
vector spaces, the LHS of (21.5) is naturally filtered, and the associated graded is isomorphic
to
(Sym(g/k)⊗ Λ•(g/k))⊗M•,
where the first multiple has the Koszul differential.

We shall now establish the following:
Proposition 21.8.3. For M• ∈ D+(D(G) –mod)K and F• ∈ D+(D(G/K) –mod), corre-
sponding to each other under the equivalence of Proposition 21.8.2, we have a canonical quasi-
isomorphism
H•DR(G/K,F
•) ≃ C
∞
2 (g;Kred,M
•).
Note that by Lemma 20.11.1(1),
C
∞
2 (g;Kred,M
•) ≃ H•DR
(
pt /K, (M•)DR
)
.
Proof. We can assume that the complex M• is such that each Mi, as a K-equivariant OG-
module, is of the form π∗(Li), where Li is a quasi-coherent sheaf on G/K, which is the direct
image from an affine subscheme. Such L is obviously loose in the sense of [BD1], i.e., it has the
property that the higher cohomologies Hi(G/K,L ⊗ L1) vanish for any quasi-coherent sheaf
L1 on G/K.
Hence, the de Rham cohomology of F• can be computed as Γ(G/K, (F•)DR). Note that the
latter complex can be identified by definition with
C
∞
2 (g;K,M•).
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Hence, the assertion of the proposition follows from Lemma 20.11.1(2).

21.9. Variant: central extensions and twisting. Let now g′ be a central extension of g by
means of C. We will denote by g′− can the Baer sum of g− can and the Baer negative of g
′.
We introduce the category D(G)′ –mod to consist of (discrete) vector spaces M, endowed
with an action
OG
∗
⊗M
m
→M
as before, and a Lie algebra action
al : g
′
∗
⊗M→M,
(such that, of course, 1 ∈ C ⊂ g′ acts as identity), and such that the two pieces of data are
compatible in same way as in the definition of D(G) –mod.
We claim that in this case, the vector space, underlying an object M ∈ D(G)′ –mod carries a
canonically defined action, denoted ar, of g
′
− can, which commutes with al, and which satisfies
[ar(x
′), f ] = Lier(x)(f) for x
′ ∈ g′− can and f ∈ OG.
We construct ar by the same method as in the case of g
′ = g. Namely, we tensor M by
Spin(g), and show that it carries an action of T (G)′ := OG
!
⊗ g′, from which we produce the
desired ar.
Note, however, that in this case M⊗ Spin(g) does not carry any differential.
Let us assume now that g′ is a scalar multiple of an extension, induced by some central
extension of G by means of Gm. Let K be an ”open compact” subgroup of K, and assume that
G′ splits over K. We can then consider the category D(G/K)′ –mod of twisted D-modules on
G/K.
In this case we also have a well-defined category D(G)′ –modK (along with its DG and
triangulated versions C(D(G)′ –mod)K and D(D(G)′ –mod)K). Proposition 21.6.1 and Propo-
sition 21.8.2 generalize to the twisted context in a straightforward way.
21.10. D-modules with coefficients in a category. Let C be an abelian category, satisfying
assumption (*) of Sect. 19.3. Then it makes sense to consider the category D(G) –mod⊗C, and
all the results of the present section carry over to this context.
In particular, for an ”open compact” subgroup K ⊂ G we can consider the category
D(G/K) –mod⊗C (see Sect. 19.7), and we have the analogs of Proposition 21.6.1 and Proposi-
tion 21.8.2.
22. Convolution
22.1. Action of group ind-schemes on categories. We will now generalize the contents of
Sect. 20.1 and Sect. 20.4 into the context of group ind-schemes. Let G be an affine reasonable
group ind-scheme as above. Let C be a category satisfying assumption (*) of Sect. 19.3.
A weak action of G on a C is the data of a functor
act∗ : C→ QCoh∗G⊗C,
and two functorial isomorphisms as in Sect. 20.1.
For X ∈ C and a scheme S mapping to G we obtain a functor
X 7→ act∗(X)|S : C→ QCohS ⊗C.
The following assertion is proved as Lemma 20.1.1:
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Lemma 22.1.1. For any S → G, the functor X 7→ act∗(X)|S is exact, and its image consists
of OS-flat objects.
Let G(1) be the first infinitesimal neighborhood of 1 ∈ G. This is a formal scheme equal to
Spf(C⊕ ǫ · g∗). If G acts on C and X ∈ C, we obtain an object
X(1) := act(X)|G(1) ∈ QCoh
∗
G(1) ⊗C.
We say that the action of G on C is of Harish-Chandra type if we are given a functorial
identification between X(1) and p∗(X)|G(1) , satisfying the same compatibility conditions as in
Sect. 20.4.
Let now g′ be a central extension of g by means of C. Let G′(1) be the formal scheme
Spf(C⊕ ǫ · g′∗). It projects onto G(1) and contains Spec(C⊕ ǫ · C) as a closed subscheme.
We say that a G action on C is of twisted Harish-Chandra type relative to g′, if for every
X ∈ C we have a functorial isomorphism between act∗(X)|G′(1) and p
∗(X)|G′(1) such that the
induced map
act∗(X)|G′(1) |Spec(C⊕ǫC) ≃ X ⊕ ǫ ·X ≃ p
∗(X)|G′(1) |Spec(C⊕ǫC),
is the automorphism
idX ⊕ǫ · idX : X ⊕ ǫ ·X → X ⊕ ǫ ·X,
and which satisfies the second compatibility as in the non-twisted case.
22.2. Example: g-modules. Let A be an associative topological algebra with an action of G
(see Sect. 19.2). Then the category A –mod carries a weak G-action.
If in addition, we have a continuous map g′ → A that sends 1 ∈ C ⊂ g′ to the identity in
A such that the commutator map g
∗
⊗A → A is the dual of the map A → g∗
!
⊗A, obtained
by deriving the G-action, then the above action of G on A –mod is of twisted Harish-Chandra
type relative to g′.
We will consider some particular cases of this situation. The most basic example is C =
g′ –mod:
Let M be a g′-module. We will denote by a the action map g′
∗
⊗M →M and by a∗ : M →
g′∗
!
⊗M its dual. For S → G, we set act∗S(M) to be isomorphic to OS ⊗M as an OS-module.
The g′-action on it is given via the map
g′
∆g
→ OG
!
⊗ g′ → OS
!
⊗ g′.
and the action of the latter on OS ⊗M by means of id⊗m.
The restriction of act∗(M) to G′(1) identifies as a (C⊕ ǫ · g′∗)-module with the free module
M ⊕ ǫ · g′∗
!
⊗M.
In terms of this identification, the g′-action is given by
x⊗ (v1 + ǫ · v2) 7→ a(x⊗ v1) + ǫ · ((a⊗ idg′∗)(ad
∗(x)⊗ v1) + a(x ⊗ v2)) ,
where ad∗ is the map g′ → g′
!
⊗ g′∗, adjoint to the bracket.
We construct an isomorphism between M (1) and
p∗(M)|G′(1) ≃M ⊕ ǫ · g
′∗
!
⊗M
as g′-modules using the map
v1 + ǫ · v2 7→ v1 + ǫ · (a
∗(v1) + v2).
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The category g′ –mod is universal in the following sense. Let C be an abelian category as
above, endowed an action of G and a functor F : C→ Vect, respecting the action in the natural
sense.
Assume that the G action on C is of Harish-Chandra type relative to g′. Then the functor F
naturally lifts to a functor C→ g′ –mod.
22.3. Example: D-modules on G. Consider now the category D(G)′ –mod. We claim that
it carries an action of G of twisted Harish-Chandra type relative to g′, corresponding to the
action of G on itself by left translations:
Let M be an object of D(G)′ –mod, and S a scheme mapping to G. We define act∗(M)|S to
be isomorphic to OS⊗M as an OS-module. The action of OG is given via the co-multiplication
map OG
∆G→ OG
!
⊗ OG → OS
!
⊗ OG. The action of al of g
′ is also given via the map g′
∆g
→
OG
!
⊗ g→ OS
!
⊗ g′.
Note that the action of g′− can on act
∗(M)|S ≃ OS ⊗M is via the ar-action on the second
multiple.
The infinitesimal trivialization of this action is defined in the same way as for g′ –mod via
the map a∗l : M→ g
′∗
!
⊗M.
We will now define another action of G on D(G)′ –mod, corresponding to the action of G on
itself by right translations. It will be of twisted Harish-Chandra type relative to g′− can:
For M and S as above, we let act∗(M)|S to be again isomorphic to M⊗OS as a OS-module,
and the OG-action is given via the co-multiplication map OG → OG
!
⊗OS. The al-action of g′ is
al ⊗ idOS . The resulting ar-action of g
′
− can is then given by the map g
′ → OG
!
⊗ g′ → OS
!
⊗ g′.
The infinitesimal trivialization of the right action is defined in the same way as for the
category g′− can –mod using the map a
∗
r : M→ g
′
− can
∗
!
⊗M.
It is easy to see that the two actions of G on D(G)′ –mod commute in the natural sense.
Thus, we obtain an action of G×G on D(G)′ –mod, which is of twisted Harish-Chandra type
relative to g⊕ g′− can.
22.4. The twisted product. Let C be a category equipped with an action of G of twisted
Harish-Chandra type with respect to g′. Let X be an object of C and M ∈ D(G)′ –mod. We
will define an object M⊠˜X ∈ D(G) –mod⊗C:
As an object of QCoh!G⊗C, it is isomorphic to
M ⊗
OG
act∗(X),
see Sect. 19.7. The action of g′ on it is defined as follows.
Consider the ind-subscheme G(1)×G ⊂ G×G, and let p2 denote its projection on the second
multiple. Let k ⊂ g be a lattice and Spec(C⊕ ǫ · k∗) the corresponding subscheme of G(1).
We have to construct an isomorphism
(22.1) mult∗
(
M ⊗
OG
act∗(X)
)
|Spec(C⊕ǫ·k∗)×G ≃ p
∗
2
(
M ⊗
OG
act∗(X)
)
|Spec(C⊕ǫ·k∗)×G
of objects of QCoh!Spec(C⊕ǫ·k∗)×G⊗C, compatible with the identification
mult∗
(
M ⊗
OG
act∗(X)
)
|1×G ≃M ⊗
OG
act∗(X) ≃ p∗2
(
M ⊗
OG
act∗(X)
)
|1×G.
LOCAL LANGLANDS CORRESPONDENCE AND AFFINE KAC-MOODY ALGEBRAS 139
Let k′ be the preimage of k in g′, and let Spec(C⊕ ǫ · k′∗) be the preimage of Spec(C⊕ ǫ · k∗)
in G′(1). We have an isomorphism
mult∗(M)|Spec(C⊕ǫ·k′∗)×G ≃ p
∗
2(M)|Spec(C⊕ǫ·k′∗)×G
in QCoh!Spec(C⊕ǫ·k′∗)×G⊗C, given by the al-action of g
′ on M. We also have an isomorphism
mult∗(act∗(X))|Spec(C⊕ǫ·k′∗)×G ≃ act
∗(act∗(X))|Spec(C⊕ǫ·k′∗)×G ≃ p
∗
2(act
∗(X))|Spec(C⊕ǫ·k′∗)×G
in QCoh∗Spec(C⊕ǫ·k′∗)×G⊗C where the first arrow is the associativity constraint for the action,
and second one is the infinitesimal trivialization.
Combining the two we obtain an isomorphism
mult∗
(
M ⊗
OG
act∗(X)
)
|Spec(C⊕ǫ·k′∗)×G ≃ p
∗
2
(
M ⊗
OG
act∗(X)
)
|Spec(C⊕ǫ·k′∗)×G
in QCoh!Spec(C⊕ǫ·k′∗)×G⊗C, but it is easy to see that the two central extensions cancel out, and
we obtain an isomorphism as in (22.1).
By construction, this system of isomorphisms is compatible for different choices of k. Thus,
we obtain an action of g, as a Tate vector space, on M ⊗
OG
act∗(X), satisfying the desired
commutation relation with OG. Moreover, from the axioms it follows that this action of g is
compatible with the Lie algebra structure. We will denote this action by a˜l.
Thus, M⊠˜X is an object of D(G) –mod⊗C; in particular, it carries an action of g′− can,
denoted a˜r. Let us describe this action explicitly:
Let k be a lattice in g as above, and let k− can denote its preimage in g− can. We have to
construct
mult∗
(
M ⊗
OG
act∗(X)
)
|G×Spec(C⊕ǫ·k∗− can) ≃ p
∗
1
(
M ⊗
OG
act∗(X)
)
|G×Spec(C⊕ǫ·k∗− can)
in QCoh!G×Spec(C⊕ǫ·k∗− can)⊗C. It is constructed as in the previous case, using the ar-action of
g′− can on M.
Finally, let us note that we can consider an object of C given by
(M⊠˜X)DR ≃ C
∞
2 (g,M⊠˜X)
that carries a canonical differential. We will denote by L˜iel, L˜ier, i˜l, i˜
∗
l , i˜r, i˜
∗
r the corresponding
structures on it.
22.5. Definition of convolution. Let now K ⊂ G be an ”open compact” group subscheme,
over which g′ (and hence also g′− can) is split. Let X be an object of C
w,K (resp., CK) and M
be an object of D(G)′ –modw,r(K) (resp., D(G)′ –modr(K)). We claim that in this case M⊠˜X is
naturally an object of D(G) –modw,r(K)⊗C (resp., D(G) –modr(K)⊗C). This follows from the
description of the action a˜r given above.
More generally, if X• ∈ C(C)K and M• ∈ C(D(G)′ –mod)r(K), then the complex M•⊠˜X• is
naturally an object of C(D(G) –mod⊗C)r(K). We will denote by (M•⊠˜X•)G/K the resulting
object of C(D(G/K) –mod⊗C).
We define a functor
C(D(G)′ –mod)r(K) ×C(C)K → C(C)
by
(22.2) M•, X• 7→ C
∞
2 (g;Kred,M
•
⊠˜X•).
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This functor is exact when restricted to C+(D(G)′ –mod)r(K) ×C+(C)K , and hence we obtain
a functor D+(D(G)′ –mod)r(K) ×D+(C)K → D(C), denoted
M•, X• 7→M• ⋆
K
X•.
By Lemma 20.11.1 and Proposition 21.8.3,
(22.3) M• ⋆
K
X• ≃ H•DR(G/K, (M
•
⊠˜X•)G/K).
Using the equivalence D(D(G)′ –mod)r(K) ≃ D(D(G/K)′ –mod) we obtain also a functor
D+(D(G/K)′ –mod)×D+(C)K → D(C), denoted
F•, X• 7→ F• ⋆
K
X•.
Let H ⊂ G be another group subscheme, not necessarily ”open compact”, and consider the
category C(D(G)′ –mod)l(H),r(K). The above convolution functor is easily seen to give rise to
an exact functor
C+(D(G)′ –mod)l(H),r(K) ×C+(C)K → C(C)H ,
and the corresponding functor
C+(D(G/K)′ –mod)H ×C+(C)K → C(C)H .
Note however, that if we start with an object F• ∈ C+(D(G/K)′ –mod)H that comes from
an object in the naive subcategory C+(D(G/K)′ –modH), the convolution F• ⋆ X• is defined
only as an object of C(C)H (and not of C(CH)). This is one of the reasons why one should
work with C(C)H , rather than with C(CH).
Let us denote by Cbd(D(G/K) –mod) the subcategory of C(D(G/K) –mod) that consists of
bounded from below complexes, supported on a finite-dimensional closed subscheme of G/K.
Let Dbd(D(G/K) –mod) be the corresponding full subcategory of D(D(G/K) –mod).
Let Cbd(D(G) –mod)r(K) be the subcategory of C(D(G) –mod)r(K), consisting of bounded
from below complexes, supported set-theoretically on a preimage of a finite-dimensional
closed subscheme of G/K; let Dbd(D(G) –mod)r(K) be the corresponding full subcategory of
D(D(G) –mod)r(K).
One easily shows that under the equivalence D(D(G/K) –mod) ≃ D(D(G) –mod)r(K) the
subcategories Dbd(D(G/K) –mod) and Dbd(D(G) –mod)r(K) correspond to one-another.
Lemma 22.5.1. For M• ∈ Dbd(D(G) –mod)r(K) and X• ∈ D+(C)K (resp., X• ∈ Db(C)K),
the convolution M• ⋆
K
X• belongs to D+(C) (resp., Db(C)).
Proof. Under the assumptions of the lemma the C-valued complex of D-modules (M•⊠˜X•)G/K
is quasi-isomorphic to one bounded from below (resp., bounded) and supported on a finite-
dimensional closed subscheme of G/K. Hence, its de Rham cohomology is bounded from below
(resp., bounded).

22.6. Examples. Let us consider the basic example, when M is the D(G)′-module
δ′K,G ≃ Ind
g′
k⊕C(OK).
Note that δ′K,G ∈ C(D(G)
′ –mod)l(K),r(K).
Proposition 22.6.1. For X• ∈ C(C)K , we have a canonical quasi-isomorphism in C(C)K :
δ′K,G ⋆
K
X• ≃ X•
LOCAL LANGLANDS CORRESPONDENCE AND AFFINE KAC-MOODY ALGEBRAS 141
Proof. Note that we can regard C as a category, acted on by K (rather than G). In particular,
it makes sense to consider δK,K⊠˜X
• ∈ C(D(K) –mod⊗C)r(K)×K .
Let us regard δ′K,G⊠˜X
• as an object of the categories C(g− can –mod⊗C)K×K and
C(k –mod⊗C)K×K . We have a natural map δK,K⊠˜X• → δ′K,G⊠˜X
• in the latter category, and
since as a g′− can-module δ
′
K,G ≃ Ind
g′− can
k⊕C (OK), the latter map induces an isomorphism
Ind
g′− can
k⊕C
(
δK,K⊠˜X
•
)
→ δ′K,G⊠˜X
• ∈ C(g− can –mod⊗C)
K×K .
Hence, as objects of C(C)K ,
δ′K,G ⋆
K
X• := C
∞
2 (g;Kred, δ
′
K,G⊠˜X
•)
quasi-isom
≃ C(k;Kred, δK,K⊠˜X
•).
This reduces the assertion of the proposition to the case when G = K. Note that we have a
natural map
X• → C(k;Kred, δK,K⊠˜X
•),
and it is easily seen to be a quasi-isomorphism, since as objects of C(C),
C(k;Kred, δK,K⊠˜X
•) ≃ AvKu(X
•).

More generally, let K ′ ⊂ K be a group subscheme, and let δ′K/K′,G/K′ be the twisted D-
module on G/K ′ equal to the direct image of OK/K′ under K/K
′ → G/K ′. Arguing as above,
we obtain the following
Lemma 22.6.2. For X• ∈ C(C)K
′
,
δ′K/K′,G/K′ ⋆
K′
X• ≃ AvK(X
•) ∈ D(C)K .
Let now g be a point of G. For an object X ∈ C we will denote by Xg (or δg,G ⋆M) the
twist of X by means of g, i.e., the restriction of act∗(X) to g.
Applying this to F ∈ D(G/K)′ –mod, we obtain a g-translate of F with respect to the action
of G on G/K. In particular, (δ1,G/K)
g ≃ (δg,G/K). The following results from the definitions:
Lemma 22.6.3. For F ∈ C(D(G/K)′ –mod), X• ∈ C(C)K ,(
F• ⋆
K
X•
)g
≃ (F•)g ⋆
K
X•.
In particular, for X• as above,
(X•)g ≃ δg,G/K ⋆
K
X•.
Let G1 ⊂ G be a group subindscheme, and K1 = K ∩ G1, and let F
•
1 be an object of
C(D(G1/K1)
′ –mod, and let F• ∈ C(D(G/K)′ –mod) be its direct image underG1/K1 → G/K.
The action of G on C induces an action of G1; hence, for X
• ∈ C(C)K it makes sense to
consider the object F•1 ⋆
K1
X• ∈ C(C).
Lemma 22.6.4. For F•1 ∈ C(D(G1/K1)
′ –mod and X• ∈ C(C)K , the objects F•1 ⋆
K1
X• and
F• ⋆
K
X• in C(C) are canonically quasi-isomorphic.
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Proof. Let M• (resp., M•1) be the object of C(D(G)
′ –mod)K (resp., C(D(G1)
′ –mod)K1) be
the object corresponding to F• (resp., F•1) under the equivalence of Proposition 21.6.1.
Let (M•⊠˜X•)G/K (resp., (M
•
1⊠˜X
•)G1/K1) be the corresponding objects of the categories
C(D(G/K)′ –mod⊗C) and C(D(G1/K1)′ –mod⊗C), respectively.
The assertion follows now from the fact that C(D(G/K)′ –mod⊗C) is the direct image
C(D(G1/K1)
′ –mod⊗C) under G1/K1 →֒ G/K.

Finally, let us consider the example when C = D(Y)′, where Y is a strict ind-scheme, acted
on by G, and D(Y)′ is the category of twisted D-modules on Y, compatible with a twisting on
G.
Recall that in this case we have a functor
(22.4) Dbd(D(G/K)′)×Db(D(Y)′ –mod)K → Db(D(Y)′ –mod)
defined as follows:
Consider the ind-scheme G ×
K
Y, which maps to Y via the action map of G on Y; this ind-
scheme is equipped with a twisting, which is pulled back from the one on Y′ using the above
map.
For F1 ∈ Dbd(D(G/K)′), F2 ∈ Db(D(Y)′ –mod)K one can form their twisted external product
F1⊠˜F2 ∈ D
b(D(G×
K
Y)′).
Then F1 ⋆
K
F2 is the direct image of F1⊠˜F2 under the above map G×
K
Y→ Y.
It follows immediately from the definitions, that the functor (22.4) is canonically isomorphic
to the one given by (22.2).
22.7. Convolution action on Harish-Chandra modules. We shall now study a particular
case of the above situation, when C = g′ –mod. First, for M ∈ D(G)′ –mod and N ∈ g′ –mod
let us describe the object M⊠˜N ∈ D(G) –mod⊗g′ –mod more explicitly.
As a vector space M⊠˜N is isomorphic to M⊗N . We will denote by m the action of OG on
M, and by al, ar the actions of g
′, g′− can on it. We will denote by a the action of g
′ on N .
Let m˜, a˜l, a˜r and a˜ be the actions of OG, g, g− can and g
′, respectively, on M ⊗ N defining
on M⊠˜N a structure of object of D(G) –mod⊗g′ –mod. We have
• m˜ = m⊗ id,
• a˜ = (m⊗ a) ◦ (γ ⊗ idg) ◦∆g′ ,
• a˜l = (al ⊗ id)− (m⊗ a) ◦ (γ ⊗ idg) ◦∆g′ ,
• a˜r = ar ⊗ id+ id⊗a.
More generally, ifM• is an object ofC(D(G)′ –mod)r(K) andN• is an object ofC(g′ –mod)K ,
the twisted product M⊠˜N is naturally an object of C(D(G) –mod)r(K) ⊗ C(g′ –mod), where
the algebraic action of K on M• ⊗N• is the diagonal one, and so is the action of k[1].
In this case the convolution M• ⋆
K
N• is computed by means of the complex
C
∞
2 (g;Kred,M
• ⊗N•) ,
with respect to the diagonal action of g− can. The g
′-module structure on this complex is given
by a˜.
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Note, however, that the above complex carries a different action of g′, namely one given by
al. We will denote this other functor C(D(G)
′ –mod)r(K) ×C(g′ –mod)K → C(g′ –mod) by
M•, N• 7→M•
♮
⋆
K
N•.
Note that if M ∈ C(D(G)′ –mod)H,r(K) for some group-scheme H , then M•
♮
⋆
K
N• is naturally
an object of C(g′ –mod)H .
The two actions of g′ on C
∞
2 (g;Kred,M
• ⊗N•) are related by the formula
al − a˜ = a˜l = [d, i˜l],
where i˜l is the action of the annihilation operators on
C
∞
2 (g;Kred,M
• ⊗N•) ⊂ C
∞
2 (g,M• ⊗N•) ≃ (M⊠˜N)DR.
Therefore, the cohomologies of M• ⋆
K
N• and M•
♮
⋆
K
N• are isomorphic as g′-modules.
Corollary 22.7.1.
(1) For N ∈ (g′,K) –mod, the complex
C
∞
2
(
g;Kred, δ
′
K,G ⊗N
)
is acyclic away from degree 0.
(2) When regarded as a g′-module via the al-action on δ
′
K,G, the above 0-th cohomology is
isomorphic to N .
(3) The image of U(g′) in Endg′− can(δ
′
K,G) is dense.
Proof. The first two points follows from Proposition 22.6.1 and the above comparison ofM
♮
⋆
K
N•
and M• ⋆
K
N•.
Let U(g′, k) be the topological algebra of endomorphisms of the forgetful functor
(g′,K) –mod→ Vect .
Evidently, the image of U(g′) in U(g′, k) is dense. We claim now that U(g′, k) is isomorphic to
Endg′− can(δ
′
K,G).
The map in one direction, i.e., U(g′, k) → Endg′− can(δ
′
K,G), is evident: given an element in
U(g′, k), we obtain a functorial endomorphism of every vector space underlying an object of
g′ –mod; in particular δ′K,G. This endomorphism commutes with g
′ –mod-endomorphisms of
δ′K,G, in particular, with the action of g
′
− can.
To construct the map in the opposite direction, note that an endomorphism of δ′K,G as a
g′− can-module defines an endomorphism of the functor
N 7→ h0
(
C
∞
2
(
g;Kred, δ
′
K,G ⊗N
))
: g′ –mod→ Vect,
and the latter is isomorphic to the forgetful functor.

We will now study the behavior of Lie algebra cohomology under convolution. We shall first
consider a technically simpler case, when we will consider D-modules on a group-scheme H ,
mapping to G, such that g′ splits over h. Let K ′H ,K
′′
H ⊂ H be group subschemes of finite
codimension.
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Proposition 22.7.2. For N• ∈ D+(g –mod)K
′
H and M• ∈ D+(D(H))l(K
′
H ),r(K
′′
H), the complex
C(h;K ′Hred,M
• ⋆
K′H
N•) is quasi-isomorphic to
H•DR(H
′
K\H,F
•)⊗ C(h;H ′′Kred,M
•),
where F• is the object of D+(D(H ′K\H)), corresponding to M
•.
Proof. By Lemma 19.8.2,
C(h;K ′Hred,M
• ⋆
K′′H
N•) ≃ C(h;K ′Hred,M
• ♮⋆
K′′H
N•).
The latter, by definition can be rewritten as
C(h⊕ h;K ′Hred ×K
′′
Hred,M
• ⊗N•),
where the action of the first copy of h is via al on M, and the action of the second copy is
diagonal with respect to ar and a. Hence, the above expression can be rewritten as
C(h;K ′′Hred,C(h;K
′
Hred,M
•)⊗N•),
where the h-action on C(h;K ′Hred,M
•)⊗N• is the diagonal one with respect to the ar-action
on M• and the existing action on N•.
Applying again Lemma 19.8.2, we can replace the ar-action onM
• by the trivial one. Hence,
C(h;K ′′Hred,C(h;K
′
Hred,M
•)⊗N•) ≃ C(h;K ′Hred,M
•)⊗ C(h;K ′′Hred, N
•),
which is what we had to show.

We will now generalize the above proposition to the case of semi-infinite cohomology with
respect to g.
Let N•1 and N
•
2 be objects of D
+(g′− can –mod)
K′ and D+(g′ –mod)K
′′
, respectively, for some
”open compact” K,K ′′ ⊂ G. Let M• be an object of D+(D(G)′ –mod)l(K
′),r(K′′), supported
over a closed pro-finite dimensional subscheme of G. In this case the convolution M• ⋆
K′′
N•2
makes sense as an object of D+(g′ –mod)K
′
. Similarly, we can consider the convolution ”on the
right”
N•1 ⋆
K′
M• ∈ D+(g′− can –mod)
K′ .
Proposition 22.7.3. Under the above circumstances,
C
∞
2
(
g;K ′red, N
•
1 ⊗
(
M• ⋆
K′′
N•2
))
and
C
∞
2
(
g;K ′′red,
(
N•1 ⋆
K′
M•
)
⊗N•2
)
are quasi-isomorphic.
Proof. By symmetry, it would be sufficient to show that there exists a quasi-isomorphism be-
tween
(22.5) C
∞
2
(
g;K ′red, N
•
1 ⊗
(
M• ⋆
K′′
N•2
))
and
(22.6) C
∞
2 (g⊕ g;K ′red ×K
′′
red, N
•
1 ⊗M
• ⊗N•2 ) ,
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where the first copy of g− can acts diagonally on N
•
1 ⊗M
• (via the existing g′− can action on N
•
1
and the al-action on M
•) and second copy acts diagonally on M• ⊗ N•2 (via the ar-action on
M• and the existing g′-action on N•2 ).
By Lemma 19.8.2, in (22.6) we can replace the action of the first copy of g− can, by one where
the g′-action on M• ⊗N•2 is given by a˜. The resulting expression would be equal to the one in
(22.5) modulo the following complication:
To define (22.5) one has to replace C
∞
2 (g;K ′′red,M
• ⊗ N•2 ) by a quasi-isomorphic complex,
which is bounded from below. We have to show that taking C
∞
2 (g;K ′red, N
•
1⊗?) survives this
quasi-isomorphism.
Let us first consider a particular case, when M• is induced from an OG-module, i.e., has the
form
(22.7) Ind
g′− can
k′′
(L•)
for some complex L• of K ′-equivariant OG-modules. In this case we have a quasi-isomorphism
C(k′′;K ′′red,L
• ⊗N•2 )→ C
∞
2 (g;K ′′red,M
• ⊗N•2 )
of complexes of g′-modules. Moreover, the PBW filtration defines a filtration on the RHS, of
which C(k′′;K ′′red,L
•⊗N•2 ) is the first term, by g
′-stable subcomplexes, all quasi-isomorphic to
one-another.
Since the functor C
∞
2 (g;K ′red, N
•
1⊗?) commutes with direct limits, the required assertion
about quasi-isomorphism holds.
The case of a general M• follows from the one considered above, since the assumption on
M• implies that it can be represented by a complex, associated with a bi-complex with finitely
many rows, each of the form (22.7).

22.8. Convolution action on D(G)-modules. Let us now consider the case when C = D(G)′
with the action of G by left translations.
Given two objects M1,M2 ∈ D(G)′ –mod let us first describe how M1⊠˜M2 looks like as an
object of D(G) –mod⊗D(G)′ –mod.
By construction as a vector space M1⊠˜M2 ≃M1⊗M2. We will denote the a1l , a
2
l (resp., a
1
r,
a2r, m
1, m2) the actions of g′ (resp., g′− can, OG) on F1 and F2, respectively. We will denote by
a˜1l , a˜
2
l , a˜
1
r, a˜
2
r, m˜
1, m˜2 the actions of g, g′, g− can, g
′
− can, respectively on F1⊠˜F2, corresponding
to the D(G) –mod⊗D(G)′ –mod-structure.
The action of OG, corresponding to the D(G) –mod-structure on M1⊠˜M2 is via the first
multiple in M1 ⊗M2, which we will denote by m. The action of OG, corresponding to the
D(G)′ –mod-structure is via the co-multiplication map ∆G : OG → OG
!
⊗ OG.
These actions are described as follows:
• m˜1 = m1 ⊗ id,
• m˜2 = (m1 ⊗m2) ◦ (γ ⊗ id) ◦∆G,
• a˜1l = a
1
l ⊗ id−(m⊗ a
2
l ) ◦ (γ ⊗ id) ◦∆g′ ,
• a˜2l = (m⊗ a
2
l ) ◦ (γ ⊗ id) ◦∆g′ ,
• a˜1r = a
1
r ⊗ id+ id⊗a
2
l ,
• a˜2r = id⊗a
2
r.
If M•1 ∈ C
+(D(G)′) –modr(K) and M•2 ∈ C
+(D(G)′) –modl(K), the convolution M•1 ⋆
K
M•2 is
computed by means of
C
∞
2 (g;Kred,M
•
1 ⊗M
•
2),
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with respect to the diagonal (i.e., a˜1r = a
1
r + a
2
l ) action of g− can, and the actions of OG, g
′ and
g′− can, specified above.
Note, however, that the above complex carries a different D(G)′-module structure. Namely,
the action of OG is (m1 ⊗m2) ◦ (γ ⊗ id) ◦∆G as before, and the action of g′ is a1l . In this case
the action of g′− can equals (a
1
r ⊗m) ◦∆g.
We will denote this new functor
C+(D(G)′) –modr(K)×C+(D(G)′) –modl(K) → C(D(G)′ –mod
by
M•1,M
•
2 7→M
•
1
♮
⋆
K
M•2.
Lemma 22.8.1. For M•1 ∈ D
bd(D(G)′ –mod)r(K), M•2 ∈ D
bd(D(G)′ –mod)l(K), the objects
M•1 ⋆
K
M•2,M
•
1
♮
⋆
K
M•2 ∈ D
b(D(G)′ –mod)
are isomorphic.
Proof. From the assumption it follows that there exist ”open compact” groups K ′,K ′′ such
that M•1 ∈ D(D(G)
′ –mod)l(K
′),r(K) and M•2 ∈ D(D(G)
′ –mod)l(K),r(K
′′).
As we saw above, the convolution M•1 ⋆
K
M•2 can be interpreted as an action of F
•
1 ∈
Dbd(D(G/K)′ –mod)K
′
, corresponding to M•1, on F
•
2 ∈ D
b(D(G/K ′′)′ –mod)K , corresponding
to M•2. The result is an object in D
b(D(G/K ′′) –mod)K
′
.
However, this convolution can be rewritten also as an action of ′F•2 ∈ D
bd(D(K\G)′ –mod)K
′′
on ′F•1 ∈ D
b(D(K ′\G)′ –mod)K , with the result being in
Db(D(K ′\G)′ –mod)K
′′
≃ Db(D(G/K ′′) –mod)K
′
.
The latter convolution is manifestly the same as
M•1
♮
⋆
K
M•2 ∈ D
b(D(G)′ –mod)l(K
′),r(K′′).

22.9. Associativity of convolution. Let nowM•1 be an object ofC
bd(D(G)′ –mod)r(K),M•2 ∈
Cbd(D(G)′ –mod)l(K),r(K
′) and X• ∈ C+(C)K
′
for a category C as above,
Proposition 22.9.1. Under the above circumstances, there exists a canonical isomorphism in
D+(C) (
M•1 ⋆
K
M•2
)
⋆
K′
X• ≃M•1 ⋆
K
(
M•2 ⋆
K′
X•
)
,
compatible with three-fold convolutions.
The rest of this subsection is devoted to the proof of this proposition.
Consider the bi-graded object of C given by
(22.8) (M•1 ⊠M
•
2) ⊗
OG×G
mult∗ (act∗(X•)) .
It carries two actions of the Lie algebra g− can⊕g− can, corresponding to the two isomorphisms
M•1⊠˜
(
M•2⊠˜X
•
)
≃ (M•1 ⊠M
•
2) ⊗
OG×G
mult∗ (act∗(X•)) ≃
(
M•1⊠˜M
•
2
)
⊠˜X•.
The action of the second copy of g− can is the same in the two cases. The difference of the
actions of the first copy of g− can is given by the g-action, coming from its a˜l-action on M
•
2⊠˜X
•.
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Hence, by Lemma 19.8.2, the two complexes
C
∞
2
(
g⊕ g;K ×K ′,M•1⊠˜
(
M•2⊠˜X
•
))
and
C
∞
2
(
g⊕ g;K ×K ′,
(
M•1⊠˜M
•
2
)
⊠˜X•
)
are isomorphic.
As in the proof of Proposition 22.7.3, we have to show that the above complexes are isomor-
phic in the derived category to M•1 ⋆
K
(
M•2 ⋆
K′
X•
)
and
(
M•1 ⋆
K
M•2
)
⋆
K′
X•, respectively. This
is done as in the proof of Proposition 22.7.3 by replacing M•1 and M
•
2 by appropriately chosen
complexes, for which the above semi-infinite complexes can be represented as direct limits of
quasi-isomorphic complexes, bounded from below.
22.10. An adjunction in the proper case. Let now K1,K2 ∈ G be two ”open compact”
subgroups of G, and assume that G/K1 is ind-proper. Let F be a finitely generated object of
D(G/K1)
′ –modK2 . As in Sect. 21.7, we have a well-defined object Fop in D(G/K2)
′′
–modK1 ,
where the superscript ′′ indicates the twisting opposite to ′. Then the Verdier dual D(Fop) is
an object of D(G/K2)
′ –modK1 .
Proposition 22.10.1. The functor
D(C)K1 → D(C)K2 : X•1 7→ F ⋆
K1
X•1
is left adjoint to the functor
D(C)K2 → D(C)K1 : X2 7→ D(F
op) ⋆
K2
X2.
Proof. We need to construct the adjunction maps
F ⋆
K1
(D(Fop) ⋆
K2
X•2 )→ X
•
2 and X
•
1 → D(F
op) ⋆
K2
(F ⋆
K1
X•1 ),
such that the identities concerning the two compositions hold.
In view of Proposition 22.9.1, it would suffice to construct the maps
F ⋆
K1
D(Fop)→ δ1,G/K2 ∈ D(D(G/K2) –mod)
K2
and
δ1,G/K1 → D(F
op) ⋆
K2
F ∈ D(D(G/K1) –mod)
K1 ,
such that the corresponding identities hold.
By the definition of convolution, constructing these maps is equivalent to constructing mor-
phisms
(22.9) H•(G/K1,∆
∗
G/K1
(F ⊠ D(F))→ C ∈ D(pt /K2)
and
(22.10) C→ H•(G/K2,∆
!
G/K2
(Fop ⊠ D(Fop)) ∈ D(pt /K1),
respectively, where ∆G/K denotes the diagonal morphism G/K → G/K ×G/K. (Note that in
each of the cases, the pull-back of the corresponding twisted D-module on the product under
the diagonal map is a non-twisted right D-module.)
The morphism in (22.10) follows from Verdier duality, and likewise for (22.9), using the fact
that
H•(G/K1, ·) ≃ H
•
c (G/K1, ·).
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The fact that the identities concerning the compositions of adjunction maps hold, is an easy
verification.

23. Categories over topological commutative algebras
23.1. The notion of a category flat over an algebra. Let C be an abelian category as in
Sect. 19.3, satisfying assumption (**), and let Z be a commutative algebra, mapping to the
center of C. An example of this situation is when A is a topological algebra, Z is a (discrete)
commutative algebra mapping to the center of A and C = A –mod. Then the functor F factors
naturally through a functor FZ : C→ Z –mod.
Note that we have a naturally defined functor Z –mod×C→ C given by
M,X 7→M ⊗
Z
X.
This functor is right exact in both arguments. We have
FZ(M ⊗
Z
X) ≃M ⊗
Z
FZ(X).
This shows, in particular, that if M is Z-flat, then the above functor of tensor product is exact
in Z. We will denote by
M•, X• 7→M•
L
⊗
Z
X• : D−(Z –mod)×D−(C)→ D−(C)
the corresponding derived functor. We have
FZ(M
•
L
⊗
Z
X•) ≃M•
L
⊗
Z
FZ(X
•).
It is easy to see that for a fixed X• ∈ C−(C), the derived functor of
M• 7→M• ⊗
Z
X• : C−(Z –mod)→ C−(C)
is isomorphic to M•
L
⊗
Z
X•. However, this is not, in general, true for the functor
X• 7→M• ⊗
Z
X• : C−(C)→ C−(C)
for a fixed M•.
We shall say that an object X ∈ C is flat over Z if the functor
M 7→M ⊗
Z
X : Z –mod→ C
is exact. This is equivalent to FZ(X) being flat as a Z-module.
We shall say that C is flat over Z if every object of X admits a surjection X ′ → X for X
being flat over Z.
Consider the example of C = A –mod. Suppose there exists a family of open left ideals I ⊂ A
such that A ≃ lim
←−
A/I, such that each A/I is flat as a Z-module. Then C is flat over Z.
Lemma 23.1.1. Let C be flat over Z, then for a fixed M• ∈ C−(Z –mod) the left derived
functor of
X• 7→M• ⊗
Z
X• : C−(C)→ C−(C)
is isomorphic to M•
L
⊗
Z
X•.
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Proof. By assumption, every object in C−(C) admits a quasi-isomorphism from one consisting
of objects that are Z-flat. Hence, it suffices to show that if X• ∈ C−(C) consists of Z-flat
objects, and M• ∈ C−(Z –mod) is acyclic, then M• ⊗
Z
X• is acyclic as well. However, this is
evident from the definitions.

If φ : Z → Z ′ is a homomorphism, we will denote by CZ′ the base-changed category, i.e., one
whose objects are X ∈ C, endowed with an action of Z ′, such that the two actions of Z on X
coincide. Morphisms in this category are C-morphisms that commute with the action of Z ′.
By construction, Z ′ maps to the center of CZ′ . The composed functor CZ′ → C
FZ→ Z –mod
factors naturally through Z ′ –mod.
The forgetful functor CZ′ → C admits a left adjoint φ
∗ given by X 7→ Z ′ ⊗
Z
X . Note that
this functor sends Z-flat objects in C to Z ′-flat objects in CZ′ . In particular, if C is flat over Z,
then so is CZ′ over Z
′.
As in Lemma 23.1.1 and Lemma 19.9.2, we obtain the following
Lemma 23.1.2. Assume that C is Z-flat. Then the right derived functor of φ∗
Lφ∗ : D−(C)→ D−(CZ′)
is well-defined and is the left adjoint to the forgetful functor D(CZ′)→ D(C). Moreover,
FZ′ ◦ Lφ
∗(X•) ≃ F(X•)
L
⊗
Z
Z ′.
In particular, we obtain that if C is flat over Z and X ∈ C is Z-flat, then for Y • ∈ C(CZ′),
RHomD(CZ′)(Z
′ ⊗
Z
X,Y •) ≃ RHomD(C)(X,Y
•).
Let now N be a Z-module. For Y ∈ C we define the object HomZ(N, Y ) by
HomC(X,HomZ(N, Y )) := HomC(N ⊗
Z
X,Y ).
If N is finitely presented, we have
FZ(HomZ(N, Y )) ≃ HomZ(N,FZ(Y )).
For Z ′ as above, which is finitely presented as a Z-module, we define the functor φ! : C→ CZ′
to be the right adjoint of the forgetful functor CZ′ → C. It is given by X 7→ HomZ(Z
′, X). By
definition, it maps injective objects in C to injectives in CZ′ .
We will denote by Rφ! : D+(C) → D+(CZ′) the corresponding right derived functor. It is
easily seen to be the right adjoint of the forgetful functor C(CZ′ )→ C(C).
Proposition 23.1.3. Assume that C is flat over Z, and that Z ′ is perfect as an object of
C(Z –mod). Then
Rφ! ◦ FZ ≃ FZ′ ◦Rφ
! : D+(C)→ D+(Z ′ –mod)
Proof. To prove the proposition it suffices to check that if Y • ∈ C+(C) is a complex, con-
sisting of injective objects of C, and M• ∈ Cb(Z –mod) is a complex of finitely presented
modules, quasi-isomorphic to a perfect one, then FZ(Hom(M
•, Y •)) is quasi-isomorphic to
RHomD(Z –mod)(M
•,FZ(Y
•)).
If M• is a bounded complex, consisting of finitely generated projective modules, then the
assertion is evident. Hence, it remains to show that if M• is an acyclic complex of finitely
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presented Z-modules, and Y • is as above, then Hom(M•, Y •) is acyclic. By assumption on C,
it would suffice to check that for X ∈ C which is Z-flat,
HomC(X,Hom(M
•, Y •)) ≃ HomC(M
• ⊗
Z
X,Y •)
is acyclic. By the flatness assumption on Y , the complex M•⊗
Z
X is also acyclic, and hence our
assertion follows from the injectivity assumption on Y •.

Corollary 23.1.4. If, under the assumptions of the proposition, X ′ ∈ D(C′Z) is quasi-perfect,
then it is quasi-perfect also as an object of D(C).
Proof. This follows from the fact that the functor Rφ! : D(Z –mod)→ D(Z ′ –mod) commutes
with direct sums, and hence, so does the functor Rφ! : D(C)→ D(CZ′). 
23.2. A generalization. Let C be as in the previous subsection, and assume in addition that
it satisfies assumption (*) of Sect. 19.3. Let Z be a topological commutative algebra, which
acts functorially on every object of C. In this case we will say that Z maps to the center C.
The functor F naturally factors through a functor FZ : C→ Z –mod.
For every discrete quotient Z of Z, let CZ be the subcategory of C, consisting of objects, on
which Z acts via Z. If Z։ Z ։ Z ′, then CZ′ is obtained from CZ by the procedure described
in the previous subsection.
We shall say that C is flat over Z, if each CZ as above is flat over Z. Equivalently, we can
require that this happens for a cofinal family of discrete quotients Z of Z. Henceforth, we will
assume that C is flat over Z.
In what follows we will make the following additional assumption on Z. Namely, that we
can present Z as lim
←−
i
Zi, such that for j ≥ i the ideal of φj,i : Zj → Zi is perfect as an object of
D(Zj –mod).
Recall that a discrete quotient Z of Z reasonable if for some (equivalently, any) index i such
that Z → Z factors through Zi, the algebra Z is finitely presented as a Zi-module. We shall
call Z admissible if the finite-presentation condition is replaced by the perfectness one.
Let us call an object M ∈ Z –mod finitely presented if M belongs to some Z –mod and is
finitely presented as an object of this category, if Z is reasonable. By the assumption on Z,
this condition does not depend on a particular choice if Z.
For a finitely presented M ∈ Z –mod and X ∈ C we define HomZ(M,X) ∈ C as
lim
−→
Xi
HomZi(M,Xi),
where Xi runs over the set of subobjects of X that belong to CZi for some discrete reasonable
quotient Zi of Z. We have
FZ(HomZ(M,X)) ≃ HomZ(M,FZ(X)).
Consider M = Z for some reasonable quotient φ : Z → Z. Then X 7→ HomZ(Z,X) defines
a functor C→ CZ , which we will denote by φ!.
Lemma 23.2.1. The functor φ! is the right adjoint to the forgetful functor CZ → C.
Proof. By assumption (*), it suffices to check that for every finitely generated object Y of CZ ,
HomCZ (Y,HomZ(Z,X)) ≃ HomC(Y,X).
By the finite generation assumption, we reduce the assertion to the case when X ∈ CZi for
some Z։ Zi ։ Z, considered in the previous subsection. 
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Evidently, the functor φ! maps injective objects in C to injectives in CZ . Let Rφ
! denote
the right derived functor of φ!. By the above, it is the right adjoint to the forgetful functor
D(CZ)→ D(C).
Proposition 23.2.2. Assume that Z is admissible. Then we have an isomorphism of functors:
FZ ◦Rφ
! ≃ Rφ! ◦ FZ : D
+(C)→ D+(Z –mod).
Proof. As in the proof of Proposition 23.1.3, it suffices to show that if X• ∈ C+(C) is a
complex, consisting of injective objects of C, and M• is a perfect object of D(Z –mod), then
HomC(Z –mod)(M
•,FZ(X
•)) computes RHomD(Z –mod)(M
•,FZ(X
•)).
By devissage, we can assume that X• consists of a single injective object X ∈ C. For every
Zi such that Z
φi
։ Zi ։ Z, note that φ
!
i(X) is an injective object of CZi , and X ≃ lim−→
i
Xi.
Using Proposition 23.1.3, the assertion of the present proposition follows from the next
lemma:
Lemma 23.2.3. For N• ∈ C+(Z –mod) and N•i := φ
!
i(N
•), the map
lim
−→
i
HomD(Zi –mod)(M
•, N•i )→ HomD(Z –mod)(M
•, N•)
is a quasi-isomorphism, provided that M• ∈ D(Z –mod) is perfect.

Proof. (of the Lemma) The proof follows from the next observation:
Let P • →M• be a quasi-isomorphism, where P • ∈ C−(Z –mod). Then we can find a quasi-
isomorphism Q• → P • such that Q• ∈ C−(Z –mod) and for any integer i, the module Qi is
supported on some discrete quotient of Z.

Corollary 23.2.4. The functor Rφ! : D+(C) → D+(CZ) commutes with uniformly bounded
from below direct sums.
Proof. This follows from the corresponding fact for the functor Rφ! : D+(Z –mod) →
D+(Z –mod). 
Proposition 23.2.5. Let X•1 be a quasi-perfect object of C(CZ) and X
•
2 be an object of C
+(CZ)
for some discrete quotient Z. Then
HomD(C)(X
•
1 , X
•
2 ) ≃ lim−→
Zi
HomD(CZi )(X
•
1 , X
•
2 ),
where the direct limit is taken over the indices i such that Z→ Z factors through Zi.
Proof. We can find a system of quasi-isomorphisms X•2 → Y
•
i , where each Y
•
i ∈ C(CZi) consist
of injective objects of CZi , and such that these complexes form a direct system with respect to
the index i, and such that all Y •i are uniformly bounded from below.
By Proposition 23.2.2 and Corollary 23.2.4, Rφ!(X•2 ) is given by the complex
lim
−→
i
φ!i(Y
•
i ).
Then, by the quasi-perfectness assumption,
HomD(C)(X
•
1 , X
•
2 ) ≃ HomD(CZ )(X
•
1 , Rφ
!(X•2 )) ≃ lim−→
i
HomD(CZ)(X
•
1 , φ
!
i(Y
•
i )).
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By Proposition 23.1.3, the latter is isomorphic to
lim
−→
i
HomD(CZ )(X
•
1 , Rφ
!
i(Y
•
i )) ≃ lim
−→
i
HomD(CZi )(X
•
1 , Y
•
i ),
which is what we had to show.

Finally, we will prove the following assertion:
Proposition 23.2.6. Let X• be an object of C−(CZ), where Z is an admissible quotient of Z.
Then X• is quasi-perfect as an object of D(CZ) if and only if it is quasi-perfect as an object of
D(C).
Proof. Since the functor Rφ! : D+(C) → D+(CZ) commutes with direct sums, the implication
”quasi-perfectness in D(CZ)” ⇒ ”quasi-perfectness in D(C)” is clear.
To prove the implication in the opposite direction, we proceed by induction. We suppose
that the functor
Y 7→ HomD(CZ)(X
•, Y [i′]) : CZ → Vect
commutes with direct sums for i′ < i. This assumption is satisfied for some i, since X• is
bounded from above.
Let us show that in this case the functor Y 7→ HomD(CZ )(X
•, Y [i]) also commutes with
direct sums. For ⊕
α
Yα ∈ CZ consider the exact triangle in D+(CZ):
⊕
α
Yα → Rφ
!(⊕
α
Yα)→ τ
>0
(
Rφ!(⊕
α
Yα)
)
,
where τ is the cohomological truncation.
Consider the corresponding commutative diagram:
HomD(C)(X
•,⊕
α
Yα[i− 1]) ←−−−− ⊕
α
HomD(C)(X
•, Yα[i− 1])y y
HomD(CZ )
(
X•, τ>0
(
Rφ!(⊕
α
Yα[i− 1])
))
←−−−− ⊕
α
HomD(CZ)
(
X•, τ>0
(
Rφ!(Yα[i− 1])
))
y y
HomD(CZ)(X
•,⊕
α
Yα[i]) ←−−−− ⊕
α
HomD(CZ)(X
•, Yα[i])y y
HomD(C)(X
•,⊕
α
Yα[i]) ←−−−− ⊕
α
HomD(C)(X
•, Yα[i])y y
HomD(CZ)
(
X•, τ>0
(
Rφ!(⊕
α
Yα[i])
))
←−−−− ⊕
α
HomD(CZ)
(
X•, τ>0
(
Rφ!(Yα[i])
))
.
The horizontal arrows in rows 1 and 4 are isomorphisms since X• is quasi-perfect in D(C).
The arrows in rows 2 and 5 are isomorphisms by the induction hypothesis. Hence, the map in
row 3 is an isomorphism, which is what we had to show.

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23.3. The equivariant situation. Assume now that the category C as in the previous sub-
section is equipped with an infinitesimally trivial action of a group-scheme H . Assume that
this action commutes with that of Z. The latter means that for every X ∈ C, the Z-action on
act∗(X) by transport of structure coincides with the action obtained by regarding it merely as
an object of C. Then for every discrete quotient Z of Z, the category CZ carries an infinitesimally
trivial action of H .
We have a functor φ! : C+(C)H → C+(CZ)H , and let Rφ! : D+(C)H → D+(CZ)H be its
right derived functor. (Below we will show that it is well-defined.) We are going to prove the
following:
Proposition 23.3.1. Rφ! : D+(C)H → D+(CZ)
H is the right adjoint to the forgetful functor
D(CZ)
H → D(C)H . Moreover, the diagram of functors
D+(C)H
Rφ!
−−−−→ D+(CZ)H
FZ
y FZy
D+(Z –mod)
Rφ!
−−−−→ D+(Z –mod)
is commutative.
Proof. For any quasi-isomorphism X• → X•1 in C
+(C)H we can find a quasi-isomorphism from
X•1 to a complex, associated with a bi-complex X
•,•
2 , whose rows are uniformly bounded from
below and have the form AvH(Y
•), where Y • ∈ C+(C) consists of injective objects.
By Proposition 23.2.2 and Corollary 23.2.4, if we assign to X• the complex in C(CZ)
H
associated with the bi-complex φ!(X•,•2 ), this is the desired right derived functor of φ
!. It is
clear from the construction that the diagram of functors
D+(C)H
Rφ!
−−−−→ D+(CZ)Hy y
D+(C)
Rφ!
−−−−→ D+(CZ),
where the vertical arrows are the forgetful functors, is commutative.
Hence, it remains to show that Rφ! satisfies the desired adjointness property. By devissage,
we are reduced to showing that for Y • as above and Y •1 ∈ C(CZ)
H ,
HomD(C)H (Y
•
1 ,AvH(Y
•)) ≃ HomD(CZ )H
(
Y •1 , φ
!(AvH(Y
•))
)
.
However, the LHS is isomorphic to HomD(C)(Y
•
1 , Y
•), and the RHS is isomorphic to
HomD(CZ)H
(
Y •1 ,AvH(φ
!(Y •))
)
≃ HomD(CZ )(Y
•
1 , φ
!(Y •)),
and, as we have seen above, φ!(Y •)→ Rφ!(Y •) is an isomorphism in D+(CZ).

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