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Résumé
Ce manuscrit de thèse présente une construction numérique de geons gravitationnels
asymptotiquement anti-de Sitter (AdS). Pourquoi ?
Tout d’abord, le concept de geons a été introduit par Wheeler dans les années
50, dans le contexte de la géométrodynamique. Au départ, le mot “geon” désignait
un système auto-gravitant solution des équations d’Einstein-Maxwell en espace-temps
asymptotiquement plat. L’idée sous-jacente était de donner une définition, ou une il-
lustration, du concept de corps au sein de la théorie de la relativité générale. L’intérêt
était de construire une description purement géométrique des particules élémentaires.
Au-delà de ses motivations conceptuelles, le problème de la construction des geons
était un problème difficile à l’époque, et a attiré l’attention de nombre de relativistes.
Très rapidement, le concept s’est élargi à d’autres champs que les photons, comme par
exemple les scalarons, les neutrinos et les gravitons, autrement dit les ondes gravita-
tionnelles. Cependant, toutes ces solutions se désagrégeaient lentement avec le temps.
En effet, rien ne pouvait empêcher le contenu énergétique initial de se disperser vers
l’infini, donnant lieu à une évaporation progressive.
Les geons ont inspiré nombre de solution auto-gravitantes, en particulier celles
constituées de champs bosoniques. En effet, la matière noire est censée être composée
de particules non-collisionnelles interagissant très faiblement avec les champs du modèle
standard. Certains champs scalaires apparaissant naturellement dans plusieurs modèles
d’inflations, il se pourrait que la matière noire soit constituée de champs scalaires fonda-
mentaux, comme les axions. Par ailleurs, si l’on en croit les théories tenseur-scalaire,
qui sont une extension naturelle de la relativité générale, le phénomène de scalari-
sation spontanée semble favoriser l’existence de solutions scalaires auto-gravitantes.
Comme le principe d’équivalence affirme que toutes les formes de matière gravitent, les
geons et leur cousins scalaires apparaissent comme des outils permettant d’étudier la
phénoménologie gravitationnelle de la matière noire.
Le concept de geon vit son intérêt renouvelé une nouvelle fois très récemment
dans un contexte complètement différent, à savoir la conjecture de l’instabilité d’AdS.
L’espace-temps AdS a longtemps été considéré comme la plus étrange des solutions
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maximalement symétriques de l’équation d’Einstein, qui sont les espace-temps de Sitter
(dS), Minkowski, et AdS. Il est défini par une constante cosmologique négative qui agit
comme un puits gravitationnel et empêche les particules massives d’atteindre l’infini du
genre espace. Encore plus particulières sont les trajectoires des photons qui rebondis-
sent littéralement sur l’infini du genre espace et reviennent à leurs positions initiales
en un temps fini (mesuré par un observateur statique). Mais en 1998, si l’espace-temps
dS est entré en phase avec la découverte de l’expansion accélérée de l’univers, l’espace-
temps AdS a été célébré par la communauté des physiciens théoriciens avec l’avènement
de la correspondance AdS-Conformal Field Theories (CFT). Cette percée de la physique
théorique est considérée comme une avancée prometteuse vers l’unification de la gravité
et de la théorie quantique des champs. Un des ingrédients majeurs de cette correspon-
dance est justement l’espace-temps AdS, qui a été intensivement étudié par la suite.
Avec l’intérêt croissant pour l’espace-temps AdS, une question fondamentale est
celle de sa stabilité. Ce problème, malgré sa grande importance, n’a pratiquement pas
été abordé pendant plus d’une décennie. C’est seulement depuis 2011 que la commu-
nauté scientifique s’y attèle. Il se trouve que, contrairement à ce qui était auparavant
communément accepté, l’espace-temps AdS est instable vis-à-vis de la formation de
trous noirs, et ce pour de larges classes de perturbations. Autrement dit, aussi arbi-
trairement petite soit la perturbation initiale, les non-linéarités peuvent s’accumuler
dans le temps au points concentrer le budget énergétique initiale dans une région in-
fime de l’espace-temps, provoquant la naissance d’une singularité. Cette instabilité est
complètement absente en espace-temps de Minkowski ou dS, et a été renommée la con-
jecture de l’instabilité AdS. A l’heure actuelle, cette conjecture est encore ambigüe car
la structure même de l’instabilité semble très compliquée. Notamment, la séparation
entre données initiales stables et instables est loin d’être claire. C’est dans ce contexte
que les geons gravitationnels, c’est-à-dire des paquets d’ondes gravitationnelles, ont
refait surface récemment dans la littérature.
En effet, ces geons sont vus pour l’instant comme des îlots de stabilité non-
linéaires en espace-temps asymptotiquement AdS. En tant que tel, ils sont d’un grand
intérêt pour le problème de l’instabilité AdS, car ils peuvent donner de précieuses clés de
compréhension. Qui plus est, ils représentent un défi technique puisqu’ils vont au-delà
de la symétrie sphérique, une hypothèse difficile à abandonner au vu des limitations
numériques. Même si leur construction perturbative a été initiée en 2012, il a fallu
attendre l’année 2015 pour voir apparaître dans la littérature la première construction
numérique de geons. Toutefois, certaines de leurs propriétés sont encore controversées
aujourd’hui. Ce manuscrit de thèse est précisément dédié à l’étude numérique de geons
gravitationnels en espace-temps asymptotiquement AdS.
En première partie, nous insistons sur le contexte scientifique, en particulier la
correspondance AdS-CFT et l’instabilité AdS. Le chapitre 1 présente un point de vue
T x t
[a\
historique sur la naissance du concept de geons. En effet, après plusieurs années de
recherche, ce concept est devenu de plus en plus confus, et nous tentons d’en donner
une signification rigoureuse. Dans le chapitre 2, nous donnons une définition précise
de ce que signifie asymptotiquement AdS. Ce chapitre permet notamment d’introduire
plusieurs concepts utiles, comme la masse et le moment angulaire, qui sont utilisés
tout au long du texte. Le chapitre 3 est dédié à la correspondance AdS-CFT. C’est
une sujet très vaste, ce qui nous oblige à ne traiter que certains aspects clés et décrire
les applications les plus simples susceptibles d’intéresser des chercheurs non-experts du
domaine. Le chapitre 4 est entièrement dévoué à l’instabilité AdS, qui est un sujet
densément ramifié. En particulier, nous insistons sur le rôle prépondérant des geons
dans ce contexte. Dans la deuxième partie de ce manuscrit, nous détaillons nos résultats
récents, à savoir la construction numérique de geons gravitationnels asymptotiquement
AdS, ainsi que les techniques qui se sont révélées utiles pour ce problème. Le chapitre
5 traite le problème de la construction analytique de geons linéaires d’un point de
vue perturbatif. C’est le point de départ de la construction de geons non-linéaires.
Le chapitre 6 évoque le problème du choix de jauge. En particulier, nous discutons
en détail la jauge Andersson-Moncrief (AM), qui a été introduite initialement dans
le contexte du formalisme 3 + 1, et établissons un lien clair avec jauge harmonique
et la méthode de De Turck. Finalement, le chapitre 7 illustre nos récents résultats
numériques, et dévoile la construction non-linéaire de geons dits excités, dont l’existence
était controversée jusqu’alors dans la littérature. Nous utilisons également tous les
concepts introduits précédemment pour établir des diagnostics d’erreurs numériques
précis et originaux.
Les principaux résultats de ce manuscrit sont publiés dans [1] et sont les suivants.
Premièrement, nous donnons une construction indépendante de geons non-linéaires qui
n’ont été construits qu’une seule fois dans la littérature auparavant. Nos résultats sur
les quantités globales sont en tension avec ces précédents travaux, mais fortement
soutenus par la convergence de nos résultats tant analytiques que numériques. Deux-
ièmement, nous présentons la jauge AM et discutons ses motivations théoriques ainsi
que son implémentation numérique. Nous clarifions également le lien avec la jauge
harmonique combinée avec la méthode de De Turck. Troisièmement, nous étendons
la construction numérique de geons non-linéaires au cas de solutions contenant un
nœud radial (geons dits excités). L’existence de ces geons était au coeur d’un débat
jusqu’alors, mais nos résultats argumentent clairement en défaveur de leur supposée
non-existence.
Nous présentons également quatre annexes, dans lesquelles certains points de
calculs sont détaillés. L’annexe A est bref résumé des formules utiles de relativité
générale en dimension arbitraire. L’annexe B donne quelques rappels du formalisme
d+1 qui est la fondation théorique de notre procédure numérique. L’annexe C décrit le
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principe de moindre action de la gravité, qui est d’une importance primordiale dans le
contexte des espace-temps asymptotiquement AdS et de la correspondance AdS-CFT.
Enfin, l’annexe D récapitule que résultats du gaz parfait quantiques qui sont pertinents
dans le contexte AdS-CFT.
T xii t
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Introduction
“We’d stared into the face of
Death, and Death blinked first.
You’d think that would make us
feel brave and invincible. It
didn’t.”
Rick Yancey
The present PhD thesis aims at numerically constructing gravitational geons in
asymptotically anti de-Sitter (AAdS) space-times. Why?
First of all, the concept of geons finds its origin in the late 50’s after Wheeler’s
interest in geometrodynamics. Initially, the word “geon” designated an asymptotically
flat and self-gravitating solution of Einstein-Maxwell equations. The underlying mo-
tivation was to give a definition, or an illustration, of the concept of a body within
General Relativity (GR). The hope was to find a purely geometrical description of ele-
mentary particles. Beyond its conceptual motivation, the problem of geon construction
was very challenging at the time and attracted the attention of many researchers in GR.
Very quickly, the concept broadened to other fields than photons, like e.g. scalarons,
neutrinos and even gravitons, or gravitational waves. However, all these solutions were
slowly decaying in time. Indeed, nothing could prevent their initial energy budget to
leak out toward infinity, leading to a progressive evaporation of geons.
Geons inspired many other self-gravitating solutions, in particular, those made
of bosonic fields. Indeed, dark matter is believed to be mostly composed of cold,
collisionless particles that interact very weakly with the ones of the Standard Model.
Some scalar fields naturally appearing in several inflationary scenarios, it could be
that dark matter is made of a fundamental scalar field, such as axions. Furthermore,
according to scalar-tensor theories, that are the most natural extension of GR, the
phenomenon of spontaneous scalarisation argues in favour of the existence of self-
gravitating scalar bodies. Since the equivalence principle ensures that all forms of
matter gravitate, geons and there closely related bosonic cousins seem to be promising
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channels to look for dark matter gravitational imprints.
The concept of geons got an even larger interest very recently in a completely
different context, namely the AdS instability conjecture. The AdS space-time was for
a long time considered the weirdest of all maximally symmetric solutions of Einstein
equations, that are the dS, Minkowski and AdS space-times. It has a constant negative
curvature that acts like a gravitational potential and prevents massive particles to ever
reach spatial infinity. Even more peculiar are the trajectories of photons that literally
bounce off spatial infinity and come back at their initial position in a finite time (as
measured by a static observer). But in 1998, if its closed counterpart, the dS space-time
was acknowledged by cosmologists who have just observed the accelerated expansion
of the universe, AdS space-time was celebrated by a much different community, namely
theoretical physicists trying to unify gravity and quantum field theory. This was the
advent of the famous AdS-CFT correspondence. This correspondence was understood
as a very significant step toward unification of some of our modern theories. And as a
major component of this achievement, the AdS space-time was very intensively studied
since then.
With the raising interest in AdS space-times, one question of fundamental impor-
tance was whether it was stable or not. A problem that, despite its great significance,
was almost not explored at all for more than a decade. It is only since 2011 that
this is studied intensively. It turns out that, unlike the previous accepted view, AdS
space-time is unstable against black hole formation for large classes of arbitrarily small
perturbations. Said differently, some perturbations, however small, can build up non-
linearities in time that lead to black hole formation. This feature is completely absent
in Minkowski or dS space-times, and is called the AdS instability conjecture. Presently,
this question is far from being fully answered, since the instability seems to have a very
intricate structure. Notably, the demarcation line between non-linearly stable and non-
linearly unstable initial data is far from being clear and distinct. This is the context
in which gravitational geons, i.e. self-gravitating gravitational wave packets, recently
came back in the literature.
Indeed, these geons are believed to form non-linearly stable islands of stability in
AAdS space-times. As such, they are of great interest in the AdS instability problem
as they could give invaluable clues of understanding. Furthermore, they are a technical
challenge since they are breaking new grounds in this area of research beyond spherical
symmetry, an assumption difficult to abandon in terms of computing time limitations.
Even if their perturbative construction was initiated in 2012, it is only in 2015 that the
first numerical geons were obtained, and some of their properties are still controversial
today. This PhD thesis is precisely dedicated to the study of gravitational geons in
AAdS space-times.
In the first part of the present manuscript, we aim at giving a comprehensive
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understanding of the research context, that ranges from the AdS-CFT duality to the
instability conjecture. Chapter 1 presents a historical overview of the concept of geons.
Since after many years of research, the concept got quite confused, we give a precise
definition of what a geon is. In chapter 2, we define accurately what is meant by AAdS
space-times. This chapter allows us to introduce several concepts, among them the
mass and angular momentum, that are used throughout the manuscript. Chapter 3
is dedicated to the celebrated AdS-CFT correspondence. This is a very large area of
research and we only aim at giving some key concepts as well as simple real-world
applications for non-experts. Chapter 4 is entirely devoted to the AdS instability
conjecture, which is a densely ramified topic. In particular, we stress the special role
played by geons in this context. In the second part of this manuscript, we detail
our recent research results, namely the numerical construction of AAdS gravitational
geons, as well as the techniques that proved useful in that matter. Chapter 5 treats the
problem of the construction of geons from a perturbative point of view. This can be
seen as the starting point of the construction of fully non-linear geons. Chapter 6 deals
the problem of gauge freedom. In particular, we discuss in detail the so-called AM
gauge, which was first introduced in the context of 3+1 formalism, and makes clear
the link with the De Turck method. Finally, chapter 7 exhibits our most recent results
about numerical geons. We also take advantage of all previously discussed materials
to monitor precisely the numerical errors of our solutions.
The main results of the present manuscript are published in [1] and are the
followings. First, we give an independent construction of fully non-linear geons that
were constructed previously in the literature. Our results on global quantities are in
tension with these previous works, but are strongly supported by convergent analytical
and numerical arguments. Secondly, we present the so-called AM gauge and discuss its
theoretical motivations as well as its numerical implementation. We also make clear
the link between this gauge and the harmonic gauge enforced by the De-Turck method.
Thirdly, we extend the numerical constructions of fully non-linear geons to solutions
with more than two angular nodes, as well as to the three excited families exhibiting
one radial node. The existence of these excited geons is actually at the heart of a lively
debate in the literature. However, our results clearly argue in favour of the existence
of such solutions.
We also present four appendices. Appendix A is a quick summary of useful
formulas in GR in an arbitrary number of dimensions. Appendix B deals with the d+1
formalism, that is at the theoretical foundation of our numerical procedure. Appendix
C describes the least action principle of gravity, which is of major significance in the
context of AAdS space-times and of the AdS-CFT correspondence. Finally, Appendix
D very briefly recaps some quantum perfect gas results, that are relevant to the AdS-
CFT context.
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Part I
Geons and Anti-de Sitter space-time
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Chapter1
“Anything that can radiate, does radiate”
“The fact that we live at the
bottom of a deep gravity well, on
the surface of a gas covered
planet going around a nuclear
fireball 90 million miles away
and think this to be normal is
obviously some indication of how
skewed our perspective tends to
be.”
Douglas Adams
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In 1955, Wheeler made the following analysis [3]. The geodesic equations of
GR determine the motion of test particles in a known gravitational field. This is
probably the most important prediction of the theory and certainly the one that has
received the most thorough observational confirmations. The geodesic equation was
even considered a consequence of Einstein’s equation in [4], by a limiting procedure
bringing a localised mass to a test particle of vanishing mass and radius. However
the notion of a test particle is an idealisation: it assumes that the matter field is not
a smooth function but a distribution, a mathematical tool that is forbidden by the
non-linearities of Einstein’s equation [5]. The notion of test particle should then be
promoted to the more appropriate concept of a body. But what is the nature of a body?
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Is it a singularity of the metric? Or should we postulate that the metric is regular and
count on quantum mechanics to explain how this can be so near an elementary particle?
Wheeler advocated for a third option, that was purely classical, everywhere reg-
ular and entirely describable within the framework of GR: geons, or Gravitational-
Electromagnetic Entities. Their simplest realisation is most easily visualised as a
standing electromagnetic wave bent into a closed circular torus of high energy con-
centration, held together by its own gravitational field. Such an object has all the
intrinsic properties of a body such as mass and angular momentum, it exerts a gravi-
tational pull on other bodies and moves through the space-time according to the field
equations and the background geometry. It was even an incentive toward the so-called
geometrodynamics paradigm, according to which elementary particles could be repre-
sented as geons. This idea aimed at unifying quantum mechanics and GR.
At first, the literature focused on electromagnetic geons, as originally designed by
Wheeler, but progressively, the concept broadened and finally encompassed all kinds
of self-gravitating fields, be they massive, massless, with or without intrinsic spins. In
this chapter, we focus on asymptotically flat space-times, as they were the historical
playground for this kind of solutions. Since the concept of geon broadened largely
with time, we hereafter review the different kinds of geons and give a precise definition
compatible with the evolution of the concept over the years.
1.1 Gravitational-electromagnetic entities (GEONs)
Originally, geons were made only of electromagnetic field, hence their name. Even
restricted to electromagnetic field, there is a rich variety of geons and different ge-
ometries, among them the toroidal, spherical or even cylindrical geons. Hereafter, we
derive rough estimates of some properties of these objects, especially the toroidal and
thermal ones that are the simplest families. It turns out that dimensional analysis and
a handful of physical concepts are sufficient to describe them and give results very close
to accurate numerical simulations.
1.1.1 Toroidal geons
Toroidal geons, pictured in figure 1.1, have properties that can be given on the basis
of heuristic arguments. In particular, the deflection of a pencil of light in such a geon
is not much different from the deflection of a pencil of light by the Sun. Equating the
kinematic and gravitational accelerations of a photon in circular orbit at a radius R
from a massive object of mass M , we get
c2
R
∼ GM
R2
⇐⇒ R ∼ GM
c2
. (1.1)
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ω
R
RΔ
Figure 1.1: Picture of a toroidal geon consisting of an electromagnetic standing wave trapped
by its own gravitational potential in a circular orbit. Regions of large electromagnetic energy
densities are pictured in red. The electromagnetic energy is confined to a torus, called the
active region. Credits: G. Martinon.
This equation makes it clear that geons are highly relativistic objects, since their com-
pactness is of order one. If the toroidal wave is unidirectional, the angular momentum
J of the system is given by
J ∼McR ∼ c
3
G
R2, (1.2)
and scales like the square of the geon radius. As a point of comparison, recall that
particles in a Keplerian disk have an angular momentum scaling like the square root
of the radial distance from the centre.
A natural question arising in the toroidal geometry is how thin is the torus com-
pared to its major radius R. Actually, the thickness of the torus, or the active region,
depends on the wavelength. Denoting a the number of nodes (or the azimuthal index
number) and requiring it to be a large integer, the wavelength λ is a small fraction of
the circumference, which allows us to deduce the frequency ω of the electromagnetic
wave:
λ ∼ 2piR
a
and ω =
2pic
λ
∼ ac
R
. (1.3)
Close to the toroidal active region, the gravitational field is approximately that of an
infinite cylinder. This induces a logarithmic decrease of the gravitational potential1.
Besides, the wave cannot be confined to a region smaller than λ because of diffraction
effects, so that the lateral extension ∆R of the geon is proportional to the wavelength
1This can be shown in Newtonian gravity as a standard application of Gauss’s theorem.
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multiplied by a logarithmic factor:
∆R ∼ ln
(
R
λ
)
λ. (1.4)
Ernst [6] made precise analytical calculations for the infinitely long cylinder (the so-
called linear geon) and the infinitely thin ring cases, being appropriate limits of the
toroidal one as seen respectively from a very close or very far away observer.
In order to give size limit estimations for a geon, it is useful to compute how its
mass scales with its action. According to Hamilton’s variational principle2, the average
energy E of the system is related to the variation of its action S by
Eδt+ δS = 0, (1.5)
where δt is the duration time along a trial trajectory. This relation looks very much
like the Hamilton-Jacobi equation, but holds also for dissipative systems, which is our
case of interest3. If we consider a simple monochromatic geon that leaks very slowly
an infinitesimal amount of radiation energy dE, we can thus argue, in light of (1.5),
that its reduced action S = S/2pi decreases by an amount dS obeying
c2dM = dE = ωdS. (1.6)
This tends to increase the frequency ω, since we have (equations (1.1) and (1.3))
GM
c2
∼ R ∼ ac
ω
. (1.7)
Multiplying together (1.6) and (1.7), we obtain
Gd(M2) ∼ acdS ⇐⇒ M ∼
√
acS
G
. (1.8)
We have thus recovered that the mass of a geon scales like the square root of its action.
What are the size limits of geons? The mass-action scaling relation (1.8) allows
to answer this question. Let us consider the lower limit first. The smaller the geon, the
larger its electromagnetic energy density has to be to balance the gravitational force.
So the electromagnetic field is very large for small geons. How intense can it be? When
an electric field E working on an elementary charge e over the localisability distance,
the Compton wavelength λC , can impart to an electron an energy eEλC of the order
2See the excellent review [7] as well as [8]. The book of Goldstein [9], section 8.6, provides a very
pedagogical derivation of equation (1.5). This is just the consequence of a variational principle without
Dirichlet boundary conditions for the initial and end state: the Eδt plays the role of non-vanishing
boundary terms.
3See [10] for a generalisation of Hamiltonian mechanics in dissipative systems.
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of its rest mass mec2, it brings forth from empty space pairs of positrons and electrons
and the purely classical description is lost. Classical geons should then obey
E < ES ≡ me
2c3
~e
' 1.3× 1018 V.m−1, (1.9)
which is called the Schwinger limit. Moreover, by dimensional analysis, it can be
inferred that the action of the geon scales like
S ∼ ac
7
G2E2ε0
. (1.10)
With (1.1) and (1.8), we deduce that the mass and radius of this limiting classical geon
are
M ∼ ac
4
√
Gε0GES
= a1036 kg and R ∼ ac
2
√
Gε0ES
= a109 m. (1.11)
The smallest geon has then a size of ∼ 1% of an astronomical unit and a mass of
∼ 106M. It is not impossible to build geons below this limit, but the object would
become quantum in nature and the particle pair production mechanism should be
taken into account. So strictly speaking, this lower bound is only a limit on the
classical regime of geons. The intuition suggests that the additional amount of radiation
provided by the quantum pair creation process could possibly accelerate the decay of
such small geons. On the other hand, there is no upper size limit. A geon of Hubble
radius ∼ 14 Gly would have a mass of ∼ 1056 kg. Geons can then have masses between
1036 and 1056 kg.
Given the large compactness parameter and large mass of the geon, we can rea-
sonably expect the electromagnetic field to be very large too in geons. To have an
idea of how intense the electromagnetic field in the active region is, we can consider
that, essentially, the whole mass is due to its electromagnetic field. We can roughly
equate the electromagnetic energy with the mass of the geon. Denoting E the electric
field, the electromagnetic energy density is ∼ ε0E2. The volume of the active region is
∼ R∆R2 where ∆R is the torus thickness. It then follows
ε0E
2R∆R2 ∼Mc2, (1.12)
so that the potential difference E∆R is universal to all toroidal geons:
E∆R ∼
√
Mc2
ε0R
∼ c
2
√
ε0G
∼ 1027 V. (1.13)
This can impart to an electron in the neighbourhood of the active region an energy
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greater than its rest mass by a factor
eE∆R
mec2
∼ e
me
√
ε0G
∼ 1021. (1.14)
This colossal number is actually the square root of the ratio of the electrostatic force
to the gravitational force exerted by two identical electrons on each other.
Geons are thus extreme self-gravitating objects, but do they well illustrate the
concept of a body ? Far from the active region, the field decreases exponentially with a
characteristic length of order ∼ λ. Strictly speaking, a geon is thus not in principle an
isolated entity, but the field outside is so extremely small in comparison with the field
inside that for most purposes, the geon has the character of a well-defined localised
body.
Of fundamental interest is the question of stability in time of geons. Because of
photon-photon interactions, some of the energy leaks toward infinity. The field outside
the geon is then a continual transport of energy outward. As the geon slowly loses
mass, it shrinks in size and the frequency ω goes up in inverse proportion according to
(1.1) and (1.3):
dM
M
=
dR
R
= −dω
ω
= −αωdt, (1.15)
where α is a dimensionless factor called attrition. The solution is t = t0−1/αω so that
the mass decreases linearly in time. A rather involved computation can estimate the
attrition to be
α ' exp(−1.52a), (1.16)
so that geons with short wavelengths are radiating much more efficiently. Said differ-
ently, their lifetime grows exponentially with the azimuthal number, and arbitrary long
living geons can be constructed. Different mechanisms of decay include potential bar-
rier penetration and photon-photon collisions, also called secondary waves excitations.
1.1.2 Spherical geons
Beyond toroidal geons, it is natural to investigate the structure of geons in a simpler
geometry. A substantial part of [3] is dedicated to the mathematical treatment of
spherical geons. They consist in an incoherent sum of identical monochromatic toroidal
geons with a uniform spherically symmetric distribution of their angular momenta. The
spherical geon thus constructed has a shell-shaped active region.
Einstein’s equations need sophisticated averaging techniques in near spherical
symmetry to be tractable. In [3], the metric is chosen to be spherically symmetric with
coordinates (t, r, θ, ϕ) but the potential vector for an individual toroidal mode is given
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by the following ansatz:
ds2 = −eνc2dt2 + eλdr2 + r2(dθ2 + sin2 θdϕ2), (1.17a)
Aϕ = sin(ωt)R(r) sin θ
d
dθ
Pl(cos θ), (1.17b)
where ω is the frequency of the toroidal wave and Pl is a Legendre polynomial. The
radial structure of this geon, encoded in the functions R(r), ν(r) and λ(r), obeys
a radial wave equation (master equation) revealing an effective potential. Such an
equation is mathematically closed to the alpha decay problem where a quantum wave
function can escape a confining potential by quantum tunnelling, illustrated in figure
1.2. The problem can then be solved via Jeffreys-Wentzel-Kramers-Brillouin (JWKB)
techniques4. Here, photons are in a sense trapped in a potential combining the geon self-
gravitation and the centrifugal force, but some of them can nonetheless leak through
the potential barrier with a non-vanishing amplitude.
One important numerical result obtained by Wheeler is that a clock at the centre
of the spherical geon ticks at about 33% of the rate of an identical clock far away.
Ernst [11] demonstrated analytically that this rate was precisely 1/3 using a Ritz
variational principle. He also gave analytical results for the mass and radius that were
numerically guessed by Wheeler:
M =
4ac3
27Gω
and R =
ac
3ω
. (1.18)
The compactness of spherical geons is then universal and take the exact value 4/9.
Note that this compactness matches precisely the limit obtained by Buchdahl four
years later in 1959 for incompressible fluid spheres and fluid governed by barotropic
equations of state. This is so because the stress-energy tensor of a massless tensor field
is traceless and because of the thin-shell spherical symmetry [12–14]. Furthermore, the
4It consists in solving approximately a differential equation in asymptotic regions where some terms
can be simplified, and then match the solutions with continuity arguments. For example, in the alpha
decay problem, the wave function obeys an equation of the form
d2ψ
dx2
=
(
1
x
− 1
x0
)
ψ,
where x is an adimensional radius and x0 is the so-called turning point, corresponding to the minimal
distance between an alpha particle and the nucleus of an atom in a frontal Coulomb collision. There are
then three asymptotic regions I, II, III that corresponds to x x0, x ' x0 and x x0 respectively. In
regions I and III, a slowly varying envelope approximation can be used while in region II an expansion
around x0 makes the computation tractable. Solving the equation in each region and then matching
the solutions preserving the continuity of ψ and its first derivative gives an approximate solution of
the problem.
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Figure 1.2: In the radioactive alpha decay problem (left), the wave function of the α particle is
submitted to a potential combining the strong interaction in the nucleus of the atom (r ≤ r0)
and Coulomb’s interaction when it is outside (r > r0), since both the α particle and the
nucleus are positively charged. From a classical point of view, the escape is impossible, but
quantum mechanics allows the wave function to have an exponential tail that leaks outward
the potential barrier. Thus, a small part of the wave function can propagate outside the
nucleus and the probability of measuring the position of the particle outside the nucleus is
non-zero. This is qualitatively the same picture for photons trapped in a geon (right). The
active region corresponds to region II where photons are trapped in the minimum of the
effective potential, and region IV is the leaking region. Credits: G. Martinon and [3].
peak value of the root-mean-square (rms) value of the electrical field is
Ermsmax = 0.46
a1/3c4
G3/2M
. (1.19)
All numerical factors are very close to 1, emphasising the power of dimensional analysis.
Even if mathematically tractable, spherical geons are less stable than toroidal
ones. Indeed, two nearly parallel pencils of light attract gravitationally each other
when their propagation vectors are oppositely directed, and not at all when similarly
directed [15]. This is illustrated in figure 1.3. Consequently a system of randomly ori-
ented circular rays of light drops to a state of greater stability when half of the angular
momentum vectors orient themselves parallel, half antiparallel, to a certain direction
in space. The number of attractive bonds between orbits is then maximised. Spheri-
cal geons thus constitute an unstable equilibrium, that spontaneously tends toward a
toroidal configuration.
About the physical interest of geon configurations, we borrow these words from
Wheeler [3]: “geons make only this visible contribution to science: it completes the
scheme of classical physics by providing for the first time an acceptable classical theory
of the concept of body. One’s interest in following geon theory down into the quantum
domain will depend upon one’s considered view of the relation between very small geons
and elementary particles”. This is reminiscent of the now deprecated geometrodynamics
paradigm within which elementary particles were thought to be different manifestations
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Figure 1.3: Left: two photons with parallel propagation vectors do not interact gravitationally.
Right: two photons with antiparallel propagation vector attract each other. Credits: G.
Martinon.
of gravitational bodies, including geons.
1.1.3 Thermal geons
Thermal geons [16] are a generalisation of spherical geons where all confined modes
with all possible azimuthal numbers are distributed according to the most natural
statistical law. A mode having frequency ω has then an idealised excitation
mωc
2 ≡ Eω = ~ω
exp
(
~ω
kBT
)
− 1
. (1.20)
These objects are static, spherically symmetric and parametrised by a single parameter,
the temperature T . They thus form the simplest family of geons, and some of there
properties can be estimated with very few arguments and calculations.
Thermal geon are merely a statistical self-gravitating system. Since the photons
are supposed to be trapped in the gravitational potential, it is reasonable to approxi-
mate a thermal geon by a self-gravitating black body obeying (1.20). For a black-body
radiation, the energy density in the active region should be approximately
Mc2
R3
∼ pi
2kB
4T 4
15~3c3
, (1.21)
and on the other hand, the relativistic configuration imposes GM/Rc2 ∼ 1 so that
M ∼MT ≡
√
~3c11
G3kB4T 4
and R ∼ RT ≡
√
~3c7
GkB4T 4
. (1.22)
Mass and radius therefore scale like O(T−2), so that the heat capacity dM/dT is
negative. This indicates thermodynamical instability. However, we can notice that
this is also the case for black holes when the Hawking radiation is taken into account
(see section 1.4). This is a simple manifestation of the spontaneous evaporation of
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these objects. Hotter geons correspond to higher energy densities with smaller mass
and size. Numerical integration of the equations gives more precise results for the mass
and the outer boundary, namely
M ' 0.12MT and R ' 0.36RT . (1.23)
This confirms again the rough dimensional analysis of (1.22). The compactness is then
1/3, which is a lower value than for the previous spherical case, in particular because
the thin-shell approximation does not hold any more.
Just like there toroidal counterparts, thermal geons feature a maximum temper-
ature and a inferior size limit determining the limit beyond which the electron pair
creation process becomes significant. Naively, we expect that this process is shut down
if the kinetic energy is small compared to the rest mass of a pair of electrons, namely
kBT < 2mec
2. But a slightly more precise argument consists in assuming that the
black-body energy density should be smaller than the Schwinger limit. This yields
pi2kB
4T 4
15~3c3
<
ε0ES
2
2
=
ε0
2
(
me
2c3
e~
)2
⇐⇒ kBT . 1.7 mec2, (1.24)
where we used the fine structure constant α ≡ e2/4piε0~c ' 1/137. The limiting size
of a thermal geon is thus ∼ 109 m and its corresponding mass ∼ 1036 kg. These values
are very similar to the toroidal case results.
Thermal geons exhibit an intricate deformation of space-time. For instance,
geodesic motions are very rich in such configurations. For a ray which can escape
to infinity, the impact parameter P is defined as the asymptotic separation of the
ray and a parallel ray which comes straight through the centre of the geon without
reflection. Bound rays5 can have impact parameters only between the two limits
P1 = 0.51RT and P2 = 0.62RT , (1.25)
and move always between radii
Rmin = 0.14RT and Rmax = 0.30RT . (1.26)
Among these null geodesics, there is exactly one which is circular and stable, at
radius and impact parameter
Rcircle = 0.19RT and Pcircle = P2 = 0.62RT . (1.27)
Figure 1.4 illustrates the behaviour of photons in a thermal geon. The circular orbit
5that can nonetheless escape on long time scales via potential barrier penetration.
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P1
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Figure 1.4: Null geodesics behaviour in a thermal geon. The active region of the geon is
pictured in shaded orange and is limited by Rmin and Rmax. The interior region in pictured
in shaded yellow and is a region where the gravitational potential is constant, with a flat
geometry. Outside the active region, Birkhoff’s theorem implies that the geometry matches
the Schwarzschild metric. In red are pictured three typical null geodesics. Any geodesic
intersecting the centre of the geon is not deflected. The solid blue line depicts a limiting
null geodesics that could enter or leave the single stable circular orbit with impact parameter
P2. The dashed blue line depicts a limiting null geodesics that could enter or leave the single
unstable circular orbit with impact parameter P1. The two solid yellow triangles represents the
allowed solid angle for bound rays intersecting the stable circular orbit. Any ray intersecting
this point and having a propagation vector outside the pictured solid angle leaks from the
geon sooner or later. Credits: G. Martinon, adapted from [16].
having R = Rmax and P = P1 is unstable but marks the boundary between orbits
that can be trapped and those that cannot. Photons emitted toward the centre of the
geon are not deflected and the trapped ones follow infinitely precessing elliptic orbits.
Furthermore, in the active region, bound rays fill only a fraction of the entire solid
angle, so that the actual energy density is less than the usual black body radiation.
Near the stable circular orbit, the solid angle occupied by bound rays is the largest and
takes the value ∼ 0.59× 4pi.
Like their toroidal and spherical cousins, thermal geons are doomed to decay in
time. When a ray escapes from the active region, there is less pressure to sustain
the gravitational collapse and the geon contracts. The electromagnetic energy content
decreases slowly not only by the monomolecular process of potential barrier penetration
but also by bimolecular processes in which two photons collide, either to produce a
pair of electrons, or to go off as photons in new directions. For temperatures small
compared to mec2, the number of electron pair production process is exponentially
small and proportional to ∼ exp(−αmec2/kBT ) where α is a numerical factor of order
unity. Electron pair production processes can then be neglected in comparison to
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elastic collisions. Not all photon collisions result in a loss of energy for the system,
since sometimes the new quanta are emitted in trapped regions. A naive application
of the Stefan-Boltzmann law gives
c2
dM
dt
= −4piR2σT 4, (1.28)
where σ denotes the Stefan-Boltzmann constant. With (1.22), we recover that the mass
decreases linearly in time, similarly to the toroidal case. This decay has a characteristic
timescale
τnaive = 0.058
√
~3c5
GkB4T 4
s. (1.29)
However, the authors of [16] performed the computation of the characteristic depletion
time τ taking into account the temperature dependence of the photon-photon collision
section. They relied on Quantum Electrodynamics (QED) results, and gave the more
precise estimate
τQED ' 10−12
(
mec
2
kBT
)9
s. (1.30)
For instance, imposing τ = 1 yr implies kBT ∼ 0.07mec2, MT ∼ 1039 kg and RT ∼
1012 m. As the energy loss continues, the thermal geon shrinks in size, grows denser
and hotter and loses energy at a rapidly increasing rate. As the temperature rises to
the neighbourhood of mec2, pair production processes rapidly increase in importance
and quantum effects need to be taken into account.
1.1.4 Pure magnetic or electric geons: Melvin’s universes
In 1964, Melvin, in a quest for unveiling new geons, found a solution of Einstein-
Maxwell equations that was static, cylindrically symmetric and sustained by a pure
magnetic field (or equivalently a pure electric field) pointing parallel to the direction
of the symmetry axis [17]. Denoting by B0 the magnetic field on the polar axis and
introducing the range radius
a =
2c2
B0
√
µ0
4piG
' 1019
(
1 T
B0
)
m, (1.31)
the solution for pure magnetic geons reads
ds2 = (1 + ρ2)2(−c2dt2 + dρ2 + dz2) + ρ
2
(1 + ρ2)2
dϕ2, (1.32)
where z is the coordinate along the symmetry axis, ϕ the azimuthal angle, and ρ = r/a.
Their stability was investigated by Melvin himself in [18] and Thorne in [19],
who introduced the concept of cylindrical C energy, which was minimised by Melvin’s
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solution. The author found that pure magnetic geons were indeed stable against radial
perturbations, which was in deep contrast to the toroidal case. Melvin’s solution can
be seen as a limiting case of an average toroidal geon as seen by an observer very close
to the active region, reminiscent of the linear case of Ernst [6]. The stability of Melvin’s
solution means that toroidal geons are probably stable against collapse of their minor
radius ∆R, but not to their major radius R. This is an example of the Faraday flux
resistance to gravitational collapse: the flux is held together by the balance between
its outwardly directed pressure and its inwardly directed gravitational pull.
Strictly speaking, these pure magnetic solutions are not bodies. They were ap-
propriately renamed Melvin’s universes after several studies of their geodesics [18–20].
Indeed, no photon can have a circular orbit beyond r = a/
√
3, the gravitational attrac-
tion toward the symmetry axis being too large; while a photon moving parallel to the
symmetry axis is not deflected at all. In other words, the escape velocity is infinite. So
not only these pure magnetic geons cannot collapse but nor can they send information
to infinity. They thus constitute complete and closed universe: “no news can enter
or leave out”. More precisely, all particles, no matter what their initial positions and
velocities are (except those moving parallel to the symmetry axis), must have their
orbits lying wholly or partially within the cylindrical region r < a/
√
3. This is mainly
because such a universe is not asymptotically flat.
1.2 Other types of geons
If geons were first confined to Einstein-Maxwell equations, the concept rapidly extended
to other types of fields. The basic ingredient of geons, which is the photon, was thus
progressively replaced by neutrinos, gravitational waves, scalar fields and even spin-
1 fields. The initial denomination of geon (gravitational-electromagnetic entity) was
thus largely corrupted. However, the name geon was still, in any case, deeply rooted to
the concept of a self-gravitating and localised body. Hereafter we review the different
context in which a self-gravitating solution has been dubbed geon, and discuss their
main properties.
1.2.1 Neutrino geons
In [21], geons where the electromagnetic field was replaced by a massless Dirac field
were studied. They were still called geons though. Calculations were very similar but
a new feature came into play in the effective potential: the spin-orbit coupling.
In analogy to photons, two neutrinos attract each other when their propagation
vectors are antiparallel and not at all when they are parallel. Therefore, neutrinos in a
toroidal neutrino geon are in their most stable configuration when half go around one
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way and half the other way.
In essence, geons can be constructed out of neutrinos in much the same way as
their electromagnetic counterparts, and they share the same qualitative features. One
notable difference when going from Bose-Einstein to Fermi-Dirac statistics is the well-
known numerical factor of 7/8 in the black-body energy density (see equation (D.13)
of appendix D).
1.2.2 Gravitational geons
After the study of electromagnetic and neutrino solutions, Brill and Hartle tackled the
problem of gravitational geons, i.e. made exclusively of gravitational waves [22]. The
authors restricted their work to thin-shell spherically symmetric configurations.
In a gravitational geon, there is a background geometry which is strongly curved
but which is treated as static or changing only slowly with time. Superimposed on this
background, is a ripple of space-time which has an amplitude very small compared to
unity and which obeys a linear wave equation. However, the reduced wavelength is
so short compared to the dimensions of the geon that the effective energy density is
substantial. This effective energy density averaged in time serves as a source of energy
that produces the curvature of the background geometry. Averaging techniques similar
to the Hartree-Fock self-consistent approach for electrons in atoms are relevant for this
particular problem.
The metric can be split into
gαβ = gαβ + hαβ with |h|  |g|, (1.33)
where, unlike usual perturbative calculations, the background g is unknown while the
perturbation h is decomposed onto spherical harmonics. Einstein’s equation can be
put into the form
Gαβ(gµν) = 0 = Gαβ(gµν) + 〈∆Gαβ(gµν , hµν)〉, (1.34)
where Gαβ denotes Einstein’s tensor and brackets denote an average over a time long
compared to the fluctuation period of hµν but short compared to the time needed by
light to cross the gravitational geon. This can be rewritten
Gαβ(gµν) = −〈∆Gαβ(gµν , hµν)〉, (1.35)
where the right-hand side is at least second order in hµν (the time average being zero at
first order). This clearly translates the fact that the background metric is sourced by
small ripples of space-time. Such a framework has motivated Isaacson in 1968 [23, 24]
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to develop the formalism of geometrical optics and effective energy-momentum tensor
for gravitational waves.
For each frequency and radial dependence there are numerous solutions differing
only in angular dependence and related to each other by rotations about the centre
of the gravitational geon. After averaging over many modes, only the time and radial
dependence remain, so that the calculation can be performed for a purely radial wave
equation on the one mode with the simplest feature.
It turns out that the radial structure of the gravitational geon obeys a master
equation very similar to the one of the electromagnetic and neutrino cases, so that many
of their features are recovered, in particular the compactness value of 4/9. This result
seems to be generalisable to any massless field confined to thin-shell spherical symme-
try, obeying a linear field equation, be it Maxwell, Dirac or the linearised Einstein’s
equation.
This problem generated a renewed interest in [25, 26], where the averaging for-
malism was questioned and improved, and the effective energy-momentum tensor of
the ripples was proven to be gauge-invariant. The problem of size limits was never
investigated for gravitational geons and, to the best of our knowledge, no quantum
effects is supposed to appear before the Planck limit.
1.2.3 Complex scalar geons: boson stars
Geons made of a complex scalar field were first constructed by Kaup in 1968 [27], closely
followed by Ruffini and Bonazzola in 1969 [28]. The former dubbed them Klein-Gordon
(KG) geons while the latter gave birth to the concept of boson stars (see [29, 30] for
a review). Boson stars are very famous in the literature because they are completely
stable against perturbations and do not decay.
Boson stars consist of a complex scalar field solving the Einstein-Klein-Gordon
(EKG) equations. Because of the U(1) symmetry, all the solutions have a conserved
current in the complex plane. They are stationary, since only the phase of the scalar
field is oscillating. Furthermore, one important feature of boson stars is that the
pressure is not isotropic.
In spherical symmetry, the radial structure of these objects is again determined
by a master equation very similar to the electromagnetic geon case. Because the field
is massive, these kinds of geons have a maximum mass. In [28], it is found that the
maximum mass of spherically symmetric boson stars is given by
Mmax ∼ 10−15
(
1 kg
m
)
kg, (1.36)
where m is the mass of the bosonic particle. The authors applied the formalism of sec-
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Figure 1.5: Isocontours of the scalar field modulus in a meridian plane of constant (t, ϕ) for a
rotating toroidal boson star having k = 2 and ~ω = 0.9mc2. The length unit is ~/mc where
m is the mass of the boson. Credits: [39].
ond quantisation and treated also the case of self-gravitating spin-1/2 fermions obeying
Dirac’s equation and recovered the equations of structure of a self-gravitating spher-
ically symmetric degenerated Fermi gas, obtained previously by Oppenheimer and
Volkoff in 1939 [31].
Similarly to electromagnetic geons, the scalar field around a boson star decreases
exponentially, but is nowhere zero. Thus, in contrast with neutron stars, the radius of
a boson star is ill-defined, and the convention is to take the radius containing 99% of
the total mass.
Rotating boson stars were constructed in [32–39] assuming the following ansatz
for the scalar field in spherical coordinates (t, r, θ, ϕ)
φ = φ0(r, θ) exp[i(ωt− kϕ)]. (1.37)
Boson stars have then quantified modes of rotations labelled by an integer k and a
scalar field frequency ω. On figure 1.5, it is clear that, when rotating, they lose the
spherical symmetry. Instead, they adopt the form of a torus, which is reminiscent of
toroidal electromagnetic geons. Boson stars with no repulsive terms in their interaction
potential were shown to be generically unstable in five dimensions in [40], an unexpected
feature very different from the 4-dimensional case. This illustrates how important can
be the number of space-time dimensions in stability problems.
The orbits of test particles in a boson star geometry are very rich in nature. If
an initially static test particle falls toward a rotating boson star, it progressively builds
up an angular velocity with respect to a static observer at infinity because of frame-
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Figure 1.6: Orbit of an initially static test particle in the equatorial plane of a rotating boson
star having k = 2 and ~ω = 0.75mc2. The particle is initially at rest but builds up an angular
velocity because of frame-dragging effects. The dotted circle marks the maximum of the scalar
field modulus, where the boson star is the densest. Credits: [39].
dragging effects. Once the particle has crossed the bosonic torus, the gravitational field
drops very quickly to a near flat geometry and the particle follows an almost straight
line before re-entering the bosonic torus where frame-dragging starts again. This gives
the so-called pointy petals orbits of figure 1.6. In [41], even stranger orbits were found:
light points, or stationary photons with respect to a static observer at infinity.
Charged boson star were studied for the first time in the late 80’s in [42,43], and
more recently in [44]. Since identically charged particles repel each other, there can be
no attraction between two bosons if their individual charge is too high. Typically, the
boson charge q is restricted to be
q < qcrit ≡
√
4piε0Gm, (1.38)
where m is the boson mass. This equation simply results from equating the Coulomb
and Newton gravitational forces. However, for relativistic self-gravitating systems, this
does not take into account the gravitational binding energy per particle. In some
sense, it is expected that the curvature of space-time induced by the collective effect
could allow charged boson stars with boson charge q = qcrit. And indeed, in [44],
such configurations were obtained numerically in spherical symmetry and proved to be
stable.
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1.2.4 Real scalar geons: oscillatons
It was in 1991 that Seidel and Suen considered objects similar to boson stars but this
time with a real scalar field: oscillating soliton stars, or oscillatons [45]. Because the
field has no imaginary part, no Noether current can be conserved, so that the solutions
of the EKG equations feature a time-dependent metric. The authors succeeded to build
numerically spherically symmetric oscillatons.
In [46], the authors presented numerical simulations of scalar cloud collapse with
different types of scalar fields in spherical symmetry. They observed that in general,
massless scalar fields dispersed and never formed compact object while massive complex
scalar fields collapsed to stationary boson stars and massive real scalar fields collapsed
to time-periodic oscillatons. The mass ejection ensures sometimes that no black hole
is formed, a phenomenon called gravitational cooling. Because of spherical symmetry,
the question of fragmentation and of the Jean’s instability was not addressed.
Oscillatons are actually distant cousins of oscillons (see e.g. [47–58]), which are
localised, time-dependent, spherically symmetric solution of the KG equation in a fixed
everywhere flat space-time with a double-well shaped potential
∂2t φ− c2∂2xφ+ φ(φ2 − 1) = 0. (1.39)
Oscillons feature a lifetime much longer than their dynamical time, and can last some-
times for times longer than the age of the universe6. A scalar potential with a double-
well shape is enough to trigger non-linearities that are responsible for their very long
lifetime. In particular, resonances emerge for some values of the parameter r0 represent-
ing the width of the initial oscillon wave packet, as illustrated in figure 1.7. Fine-tuning
can thus lead to oscillons with very long lifetimes. However, [52] demonstrated numer-
ically that, in the case of a double-well shaped potential, no oscillon with finite mass
could be exactly periodic. They showed that there was necessarily an energy leak and
a secular change in periodicity, so that even if not obvious at first sight on figure 1.7,
lifetimes were always finite.
Changing the boundary conditions in order to let waves coming from infinity
can turn the radiation into a standing wave tail. Such a configuration is a reasonable
approximation of the core part of the oscillon, but has an infinite mass. The authors
proposed to rename such configurations quasi-breathers. In [48, 56, 57], it was shown
that the energy emission rate of small-amplitude oscillons was exponentially small in
terms of their central amplitude.
6Let us briefly mention the case of the sine-Gordon equation
∂2t φ− c2∂2xφ+ sinφ = 0, (1.40)
which is a true exception to the maxim “anything that can radiate does radiate”. Indeed, the so-called
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Figure 1.7: Oscillon lifetimes as a function of the width r0 of the initial scalar wave packet.
The lifetime seems to diverge logarithmically for three resonant parameters but is everywhere
finite. Different colours and symbols correspond to families with different modulations of their
oscillations. Credits: [51].
In the case of oscillatons, even if the scalar field potential is just a mass term,
gravity brings enough non-linearities to allow for very long-living solutions. Even if this
point was originally missed by Seidel and Suen, oscillatons, despite their non-linearly
stability7, radiate and decay in time because of the quantum decay of scalarons into
gravitons and because of the emission of gravitational and scalar waves. Indeed, the
oscillations of the metric tend to excite scalar waves that escape to infinity. In [59],
denoting µ = Mm/mPl2 the dimensionless product of the oscillaton mass M and the
scalar mass m, Page estimated that the mass of the oscillaton was decreasing due to
the classical contribution C(µ) and the quantum contribution Q(µ) according to
G
c3
dM
dt
= −C(µ)−Q(µ) with C(µ) = γ
µ2
e
− α
µ2 and Q(µ) = q
m2
mPl2
µ5, (1.41)
where
α ' 40, γ ' 3.8× 106, q ' 8.5× 10−3. (1.42)
This decay was accompanied by a secular change in periodicity. However, the com-
putations of [59] where flawed by the divergence of the perturbative expansion the
author considered. Furthermore, in spherical symmetry, due to Birkhoff’s theorem, no
breather solutions of this equation do not radiate and are exactly periodic.
7Two distinct notions have to be distinguished here: non-linear stability and decay in time. Actu-
ally, it is possible to compute oscillaton configurations that are stable against perturbations, even at
higher-than-first order levels. In other words, no perturbation of an oscillaton can grow unboundedly
in time, this is called non-linear stability. However, these oscillatons are not asymptotically flat, since
they feature a O(r−1) tail at space-like infinity. The only way for oscillatons to be still asymptotically
flat is to decay slowly in time, but this does not conflict with their non-linear stability.
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mc2/eV Mmax/M M/M loss (%)
10−35 8.20× 1024 8.20× 1024 2.91× 10−17
10−30 8.20× 1019 8.20× 1019 2.91× 10−12
10−25 8.20× 1014 8.20× 1014 2.90× 10−7
10−20 8.20× 109 8.20× 109 2.09× 10−2
10−15 8.20× 104 7.87× 104 4.00
10−10 8.20× 10−1 7.06× 10−1 13.9
10−5 8.20× 10−6 6.24× 10−6 23.8
1 8.20× 10−11 5.56× 10−11 32.2
105 8.20× 10−16 4.98× 10−16 39.2
1010 8.20× 10−21 4.51× 10−21 45.0
1015 8.20× 10−26 4.11× 10−26 49.9
Table 1.1: Mass M of an oscillaton made of a scalar field of mass m. Each configuration
is assumed to be initially maximally massive. The mass M corresponds to the mass of this
configuration after a Hubble time 14 Gly of decay. Credits: [61].
gravitational waves can be emitted. The classical mass loss of spherically symmetric
oscillatons is thus entirely due to scalar radiation. In [60], using Borel resummation
techniques, it was shown that the proportionality constant γ in (1.42) was ∼ 200 times
smaller.
Oscillatons are thus adiabatically radiating, just like electromagnetic geons, but
with a mass loss rate so low that it was missed by previous numerical studies. The more
massive the boson, the shortest the lifetime. Furthermore, oscillatons cannot radiate
away their mass in a finite time, which make them very nearly stable for astronomical
purposes.
As many compact objects in GR, oscillatons have a maximum mass beyond which
they collapse to a black hole. In table 1.1, we give the mass loss of oscillatons in a
Hubble time ∼ 14 Gly as a function of the scalar field mass. All configurations are
supposed to be maximally massive initially.
Deeper studies of oscillatons and their stability can be found in [60–69]. The
authors of [67] found that a positive cosmological constant is an additional source of
decay of oscillatons. In [61], it was demonstrated numerically that no oscillaton with
finite mass could be exactly time-periodic. Akin to oscillons, oscillatons have then
always a finite lifetime.
1.2.5 Spin-1 geons: Proca stars and vector oscillatons
Spin-1 bosonic stars are the most recent geon-type solutions. On the one hand, Proca
stars were obtained in [70] and can be regarded as Abelian spin-1 field geons, i.e.
made of complex and massive “photons”. Because of the U(1) symmetry, there is
a conserved complex current. The authors looked for spherically symmetric as well
as axisymmetric rotating solutions. Similarly to boson stars, Proca stars exhibit a
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Figure 1.8: Surfaces of constant energy density for a rotating Proca star with m = 2 and
~ω = 0.8µc2, where µ is the mass of Proca field. The topology is di-ring-like. Credits: [72].
maximum mass connected, at least in spherical symmetry, to a stable and an unstable
branch of solutions. Unlike boson stars, the topology of rotating Proca star is not
limited to tori, but can exhibit Saturn-like or di-ring-like isocontours, as illustrated in
figure 1.8. Their stability was investigated in [71] in spherical symmetry. The authors
found that the stable and unstable branch connected each other at the maximum
Arnowitt-Deser-Misner (ADM) mass.
On the other hand, vector oscillatons are the real vector field counterparts of
Proca stars. They were obtained for the first time in [73] in spherical symmetry. The
metric and vector fields were Fourier expanded in time with coefficients displaying a
radial dependence. It turned out that the Fourier series converged extremely rapidly
and only a handful of modes were needed. The vector oscillatons thus obtained were
constituted of a real massive vector field. Due to the time dependence of such solutions,
studying their linear stability was a very challenging problem that was not addressed
yet. The intuition is that, due to their close similarity with boson and Proca stars,
vector oscillatons (apart from their well-known secular decay) display a stable and an
unstable branch that are connected at the maximum mass configuration. Unstable
configurations are thought to collapse to a black hole or to migrate back to the sta-
ble branch via mass ejection, the so-called gravitational cooling mechanism originally
observed by Seidel and Suen [46].
1.3 Geons in the sky
The applications of geons are very far from what Wheeler originally expected. The
actual main motivation for studying these objects is to find dark matter candidates,
since cosmology teaches us that near a third of the mass of the universe is not baryonic.
Be it a scalar, electromagnetic, Proca, neutrino or gravitational, all geon-type solutions
provide new ingredients to add to Einstein’s theory that could be distinguished by
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Figure 1.9: Left panel: image of a Kerr black hole with mass identical to Sgr A∗, the compact
object at the centre of the Milky Way, and a reduced angular momentum a ≡ cJ/GM2 = 0.9.
Right panel: image of a rotating boson star with k = 1 and same mass and angular momentum.
The images are computed at a wavelength λ = 1.3 mm. Credits: [74].
present and future astronomical observations.
1.3.1 Radio astronomical detection
Of particular astrophysical relevance are boson and Proca stars since they share an
absolute stability in time with no decay at all. A key challenge in present astronomy
is precisely to detect potential evidence in favour of (or against) the existence of boson
stars in the universe. Notably, in [74], simulated images of a Kerr black hole are
compared to simulated images of a boson star sharing the same mass and angular
momentum. The difference can be seen on figure 1.9, as it would look like in radio
astronomical observations. It turns out that, even if boson stars do not have an event
horizon, their images are very much alike those of a Kerr black hole. In particular,
they exhibit a very large shadow region. Thus, imagery does not seem to be the most
relevant criterion to distinguish between these two types of compact objects.
Let us also mention that the GRAVITY instrument is currently harvesting data
about the galactic centre in order to discriminate between Kerr and boson star geodesics
by observing the orbits of the closest stars. The project of the Event Horizon Telescope
(EHT) should also contribute to this promising research area in the future.
1.3.2 Interaction with black holes
When a Kerr black hole is surrounded by a scalar or Proca field, it is said to have
respectively scalar of Proca hairs. The problem of scalar hairy black hole detection
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Figure 1.10: Mass-frequency diagram for an azimuthal number m = 1 Kerr black hole with
scalar hairs (left) and Proca hairs (right). Boson and Proca stars existence curves are pictured
in solid red. Extremal Kerr solutions lie on the solid black curve. Hairy black holes exist in
the blue shaded regions. Credits: [72].
with radio astronomical observations was investigated in [75]. The authors concluded
that, provided that the deviation from Kerr space-time is large enough, scalar hairs
could be inferred from several properties of the photon ring, the projection of the
innermost photon orbit.
Interactions between black holes and Proca fields were studied in [72, 76]. Proca
stars and boson stars are close counterparts and are both connected to Kerr black
holes. Such configurations can spread much larger regions in parameter space than
Kerr black holes or boson/Proca stars alone, as pictured in figure 1.10.
Regarding oscillatons as an alternative to the black hole hypothesis for Sgr A∗
at the centre of the galaxy, they were studied in [62], and as dark matter candidates
in [66, 69]. In these studies, it appeared that the collapse of a real scalar cloud could
lead to a viable oscillaton at the centre of galaxies, with a density profile that could be
distinguished with future measurements of cosmological structure formation.
1.3.3 Interaction with standard model stars
Not only black holes can have real scalar of vector hairs, but ordinary stars can also
interact with bosonic fields. In [73, 77], the interaction between standard model stars
with potential dark matter solitonic cores were studied. The authors advocated that
ordinary stars could host a scalar or vector core during their formation, due to the
collapse of a cloud of gas in a bosonic environment. They also argued that such hybrid
stars with scalar pulsating cores could be formed via accretion by lumps of oscillatons.
In particular, the gravitational cooling mechanism originally discovered by Seidel and
Suen [46] seemed to be very efficient to avoid black hole formation in these scenarios.
This thus contradicted the accepted view according to which a star would accrete more
and more bosonic matter until a critical mass is reached and a black hole is formed.
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Actually in [73], the unstable branch was never reached: all accretion scenarios seemed
to efficiently migrate to the stable branch via gravitational cooling.
One of the main results of these papers is that stars featuring an oscillaton core
oscillate, driven by the scalar field, at a frequency
f = 2.5× 1014
(
mc2
eV
)
Hz, (1.43)
where m is the mass of the boson. For axion-like particles with masses mc2 ∼
1× 10−5 eV, these stars would emit in the microwave band. This suggests that, with
precise asteroseismology measurements, stars could work as dark matter detectors.
1.4 Beyond asymptotically flat geons
Geons are in essence strongly relativistic and highly non-linear systems. In some way,
they allow us to probe the very deep nature of Einstein’s general theory of gravitation.
They display a very intricate geodesic structure which is a open window onto their
space-time richness.
Such self-gravitating bodies have attracted a lot of attention in the literature, and
our list of references is not exhaustive. Table 1.2 summarises the properties of geons
covered in this chapter.
1.4.1 Definition of geons
Even if the concept of geons was crystal clear at the beginning, namely a gravitational-
electromagnetic entity, it became more and more confuse as several ingredients replaced
the electromagnetic fields in subsequent realisations of geons (like scalar field, gravi-
tational waves, neutrinos. . . ). So at this point, we find it useful to give a definitive
definition to the concept of geon:
Definition 1.1 (Geons) A geon is a regular self-gravitating localised body made of
fundamental bosonic or massless fermionic fields that has a finite mass and is periodic
or quasi-periodic in time.
By quasi-periodicity, we mean that the eigen frequencies of these geons can potentially
suffer from secular changes on time-scales that are much larger than the crossing time,
which is typically the time it takes for a photon to go through or circle around the
geon. With this definition, white dwarfs and neutron stars cannot be geons since
they are made of several kinds of elementary fermions (at least protons and neutrons).
Black holes are not geons either since they are singular and Melvin’s universes have
a priori an infinite mass with respect to a Minkowski background. Thus, most of the
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self-gravitating systems described in this chapter are geons. An interesting theorem by
Gibbons and Stuart [78] has established the absence of asymptotically flat solutions
of Einstein’s equation which are time-periodic and empty near infinity. This implies
that if asymptotically flat geons with an oscillating field exist, they cannot be strictly
time-periodic but they should necessarily radiate and suffer a secular change in their
frequency.
1.4.2 Analogy with Hawking radiation
As all the above geon cases have shown, there seems to be few exceptions to the rule
“anything that can radiate does radiate”. Since the works of Bekenstein in 1973 and
Hawking in 1975 [79, 80], it is well known that even black holes do radiate away their
mass and angular momentum via particle pair production. The mechanism is com-
pletely different, because it is quantum in nature, but still illustrates the above maxim.
For example, a Schwarzschild black hole of mass M emits a black-body radiation at a
temperature TH given by
kBTH =
~c3
8piGM
. (1.44)
This is to be compared to the thermal geon result for which M ∝ T−2. A crude
estimate of the mass loss [81] gives, according to the Stefan-Boltzmann law:
c2
dM
dt
= −4pir2SσT 4H , (1.45)
where rS = 2GM/c2 is the Schwarzschild radius. It then follows that
dM
dt
= − α
M2
with α =
~c4
15360piG2
' 3.84× 1015 kg3.s−1, (1.46)
which can be solved, denoting M0 = M(t = 0), by
M(t) = M0
(
1− 3αt
M30
)1/3
. (1.47)
The characteristic depletion time is thus given by
τ =
M30
3α
. (1.48)
In comparison, toroidal geons decay linearly in time. With (1.15) and (1.16), we find
that a toroidal geon with azimuthal number a = 143 and a Schwarzschild black hole
both of initial mass M = 106M decay with the same characteristic time, which is
much larger than the age of the universe. So the decay property of geons is in some
sense similar to black hole evaporation.
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1.4.3 How to suppress geons decay
Finally, be it geons or black holes, many solutions of Einstein’s equations tend to evap-
orate, even if they can be very nearly stable for astronomical purposes. A legitimate
theoretical question is then: how to get rid of this inexorable decay that flaws most
of these objects? AdS space-time brings a simple answer. With its negative cosmo-
logical constant, it prevents radiation to leak toward infinity and acts like a confining
reflecting box. Furthermore, black holes and geons are thermodynamically unstable in
asymptotically flat space-times, having a negative heat capacity dM/dT < 0, but this
problem is completely cured in AAdS ones [82]. In theory, geon solutions could thus
survive when settled into such space-times. This topic is examined further in chapter
4. The next chapter is attached to the definition of AAdS space-times and chapter 3
explains why they are of physical interest.
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Chapter2
Asymptotically anti de-Sitter space-times
“Trips to fairly unknown regions
should be made twice; once to
make mistakes and once to
correct them.”
John Steinbeck
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AdS space-time is the maximally symmetric solution of Einstein’s equation in vac-
uum with negative cosmological constant. As a consequence, it has a constant negative
curvature. In this regard, it is a close counterpart of Minkowski and dS space-times
which are the two other maximally symmetric solutions of Einstein’s equation, with
vanishing and positive cosmological constant respectively. The concept of a cosmolog-
ical constant was introduced by Einstein in 1917 [83] in order to get static solutions of
the universe. This was the accepted view at the time. However, de Sitter was convinced
that Einstein’s theory was a prediction of the expansion of the universe. He studied
GR in a series of three articles published between 1916 and 1917 [84–87], where he
notably introduced the dS space-time. This was interpreted as a definitive argument
according to which one of GR predictions was a putative universe in expansion. Even if
Einstein referred to the cosmological constant as its “biggest blunder” soon after Hub-
ble discovered that the universe was truly expanding [88], it turns out that since 1998,
we know that the (positive) cosmological constant is the best fit of the cosmological
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data and lead to the famous Λ-Cold Dark Matter (CDM) model, whose CDM part was
already discussed in 1932 by Einstein and de Sitter himself [89].
The interest of the AdS space-time does not lie in cosmology but in theoretical
physics and the unification of quantum theories with GR. Another interest of this space-
time is that it allows us to better understand GR itself, since it exhibits a lot more
features and instabilities that its Minkowski and dS counterparts. We discuss in detail
these aspects in chapters 3 and 4. In this chapter, we aim at giving a rigorous definition
of what is precisely an AAdS space-time. The common feature of such space-times is
the presence of a reflective boundary.
Many technicalities of this chapter are delegated to appendices about GR (ap-
pendix A), d + 1 formalism (appendix B) and principle of least action (appendix C),
whose reading is strongly encouraged at this point of the manuscript. From now on
and hereafter, the space-time is of dimension n. For convenience, we also introduce
d = n− 1 which is the number of dimensions of hypersurfaces and p = n− 2 which is
the number of dimensions of the spheres. We set the speed of light to c = 1.
2.1 Anti-de Sitter space-time
We start by discussing the simplest AAdS space-time, AdS itself. We define it as the
only maximally symmetric solution of Einstein’s equation in vacuum with negative
cosmological constant.
2.1.1 Maximally symmetric space-times
There are two equivalent definitions of a maximally symmetric space-time:
¶ A space-time is said to be maximally symmetric if and only if it has the maximal
number n(n+ 1)/2 of Killing vectors.
· A space-time is said to be maximally symmetric if and only if it is spatially
homogeneous and isotropic.
It is shown in [90] that definition 2 has the following consequence: any maximally
symmetric space-time has constant scalar curvature. AdS is precisely the maximally
symmetric space-time with constant negative curvature. It is solution of the vacuum
Einstein’s equation with negative cosmological constant
Gαβ + Λgαβ = 0, Λ < 0. (2.1)
The constant curvature property implies that its Riemann tensor is of the form
Rαβγδ = − 1
L2
(gαγgβδ − gαδgβγ), (2.2)
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where L is called the AdS length, or AdS radius. The contractions of this equation are
Rαβ = −n− 1
L2
gαβ and R = −n(n− 1)
L2
. (2.3)
Combining (2.1), (2.2) and (2.3), we get a relation between the cosmological constant
Λ and the AdS length L. They are related to each other by
Λ = −(n− 1)(n− 2)
2L2
. (2.4)
This equation is used extensively in the remainder of this chapter.
2.1.2 Usual coordinates system
How to give an expression of the metric of AdS space-time? A systematic way of build-
ing maximally symmetric space-times with constant negative curvature is to consider
the isometric immersion of an hyperboloid in an n+1 flat space-time with two time-like
directions and whose metric reads
ds2n+1 = −dU2 − dV 2 +
n−1∑
i=1
dX2i . (2.5)
The AdS space-time is then identified with the quadric of equation
− U2 − V 2 +
n−1∑
i=1
X2i = −L2. (2.6)
Equations (2.5) and (2.6) ensure that AdS space-time has n(n + 1)/2 Killing vectors
that generate the group SO(n − 1, 2) [91]. This construction is thus preserving the
maximal symmetry. There are many ways of parametrising the quadric (2.6), some of
them giving suitable coordinate systems of AdS.
Poincaré coordinates For example, the constraint (2.6) can be satisfied by parametris-
ing
U =
L2
2r
[
1 +
r2
L4
(
L2 + ~x2 − t2)] , (2.7a)
V =
r
L
t, (2.7b)
Xi =
r
L
xi, i = 1, . . . , n− 2, (2.7c)
Xn−1 =
L2
2r
[
1− r
2
L4
(
L2 − ~x2 + t2)] , (2.7d)
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where ~x is a vector of Cartesian-type coordinates (x1, . . . , xn−2) of Euclidean norm ~x2
and r ≥ 0. Combining with (2.5), the metric restricted to the quadric is the one of the
AdS space-time itself, namely
ds2 = − r
2
L2
dt2 +
L2
r2
dr2 +
r2
L2
d~x2. (2.8)
These coordinates are the so-called Poincaré coordinates. They do not cover the entire
space-time, but only its so-called Poincaré patch. They are mainly used in the context
of the AdS-CFT correspondence (chapter 3).
Global coordinates Another way of satisfying the constraint (2.6) is to parametrise
U = L cosh ρ cos τ, (2.9a)
V = L sinh ρ sin τ, (2.9b)
Xi = L sinh ρx̂i, (2.9c)
where τ ∈ [0, 2pi[, ρ ≥ 0 and x̂i parametrise the unit p-sphere:
p∑
i=1
x̂2i = 1, (2.10a)
x̂1 = cosϕ1, (2.10b)
x̂2 = sinϕ1 cosϕ2, (2.10c)
x̂3 = sinϕ1 sinϕ2 cosϕ3, (2.10d)
... (2.10e)
x̂p = sinϕ1 . . . sinϕp−1 cosϕp, (2.10f)
x̂p+1 = sinϕ1 . . . sinϕp−1 sinϕp, (2.10g)
In this equation, ϕi ∈ [0, pi] for i = 1, . . . , p− 1 and ϕp ∈ [0, 2pi[. Combining with (2.5)
gives
ds2 = L2(− cosh2 ρdτ 2 + dρ2 + sinh2 ρdΩ2p), (2.11)
where
dΩ2p = dϕ
2
1 + sin
2 ϕ1dϕ
2
2 + · · ·+ sin2 ϕ1 . . . sin2 ϕp−1dϕ2p. (2.12)
In equation (2.11), τ is adimensional and 2pi-periodic. The isometric immersion in Rn+1
in these coordinates is pictured on figure 2.1. We usually unwrap the time-like direction
and consider the so-called covering space of AdS space-time where t ≡ Lτ ∈ R, which
finally gives
ds2 = − cosh2 ρdt2 + L2(dρ2 + sinh2 ρdΩ2p). (2.13)
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Figure 2.1: Isometric immersion of the n-dimensional AdS space-time in Rn+1 with two time-
like directions U and V . n − 2 dimensions are suppressed on this plot. Red curves are
constant ρ lines, black curves are constant τ lines, and green curves are null geodesics, be it
for the metric (2.5) in Rn+1 or the metric (2.11) in n-dimensional AdS space-time. Notice
that in Rn+1, these geodesics are mere straight lines. Even if not obvious on the figure, AdS
is homogeneous and the centre of the figure is not particular (recall for example the similar
case of the origin in spherical coordinates). Credits: E. Gourgoulhon.
These coordinates are the so-called global (or hyperbolic) coordinates.
Static coordinates Starting from (2.13) and letting
ρ = L arsinh
( r
L
)
, (2.14a)
dρ =
dr
L
√
1 +
r2
L2
, (2.14b)
another form of the AdS metric can be obtained, namely
ds2 = −
(
1 +
r2
L2
)
dt2 +
dr2
1 +
r2
L2
+ r2dΩ2p, (2.15)
where r ≥ 0. These coordinates are the so-called static1 (or Schwarzschild) coordinates.
Conformal coordinates From (2.15), defining
r = L tanx, (2.16a)
dr = L(1 + tan2 x)dx, (2.16b)
1This adjective is inherited from the positively curved dS space-time. Indeed, trading 1 + r2/L2
for 1 − r2/L2, we get the dS metric in static coordinates, in opposition to dS global coordinates in
which the metric is time-dependent.
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leads to
ds2 =
1
cos2 x
(−dt2 + L2(dx2 + sin2 xdΩ2p)), (2.17)
where x ∈ [0, pi/2[. These coordinates are the so-called conformal coordinates. Trans-
forming t → t/L allows to factorise L, thus making clear that AdS space-time is
conformal to half of Einstein’s universe whose metric is ds2 = −dt2 + dΩ2p+1 with
x ∈ [0, pi[.
Isotropic coordinates If this time we consider (2.13) and let
ρ = 2 artanh
( r
L
)
, (2.18a)
dρ =
2dr
L
(
1− r
2
L2
)
, (2.18b)
it comes
ds2 = −
1 + r
2
L2
1− r
2
L2
 dt2 +
 2
1− r
2
L2

2
(dr2 + r2dΩ2p), (2.19)
where r ∈ [0, L[. These coordinates are the so-called isotropic (or spatially confor-
mally flat) coordinates. Indeed, the last parenthesis is the metric of Rp+1. They are
represented on the tessellation of figure 2.2, which illustrates the diverging behaviour
of the metric components in the neighbourhood of r = L. Such tessellations where
popularised by the Dutch artist Escher2.
It is remarkable on this metric that if we multiply it by (1−r2/L2)2/(1+r2/L2)2,
it becomes
− dt2 +
 2
1 +
r2
L2

2
(dr2 + r2dΩ2p). (2.20)
In particular, at r = L, we recover the geometry of the Minkowski space-time. This is
called the conformal flatness of the AdS boundary. It is at the heart of the definition
of AAdS space-times (see section 2.2.2).
2.1.3 Radial geodesics
Now that we have defined the AdS space-time and given several coordinates adapted
to its geometry, we would like to understand the physics at play. In order to probe its
properties, an enlightening tool is the study of radial geodesics. In this section, we fix
once and for all the coordinate system to be static (equation (2.15)).
2The web is full of different artistic patterns when looking for “hyperbolic Escher”.
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Figure 2.2: Tessellation of the hyperbolic plane, which is a t = cst slice of AdS space-
time in isotropic coordinates whose metric is (2.19). The density of butterflies increases
drastically near r = L. This is because the proper area is proportional to grr and diverges
like O
(
(L− r)−2) in this neighbourhood. Credits: [92].
Null radial geodesics As a first probe, let us consider the motion of a photon in
AdS space-time. The null radial geodesics describing the motion of photons obeys
ds2 = 0 (with dΩ2p = 0), which in light of (2.15) gives
dt = ± dr
1 +
r2
L2
⇐⇒ t = t0 ± L arctan
( r
L
)
, (2.21)
where t0 is a constant. The striking feature of this equation is that r = +∞ can be
reached in a finite coordinate time t0 ± piL/2. If we believe in energy conservation,
the mass of the whole space-time mass should be continuous at all time. Then the
photon should bounce off spatial infinity and come back to its initial position. Other
possibilities are the dissipation of energy (no photons comes back at all) or the injection
of energy at the boundary (more than one photon come back). The energy conservation
is naturally called the reflective boundary condition of the AdS boundary (see below
section 2.1.4). This feature is counter-intuitive since it is forbidden in Minkowski space-
time. In the flat case, the photon reaches infinity only in a infinite time (as measured
by a static observer).
So the time coordinate remains finite even for a photon reaching spatial infinity.
But what about the affine parameter? Since the metric is independent of the time
coordinate, the vector ∂αt is a Killing vector. We can thus introduce the conserved
energy of the photon
E ≡ −gµνpµ∂νt = −gttpt = −pt, (2.22)
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where pµ is its 4-momentum. The equation pµpµ = 0 that holds for null geodesics then
reduces to
E2
gtt
+ grr(p
r)2 = 0 ⇐⇒ dr
dλ
= ±E ⇐⇒ r = r0 ± Eλ, (2.23)
where λ is an affine parameter of the photon. The photon thus reaches r = +∞ in a
finite coordinate time, but with an infinite affine parameter.
Time-like radial geodesics A second probe of the physics at play is the study of
time-like radial geodesics that describe the motion of massive particles. Sticking to the
definition of energy (2.22), and denoting by vµ the 4-velocity of the test particle, the
normalisation condition is now vµvµ = −1, so that, with dΩ2p = 0
E2
gtt
+ grr(v
r)2 = −1 ⇐⇒ dr
dτ
= ±
√
E2 − 1− r
2
L2
, (2.24)
where τ is the proper time of the massive test particle. Since E2−1 = (dr/dτ)2+r2/L2,
the quantity E2 − 1 is always positive. However, in the square root of (2.24), the
argument is not always positive, especially for large r coordinates. There is thus a
turning point beyond which the motion is forbidden, namely
r? = L
√
E2 − 1. (2.25)
This is the equivalent to spatial infinity for photons, but this time, since the particle
has a non-zero mass, it cannot go that far and is constrained to turn back at a finite
radius.
The differential equation (2.24) can be integrated as follows:
τ = cst± 1√
E2 − 1
∫
r?
r
dr√
1− r
2
r2?
. (2.26)
By the change of variables
r = r? sinϕ, (2.27a)
dr = r? cosϕdϕ, (2.27b)
we get
τ = τ0 ± L arcsin
(
r
r?
)
. (2.28)
The test particle thus reaches the turning point r? in a finite proper time τ0 ± piL/2.
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In order to express the result as a function of the time coordinate, we notice that
dt
dτ
= vt = − E
gtt
=
E
1 +
r2
L2
⇐⇒ dt
dϕ
= ± EL
1 + (E2 − 1) sin2 ϕ, (2.29)
where we have used (2.27), (2.28) and dτ = ±Ldϕ. Introducing a last change of
variables
ϕ = arctanu, (2.30a)
dϕ =
du
1 + u2
, (2.30b)
it comes
t = cst±
∫ pi/2
ϕ
ELdϕ
cos2 ϕ+ E2 sin2 ϕ
= cst± EL
∫ pi/2
ϕ
(1 + tan2 ϕ)dϕ
1 + E2 tan2 ϕ
= cst± EL
∫ ∞
u
du
1 + E2u2
= t0 ± arctan(uE). (2.31)
Recovering r through u and ϕ, we end with
t = t0 ± L arctan
 Er
r?
√
1− r
2
r2?
 . (2.32)
On this equation, and exactly like the photon case, the turning point is reached in a
finite coordinate time t0 ± piL/2. Thus, a round trip between the origin of AdS space-
time and the AdS boundary always takes a coordinate time interval piL, be the test
particle massive or not. The notable difference between time-like and null geodesics is
that the affine coordinate of photons is infinite at the turning point, while the proper
time of massive test particles remains finite and is independent of the initial conditions.
Summary On figure 2.3, both null and time-like geodesics are pictured. It is clear on
that plot that the motion of radial geodesics is 2piL-periodic. The negative curvature of
the space-time acts like an additional source of attraction that refocuses the bunch of
world-lines toward the centre. Furthermore, since the turning point is further for higher
initial energies, it is clear that the null geodesics match the limiting E →∞ time-like
geodesics, i.e. the limit where the rest mass is negligible compared to the kinetic energy.
Chapter 4 describes in detail how this very particular boomerang behaviour can have
dramatic consequences on the gravitational dynamics in AAdS space-times.
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t
r
null
timelike
πL
Figure 2.3: Radial geodesics in vacuum AdS space-time. Time-like geodesics are pictured in
dotted red lines and null ones in solid green. A bunch of time-like geodesics exhibiting an
initial kinetic energy spread comes back to its initial position in a unique and finite amount
of time, piL, where L is the AdS radius directly linked to the cosmological constant by (2.4).
Credits: G. Martinon.
2.1.4 The AdS boundary
As we have seen in the study of geodesics, at some point in the demonstration we were
forced to prescribe the boundary conditions at space-like infinity. In particular for
null geodesics, energy conservation lead us to choose reflective boundary conditions.
This is not mandatory though. Indeed, one characteristic of AdS space-time is the
absence of a global Cauchy surface. Unlike Minkowski space-time, specification of
initial data on a complete space-like hypersurface does not lead to a unique prediction
of the future state of a dynamical system. This is because radiation is not specified by
the initial data and, in absence of a boundary conditions prescription, can propagate
in (or out) from infinity. In particular, there is no notion of null infinity in AAdS
space-times: photons are doomed to bounce off an infinite number of times on spatial
infinity, which is a time-like hypersurface. All possible boundary conditions for scalar,
electromagnetic and gravitational perturbations of AdS were determined in [93]. In this
paper, the linearised Einstein’s equations are reduced to a single master wave equation
(discussed in details in chapter 5) for a master function Φ, on which can be imposed
Dirichlet (vanishing of the field), Neumann (vanishing of its derivative), or Robin (a
linear combination of the latter) type conditions at space-like infinity.
What is called the AdS boundary is precisely spatial infinity where boundary
conditions have to be prescribed. It is the n − 1-submanifold defined by a constant
radius that reaches its upper bound. Table 2.1 illustrates the definition of the AdS
boundary in the different systems of coordinates of section 2.1.2. Note that the metric
components are always diverging near the AdS boundary in these coordinates.
The AdS boundary is a time-like hypersurface and plays a central role in gravita-
tional dynamics in GR as well as in the context of the celebrated AdS-CFT correspon-
dence (chapter 3). It can be viewed as the edge of an n-dimensional billiard on which
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Coordinates length element AdS boundary
Poincaré ds2 = − r2
L2
dt2 + L
2
r2
dr2 + r
2
L2
d~x2 r = +∞
global ds2 = − cosh2 ρdt2 + L2(dρ2 + sinh2 ρdΩ2p) ρ = +∞
static ds2 = −
(
1 + r
2
L2
)
dt2 + L
2dr2
L2+r2
+ r2dΩ2p r = +∞
conformal ds2 = 1
cos2 x
(−dt2 + L2(dx2 + sin2 xdΩ2p)) x = pi/2
isotropic ds2 = −
(
L2+r2
L2−r2
)
dt2 +
(
2L2
L2−r2
)2
(dr2 + r2dΩ2p) r = L
Table 2.1: The AdS boundary in the coordinates systems studied above.
everything bounces off. From now on and hereafter, we denote it by ∂M. By defini-
tion, it has the topology of R× Sp. This is not obvious in some Poincaré coordinates
(equation (2.8)), where the boundary seems to have the topology of R × Rp. This is
simply because Poincaré coordinates cover only part of the AdS space-time and thus
part of its boundary.
2.2 Asymptotically anti-de Sitter space-times
AdS space-time is maximally symmetric because it describes a zero-mass vacuum in
a negatively curved geometry. However, we are mainly interested in configurations
where fields or even black holes can propagate in such a background geometry. Such
configurations cannot be AdS, and are called AAdS. It is well-known that any solution
of Einstein’s equation with vanishing cosmological constant is not always asymptoti-
cally flat (recall for example Melvin’s universes in chapter 1). Similarly, any solution
of Einstein’s equation with negative cosmological constant is not a priori AAdS. In
this section, we provide a rigorous definition of the concept of AAdS space-times. The
first attempts of definition started in the 80’s, notably in [94, 95] where the argument
was based on first order perturbation of the background AdS or Kerr-AdS geometry.
However in this section, we rely mainly on the conformal formalism, whose foundations
lie in Penrose’s conformal treatment of infinity, which was first proposed in [96] in the
case of AAdS space-times, and then investigated in more details in [97–100].
2.2.1 The Weyl-Schouten theorem
The notion of conformal flatness plays an important role in the definition of AAdS
space-times, as we have glimpsed in the case of isotropic coordinates (2.19). We thus
use the following definition:
Definition 2.1 (Conformal flatness) A Riemannian manifold is said to be confor-
mally flat if and only if for each point x there exists a neighbourhood U of x and a
smooth function Ω such that the conformal metric ĝαβ = Ω2gαβ has a vanishing Rie-
mann curvature tensor on U .
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The example of the isotropic coordinates (2.19) already gave us an illustration of this
definition for the AdS boundary. We can thus conclude that the AdS boundary is
conformally flat. This is the common denominator between all AAdS space-times.
Furthermore the notion of conformal flatness can be characterised by the so-called
Weyl-Schouten (WS) theorem:
Theorem 2.1 (Characterisation of conformal flatness) A Riemannian manifold
of dimension n is conformally flat if and only if
I The Weyl tensor vanishes (case n ≥ 4)
I The Cotton tensor vanishes (case n = 3)
This theorem is the cornerstone of the definition of AAdS space-times.
2.2.2 Definition of asymptotically anti-de Sitter space-times
We do not consider the very special 3-dimensional case and define an AAdS n-dimensional
(with n ≥ 4) space-time (M, gαβ) as follows3 [97, 98].
Definition 2.2 (Asymptotically anti-de Sitter space-times) The space-time (M, gαβ)
is said to be AAdS if there exists a manifold M̂ with boundary ∂M̂ equipped with a
metric ĝαβ and a diffeomorphism fromM onto M̂ − ∂M̂ such that
¶ there exists a function Ω onM for which on M̂
ĝαβ = Ω
2gαβ, (2.33)
· ∂M̂ is topologically R×Sp, Ω vanishes on ∂M̂ but its gradient ∇̂αΩ is nowhere
vanishing on ∂M̂,
¸ onM, gαβ is solution of Einstein’s equation with negative cosmological constant
(see equation (A.34) of appendix A), and the energy-momentum tensor is such
that Ω2−nTαβ admits a smooth limit to ∂M̂,
¹ the Weyl tensor Ĉαβγδ of ĝαβ is such that Ω4−nĈαβγδ is smooth on M̂ and vanishes
at ∂M̂,
º for the n = 4 case only, the pseudo-magnetic part of Ω3−nĈαβγδ vanishes at ∂M̂.
3Beware that in our notations, gαβ denotes the physical metric and ĝαβ denotes the conformal one
while in [97,98] the opposite convention is taken.
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These properties ensure that the asymptotic symmetry group of the physical space-time
is the AdS symmetry group [98]. Several remarks are relevant at this point.
The metric gαβ and ĝαβ are two distinct metrics on two distinct manifolds. Thus,
the manifoldsM and M̂ − ∂M̂ need to be identified by a diffeomorphism, otherwise
equation (2.33) makes no sense. As we have seen in section 2.1.2, the AdS metric
components are always diverging near ∂M. The conformal metric ĝαβ of condition 1
is precisely the multiplication of the physical metric by a factor Ω2 that suppresses
the divergence. For example, in the case of isotropic coordinates (equation (2.19)), we
have seen that we could choose Ω = (1 − r2/L2)/(1 + r2/L2). The conformal metric
is thus more convenient as it is regular everywhere. We can thus write near the AdS
boundary
gαβ =
∂M
O(Ω−2) and gαβ =
∂M
O(Ω2), (2.34a)
ĝαβ =
∂M̂
O(1) and ĝαβ =
∂M̂
O(1). (2.34b)
The conformal geometry is then perfectly regular.
Condition 2 ensures that Ω can be chosen as a suitable radial coordinate of the
conformal completion (M̂, ĝαβ), at least in the neighbourhood of the AdS boundary.
It has only one first order zero that signals the AdS boundary. The topology of the
boundary seems to exclude the Poincaré patch of AdS (equation (2.8)). This is an
artefact due to the partial covering of the whole AdS space-time in these coordinates
(see for example [101] that overcome this point).
Condition 3 merely requires the metric to be solution of Einstein’s equation and
that the energy-momentum tensor vanishes sufficiently rapidly near the AdS boundary.
In particular, it means that
Tαβ =
∂M
O(Ωn−2) and T =
∂M
O(Ωn), (2.35)
near the AdS boundary.
Condition 4 is of most importance. In particular, it implies that
Ĉαβγδ =
∂M̂
O(Ωn−3), (2.36)
near the AdS boundary. Thus, Ĉαβγδ vanishes on ∂M̂ and Cαβγδ vanishes on ∂M since
the Weyl tensor is a conformal invariant (see appendix A.2). We show in section 2.2.5
that conditions 4 and 5 simply mean that the Weyl tensor of q̂αβ the induced metric
on ∂M̂ vanishes. According to the WS theorem 2.1, this is equivalent to the conformal
flatness of the AdS boundary. Combined with condition 1, we can thus sum up the
above conditions in the following sentence [102]:
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A space-time is said to be AAdS if and only if it is solution of Einstein’s
equation and exhibits a conformally flat boundary on which the metric has a second
order pole.
We have already seen in section 2.1.2 that the conformal flatness of the AdS
boundary was manifest in the isotropic coordinates. It is actually a generic feature of
AdS space-times and at the heart of the definition of AAdS space-times. Hereafter,
we make clear the link between this property and conditions 4 and 5, and we use the
formalism of conformal transformations to define global charges. In order to make
clearer the argument, we summarise our notations in table 2.2.
2.2.3 Some properties of conformal transformations
Conformal transformations being the key ingredient of the definition of AAdS space-
times, we discuss here some of their properties (see also appendix A.2). Since Ω can
be interpreted as a good radial coordinate (at least in a neighbourhood of the AdS
boundary) according to condition 2, we introduce its gradient
n̂α ≡ ∇̂αΩ and n̂α ≡ ĝαµn̂µ. (2.37)
This vector is by construction normal to the Ω = cst hypersurfaces. How does this
vector behaves near the AdS boundary? The answer can be obtained with the help of
the Schouten tensor [98]. In appendix A.2, we have seen that the Schouten tensor of
ĝαβ and gαβ are related to each other by
Ŝαβ = Sαβ−(n−2)∇α∇β ln Ω+(n−2)∇α ln Ω∇β ln Ω−n− 2
2
gαβ∇µ ln Ω∇µ ln Ω. (2.38)
We would like to trade the ∇ for ∇̂ associated to ĝαβ. For any tensor Tαβ , we have
∇γTαβ = ∇̂γTαβ + (Γαγµ − Γ̂αγµ)T µβ − (Γµγβ − Γ̂µγβ)Tαµ . (2.39)
Thus, with the help of (A.43a), it comes directly
Sαβ = Ŝαβ +
n− 2
Ω
∇̂αn̂β − n− 2
2Ω2
n̂µn̂
µĝαβ. (2.40)
If we multiply this equation by Ω2 and combine with the Einstein’s equation in the
form (A.39), it comes
Λ
n− 1 ĝαβ + 8piGΩ
2T˜αβ = Ω
2Ŝαβ + (n− 2)Ω∇̂αn̂β − n− 2
2
n̂µn̂
µĝαβ, (2.41)
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where we have used the shortcut notation
T˜αβ ≡ Tαβ − T
n− 1gαβ. (2.42)
Evaluating (2.41) at the AdS boundary, i.e. at Ω = 0, using the near-boundary devel-
opment of Tαβ (2.35) and the Λ-L relation (2.4), it comes
n̂µn̂
µ =̂ − 2Λ
(n− 1)(n− 2) =
1
L2
, (2.43)
where the symbol =̂ denotes equality restricted to the AdS boundary Ω = 0. The
vector n̂α is thus space-like near the AdS boundary, and its norm is directly related to
the AdS radius. If instead of Ω2 we multiply (2.40) by Ω, it comes (with again the help
of (2.4))
Λ
n− 1
ĝαβ
Ω
+ 8piGΩT˜αβ = ΩŜαβ + (n− 2)∇̂αn̂β − n− 2
2Ω
n̂µn̂
µĝαβ. (2.44)
Evaluating this equation at Ω = 0, it comes
lim
Ω→0
1
Ω
(
n̂µn̂
µ − 1
L2
)
ĝαβ =̂ 2∇̂αn̂β. (2.45)
The limit in the left-hand side is well-defined and finite according to (2.43). Taking
the trace with ĝαβ yields
lim
Ω→0
1
Ω
(
n̂µn̂
µ − 1
L2
)
=̂
2
n
∇̂µn̂µ. (2.46)
Combining (2.45) and (2.46), it comes directly
∇̂αn̂β =̂ 1
n
∇̂µn̂µĝαβ. (2.47)
This relation is of great help for defining a gauge that makes the computations simpler.
2.2.4 Conformal gauge freedom
Of course, the conformal factor Ω is not unique, and can be chosen arbitrarily provided
that condition 2 is satisfied. This is in some sense a gauge choice. It turns out that
a convenient gauge is the one for which (2.47) is identically zero. How can we impose
such a condition? Let us consider a distinct conformal factor defined by
Ω ≡ ωΩ, nα ≡ ∇αΩ, gαβ ≡ Ω2gαβ = ω2ĝαβ, (2.48)
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where ω is a function of the coordinates. We can thus compute explicitly
∇αnβ = n̂α∇̂βω+n̂β∇̂αω+ω(∇̂αn̂β−[Γµαβ−Γ̂µαβ]n̂µ)+Ω(∇̂α∇̂βω−[Γ
µ
αβ−Γ̂µαβ]∇̂µω),
(2.49)
where we have forced the emergence of ∇̂ with (2.39). Evaluating this equation on the
AdS boundary (Ω = 0), and combining with (A.43a), it comes
∇αnβ =̂ ω∇̂αn̂β + ĝαβn̂µ∇̂µω. (2.50)
Recalling (2.47), we have thus recovered that
∇αnβ =̂
(ω
n
∇̂µn̂µ + n̂µ∇̂µω
)
ĝαβ. (2.51)
In view of this result, it appears that we have the freedom to chose ω such that
∇αnβ =̂ 0 just by solving a first order differential equation for ω. From now on
and hereafter, we work in a conformal gauge such that
∇̂αn̂β =̂ 0. (2.52)
This choice does not completely fix the conformal gauge freedom though. Indeed,
once this particular choice of conformal factor is done, any transformation Ω → ωΩ
satisfying n̂µ∇̂µω =̂ 0 leaves unchanged the above property. All important results that
are derived hereafter are conformally invariant, and thus independent of this gauge
choice. However, in this gauge, the argument is simpler.
2.2.5 Conformal flatness of the AdS boundary
Even if not obvious at first sight, conditions 4 and 5 of definition 2.2 are equivalent to
the conformal flatness of AdS boundary. The argument is the following [98].
Case n ≥ 5 We first introduce the following conformal d+1 decomposition (appendix
B) perpendicular to the AdS boundary with unit normal vector
r̂α ≡ − ∂αΩ√
ĝµν∂µΩ∂νΩ
= − n̂α√
n̂µn̂µ
. (2.53)
The vector r̂α is oriented toward decreasing Ω, which corresponds to increasing radii
in the neighbourhood of ∂M̂. Note that equation (2.43) implies
r̂α =̂ −Ln̂α. (2.54)
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The conformal induced metric on Ω = cst hypersurfaces is
q̂αβ = ĝαβ − r̂αr̂β. (2.55)
From the orthogonality condition q̂αµr̂µ = 0, we deduce also that
q̂αµn̂
µ = 0. (2.56)
Secondly, in order to use the simplifications provided by our conformal gauge
choice (equation (2.52)), it is convenient to introduce Θ̂αβ, the extrinsic curvature
tensor of constant Ω hypersurfaces associated to the conformal induced metric q̂αβ =
Ω2qαβ. By definition (see equation (B.21)), we have
Θ̂αβ = −q̂µα q̂νβ∇̂µr̂ν . (2.57)
Combining with our the definition (2.53), the orthogonality condition (2.56) the con-
formal gauge condition (2.52), it comes
Θ̂αβ =̂ 0. (2.58)
This allows us to study the geometry of the AdS boundary. Indeed, the Gauss relation
(B.30) becomes
R̂αβγδ =̂ q̂µα q̂νβ q̂ργ q̂σδR̂µνρσ, (2.59)
where R̂αβγδ is the Riemann tensor of q̂αβ. Given that Ĉαβγδ =̂ 0 in virtue of (2.36),
we get by successive contractions (the relation between the Riemann and Weyl tensors
being (A.12))
R̂αβγδ =̂ 1
n− 2(q̂αγ q̂
µ
β q̂
ν
δ − q̂αδ q̂µβ q̂νγ − q̂βγ q̂µα q̂νδ + q̂βδ q̂µα q̂νγ )Ŝµν , (2.60a)
R̂αβ =̂ 1
n− 2
(
(n− 3)q̂µα q̂νβ + q̂αβ q̂µν
)
Ŝµν , (2.60b)
R̂ =̂ 2q̂µνŜµν , (2.60c)
Ŝαβ =̂ n− 3
n− 2 q̂
µ
α q̂
ν
β Ŝµν , (2.60d)
Ĉαβγδ =̂ 0, (2.60e)
where Ŝαβ and Ĉαβγδ are respectively the Schouten and Weyl tensors of q̂αβ, and Ŝαβ
is the Schouten tensor of ĝαβ. According to the WS theorem 2.1, equation (2.60e)
indicates that for n ≥ 5, the AdS boundary is conformally flat. Condition 4 of definition
2.2 thus appears as a mere sufficient condition for the conformal flatness of the AdS
boundary in dimensions n ≥ 5.
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Conformal Einstein-Bianchi identity Before moving to the n = 4 case, we need
to discuss the conformal Bianchi identity. We start from the Einstein-Bianchi equation
(A.40), that we repeat here for convenience
∇µCµαβγ = 16pi
n− 3
n− 2∇[βT˜γ]α. (2.61)
In this equation, Cµαβγ = Ĉ
µ
αβγ by conformal invariance (equation (A.44)). Now
trading the ∇ for ∇̂ with (2.39) and using (A.43a) as well as the Bianchi identity
(A.28), it comes
∇̂µĈµαβγ −
n− 3
Ω
Ĉµαβγ n̂µ =
16piG
Ω
n− 3
n− 2[∇̂[β(ΩT˜γ]α) + ĝα[γT˜β]µn̂
µ]. (2.62)
Thanks to the near-boundary behaviour of the Weyl tensor (equation (2.36)), we can
introduce
K̂αβγδ ≡ 1
Ωn−3
Ĉαβγδ, (2.63)
which has a smooth O(1) limit near the AdS boundary. Equation (2.62) thus boils
down to
∇̂µK̂αβγµ =̂ lim
Ω→0
−16piG
Ωn−2
n− 3
n− 2[T˜α[µĝβ]γn̂
µ + ∇̂[α(ΩT˜β]γ)]. (2.64)
The limit on the right-hand side is well-defined and finite according to (2.35). This is
the conformal Einstein-Bianchi identity. It is a kind of conservation equation for the
conformal Weyl tensor.
Case n = 4 The case n = 4 is particular, since Ĉαβγδ lives on a 3-dimensional manifold
and is thus identically zero (see equation (A.33b) of appendix A). According to the WS
theorem 2.1, the AdS boundary is conformally flat if and only if its conformal Cotton
tensor (see definition (A.11))
Ĉαβγ = D̂[αŜβ]γ, (2.65)
is zero. With (2.60d) and the definition of the connection D̂ associated to q̂αβ (see
equation (B.10)), it can be shown that
Ĉαβγ = 1
2
q̂µα q̂
ν
β q̂
ρ
γ Ĉµνρ, (2.66)
where Ĉαβγ is the Cotton tensor of ĝαβ. In (2.62), if we evaluate the terms precisely
at the AdS boundary, we notice that all matter terms vanish in view of (2.35). Thus
combining with the Bianchi identity (A.31) for the conformal metric, we can eliminate
the ∇̂µĈµαβγ term and get a simple expression for the Cotton tensor, namely
Ĉαβγ =̂ −K̂αβγµn̂µ. (2.67)
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We thus conclude that equation (2.66) and (2.67) imply
Ĉαβγ =̂ −1
2
q̂µα q̂
ν
β q̂
ρ
γ n̂
σK̂µνρσ. (2.68)
This equation can be simplified further by applying the d+1-decomposition of the Weyl
tensor (equation (B.59)) to K̂αβγδ. Defining the pseudo-electric and pseudo-magnetic
conformal Weyl tensors as
ε̂αβ ≡ L2K̂αµβνn̂µn̂ν , (2.69a)
B̂αβ ≡ L2 ? K̂αµβνn̂µn̂ν , (2.69b)
and using (2.54), it can be shown that
K̂αβγµn̂
µ =̂ ε̂αγn̂β − ε̂βγn̂α + ̂αβµB̂µγ , (2.70)
where we have defined the conformal 3-volume form of ∂M̂
̂αβγ ≡ n̂µ̂µαβγ. (2.71)
The triple projection onto ∂M̂ of (2.70), in combination with (2.68) gives
Ĉαβγ =̂ 1
2
q̂µα q̂
ν
β q̂
ρ
γ ̂µνσB̂
σ
ρ . (2.72)
Thus we conclude that for n = 4, the 3-dimensional AdS boundary is conformally flat
if and only if the pseudo-magnetic Weyl tensor vanishes, namely
B̂αβ =̂ 0. (2.73)
This is the so-called reflective boundary condition. Condition 4 of definition 2.2 is
thus a mere sufficient condition for the conformal flatness of the AdS boundary in the
special case n = 4. We can thus conclude that an AAdS space-time is characterised by
the conformal flatness character of its boundary ∂M, provided it constitutes a second
order pole of the physical metric (condition 1).
2.3 Global charges
Now that we have precisely discussed the meaning of the AAdS conditions, we can
continue the argument in order to unveil conserved charges [97, 98]. In general, these
charges are associated to a Killing vector, and can thus be a valuable tool to compute
the mass and the angular momentum of AAdS solutions.
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2.3.1 Ashtekar-Magnon-Das charges
As usual when defining global charges, we aim at deriving a conservation equation [103].
The global charge is then obtained by integrating this conservation equation (like in
classical hydrodynamics). If we project (2.64) onto n̂αn̂γ q̂βν , the left-hand side becomes
n̂µn̂ν q̂ρα∇̂σK̂µρνσ =̂ q̂ρα∇̂σ(K̂µρνσn̂µn̂ν), (2.74)
where we have used our gauge condition (2.52), and the right-hand side becomes
− 8piG(n− 3)
L2
n̂µq̂ναT̂µν , (2.75)
where we have used the orthogonality condition (2.56) and have introduced the regu-
larised energy-momentum tensor
T̂αβ ≡ 1
Ωn−2
T˜αβ. (2.76)
Note that thanks to (2.35), this tensor is O(1) near ∂M. We define the momentum
carried by the matter field as
p̂α ≡ −q̂µαn̂νT̂µν , (2.77)
such that the above projection of equation (2.64) (with left-hand side (2.74) and right-
hand side (2.75)) finally reduces to
D̂µε̂αµ =̂ 8piG(n− 3)p̂α. (2.78)
This reveals the sought-after conservation equation, which deal with ε̂αβ, the pseudo-
electric part of the conformal Weyl tensor defined in (2.69a). Equation (2.78) is closely
related to the so-called Ashtekar-Magnon-Das (AMD) charges.
Indeed, the charge definition directly results from the integration of (2.78). Let
us consider ξ̂α a conformal Killing vector of the AdS boundary. It then obeys the
conformal Killing equation
D̂(αξ̂β) =̂
1
n− 1 q̂
αβD̂µξ̂
µ. (2.79)
Contracting (2.78) with ξ̂α gives
D̂µ(ε̂µν ξ̂
ν) =̂ 8piG(n− 3)p̂µξ̂µ, (2.80)
where we have used the traceless character of the pseudo-electric Weyl tensor, q̂µν ε̂µν =
0 (see section B.4.1 of appendix B). Integrating this relation on the conformal AdS
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boundary ∂M̂ between times t′ and t′′ gives∫
∂M̂(t′,t′′)
D̂µ(ε̂µν ε̂
ν)
√
|q|ddy =
∫
∂M̂(t′,t′′)
8piG(n− 3)p̂µξ̂µ
√
|q̂|ddy. (2.81)
Using Stokes theorem it comes [97,98]
∫ t′′⋂ ∂M̂
t′
⋂
∂M̂
ε̂µν û
µξ̂ν
√
σ̂dpz = 8piG(n− 3)
∫
∂M̂(t′,t′′)
p̂µξ̂
µ
√
|q̂|ddy, (2.82)
where ûα is the conformal unit normal vector to t = cst slices, σ̂αβ = q̂αβ + ûαûβ
is the conformal induced metric on the t = cst slices of the AdS boundary, and the
notation
∫ t′′⋂ ∂M
t′
⋂
∂M denotes the difference between the integrals over the t = t
′ = cst and
t = t′′ = cst slices of ∂M̂ (see figure 2.4).
This motivates the following charge definition attached to the boundary conformal
Killing vector ξ̂α:
QAMD
ξ̂
[Σ̂] = − L
8piG(n− 3)
∮
Σ̂
ε̂µν û
µξ̂ν
√
σ̂dpz, (2.83)
where Σ̂ is a t = cst hypersurface of the conformal AdS boundary ∂M̂. Indeed, this
charge is conserved in time according to (2.82), provided the energy-momentum tensor
vanishes fast enough (i.e. like O(Ωn−3) at least, according to (2.76) and (2.77)) near
the boundary. This is the so-called AMD charge.
Note that this charge definition is invariant under conformal transformations, and
thus independent of the conformal gauge freedom (2.52). Indeed, under the transfor-
mation Ω→ ωΩ, it comes (see table 2.2 and section A.2 of the appendix)
K̂αβγδ → 1
ωn−1
K̂αβγδ, r̂
α → 1
ω
r̂α, ε̂αβ → 1
ωn−3
ε̂αβ, û
α → 1
ω
ûα,
√
σ̂ → ωn−2
√
σ̂.
(2.84)
The conformal Killing vector ξ̂α being unchanged under such a transformation, it is
clear that the AMD charge (2.83) is independent of our conformal gauge. Furthermore,
the mass and angular momentum of AAdS space-times are closely linked to the charges
attached to the boundary conformal Killing vectors ∂αt and ∂βϕ (see chapter 7).
2.3.2 Balasubramanian-Kraus charges
Even if the conformal transformations were essential for the definition of AAdS space-
times, and very useful for the definition of the AMD charges, there are other ways of
defining global charges. Among them, the Balasubramanian-Kraus (BK) charges only
rely on the least action principle. Again, our goal is to get a conservation equation
whose integration yields a suitable charge definition. If n = 3, 4, 5, the action of GR
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with negative cosmological constant is (see [104] and appendix C, equations (C.40) and
(C.42))
S =
1
16piG
∫
M
(R− 2Λ)√−gdd+1x− 1
8piG
∮
∂M
[
Θ +
n− 2
L
+
L
2(n− 3)R
]√
|q|ddy,
(2.85)
where Θ and R refer respectively to the mean extrinsic and intrinsic curvatures of
r = cst slices. Introducing rα the unit normal vector to these hypersurfaces, oriented
toward the AdS boundary, the induced metric is qαβ = gαβ − rαrβ. In appendix C
equation (C.56), it is shown that the associated quasi-local stress tensor is defined by
ταβ ≡ − 2√|q| δSδqαβ = 18piG
(
Θαβ −Θqαβ − n− 2
L
qαβ +
L
n− 3Gαβ
)
, (2.86)
where Θαβ is the extrinsic curvature tensor of the r = cst hypersurfaces and Gαβ is the
Einstein tensor of the induced metric qαβ. Denoting by D the connection of qαβ, and
using the well-known result according to which the metric and the Einstein tensor are
divergence-free (equations (A.18) and (A.30)), it can be shown that the momentum
constraint of the d+ 1 Einstein’s equation (equation (B.46)) implies
Dµταµ = pα, (2.87)
where we have defined the mixed projection of the energy-momentum tensor (or simply
momentum)
pα = −qµαrνTµν . (2.88)
In order to compute the charge associated to ταβ, we assume that there exist a Killing
vector ξα on the AdS boundary ∂M, such that
D(αξβ) =̂ 0, (2.89)
where indices in parentheses are symmetrised. Contracting (2.87) with ξα, it comes
Dµ(τµνξ
ν) = pµξ
µ, (2.90)
where we have used the symmetry ταβ and the antisymmetry of the Killing equation
(2.89). This is the sought-after conservation equation, and it deals with the quasi-local
stress tensor. The charge definition is directly related to this equation. Integrating
(2.90) on the AdS boundary between times t′ and t′′, it comes∫ t′′
t′
∫
∂M
Dµ(τµνξ
ν)
√
|q|ddy =
∫ t′′
t′
∫
∂M
pµξ
µ
√
|q|ddy
√
|q|ddy. (2.91)
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Figure 2.4: The AdS boundary is the tube of world-lines parallel to ∂t at spatial infinity. The
unit normal vector to t = cst slices is uα and the unit normal vector to r = cst slices is rα.
The times t′ and t′′ are merely the limits of the interval of integration on ∂M. Credits: G.
Martinon.
Using Stokes theorem [103], we get∫ t′′⋂ ∂M
t′
⋂
∂M
τµνu
µξν
√
σdpz =
∫ t′′
t′
∫
∂M
pµξ
µ
√
|q|ddy, (2.92)
where uα is the unit normal vector to t = cst slices, σαβ = qαβ + uαuβ is the induced
metric on the t = cst slices of the AdS boundary, and the notation
∫ t′′⋂ ∂M
t′
⋂
∂M denotes
the difference between the integrals over the t = t′ = cst and t = t′′ = cst slices of ∂M
(see figure 2.4).
This motivates the following charge definition attached to the boundary Killing
vector ξα:
QBKξ [Σ] =
∮
Σ
τµνu
µξν
√
σdpz, (2.93)
where Σ is a t = cst hypersurface of the AdS boundary. Indeed, this charge is conserved
in time according to (2.92) provided the energy-momentum tensor vanishes fast enough
(i.e. like O(Ωn−3) at least, since
√|q| =
∂M
O(Ω1−n) and rα =
∂M
O(Ω)) near the boundary.
This is the so-called BK charge.
At first sight, eyeballing equation (2.86), one may think that ταβ behaves as
O(Ω−2) near the AdS boundary, but it is actually a O(Ωn−2) for the pure AdS space-
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time, and a O(Ωn−3) for AAdS solutions4. Since
√
σ =
∂M
O(Ω2−n) and uµ =
∂M
O(Ω) near
the AdS boundary, it is clear that the charge is non-zero if and only if ταβ =
∂M
O(Ωn−3).
As well as for the AMD case, the mass and angular momentum of AAdS space-
times are closely linked to the charges attached to the boundary Killing vectors ∂αt and
∂βϕ (see chapter 7).
2.3.3 Relation between AMD and BK charges
We have defined two independent sets of charges: the AMD and BK charges. How
do they relate to each other? In order to compare them, we need to relate (2.93) and
(2.83). The former involves the quasi-local stress tensor and the latter the pseudo-
electric part of the Weyl tensor. However, since n̂α is not a unit vector, and K̂αβγδ is
the rescaled Weyl tensor, ε̂αβ is not exactly the electric Weyl tensor. In this section,
we thus consider the quasi-local stress tensor ταβ and the proper electric Weyl tensor
ταβ =
1
8piG
(
Θαβ −Θqαβ + L
n− 3 −
n− 2
L
qαβ
)
, (2.94)
Eαβ ≡ Cαµβνrµrν = −Rαβ + ΘΘαβ −ΘαµΘµβ +
2Λ
n− 1qαβ, (2.95)
where we have used the d + 1-decomposition of Eαβ tensor given in the appendix
(equation (B.54)) and dropped the matter terms. Indeed we assume that the energy-
momentum tensor is vanishing sufficiently slowly (at least like O(Ωn−1), see equation
(2.35)) so that it its contribution to the surface integrals is zero for both charges. With
the help of the Λ-L relation (2.4) and the Hamiltonian constraint of Einstein’s equation
(equation (B.45)), it can be shown that
8piGταβ +
L
n− 3Eαβ =
L
n− 3
(
ΘΘαβ −ΘαµΘµβ +
1
2
[ΘµνΘ
µν −Θ2]qαβ
)
− n− 2
2L
qαβ + Θαβ −Θqαβ. (2.96)
From the definition of the conformal extrinsic curvature tensor (2.57), using r̂α = Ωrα,
q̂αβ = q
α
β , the orthogonality condition (2.56), and trading the ∇̂ for ∇ with (2.39) and
4The physical energy-momentum tensor of the dual CFT (see chapter 3) is actually given by
ταβ/Ω
n−3 on the AdS boundary.
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(A.43a), it comes
Θαβ =
1
Ω
Θ̂αβ +
1
Ω2
q̂αβn̂ · r̂, (2.97a)
Θαβ = ΩΘ̂
α
β + δ
α
β n̂ · r̂, (2.97b)
Θαβ = Ω3θ̂αβ + Ω2q̂αβn̂ · r̂, (2.97c)
Θ = ΩΩ̂ + (n− 1)n̂ · r̂, (2.97d)
where we have defined
n̂ · r̂ ≡ ĝµνn̂µr̂ν . (2.98)
The relations (2.97) allow us to write equation (2.96) in terms of hatted tensors, namely
8piGταβ +
L
n− 3Eαβ =
L
n− 3
(
Θ̂Θ̂αβ − Θ̂αµΘ̂µβ +
1
2
[Θ̂µνΘ̂
µν − Θ̂2]q̂αβ
)
+
Ln̂ · r̂ + 1
Ω
(Θ̂αβ − Θ̂q̂αβ)− n− 2
2
(Ln̂ · r̂ + 1)2
LΩ2
q̂αβ. (2.99)
At this point we can notice that our conformal gauge condition (2.52) combined with
the definition (2.57) implies Θ̂αβ =̂ 0, so that
Θ̂αβ =
∂M̂
O(Ω), (2.100)
near the AdS boundary. Moreover, recycling the results of (2.54) and (2.46), it comes
lim
Ω→0
1
Ω
(Ln̂ · r̂ + 1) = lim
Ω→0
1
Ω
(−L2n̂ · n̂+ 1) =̂ − 2
n
∇̂µn̂µ =̂ 0, (2.101)
where the last equality stems from the conformal gauge choice (2.52). Thus,
Ln̂ · r̂ + 1 =
∂M
O(Ω2), (2.102)
in the neighbourhood of the AdS boundary. In light of (2.100) and (2.102), we define
ϑ̂αβ ≡ 1
Ω
Θ̂αβ and f̂ ≡ 1
Ω2
(Ln̂ · r̂ + 1). (2.103)
By construction, both ϑ̂αβ and f̂ are of order O(1) near the AdS boundary. Equation
(2.99) thus takes the form
8piGταβ +
L
n− 3Eαβ = Ω
2∆̂αβ with (2.104)
∆̂αβ =
L
n− 3
(
ϑ̂ϑ̂αβ − ϑ̂αµϑ̂µβ +
1
2
[ϑ̂µνϑ̂
µν − ϑ̂2]q̂αβ
)
+ f̂(ϑ̂αβ − ϑ̂q̂αβ)− n− 2
2
f̂ 2q̂αβ.
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The advantage of this equation is that ∆̂αβ =
∂M
O(1) near the AdS boundary. It is thus
clear that the left-hand side is O(Ω2).
We are now able to examine the difference between the BK and AMD charges.
Given that
uα =
1
Ω
ûα,
√
σ =
1
Ωn−2
√
σ̂, ε̂αβ =̂
1
Ωn−3
Eαβ, (2.105)
where we have used (2.54), (2.95) and (A.43f), it comes
QBK
ξ̂
[Σ̂]−QAMDξ [Σ] =
∮
Σ
τµνξ
µuν
√
σdpz +
L
8piG(n− 3)
∮
Σ̂
ε̂µν ξ̂
µûν
√
σ̂dpz
=
∮
Σ̂
τµν ξ̂
µ û
ν
Ω
√
σ̂
Ωn−2
dpz +
L
8piG(n− 3)
∮
Σ̂
Eµν
Ωn−3
ξ̂µûν
√
σ̂dpz
=
∮
Σ̂
Ω5−n∆̂µν ξ̂µûν
√
σ̂dpz, (2.106)
where we have identified Σ = Σ̂ and ξµ = ξ̂µ. Indeed, by virtue of (A.48), a Killing
vector for qαβ is a conformal Killing vector for q̂αβ. The integrand is thus O(Ω5−n) on
the surface of integration, so that the two charges agree each other for n = 4. In [98],
the authors have shown that for n = 5 and for the charges associated to the Killing
vector ∂αt , the result is
QBK∂t [Σ̂]−QAMD∂t [Σ] =
3piL2
32G
, (2.107)
which corresponds to a Casimir energy (discussed in chapter 3 section 3.4.3). The
equivalence between AMD and BK charges is thus dependent of the number of dimen-
sions. This issue is also discussed in details in [100, 102], but only in the n ≤ 5 case.
In dimensions n ≥ 6, the expression for the quasi-local stress tensor τij is much more
complicated and so is the expression of ∆̂αβ. It is thus not clear that the shift between
AMD and BK is independent of the dimension. To the best of our knowledge, there
is no published work trying to compare these two definitions of charges in dimensions
n ≥ 6. Furthermore, it is argued in [98] that the BK charges are slightly less covari-
ant than the AMD ones since they could potentially depend on the cross section Σ̂.
A background term subtraction technique is sometimes employed to cure this prob-
lem (see e.g. [101, 105]). The equivalence between the AMD and BK masses and the
first historical definitions of [94, 95] in 4-dimensional AAdS space-times is performed
in [100].
Finally, let us mention that the positivity of the charges is established in [101,106,
107], provided matter fields obey the dominant energy condition and decay sufficiently
rapidly near the AdS boundary. This is the so-called positive-energy theorem.
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2.4 Boundary conditions in AAdS space-times
We have already mentioned the work of [93] where all possible boundary conditions
in AAdS space-times were enumerated for first order perturbations. The global AAdS
definition discussed in this chapter does not provide sufficient boundary conditions for
matter fields in such space-times. Indeed, conditions 4 and 5 of definition 2.2 are not
boundary conditions, since they fix a number of conditions that is in general different
from the number of degrees of freedom of the gravitational dynamics. However, they
can be viewed as potential a posteriori checks that the boundary conditions used in a
non-linear problem (whatever they are) do indeed preserve the AAdS asymptotics.
These conditions are particularly relevant in the field of numerical relativity. In-
deed, it is common to use boundary conditions that are not overwhelmingly complicated
and that are adapted to the numerical problem at hand. However, in highly non-linear
configurations, Dirichlet or Neumann boundary conditions are not a priori sufficient
to preserve the AAdS asymptotics. The examination of the conformal Weyl tensor as
well as its magnetic part are thus invaluable criteria that can help to determine if a
numerical solution is valid or not. This kind of numerical test was performed notably
in [1], and are described in detail in chapter 7.
Finally, the AMD and BK charges are two independent sets of charges that can
be computed independently in either analytical or numerical investigations. As such, in
chapter 7 and [1], we use both of them to determine the mass and angular momentum
of numerical geons, combining appropriately the charges associated to the boundary
Killing fields ∂αt and ∂αϕ (in spherical coordinates). The agreement between the two
sets of charges in four dimensions can thus be used as a strong argument in favour of
the correctness of the AAdS asymptotics.
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Chapter3
The AdS-CFT correspondence
“Physics is like sex: sure, it may
give some practical results, but
that’s not why we do it.”
Richard Phillips Feynman
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Of the three maximally symmetric space-times (Minkowski, dS and AdS), AdS
has long been considered the weirdest. Indeed, Minkowski space-time is the simplest
and can be used as a practical background for the dynamics of bodies in a galaxy, while
the dS space-time is associated to many cosmological models since we live in a world
with presumably a positive cosmological constant Λ ∼ 10−52 m.
It is not before 1998 that AdS space-time was promoted to “real-world” physics
with the advance of the AdS-CFT conjecture (named also correspondence or dual-
ity). The seminal paper of Maldacena [108] is by now the most cited ever article in
high energy physics, harvesting a total of ∼ 13000 citations at the date of the present
manuscript, which represents roughly two citations a day for the last 19 years. This
translates the huge interest of the high-energy physics community in the correspon-
dence. And indeed, it is undeniable that it shed new light on the challenging problem
of the unification of gravity with quantum mechanics. The reason of such a large
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success is that computations that were deemed impossible in quantum field theories
became trivial when the duality was uncovered. The correspondence can be seen as
a kind of sophisticated change of variables, but along with variables, we also change
theories, switching constantly between string (gravity) and quantum field theory.
As its name suggests, the AdS-CFT conjecture is not a theorem and is not demon-
strated mathematically. However, it strengthens as the number of its validations grows
at day in and day out. Since the author of the present manuscript is not an expert in
quantum theories, several arguments below are discussed but admitted without demon-
stration.
In this chapter, we try and give an very brief overview of the concepts involved
in this area, and discuss several applications. In particular, even if not obvious at
first sight, we argue that gravitational dynamics in AdS space-times are dual to some
properties of Quark-Gluon Plasmas (QGPs), which are produced in hadron colliders
but are very tough to study both theoretically and experimentally.
The conjecture is the subject of an abundant literature. The interested reader is
referred to the seminal articles [108,109] as well as the different reviews [110,111] and
references therein. We would also like to stress that the book [112], even if sometimes
imprecise, was of great help to write this chapter. Discussing the correspondence is
easier and relevant for 5-dimensional AdS space-time. Hereafter, we use capital Latin
letters A,B,M,N for indices in bulk 5-dimensional AdS volume, Greek letters α, β, µ, ν
for indices corresponding to its 4-dimensional boundary, and Latin letters i, j, k, l for
3-space indices on the boundary. We set ~ = c = kB = 1. We also denote by ∂V the
AdS boundary.
3.1 The quantum side of the duality
As chapter 2 entirely dealt with one side of the correspondence, namely the AdS space-
time, let us describe briefly the other side of the duality. The main motivation for
studying CFTs is that they are close to Quantum Chromodynamics (QCD), the theory
describing the strong interaction.
3.1.1 Overview of quantum chromodynamics
In QCD, the following picture holds.
I Hadrons, in particular protons and neutrons, are made of quarks, which are the
fundamental representation of the SU(3) gauge symmetry.
I Quarks interact with each other via the strong interaction.
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I The strong interaction is propagated by gluons, that belong to the adjoint rep-
resentation of SU(3).
I Quarks have six flavours: u, d, t, b, c, s.
I Quarks have a colour charge red, green or blue, and antiquarks have an anticolour
charge antired, antigreen or antiblue.
I Gluons carry one colour and one anticolour charges, so that they interact with
themselves (a feature absent of QED since photons carry no charges).
I At high energies, the interaction is weaker because the creation of many virtual
particles implies an important screening of the charges (like the Debye screening
in plasma physics). This is called the asymptotic freedom.
I At low energies, the interaction is stronger and quarks and gluons are confined
in colour neutral states, namely hadrons. This is called the confined phase.
The QGP is the state describing the asymptotic freedom, i.e. when there is a
profusion of virtual particles created by the strong interaction screening the colour
charges of the quarks. The plasma is said to be ionised, in the sense of colour charge.
When the QGP cools down, it “crystallises” into hadrons. In a simplified view, we
can thus roughly say that quarks and gluons exist in two phases: a “solid” phase, or
hadron phase at low temperatures, and a “liquid” phase, namely the QGP at high
temperatures. A simplified picture of the quark-gluon phase diagram is depicted on
figure 3.1. The critical temperature between the two phases is
Tc ∼ 2× 1012 K ∼ 200 MeV ∼ 1 fm, (3.1)
in the usual set of units used in literature. As a point of comparison, proto-neutron stars
formed in supernovas reach temperatures of ∼ 0.1Tc, but the Large Hadron Collider
(LHC) can probe temperatures of order ∼ 5Tc.
3.1.2 The quark-gluon plasma
The QGP are thus present in the LHC: when two hadrons collide each other, a QGP
is formed in the overlapping region, as pictured in figure 3.2. However, they are not
directly observable. What is observed in colliders is the hail of hadrons that form when
the QGP cools down. Since the QGP has a non-zero viscosity and is almond-shaped
the flow of emitted particle is anisotropic, as can be seen on figure 3.2. The number
of particles emitted by the QGP between angles ϕ and ϕ + dϕ is dN and can be
parametrised by
dN
dϕ
= N(1 + 2ν2 cos(2ϕ) + . . .). (3.2)
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Figure 3.1: Simplified phase diagram of QCD, in the T -µ plane, where T is the temperature
and µ the baryonic chemical potential. Below the critical temperature Tc, the hadron (or
confined phase) is dominating while above Tc, the asymptotic freedom gives rise to a QGP.
Credits: [112].
Figure 3.2: Two hadrons (in red) collide off-centre. In the overlapping region (yellow), a QGP
is formed. The emission of particles ensuing is anisotropic (orange arrows) because of the
non-zero viscosity of the plasma and its almond shape. Credits: [112].
What is observable is the so-called elliptic flow ν2. Once it is measured, we can infer
the properties of the QGP via numerical investigations. For example, lattice QCD
simulations helped by experimental data give the ratio of the shear viscosity η to the
entropy density s in QGP:
η
s
' 1.68
4pi
at T = 1.65Tc. (3.3)
This is typically the temperatures reached in the LHC.
The objective of the AdS-CFT correspondence is to provide a theoretical frame-
work that can explain such experimental values. Indeed, the QGP is strongly coupled,
a regime in which QCD is untractable. However, in the regime T & Tc, QCD is close
to a supersymmetric conformal theory. The correspondence precisely deals with this
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kind of simpler theories rather than QCD directly.
3.1.3 The large-Nc limit
A standard approximation of QCD consists in considering not three (red, green, blue)
but Nc different colours in superconformal theories. There are now two parameters
which are the coupling constant1 gYM and the number of colours Nc. The coupling
constant appears as a factor 1/gYM in front of gauge field terms in the action. A useful
parameter is the so-called ’t Hooft coupling which is defined by
λ ≡ g2YMNc. (3.4)
The pair of independent parameters (λ,Nc) is as much valid as the pair (gYM ,Nc).
We detail in section 3.2.1 that the AdS-CFT duality deals with weak coupling on the
gravity (string) theory side and strong coupling in the gauge theory side. We are thus
only interested in the strong coupling limit of superconformal theories. More precisely,
we define the large-Nc limit as
Nc →∞, gYM → 0 while keeping fixed λ 1. (3.5)
The fact that λ is fixed but very large is precisely a strong coupling limit. The large-Nc
limit of superconformal theories is the relevant limit in the AdS-CFT correspondence.
3.1.4 N = 4 super Yang-Mills theory
Among conformal theories, N = 4 SYM plays a central role as it is present in the
simplest manifestation of the duality, namely the AdS5-N = 4 SYM duality. For the
purposes of this chapter, we only need a minimal knowledge of this theory. Namely, it
has N = 4 supersymmetries, and contains several bosons and fermions, among them:
I 1 massless gauge field Aµ,
I 6 massless scalar fields φi,
I 4 massless Weyl fermions λI .
Since N = 4 SYM is supersymmetric, the theory features as many bosons as
adjoint fermions. Furthermore the gauge field has two polarisations A+µ and A−µ . There
are thus 8 independent bosonic fields. Each of these fields is an Nc × Nc matrix with
a normalised trace. Thus, the number of bosonic degrees of freedom in the theory is
NB = 8(N
2
c − 1). (3.6)
1The letters YM stand for Yang-Mills.
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Because of supersymmetry, each bosonic field has also an adjoint fermionic counterpart,
so that the number of fermionic degrees of freedom is NF = NB. Nothing much has to
be known about this theory for the purposes of the present chapter.
3.2 The AdS-CFT conjecture
Basically, the conjecture relates to types of theories: quantum gravity and quantum
field theories. The former denotes essentially string theory, while the latter encompass
several non-gravitational superconformal theories (said gauge theories). One of its most
famous illustration is between string theory in 5-dimensional AdS space-time and the
N = 4 SYM theory in the large-Nc limit (defined earlier in section 3.1.3). This chapter
deals precisely with this duality. Conformal theories like N = 4 SYM can be used as
simple proxies of QCD.
3.2.1 Key features
The AdS-CFT conjecture can be summed up as follows [111]:
¶ there is a mapping between a quantum theory of gravity (string theory) and an
ordinary non-gravitational quantum field theory (or gauge theory),
· AdS-CFT is a strong/weak coupling duality, i.e. when the gauge theory is strongly
coupled and thus hard to solve, it is dual to a weakly coupled string theory, whose
dominant contribution is GR and easy to solve,
¸ the mapping is holographic, i.e. there is one more spatial dimension in the AdS
side than in the CFT side.
Feature 1 motivates the equivalent “gauge-gravity” denomination. The idea of
mapping is quite vague for now. We will see in sections 3.2.4 and 3.5.1 that this
concept can be translated into one single equation, the so-called Gubser-Klebanov-
Polyakov (GKP)-Witten relation.
Feature 2 is the reason why the correspondence is so much successful and interest-
ing for the high-energy physics community, as it allows to do complicated calculations
in the CFT side by solving a simple problem in AdS space-time. In this chapter, we
never consider string theory beyond its leading order approximation that is GR, and
thus neglect the so-called α′ (also known as post-GR or string) corrections. At this or-
der of approximation, classical GR is (almost) all what is needed to perform AdS-CFT
computations.
Feature 3 interprets the link between the two theories. Namely, the CFT dual
space-time is said to “live” on the AdS boundary, and the AdS space-time itself is often
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referred as the bulk theory. This point is made clearer if we use the Fefferman-Graham
coordinates (section 3.2.2).
The class of field theories that are conformal (CFT) do not describe reality, but
can be seen as approximations of QCD in the strong coupling limit. They are an
invaluable tool to understand the physics of strong interaction. In this sense, AdS-CFT
is like ideal hydrodynamics: even if it is an idealisation, it lays down the fundamentals
of our comprehension of the physics at hand.
3.2.2 Fefferman-Graham coordinates
The idea behind Fefferman-Graham (FG) coordinates is to put the bulk AdS metric
into a standard form which makes the link with the CFT straightforward. Namely, in
the FG coordinates, the metric reads
ds2 =
1
u2
(gµνdx
µdxν + du2), (3.7)
where µ and ν are 4-dimensional indices in our conventions and u is a radial coordinate
that is precisely zero on the AdS boundary. This metric has a second order pole on the
AdS boundary, consistently with definition 2.2 of chapter 2. The 4-dimensional metric
gαβ appearing in the 5-dimensional element is precisely the metric in the CFT dual
theory that “lives” on the boundary, i.e. in the limit u→ 0.
Since the dual CFT side is non-gravitational, the 4-dimensional metric has usually
a background term gαβ such that
gαβ = gαβ + . . . , (3.8)
and that just translates the geometry of the AdS boundary. It can be the metric of
R×S3 if the bulk AdS space-time is spherically symmetric, or the one of R×R3 in the
case of planar AdS black holes in Poincaré coordinates, to give a few examples. The
dots in (3.8) host information about the energy-momentum tensor of the dual quantum
system, as is demonstrated in [113].
3.2.3 Hawking temperature
So far we have discussed the mapping between the gravitational theory in AdS and the
gauge theory. But in practice, how does it work? An intuitive answer is that, thanks
to the laws of black hole thermodynamics that were uncovered in [79, 80, 114], we can
simply identify the thermodynamical quantities of black holes in AdS with those of
the dual quantum system that lives on the boundary. This is actually a consequence
of the GKP-Witten relation that we discuss later in section 3.2.4. In section 3.3, we
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illustrate and demonstrate this statement on a practical example. For now let us focus
on temperature.
Since the discovery of Hawking radiation in [80], we know that black holes, be-
cause of the causal nature of the horizon, can separate virtual particles resulting from
quantum fluctuations of vacuum. Black holes thus emit a black-body radiation with a
certain temperature, the so-called Hawking temperature. A consequence of this phe-
nomenon in the context of the AdS-CFT conjecture is that if the bulk AdS space-time
hosts a black hole with temperature T , the dual quantum system is also at temperature
T . On the other hand, a bulk space-time with no black hole has an undefined, or zero
temperature, and the dual system can only be at zero temperature as well.
A simple procedure for determining a black hole temperature is the following.
Suppose the black hole metric can be written in the following form
ds2 = −f(r)dt2 + dr
2
f(r)
+ . . . , (3.9)
where t is a time coordinate and r a radial coordinate. If now we go to Euclidean time2
tE = it, it comes
ds2 = f(r)dt2E +
dr2
f(r)
+ . . . . (3.10)
The horizon lies at the coordinate r0 such that f(r0) = 0. Near the horizon, we can
thus approximate f(r) by
f(r) ' f ′(r0)(r − r0), (3.11)
such that the Near-Horizon (NH) metric reads
ds2|NH = dr
2
f ′(r0)(r − r0) + f
′(r0)(r − r0)dt2E + . . . . (3.12)
We can make this expression cleaner by a change of variables. Namely if we let
ρ = 2
√
(r − r0)
f ′(r0)
and dρ =
1√
(r − r0)f ′(r0)
, (3.13)
the NH metric becomes
ds2|NH = dρ2 + ρ2d
(
f ′(r0)
2
tE
)2
+ . . . . (3.14)
2This is also called a Wick rotation of pi/2 in the complex plane. The formalism of Euclidean (or
imaginary) time is often used in quantum statistical mechanics, where it can be shown that Green’s
function are periodic in the Euclidean time with a period that scales like the inverse of the temperature.
Euclidean time is a way of looking at the time dimension as if it were a space dimension: the motion
is possible forward or backward along Euclidean time, just like it is possible to move left and right in
space.
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This now looks like a regular flat geometry in polar coordinates dρ2 + ρ2dθ2. However
the polar angle θ is 2pi-periodic with identification of the points θ = 0 and θ = 2pi. If the
parenthesis f ′(r0)tE/2 of (3.14) is not 2pi-periodic, the metric exhibits what is called
a conical singularity on the horizon ρ = 0. Since it is well-known that in general the
metric is not singular on the horizon, it means that the Euclidean time tE is necessarily
β-periodic with
β =
4pi
f ′(r0)
. (3.15)
In statistical mechanics of quantum systems, the periodicity of the Euclidean time is
known to be related to the temperature T in the canonical ensemble, this is the so-called
Kubo-Martin-Schwinger (KMS) condition [115,116]. We thus define appropriately the
proper temperature of the black hole by
T ≡ 1
β
=
f ′(r0)
4pi
. (3.16)
This definition agrees with the results of Hawking [80] and can be identified with the
temperature of the dual system.
3.2.4 The GKP-Witten relation at equilibrium
The GKP-Witten relation is the cornerstone of the AdS-CFT duality. Namely, it pro-
vides a relation between two quantities: one deals only with the gravitational theory in
AdS, while another characterises the conformal theory. The correspondence is entirely
encoded in this equal sign.
Let us denote by Z the generating functional of a quantum field theory. It is
analogous to the partition function in classical statistical mechanics and determines
fully the theory. The GKP-Witten relation basically states that, in the large-Nc limit
and at thermodynamical equilibrium, the generating functional of a string theory in
bulk AdS is equal to the generating functional of a CFT living on the boundary. Namely
ZAdS = ZCFT . (3.17)
We admit this result because its discussion is much beyond the scope of the present
manuscript. Let us just mention that the argument is based on the similarity of the
topology of Feynman diagrams in both string theory and QCD, and that both AdS
and CFT share the conformal invariance SO(2, 4). The fact that the string theory is
embedded in AdS space-time stems from conformal invariance requirements on both
side of the correspondence.
Looking for a quantum theory of gravity, it can be expected to be formulated in
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terms of a path integral
Z =
∫
DgeiSL , (3.18)
where g is the metric, SL is the Lorentzian action, and Dg is the measure of the
path integral. It is a concise way to represent the infinite-dimensional integral over
all possible configurations on all of space-time. We would like to make the integral
convergent, which is most easily achieved with an real exponential factor. We thus go
to Euclidean time tE = it such that
Z =
∫
Dge−SE , (3.19)
where SE is the Euclidean action, namely the gravitational action in the Euclidean
formalism that we already used in section 3.2.3. However, this integral is still diverging,
which is one of the problems in unifying gravity with quantum field theory. Nonetheless,
even if not strictly legal, we want to approximate this integral by the saddle-point
method. Namely, of all the possible configurations of the metric g in the path integral,
we retain only the major contribution which is the one that makes the action stationary.
Thus
Z ' e−S?E , (3.20)
where S?E is the on-shell Euclidean action, i.e. the Euclidean action evaluated precisely
for solutions of the equations of motion. This equation is only valid in the large-Nc
limit of section 3.1.3. Thus we end up finally with the very useful formula
lim
Ncλ1
ZCFT = e
−S?E . (3.21)
The main advantage of this relation is that the left-hand side is very difficult (if not
impossible) to compute in the conformal quantum field theory, while the right-hand
side just needs evaluating the classical action of GR (see appendix C), plus potential
α′ corrections of string theory.
One remaining question is how to relate the fundamental constants on both sides
of the duality. The gravitational side necessarily contains the gravitational constant
G and the AdS length L, while the quantum side necessarily deals with the number
of colours Nc and the ’t Hooft coupling λ (section 3.1.3). If physical quantities like
temperature and entropy has to be identified on both sides of the correspondence, there
must exist a dictionary that identify the two sets of fundamental constants. This is
called the AdS-CFT dictionary. In the particular case of the AdS5-N = 4 SYM duality,
it reads
N2c =
pi
2
L3
G5
and λ =
(
L
ls
)4
, (3.22)
where G5 is the gravitational constant in 5-dimensional gravity, and ls is the length of
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strings in string theory. Again, we admit these relations. In this chapter, we only need
the first relation for Nc.
3.3 Equilibrium in the strong coupling limit
As a first approach to AdS-CFT computations, the thermodynamical equilibrium in
N = 4 SYM is among the simplest computations that we can make. We thus consider
a planar black hole in 5-dimensional AdS. The advantage of this example is that the
boundary geometry is R×R3, and is thus directly related to our real-world Minkowski
space-time. Furthermore, we can validate several concepts of the correspondence, like
the identification of black hole thermodynamics with thermodynamics of the dual sys-
tem, as well as the GKP-Witten relation (3.21).
3.3.1 Planar horizons
Consider the 5-dimensional AAdS planar black hole metric on the Poincaré patch of
AdS (see equation (2.8) of chapter 2)
ds2 = − r
2
L2
(
1− r
4
0
r4
)
dt2 +
L2
r2
dr2
1− r
4
0
r4
+
r2
L2
(dx2 + dy2 + dz2). (3.23)
The radius r0 denotes the limit of the planar horizon, that have an infinite extent
in all three directions (x, y, z). Notice that this metric is invariant under the scaling
symmetry (µ ∈ {t, x, y, z})
xµ → axµ, r → r
a
, r0 → r0
a
, (3.24)
for any positive real factor a. This means that all planar horizons are equivalent under
this rescaling. In particular, there is no characteristic temperature. This means that
the dual N = 4 SYM theory does not allow phase transitions in R4 and describes the
asymptotic freedom limit only.
3.3.2 Thermodynamics of planar black holes
The length element (3.23) is clearly of the form (3.9), so we can compute the planar
black hole temperature with (3.16). The temperature of the planar black hole is thus
T =
r0
piL2
. (3.25)
According to the four laws of black hole thermodynamics [79,80,114], the entropy
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of the black hole is given by the area A of the horizon via
S =
A
4G5
. (3.26)
In the 5-dimensional planar black hole case, the area is a 3-dimensional volume that is
infinite. It is thus more appropriate to deal with a portion of the horizon V3 = LxLyLz
and to compute the entropy density, i.e. the entropy per horizon area unit. Because
the volume element on the horizon is (r0/L)2(dx2 + dy2 + dz2), the associated area is
A = (r0/L)
3V3, so that the entropy density is
s ≡ S
V3
=
1
4G5
(r0
L
)3
. (3.27)
If we use the AdS-CFT dictionary (3.22) and make explicit the temperature dependence
with (3.25), it comes
s =
pi2
2
N2c T
3. (3.28)
TheO(N2c ) dependence of the entropy characterises a deconfined phase (confined phases
have s = O(Nc)). Due to its scale invariance, the dual N = 4 SYM cannot describe a
confined phase.
From the second law of thermodynamics, we get the energy density
de = Tds =
3pi2
2
N2c T
3dT ⇐⇒ e = 3pi
2
8
N2c T
4. (3.29)
This formula reveals a T 4 dependence of the energy density. It is also known as the
Stefan-Boltzmann law and is standard for statistical systems at equilibrium. From
Euler’s law3 e = Ts− P , we get
P =
pi2
8
N2c T
4 ⇐⇒ e = 3P. (3.31)
The e = 3P equation translates the traceless character of the dual energy-momentum
tensor. This is a property that is common to all dual CFT and is due to the so-called
local Weyl invariance. Finally, the free energy is by definition
F = E − TS ⇐⇒ F = −pi
2
8
V3N
2
c T
4. (3.32)
3It can be demonstrated as follows. From the extensivity of the energy E, we get that for any
real number λ, E(λS, λV ) = λE(S, V ), where S is the entropy and V the thermodynamical volume.
Derivating this equation with respect to λ, we get
S
∂E
∂S
∣∣∣∣
V
+ V
∂E
∂V
∣∣∣∣
S
= E ⇐⇒ TS − PV = E, (3.30)
where we have used the thermodynamical definitions T = ∂E∂S
∣∣
V
and P = − ∂E∂V
∣∣
S
.
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3.3.3 Comparison with the quantum perfect gas
How far from the perfect gas case are these results? If the dual system were a perfect
gas, its entropy density should be (see appendix D)
sSYMPG =
(
NB +
7
8
NF
)
2pi2
45
T 3 =
2pi2
3
(N2c − 1)T 3, (3.33)
where we have used the bosonic and fermionic degrees of freedom of the N = 4 SYM
theory derived in section 3.1.4 equation (3.6). We thus find that in the large-Nc limit,
the entropy density of the dual system of the 5-dimensional AAdS planar black hole
(equation (3.28)) is (3/4)th of the N = 4 SYM perfect gas limit:
s =
3
4
sSYMPG . (3.34)
At this point, it should be reminded that the large-Nc limit is a strong coupling limit,
not a perfect gas limit. The above formula is thus a prediction of the behaviour of
the N = 4 SYM theory in a strong coupling limit. This result was obtained rather
simply with the AdS-CFT correspondence, whereas it would have been untractable
in the N = 4 SYM theory. It is also in agreement with numerical simulations. The
simplicity of the above calculations is one of the reasons why the correspondence is so
much popular.
3.3.4 Euclidean action of planar black holes
So far, we have identified the thermodynamical quantities of black holes thermodynam-
ics in AdS with those of the CFT dual, without demonstration. In this section, we want
to truly justify this identification from first principles, namely from the GKP-Witten
relation (3.21) of the AdS-CFT correspondence. We switch to Euclidean formalism
tE = it and use the variables
u =
r0
r
and h = 1− u4, (3.35)
so that the Euclidean metric reads
ds2 =
r20
L2u2
(hdt2E + dx
2 + dy2 + dz2) +
L2
hu2
du2. (3.36)
Note that the AdS boundary lies now at u = 0 and the horizon at u = 1. Moreover,
as in Euclidean formalism the signature of the metric must be (+ + + + +), the region
where h < 0 is forbidden: the Euclidean space-time simply terminates at u = 1.
Our goal is to compute the Euclidean action that is required by the GKP-Witten
relation. As explained in appendix C, the action has three contributions: the Einstein-
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Hilbert (EH) term, the Gibbons-Hawking-York (GHY) term, and the counter-term.
From the change of variable tE = it, the link between the Lorentzian SL and the
Euclidean action SE is
iSL = −SE, (3.37)
or equivalently
√−g → −√g.
The Einstein-Hilbert term It is given by
SEH = − 1
16piG5
∫
(R− 2Λ)√gd5x. (3.38)
With the formulas (2.3) and (2.4) of chapter 2, it comes R−2Λ = −8/L2. Furthermore,
from the metric (3.36), we find √g = r40/L3u5. Since the Euclidean time is β-periodic,
we integrate from t = 0 to t = β. The horizon having an infinite spatial extension,
we restrict the integral to a finite volume V3 in the (x, y, z) directions. Finally, we
learn in appendix C that the integral may temporarily diverge near the AdS boundary,
so that we run the integration down to u = ε  1 but not 0, at least momentarily.
These divergences cancel each other in the total action. All these arguments taken into
account, we end up with the on-shell result
S?EH =
1
2piG5
r40
L5
∫ β
0
dt
∫
V3
d3x
∫ 1
ε
du
u5
=
βV3
8piG5
r40
L5
(
1
ε4
− 1
)
. (3.39)
The GHY term It is given by (see appendix C equation (C.25))
SGHY =
1
8piG5
∫
∂V
Θ
√
qd4x, (3.40)
where ∂V is the AdS boundary u = ε→ 0, q is the determinant of the induced metric
qAB = gAB − nAnB on ∂V , nA is the unit normal vector to ∂V and Θ is the mean
extrinsic curvature of ∂V . The expression of nA is very simple in the coordinates
(t, x, y, z, u):
nA =
(
0, 0, 0, 0,− 1√
guu
)
. (3.41)
This ensures the normalisation gMNnMnN = 1. The minus sign in (3.41) is chosen so
as to make nA pointing toward increasing r coordinates and thus decreasing u. The
mean extrinsic curvature Θ is the trace of the extrinsic curvature tensor Θαβ which is
half of the Lie derivative of qαβ along nA (see appendix B equation (B.25)):
Θαβ = −1
2
(
nM∂Mqαβ + qαM∂
Mnβ + qβM∂
Mnα
)
. (3.42)
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In this equation, the last two terms are zero since the metric is diagonal and nµ = 0.
Taking the trace, we find
Θ = −1
2
nuqµν∂uqµν = −1
2
nu∂u ln(q) = − n
u
√
q
∂u
√
|q|. (3.43)
According to the Euclidean metric (3.36), we find
nu = −u
√
h
L
,
√
q =
r40
√
h
L4u4
, Θ =
2u4 − 4
L
√
h
. (3.44)
Collecting all these results, we get the on-shell result (note that the integral just brings
a factor βV3)
Sε?GHY =
βV3
8piG5
lim
u→ε
(
√
qΘ) =
βV3
8piG5
r40
L5
(
2− 4
ε4
)
. (3.45)
The counter-term In the AdS-CFT context, adding a counter-term to the action
(see appendix C equation (C.42)) is called holographic renormalisation. In five dimen-
sions, it is
SCT =
1
8piG5
∫
∂V
3
L
(
1 +
L2
12
R
)√
qd4x, (3.46)
where R is the Ricci scalar curvature of qαβ. However, for planar black holes, a cal-
culation shows that R is zero4. Thus, with the help of (3.44), follows the on-shell
result
Sε?CT =
3βV3
8piG5L
lim
u→ε
√
q =
3βV3
8piG5
r40
L5
(
1
ε4
− 1
2
)
. (3.47)
Thermodynamical quantities Combining (3.39), (3.45), (3.47), all diverging terms
in the ε→ 0 limit vanish, and the total on-shell Euclidean action is
S?E = −
βV3
16piG5
r40
L5
. (3.48)
From the GKP-Witten relation (3.21), we obtain the partition function of the dual
system by
Z = e−S
?
E . (3.49)
Regarding the quantum dual system, statistical mechanics teaches that the free energy
is nothing but
F ≡ − 1
β
lnZ =
1
β
S?E = −
V3
16piG5
r40
L5
. (3.50)
4Indeed, from (3.23), the induced metric on the r = cst hypersurfaces is ds2|r=cst ∼ −cst1dt2 +
cst2(dx2 + dy2 + dz2). By a suitable rescaling of the variables, it can be brought to the Minkowski
metric which has zero curvature.
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Switching from r0 to the Hawking temperature T with (3.25), and using the AdS-CFT
dictionary (3.22), it comes
F = −pi
2
8
V3N
2
c T
4. (3.51)
At this point, the temperature is the Hawking temperature of the black hole, not
the one of the dual system. However, the T 4 dependence of the free energy is so much
reminiscent of the Stefan-Boltzmann law that it is very natural to identify the black hole
temperature with the one of the dual system. Then, with the usual thermodynamical
relations
s = − 1
V3
∂F
∂T
, P = − ∂F
∂V3
, e =
F
V3
+ Ts, (3.52)
we recover the previous results of section 3.3.1
s =
pi2
2
N2c T
3, P =
pi2
8
N2c T
4, e =
3pi2
8
N2c T
4. (3.53)
Thus we were perfectly right when identifying the black hole entropy with the dual
system entropy in section 3.3.1: it is a consequence of the GKP-Witten relation, that
is the backbone of the AdS-CFT correspondence.
3.4 Hawking-Page phase transition
The second application of AdS-CFT we consider is the Hawking-Page (HP) phase tran-
sition. Namely, it states that equilibrium configurations are not always dual to black
holes in the gravity side, but can also be described by the thermal AdS metric if the
temperature is below some critical value. This time, the geometry of the boundary is
not R × R3 as in the QGP case but R × S3, where S3 is the 3-sphere. The computa-
tion proceeds as usual, namely with the computation of the on-shell action and with
identification of the thermodynamical quantities.
3.4.1 The Schwarzschild-AdS black hole
We consider the Euclidean 5-dimensional Schwarzschild-anti de-Sitter (SAdS) metric
in static coordinates (defined in equation (2.15) of chapter 2)
ds2 = f(r)dt2 +
dr2
f(r)
+ r2dΩ3 with f(r) = 1 +
r2
L2
− r
4
0
L2r2
, (3.54)
where dΩ3 = dψ2 + sin2 ψ(dθ2 + sin2 θdϕ2) is the unit 3-sphere length element (ψ, θ ∈
[0, pi] and ϕ ∈ [0, 2pi[). The horizon lies at r+ such that
f(r+) = 0 ⇐⇒ r4+ + L2r2+ − r40 = 0. (3.55)
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Using the definition (3.16) of Hawking temperature of the black hole, we find that
it obeys
T =
2r2+ + L
2
2pir+L2
. (3.56)
This function is actually bounded below and a computation shows that
dT
dr+
= 0 ⇐⇒ r+ = L√
2
⇐⇒ T = T1 ≡
√
2
piL
. (3.57)
Thus the temperature of the black hole is constrained by T ≥ T1. No black hole with
smaller than T1 temperature can exist. Furthermore, for T ≥ T1, two black holes
solutions are possible, since
r+ =
piL2T
2
(
1±
√
1− T
2
1
T 2
)
. (3.58)
Depending on the sign choice in this equation, there are two distinct solutions for a
given temperature T : a small black hole or a large black hole.
3.4.2 Free energy
In order to compute thermodynamical quantities, we first compute the Euclidean on-
shell action and use the GKP-Witten relation at equilibrium (3.21). As usual, the
action is made of three terms
The bulk action The bulk (or EH) action is
Sbulk = − 1
16piG5
∫
(R− 2Λ)√gd5x. (3.59)
In 5-dimensional vacuum AdS space-time, R − 2Λ = −8/L2, and √g = r3 sin2 ψ sin θ,
such that the on-shell result is
S?bulk = lim
r→∞
piβ
G5L2
∫ r
r+
r3dr =
piβ
4G5L2
(r4 − r4+). (3.60)
The GHY term It is given by
SGHY =
1
8piG5
∫
∂V
√
qΘd4x. (3.61)
In the same spirit of section 3.3, we have
nr =
√
f,
√
q =
√
fr3 sin2 ψ sin θ, Θ = − n
r
√
q
∂r
√
q, (3.62)
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and the on-shell computation gives
S?GHY = − lim
r→∞
piβ
8G5
(r3f ′ + 6r2f) = − lim
r→∞
piβ
4G5L2
(4r4 + 3r2L2 − 2r40). (3.63)
The counter-term It is given by (see equation (C.42) of the appendix C)
SCT =
3
8piG5L
∫
∂V
(
1 +
L2
12
R
)√
qd4x. (3.64)
The Ricci tensor R of the induced metric qαβ on ∂V is nothing but the Ricci tensor of
the 3-sphere R = 6/r2, such that the on-shell counter-term is
S?CT = lim
r→∞
3piβr4
4G5L2
√
1 +
L2
r2
− r
4
0
r4
(
1 +
L2
2r2
)
= lim
r→∞
3piβ
4G5L2
(
r4 + r2L2 +
L4
8
− r
4
0
2
)
.
(3.65)
The total action Combining (3.60), (3.63) and (3.65), and trading r0 for r+ with
(3.55), we get for the total on-shell Euclidean action
S?E =
piβ
8G5L2
[
3L4
4
+ L2r2+ − r4+
]
. (3.66)
Notice that all diverging terms have vanished, as explained in appendix C. The free
energy, given by S?E/β as in section 3.3 equation (3.50), is thus
F =
pi
8G5L2
[
3L4
4
+ L2r2+ − r4+
]
. (3.67)
Rigorously speaking, we should have two different contributions for the small and the
large black hole (see equation (3.58)). However, it can be demonstrated that the free
energy of the small black hole is always the largest. Indeed, the difference of free
energies between a large black hole (LBH) and a small black hole (SBH) at the same
temperature T is
FLBH − F SBH = pi2L6T 2
√
1− T
2
1
T 2
[
1− pi2L2
(
T 2 − T
2
1
2
)]
, (3.68)
but T ≥ T1 and T1 =
√
2/piL, so that
T 2 − T
2
1
2
≥ T
2
1
2
=
1
pi2L2
. (3.69)
This establishes that FLBH is always smaller than F SBH . According to the semi-
classical approximation of the gravitational path integral (3.20), the free energy is
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dominated by whichever term is bigger. So from now on, we neglect the small black
hole contribution and take (3.67) for granted, where r+ is considered a function of the
temperature given by the choice of the plus sign in (3.58).
3.4.3 Casimir energy
One striking feature of (3.67) is that the free energy is not vanishing when the radius
of the black hole shrinks to zero. In the r+ → 0 limit, the thermodynamical energy of
pure 5-dimensional AdS is thus
E =
3piL2
32G5
=
3N2c
16L
, (3.70)
where we have used the AdS-CFT dictionary (3.22) to get the second equality. This is
precisely the discrepancy between the BK and AMD mass in five dimensions (equation
(2.107)). Note that in the free fields limit of N = 4 SYM on S×R3, the Casimir energy
is
ECasimir =
3(N2c − 1)
16L
. (3.71)
Thus, the energy (or mass) of the vacuum 5-dimensional AdS space-time is not zero but
corresponds precisely to this Casimir energy in the large-Nc limit, revealing another
striking connection between gravity in AdS and conformal theories. Notice that this
time, it is a result coming from quantum field theory (the Casimir energy) that sheds
light on a very counter-intuitive aspect of pure gravity (the non-vanishing mass of
5-dimensional vacuum AdS space-time).
3.4.4 Thermodynamical stability
In order to discuss the thermodynamical stability of SAdS black holes, let us consider
the difference between the free energies of the SAdS black hole and the pure vacuum
AdS metric (see equation (3.67))
∆F ≡ FSAdS − FAdS = pir
2
+
8G5L2
(L2 − r2+). (3.72)
There is a critical radius r+ for which ∆F = 0. This corresponds to
r+ = L ⇐⇒ T = T2 ≡ 3
2piL
, (3.73)
where in light of equation (3.57), T2 > T1. We can thus discuss the so-called HP phase
transition originally uncovered in [82]:
I If T < T1, no black hole can exist, the equilibrium is a thermal gas in AdS.
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I If T1 < T < T2, then ∆F > 0, this means that a meta-stable black hole can form
but it is not the minimum of the free energy and thus evaporates via Hawking
radiation to reach the thermal AdS state of equilibrium and thus ∆F = 0. Said
differently, the black hole evaporates too quickly and is gone before its radiation
had the time to bounce off the AdS boundary and maintain a non-vanishing
horizon.
I If T > T2, then ∆F ≤ 0 the black hole solution does minimise the free energy
and is a thermodynamical equilibrium.
The HP phase transition happens for T = T2 when ∆F flips sign. It is a first order
phase transition since F is continuous but not its first derivative across the transition.
We have thus recovered that, unlike the planar black holes of section 3.3.1, spher-
ical black holes in AdS can describe phase transitions. This is very reminiscent of the
hadron-QGP phase transition of QCD. However, the analogy is not complete. In the
case of SAdS black holes, the phase transition in the N = 4 SYM theory takes place
on the 3-sphere S3 whereas it occurs in R3 in QCD and comes from the dynamics in a
very complicated way. CFTs cannot have confining phases in R3, so that N = 4 SYM
is not a confining gauge theory in the same sense as QCD.
3.5 Viscosity of quark-gluon plasma
Last but not least, the third application of the correspondence we study is the shear
viscosity of QGP. As we have seen in section 3.1.2, the ratio of the shear viscosity
η to the entropy density s of QGPs can be inferred by combining measurements of
elliptic flows in hadron colliders with heavy numerical simulations. As strange as it
may seem, the AdS-CFT duality gives a theoretical framework that allows to explain
and predict this value of η/s with the help of GR in AdS space-time. Basically, since
quasi-normal modes of an event horizon are always damped, black holes can be said
dissipative. Within the correspondence, this feature is dual to the viscosity of a QGP,
as illustrated on figure 3.3. In this section, we show how the correspondence can be used
to deduce the ratio η/s of the shear viscosity to the entropy density. The technicality
of the argument is more involved than in the equilibrium case of section 3.3, so let us
sketch briefly the computational strategy.
We first generalise the GKP-Witten relation to non-equilibrium situations. In-
deed, the viscosity of a fluid is essentially a dynamical quantity and the equilibrium
computations of the previous sections are not powerful enough to study it. Secondly,
we focus on the expression of the energy-momentum tensor of a viscous fluid, that is
relevant for the QGP. Thirdly, we derive the Kubo formula that links a perturbation
T 82 t
CHAPTER 3. The AdS-CFT correspondence 3.5. Viscosity of quark-gluon plasma
[a\
AdS
Gravitational theory
black hole quark-gluon plasma
AdS boundary
Conformal Field Theory
Figure 3.3: Studying the quasi-normal modes of a black hole in AAdS space-times (left)
amounts to computing the viscosity of a QGP described by a CFT on the AdS boundary
(right). Credits: G. Martinon.
in the bulk AdS space-time to the shear viscosity of a dual quantum system on the
AdS boundary.
After these quite general considerations, we focus on a particular application.
Namely, we perturb the planar black hole background with a metric perturbation hxy.
We then solve the equations of GR for this perturbation. The boundary conditions on
the horizon must translate that nothing can escape out of it, and the boundary value
of the perturbation is left undetermined and parametrised by h(0)xy . This function h(0)xy
is precisely needed in both the out-of-equilibrium GKP-Witten relation and the Kubo
formula. Combining these two equations together allows to find T xy, the xy component
of the energy-momentum tensor of the perturbed QGP and therefore its shear viscosity.
The striking result of this procedure is that it gives results that are very close to
the combined experimental-numerical determination described in section 3.1.2, whereas
obtaining this result in QCD is untractable. We discuss the implications of such a result
at the end of this section.
3.5.1 GKP-Witten relation out of equilibrium
When the dual system is perturbed, the GKP-Witten relation (3.21) is not valid any
more as the partition function is undefined out-of-equilibrium. However, the pertur-
bation can be described by an operator O on the quantum side, and by a metric (or
field) perturbation in the gravity side. Thus, the GKP-Witten relation generalises to〈
exp
(
i
∫
φ(0)O
)〉
= exp(iS?[φ|∂V = φ(0)]). (3.74)
The left-hand side is the generating functional of the dual theory with a source term
φ(0) generated by an operator O. The right-hand side is just the evaluation of the
on-shell action when the bulk perturbation has a boundary value φ(0). We are not
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interested directly this relation but rather in its consequence, that is
〈O〉 = δS[φ
(0)]
δφ(0)
. (3.75)
The left-hand side 〈O〉 is the expectation value of an operator on the CFT side, for ex-
ample one component of the energy-momentum tensor. The right-hand side is merely
the functional derivative of the boundary action with respect to the boundary per-
turbation φ(0). From the 4-dimensional point of view, φ(0) is an external source, but
from the 5-dimensional point of view, φ is a field propagating in the bulk space-time.
Namely, the AdS-CFT correspondence claims that an external source of the gauge the-
ory can have a 5-dimensional origin. Said differently, a bulk field acts as an external
source for a boundary operator.
This gives the following AdS-CFT recipe:
¶ consider a perturbation φ of AdS with boundary value φ(0),
· solve the equations of motion for φ in the bulk AdS space-time,
¸ compute the on-shell action as a functional of φ(0),
¹ deduce the expectation value of the associated operator O with (3.75).
Namely, hereafter we consider a perturbation φ = hxy and deduce the expectation value
of the boundary energy-momentum tensor 〈T xy〉. Combined with the Kubo formula
discussed in section 3.5.3, it allows us to compute the shear viscosity of the QGP. The
main advantage of this framework is that all first three steps just require GR. The
last step, even if motivated by quantum considerations, needs no more knowledge than
equation (3.75).
At this point, let us mention that the out-of-equilibrium GKP-Witten relation
should better deal with the Euclidean action, as in section 3.2.4 discussing equilibrium.
Hereafter, we keep using the Lorentzian action as it allows us to make computations
simpler by using Fourier transforms. It turns out that, for the humble purposes of the
present manuscript, the results obtained are the right ones, thanks to the Lorentzian
prescription [112].
3.5.2 Energy-momentum tensor of a viscous fluid
A standard approach to describe the energy-momentum tensor of the QGP is to start
from the perfect fluid approximation and perform an expansion in terms of the deriva-
tives of the fluid 4-velocity uα. The first order hydrodynamics are thus described by
an energy-momentum tensor of the form
Tαβ = (e+ P )uαuβ + Pgαβ + ταβ, (3.76)
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where the last term is a linear combination of first order derivatives of uα:
ταβ = tαβµν∇µuν . (3.77)
The tensor tαβµν is unknown for the moment. However, assuming isotropy of space-
time, we can reduce its number of degrees of freedom. Typically, take four vectors Aα,
Bα, Cα, Dα and construct the scalar
S = tµνρσAµBνCρDσ. (3.78)
Requiring isotropy means that this scalar should not depend on the particular orien-
tation of the vectors, but only on their norms and relative orientations. This implies
that it can only be a linear combination of their scalar products, namely
S = α(A ·B)(C ·D) + β(C · A)(B ·D) + γ(A ·D)(B · C), (3.79)
where α, β, γ are unknown parameters. The scalar products are computed with the
metric so we get
S = (αgµνgρσ + βgµρgνσ + γgµσgνρ)︸ ︷︷ ︸
tµνρσ
AµBνCρDσ. (3.80)
By identification with (3.78), we get a 3-parameter expression for the tensor tαβµν .
Requiring the energy-momentum tensor to be symmetric, namely ταβ = τβα, we infer
that β = γ. We thus have shown that isotropy of space-time implies the following form
of ταβ:
ταβ = αgαβ∇µuµ + β(∇αuβ +∇βuα). (3.81)
The two parameters are closely linked to the bulk and shear viscosity. Indeed, let us
define
η = −β shear viscosity, (3.82a)
ζ = −α− 2
3
β bulk viscosity. (3.82b)
In the frame attached to the worldline uα, namely the fluid rest-frame, it is natural to
require the viscous forces to not contribute to the energy density nor to the momen-
tum of the fluid. This would require τ 0α = 0 in the fluid rest-frame. The covariant
formulation of this argument is
ταµuµ = 0. (3.83)
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Denoting Pαβ = gαβ +uαuβ the projector on the space-like hypersurface orthogonal to
uα, and combining (3.81), (3.82), (3.83), we end up with
ταβ = −PαµP βν
[
η
(
∇αuβ +∇βuα − 2
3
gαβ∇µuµ
)
+ ζgαβ∇µuµ
]
. (3.84)
This final expression of the viscous part of the energy-momentum tensor can be used
in the context of the AdS-CFT correspondence to link the shear viscosity η with a
perturbation of the bulk AdS space-time. This is the purpose of the Kubo formula for
viscosity.
3.5.3 Kubo formula for viscosity
Consider a first order perturbation h(0)αβ of the 4-dimensional quantum space-time living
on the AdS boundary
ds2 = g(0)µν dx
µdxν = −dt2 + dx2 + dy2 + dz2 + 2h(0)xy (t)dxdy. (3.85)
The metric g(0)µν is nothing but the boundary value of gµν defined in Fefferman-Graham
coordinates, equation (3.7) of section 3.2.2. For a fluid at rest, we also have
uµ = (1, 0, 0, 0) and uµ = (−1, 0, 0, 0). (3.86)
We want to compute the expectation value of the energy-momentum tensor due to the
metric perturbation at first order. Let us denote it by 〈T xy〉. We also assume that the
gravitational perturbation does not perturb5 the 4-velocity at first order. From (3.85),
the only non-zero Christoffel symbols are Γtxy,Γxtx,Γ
y
ty,Γ
x
ty,Γ
y
tx and the only non-zero
components of ∇αuβ are
∇xuy = ∇yux = Γtxy =
1
2
∂th
(0)
xy . (3.87)
With these results and (3.84), it comes at first order
〈T xy〉 = −Ph(0)xy − 2ηΓtxy = −Ph(0)xy − η∂th(0)xy . (3.88)
Taking the Fourier transform of this equation yields the Kubo formula for the shear
viscosity
〈T xy(ω, ~q = ~0)〉 = (−P + iωη)h(0)xy , (3.89)
where we have taken into account that our perturbation was only time-dependent and
thus that our result was only valid in the limit of zero propagation vector ~q = ~0. We
5This is also the case for a gravitational wave perturbation in the transverse-traceless gauge.
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apply this formula to the QGP case in section 3.5.7.
Finally, let us mention that repeating the above calculations with a perturbation
ds2 = −dt2 + (1 + h(0)(t))(dx2 + dy2 + dz2), (3.90)
yields another Kubo formula for the bulk viscosity:
〈T ii (ω, ~q = ~0)〉 =
9
2
ζiωh(0), (3.91)
Depending on the metric perturbation, we can thus determine either the shear or bulk
viscosities.
3.5.4 Framework
We now consider the particular case of the planar black hole to compute the shear
viscosity of the QGP. We use the following ingredients.
I The background metric of the planar black hole (section 3.3.1)
ds2 =
r20
L2u2
(−hdt2 + dx2 + dy2 + dz2) + L
2
hu2
du2, (3.92)
where u = r0/r, h = 1− u4 and whose thermodynamical quantities verify
T =
r0
piL2
, e = 3P =
3pi2
8
N2c T
4, s =
1
4G5
(r0
L
)3
. (3.93)
I The AdS-CFT dictionary (3.22)
N2c =
pi
2
L3
G5
and λ =
(
L
ls
)4
. (3.94)
I The energy-momentum tensor of the dual system (equations (3.76) and (3.84))
Tαβ = (e+P )uαuβ+Pgαβ−PαµP βν
[
η
(
∇αuβ +∇βuα − 2
3
gαβ∇µuµ
)
+ ζgαβ∇µuµ
]
.
(3.95)
Note that from the local Weyl invariance (T µµ = 0), it comes ζ = 0.
I The Kubo formula (3.89)
〈T xy〉 = (−P + iωη)h(0)xy , (3.96)
where ω is the frequency of the bulk perturbation hxy and h
(0)
xy its boundary value.
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We now add the following bulk perturbation
φ ≡ u
2L2
r20
hxy, (3.97)
so that the metric take the following matrix representation in the frame (t, x, y, z, u)
gαβ =
r20
u2L2

−h 0 0 0 0
0 1 φ 0 0
0 φ 1 0 0
0 0 0 1 0
0 0 0 0 L
4
r20h

. (3.98)
We now have to compute the action which comprises three terms: the EH (or
bulk) term, the GHY term, and the counter-term (appendix C).
3.5.5 Action
The bulk action Its expression is
Sbulk =
1
16piG5
∫
(R− 2Λ)√−gd5x. (3.99)
As the perturbation φ is supposed to be small, we retain only terms that are at most
second order in the perturbation. Computing the Ricci scalar6 of the metric (3.92), it
comes (setting φ′ = ∂uφ)
Sbulk = S0 + S1 + S2, (3.100a)
S0 = − r
4
0
16piG5L5
∫ (
8
u5
)
d5x, (3.100b)
S1 =
r20
8piG5L
∫
1
u3
∂x∂yφd
5x, (3.100c)
S2 =
r40
16piG5L5
∫ [
2h
u3
φφ′′ +
2L4
r20u
3
φ∂2zφ−
2L4
r20hu
3
φ∂2t φ+
3h
2u3
φ′2 − 8
u4
φφ′
+
3L4
2r20u
3
(∂zφ)
2 − 3L
4
2r20hu
3
(∂tφ)
2 +
4
u5
φ2
]
d5x. (3.100d)
The term S0 is the background (equilibrium) part that we already have discussed in
equation (3.39). In order to simplify these expressions, we perform the 4-dimensional
Fourier transform of φ. Denoting k = (−ω, ~q) with ~q a 3-dimensional wave vector, we
set
φ(t, x, y, z, u) =
∫
d4k
(2pi)4
e−iωt+iq·xφk(u), (3.101)
6A symbolic computation software might be of help.
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where q · x = qxx+ qyy + qzz. It is useful to recall that∫
d4xe−i(ω+ω
′)t+i(q+q′)·x = (2pi)4δ(ω + ω′)δ(q + q′). (3.102)
Let us also define a scalar product for functions:
f · g =
∫
d4k
(2pi)4
fg. (3.103)
We also trade the r0 for temperature T with (3.93) and denote
w =
ω
T
and q =
qz
T
. (3.104)
With all these notations at hand, it is (tedious but) straightforward to show that
S0 = − r
4
0V4
2piG5L5
∫ 1
0
(
du
u5
)
, (3.105a)
S1 = 0, (3.105b)
S2 =
r40
16piG5L5
∫ 1
0
[
h
u3
(
3
2
φ′k · φ′−k + 2φ′′k · φ−k
)
− 8
u4
φ′k · φ−k
+
(
w2 − q2h
2pi2hu3
+
4
u5
)
φk · φ−k
]
du. (3.105c)
The S2 term is nothing but a 1-dimensional second order action, which is discussed in
section C.1.3 of appendix C. We can thus proceed to a cascade of integrations by parts
and get
S2 =
r40
32piG5L5
∫ 1
0
[(
h
u3
φ′k
)′
+
w2 − q2h
pi2hu3
φk
]
· φ−kdu
+
r40
16piG5L5
[
3h
2u3
φk · φ′−k −
4
u4
φk · φ−k −
(
h
u3
)′
φk · φ−k
]u=1
u=0
. (3.106)
On the first line can be read the equation of motion for φk while the second line contains
all boundary terms. The divergence at u = 0 is only temporary and is fixed with the
GHY term and the counter-term. After a minimal rewriting, we thus get for the total
on-shell action
S?bulk =
r40
16piG5L5
[
2V4
u4
+
(
1− 1
u4
)
φk · φ−k + 3
2
(
1
u3
− u
)
φk · φ′−k
]u=1
u=0
. (3.107)
At this point, we should fix the boundary conditions for φ at u = 1. We delay the
argument up to section 3.5.6 and admit momentarily that φ ∝
u→1
ln(1− u4), such that
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all φ terms in (3.107) vanish when they are evaluated at u = 1. We thus conclude that
S?bulk = lim
u→0
r40
16piG5L5
[
V4
(
− 2
u4
+ 2
)
+
(
1
u4
− 1
)
φk · φ−k − 3
2u3
φk · φ′−k
]
. (3.108)
The Gibbons-Hawking-York term It is defined by
SGHY = − 1
8piG5
∫
u=0
Θ
√−qd4x. (3.109)
We have already seen (equation (3.43)) that we could compute the mean extrinsic
curvature of the AdS boundary as
Θ = − n
u
√−q∂u
√−q with nu = − 1√
guu
. (3.110)
With (3.92), it thus comes at second order in φ:
√−q = r
4
0
L4
√
h
u4
(
1− φ
2
2
)
, nu = −u
√
h
L
. (3.111)
The GHY term thus reads at second order in φ
SGHY = − r
4
0
8piG5L5
∫
u=0
[
u
√
h
(√
h
u4
)′(
1− φ
2
2
)
− h
u3
φφ′
]
d4x. (3.112)
Using the Fourier representation (3.101), it comes
SGHY = lim
u→0
r40
8piG5
L5
[
V4
(
4
u4
− 2
)
+
(
− 2
u4
+ 1
)
φk · φ−k + 1
u3
φk · φ′−k
]
. (3.113)
The counter-term Knowing that planar black holes have zero intrinsic curvature
on hypersurfaces u = cst (see footnote below (3.46)), the on-shell counter-term is
S?CT = −
3
8piG5L
∫
u=0
√−qd4x = − 3
8piG5L
∫
u=0
√
h
u4
(
1− φ
2
2
)
d4x. (3.114)
In Fourier representation, this amounts to
S?CT = lim
u→0
3
8piG5L
[
V4
(
− 1
u4
+
1
2
)
+
(
1
2u4
− 1
4
)
φk · φ−k
]
. (3.115)
Total action Combining (3.108), (3.113) and (3.115), it comes for the total on-shell
action
S? = lim
u→0
r40
16piG5L5
[
V4 − 1
2
φk · φ−k + 1
2u3
φ−k · φ′k
]
. (3.116)
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Even if not obvious at first sight, the third term in the hook is not divergent. This
becomes clear when solving the equation of motion near u = 0.
3.5.6 Resolution of the equations of motion
The equation of motion appears clearly on the first line of (3.106). In the following,
we solve it in the case of a small w and a vanishing q. It thus reads(
h
u3
φ′k
)′
+
w2
pi2hu3
φk = 0. (3.117)
To make the resolution easier, let us expand the solution in powers of w as
φk(u) = F0(u) + wF1(u) + w
2F2(u) + . . . . (3.118)
At orders 0 and 1, F0 and F1 both satisfy(
h
u3
F ′
)′
= 0 ⇐⇒ F (u) = A+B ln(1− u4), (3.119)
so that
φk = A0 + wA1 + (B0 + wB1) ln(1− u4) +O(w2), (3.120)
where the A and B are the integration constants of orders 0 and 1. We introduce the
equivalent but more standard notation
φk = φ
(0)
k (1 + φ
(1)
k ln(1− u4)) +O(w2). (3.121)
In this equation, φ(0)k has the clear meaning of the boundary value of φk. In order
to get an expression for φ(1)k , we need to impose boundary conditions on the horizon
u = 1. We thus develop the equation of motion (3.117) near u = 1 (for example
h = 1− u4 ∼
u→1
4(1− u)). We thus get
φ′′k −
φ′k
1− u +
( w
4pi
)2 φk
(1− u)2 = 0 (when u→ 1). (3.122)
Looking for a regular power-law solution φk = (1 − u)λ, the dispersion relation λ2 +
(w/4pi)2 = 0 comes directly. Hence
φk ∼
u→1
C(1− u) iw4pi +D(1− u)−iw4pi , (3.123)
where C and D are constants of integration. In order to better understand the signifi-
cance of these two independent solutions, let us move to tortoise coordinates u? defined
by gtt = −gu?u? , or equivalently, ds2 ∝ −dt2 + du2? + . . .. Given the metric (3.92), we
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find that du2? = L4du2/r20h2, or equivalently
u? = −L
2
r0
∫
du
h
∼
u→1
1
4piT
ln(1− u) + cst, (3.124)
where we have used h ∼
u→1
4(1− u) and the temperature result (3.93). In these coordi-
nates, equation (3.123) becomes
φk ∼
u?→0
Ceiωu? +De−iωu? . (3.125)
We can get more insight of what this means if we consider the simple example for a
monochromatic wave. It would imply, after taking the inverse Fourier transform
φ ∼
u?→0
C e−iω(t−u?)︸ ︷︷ ︸
outgoing wave
+D e−iω(t+u?)︸ ︷︷ ︸
ingoing wave
. (3.126)
This is nothing but a linear combination of monochromatic ingoing and outgoing waves.
The ingoing wave is the one moving toward increasing u (decreasing radius r = r0/u)
and thus decreasing u?. We thus naturally set C = 0 as a boundary condition, in
order to forbid waves outgoing from the horizon. Moreover, since we are looking for an
expansion in w (see equation (3.118)), we keep only the first order in w, so that from
(3.125) it remains only
φk ∝
u→1
w→0
1− iw
4pi
ln(1− u4) +O(w2). (3.127)
Comparing to (3.121), we are thus able to conclude that the solution of (3.117) is
unambiguously
φk = φ
(0)
k (1 + φ
(1)
k ln(1− u4)) +O(w2) with φ(1)k = −
iw
4pi
. (3.128)
The coefficient φ(0)k is left undetermined, as explained in section 3.5.1.
3.5.7 Viscosity to entropy density ratio
We are now able to evaluate precisely the on-shell action (3.116). With the result
(3.128), the limit u→ 0 is no more divergent and it comes
S? =
r40
16piG5L5
[
V4 − 1
2
φ
(0)
−k · φ(0)k + 2φ(0)−k ·
(
φ
(1)
k φ
(0)
k
)]
. (3.129)
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In order to get the metric on the CFT side, we introduce the FG coordinates, discussed
in section 3.2.2. Introducing the variable u˜ defined by
u2 =
2u˜2
u˜2 + u˜20
with u˜0 =
√
2
r0
, (3.130)
the metric (3.98) in FG coordinates takes the following form
ds2 =
1
u˜2
[
− u˜
2
0 − u˜2
u˜20 + u˜
2
dt2 +
(
1 +
u˜4
u˜40
)
(dx2 + dy2 + dz2 + 2φdxdy) + du˜2
]
. (3.131)
On the AdS boundary, i.e. taking the limit u˜ → 0, we can thus read the CFT metric
as in section 3.2.2 equation (3.7):
ds2|CFT = g(0)µν dxµdxν = −dt2 + dx2 + dy2 + dz2 + 2φ(0)dxdy. (3.132)
At this point, we use a key concept of the AdS-CFT correspondence already discussed
in section 3.5.1: the bulk gravitational perturbations are considered as boundary source
terms for the CFT. This allows us to define the CFT energy-momentum tensor with
equation (C.10) of the appendix. On the CFT side, it thus comes, at second order in
h
(0)
xy
Tαβ =
2√
−g(0)
δS
δg
(0)
αβ
⇐⇒ δS = 1
2
∫
T µνh(0)µν
√
−g(0)d4x =
∫
T xyφ(0)d4x, (3.133)
or equivalently, in Fourier space (recall (3.102))
〈T xy〉 = δS
δφ(0)
⇐⇒ 〈T xyk 〉 =
δS
δφ
(0)
−k
. (3.134)
Combining with (3.129), we finally get the expression of the expectation value for the
energy-momentum tensor on the CFT side, namely
〈T xyk 〉 =
r40
16piG5L5
(
−1 + 4φ(1)k
)
φ
(0)
k . (3.135)
By identification with the Kubo formula (3.89), and using the thermodynamical rela-
tions between temperature and entropy density (3.93), it follows
P =
r40
16piG5L5
=
pi2
8
N2c T
4 and φ(1)k = iw
η
s
. (3.136)
The expression of the pressure P obtained with the AdS-CFT dictionary (3.22) is
nothing but the background (or equilibrium) result of section 3.3, equation (3.31).
As for φ(1)k , by identification with our previous determination (3.128), we immediately
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recover the desired and fundamental result
η
s
=
1
4pi
. (3.137)
3.5.8 Interpretation
If we reintroduce the fundamental constants of physics, we have found that in the
large-Nc limit of the N = 4 SYM theory
η
s
=
~
4pikB
' 6.1× 10−13 K.s. (3.138)
As a point of comparison, this ratio is 3300 larger for a typical nitrogen gas in the
atmosphere, so that QGPs can be said to have a very small ratio η/s compared to
ordinary matter. Of course we made the calculation in the ideal setup of the AdS-CFT
correspondence. For real-world QGPs, the 1/4pi value is a lower limit, namely at finite
coupling we expect
η
s
& 1
4pi
. (3.139)
This is in very good agreement with the combined experimental-numerical determi-
nation of this ratio (see section 3.1.2), which is around ∼ 1.5/4pi. This is all the
power of the correspondence: η/s is impossible to compute in QCD, but the AdS-CFT
correspondence allows to give a value that is very close to the combined numerical-
experimental measurements by simply looking at the perturbation of a black hole in
AdS space-time. It has long been known that quasi-normal modes of black holes are
by essence dissipative since part of the energy is absorbed by the horizon. This is the
so-called ringdown of black hole perturbations. AdS-CFT gives a striking connection
between the “viscosity” of black holes and the viscosity of QGPs.
This lower limit on η/s can be conjectured to be a fundamental limit valid for
all fluids. Heuristically, for a fluid of mass density ρ, whose particles have mass m,
a thermal average speed v and a mean free path l, the shear viscosity and entropy
density are roughly given by
η ' ρvl and s ' ρ
m
kB, (3.140)
where ρ/m is the number of particles considered. Using the Heisenberg uncertainty
principle
mvl & ~, (3.141)
(or equivalently, l slightly superior to the de Broglie wavelength) it comes
η
s
& ~
kB
. (3.142)
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parameter QGP large-Nc limit
λ ∼ 10 ∞
Nc ∼ 3 ∞
gYM ∼ 1 0
Table 3.1: Parameters for the real QGP and the AdS-CFT computation in the large-Nc limit.
Nc is the number of colours and λ the ’t Hooft coupling. Credits: [112].
It could thus be conjectured that the numerical factor 1/4pi is universal and is a fun-
damental limit of quantum field theories. The AdS-CFT computation gives the precise
value of the undetermined multiplicative factor in (3.142), namely 1/4pi.
However, we should keep in mind that our calculation is an idealisation. Table
3.1 emphasizes the differences between the assumptions we have used and the real
properties of the QGP of QCD. There are two types of corrections we can thus conceive,
namely 1/λ and 1/Nc corrections. For instance, the 1/λ corrections correspond to α′
(i.e. string) corrections. The computation gets much more involved and the result is of
the order of
η
s
' 1.2
4pi
, (3.143)
which is even closest to the experimental value. However, as a trade-off between accu-
racy and complexity, our simple computation with classical GR is already very efficient.
On conceptual grounds, it is very surprising and at the same time very exciting that
the properties of QGPs that are described by QCD can be computed considering black
holes in a purely GR setting.
3.6 AdS-CFT and beyond
This chapter aimed at presenting simple applications of the correspondence that are
accessible to non-experts of quantum field theories. Notably, we have studied the ther-
modynamical equilibrium of QGPs, the HP phase transition, and the shear viscosity
of QGPs. The HP phase transition can be extended to several other kinds of phase
transition, among them the very popular holographic superconductors, whose study is
much beyond the scope of the present manuscript.
The point is that, for the first time in the history of GR, AdS space-time touches
real-world physics in a very unexpected way, namely the physics of QGPs produced in
the LHC. The duality was then extended, giving rise to a profusion of dualities, which
are listed in [111]. The domains of applications of the gauge-gravity correspondence
now reaches the field of condensed matter physics, in particular with the advance of
the holographic superconductors. For many people, the correspondence is a promising
route to follow in order to unify quantum field theory and gravity.
Given the rising importance of the correspondence in the literature, it comes
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as no surprise that more and more relativists tried to probe deeper the gravitational
dynamics of the AdS space-time, that were almost unexplored before 1998. Despite
the rising interest in this space-time, the question of its non-linear stability was not
really addressed before 2011. And actually, it turns out that AdS space-time does not
only gives precious informations about superconformal theories, but also provides an
unexpected richness of features in purely gravitational physics.
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Anti-de Sitter instability
“Perfection is achieved only on
the point of collapse.”
Cyril Northcote Parkinson
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Einstein’s equations in vacuum admit three maximally symmetric solutions: Minkowski
(flat), dS and AdS space-times. They correspond respectively to zero, positive and
negative curvature and cosmological constant Λ. Both Minkowski and dS space-times
are non-linearly stable, which means that no small perturbation can grow unbounded.
Mathematical demonstrations can be found respectively in [117] and [118]. Both proofs
rely on a dispersion mechanism: any perturbation should decay one way or another,
and this is possible when waves can propagate freely toward infinity without back-
reacting substantially on the metric. The decay rate of the perturbation is exponential
in dS and the non-linear stability can be inferred relatively easily. In Minkowski, the
decay rate is borderline and the non-linear stability proof is much more subtle.
AdS space-time is much different. The negative cosmological constant acts like
a gravitational potential that prevents time-like geodesics from ever reaching infinity.
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Instead, test particles, whatever their initial speeds, come back to their starting point
in a finite proper time. This is even true for null geodesics. In this case, a photon can
reach infinity in a finite time (as measured by a static observer). Assuming that the
total energy (or mass) of space-time is conserved1, this photon has to bounce back on
space-like infinity, at the so-called AdS boundary. In other words, this space-time acts
like a reflective confining box: any test particle, be it massive or not, follows a straight
line in vacuum and comes back at its starting point in a finite time. It thus oscillates
perpetually, as if it were trapped in a 4-dimensional billiard table, as illustrated in
figure 2.3 of chapter 2. This confining mechanism is clearly incompatible with the
decay argument needed for establishing a non-linear stability proof. And actually, no
such proof exists so far.
It has long been known that AdS was linearly stable, since the seminal works
of [94,119,120]. It means that no small perturbation can have a mode that is unbounded
in time at first order in amplitude. Nevertheless, linear stability does not imply non-
linear stability. Very curiously, the emergence of the AdS-CFT correspondence in 1998
(see [108–111, 121] and chapter 3) triggered an avalanche of papers, but very few of
them were concerned about the non-linear stability of AdS. The first questioning of
this point appeared in 2006 with the works of [122,123]. Notably in [123] the following
“rigidity” theorem was demonstrated:
Theorem 4.1 (Anti-de Sitter rigidity theorem) The only globally regular AAdS
space-time that tends to AdS at arbitrarily long times is AdS itself.
This is clearly the opposite of the decay condition for perturbations and it is
quite natural for a space-time that cannot radiate its energy to infinity. However, the
author conjectured that AdS was probably non-linearly stable, and this was the global
consensus at that time, with the notable exception of [122].
The number of researchers working on the AdS non-linear stability problem dras-
tically increased in 2011, after the seminal paper of Bizoń and Rostworowski [124]. The
more numerous the outcoming papers in the field, the more intricate and subtle the
problem seemed to be. This gave rise to lively debates in the community, but also to
an abundance of new numerical experiments and formalisms. In this chapter, we give
an overview of the state of the art of the AdS non-linear stability problem and hope
to disentangle the information harvested in the literature. We set the speed of light to
unity, c = 1.
1This is a natural assumption, but it is not mandatory though.
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4.1 Weakly turbulent instability of anti-de Sitter
In 2011, Bizoń and Rostworowski studied the collapse of a spherically symmetric scalar
wave packet in AdS. The setup of their experiment was reused so often that we deem
useful to reproduce it here.
4.1.1 Einstein-Klein-Gordon equations in spherical symmetry
Consider the EKG system of equations with cosmological constant in four dimensions:
Gαβ + Λgαβ = 8piG
(
∇αφ∇βφ− 1
2
gαβ∇µφ∇µφ
)
, (4.1a)
∇µ∇µφ = 0, (4.1b)
where gαβ is the metric, Gαβ is Einstein’s tensor, ∇ is the connection associated to the
metric, and φ is a real massless scalar field. In spherical symmetry and in conformal
coordinates (see section 2.1.2 equation (2.17)), the metric can be put into the form2
ds2 =
L2
cos2 x
(−Ae−2δdt2 + A−1dx2 + sin2 xdΩ2), x ∈
[
0,
pi
2
[
, (4.2)
where dΩ2 = dθ2 + sin2 θdϕ2 is the angular part of the length element. The metric
functions A, δ and scalar field φ are supposed to depend only on (t, x) and the AdS
boundary lies at x = pi/2. Accordingly, we choose notations in which overdots and
primes indicate time and radial derivatives respectively. Defining
Φ = φ′ and Π = A−1eδφ˙, (4.3)
the system of equations (4.1) boils down to evolution equations for the dynamical
variables (in units 4piG = 1)
Φ˙ = (Ae−δΠ)′, (4.4a)
Π˙ =
1
tan2 x
(tan2 xAe−δΦ)′, (4.4b)
and constraint equations
A˙ = −2 sinx cosxA2e−δΦΠ, (4.5a)
A′ =
1 + 2 sin2 x
sinx cosx
(1− A)− sinx cosxA(Φ2 + Π2), (4.5b)
δ′ = − sinx cosx(Φ2 + Π2). (4.5c)
2Note that both t and x coordinates have no dimensions. The physical time is thus Lt.
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Because the scalar field is massless, the AdS length scale L drops out of the equations.
The variables Φ and Π are evolved in time with (4.4) while the constraints (4.5b)-
(4.5c) are used to update the metric at each time step. The equation (4.5a) is used as
a monitor of code precision. This system of equations supplied with Dirichlet boundary
conditions and compatible initial data is locally well-posed [125,126].
4.1.2 Numerical observations
The initial data is chosen to be a localised wave packet with Gaussian shape:
Φ(0, x) = 0 and Π(0, x) = ε exp
(
−tan
2 x
σ2
)
, (4.6)
where ε denotes the amplitude and σ the width of initial data. Apparent horizon
formation is signalled by the vanishing of the blackening factor A in the metric (4.2),
such that the apparent horizon radius lies at its largest root. More numerical details
can be found in [127].
Letting the system evolve in time leads to the following observations. If the
amplitude is large, the scalar wave packet directly collapses to a black hole. Lowering
the amplitude and repeating the experiment, the horizon radius xH decreases and
eventually tends to zero when a critical amplitude ε0 is reached. This would have been
the end of the story in asymptotically flat space-times, as was noted by Choptuik and
collaborators in 1993 [128,129].
If the simulation is run with an amplitude ε < ε0, the scalar field starts to
contract but does not form a black hole. It then spreads and reaches infinity in a finite
time slightly larger than the null geodesic3 one t & piL/2, as was noted later in [130].
Because of the reflective boundary conditions, the field bounces off the AdS boundary.
When it comes back to the origin, self-gravitation had the time to build up a more
peaked scalar field profile, so much as to collapse to a black hole when approaching the
origin x = 0. This leads to a second branch of collapsing solutions that undergoes one
reflection.
When the amplitude is lowered down to a second critical value ε1 < ε0, the
resulting black hole has a horizon radius going to zero. Initial data with amplitudes
smaller that ε1 have to bounce off the AdS boundary twice before collapsing. And so
on and so forth. A sequence of critical amplitude εn can then be constructed, where
n is the number of bounces of the initial data having amplitudes εn < ε < εn−1. This
behaviour is illustrated in figure 4.1. Note that on this plot, xH denotes the horizon
radius right at the point of collapse. In the long term evolution, after several partial
absorptions and reflections of the scalar field on the horizon, all the scalar field falls into
3It depends also on how large the initial data is, i.e. how large is the parameter σ. The wider the
initial data, the shorter the time to reach the boundary.
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Figure 4.1: Left: horizon radius xH as a function of the amplitude ε of the initial wave packet.
The far right curve describes the prompt collapse of the scalar wave packet, the other curves
on the left are respectively for 1 to 9 reflections off the AdS boundary. Right: time of black
hole formation tH as a function of the initial amplitude of the scalar wave packet. Each step
corresponds to an additional reflection off the AdS boundary. The steps are separated by
an amount of time ∆t & piL, i.e. slightly larger than the time of a null round trip in AdS.
Credits: [124,131].
the black hole and the metric settles down to the SAdS solution with a mass parameter
in agreement with the mass of the initial data [130].
Furthermore, it was mathematically proved in [126] that the Schwarzschild-AdS
solution was non-linearly stable in spherical symmetry. Soon after black hole formation,
the space-time thus settles down to a stable and stationary Schwarzschild family of
solution. The striking feature unveiled by [124] is that however small the amplitude
of the initial data is, a black hole is formed all the same. This suggests to look at a
perturbative approach and see if some indications of collapse can be inferred.
4.1.3 Perturbative approach
We denote by ε the small parameter encoding the initial data amplitude. The EKG
system of equations (4.1) is invariant under the transformation φ→ −φ. Thus, under
the transformation ε → −ε, the scalar field should just change sign and the metric
change not at all. This is why the three functions admits the following even-odd
expansion:
φ = εφ1 + ε
3φ3 + . . . , (4.7a)
A = 1− ε2A2 − . . . , (4.7b)
δ = ε2δ2 + . . . . (4.7c)
At first order O(ε), the EKG system boils down to
φ¨1 + L̂φ1 = 0 with L̂ = − 1
tan2 x
∂x(tan
2 x∂x). (4.8)
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This equation can be solved by diagonalising the operator L̂. Defining an inner product
on the Hilbert space of solutions as
(f, g) =
∫ pi/2
0
f(x)g(x) tan2 xdx, (4.9)
an orthonormal basis of solutions is [127]
L̂ej = ω
2
j ej where ω
2
j = (3 + 2j)
2 and j ∈ N, (4.10a)
ej(x) = dj cos
3 xP
( 12 ,
3
2)
j (cos(2x)) with dj =
2
√
j!(j + 2)!
Γ(j + 3/2)
, (4.10b)
where Γ is Euler’s Gamma function and P (
1
2
, 3
2)
j are Jacobi polynomials. All eigen-
values are real and positive because the operator L̂ is self-adjoint. This means that
no eigenmode is unstable, which is consistent with the linear stability of AdS space-
time [94, 119, 120]. In addition, all frequencies are equidistant: the spectrum is said
to be resonant. We can now solve (4.8) through decomposition on the basis (ej)j∈N,
which gives:
φ1(t, x) =
∞∑
j=0
aj cos(ωjt+ βj)ej(x), (4.11)
where aj and bj are real constants. In other words, at first order the solution is merely
oscillating in time with a spatial dependence governed by the (ej)j∈N functions.
At second order, the equations relative to A2 and δ2 admit the following solutions:
A2(t, x) =
cos3 x
sinx
∫ x
0
[φ˙1
2
(t, y) + φ′1
2
(t, y)] tan2 ydy, (4.12a)
δ2(t, x) = −
∫ x
0
[φ˙1
2
(t, y) + φ′1
2
(t, y)] sin y cos ydy. (4.12b)
At third order, it comes
φ¨3 + L̂φ3 = S(φ1, A2, δ2) ≡ −2(A2 + δ2)φ¨1 − (A˙2 + δ˙2)φ˙1 − (A′2 + δ′2)φ′1. (4.13)
Projecting this equation on the basis (ej)j∈N yields, denoting c
(3)
j = (φ3, ej) and Sj =
(S, ej):
∀j, c¨(3)j + ω2j c(3)j = Sj. (4.14)
A straightforward (but tedious) look at the right-hand side of (4.14) makes it clear that
it contains some resonant terms cos(ωjt) or sin(ωjt) every time there exists a triplet
T 102 t
CHAPTER 4. Anti-de Sitter instability 4.1. Weakly turbulent instability of anti-de Sitter
[a\
(j1, j2, j3) such that
aj1 6= 0, aj2 6= 0, aj3 6= 0 and ωj = ωj1 + ωj2 − ωj3 . (4.15)
This is due to the resonant character of the spectrum of the operator L̂ and gives rise
to secular resonances, i.e. solutions of the form
φ3 ∼ t sin(ωjt) + . . . . (4.16)
These solutions are thus diverging linearly in time. We infer that when φ3 and φ1 are
of the same order of magnitude (namely after a time t = O(ε−2)), the perturbative
scheme breaks down, as we expect higher orders terms to be smaller than leading terms
in convergent series. Such resonances are quite common in perturbative expansions and
they can sometimes be cured by redefining the expansion parametrisation. For example
the Poincaré-Lindstedt method consists in expanding the frequencies ωj as
ωj = ω
(0)
j + ε
2ω
(2)
j + . . . . (4.17)
Substituting this expression into (4.11) and (4.13) leads to the suppression of many
secular resonances if the constants ω(2)j are chosen astutely. However, in the case
under study, if some resonances of (4.14) are indeed removable, others are not and the
expansion is truly diverging on time-scales t = O(ε−2) [124].
The perturbative approach thus provides an analytical argument in favour of the
black hole formation: any small perturbation cannot remain small and it takes a time
t = O(ε−2) to reach the fully-non linear regime. This is in very good agreement with
numerical results, for which the time of collapse does indeed scales as the inverse square
of the amplitude (figure 4.1). In analogy with quantum mechanics, this statement
describes the instability in position-space. In order to get the momentum-space picture,
we can take advantage of the perturbative approach and define the energy per mode
of a solution.
4.1.4 Energy per mode
For convenience, we introduce
Πj = (
√
AΠ, ej) and Φj = (
√
AΦ, e′j), (4.18)
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the projections of Π and Φ on the bases (ej)j∈N and (e′j)j∈N respectively4. Note that
(ei, ej) = δij but (e′i, e′j) = ω2j δij. The total mass of the system can be expressed as5
M =
1
2
∫ pi/2
0
(AΦ2 + AΠ2) tan2 xdx. (4.19)
Applying Parseval’s identity, it comes
M =
∞∑
j=0
Ej(t) with Ej = Π2j +
Φ2j
ω2j
. (4.20)
We can then reasonably interpret Ej as a proxy for the energy contained in the jth
mode (recall however that energy is not local). It turns out that the signature of the
instability is very clear when considering the energy per mode: it is characterised by a
weakly turbulent cascade.
4.1.5 Weakly turbulent cascade
In order to better understand the mechanism of black hole formation, the authors
of [124] tried to evolve initial data obtained with a single eigenmode of the linear
operator L̂, namely
(φ, φ˙)t=0 = ε(e0(x), 0). (4.21)
From a perturbative point of view, this single-mode initial data displays a single reso-
nant term in the expression of S0, and this term can indeed be removed by Poincaré-
Lindstedt regularisation. It suggests that such initial data should not collapse into a
black hole. This was actually checked via numerical evolution in time: a single-mode
excitation is indeed non-linearly stable.
On the other hand, the so-called two-mode initial data (coefficients are defined
in equation (4.10))
(φ, φ˙)t=0 = ε
(
e0(x)
d0
+
e1(x)
d1
, 0
)
, (4.22)
displays an irremovable secular resonance and does lead to black hole formation in
a time t = O(ε−2). It was then numerically observed in [124] that the energy of the
system was cascading to higher order modes and hence higher spatial frequencies. This
cascade behaviour is illustrated on figure 4.2. Black hole formation then provides a
natural cut-off that eventually forbids the transfer of energy to smaller and smaller
4Recall that e′j =
dej
dx .
5Recall that the energy density ρ measured by a static observer at infinity is Ttt where Tαβ =(∇αφ∇βφ− 12gαβ∇µφ∇µφ), so that ρ = A2e−δ2 (Φ2+Π2). Due to spherical symmetry, the mass can be
computed by integrating the energy density, but with a rescaled volume form. This is reminiscent of the
famous Tolman-Oppenheimer-Volkoff (TOV) equations and mass function for spherically symmetric
neutron stars.
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Figure 4.2: Fraction of the total energy contained in the first k + 1 modes Σk =
∑k
j=0Ej ,
for an initial excitation of the j = 0 and j = 1 modes (equation (4.22)). The energy in the
first sixteen modes Σ16 is almost constant while the energy in the first modes Σ1, Σ2, etc.,
decreases, which means that the energy is flowing to higher modes. Credits: [124].
scales indefinitely.
4.1.6 The anti-de Sitter instability conjecture
The important features of the simulations are the following:
I a black hole is formed however small the initial amplitude of the perturbation is,
I the formation time tH of the apparent horizon scales like O(ε−2),
I energy is flowing from low to high spatial frequencies during evolution.
The first and third properties gave rise to the so-called weakly turbulent be-
haviour. This lead to the following instability conjecture [132]:
Conjecture 4.1 (Anti-de Sitter instability) AdS is unstable against black hole for-
mation for a large class of arbitrarily small perturbations.
In [133], it was argued that the reflective boundary conditions were a key in-
gredient of the instability precisely because of the absence of a decay condition for
perturbations. Let us also mention that a diverging growth of the frequency of fluctu-
ations was already observed in [134] in a AdS space with a big crunch scenario.
4.1.7 Other features of the instability
From the geodesic analysis (figure 2.3 of chapter 2), it is expected that the crossing
time of a massless scalar wave packet is ∼ piL. However, the authors of [130] observed
that the time to form a black hole after one reflection was slightly larger than the time
needed for null geodesics to do one round trip in AdS space-time. Non-linearities thus
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Figure 4.3: Time-radial planes during the evolution of a Gaussian massless scalar field initial
data. The radii are in units of L, and colour encodes the scalar energy density. Vertical black
lines indicate the apparent horizon rH appearing at the end of the simulation. The initial
amplitude is 150 times smaller on the right panel and the corresponding apparent horizon lies
at rH = 0.0049L after one bounce off the AdS boundary. This figure is highly reminiscent of
figure 2.3 for null geodesics. Credits: [130].
tend to slow down the massless scalar field. A snapshot of the time-radial plane of
the evolution of the scalar field is pictured in figure 4.3 for both direct and delayed
collapse.
The instability in five dimensions was first investigated in [135]. In contradic-
tion with [124], they did not observe black hole formation below a certain amplitude
threshold. However, this was only due to their spatial resolution (6400 points): the
apparent horizon xH could not be resolved with such a few number of points. This was
demonstrated in [131] whose authors used 217 ∼ 130000 spatial points.
The instability is not only present in four and five dimensions, but in all dimen-
sions. Indeed, in [131], it was demonstrated that the spectrum of the linear operator
L̂ was resonant in all dimensions, with equally spaced eigen frequencies. The pertur-
bative approach always gives rise to secular resonant terms at third order, indicating
a breakdown at time t = O(ε−2), independent of the number of dimensions.
More and more arguments were gathered suggesting that the instability was sys-
tematic, i.e. independent of the initial data. For example, the instability was recovered
for complex scalar fields [136, 137]. Let us also mention the Vaidya setup of [138, 139]
where the Gaussian wave-packet is replaced by a Gaussian shell with initial data:
Φ(0, x) = 0 and Π(0, x) = ε exp
(
−tan
2
(
pi
2
− x)
σ2
)
, (4.23)
where the scalar field is initially concentrated close to the AdS boundary.
The weakly turbulent behaviour is not solely an intrinsic property of AdS, but it
was also observed in flat space-time enclosed in a cavity. The underlying idea is that the
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Figure 4.4: Energy spectrum at different times before collapse of a solution undergoing several
dozens of reflections in flat space-time enclosed in a cavity. Just before the apparent horizon
formation at time tAH , the spectrum is approximately a power law with a universal exponent
α ∼ −1.2. Credits: [140].
reflective boundary conditions of AdS space-times can be mimicked by a flat space-time
with appropriate boundary conditions at a finite radius. However, this analogy holds
only for spherically symmetric distributions. Indeed, the bouncing time is not isotropic
in such a cavity if the matter distribution is not spherically symmetric, whereas AdS
space-time is strictly isotropic, whatever is the initial distribution. In [140], Dirichlet
boundary conditions were imposed at a finite radius R of Minkowski space-time, with
Gaussian initial data. Again, arbitrarily small amplitudes lead to black hole formation
after potentially several bounces on the r = R wall. Figure 4.4 shows the spectrum Ej
versus j of the data at different times of the evolution. The turbulent cascade toward
high-j modes is visible and just before black hole formation, the spectrum approaches a
power law of exponent α ∼ −1.2. This value seems universal since it is independent of
the functional form of the initial data and is also observed in the 4-dimensional AAdS
case.
Finally, let us observe that the vocabulary of turbulence interfered with the AdS
instability field mainly because of the cascade of energy to higher spatial frequencies.
The analogy with fluid turbulence was even pushed further with the study of time
frequencies in [141]. In particular, it was shown that the power spectrum of the Ricci
scalar at the origin was characterised by a Kolmogorov-Zakharov (KZ) power spectrum,
i.e.
P (ω) = ω−s with s = 1.7± 0.1, (4.24)
ω being the time frequency. The numerical value of s seems to be universal as it holds
in both four and five dimensions with Gaussian or 20-mode initial data.
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4.2 Black hole formation in AdS space-times
The details of black hole formation in GR are in striking analogy with phase transitions.
This analogy was uncovered by the seminal work of Choptuik and collaborators [128,
129] in asymptotically flat space-times. Since black holes form more easily in AAdS
space-times, and given that there are several branches of black hole formations, it is
legitimate to ask how close to the asymptotically flat case the formation of black hole
with a negative cosmological constant is.
4.2.1 Critical phenomena in AAdS space-times
From an historical perspective, it is important to mention the numerical simulations
by Pretorius and Choptuik in 2000 [142] and Husain and collaborators in 2003 [143]
in AAdS space-times. In these papers, the authors evolved in time a spherically sym-
metric Gaussian wave packet initial data made of a massless scalar field. Like in the
asymptotically flat case, if the scalar wave packet amplitude ε is larger than a critical
value ε?, then the scalar field collapses directly to a black hole with apparent horizon
rH . This corresponds to the far right curve of figure 4.1 (left panel). The goal of these
papers, however, was to characterise the critical behaviour of black hole formation.
Namely, on the point of collapse, for amplitudes ε & ε?, the authors observed that the
apparent horizon radius rH was governed by
ln rH ∼ γr ln(ε− ε?) + r0 + Fr(ln(ε− ε?)), (4.25)
where r0 is a constant and Fr a sinusoidal function of period (or echoing period) ∆r.
This is a typical feature of critical phenomena and phase transitions, illustrated on the
left panel of figure 4.5. From the numerical simulations, it was measured that
γr ' 1.2 in 3 dimensions, (4.26a)
γr ' 0.37 and ∆r ' 3.44 in 4 dimensions. (4.26b)
These values are universal, in the sense that they are independent of the value of the cos-
mological constant Λ and of the functional form of the initial scalar wave packet. They
also match the values found earlier in asymptotically 4-dimensional flat space-times.
This is to be expected since the physics probed is quite local (and thus independent
of the asymptotics) for the formation of arbitrarily small black holes. Unfortunately,
at the time, the authors of [143] were not interested in values of ε smaller than ε?, so
they missed the breakthrough of the so-called AdS weakly turbulent instability.
The three dimensional case of [142] is particular because black holes have a min-
imum mass below which their formation is strictly impossible (this is the so-called
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Figure 4.5: Left: log-log plot of the apparent horizon rH as a function of the amplitude ε− ε?
(denoted by a in the label) of the initial data. Small oscillations of echoing period ∆ around
the straight line of slope γ can be spotted. Right: space-time diagram of the scalar field
profile in 3-dimensional AdS with Gaussian initial data. The amplitude is smaller than the
threshold of black hole formation, so no black hole can appear. Credits: [142,143].
Bañados-Teitelboim-Zanelli (BTZ) metric [144]). It was thus observed in [142] that
even if non-linearities build up in such a setting, the scalar field does not collapse even
after several bounces off the AdS boundary. Still, non-linearities build up and a sub-
pulse structure emerges, i.e. the initial Gaussian profile breaks off into several distinct
wave packets, as shown on the right panel of figure 4.5.
In the AdS instability context, the authors of [124] checked that in the right
neighbourhood of each critical amplitude εn, i.e. for ε & εn (see figure 4.1), the power-
law behaviour of [128,129,143] was recovered, namely for ε & εn:
xH ∼ (ε− εn)γr with γr ∼ 0.37. (4.27)
These critical phenomena associated to the AdS instability were refined further
in [145,146]. The authors were able to resolve precisely the apparent horizon formation
and looked at the fine structure of critical collapse. Unlike previous studies, they
focused on the left neighbourhood of critical points that only exist in AdS space-
time. Denoting by Mn+1g the mass gap at which starts the left branch, and εn the
corresponding critical amplitude of initial data undergoing n bounces, they have shown
that in the left neighbourhood of critical points (ε . εn) the black hole mass MH was
obeying
MH −Mn+1g ∝ (εn − ε)ξ, (4.28)
with ξ ∼ 0.7. This value of ξ is universal, i.e. independent of the number of bounces n,
and of the functional form of the initial data. Moreover, looking at the maximal value
of Ricci scalar at the origin Rmax(x = 0) on the point of collapse, they observed that
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Figure 4.6: Left panel: mass of the apparent horizon as a function of the amplitude of the
initial data. In the right neighbourhood of a critical point, MH ∼ (ε− εn)γr while in the left
neighbourhood of a critical point MH −Mn+1g ∼ (εn− ε)ξ. Right panel: critical behaviour of
the Ricci scalar at the origin Rmax(x = 0) for fixed width σ of the initial data and for different
branches: from direct collapse (b = 0) to five-bounce collapse (b = 5). An offset ob has been
added to distinguish between the curves. In the labels, p stands for ε. Credits: [146].
in the left neighbourhood of a critical point (ε . εn)
lnRmax(x = 0) = −2γl ln(εn − ε) + b0 + Fl(ln(εn − ε)), (4.29)
where again Fl is a sinusoidal function with echoing period equal to ∆l. The parameters
γl and ∆l are related to their right branch counterparts by (see equation (4.26b))
γl = γr and ∆l =
∆r
2γr
. (4.30)
This feature is called the discrete self-similarity near the critical points in AdS space-
time and is best illustrated in figure 4.6.
Thus, critical phenomena in AAdS space-times are much richer than in the asymp-
totically flat case. First, there is an infinity of black holes formation channels indexed
by the number of bounces. Second, each critical point has not only a right branch but
also a left branch (attached to a mass gap), which are related to each other by (4.30).
4.2.2 Singularity theorems in AAdS space-times
Given the strength of the instability conjecture, a natural question is to know whether
we can prove it via a singularity theorem. In the asymptotically flat case, singularity
theorems were proved by Hawking and Penrose [147]. In a simplified formulation, the
theorems imply that if
¶ the null energy conditions holds, i.e. ∀v, vµvµ ≥ 0, Rµνvµvν ≥ 0,
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· the strong causality or chronology conditions holds, i.e. there exists no closed
time-like curve,
¸ there exists a region of strong gravity, i.e. a closed trapped surface,
then the space-time is not time-like nor null geodesically complete, i.e. there exist some
geodesics that never reach infinity. Said differently, the space-time is singular and can
exhibits a black hole or a naked singularity.
These conditions are discussed in the AAdS case in [148]. In view of the instability
conjecture, condition (c) has to be removed, as it was numerically observed that even
weak gravity initial data leads to black hole formation. However, eliminating this
condition rises difficulties that were discussed in details in [148] but not overcome.
Nonetheless, the authors managed to give sufficient conditions for a singularity to form
in the simplified case of a perfect fluid in spherical symmetry, by examining carefully the
Raychaudhuri’s equation. Notably, the naked singularity formation was not excluded.
Very recently, the author of [149,150] mathematically and rigorously proved that
the spherically symmetric Einstein-radial massless Vlasov system was non-linearly un-
stable against black hole formation. This setup, also called the Einstein-null dust
system, is a simplified model of the EKG equations, and can be seen as a high fre-
quency limit of the latter (some non-linear terms being dropped out). This tour de
force can be interpreted as the very first proof of the AdS instability conjecture in the
simplest possible setting, and as such as a specific singularity theorem.
No other attempt of singularity theorem demonstrations in AdS has been at-
tempted to the best of our knowledge. And indeed, it seems that the formation of
black holes is not universal. Several islands of stability6 were found in the literature,
namely families of non-linearly stable initial data that never collapse.
4.3 Quenching the turbulent cascade
Black holes form for arbitrarily small amplitudes in a very large number of cases (as we
have seen in the previous sections), but is it mandatory? If the instability conjecture
was confirmed many times, an even more challenging problem was to find solutions
that resisted black hole formation and circumvented the instability.
4.3.1 The hard wall model
Black hole formation is expected to occur when the energy get concentrated in such
a small region that an apparent horizon can form. The region where such a focus of
energy is favoured is obviously the origin in spherical symmetry. What happens then
6This denomination was originally coined in [151].
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z = 0
z = z0
Figure 4.7: In the hard wall model, a wall, i.e. Dirichlet or Neumann boundary conditions, is
enforced at a coordinate z0. The coordinate z is an inverse radius, so that the AdS boundary
lies at z = 0. The chessboard patterned region is forbidden, so that the scalar field is restricted
to move only between the wall and the boundary, bouncing back and forth between the two.
Credits: G. Martinon.
to the instability if we prevent the scalar field to ever reach the origin? This question
was tackled in [152, 153] with the so-called hard wall implementation. Namely, the
authors placed a wall at a radial coordinate z = z0 while the AdS boundary lied at
z = 0. The scalar field could only move between these two boundaries, as pictured in
figure 4.7. Furthermore, on the hard wall, Dirichlet or Neumann boundary conditions
were imposed, and both the 3 and 4-dimensional cases were studied.
The only input of data was performed via time-dependent energy injection on the
AdS boundary7 imposing
φ(z = 0, t) = εe−
t2
δt2 . (4.31)
The authors observed that for small enough amplitudes ε, the scalar pulse generated
by the energy injection bounced forever back and forth between the AdS boundary
and the hard wall. For amplitudes larger than some threshold ε0, a black hole formed
with a horizon smaller than z0 (i.e. larger than the radius of the wall). The intuition
is that a black hole is formed if the black hole that would be formed in ordinary AdS
space-time (without a hard wall) has its event horizon outside the hard wall. Otherwise
the infalling shell is scattered back by the hard wall before it reaches its Schwarzschild
radius.
This behaviour was observed in all dimensions, with all boundary conditions
considered, and is summarised in figure 4.8. These results were sustained by both ana-
7For example in [154] the authors advocate that a more natural boundary condition for AdS is to
hold the renormalised boundary stress tensor fixed, instead of the boundary metric.
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Figure 4.8: Dynamical phase space diagram for black hole formation in the hard wall model.
The dimension is d = 3 or 4 and Dirichlet (D) or Neumann (N) boundary conditions are
imposed on the wall. Black holes are formed for parameters above the dots computed numer-
ically, while the scattering phase occurs below. Straight lines correspond to analytical limits.
Credits: [152].
lytical and numerical arguments. In particular, the frequencies of the linearised modes
did not display obvious resonances, except in the case of Neumann boundary condi-
tions in four dimensions. The hard wall model thus provides a defocusing mechanism
that can suppress the turbulent cascade below a certain amplitude threshold. This is
in deep contrast to the instability conjecture that precisely deny the existence of such
a threshold.
4.3.2 Time-periodic solutions
A few years before the instability conjecture was established, the quest for building
black holes with scalar hairs in AdS was triggered by [155]. In this work and its exten-
sions (see e.g. [156–158]), Reissner-Nordström black holes surrounded by a spherically
symmetric charged scalar field, in what is called the Abelian-Higgs (AH) model, were
built either perturbatively or numerically. These configurations have at least two pa-
rameters: one drives the size of the horizon and another drives the amplitude of the
scalar cloud. In this formalism, taking the zero-size limit of the horizon leads naturally
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Figure 4.9: Collapse times for Gaussian initial data of amplitude ε and width σ. For large
σ, no collapse is observed, i.e. the time of collapse tc diverges to infinity at a small but
non-zero amplitude. For small σ, the instability is recovered. In comparison, Bizoń and
Rostworowski [124] originally used σ = 1/16 = 0.0625. Credits: [161].
to boson stars (when the scalar field is complex and massive) or charged scalar periodic
solutions, dubbed solitons. These solutions obtained in [155–159] were the very first
AAdS time-periodic solutions to emerge in the literature, even before the instability
conjecture was formulated. Furthermore, there were clues that these solutions were
stable against linear perturbations. Apart from boson stars (see [151] and section 4.3.7
below), the non-linear stability of these solitons was never investigated though.
The first numerical evolutions of non-collapsing solutions in full AAdS space-
times appeared concomitantly in [160, 161], in the spherically symmetric EKG setup.
In [161], the authors called them “boson stars”, but since their scalar field was massless,
this denomination was not strictly correct. The authors found initial conditions that
were immune to the non-linear instability below some amplitude threshold ε0. These
solutions exhibited a power-law spectrum (in terms of pseudo-spectral coefficients)
for collapsing solutions while non-collapsing configurations featured an exponential
spectrum. In particular, the authors observed that Gaussian initial data with large
width σ & 0.4 did belong to these non-collapsing solutions, i.e. their collapsing time
diverged to infinity at a finite amplitude. This is illustrated in figure 4.9. The argument
was that widely distributed mass energy prevented the energy to flow to smaller and
smaller scales. Instead, the energy was perpetually exchanged between the first modes.
However, this claim was tempered by [162] whose authors confirmed the results but
did reignite instability for even larger values of the width parameter σ & 8. A similar
behaviour was uncovered in the Einstein-Maxwell setup in [163].
Almost simultaneously in [160], time-periodic solutions were constructed and
shown to be non-linearly stable with the help of spectral methods. The authors started
by constructing perturbatively periodic solutions, that they used as a seed for a Newton-
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Figure 4.10: Slices of the coefficients space for a stable and near-periodic solution in AdS
space-time over 500 periods of time. Not only the coefficients remain bounded and no weakly
turbulent instability is observed, but the trajectory in phase space turns out to be quasi-
periodic. Credits: [160].
Raphson solver that could find fully non-linear generalisations. They then plugged the
result into an evolution code and monitored the phase space of spectral coefficients.
In particular, they proved that high coefficients remained bounded, as shown in figure
4.10, demonstrating that no turbulent cascade was at play. The perturbed solution was
not periodic any more but quasi-periodic with orbits close to the perturbative periodic
solution. This clearly highlighted the existence of a stable periodic attractor immune
to the non-linear stability.
The perturbative construction of time-periodic solutions consists in choosing an
ansatz (see equations (4.1) and (4.2))
φ(t, x) = eiΩtf(x), δ(t, x) = d(x), A(t, x) = A(x), (4.32)
for the three dynamical functions at play. The differential equations for f , d and A
are [160]
−Ω2 e
d
Af =
1
tan2 x
(tan2 xAe−df ′)′, (4.33a)
d′ = − sinx cosx
[
f ′2 +
(
Ωed
A f
)2]
, (4.33b)
A′ = 1 + 2 sin
2 x
sinx cosx
(1−A) +Ad′. (4.33c)
These equations can be solved order by order by expanding Ω, f , d and A in a small
amplitude parameter ε. Choosing a dominant mode eγ in the zero-amplitude limit, it
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Figure 4.11: Mass of a time-periodic solution as a function of the oscillation frequency Ω.
At low amplitudes, Ω = 3. Below a certain critical value Ω = 2.253, the solutions become
unstable against black hole formation. Perturbative (dashed) and numerical results (solid)
agree well each other in the low amplitude limit. Credits: [165].
comes
f = εf1 + ε
3f3 + . . . with f1(x) ∝ eγ(x), (4.34a)
A = 1− ε2A2 − . . . , (4.34b)
d = ε2d2 + . . . , (4.34c)
Ω = ωγ + ε
2Ω2 + . . . , (4.34d)
where Ω is expanded around the dominant frequency ωγ according to the Poincaré-
Lindstedt method. After projection of the unknown functions on the eigen basis (ej)j∈N
all secular resonances are removable by fine-tuning the Ωi coefficients. The perturba-
tive algorithm for the construction of time-periodic solutions was extended in [164] to
tachyonic fields and pushed to 20th order in the amplitude.
The formalism of the time-periodic solution [160] was extended to odd spatial
dimensions in [165]. The authors explored the parameter space further and found
bifurcations and resonances in the non-linear solutions that were missed by [160]. The
stability branch of these solutions are shown in figure 4.11, as well as the agreement
between numerical and perturbative techniques. Stable solutions remain close to the
initial data for ever, while unstable ones quickly collapse to black holes. This is very
reminiscent of usual self-gravitating systems that exhibit a maximum mass that is the
boundary between stable and unstable behaviours.
Why are time-periodic solutions non-linearly stable? One explanation was given
in [166] where the authors studied the spectrum of a linear perturbation superimposed
on a time-periodic background. Unlike the vacuum AdS background case, they observed
that the spectrum of the corresponding linear operator L̂ was now only asymptotically
T 116 t
CHAPTER 4. Anti-de Sitter instability 4.3. Quenching the turbulent cascade
[a\
0 500 103
t
0
5
10
15
( |Π(
t,
0)
|2
−
(Ω
f
(0
))
2
) /ε 842
1
1
2
Figure 4.12: Time-periodic background perturbed by a Gaussian profile. The plot shows
the time evolution of the scalar field amplitude Π(t, 0) (with time-periodic background sub-
tracted). The amplitude of the perturbation is labelled by different colours. For large ampli-
tudes, the instability is triggered, while for low amplitudes, it is suppressed. Credits: [166].
resonant:
ωj = Cj +D +O
(
1
j
)
, (4.35)
such that eigen frequencies were equidistant only in the large-j limit. The idea was the
following: a resonant spectrum leads to non-linear instability while an only asymptoti-
cally resonant spectrum could lead to an amplitude threshold below which the instabil-
ity is suppressed (this point is further discussed in section 4.5.3 below). The argument
gathered momentum with the time evolution of a Gaussian perturbation around this
time-periodic background. This did suppress the turbulent cascade for sufficiently low
amplitudes of the perturbation, highlighting that the time-periodic solution could be
an attractor immune to non-linear instability. This point is illustrated in figure 4.12.
For stable solutions, the energy spectrum settles down to an exponential form at long
times, adding weight to the stability and regularity statement.
The time-periodic and large-width Gaussian solutions were the first non-trivial
dynamical examples of non-linearly stable solutions in AAdS space-times, suggesting
that the instability conjecture had a much richer structure than was previously thought.
It was noticed in [138] that the scalar field profiles of large Gaussian initial data of [161]
and of the time-periodic solutions of [160] were in fact very close to each other and
probably belonged to the same island of stability. Notice that these time-periodic
solutions could well be called geons, according to our definition 1.1 in chapter 1.
4.3.3 The two-time framework (TTF)
We have seen in section 4.1.3 that the Poincaré-Lindstedt method could remove secular
resonances arising at third order in the expansion, at least in some cases. This method
works very well and at all orders in the case of time-periodic solutions (section 4.3.2).
However, in the general case, some irremovable resonances appear and are responsible
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for the AdS instability.
The perturbative equations at third order (4.14) are nothing but a system of
non-linearly coupled oscillators. Such systems belong to the class of non-integrable
Hamiltonian systems. For a long time, they were believed to obey the ergodic hypoth-
esis. In 1955, in order to test this statement, Fermi and his collaborators performed a
numerical simulation of a chain of 64 non-linearly coupled oscillators [167]. At the time,
the authors expected the system would exhibit thermalisation, an ergodic behaviour
in which the system becomes random with all modes excited more or less equally. In-
stead the system displayed a very intricate quasi-periodic solution. This is the so-called
Fermi-Pasta-Ulam-Tsingou (FPUT) paradox. This result showed that non-integrable
Hamiltonian systems were not always ergodic. In subsequent works (see [168] for a
review), it was shown that the quasi-periodic behaviour on certain time scales could
be studied within the Two-Time Framework (TTF).
Transposed to the AdS instability problem, the ergodicity hypothesis advocates
for a systematic instability, since if very small scales are substantially excited, black hole
formation becomes very likely. Thus, the AdS instability would appear as an ergodic
thermalisation process, echoed in the dual CFT (see section 4.7). However, given
the similarity between the FPUT problem and equations (4.14), it can be reasonably
expected that gravitational dynamics in AdS space-time are not ergodic. There could
exist quasi-periodic solutions that do not explore the whole phase space and thus avoid
black hole formation. As for the FPUT problem, TTF might be of great help in finding
such solutions.
The TTF aims at providing a systematic way of removing secular resonances and
thus building non-linearly stable solutions. It was first introduced in [169], motivated
by the FPUT analogy, and refined in [170–172]. Recycling the results of section 4.1.3,
we have already seen that at first order, the solutions could be written
φ1(t, x) =
∞∑
j=0
(αje
−iωjt + αjeiωjt)ej(x), (4.36)
where a bar means complex conjugation and αj are constant complex amplitudes. The
idea is the following: given that both perturbative results and numerical simulations
have proved that some initial data becomes singular in a time t = O(ε−2), let us
introduce a new time-scale, or slow-time
τ ≡ ε2t. (4.37)
The intuition is that if the dynamics involves rapid oscillations superimposed on a
slow drift behaviour, there should be some sort of simplified effective description of
the slow motion, in which the fast oscillations have been averaged out. This is at the
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heart of multiple-scale analysis. We thus expect the small amplitude scalar field to
undergo large variations in a time-scale τ = O(1), while it oscillates on a much shorter
time-scale (i.e. it bounces many times before collapsing). This suggests to make the
envelope of oscillations vary slowly, on a time-scale τ = O(1). We thus write8:
φ1(t, τ, x) =
∞∑
j=0
[αj(τ)e
−iωjt + αj(τ)eiωjt]ej(x). (4.38)
Paying attention that now ∂t → ∂t + ε2∂τ , the second order equations for A2 and δ2
are unchanged but at third order a new term ∂t∂τφ1 appears (compare with (4.13)),
namely
∂2t φ3 + L̂φ3 + 2∂t∂τφ1 = S(φ1, A2, δ2). (4.39)
Projecting onto the basis (ej)j∈N, it comes (in contrast with (4.14))
∀j, c¨(3)j + ω2j c(3)j − 2iωj(∂ταje−iωjt − ∂ταjeiωjt) = Sj. (4.40)
Of course, the introduction of the slow-time did not remove the resonant terms e±iωjt
on the right-hand side, but we are now free to enforce them to vanish by imposing
− 2iωj∂ταj = (component e−iωjt of Sj) =
∑
klm
Sjklmαkαlαm, (4.41)
where Sjklm are real constants representing all the possible resonant channels ωj+ωk =
ωl + ωm. Other channels like e.g. ωj = ωk + ωl + ωm can be shown to vanish and a
brute-force calculation of the Sjklm coefficients is presented in [170]. At this point, all
functions c(3)j remain bounded in time by construction and hence are of little interest,
so that we now focus on the αj. Moving to the exponential complex representation
αj(τ) = Aj(τ)e
iBj(τ), (4.42)
with Aj the real amplitude and Bj the real phase, equation (4.41) becomes
2ωj
dAj
dτ
=
∑
j+k=l+m
{j,k}6={l,m}
SjklmAkAlAm sin(Bj +Bk −Bl −Bm), (4.43a)
2ωj
dBj
dτ
= TjA
2
j +
∑
i 6=j
RijA
2
j +
1
Aj
∑
j+k=l+m
{j,k}6={l,m}
SjklmAkAlAm cos(Bj +Bk −Bl −Bm),
(4.43b)
where {j, k} 6= {l,m} means that neither j nor k is equal to either l or m, Tj = Sjjjj
8This is nothing but a variation of the constants method.
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and Rij = Sijji + Sjiji. These equations are called the TTF equations. Alternative
denominations are resonant [173], renormalisation flow [170] or time-averaged equations
[174].
Defining
N =
∞∑
j=0
ωjA
2
j and E =
∞∑
j=0
ω2jA
2
j , (4.44)
it was shown in [171,172,175] that N and E were conserved quantities, namely
dN
dτ
= 0 and
dE
dτ
= 0. (4.45)
These quantities are then interpreted as N the total particle number (in analogy to
quantum mechanics) and E the total energy of the system. There exists a third con-
served quantity, that was uncovered in [171] and which represents the total interaction
energy between modes. In [172], it was argued that if there was a cascade of energy
toward high-j modes, the simultaneous conservation of E and N induced that there
was an inverse cascade of particle number toward low-j modes, and vice versa. This is
called the dual cascade phenomenon.
The TTF equations are third order in amplitudes and are valid for durations up
to τ = O(1). It would be possible to introduce other time-scales like ε4t to go further
in time. But usually, evolving the TTF equations up to τ = O(1) brings enough
information to conclude about the stability.
In general, the TTF equations are evolved numerically. As the number of coupled
equations is infinite, a cut-off (or truncation number) jmax has to be enforced. The
advantage of these equations is that they are ordinary differential equations in time,
whereas the full EKG system (4.1) is a system of partial differential equations. Within
the TTF, the spatial dependence is entirely encoded on the basis functions (ej)j∈N,
which is somewhat reminiscent of spectral methods in numerical analysis. The equa-
tions are thus less computationally demanding, which contributed to the democratisa-
tion of the AdS non-linear instability study. Incidentally, the number of publications
in the field drastically increased after 2014 and [169].
The TTF equations and conservation laws were generalised to non-spherically
symmetric scalar field collapse in [175] with the help of spherical harmonic decompo-
sition. The resonant channels depend on the number of dimensions and the authors
expected the system of equation to display an underlying symmetry that would sim-
plify their systematic determination. An SU(d) symmetry was precisely demonstrated
in [176] and refined in [174].
Last but not least, the TTF equations are invariant under the transformation
αj(τ)→ εαj(τ/ε2), (4.46)
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which means that if a solution of amplitude one does something at slow-time τ , then
the same solution with amplitude ε does the same thing at slow-time τ/ε2. This feature
was observed in the non-linear case as early as [124]. It actually comes out naturally
from the TTF equations.
4.3.4 The analyticity strip method
A standard approach is to evolve in time the TTF equations and to determine if the
energy spectrum (equation (4.44)) becomes singular, namely if there is an energy flow
toward high-j modes so as to get a power-law spectrum instead of an exponential one.
The underlying concept is the one of analyticity strip, described in [177] and used for
the first time in the AdS instability context in [178]. It consists in fitting the coefficients
Aj (or the energy per mode Ej = ω2jA2j according to (4.44)) as a function of j at each
slow-time step by
Aj(τ) = C(τ)j
−γ(τ)e−ρ(τ)j. (4.47)
In practice, the fit is performed on a reduced set of modes that is away from j = 0 and
j = jmax in order to minimise truncation errors. The function ρ(τ) is the analyticity
radius of the solutions. If ρ stays strictly positive, it means that the solution is regular
at all times. If the radius of analyticity hits zero, it is a strong hint that the solution
blows up in a finite time. The existence of a time τ0 at which ρ(τ0) = 0 is a necessary
but not sufficient condition for black hole formation (see section 4.5 below).
The TTF equations coupled to the analyticity strip method are thus less effective
than fully non-linear evolutions to find unstable solutions, but they are very good (and
computationally cheap) at exploring the AdS sea to find islands of stability. They also
bring a kit of analytical tools to better understand the deep structure of the problem.
4.3.5 The two-mode controversy
One of the first playgrounds of the TTF framework was the two-mode initial data
(equation (4.22)). It was first studied in [124] as a minimal setting for triggering the
instability (recall that a single mode initial data is non-linearly stable). Subsequently,
the authors of [169] tried to evolve the TTF equations for the equal-energy two-mode
initial data with a cut-off jmax = 47. Surprisingly they found that their code was
showing no sign of collapse. After a lively debate [172, 173, 179–181], the simulations
of [173, 182] confirmed that the two-mode initial data was really collapsing and that
the TTF as well as the full GR simulations of [169] suffered from resolution problems
and a too small truncation number.
In particular in [173], the authors carefully scrutinised the two-mode initial data
both in full GR and with the TTF equations with a cut-off jmax = 172. Not only did
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Figure 4.13: Left: analyticity radius for the TTF evolution of the two-mode initial data. It
hits zero in a finite slow-time, suggesting a potential consecutive blow-up. Right: slow-time
derivative of the n = 96 phase Bn. A logarithmic blow-up a ln(τ? − τ) + b is fitted and is
observed for all n > 20. Credits: [173].
they confirm that the two-mode initial data was collapsing in the full theory, but they
also showed the agreement with TTF via the analyticity strip method. Namely, they
observed that the analyticity radius was dropping to zero in a finite slow-time τ? ' 0.509
and that the exponent γ in (4.47) was tending to 2 at this date. They inferred via
the TTF equations (4.43) that such behaviours implied a logarithmic divergence of the
phase derivatives dBj/dτ (Bj being defined in (4.42)) and checked that this was indeed
the case numerically, as pictured in figure 4.13.
This behaviour was supported by analytical calculations in [183, 184], with a
discussion about the gauge-dependence of the result, in particular for different choices
of boundary conditions δ(t, x = pi/2). Indeed, the two gauges used in the literature are
δ(t, x = 0) = 0, Interior Time Gauge (ITG), (4.48a)
δ(t, x = pi/2) = 0, Boundary Time Gauge (BTG), (4.48b)
where δ is the metric coefficient in (4.2). The authors of [183, 184] have shown ana-
lytically that the logarithmic divergence of dBj/dτ was suppressed in the BTG. This
was confirmed numerically by [185] whose author demonstrated that these features
existed only in the ITG gauge. This was given more support in [186] whose authors
studied precisely the gauge dependence of the TTF equations. They concluded that
the gauge was impacting only the phases Bj but not the amplitudes Aj. Furthermore,
if one gauge gives singular results and not the other, it reveals that there is a infinite
redshift between the two gauges, so that TTF does become invalid as a perturbation
theory and an instability is triggered. Finally, the results of [185] indicated that the
logarithmic blow-up of the phase derivative was completely suppressed in both ITG
and BTG gauges in higher dimensions than four.
Based on these results, full GR and TTF finally agreed each other about the
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Figure 4.14: Left: upper envelope of Π2(t, 0) in the full GR evolution of two-mode initial
data with ε = (2pi)−3/22−p for p = 1, 2, 3. The corresponding solutions of the truncated TTF
system are shown in solid as the truncation number N increases. Right: idem but with a
larger amplitude ε = 0.09. In this case, three cascades of energy (increasing curve) and two
inverse cascade (decreasing curve) are visible before collapse. Credits: [173,181].
two-mode initial data: it is unstable, it collapses to a black hole, and both frameworks
can detect it, either by the vanishing of the blackening factor A of by the vanishing
of the analyticity radius ρ. Thanks to the scaling symmetry (4.46), it is established
that the two-mode initial data does collapse for arbitrarily small amplitudes, a regime
usually out of reach of numerical simulations.
The agreement between the two kinds of time evolution can be clearly seen in
figure 4.14. For small amplitudes (left panel), the convergence of the TTF solution to
the full GR with increasing truncation number is unambiguous. The case of amplitude
ε = 0.09 (right panel) taken from [181] was subject to lively debates. Indeed, if full GR
simulations indicate black hole formation at t ∼ 1080, TTF disagrees and undergoes
an inverse cascade after this date.
The author of [185] studied more deeply this point with the help of the analyticity-
strip method. He first observed that the two-mode initial data was unambiguously un-
stable in 9-dimensional AdS, as can be seen on the left panel of figure 4.15. This
suggested that the instability was favoured in higher dimensions. Back to the 4-
dimensional problem, he observed that the truncation number was slightly impacting
the location of the first root of the analyticity radius, as can be seen on the right panel
of figure 4.15. The analyticity radius hits zero at time t ∼ 800, i.e. before the non-
linear collapse at time t ∼ 1080. The point is: nothing prevents the TTF equations
to be evolved in time after the analyticity radius hits zero, like in the right panel of
figure 4.14. However, the physical meaning of the evolution after this stage should not
be considered too seriously. Even if TTF solutions do not blow up at this stage, the
only reliable criterion for instability is the vanishing of the analyticity radius. The fact
that it hits zero at time t ∼ 800 is already a strong indication of a near subsequent
singularity formation.
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Figure 4.16: Energy per mode for initial data (4.49) with µ = 0.3 and an initial random
perturbation. The energies in the first modes remain always close to their initial values,
signalling a stable solution within the duration of the simulation. Credits: [169].
4.3.6 Generation of islands of stability with TTF
Besides being an alternative and cheaper numerical method to study the instability
conjecture, the TTF is a valuable tool to build islands of stability, namely initial data
that are non-linearly stable. The first paper employing TTF in the AdS instability
problem was [169], where the authors uncovered a new family of periodic and stable
solutions by imposing real amplitudes (equation (4.42))
Aj = ε
e−µj
ωj
, (4.49)
with a truncation number jmax = 47. In figure 4.16, it is clearly visible that such initial
data remained stable with a bounded and quasi-periodic departure from the initial
conditions. In particular, no turbulent cascade was observed. This was confirmed
in [187] whose authors pushed the truncation number to jmax = 150 and observed the
same stabilisation.
Similarly in [181], a whole two-parameter family of stable quasi-periodic solutions
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was found, inspired by [169] and equation (4.49), namely
αj(τ) = aje
−ibjτ , (4.50)
where the parameters aj and bj could be finely tuned so that energy flows between
modes were perfectly balanced. In figure 4.17, a quasi-periodic solution was perturbed
with a small two-mode contribution. For moderate amplitudes of the perturbation, the
phase space of the TTF exhibited a quasi-periodic behaviour, which was reminiscent
of the quasi-periodic solutions of section 4.3.2. The authors were also able to recover
the stable/unstable behaviour of Gaussian initial data (recall that stability is recovered
for widths 0.5 . σ . 8 ), as depicted in figure 4.18: stable initial data featured an
exponential spectrum while unstable initial data presented a power-law spectrum.
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4.3.7 Beyond spherical symmetry
Surprisingly, from a historical perspective, the very first island of stability was un-
covered before the instability conjecture itself! Fully non-linear spherically symmetric
solutions of EKG equation were built as early as 2003, in [159], where the authors ob-
tained the first boson stars in AAdS space-times. Their solutions were also proved to be
linearly stable against perturbations and exhibited a maximum mass that was smaller
than their asymptotically flat counterparts. According to our definition of chapter 1,
this was the very first construction of an AAdS geon.
In the literature, the large majority of studies in the field of the instability con-
jecture assumed spherical symmetry. Birkhoff’s theorem states that at the exterior of
a spherically symmetric non-rotating body the metric should match the one of SAdS.
Thus no gravitational waves can be emitted in such space-times. Gravitational dynam-
ics were thus induced with a scalar field. This is the simplest setting we can imagine,
and also the cheapest, computationally speaking.
The first study beyond spherical symmetry was that of [188], which was also the
first attempt to build solutions that resisted black hole formation. The authors solved
the vacuum Einstein’s equation with a negative cosmological constant perturbatively
with the Kodama-Ishibashi-Seto (KIS) formalism (see [93, 189–191] and chapter 5).
The solutions, called geons, could be described by four parameters which were the
amplitude and three quantum numbers (n, l,m) that corresponds to the number of
radial nodes n and the spherical harmonic seed Y lm.
Recalling the scalar field knowledge, and in the same spirit of time-periodic solu-
tions (section 4.3.2), it is known that single-mode excitations do not suffer from secular
resonances However, in the gravitational sector, the Poincaré-Lindstedt method was
also successful in removing all secular resonances appearing at third and fifth order in
the case of an (l,m, n) = (2, 2, 0) seed. This suggested that fully non-linear (2, 2, 0)
geons could be constructed at arbitrary orders and could thus provide the first island
of stability that was not spherically symmetric.
In these configurations, the angular momentum provides a natural barrier against
black hole formation, and the rotation is described by a helical Killing vector. Geons
thus play the role of the non-linear time-periodic functions of [160, 164, 165] in the
gravitational sector, i.e. fundamental non-linearly stable modes of vibrations of AdS
space-time. The fully non-linear numerical construction of gravitational (l,m, n) =
(2, 2, 0) geons was initiated in [192] in the harmonic gauge with the help of the de-
Turck method and spectral discretisation9. Chapter 6 of the present manuscript is
dedicated to the connection between the de-Turck method and the 3+1 gauge used
in [1].
9See [193] for an excellent review on these two popular numerical methods applied to stationary
solutions.
T 126 t
CHAPTER 4. Anti-de Sitter instability 4.3. Quenching the turbulent cascade
[a\
If the existence of geons stands on firm arguments, their non-linear stability is still
a partially unanswered question. One expects that, akin to the time-periodic solutions
of the scalar sector (section 4.3.2), geons are non-linearly stable attractors. In [151],
some perturbative arguments in favour of their non-linear stability were given. The
conclusion of this work was that geons and boson stars were non-linearly stable unless
they were embedded in very high dimensional space-times or if perturbations had low
differentiability, i.e. were far from being C∞. However, the proof was missing some
theorems that were proven only in the analogous case of the non-linear Schrödinger
equation. So this result was half-way between a demonstration and a conjecture. The
equivalent of two-mode initial data for geons was also considered perturbatively, but
this time irremovable secular resonances did emerge, like in the scalar case.
Not much work has been done beyond the (l,m, n) = (2, 2, 0) geon before [194,195]
(and more recently [196]), whose authors greatly extended the perturbative results
of [188]. They worked at fixed quantum numbers (l,m, n) and obtained the allowed
linear frequencies
ωS = l + 1 + 2n, (4.51a)
ωV = l + 2 + 2n, (4.51b)
n being a positive integer, and the labels S and V corresponding to scalar-type or
vector-type perturbations (see chapter 5). For these single-mode geon excitations,
the authors found many configurations with irremovable secular resonances, indicating
that non-spherically symmetric systems could be even more unstable than spherically
symmetric ones. This claim was tempered in [197] whose author argued that these
resonances were indeed removable if, instead of a single mode, a linear combination of
modes sharing the same frequency ω and azimuthal number m were considered. This
amounted to work at fixed frequency and azimuthal number (ω,m) instead of fixed
(l,m, n), ω being a degenerate function of l and n according to (4.51). This claim
was made stronger in [198, 199] where the author found that the number of possible
geon excitations with a given frequency ω was precisely equal to the multiplicity of the
frequency, suggesting that all secular resonances could be removed. An illustration of
these arguments is given in figure 4.19. The fully non-linear numerical study [1] put
an end to the debate by explicitly constructing non-linear excited geon solutions, thus
confirming the arguments of both [194,195] (non-existence of excited (l,m, n) = (2, 2, 1)
geons) and [197–199] (existence of three excited families (ω,m) = (5, 2)). The authors
of [1] also exhibited a phase space diagram that was supported by both analytical and
numerical results but was in contradiction with the previous study [192]. Part II of the
present manuscript is precisely devoted to the numerical construction of these geons.
A question of fundamental interest is how geons are linked to black holes in
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3 combinations
Figure 4.19: Two approaches for building geons perturbatively. S and V stand for scalar-type
and vector-type perturbations respectively. The first point of view consists in looking for
non-linear extensions of fixed (l,m, n) single-mode geon seeds. This is represented by the
left part of the picture. In this case, many single-modes appear to suffer from irremovable
secular resonances (red crosses). The second point of view, on the right, considers non-linear
extensions of fixed (ω,m) geon seeds, ω being a degenerated function of l and n (equation
(4.51)). In this case, it turns out that all secular resonances can be removed (blue spheres).
The non-linear geon extensions thus obtained are merely linear combinations of single-modes
geons. The number of allowed combinations matches precisely the degeneracy of the frequency
ω at fixed m. Credits: G. Martinon.
AAdS space-times. Precisely, the black resonators of [200] were configurations where
a rotating black hole lied at the centre of a l = m = 2 geon. However, they were
shown to be unstable against superradiance (see also10 [201]). The reason is that black
resonators have a geon as their zero-horizon radius limit and then merge with Kerr
(precisely at the onset of superradiance) when the gravitational hair vanishes. This is
illustrated on figure 4.20. Black resonators were candidates for a putative stationary
endpoint of the superradiant instability, but the authors [207] demonstrated that it
was impossible, and that maybe the stationary endpoint of superradiance may not
exist at all. These peculiar black holes exhibit only one single Killing vector, and thus
constitute the generalisation the scalar hairy black holes obtained previously in [208].
These single Killing field black holes with scalar hair displayed a boson star as a zero-
horizon radius limit. They then merged with Myers-Perry (MP) black holes (see [209]
for a review) at the onset of superradiance, i.e. when the scalar hair vanishes.
As close counterparts of AAdS gravitational geons, let us mention the Einstein-
Maxwell-AdS spinning solitons obtained in [210,211] and the AAdS Proca stars made
of a massive Abelian field of [212]. Proca stars were spherically symmetric and shown
to be stable against radial perturbations. As for the Einstein-Maxwell solitons, they
10The main result of [201] was that black holes with ergoregions in AdS were linearly unstable
for perturbations of rotation speeds above the Hawking-Reall (HR) bound of superradiance [202]
(see [203] for a review on superradiance). To make a long story short, superradiant instability, or
black hole bomb, happens when a rotating black hole absorbs a wave and radiates away another one
with much higher amplitude via a Penrose process. If a mirror is placed around the black hole so as to
send this energetic wave back into the black hole, the process can repeat indefinitely and back-react
substantially on the metric even if the initial perturbation was small [204]. This mechanism is of
course at play in AdS space-time because of the reflective boundary conditions (see e.g. [205,206] for
dedicated reviews).
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Figure 4.20: Mass-angular momentum diagram of black resonators. The thick black line
depicts extremal Kerr-AdS such that non-extremal ones lie above. The dashed purple region
delimits black holes with rotation frequency ΩHL ≤ 1. The onset of superradiant instability
for the l = m = 2 mode is denoted by the thin blue line. The bottom dashed line represent
l = m = 2 geons. Data points represent black resonators obtained numerically. Credits: [200].
could also be dressed with a black hole at their centre, in much the same way as the
scalar hairy black holes of [208]. Since no symmetry was assumed, the obtained black
holes could have a multipolar structure, depicted in figure 4.21, unlike in Minkowski
space-time. The stability of these solutions was not investigated though.
As a final remark on black holes, it is important to mention that the authors
of [213] have studied analytically the non-linear stability of SAdS black holes with no
spherical symmetry assumption and conjectured that they were non-linearly unstable.
More generally, what was granted in spherical symmetry seems to break down when
no symmetry is involved.
Very recently, the first ever numerical evolution of a massless scalar field be-
yond spherical symmetry was investigated in [214]. The authors chose to work in
5-dimensional AdS space-time with an SO(3) symmetry, such that dynamics occurred
only in the (t, x, y) directions (compared to (t, r) for spherical symmetry). The numer-
ical evolution was also restricted to zero angular momentum initial data, which was
parametrised by two amplitudes A and B, A being a spherically symmetric component
and B a first harmonic excitation. The scalar field φ initial data then read
φ(ρ, χ) = Af(ρ) +Bg(γ) cosχ, (4.52)
where ρ was a radial coordinate, χ an angular coordinate, and functions f and g
were piecewise C2 functions. The spherically symmetric case is recovered whenever
B is zero. The main results of this study are summarised in figure 4.22. At fixed
mass, non-spherically symmetric initial data undergo fewer bounces before black hole
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Figure 4.21: Top: surface of constant energy density for the Einstein-Maxwell-AdS solitons
with regular electric multipoles. Bottom: isometrics embedding for the horizon of AdS-
electro-vacuum black holes. The same multipole (from left to right) are used: (l,m) =
(2, 2), (3, 2), (3, 3). The topology of horizon matches that of the energy isocontours of the
surrounding soliton. Credits: [211].
formation. At fixed number of bounces, the non-spherically symmetric initial data need
less mass to collapse. This lead the authors to conjecture that the instability was even
more prominent beyond spherical symmetry, as already suggested by [194,195]. These
results are somewhat difficult to compare to the spherically symmetric knowledge since
no low amplitude limit is probed numerically.
Almost simultaneously, the authors of [215] performed simulations of a massless
scalar field with an azimuthal number m = 1 ansatz. They compared two families of
initial data, one with zero angular momentum J and one with J ' 0.155E, E being the
total mass. They observed numerically that non-zero angular momentum simulations
were still unstable at low amplitudes. However, it did take more time to form a black
hole compared to the zero angular momentum case. This is illustrated in figure 4.23.
The end state of the stability could be a MP black hole or the hairy black holes of [208].
Thus, [214] argues that no spherical symmetry speed up the instability, while [215]
advocates that angular momentum delays black hole formation. This suggests that the
structure of the instability beyond spherical symmetry is quite involved, and not very
well-known for the moment. These results are very promising for the future. For the
time being, the qualitative understanding of the AdS instability is not challenged by
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Figure 4.22: Left: Collapse time as a function of the non-spherically symmetric deformation
of the initial scalar profile, for fixed total mass M = 0.021 (blue squares) and M = 0.030
(red circles). Right: Maximum mass for which a black hole is formed after N bounces, N
being 1 (yellow squares) or 2 (black circles), as a function of the non-spherical deformation.
Credits: [214].
Figure 4.23: Time of collapse as a function of the initial energy content E for two kinds of
initial data: one with zero angular momentum J = 0 and one with J ' 0.155E. The latter
simulations do not suppress the instability but delay it. Credits: [215].
angular momentum or asymmetric considerations, but it is much too soon to consider
it a definitive statement. The freedom of initial data being much larger in higher
dynamical dimensions, and much more computationally expansive, we expect that
progress in this area of research, however exciting, will be much slower than in the
spherically symmetric case (which literally boomed in about a few years).
4.4 Structure of the instability
So far, we have discussed configurations that were either non-linearly stable or non-
linearly unstable. However, the boundary between these two behaviours is not so
clean, and the same family of solution can switch between stability and instability.
We already spotted this phenomenon for the Gaussian initial data, that is generally
unstable except for width 0.4 . σ . 8 (section 4.3.2). However, this transition can be
much more intricate and chaotic.
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4.4.1 Chaotic footprints
Apart from Gaussian or two-mode initial data, another family of experiments in AAdS
space-times consists in the interaction of two concentric thin shells of a perfect fluid
with a linear equation of state p = wρ where p is the pressure, ρ the energy density
and w a free parameter, that can be constrained by energy conditions (weak, null or
strong). This problem is close to the collapse of a scalar wave packet as several authors
[138, 139, 142, 182, 216, 217] noticed that broad pulse initial data had the tendency to
break off into several sub-pulses interacting with each other. Furthermore, this setup
was the first to exhibit chaotic behaviours in the AdS instability context.
The first study of this problem was initiated in [218]. The authors patched several
Schwarzschild metrics together with Israel junction conditions (see for example [219])
between each shell and studied the effective potential of interaction. They concluded
that periodic solutions should then exist.
The numerical experiment was performed in [220] in a flat space-time enclosed in
a cavity and in [221] in AdS space-time. This problem could be seen as the simplest two-
body problem as it was one-dimensional. Several kinds of behaviours were observed:
prompt collapse, delayed collapse and perpetual oscillatory motion. The confinement
seems crucial to ensure that the shells collide each other repeatedly, thus allowing small
effects to build up in time.
Examining the number of crossings of the shells during evolution and before
collapse, several striking results emerged. First a fractal-like structure was clearly
visible, as depicted in figure 4.24 (left panel) for initial conditions where the two shells
started at the same positions Ri. Like in many chaotic systems, the authors unveiled
windows of stability, i.e. some ranges of Ri in which no collapse occurred.
Moreover, for a different set of initial conditions, the mass of the black hole
exhibited a critical behaviour in the left neighbourhood of critical points, namely
MH −Mn+1 ∝ (δn − δ)γ, (4.53)
where δ encodes the mass-energy content of the initial data and Mn was the black hole
mass at the critical amplitude δn. The coefficient γ was found to be ∼ 0.95 but actually
depended on the equation of state parameter w. This critical behaviour is illustrated
in figure 4.24 (right panel).
Finally, non-collapsing solutions explored the space of parameters in a chaotic
way, as can be seen on figure 4.25, where the phase space of the inner and outer shell
displayed fractal curves. The thin shell model thus unfolded a very rich structure as
well as simple examples of chaotic islands of stability that were highly sensitive to
initial conditions.
T 132 t
CHAPTER 4. Anti-de Sitter instability 4.4. Structure of the instability
[a\
2 3 4 5 6 7 8
1010 x (Ri - 1.429381202) / l
0
10
20
30
Cr
os
sin
gs
1.430 1.431 1.432 1.433 1.434 1.435
Ri / l
0
4
8
12
16
Cr
os
sin
gs
0.5 1.0 1.5 2.0 2.5
Ri / l
0
1
2
3
4
5
6
7
Cr
os
sin
gs No
Collapse
0.040 0.045 0.050 0.055 0.060 0.065
δ
0
2
4
6
8
10
12
Cr
os
sin
gs
0.03
0.04
M
BH
/l
Figure 4.24: Left: number of crossings between the two shells before collapse as a function
of Ri/L, their common initial position. There are regions where no collapse occurs, and
a fractal-like structure emerges where an arbitrarily large number of crossings takes place.
Right: black hole mass and number of crossings as a function of the initial mass-energy content
encoded in the δ parameter for a different set of initial conditions. In the left neighbourhood
of the nth critical point starting at a mass Mn+1, the mass of the black hole behaves as
MH −Mn+1 ∼ (δn − δ)γ . Credits: [221].
4.4.2 Structure of islands of stability
As more and more islands of stability were uncovered, a legitimate question was: how
large were these islands in the instability sea ? In order to better understand the struc-
ture of the instability, let us momentarily consider the simpler case of Minkowski space-
time. This space-time is non-linearly stable when it is slightly perturbed [117]. Thus no
black hole can be formed when the amplitude of the initial data is arbitrarily small. On
the other hand, it is well known that many asymptotically flat self-gravitating objects
like neutron stars, white dwarves, boson stars or Proca stars have a maximum mass,
i.e. collapse to a black hole if their mass is too large. We have also seen in chapter 1
that electromagnetic or gravitational geons have no maximum mass.
All these features can be summed up in an abstract picture, depicted in figure
4.26. In a polar representation, we can insert different families of self-gravitating
solutions at different angles and use the radial direction as a measure of the amplitude
(or equivalently the mass) of a particular solution within a given family. On the one
hand, at large amplitudes, many solutions collapse to a black hole, with the notable
exception of geons. On the other hand, since Minkowski space-time is non-linearly
stable against small perturbations, no black hole can be formed around the Minkowski
background, such that this space-time lies at the centre of an “island” of stability.
This kind of diagram is very instructive for studying the structure of the AdS
instability. Let us first introduce the following set of definitions11, taken from [222],
11The adjective “generic” used in this section should not be counfounded with the mathematical
property of genericity, and is used as a synonym of “almost always”. The distinction with the math-
ematical property of genericity is important to perform, though it lacks a rigorous definition of the
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Figure 4.25: Phase space position-speed of a non-collapsing solution in the thin-shell problem.
Red depicts the innermost shell’s orbit and blue the outermost. Insets show zooms in phase
space. Credits: [221].
and all illustrated in figure 4.27:
I “Generic instability” means that the set of stable initial conditions (not forming
a black hole) shrinks to measure zero in the zero-amplitude limit ε→ 0.
I “Generic stability” means that the set of unstable initial conditions (forming a
black hole) shrinks to measure zero in the zero-amplitude limit ε→ 0.
I “Mixed instability” means that both sets of initial conditions have non-zero mea-
sures in the zero-amplitude limit ε→ 0.
In order to grasp the meaning of these definitions, let us consider a mass isocontour,
pictured by a dashed circle in figure 4.27. If we mentally try to progressively reduce
its radius down to zero (zero-amplitude limit), we see that the circle tends to become
completely white on the left diagram (a black hole is always formed), rainbow-like on
the central one (a black hole is never formed), and half-white half-coloured on the
right one (black hole may or may not form depending on the initial data). The three
different concepts listed above thus correspond to different colour end states for a
limiting isomass circle whose radius is shrinking to zero.
After the discovery of the weakly turbulent instability [124] and the perturbative
construction of geons [188], the general idea was that AdS space-time was generically
unstable [151], as can be seen on the left panel of figure 4.28 reproducing that of
[151]. However, the work of [223] took full advantage of the scaling symmetry (4.46)
of the TTF equations to demonstrate that any non-collapsing solution of amplitude
ε remained stable in the ε → 0 limit in the fully non-linear theory. This forbids the
cuspy shape of the diagram and argues in favour of instability corners. In particular,
if non-collapsing solutions form a set of measure non-zero at finite amplitudes, then
topology and of a measure in the space of initial data (thanks to Piotr Bizoń for pointing this out).
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Figure 4.26: Generic stability diagram of asymptotically flat space-times. The radial direction
denotes amplitudes of the initial data, so that Minkowski space-time lies at the centre. Angular
direction is an abstraction that denotes the space of parameters. For example (non-rotating)
neutron stars (NS) lie at an angle θ = 0, white dwarves (WD) at θ = pi/2, boson stars (BS)
at θ = pi and Proca stars (PS) at θ = 3pi/2. We have also inserted electromagnetic geons at
θ = 5pi/4. Since all these objects have a maximum mass, they all form a black hole (BH) for
sufficiently large amplitudes, which corresponds to the white region. Electromagnetic geons
on the other hand can have arbitrarily large masses, so they never form a black hole. Since
Minkowski space-time is non-linearly stable for small perturbations, no black hole can be
formed in the neighbourhood of the central Minkowski point. Credits: G. Martinon.
they persist to be a set of measure non-zero when the amplitude tends to zero. Figure
4.28 illustrates the tension between the original statement of [151] and the theorems
demonstrated in [223]. The former advocates for the “generic instability” picture while
the latter argues in favour of the “mixed stability” hypothesis.
To summarise, the weakly turbulent instability of AdS [124] ruled out the “generic
stability” hypothesis. This lead some people to adopt the “generic instability” picture
[151]. But actually, the emergence of numerical islands of stability in combination
with the TTF framework revealed a more appropriate “mixed stability” representation,
where unlike the right panel of figure 4.28, all stability regions are stability corners
[223]. If we also take into account the chaotic behaviour exhibited in section 4.4.1,
the boundaries between stable and unstable solutions in the mixed stability picture of
figure 4.27 might well be fractals.
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Figure 4.27: Schematic representation of the generic stability definitions. The radial direction
denotes amplitudes of the initial data, so that pure vacuum AdS space-time lies at the centre.
Angular direction is an abstraction that denotes the space of parameters, like the quantum
numbers of geons, or more generally any functional dependence. Coloured regions correspond
to initial data that are non-linearly stable and never collapse, different colours corresponding
to different families of stable solutions. White regions indicate initial data that are non-linearly
unstable and collapse to a black hole. The left panel describes the “generic instability” picture,
the middle panel describes the “generic stability” picture, and the right panel describes a
possible “mixed stability” picture. On each diagram, we show a mass isocontour with a
dashed circle. Credits: G. Martinon.
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Figure 4.28: Left panel: diagrammatic picture of islands of stability. Geons solutions lie on
the black arrows. Shaded regions denote islands of stability around geon solutions. Because
perturbation theory about empty AdS leads to geons only for a measure zero set of seed
solutions in the generic instability picture, each such region has been drawn so that empty AdS
lies at a cusp. Middle and right panels: phase-space diagrams of the stability island conjecture.
Initial perturbations in the blue region collapse while the unshaded region represents islands of
stability. The theorems of [223] show that one can transport non-collapsing solutions radially
without triggering instability. This is in direct contradiction with the cuspy nature of stable
regions, that would be better drawn as corners. Credits: [151,223].
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4.5 Conditions for collapse
So far, we have discussed several examples of non-linearly stable or unstable solutions.
But given the mixture of possibilities and the intricate structure of the AdS instability,
a legitimate question is: can we give a set of a few necessary or sufficient conditions
for collapse?
4.5.1 Competition between focusing and defocusing
In hope of giving a mechanism of the instability, intuition argues that self-gravitation
of a scalar wave packet tends to always contract the field every times its typical size
is small and self-interaction is large, i.e. every times it crosses the origin. And so
on so forth until black hole formation. However, it is a mistake to believe that self-
gravitation only contributes to contracting the scalar field profile. Incidentally, the
existence of non-linearly stable solutions suggests that there is at least one other effect
that counterbalances the contraction. Islands of stability should thus result from an
endless competition between contraction and dilatation.
Indeed, in order to understand the islands of stability found in the literature, the
authors of [222] developed a perturbative and heuristic argumentation: gravitational
self-interaction leads to tidal deformations which are equally likely to focus or defocus
energy. This stresses the potential repulsive nature of gravitation. A daily illustration
of this statement lies in the tidal effects of the Moon onto the Earth that induce a
stretching and not a compacting. The idea is that stable solutions oscillate between
focusing and defocusing dynamics. On figure 4.29, the simple example of a scalar pulse
with one peak region and one extended tail region is carried out (analytical arguments
can be found in [222]). On the one hand, if the peak enters first the central region near
the origin, the dominant behaviour is that of contraction. On the other hand, if the tail
reaches the origin first, it flattens the peaked region via tidal interactions. Thus, there
is clearly a competition between contraction and dilatation. These two behaviours can
act alternatively in similar proportions like for stable solutions, or fluctuate so much
as to finally form a black hole, as depicted in figure 4.30. It is important to note that
these considerations rely on position-space analysis instead of the very popular energy
spectrum analysis.
4.5.2 Phase coherence
Because of the competition between contraction and tidal dilatation, it can be guessed
that collapse occurs only when the successive contraction stages of the wave packet
motion add up coherently during the motion without being inhibited by the dilatation
stages. This is the idea of phase coherence: small effects can build up in time if they
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Figure 4.29: A thin shell with higher energy density in its front comes out narrower as it crosses
the origin, because of self-gravitating contraction effects. However, the flipped configuration
with high energy in the tail comes out wider because of tidal effects inducing a dilatation of
the profile. Credits: [222].
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Figure 4.30: The horizontal axis is the peak energy density of the scalar pulse. The green left-
oriented arrow represents defocusing effects while the right-oriented one represents focusing
effects. There can be stable solutions (left panel) that never collapse because of a circular
flow pattern (exchange) between these two competitive behaviours, while unstable solutions
(right panel) fluctuate so much as to form eventually a black hole. Credits: [222].
are summed coherently, like a child’s swing gathering momentum each time it is pushed
forward with the right timing.
The authors of [224] took over this argument and showed that a power-law spec-
trum, usually classified as unstable, was not a sufficient condition for black hole forma-
tion. They uncovered that such a spectrum could indeed belong to a stable solution if
the phases Bj were incoherent. They formulated the condition for phase coherence as
(see equation (4.43))
Bj(τ) = jγ(τ) + θ(τ) + . . . , (4.54)
where dots represents anything that goes to zero in the large-j limit. Said differently,
the phases between modes are said to be coherent if they are (asymptotically) equidis-
tant. For example in 4-dimensional AAdS space-times, if the phase coherence condition
(4.54) is satisfied, any spectrum An ∼ n−α with α > 3 remains regular at all times
while black holes form for α < 2. Between these two limits, substantial back-reaction
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on the metric is at work and would need numerical simulations to conclude about black
hole formation. On the other hand, whatever is the value of α, any phase-incoherent
initial data never collapses to a black hole in a time O(ε−2). Phase coherence thus
appears as an additional necessary condition for collapse. To prove that this condition
was not sufficient, the authors, by fine-tuning the phases, were able to build power-law
spectrum solutions where there was no energy transfer among the modes and hence
non-linear stability. Furthermore they demonstrated that the two-mode initial data
were particularly prone to provide coherent phases and hence to lead to black hole
formation. This was also demonstrated for unstable Gaussian initial data [225].
The lesson from [224] is thus the following: when employing the TTF equations
to probe unstable configurations, the solution can be reasonably declared unstable if
(i) the analyticity radius hits zero in a finite slow-time (section 4.3.4), (ii) the phase
coherence condition (4.54) holds and (iii) the exponent of the power-law spectrum12
should be in some interval (superior to two in the 4-dimensional case), given in [224].
4.5.3 The role of a resonant spectrum
A large part of the literature focused on the massless scalar field in AdS with spherical
symmetry. This setting has a linearised Einstein’s operator that is resonant, i.e. with
equidistant eigenvalues (see section 4.1.3). In order to investigate if this is a sufficient
condition for the instability to be triggered, it is interesting to study different situ-
ations where the resonant character of the spectrum is broken in order to see if the
instability is suppressed or maintained. Evolving a massive scalar field or imposing
Neumann boundary conditions in an enclosed cavity are two possible ways of breaking
the resonant spectrum.
For example, massive scalar field initial data in spherical symmetry were evolved
in time in the following articles. In [226], initial data were evolved in an asymptot-
ically flat space-time, mimicking a confining mechanism with a φ4 potential13. Even
if delayed collapse (i.e. after several “bounces” off the potential barrier) was observed,
there was always a finite threshold below which no collapse occurred. In [2], the con-
fining mechanism was enforced within a flat enclosed cavity with Dirichlet or Neumann
boundary conditions. In the case of Dirichlet boundary conditions, and denoting by µ
the mass of the scalar field, the spectrum of the linear operator was
ωj =
√
µ2 +
j2pi2
R2
, (4.55)
12Recall that an analyticity radius of zero implies a power-law spectrum.
13For another confining mechanism mimicking that of AdS space-time, see also [227] that studies
the Gross-Pitaevskii equation with attractive non-linearity in a harmonic potential. In this non-
gravitational study, the authors found that turning off the resonant spectrum always gave rise to a
minimum threshold amplitude below which the wave function never becomes singular.
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Figure 4.31: Evolution in time of the Kretschmann scalar for three identical Gaussian initial
data in a flat enclosed cavity. Top: massless scalar field with Dirichlet boundary conditions,
the spectrum is fully resonant. Middle: massless scalar field with Neumann boundary condi-
tions, the spectrum is asymptotically resonant. Bottom: massive scalar field with Dirichlet
boundary conditions, the spectrum is non-resonant. Credits: [2].
and thus only asymptotically resonant, i.e. resonant only for infinite wave-numbers.
Finally in [228], the standard setup was studied with a massive scalar field. One im-
portant result of these works was that time evolutions with non-resonant spectrum
collapsed earlier than in the fully resonant case, as illustrated in figure 4.31. Further-
more, the authors recovered that in space-time, be the spectrum resonant or not, all
the original features of the massless scalar case were present (instability for very small
amplitudes and finely-tuned islands of stability). These results thus suggested that a
resonant spectrum was not a necessary condition for collapse.
In order to further investigate this point, it is also possible to investigate the dy-
namics of a massless scalar field in a flat enclosed cavity, as initially suggested in [140].
At the time, the authors shared the opinion that the resonant spectrum was not a
necessary condition for the instability. However, the careful analysis beyond spherical
symmetry of [151] (see section 4.3.7) came out soon after and established an opposite
conclusion. In order to solve this contradiction between analytical and numerical stud-
ies, the flat enclosed cavity was scrutinised once more in [166], whose authors pursued
their initial work [140]. Decreasing the amplitude of the initial data, they did find
this time that, with Neumann boundary conditions, there existed a threshold ε0 below
which no collapse occurred. The case of Neumann boundary conditions was particular
precisely because the spectrum of the linear operator was only asymptotically resonant.
Indeed, the eigen frequencies obey tan(ωjR) = ωjR, where R is the radius of the cavity.
In the large-j limit, it comes
ωj =
pi
R
(
j +
1
2
)
+O
(
1
j
)
, (4.56)
so that these frequencies are only asymptotically equidistant. This setup was gener-
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alised to the charged scalar field in [229] with qualitatively identical results: no collapse
below a certain threshold of amplitude. This was also analytically supported by argu-
ments within the Kolmogorov-Arnold-Moser (KAM) theory in [230]. Indeed, non-linear
dynamics theorems argue that when the spectrum is not perfectly resonant, there al-
ways exists a finite (but possibly arbitrarily small and difficult to spot numerically)
threshold ε0 below which the instability is suppressed.
Thus the three numerical studies [2,226,228] dealing with massive scalar fields had
opposite conclusions to the ones of [166,229] whose authors used a massless scalar field.
However, thanks to the analytical studies [151, 230], the role of a resonant spectrum
is now well understood to be that of a necessary (but not sufficient) condition for the
instability.
At this point, it is wise to point out two numerical limitations: (i) the amplitude
of numerical initial data cannot be arbitrarily small and (ii) numerical simulations run
for a finite amount of time. Thus, if an unstable solution is spotted in a numerical
simulation, it is rigorously impossible to state that it remains unstable in the zero-
amplitude limit14. In the same vein, if a stable solution is observed to be stable for a
finite (even if very long) time in numerical simulations, it is rigorously impossible to
state that it remains stable in the infinite-time limit. The different numerical setups
and precisions used in the literature may explain the apparent disputes between several
authors. This is why analytical frameworks like KAM theory, perturbations, analyticity
strip and TTF are invaluable tools to get more insight in the structure of the instability.
For the sake of completeness, let us mention that a lot more new classes of is-
lands of stability were uncovered in the massive scalar case. For example in [165,231],
time-periodic solutions (or breathers) were constructed perturbatively and numerically.
Moreover, by fine-tuning the mass of the scalar field, whole families of non-linearly sta-
ble Gaussian initial data were found in [216]. Finally in [228], initial data made of
three Gaussian wave packets were observed to remain non-linearly stable by continu-
ously exchanging energy between its constitutive parts. This is in full agreement with
the focusing/defocusing mechanism discussed in section 4.5.1.
4.6 Instability when no black hole is allowed
So far, we always confounded non-linear instability and black hole (or apparent horizon)
formation. How would the instability be expressed if, by one way or another, black hole
formation was simply forbidden? There are at least two simple cases when black hole
formation is not allowed: 3-dimensional AAdS space-times and Einstein-Gauss-Bonnet
(GB) gravity.
14In contrast with stable solutions whose stability is preserved by decreasing the amplitude, as
explained in section 4.4.2 via the TTF equations.
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Figure 4.32: Left: analyticity radius ρ of a Gaussian initial data in 3-dimensional AdS space-
time. The decrease is exponential, but ρ never hits zero. Right: Sobolev norm H2(t) =
‖φ′′(t, x)‖2 of the scalar field for three different amplitudes of the Gaussian initial data. The
inset shows the same curves in terms of the slow-time ε2t, so that it is clear that the blow up
is ∝ exp(O(ε2t)). Credits: [178].
4.6.1 3-dimensional AAdS space-times
The particular case of 3-dimensional AAdS space-times was studied in [178]. As men-
tioned in section 4.2.1, an AAdS 3-dimensional (or BTZ) black hole has a minimum
mass M0, so that initial data with total mass M < M0 can never form this kind of
singularity. Thus, the natural turbulent cascade cut-off of black hole formation does
not prevail any more, and what is observed is an exponential growth of the Sobolev
norm H2(t) = ‖φ′′(t, x)‖2 as well as an exponential decrease of the analyticity radius,
shown in figure 4.32. Unlike the higher dimensional cases, the analyticity radius never
reaches zero.
The instability conjecture has thus a different flavour in three dimensions [132]:
Conjecture 4.2 (Anti-de Sitter instability in 3 dimensions) Small smooth per-
turbations of 3-dimensional AdS remain smooth at all times but their radius of analyt-
icity shrinks to zero exponentially fast.
Said differently, even if no black hole is formed for sufficiently small amplitude
initial data, the turbulent cascade still occurs as the perturbations do not remain small
in any reasonable norm that captures the turbulent behaviour.
4.6.2 Einstein-Gauss-Bonnet gravity
The extension of the EKG setup to 5-dimensional GB gravity was performed in [216,
217], adding the following term to the Lagrangian of the theory
λ(R2 − 4RµνRµν +RµνρσRµνρσ), (4.57)
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Figure 4.33: Horizon radius xH as a function of the initial amplitude of the Gaussian scalar
wave packet in Einstein’s (left) and GB gravity (right). Insets show the black hole formation
times tH . Credits: [216].
where λ is the Gauss-Bonnet (GB) parameter. In this theory, a limiting black hole of
radius rH → 0 has a minimum mass M0 = λ/2. This implies that, in analogy with the
3-dimensional AdS case, no black hole can form if the initial data has mass lower than
M0.
The authors chose to study Gaussian initial data, for which the amplitude cor-
responding to M0 is ε = 21.86. However, no black hole formation was observed for
amplitudes below ε = 36, whose last collapsing solution bounced 24 times. This means
that there was a whole range of amplitudes where black hole formation was theoreti-
cally possible but yet did not occur. Running a simulation with an amplitude in this
range but turning off the GB term did indeed reignite collapse. The intuition was
that the GB term contributes largely to defocusing mechanisms that resists black hole
formation. The instability was thus suppressed more severely than expected. The
comparison of collapses with and without the GB term is clearly visible on figure 4.33,
where the structure of the instability seems much more chaotic in the GB gravity.
4.7 The CFT interpretation
Of course, one of the main motivations to study the AdS instability is the AdS-CFT
correspondence. What does the instability means on the CFT side? And what are the
quantum observables that may be impacted by the instability?
4.7.1 Dual thermodynamics
From a thermodynamical point of view, black hole formation is usually understood as
thermalisation of the dual system in the CFT side, and the weakly turbulent cascade
came as no surprise for the AdS-CFT community who expected any thermodynamical
system to thermalise [111]. However, several authors cautioned that this was not
always true [138, 139, 222]. Indeed, black holes obtained in numerical simulations are
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always classical. But if one considers the Hawking radiation [79,80], these black holes
formed after several bounces could be themselves thermodynamically unstable and
may evaporate, partially or totally, according the HP phase transition (see chapter 3
section 3.4). The thermalised state could thus be described by a smaller black hole in
equilibrium with its Hawking radiation or by a thermal gas in AdS space-time. This
means that the final classical black holes observed in the simulations, if too small, are
not thermalised states, but just pre-thermalisation steps in the dual theory, that only
achieve equilibrium on a longer timescale. This is strikingly reminiscent of revivals
and equilibrations that were observed experimentally in some isolated Bose-Einstein
condensates [232–234]. Others discussions of CFT duals in the context of the AdS
instability can be found in [130,135,169,188].
As first noticed in [161, 188], the existence of non-linearly stable solutions is
even more surprising, since they are dual to systems that never thermalise in the
CFT side, and do not exhibit black hole formation even if their mass is above the
HP limit. A potential heuristic explanation is that such systems may form a meta-
stable state that can survive by continuously exchanging energy between its constitutive
parts, as observed in [138, 139, 142, 182, 216, 217, 221, 228], which is translated in a
gravitational balance between focusing and defocusing effects in the gravitational AdS
dual (discussed in section 4.5.1).
4.7.2 Dual systems
Several CFT interpretations are available in the literature. For example, the authors
of [138,139] focused on the CFT duals of direct and delayed (i.e. with bounces) collapses
in AdS space-time. They computed the entanglement entropy of the dual system and
observed that this quantity was oscillating in the latter case. The authors also suggested
that the maximum of matter energy distribution in AdS was dual to the density of
strongly correlated excitations in the field theory.
In the hard wall model of [152, 153], the authors observed that non-collapsing
solutions induced a modulated oscillation of the boundary operator 〈O〉, and the time
scale of the modulation was precisely O(ε−2). The oscillations were interpreted in terms
of conversions of a collection of glueballs into another collection (and back).
Finally, from an AdS-CFT point of view and since a linearised graviton can
be interpreted as a spin-2 excitation, gravitational geons are equivalent to a Bose-
Einstein condensate of spin-2 field excitations [188], namely glueballs excitations. This
is illustrated in figure 4.34.
Because of the holographic principle, the dual system lives always in a space-time
that is one dimension less than the bulk space-time. For example, a 4-dimensional
geon is dual to a 3-dimensional Bose-Einstein condensate of glueball excitations. The
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Figure 4.34: Left: diagrammatic representation of a gravitational geon in an AAdS space-
time. Right: dual system living on the boundary. It is a Bose-Einstein condensate of a spin-2
field, namely glueball excitations. Credits: G. Martinon.
latter, however, can well be interpreted as a 4-dimensional system with one symmetry
(or invariance), so much as to reduce the effective dimensionality to three.
4.8 Summary and future prospects
Since the original work of Bizoń and Rostworowski in 2011 [124], much progress has
been made to understand the AdS instability. In table 4.1, we have tried to recap all
the different aspects of the problem. The statements are mainly a short synopsis of
the previous sections of this chapter.
The vast majority of the literature focused on spherical symmetry, very often
with a massless scalar field and Gaussian initial data. The few breakthroughs beyond
spherical symmetry were carried out in the case of gravitational geons (section 4.3.7).
The remaining of this manuscript focuses on the techniques used to construct such
geons and the results that were obtained in [1]. Our intuition is that the science
of AdS instability beyond spherical symmetry will play a prominent role in the near
future.
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From now on and in the chapters hereafter, we focus on 4-dimensional solutions.
The goal of this chapter is to build linear AAdS gravitational geons, i.e. periodic solu-
tions of the linearised Einstein’s equation in vacuum with an AdS background. At this
end, we first rely on perturbative methods, that allow to obtain good approximations
of solutions in the low-amplitude limit. This perturbative approach is based upon the
KIS formalism, that was first applied to cosmology in [189–191] and then adapted to
AAdS space-times in [93].
The main idea is to start from a spherically symmetric background, namely
the pure vacuum AdS space-time. The background is then treated with a p + 2-
decomposition (with p = 2 in our case of interest), i.e. a time-radial plane times the
p-sphere. One then defines a metric ĝab with a, b restricted to the time-radial plane
and another one γ˜ij, with i, j describing the p-sphere. The advantage of this split is
that it separates the spherically symmetric part of the metric from the time-radial
components.
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Once this background is settled, it is modified by a metric perturbation hαβ. The
main simplification of the KIS formalism comes from the decomposition of the hαβ ten-
sor. Indeed, the most general perturbation can be decomposed into several pieces, each
piece belonging to one of the following families: scalar-type, vector-type or tensor-type
perturbations. The denomination (scalar, vector or tensor) merely describes how the
different components of the perturbation transform under rotations on the p-sphere.
Furthermore, each one of these families can be decomposed onto an adapted functional
basis, namely scalar, vector and tensor spherical harmonics, indexed by quantum num-
bers (l,m).
It turns out that the background split combined with the perturbation decompo-
sition onto adapted spherical harmonics always lead to a system of decoupled equations,
i.e. each type (scalar, vector, tensor) and each spherical harmonic (l,m) can be treated
separately since they are not influencing each other. This greatly simplifies the per-
turbative scheme and allows to focus on each type of perturbation independently and
successively. On physical grounds however, we should keep in mind that any physical
perturbation is a priori a linear combination of all of these modes.
This formalism is relevant for the construction of geons. In this chapter, we focus
on the first order only, since it provides a precise enough seed for numerical simulations.
Some complements about higher orders can be found in [1].
Our notations are the followings. Indices from the beginning of the alphabet
a, b, c, d are related to the time-radial plane while indices i, j, k, l are related to the
unit 2-sphere angular directions. Hatted quantities always refer to the time-radial
background metric and quantities with a tilde to the unit 2-sphere metric. We also
resort to the usual notations
̂f = ∇̂a∇̂af, (∇̂f)2 = ∇̂af∇̂af, (H · ∇̂f) = Ha∇̂af. (5.1)
5.1 Background decomposition
The first step of the KIS formalism is to provide a decomposition adapted to the
spherical symmetry of the background, namely a 2 + 2-decomposition, with 2 time-
radial coordinates, and 2 angular coordinates. This allows to decompose not only the
4-dimensional metric but also all geometrical tensors and symbols of GR, defined in
appendix A.
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5.1.1 Decomposition of the metric
We consider the AdS background, in an arbitrary coordinates system. We simply
assume that the background metric can be decomposed as
gµνdx
µdxν = ĝab(y)dy
adyb + r2(y)γ˜ijdz
idzj, (5.2)
where ya are the time-radial coordinates, and zi are angular coordinates (typically θ
and ϕ) describing the 2-sphere. The metric ĝab is the 2-dimensional metric of the time-
radial plane and it is independent of the angular coordinates by spherical symmetry.
The metric γ˜ij is the one of the unit 2-sphere and is independent of ya. The function r(y)
represents the radius of spheres in the coordinates system. For instance, r(y) = L sinh ρ
in global coordinates (equation (2.13)) and r(y) = L tanx in conformal coordinates
(equation (2.17)). In matrix-style representation, the split of the background reads
gαβ =
(
ĝab(y) 0
0 r2(y)γ˜ij
)
and gαβ =
 ĝab(y) 0
0
1
r2(y)
γ˜ij
 , (5.3)
where ĝab and γ˜ij are respectively the inverses of ĝab and γ˜ij.
5.1.2 Decomposition of the Christoffel symbols
This 2 + 2-decomposition of the metric also holds for the Christoffel symbols and
curvature tensors, which play an important role in the perturbative scheme. Their
computation directly follows from the definitions of appendix A. It can be shown that
the Christoffel symbols of the background metric are related to the ones of ĝαβ and γ˜ij
by
Γ
c
ab = Γ̂
c
ab, Γ
a
ib = 0, Γ
a
ij = −r∇̂arγ˜ij, (5.4a)
Γ
k
ij = Γ˜
k
ij, Γ
i
ab = 0 Γ
i
aj =
1
r
∇̂arδij , (5.4b)
where ∇̂ denotes the covariant derivative associated to the time-radial metric ĝab.
5.1.3 Decomposition of the curvature tensors
Since ĝab is a 2-dimensional maximally symmetric negatively curved metric and γ˜ij
a 2-dimensional maximally symmetric positively curved metric, their respective Ricci
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tensors and scalars are (see equation (2.3))
R̂ab = − 1
L2
ĝab, R˜ij = γ˜ij, (5.5a)
R̂ = − 2
L
, R˜ = 2. (5.5b)
This allows to compute the background Riemann tensor
R
a
bcd = −
1
L2
(δac ĝbd − δad ĝbc), Raijb = r∇̂a∇̂brγ˜ij, (5.6a)
R
i
jkl = (1− (∇̂r)2)(δik γ˜jl − δil γ˜jk), Riabj =
1
r
∇̂a∇̂brδij , (5.6b)
all the other components being zero. By contraction, the components of the background
Ricci tensor are
Rab = − 1
L2
ĝab − 2
r
∇̂a∇̂br, Rai = 0, Rij = (1− r̂r − (∇̂r)2)γ˜ij. (5.7)
Contracting again, the background Ricci scalar is
R = − 2
L2
+
2
r2
(1− 2r̂r − (∇̂r)2). (5.8)
At this point we can combine (5.7) and (5.8) with Einstein’s equation in vacuum,
namely
Rαβ = − 3
L2
gαβ and R = −
12
L2
, (5.9)
and get
∇̂ar∇̂br = r
L2
ĝab, ̂r =
2r
L2
, (∇̂r)2 = 1 + r
2
L2
. (5.10)
These expressions make clear the link between the function r(y) and the background
geometry. This brings the following definitive expressions of (5.6), (5.7) and (5.8)
R
a
bcd = −
1
L2
(δac ĝbd − δad ĝbc), Raijb =
r2
L2
δab γ˜ij, (5.11a)
R
i
jkl = −
r2
L2
(δik γ˜jl − δil γ˜jk), Riabj =
1
L2
ĝabδ
i
j , (5.11b)
Rab = − 3
L2
ĝab, Rij = −3r
2
L2
γ˜ij. (5.11c)
All these expressions of the usual geometrical tensors (and symbols) are thus
mere consequences of the 2 + 2 decomposition (5.2). We use them hereafter in order
to simplify the perturbative scheme.
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5.2 Classification of the perturbations
The cornerstone of the KIS formalism is the decomposition of the metric perturbation
onto scalar, vector and tensor type components. Each of these three components is
in turn decomposed onto an adapted functional basis, namely the scalar, vector and
tensor spherical harmonics.
5.2.1 Decomposition theorems
In [93], two fundamental decomposition theorems were demonstrated.
Theorem 5.1 (Vector decomposition) For a compact Riemannian manifold equipped
with the metric γ˜ij, any vector field vi can be uniquely decomposed as
vi = V i + D˜iS, where D˜iV i = 0, (5.12)
with S a scalar field. V i and S are referred respectively as the vector and scalar parts
of vi.
Theorem 5.2 (Tensor decomposition) For a compact Riemannian manifold equipped
with the metric γ˜ij and whose Ricci tensor obeys R˜ij = cγ˜ij for some constant c, any
symmetric tensor tij can be uniquely decomposed as
tij = Tij + 2D˜(iVj) +
1
2
γ˜ijt
m
m +
(
D˜iD˜j − 1
2
γ˜ijD˜mD˜
m
)
S, (5.13)
where V i is a divergence-free vector and Tij is a transverse-traceless tensor, namely
D˜iV
i = 0, T ii = 0, D˜iT
ij = 0. (5.14)
Tij, V i and (S, tmm) are referred respectively as the tensor, vector and scalar parts of
tij.
These theorems are fundamental for the metric perturbation decomposition. In
particular, they readily apply to the 2-sphere, which is relevant to the metric split
(5.3), as well as the decomposition of the metric perturbation.
5.2.2 Decomposition of the metric perturbation
We consider the most general gravitational perturbations hαβ. According to the back-
ground decomposition (5.3), we can write it
hµνdx
µdxν = habdy
adyb + 2haidy
adzi + hijdz
idzj. (5.15)
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Under rotations on the 2-sphere, hab transforms as a scalar field, hai as a vector field
and hij as a tensor field. We can thus make use of the two decomposition theorems 5.1
and 5.2, to write
hab = h
(s)
ab , (5.16a)
hai = h
(v)
ai + D˜ih
(s)
a , (5.16b)
hij = h
(t)
ij + 2D˜(ih
(v)
j) + h
(s)
L γ˜ij +
(
D˜iD˜j − 1
2
γ˜ijD˜mD˜
m
)
h
(s)
T , (5.16c)
where
D˜ih
(v)
ai = 0, D˜
jh
(t)
ij = 0, γ˜
ijh
(t)
ij = 0, D˜
ih
(v)
i = 0. (5.17)
The (s), (v), and (t) exponents denote respectively the scalar, vector and tensor parts
of the metric perturbation. The advantage of this decomposition is that all scalar (s),
vector (v), and tensor (t) parts can be decomposed in turn onto scalar, vector and
tensor spherical harmonics respectively.
5.2.3 Spherical harmonic decomposition
On the one hand, the scalar spherical harmonics are
Slm =

(−1)m
√
2l+1
2pi
(l−m)!
(l+m)!
Pml (cos θ) cos(mϕ) (m > 0),√
2l+1
4pi
Pl(cos θ) (m = 0),
(−1)|m|
√
2l+1
2pi
(l−|m|)!
(l+|m|)!P
|m|
l (cos θ) sin(|m|ϕ) (m < 0),
(5.18)
where l is a positive integer and m is an integer obeying |m| ≤ l. These harmonics
satisfy
D˜iD˜
iSlm + l(l + 1)Slm = 0, (5.19)
where D˜ is the connection associated to γ˜ij. The following normalisation condition
holds ∫ pi
0
∫ 2pi
0
SlmSl′m′ sin θdθdϕ = δll′δmm′ . (5.20)
Any function of (θ, ϕ) can be decomposed onto the scalar spherical harmonics basis
Slm.
On the other hand, any divergence-free 2-vector on the 2-sphere V i can be de-
composed on the basis of the vector spherical harmonics, defined by
Vilm =
1√
l(l + 1)
˜ijD˜jSlm, (5.21)
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where ˜ij is the volume 2-form of the unit 2-sphere. They obey to
D˜iVilm = 0, and D˜jD˜jVilm + [l(l + 1)− 1]Vilm = 0, (5.22)
and are normalised according to∫ pi
0
∫ 2pi
0
γ˜ijVilmV
j
l′m′ sin θdθdϕ = δll′δmm′ . (5.23)
Last but not least, in dimension n = 4, tensor spherical harmonics do not exist
[235]. This implies that there is no tensor degree of freedom for the perturbations.
Namely, there is no tensor part in (5.16) and h(t)ij = 0. We thus focus only on scalar
and vector spherical harmonics and write, according to (5.16)
h
(s)
ab =
∑
l,m
H
(l,m)
ab (y)S
lm, (5.24a)
h
(v)
ai =
∑
l,m
H(v)(l,m)a (y)Vlmi , (5.24b)
h(s)a =
∑
l,m
H(s)(l,m)a (y)Slm, (5.24c)
h
(v)
i =
∑
l,m
H
(v)(l,m)
T (y)V
lm
i , (5.24d)
h
(s)
L =
∑
l,m
H
(l,m)
L (y)S
lm, (5.24e)
h
(s)
T =
∑
l,m
H
(s)(l,m)
T (y)S
lm. (5.24f)
Due to the rotational invariance of the background and of the mathematical operators
involved in Einstein’s equation, all (l,m) components of the scalar and vector-type
perturbations decouple [93]. This allows to simplify the argument by examining only
one type of perturbation (either scalar or vector) with one fixed (l,m) independently
and separately. In order to alleviate the notations hereafter, we drop the (l,m) indices
since we can always study one (l,m) component at a time.
5.3 Vector-type perturbations
We start by examining the family of vector-type perturbations, for fixed (l,m). Fol-
lowing equations (5.16) and (5.24), they are defined by
hab = 0, hai = HaVi, hij = 2HT D˜(iVj), (5.25)
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where Ha and HT depends only on the time-radial coordinates ya. Together, Hab and
HT account for three degrees of freedom (out of ten a priori) of the 4-dimensional
metric perturbation. We can reduce further this number by choosing a suitable gauge.
5.3.1 Gauge freedom
In order to simplify the argument, we look for a gauge in which the computations are
easier. We thus examine the first order change of coordinates
xα
′
= xα + χα(xµ), (5.26)
where χα depends on the coordinates (xα) and is of the same order as hαβ. Since we
want to preserve the vector type of the metric perturbation, ξα is restricted to be of
the form
χa = 0 and χi = ξVi, (5.27)
where ξ depends only on the ya coordinates. The new perturbation is then (see equation
(A.22) of appendix A)
hα′β′ = hαβ −∇αχβ −∇βχα. (5.28)
With the expression (5.4) of the Christoffel symbols, as well as (5.25), (5.27) and (5.28),
the metric perturbation in the new coordinates system can be expressed as
Ha′ = Ha − r2∇̂a
(
ξ
r2
)
, (5.29a)
H ′T = HT − ξ. (5.29b)
In light of this results, there appears a natural gauge-invariant variable, namely
Za ≡ Ha − r2∇̂a
(
HT
r2
)
, (5.30)
that remains unchanged under the transformation (5.27). It turns out that it is possible
to express the linearised Einstein’s equation in terms of Za, which has only two degrees
of freedom.
5.3.2 Linearised Einstein’s equation
In order to simplify the calculation, we choose a gauge in which
HT = 0. (5.31)
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This is possible according to (5.29). The components of the metric perturbation are
now
hab = 0, hai = HaVi, hij = 0, (5.32)
and its trace gαβhαβ is zero. We also assume that l ≥ 2. The case l = 1 is delayed
to section 5.3.4. As for the l = 0 case, since it is spherically symmetric, it cannot
represent dynamical gravitational waves by Birkhoff’s theorem, and thus corresponds
to a change of background.
Einstein’s equation being a second order differential equation, we need the second
order derivatives of hαβ. In our gauge (5.31), the first order derivatives of the metric
perturbation are
∇chab = 0, ∇ahij = 0, (5.33a)
∇bhai = r∇̂b
(
Ha
r
)
Vi, ∇ihaj = HaD˜iVj, (5.33b)
∇ihab = −2
r
H(a∇̂b)rVi, ∇khij = 2r(H · ∇̂r)γ˜k(iVj). (5.33c)
The second order derivatives of the metric perturbation are
∇a∇bhcd = 0, (5.34a)
∇i∇jhab = −4
r
H(a∇̂b)rD˜(iVj), (5.34b)
∇a∇bhic = r∇̂a∇̂b
(
Hc
r
)
Vi, (5.34c)
∇a∇ihbj = r2∇̂a
(
Hb
r2
)
D˜iVj, (5.34d)
∇a∇ihbc = −2r∇̂a
(
H(b∇̂c)r
r2
)
Vi, (5.34e)
∇i∇ahbj = r2∇̂a
(
Hb
r2
)
D˜iVj, (5.34f)
∇i∇ahbc = −2r∇̂a
(
1
r2
H(b
)
∇̂c)rVi, (5.34g)
∇a∇bhij = 0, (5.34h)
∇a∇khij = 2r3∇̂a
(
(H · ∇̂r)
r2
)
γ˜k(iVj), (5.34i)
∇k∇ahij = 2r3∇̂br∇̂a
(
Hb
r2
)
γ˜k(iVj), (5.34j)
∇i∇jhak = HaD˜iD˜jVk + r∇̂br∇̂bHaγ˜ijVk − 2Ha(∇̂r)2γ˜i(jVk)
− (H · ∇̂r)∇̂ar(γ˜ikVj + γ˜jkVi + γ˜ijVk), (5.34k)
∇i∇jhkl = 4r(H · ∇̂r)γ˜(k(iD˜j)Vl). (5.34l)
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We can now use these results for the linearised Einstein’s equation. For a traceless
perturbation, Einstein’s equation in vacuum can be computed readily with the results
of appendix C (equations (C.1)). At first order it reads
− 1
2
gµν∇µ∇νhαβ + 1
2
gµν∇α∇µhβν + 1
2
gµν∇β∇µhαν +Rµαβνhµν = 0. (5.35)
This expression comes from Palatini’s identity (C.1d), combined with Ricci’s identity
(A.32) and Einstein’s equation (A.36) (see e.g. [236]). With the help of (5.3), (5.11),
(5.22) and (5.34), we can compute the components of (5.35). The (a, b) components
are trivially zero since they are proportional to DiVi which vanishes for vector pertur-
bations (see equation (5.22)). The (i, j) components are found to be
∇̂bHbD(iVj) = 0. (5.36)
As for the (a, i) components, using the Ricci identity, namely
∇̂a∇̂bHb − ∇̂b∇̂aHb = R̂ ba Hb = −
1
L2
Ha, (5.37)
and (5.22), it comes
Ha
2r2
l(l + 1) +
2Ha
L2
− 1
2
̂Ha +
1
2
∇̂b∇̂aHb − ∇̂ar
r2
(H · ∇̂r) + ∇̂
br
r
∇̂aHb − ∇̂ar
r
∇̂bHb = 0.
(5.38)
TradingHa for Za in our gauge (see equations (5.30) and (5.31)), we have thus recovered
that
∇̂aZa = 0, (5.39a)
∇̂b
(
r4
[
∇̂b
(
Za
r2
)
− ∇̂a
(
Zb
r2
)])
− [l(l + 1)− 2]Za = 0, (5.39b)
where (5.39b) is a more compact writing of (5.38). These two equations are strictly
equivalent to the linearised Einstein’s equation for vector-type perturbations. Fur-
thermore, even if we have performed the computations in our gauge (5.31), the final
expression is gauge-invariant since Za itself is gauge-invariant (equation (5.30)).
5.3.3 Master equation
It turns out that equations (5.39) can be simplified further and reduced to a single
scalar equation. Indeed, from (5.39a), we deduce that Za is a curl. Namely, there exist
a scalar field φ(y) such that
Za = ̂ab∇̂bφ, (5.40)
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where ̂ab is the volume 2-form (or Levi-Civita symbol) of the time-radial plane, satis-
fying
̂01 =
√
−ĝ, ̂01 = − 1√−ĝ , ∇̂c̂ab = 0. (5.41)
Equation (5.39b) thus becomes
̂ac∇̂b
[
r4∇̂b
(
∇̂cφ
r2
)]
− ̂bc∇̂b
[
r4∇̂a
(
∇̂cφ
r2
)]
− [l(l + 1)− 2]̂ac∇̂cφ = 0. (5.42)
Contracting with ̂ad, using the properties of the Levi-Civita symbols (A.25), and the
background properties (5.10), we get
r2̂∇̂aφ−
[
l(l + 1)− 2 + r
2
L2
]
∇̂aφ+ 2r∇̂ar̂φ− 2r∇̂br∇̂b∇̂aφ− 2∇̂ar(∇̂r · ∇̂φ) = 0.
(5.43)
This equation can put into a more compact form by using Ricci’s identity (5.37)
∇̂a
[
r4∇̂b
(
∇̂bφ
r2
)
− [l(l + 1)− 2]φ
]
= 0. (5.44)
Since the hole left-hand side is a gradient, this means that the expression inside the
brackets is a constant. However, since Za is invariant by the transformation φ→ φ+cst
according to (5.40), we have the freedom to choose φ so as to satisfy directly
r4∇̂b
(
∇̂bφ
r2
)
− (l(l + 1)− 2)φ = 0. (5.45)
Now defining the master function
ΦV ≡ φ
r
, (5.46)
equation (5.45) becomes a master equation for ΦV that is
̂ΦV − l(l + 1)
r2
ΦV = 0. (5.47)
This equation encodes fully the linearised Einstein’s equation for vector-type perturba-
tions and is by construction gauge-invariant. Recall that we started with three degrees
of freedom (Ha and HT ), that we have reduced to two with the gauge-invariant variable
Za, and finally, we have reduced it further to one with the scalar field ΦV .
5.3.4 Case l = 1
If now we consider the special case of l = 1 perturbations, HT in equation (5.25) is
not defined any longer since D˜iVj = 0. According to (5.29), the only gauge-invariant
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quantity that we can build is the antisymmetric tensor
Zab = r
2
[
∇̂a
(
Hb
r2
)
− ∇̂b
(
Ha
r2
)]
. (5.48)
The linearised Einstein’s equation (5.39b) then reduces to
∇̂b(r2Zab) = 0, (5.49)
whose antisymmetric solutions are
Zab = ̂ab
C
r2
, (5.50)
where C is a constant of integration. On this solution, it is clear that Zab is independent
of time, so that the metric perturbation is independent of time too. The l = 1 case is
then just a change of background and is not dynamical.
5.4 Scalar-type perturbations
We now consider the scalar-type perturbations, for fixed (l,m). Following equations
(5.16) and (5.24), they are defined by
hab = HabS, hai = HaD˜iS, hij = HLγ˜ijS+HT
(
D˜iD˜j +
l(l + 1)
2
γ˜ij
)
S, (5.51)
where Hab, Ha, HL and HT depend only on the time-radial coordinates ya. We have
also used (5.19) to replace the 2-sphere Laplacian. The number of degrees of freedom
carried by Hab, Ha, HL and HT is seven (out of ten for the full metric perturbation).
Since the vector-type perturbations accounted for three degrees of freedom initially, we
recover that vector and scalar perturbations are sufficient, in the 4-dimensional case,
to describe fully the whole metric perturbation.
5.4.1 Gauge freedom
Just like the previous vector-type case, we are looking for gauge-invariant variables.
We thus perform the first order change of coordinates
xα
′
= xα + χα(xµ). (5.52)
The scalar-type character of the metric perturbation is only preserved under the class
of transformations
χa = ξaS and χi = ξD˜iS, (5.53)
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where ξa and ξ depend only on the ya coordinates. The new metric perturbation is
(equation (A.22)) then
hα′β′ = hαβ −∇αχβ −∇βχα. (5.54)
Using the expression of the background Christoffel symbols (5.4) as well as (5.51),
(5.53) and (5.54), we obtain
Ha′b′ = Hab − ∇̂aξb − ∇̂bξa, (5.55a)
Ha′ = Ha − ξa − r2∇̂a
(
ξ
r2
)
, (5.55b)
H ′L = HL + l(l + 1)ξ − 2r∇̂arξa, (5.55c)
H ′T = HT − 2ξ. (5.55d)
Out of these results, we can construct two natural gauge-invariant variables, namely
Z =
2
r2
(
HL +
l(l + 1)
2
HT + 2r∇̂arXa
)
, (5.56a)
Zab = Hab + ∇̂aXb + ∇̂bXa + 1
2
Zĝab, (5.56b)
where we have defined
Xa = −Ha + r
2
2
∇̂a
(
HT
r2
)
. (5.57)
Under the change of coordinates (5.53), Z and Zab remain unchanged while Xa trans-
forms like
Xa′ = Xa + ξa. (5.58)
In the following, we express the linearised Einstein’s equation only in terms of these
gauge-invariant variables.
5.4.2 Linearised Einstein’s equation
In order to make computations simpler, we work in a gauge where
Ha = 0 and HT = 0. (5.59)
This is possible according to (5.55). We also assume that the quantum number l
satisfies l ≥ 2. The special case l = 1 is treated in section 5.4.4 and the case l = 0
is not dynamical since it is spherically symmetric (Birkhoff’s theorem). The metric
components of the perturbation then read
hab = HabS, hai = 0, hij = HLγ˜ijS. (5.60)
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We have thus reduced the number of degrees of freedom to four, contained in Hab and
HL. The trace of the metric perturbation is
h =
(
Haa +
2HL
r2
)
S. (5.61)
To prepare the computation of Einstein’s equation at first order, we give the
derivatives of the perturbation in our gauge (5.59). The first order derivatives of the
metric are
∇chab = ∇̂cHabS, ∇ahij = r2∇̂a
(
HL
r2
)
γ˜ijS, (5.62a)
∇bhai = 0, ∇ihaj =
(
rHab∇̂br −HL ∇̂ar
r
)
γ˜ijS, (5.62b)
∇ihab = HabD˜iS, ∇khij = HLγ˜ijD˜kS. (5.62c)
The second order derivatives of the metric perturbation are
∇a∇bhcd = ∇̂a∇̂bHcdS, (5.63a)
∇i∇jhab = HabD˜iD˜jS+
(
r∇̂cr∇̂cHab − 2∇̂(arHb)c∇̂cr + 2HL
r2
∇̂ar∇̂br
)
γ˜ijS, (5.63b)
∇a∇bhic = 0, (5.63c)
∇a∇ihbj = r2∇̂a
(
Hbc∇̂cr
r
− HL∇̂br
r3
)
γ˜ijS, (5.63d)
∇a∇ihbc = r∇̂a
(
Hbc
r
)
D˜iS, (5.63e)
∇i∇ahbj = r2
(
∇̂a
(
Hbc
r
)
∇̂cr − ∇̂a
(
HL
r3
)
∇̂br
)
γ˜ijS, (5.63f)
∇i∇ahbc = r∇̂a
(
Hbc
r
)
D˜iS, (5.63g)
∇a∇bhij = r2∇̂a∇̂b
(
HL
r2
)
γ˜ijS, (5.63h)
∇a∇khij = r3∇̂a
(
HL
r3
)
γ˜ijD˜kS, (5.63i)
∇k∇ahij = r3∇̂a
(
HL
r3
)
γ˜ijD˜kS, (5.63j)
∇i∇jhak = 2
(
rHab∇̂br −HL ∇̂ar
r
)
γ˜k(iD˜j)S, (5.63k)
∇i∇jhkl = HLγ˜klD˜iD˜jS+ r3∇̂ar∇̂a
(
HL
r2
)
γ˜ij γ˜klS
+ (r2Hab∇̂ar∇̂br −HL(∇̂r)2)(γ˜ikγ˜jl + γ˜ilγ˜jk)S. (5.63l)
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Now, the first order Einstein’s equation is (deduced from equation (C.1) of the
appendix)
− 1
2
gµν∇µ∇νhαβ− 1
2
∇α∇βh+ 1
2
gµν∇α∇µhβν + 1
2
gµν∇β∇µhαν +Rµαβνhµν = 0. (5.64)
In light of (5.63), the (a, i) components of (5.64) boil down to
− 1
2
∇̂a
(
Hbb +
2HL
r2
)
+
1
2
∇̂bHab + 1
2
∇̂a
(
HL
r2
)
+
Hbb
2r
∇̂ar = 0. (5.65)
If now we look at the (i, j) components of (5.64) with the help of (5.19), they reduce
to
0 = −1
2
HaaD˜iD˜jS+ γ˜ijS
[
− r
2
2
̂∇̂
(
HL
r2
)
+ r2∇̂a
(
Hab
r
)
∇̂br − r2∇̂a
(
HL
r3
)
∇̂ar
+
HLl(l + 1)
2r2
+ 2Hab∇̂ar∇̂br − HL
r2
(∇̂r)2 − HL
r2
+ rHab∇̂a∇̂br − r
2
∇̂ar∇̂a
(
Hbb +
2HL
r2
)]
.
(5.66)
The right-hand side has a non-vanishing trace. The traceless part is simpler and reads
Haa
(
D˜iD˜jS+
l(l + 1)
2
γ˜ijS
)
= 0 ⇐⇒
l≥2
Haa = 0. (5.67)
This equation combined with the background identities (5.10) and (5.19) gives finally
an equation for the trace of (5.66), namely
− r
2
L2
̂
(
HL
r2
)
− 2r∇̂a
(
HL
r2
)
∇̂ar+ HL
2r2
[l(l+ 1)− 2] + r∇̂aHab∇̂br+Hab∇̂ar∇̂br = 0.
(5.68)
As for the (a, b) components of the linearised Einstein’s equation (5.64), we can use
(5.63) and (5.19) and get
0 = −1
2
̂Hab − 1
2
∇̂a∇̂b
(
Hcc +
2HL
r2
)
+
1
2
∇̂a∇̂cHbc + 1
2
∇̂b∇̂cHac + Hab
2r2
(
l(l + 1) +
2r2
L2
)
− ∇̂
cr
r
(
∇̂cHab − ∇̂aHbc − ∇̂bHac
)
− 1
r
∇̂a
(
HL
r2
)
∇̂br − 1
r
∇̂b
(
HL
r2
)
∇̂ar + H
c
c
L2
ĝab.
(5.69)
Now that we have at hand all components of Einstein’s equation, we can make appear
the gauge-invariant variables (5.56), which in our gauge (5.59) read
Z =
2HL
r
, Zab = Hab +
HL
r2
ĝab, Z
a
a = H
a
a +
2HL
r2
. (5.70)
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If we combine the (a, i) and (i, j) components (equations (5.65) and (5.67)) of the
linearised Einstein’s equation, we find the two equations
∇̂bZab = ∇̂aZbb and Zaa = Z. (5.71)
Despite their simplicity, these two equations entirely summarise the (a, i) and (i, j)
components of Einstein’s equation at first order for scalar-type perturbations. It can
be shown that these equations imply the existence of a function φ such that [93]
Zab = ∇̂a∇̂bφ− φ
L2
ĝab, (5.72a)
Z = ̂φ− 2φ
L2
. (5.72b)
This is similar to the property “a vector of vanishing divergence is necessary a curl” en-
countered in the vector-type case. The proof relies on the following arguments (readers
ready to admit equations (5.72) can jump directly to section (5.4.3)).
Consider the unique function φ solution of(
∇̂a∇̂a − 2
L2
)
φ = 0, (5.73)
with initial data satisfying
∂bt
(
∇̂a∇̂b − 1
L2
ĝab
)
φ = ∂btZab, on the Cauchy surface x = x0. (5.74)
Then the tensor defined by
Tab ≡ Zab −
(
∇̂a∇̂bφ− φ
L2
ĝab
)
, (5.75)
vanishes because
¶ it is transverse ∇̂bT ba = 0,
· it is traceless ĝabTab = 0,
¸ its contraction with ∂at is zero: Tab∂bt = 0.
These conditions are well sufficient to infer that Tab = 0 (and hence (5.72)). Indeed,
from condition 3, we deduce that T00 and T01 are zero. Combined with the traceless
condition 2, this ensures that T11 vanishes too, so that all (a, b) components of this
tensor are zero, ending the proof of (5.72). Conditions 1 and 2 are direct consequences
of (5.73) and of the 2-dimensional Ricci identity (5.37). As for condition 3, it is harder
to prove. If we define
va ≡ Tab∂bt , (5.76)
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it results from
(a) va is a curl. Since ∇̂ava = 0, there exists a scalar field s such that va = ̂ab∇̂bs.
(b) The scalar s satisfies s = 0 and ∂s
∂x
= 0 on the hypersurface x = x0.
(c) The symmetry of ∇̂avb: ∇̂(̂abvb) = 0 ⇐⇒ −∇̂a∇̂as = 0.
These three conditions imply that s = 0 since the only solution of (c) with initial
condition (b) is s = 0 and hence va = 0 by condition (a). Condition (a) is a consequence
of condition 1 and of the antisymmetry of ∇̂a∂bt (Killing equation for the background).
Condition (b) holds because the initial condition (5.74) implies va = 0 and thus ∇̂as = 0
on the hypersurface x = x0. Since s is defined within a constant choice, we can
arbitrarily set s to 0 on the Cauchy surface for the initial data. Condition (c) is not
trivial to establish, but we can remark that
∇̂a(̂abvb) = ∇̂a(̂abTbc∂ct ). (5.77)
Besides, ̂ac̂abT cb = T bb = 0 (thanks to condition 2 and (A.25)), which means that
̂abT bc is symmetric. We can thus rewrite (5.77) as
∇̂a(̂abvb) = ̂cbT ba∇̂a∂ct , (5.78)
where we have used condition 1 and (5.41). Since ∇̂a∂ct is antisymmetric (Killing
equation for the background) and the time-radial plane is 2-dimensional, ∇̂a∂ct must
be proportional to ̂ac. The proportionality factor is readily found by contracting with
̂ac and using (A.25):
∇̂a∂ct = −
1
2
̂de∇̂d∂et ̂ac. (5.79)
From (5.79), (A.25), and (5.78), follows directly condition (c).
5.4.3 Master equation
The important feature we have proved so far is that the (a, i) and (i, j) components of
Einstein’s equation (5.71) imply that the gauge-invariant variables take the form (5.72).
Namely, we have reduced the number of degrees of freedom to 1, since φ encodes all
the scalar-type metric perturbation. In order to express all our results in terms of the
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φ function, we notice that (5.70) and (5.72) imply
Hab = ∇̂a∇̂bφ− ̂φ
2
ĝab, (5.80a)
HL
r2
=
̂φ
2
− φ
L2
, (5.80b)
∇̂bHab = ∇̂a
(
HL
r2
)
. (5.80c)
Using these expressions in (5.68) and (5.69) yields equations for φ only, namely
0 = −̂
2φ
4
+
̂φ
4r2
[l(l + 1)− 4]− φ[l(l + 1)− 2]
2r2L2
+
1
r2
∇̂a∇̂bφ∇̂ar∇̂br
− 1
2r
∇̂ar∇̂a̂φ+ 1
rL2
∇̂ar∇̂aφ, (5.81a)
0 = −1
2
∇̂a∇̂b̂φ+ ̂
2φ
4
ĝab +
∇̂a∇̂bφ
2r2
[
l(l + 1) +
6r2
L2
]
− ̂φ
4r2
ĝab
[
l(l + 1) +
6r2
L2
]
+
∇̂cr
r
∇̂a∇̂b∇̂cφ+ ĝab
2r
∇̂c̂φ∇̂cr − ∇̂br
r
∇̂a̂φ− ∇̂ar
r
∇̂b̂φ+ ∇̂aφ∇̂br
rL2
+
2∇̂bφ∇̂ar
rL2
− ĝab
rL2
∇̂cr∇̂cφ, (5.81b)
where we have extensively used the Ricci identity (5.37). These two equations can
be combined and simplified further as follows. Eliminating ̂2φ between these two
equations, we get
0 = −1
2
∇̂a∇̂b̂φ+ ∇̂
cr
r
∇̂a∇̂b∇̂cφ− ∇̂br
r
∇̂a̂φ− ∇̂ar
r
∇̂b̂φ+ ĝab
r2
∇̂c∇̂dφ∇̂cr∇̂dr
− ĝab
r2
̂φ
(
1 +
3r2
2L2
)
+
∇̂a∇̂bφ
2r2
(
l(l + 1) +
6r2
L2
)
+
∇̂aφ∇̂br
rL2
+
2∇̂bφ∇̂ar
rL2
− φĝab
2r2L2
[l(l + 1)− 2] = 0. (5.82)
Finally, this equation admits the more compact form
− 1
2r2
(
∇̂a∇̂b − ĝab
L2
)
(r2̂φ− 2r∇̂cr∇̂cφ− [l(l + 1)− 2]φ) = 0. (5.83)
Establishing the equivalence between (5.82) and (5.83) is not trivial at all. Indeed the
difference between (5.82) and (5.83) is
Aab ≡ ∇̂a∇̂bφ
r2
(
1 +
r2
L2
)
− ĝab̂φ
r2
(
1 +
r2
L2
)
+
ĝab
r2
∇̂c∇̂dφ∇̂cr∇̂dr + ̂φ
r2
∇̂ar∇̂br
− 1
r2
∇̂br∇̂cr∇̂a∇̂cφ− 1
r2
∇̂ar∇̂cr∇̂b∇̂cφ. (5.84)
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Proving that Aab is zero is not obvious at first sight. However, if exceptionally we
choose to work in a given background frame, say the one associated to static coordinates
(equation (2.15) of chapter 2), we have
ĝab =
(
−f 0
0 1
f
)
, ĝab =
(
− 1
f
0
0 f
)
, ∂0r = 0, ∂
0r = 0, ∂1r = 1, ∂
1r = f,
(5.85)
where f(r) = 1 + r2/L2. It can then be shown readily that each component of Aab is
zero, so that the tensor Aab is identically zero. This proves the equivalence between
(5.82) and (5.83).
We have thus recovered that(
∇̂a∇̂b − ĝab
L2
)
E(φ) = 0 (5.86a)
with E(φ) = r2̂φ− 2r∇̂ar∇̂aφ− [l(l + 1)− 2]φ. (5.86b)
In a quest for further simplification, we notice that solving this equation is equivalent
to solving E(φ) = 0. Indeed, recall that Zab (equation (5.72)) is invariant under the
transformation φ→ φ+ φ0 provided(
∇̂a∇̂b − ĝab
L2
)
φ0 = 0. (5.87)
It turns out that the space of solutions of (5.87) is entirely generated by three functions
f1, f2 and f3 [93], so that any solution of (5.87) has the form
φ0 = a1f1 + a2f2 + a3f3, (5.88)
where a1, a2 and a3 are three constants. Viewing (5.86) as a differential equation for
E (actually the same as (5.87)), it comes similarly
E(φ) = b1f1 + b2f2 + b3f3. (5.89)
This structure propagates such that
E(φ+ φ0) = c1f1 + c2f2 + c3f3, (5.90)
where ci are simple functions of ai and bi. We can thus always choose φ0 such that
E(φ + φ0) = 0. Said differently, solving (5.86) is equivalent to solve E(φ) = 0, as
announced above.
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We end the discussion by defining the master variable
ΦS ≡ φ
r
, (5.91)
so that E(φ) = 0 is equivalent to the master equation
̂ΦS − l(l + 1)
r2
ΦS = 0. (5.92)
Notice that this equation is gauge-invariant by construction and is exactly the same
as for vector-type perturbations, equation (5.47). This equation is thus appropriately
called a master equation. Notice also that out of the ten initial degrees of freedom
contained in hαβ, we have reduced the number of degrees of freedom to two, one for
the vector-type perturbation ΦV and one for the scalar-type perturbation ΦS. We
thus have recovered the well-known result that first order gravitational waves in four
dimensions have only two degrees of freedom.
5.4.4 Case l = 1
If l = 1, HT in (5.51) is not defined any more since D˜iD˜jS + γ˜ijS = 0. Thus, Zab and
Z are no more gauge-invariant. We recall that if HT = 0, we have defined (equations
(5.56))
Zab = Hab − ∇̂aHb − ∇̂bHa + Z
2
ĝab, (5.93a)
Z =
2
r2
(HL − 2r∇̂arHa). (5.93b)
By an infinitesimal first order change of coordinates of the form (5.53), it comes
Z ′ = Z +
4ξ
r2
+ 4r∇̂a
(
ξ
r2
)
∇̂ar, (5.94a)
Z ′ab = Zab + ∇̂a
(
r2∇̂b
(
ξ
r2
))
+ ∇̂b
(
r2∇̂a
(
ξ
r2
))
+
2ξ
r2
ĝab + 2r∇̂cr∇̂c
(
ξ
r2
)
ĝab.
(5.94b)
These equations can be made more compact. Indeed, introducing
Ξ ≡ −2ξ
r
, (5.95)
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it comes
Z ′ = Z +
2r
L2
Ξ− 2(∇̂r · ∇̂Ξ), (5.96a)
Z ′ab = Zab − r∇̂a∇̂bΞ +
2r
L2
Ξĝab − (∇̂r · ∇̂Ξ)ĝab. (5.96b)
In particular, we notice that
(Zaa − Z)′ = Zaa − Z − r
(
̂Ξ− 2Ξ
L2
)
. (5.97)
the condition Zaa = Z (equation (5.71)) is thus not coming from Einstein’s equation
any more, but can be interpreted as a gauge choice (recall for example that in our
demonstration, (5.67) is automatically satisfied if l = 1 and consequently does not
imply Haa = 0).
Within this gauge, any first order change of coordinates satisfying ̂Ξ = 2Ξ/L2
leaves the gauge condition Zaa = Z unchanged. If we succeed, within this gauge class,
to find Ξ such that Z ′ab = 0, it would imply Z = 0 and cascade to hαβ = 0. Said
differently, it would prove that l = 1 scalar perturbations are pure gauge modes. Thus,
we would like to solve
Zaa = Z, (5.98a)
Z ′ab = 0, (5.98b)
E(φ) = 0. (5.98c)
(5.98d)
Keeping in mind (5.72a), it is equivalent to
̂Ξ− 2
L2
Ξ = 0, (5.99a)
−r∇̂a∇̂bΞ + 2r
L2
Ξĝab − (∇̂r · ∇̂Ξ)ĝab + ∇̂a∇̂bφ− φ
L2
ĝab = 0, (5.99b)
r2̂φ− 2r∇̂ar∇̂aφ = 0. (5.99c)
In [93], it is shown that we can choose Ξ as the solution of (5.99a) with initial data
satisfying (5.99b). This implies that (5.99b) remains zero at all times. In particular,
according to (5.96b), it means that Zab remains zero at all times. Since we remained
in the gauge class for which Zaa = Z, Z vanishes too. This implies that the remaining
degrees of freedom encoded in Ha and HL also vanish (recall that HT = 0 and Hab = 0
are also gauge choices), and so does the whole perturbation hαβ. The l = 1 perturbation
can thus be brought identically to zero by a sophisticated gauge choice. They are thus
no more than pure gauge modes.
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5.5 Linear geons
In the previous sections, we have seen that the number of degrees of freedom of the
metric perturbation could be reduced to two: one degree of freedom ΦV for vector-type
perturbations, and one for scalar-type perturbations ΦS. Furthermore, both master
functions ΦV and ΦS obey the same gauge-invariant master equation, namely
∇̂a∇̂aΦ− l(l + 1)
r2
Φ = 0. (5.100)
Our objective is now to solve this master equation and to find its general solutions.
This allows to reconstruct the full metric perturbation. The route of this reconstruction
is however very different between vector-type and scalar-type perturbations. Notably,
the way to ensure that the space-time is AAdS in the sense of chapter 2 put severe
constraints on the solutions of (5.100) that are clearly distinct for vector and scalar
perturbations.
The reconstruction procedure depends in general on the gauge choice and on the
coordinates system. For the sake of concreteness, we fix the coordinates of the AdS
background to be conformal (chapter 2 equation (2.17)). The background metric then
reads
ds2 =
L2
cos2 x
(−dt2 + dx2 + sin2 x[dθ2 + sin2 θdϕ2]), (5.101)
where x ∈ [0, pi/2[, x = 0 being the origin and x = pi/2 the AdS boundary (spatial
infinity). Beware that we have rescaled the time coordinate so that t is dimensionless
in this equation.
Our goal is to build linear AAdS gravitational geons, i.e. periodic solutions of the
linearised Einstein’s equation in vacuum with an AdS background (recall definition 1.1
of chapter 1 and definition 2.2 of chapter 2). We thus focus on time-periodic solutions.
5.5.1 Time-periodic solutions of the master equation
As we have shown that l = 1 modes are pure gauge modes in sections 5.3.4 and 5.4.4,
we consider only the case l ≥ 2. In the coordinate system (5.101), the master equation
(5.100) is equivalent to
− ∂2t Φ + ∂2xΦ−
l(l + 1)
sin2 x
φ = 0. (5.102)
We look for a time-periodic solution of the form
Φ(t, x) = P (x) cos(ωt+ δ). (5.103)
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Equation (5.102) thus becomes a differential equation for the function P , namely,
P ′′ +
(
ω2 − l(l + 1)
sin2 x
)
P = 0. (5.104)
This equation can be cast into the form of the hypergeometric differential equation.
Indeed, let us perform the change of variable
z = sin2 x,
dz
dx
= 2
√
z(1− z), (5.105)
which is a one-to-one transformation of x ∈ [0, pi/2[ to z ∈ [0, 1[. Equation (5.104)
yields
4z(1− z)P ′′ + 2(1− 2z)P ′ +
(
ω2 − l(l + 1)
z
)
P = 0. (5.106)
Trading P for the rescaled function Q defined by
Q ≡ P
z
l+1
2
, (5.107)
the differential equation (5.106) becomes
z(1− z)Q′′ +
[
l +
3
2
− (l + 2)z
]
Q′ +
[
ω2 − (l + 1)
2
4
]
Q = 0. (5.108)
This equation is indeed the hypergeometric differential equation in its standard form
(see [237] section 15.10)
z(1− z)Q′′ + [c− (a+ b+ 1)z]Q′ − abQ = 0, (5.109)
where a, b, and c are the three constants
a =
1
2
(l + 1− ω), b = 1
2
(l + 1 + ω), c = l +
3
2
. (5.110)
The differential equation (5.109) is closely linked to the hypergeometric function,
which is defined by
F2 1 (a, b; c; z) ≡
∞∑
n=0
(a)n(b)n
(c)n
zn
n!
, (5.111)
where we have introduced the Pochhammer’s symbol
(a)n ≡
{
1 (n = 0),
a(a+ 1) · · · (a+ n− 1) (n > 0). (5.112)
It can be noticed that if a is a negative integer, its Pochhammer’s symbol (a)n is zero
for n ≥ 1− a. Thus, if a or b are negative integers, the hypergeometric function closes
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at finite order and reduces to an ordinary polynomial. Note also that this function
admits a smooth and finite limit when z → 1.
The space of solutions of the hypergeometric differential equation (5.109) is of
dimension two, meaning that it is sufficient to find two independent solutions to build
the space of solutions. Furthermore, we are interested in solutions that show no singu-
larities at the two poles z = 0 (origin) and z = 1 (AdS boundary).
A pair of two independent solutions of (5.109) that are numerically satisfactory
(in the sense of [237] section 2.7(iv)) near z = 0 is
Q1 = F2 1 (a, b; c; z) and Q2 = z
1−c F2 1 (a− c+ 1, b− c+ 1; 2− c; z), (5.113)
while a pair of two numerically satisfactory solutions near z = 1 is
Q3 = F2 1 (a, b; a+b−c+2; 1−z) and Q4 = zc−a−b F2 1 (c−a, c−b; c−a−b+1; 1−z).
(5.114)
Of course, since the space of solutions is only of dimension two, the function Q1, Q2,
Q3 and Q4 are not independent. They are related to each other by
Q1 =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)Q3 +
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
Q4, (5.115a)
Q2 =
Γ(2− c)Γ(c− a− b)
Γ(1− a)Γ(1− b) Q3 +
Γ(2− c)Γ(a+ b− c)
Γ(a− c+ 1)Γ(b− c+ 1)Q4, (5.115b)
where Γ is Euler’s Gamma function. At this point, we can dismiss Q2 since with our set
of (a, b, c) parameters (equation (5.110)), the z1−c factor in (5.113) is always singular at
the origin z = 0 while the hypergeometric function smoothly tends to 1. This implies
that the master function Φ would diverge as O(z−l/2) near the origin. Our regular geon
solution thus cannot be generated by Q2. As for Q4, it is not diverging near z = 1 since
the factor c − a − b appearing in (5.114) is 1/2. We are thus left with three regular
generating functions for geon solutions, Q1, Q3 and Q4.
5.5.2 Scalar-type linear geons
Let us summarise the results of the scalar-type perturbative approach. The reconstruc-
tion of the metric perturbation in this case proceeds as follows.
¶ Construct a time-periodic master function ΦS obeying the master equation (5.100).
· Compute the gauge-invariant variable
Zab =
(
∇̂a∇̂b − 1
L2
ĝab
)
(rΦS). (5.116)
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¸ The gauge-invariant variable Zab being related to the metric perturbation by
Zaa =
2
r2
(
HL +
l(l + 1)
2
HT + 2r∇̂arXa
)
, (5.117a)
Zab = Hab + ∇̂aXb + ∇̂bXa + 1
2
Zĝab, (5.117b)
where
Xa = −Ha + r
2
2
∇̂a
(
HT
r2
)
, (5.118)
choose a convenient gauge where these relations are easily invertible (e.g. a gauge
in which Ha = 0 and HT = 0).
¹ Reconstruct the metric perturbation with any (l,m) angular dependence knowing
that
hab = HabS, hai = HaD˜iS, hij = HLγ˜ijS+HT
(
D˜iD˜j +
l(l + 1)
2
γ˜ij
)
S.
(5.119)
º Check that the obtained linear geon is well AAdS (in the sense of definition 2.2),
in particular check that the pseudo-magnetic Weyl tensor B̂αβ (equation (2.69b))
vanishes at the AdS boundary:
B̂αβ =̂ 0. (5.120)
Step 1 is achieved by choosing Q as a linear combination of Q1, Q3, and Q4 and using
relations (5.107) and (5.103). It turns out that if we choose Q = Q4 in step 1, the
pseudo-magnetic Weyl tensor B̂αβ is not vanishing at the AdS boundary x = pi/2.
This means that this kind of solutions is not AAdS and must be discarded. The
master function can thus have a Q1 or a Q3 component but Q4 is strictly forbidden.
In particular, this means that in (5.115a), the proportionality factor in front of Q4
must vanish. This is possible only if a or b is a negative integer1, or equivalently (see
equation (5.110)), if
ω = ωS ≡ l + 1 + 2n, n ∈ N, (5.121)
where we restricted the frequency ω to be positive. In this case, Q1 is merely pro-
portional to Q3. Furthermore, (5.121) implies that a = −n is necessarily a negative
integer, so that the hypergeometric function in the expression (5.114) of Q3 closes at
finite order and reduces to a mere polynomial. In particular, we have
F2 1 (−n, b; c; z) =
n!
(c)n
P (c−1,b−c−n)n (1− 2z), (5.122)
1Recall this property of the Gamma function: ∀n ∈ Z−, 1
Γ(n)
= 0.
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where P (α,β)n denotes Jacobi polynomials. The master function can then be rewritten
with (5.107) and (5.103) as
ΦS = αS sin
l+1 xP
(l+ 12 ,− 12)
n (cos(2x)) cos(ωSt+ δ), (5.123)
where αS is an arbitrary (but small) amplitude factor. This expression can be readily
employed in the five-step procedure described above to construct any (l,m, n) scalar-
type linear geon.
5.5.3 Vector-type linear geons
In the vector-type case, the reconstruction of the metric perturbation proceeds as
follows.
¶ Construct a time-periodic master function ΦV obeying the master equation (5.100).
· Compute the gauge-invariant variable
Za = ̂ab∇̂b(rΦV ). (5.124)
¸ The gauge-invariant variable Za being related to the metric perturbation by
Za = Ha − r2∇̂a
(
HT
r2
)
, (5.125)
choose a convenient gauge where this relation is easily invertible (e.g. a gauge in
which HT = 0).
¹ Reconstruct the metric perturbation with any (l,m) angular dependence knowing
that
hab = 0, hai = HaVi, hij = 2HT D˜(iVj). (5.126)
º Check that the obtained linear geon is well AAdS, namely
B̂αβ =̂ 0. (5.127)
Similarly to the scalar-type reconstruction, step 1 is achieved by choosing Q a linear
combination of Q1, Q3, and Q4 and using relations (5.107) and (5.103). It turns out
that if we choose Q = Q3 in step 1, the pseudo-magnetic Weyl tensor B̂αβ is not
vanishing at the AdS boundary x = pi/2. This means that this kind of solutions is
not AAdS and must be discarded. The master function can thus display a Q1 or a Q4
component but Q3 is strictly forbidden. In particular, this means that in (5.115a), the
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proportionality factor in front of Q3 must vanish. This is possible only if c− a or c− b
is a negative integer, or equivalently, if
ω = ωV ≡ l + 2 + 2n, n ∈ N, (5.128)
where we restricted the frequency ω to be positive. In this case, Q1 is merely pro-
portional to Q4. Furthermore, (5.128) implies that c − b = −n is a negative in-
teger, so that the hypergeometric function in the expression of Q4 closes at finite
order and reduces to a mere polynomial. Using (5.122) and the symmetry property
P
(α,β)
n (−z) = (−1)nP (α,β)n (z), the master function can be rewritten
ΦV = αV sin
l+1 x cosxP
(l+ 12 ,
1
2)
n (cos(2x)) cos(ωV t+ δ), (5.129)
where αV is an arbitrary (but small) amplitude factor. This expression can be readily
employed in the five-step procedure described above to construct any (l,m, n) vector-
type linear geon.
5.5.4 Helically symmetric solutions
The two procedures described above give us the power to build any linear geon solution.
In particular, we are interested in helically symmetric geons. They can be constructed
by the following procedure.
¶ Choose a set of quantum numbers (l,m, n) and determine the type (scalar or
vector) of the solution. This determines fully the frequency ω.
· Pick one Φ with phase δ = 0 and build the corresponding metric perturbation
with (l,m) angular dependence.
¸ Pick the same Φ but this time with δ = pi/2 and build the corresponding metric
perturbation with (l,−m) angular dependence.
¹ Add the two above metric perturbations.
º Perform the change of coordinate ϕ → ϕ − ωt/m, that impacts the (t, ϕ) block
of the metric as (see equation (A.22))
gtt → gtt + ω
2
m2
gϕϕ, gtϕ → ω
m
gtϕ, gϕϕ → gϕϕ. (5.130)
The metric perturbation resulting from step 4 have components that are proportional
to either cos(ωt − mϕ) or sin(ωt−mϕ), where ω is entirely determined by n and
l (equations (5.121) and (5.128)). Hence, step 5 is simply a change of coordinates
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toward the co-rotating frame in which the metric is time-independent. In particular,
the solution admits a helical Killing vector
∂αt′ ≡ ∂αt +
ω
m
∂αϕ . (5.131)
This kind of solution is interesting since it is stationary in the co-rotating frame. This
means that the time dependence can be dropped out. It also suggests that fully non-
linear geons belonging to this helically symmetric family do not depend on time in this
frame either.
From a numerical point of view, we can try to find helically symmetric solutions
by solving the full Einstein’s equation and dropping all time derivatives in the co-
rotating frame. Einstein’s equation can then be considered as an elliptic (and thus
invertible) 3-dimensional problem, that is much faster to solve than a 4-dimensional
one. The linear analytic solution constructed above can serve as a good initial guess
for an iterative scheme. Of course, the gauge choice is crucial in the inversion of the
non-linear Einstein’s operator, and this problem is discussed in detail in chapter 6.
We can go further in the construction of helically symmetric geons by mixing
modes of different type with different quantum numbers (l,m, n) provided they share
a common frequency ω. For example, equations (5.121) and (5.128) allow us to mix
the scalar-type (l,m, n) = (2, 2, 1), (4, 2, 0) modes and the vector-type (3, 2, 0) mode,
since they all share the same frequency ω = 5. Appropriately combining with the
−m counterparts (step 3 of the above procedure), we can construct radially excited
(since one component has n = 1) helically symmetric linear geons. The possibilities of
construction of helically symmetric linear geons are thus infinite.
5.6 Beyond the linear approximation
Beyond first order, the perturbative expansion can be pursued. The philosophy remains
unchanged [1], namely we can build gauge-invariant variables at each order that are
simply related to the metric perturbation and whose evolutions are dictated by the same
master equation encountered in this chapter, equation (5.100). The notable difference
though is that at order k, this master equation contains source terms instead of a zero
on the right-hand side. These source terms are functions of the less-than-k orders.
These inhomogeneous terms contaminate the higher orders equations, until there
appears a resonant term in the master equation, namely a term in cos(ωt) where ω is
precisely the same as in the homogeneous part (left-hand side). This happens at third
order and is thus highly reminiscent of the massless scalar field case in the context of
the AdS instability (chapter 4). When such resonances appear and cannot be cured,
it is a strong indication that the perturbative expansion will not converge any more
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after a finite amount of time. In this regard, resonance implies non-existence of geons.
However, just like some time-periodic solutions in the scalar field case (section 4.3.2 of
chapter 4), gravitational geons can be cured from these secular resonances by simply
using the Poincaré-Lindstedt method, i.e. promoting ω to a function of the amplitude.
This procedure was successively applied for the first time in the special scalar
(l,m, n) = (2, 2, 0) case in [188]. The authors concluded that, at fixed quantum num-
bers (l,m, n), the perturbative construction of this kind of geons could be theoretically
feasible at arbitrary high orders, suggesting the existence of fully non-linear geons. A
consecutive study [194, 195] tried to generalise this result to all types of geons but
failed to do so. According to the authors, the number of secular resonances arising at
third order highly depended on the quantum numbers (l,m, n) and they were unable to
remove all secular resonances in all cases, thus concluding that some families of geons
(for example the scalar (l,m, n) = (2, 2, 1) one) had no fully non-linear existence.
This claim was denied very soon after. Indeed, the author of [197–199] stressed
that there were indeed irremovable secular resonances at third order for some single-
mode families of geons (i.e. fixed (l,m, n)). However, even if more mathematically
convenient, there is no reason to consider exclusively single-mode families. As we
stressed in the above section about helically symmetric geons, it is perfectly right
to build mixed-mode families by combining perturbations with different types and
quantum numbers provided they share the same frequency ω and azimuthal number
m. In this case, the number of inhomogeneous terms appearing at third order in the
master equation increases, but the combination of different modes offers more freedom
to fine-tune the amplitude parameters and perform a successful Poincaré-Lindstedt
regularisation. There are thus much more families of geons that can be constructed
perturbatively to arbitrary order. Thus, at fixed parameters (ω,m), all geons seem to
admit fully non-linear extensions, as illustrated in chapter 4 in figure 4.19.
Actually, there are even clues that the number of fully non-linear geons at a
given frequency ω matches exactly the multiplicity of ω. For example, if we consider
again the case ω = 5 discussed in section 5.5.4, we have found three single-mode
families that share this frequency (the scalar-type (l,m, n) = (2, 2, 1), (4, 2, 0) modes
and the vector-type (3, 2, 0) mode). It turns out that there are exactly three possible
linear combinations of them that survive the perturbative expansion at third order via
successful Poincaré-Lindstedt regularisation. This property (coincidence?) suggests
that the perturbative expansion has a refined structure that is yet to be understood.
The number of fully non-linear geons is thus much higher than originally observed
in [194, 195]. In [1], we have confirmed this expectation by numerically constructing
all three fully non-linear and radially excited geons with ω = 5 and m = 2, using
the appropriate linear combinations of single-mode excitations. The remaining of this
manuscript is dedicated to the theoretical and numerical implementations that allowed
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Chapter6
Harmonic gauges
“Everything must be made as
simple as possible. But not
simpler.”
Albert Einstein
Contents
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In fully non-linear GR, perturbative methods are non longer valid when gravity is
too strong. As a consequence we have to rely on the fully non-linear Einstein’s system
of equations. It constitutes a system of second order partial differential equations for
the metric gαβ. In order to build gravitational geons, we focus on the 4-dimensional
Einstein’s equation in vacuum with AAdS asymptotics. The unknowns are the ten
metric components, and Einstein’s system provides the same number of equations.
However, not all are independent: they display six degrees of freedom only.
In order to get an invertible system of equations, we thus have to fix one way or
another four degrees of freedom of the metric, and solve the remaining six others via
Einstein’s equation. This is the so-called gauge freedom. Namely, the four degrees of
freedom to be fixed a priori are equivalent to a choice of a coordinate system. So there
are infinitely many possibilities to fix the gauge freedom. However, not all choices are
well behaved mathematically, and not all choices make Einstein’s system of equations
invertible. This is called ill-posedness and is due to the gauge invariance of the theory.
Actually, there are very few gauges which are known to give robust results in the field
of numerical relativity. We refer to standard textbooks [238–240] for reviews of all
known and successful gauges in this area.
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In this chapter, we focus on a particular class of gauges, namely the harmonic and
spatial harmonic gauge. The harmonic gauge was notably used in 1952 by Choquet-
Bruhat in the first proof of existence and uniqueness of solutions of Einstein’s field
equations [241,242]. The proof is based on a hyperbolic reduction of Einstein’s equation
[243], i.e. a reformulation into a well-posed initial-value (or Cauchy) problem.
In mathematics, such a problem is defined as follows [244].
Definition 6.1 (Well-posed Cauchy problem) The Cauchy problem
∂tf(t, x) = P (t, x, ∂x)f(t, x), x ∈ Rn, t ≥ 0, (6.1a)
f(0, x) = g(x), x ∈ Rn, (6.1b)
is well-posed if and only if any g ∈ C∞0 (Rn) gives rise to a unique C∞ solution f(t, x)
and if there are constants K ≥ 1 and α ∈ R such that
‖f(t, ·)‖ ≤ Keαt‖g‖, (6.2)
for all g ∈ C∞0 (Rn) and all t ≥ 0.
In this definition, f is a state vector encoding all the unknown functions of the problem,
C∞0 is the set of smooth functions with compact support, and P (t, x, ∂x) is an operator
with variable coefficients that involves spatial derivatives. All norms refer to the L2
norm. This definition does not state anything about growth of the solution with time
other that this growth is bounded by an exponential. In this sense, well-posedness is
not a statement about the stability in time, but rather about stability with respect to
mode fluctuations (the so-called constraints violating modes in GR).
Let us notice that if u1 and u2 are two solutions corresponding to initial data
g1, g2 ∈ C∞0 (Rn), then the difference f = f2 − f1 satisfies the Cauchy problem (6.1)
with g = g2 − g1 and the estimate (6.2) implies that
‖f2(t, ·)− f1(t, ·)‖ ≤ Keαt‖g2 − g1‖. (6.3)
In particular, this implies that f2(t, ·) converges to f1(t, ·) if g2 converges to g1 in
the L2-sense. Said differently, the solution depends continuously on the initial data.
Furthermore, the estimate (6.2), implies uniqueness of the solution because for two
solutions f1 and f2 with the same initial data g1 = g2 ∈ C∞0 (Rn), the inequality (6.2)
implies f1 = f2.
We retain that an initial value problem is well-posed when it admits a unique
solution whose behaviour changes continuously with initial conditions. We apply this
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vocabulary equally to boundary-value problems of the form
0 = P (x, ∂x)f(x), x ∈ V , (6.4a)
f(x) = g(x), x ∈ ∂V , (6.4b)
where ∂V is the boundary of the domain V .
The hyperbolic reduction of [243] consists in converting the geometrical initial-
value problem for Einstein’s field equations into a well-posed Cauchy problem for hy-
perbolic differential systems. This procedure is precisely made possible in the harmonic
gauge because it allows the principal part of the Einstein operator to be reduced to a
quasi-linear wave (or d’Alembertian) operator.
Moreover, this gauge played a very important role in the numerical relativity
breakthrough of 2005 [245], when Pretorius [246, 247] revealed the first successful nu-
merical evolution of a black hole binary. His work was based on the generalised har-
monic formulation of Einstein’s equation, first described in [248, 249], and then tested
and reviewed in [250–252]. The harmonic formulation is a very close cousin of the Z4
formulation, initially studied in [253–257]. Such simulations were pursued with suc-
cess in the AdS-CFT context in [258, 259] in simulations of axisymmetric black hole
collisions in AAdS space-times and for the first time in the AdS instability context
in [214].
Hereafter, we first present the harmonic gauge. We then discuss how to enforce
the harmonic condition with the help of the De Turck method in boundary-value prob-
lems. After an examination of the 3+1 decomposition of the Einstein-De Turck (EDT)
system, we discuss a closely related gauge, namely the AM gauge, which is more ap-
propriate to 3 + 1 formalism [1, 260]. We discuss the well-posedness of the resulting
system of equations and examine how the constraints propagate during the evolution
of an initial-value problem. Inspired by these results, we explain how the Einstein-
Andersson-Moncrief (EAM) system can be adapted to a boundary-value problem, that
is relevant to the numerical construction of helically symmetric geons.
Hereafter, we use the usual notations of 3+1 formalism (appendix B). We denote
by Latin letters i, j, k, l the spatial indices and set G = c = 1.
6.1 Harmonic gauge
The harmonic gauge enforces four conditions on the coordinates. Namely, each coor-
dinate has to be harmonic, i.e. solution of the harmonic wave equation. These four
conditions can be reformulated in terms of vector components ξα, so that enforcing the
gauge is equivalent to bring this vector to zero.
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6.1.1 Harmonic coordinates
The harmonic gauge is by definition a choice of harmonic coordinates satisfying the
wave equation
∇µ∇µxα = 0. (6.5)
An important feature of this equation is that xα, despite the notations, is not a vector.
Instead each coordinate xα is considered independently as a scalar field. Consequently,
equation (6.5) is not a vector equation but a set of four mathematical equations fixing
the four coordinates. We can rewrite it with the definition of the covariant derivative
(A.17) as follows:
gµν(∂µ∂νx
α − Γρµν∂ρxα) = 0 ⇐⇒ gµνΓαµν = 0, (6.6)
where we have used the property ∂νxα = δαν . We thus define, in light of (A.16),
Γα ≡ gµνΓαµν = −
1√−g∂µ(
√−ggαµ), (6.7)
so that the harmonic gauge condition (6.5) reads
Γα = 0. (6.8)
This equation is a mere rewriting of (6.5). As such, it still cannot be considered a
vector equation. This is most easily seen with the transformation rule of the Christoffel
symbols (A.23), which do not transform as tensors (equation (A.22)). Equation (6.8)
is thus a set of four coordinate-dependent conditions.
Interestingly, this harmonic criterion is not satisfied by Minkowski space-time in
spherical coordinates. Indeed, considering the corresponding length element
ds2 = −dt2 + dr2 + r2(dθ2 + sin2 θdϕ2), (6.9)
a computation shows that
Γt = 0, Γr = −2
r
, Γθ = − 1
r2 tan θ
, Γϕ = 0. (6.10)
The condition (6.8) thus restricts the coordinates to be of Cartesian type and forbids the
use of spherical ones. In order to allow any type of coordinates, a natural extension
of the harmonic condition is thus to enforce Γα to be fixed to a reference quantity.
Namely, let us define
ξα ≡ gµν(Γαµν − Γαµν), (6.11)
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where a bar refers to a predefined reference metric, and enforce
ξα = 0, (6.12)
The choice of the reference metric cannot be arbitrary. In particular, it has to share
the same asymptotics as the physical metric in order for (6.12) to be satisfied far away
from the gravitational source [193]. In practice, it is very often sufficient to choose
Minkowski space-time in asymptotically flat settings and AdS space-time in AAdS
configurations.
Condition (6.12) is quite reminiscent of the generalised harmonic gauge of Preto-
rius [250]. In the latter, the gauge condition is Γα = Hα, where Hα is a given function
of the coordinates determined locally. However, one major difference with (6.12) is that
the choice of a reference metric is global while Ha, as a function of the coordinates,
is local. The choice of Hα is not covariant and might be fine-tuned depending on the
particular problem at hand. In contrast, equation (6.12) is covariant and its left-hand
side transforms as a vector under an arbitrary change of coordinates. This is because
under a general coordinate transformation, the parts that do not transforms as tensors
in the Christoffel symbols (equation (A.23)) cancel each other in (6.11).
Let us mention that there are several equivalent formulas for ξα. Thanks to the
properties of the Christoffel symbols, featured in equations (A.3), (C.1c), (A.16) and
(A.17), it can be shown that [243,261]
ξα = gµν(Γαµν − Γαµν) (6.13a)
= −∇µgαµ + 1
2
gαµgρσ∇µgρσ (6.13b)
= −gαµ
(
∇νgµν −
1
2
gρσ∇µgρσ
)
(6.13c)
= −
√
g
g
∇µ
(√
g
g
gαµ
)
. (6.13d)
6.1.2 Linear level
Now that we have defined the harmonic gauge condition, our goal is to give a method
that can bring any metric in this gauge. We start by the linear level which is the
simplest. We consider a small first order perturbation hαβ of a background metric gαβ
in vacuum. This is relevant in particular for the case of AAdS geons that we already
have built in chapter 5. By construction, the background metric satisfies the gauge
condition (6.12), but this is not the case of the whole perturbed metric a priori. We
thus perform an infinitesimal change of coordinates
xα
′
= xα + χα(xµ), (6.14)
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where χα depends on the coordinates (xµ) and is of the same order as hαβ. We aim
at bringing the new perturbation hα′β′ to the harmonic gauge while keeping the back-
ground fixed. Applying the transformation formulas (appendix A, equations (A.22)
and (A.23)) at first order in χα, we get the metric and Christoffel symbols in the new
coordinate system (xα′):
hα′β′ = hαβ − Lχhαβ, (6.15a)
hα
′β′ = hαβ − Lχhαβ, (6.15b)
Γγ
′
α′β′ = Γ
γ
αβ − LχΓγαβ − ∂α∂βχγ, (6.15c)
where Lχ indicates the Lie derivative (equation (A.20)) in the ξα direction. The
background quantities are simply left untouched. Applying these results to the gauge
vector ξα, equation (6.11) becomes, in the new coordinate system,
ξα
′
= ξα − gµν(LχΓαµν + ∂µ∂νχα)− (Γαµν − Γαµν)Lχgµν , (6.16)
where we have conserved only first order terms in χα. Expanding the Lie derivatives
with (A.20) and forcing the appearance of ∇µ∇µξα with the definition of the covariant
derivative (A.17), we obtain
ξα
′
= ξα −∇µ∇µχα −Rαµχµ + 2(Γαµν − Γαµν)∇µχν . (6.17)
Since a priori (Γαµν − Γαµν) is first order in the perturbation, just like χα, we could
even drop the last term in this equation since it is second order. What this relation
tells us is that we can enforce the harmonic gauge ξα′ = 0 by simply solving a linear
wave equation for χα [193, 261–263]. Once a solution χα has been found, the metric
in the new coordinate system can be reconstructed via (6.15), and is by construction
in the harmonic gauge. The linear problem is thus not of great difficulty as far as
the harmonic condition is concerned. However, this does not apply any more to the
non-linear level.
6.1.3 Principal part of the Ricci tensor
In classical electrodynamics, it is well-known that the field equations can be reduced to
a wave equation in the Lorentz gauge, in which the vector potential vanishes, namely
Aα = 0. In GR, the same reduction can be performed with the harmonic gauge. The
main idea is to reduce the principal part of the Ricci tensor, i.e. its highest order
derivative terms, to a pure wave operator in curved space-time. This gives rise to an
invertible system of equations whose solutions are unique under an appropriate choice
of initial data and boundary conditions [244]. In order to grasp how this reduction
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is provided by the harmonic gauge, it is instructive to scrutinise the structure of the
Ricci tensor.
So we start with the following rewriting of the Riemann tensor,
Rαβγδ =
1
2
(∂β∂γgαδ +∂α∂δgβγ−∂α∂γgβδ−∂β∂δgαγ)+gµν(ΓµαδΓνβγ−ΓµαγΓνβδ). (6.18)
This equation follows directly from the definition (A.4). By contraction of the first and
third indices, we obtain an expression for the Ricci tensor that is
Rαβ = −1
2
gµν(∂µ∂νgαβ + ∂α∂βgµν − ∂α∂µgβν − ∂β∂µgαν) + gµνgρσ(ΓρµαΓσνβ −ΓραβΓσµν).
(6.19)
On this equation, we find that the principal part of the Ricci tensor is
PP [Rαβ] ≡ −1
2
gµν( ∂µ∂νgαβ︸ ︷︷ ︸
wave operator
+ ∂α∂βgµν − ∂α∂µgβν − ∂β∂µgαν︸ ︷︷ ︸
ill-posed operator
). (6.20)
The first term is nothing but a non-linear wave operator for the metric. On the other
hand, the three other terms are responsible for the ill-posedness of Einstein’s system
of equation, since they are not uniquely invertible [244]. Moreover, there are an in-
finity of solutions satisfying PP [Rαβ] = 0 [244]. This is a direct consequence of the
gauge invariance of GR [193]: this operator cannot be inverted without prescribing the
coordinates.
However, it turns out that these ill-posed terms are precisely encoded in the
harmonic gauge vector ξα (6.11). Venturing to compute its covariant derivative (defined
in (A.17)), we find
∇αξβ = ∂αξβ − Γµαβξµ. (6.21)
If we rewrite the first term with the help of ξα (equation (6.11)), the Christoffel symbols
(equation (A.3)) and trade the derivatives of gαβ for those of gαβ with (C.1a), we obtain
∇αξβ = (Γρµν − Γρµν)∂β(gαρgµν)− gµνΓρµν∂βgαρ + gµν
(
∂β∂µgαν − 1
2
∂α∂βgµν
)
− gαρgµν∂βΓρµν − Γσαβgρσgµν(Γρµν − Γρµν). (6.22)
Even if not appealing at first sight, this expression needs only to be symmetrised to
reveal its connection to the Ricci tensor. The computation gives
∇(αξβ) = 1
2
gµν
ill-posed operator︷ ︸︸ ︷
(∂µ∂βgαν + ∂α∂µgβν − ∂α∂βgµν) +(Γρµν − Γρµν)∂(α(gβ)ρgµν)
− gµνΓρµν∂(αgβ)ρ − gµνgρ(α∂β)Γρµν − Γσαβgρσgµν(Γρµν − Γρµν). (6.23)
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It turns out that the principal part of this expression (first parenthesis), match pre-
cisely the ill-posed part of the Ricci tensor in (6.20). Before substituting this result into
(6.19), it is wiser to reintroduce covariance by trading partial derivatives with covari-
ant derivatives (equation (A.17)). The wave operator in (6.19) can thus be rewritten
accordingly
1
2
gµν∇µ∇νgαβ = 1
2
gµν(∂µ∂νgαβ − gαρ∂µΓρβν − gβρ∂µΓραν) + terms ∝ Γ. (6.24)
The epitome of the demonstration lies in the combination of (6.19), (6.23) and (6.24).
The computation is most easily done in a frame where1 Γγαβ = 0 and ∇ = ∂. The first
order derivative part can also be simplified by expanding all Christoffel symbols with
(A.3). We finally obtain [260]
Rαβ = −1
2
gµν∇µ∇νgαβ +∇(αξβ) + gµνgρ(αRρµβ)ν
+
1
2
gµνgρσ
(
∇αgµρ∇νgβν +∇βgµρ∇νgασ − 1
2
∇αgµρ∇βgνσ +∇µgαρ∇νgβσ −∇µgαρ∇σgβν
)
.
(6.25)
Even if we have performed the computation in a given frame where Γγαβ = 0, this
equation is a tensorial equation and is thus valid in any frame. What is remarkable
is that the principal part (6.20) of the Ricci tensor is entirely encoded into the first
two terms of the first line, while all the other terms are at most first order derivatives
of the metric. This equation thus makes clear that a sufficient condition to bring the
Ricci tensor to a well-posed form is to enforce ξα = 0, in which case its principal part
reduce to a wave operator. The harmonic gauge is thus nothing but a convenient way
of suppressing the ill-posed part of Einstein’s equation.
6.1.4 Einstein-De Turck system
In numerical relativity, a usual problem consists in evolving in time some initial data.
This is the so-called initial-value or Cauchy problem of definition 6.1. However, the
initial data has to be constructed and to solve in turn Einstein’s equation, with suit-
able boundary conditions. The construction of initial data (or equivalently stationary
solutions) is called a boundary-value problem [244].
At first, the generalised harmonic gauge with source term Γα = Hα and its
declinations [246–257] where originally dedicated to initial-value problems, i.e. for time
evolution of initial data. Indeed, Einstein’s equation with ill-posed terms replaced by
∇(αHβ) admits a hyperbolic reduction [243,244], and can be formulated as a well-posed
Cauchy problem. In particular, this means that initial data satisfying (i) Einstein’s
1But beware that ∂δΓ
γ
αβ 6= 0 and contributes to background Riemann tensor terms.
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equation and (ii) the gauge condition can be uniquely evolved in time without spoiling
(i) or (ii).
More recently, and notably, in the context of the numerical construction of heli-
cally symmetric geons in AAdS space-times, the system of equation has been formulated
as a boundary-value problem in a frame that is co-rotating with the solution. We thus
legitimately ask: how can we solve Einstein’s equation and fix the gauge simultane-
ously?
An answer is precisely provided by the increasingly popular De Turck method. It
was employed in [192,200,211,261–267] exclusively for boundary-value problems involv-
ing stationary solutions. These kinds of solutions were generally obtained with iterative
methods such as the Newton-Raphson algorithm. Originally formulated by De Turck
in 1983 [264] and resurrected in 2010 by [261], this method consists in imposing the
harmonic gauge by solving the so-called EDT system of equations. In this framework,
a term is added to the Einstein tensor so as to make the operator invertible. Once
the system is solved, it is checked a posteriori that the additional term is indeed zero,
ensuring that the solution of the EDT system is also a solution of Einstein’s system.
The De Turck method was successfully used in Kaluza-Klein theory in [261],
within the AdS-CFT correspondence in [262, 265, 266], and in combination with the
Ricci flow method in [263]. Let us also mention that the AAdS multipolar black
holes [211] presented in chapter 4 figure 4.21 as well as the first gravitational geons
obtained in [192] and the black resonators of [200] all relied on this method. It is
extensively reviewed in [193].
Suppose we want to solve Einstein’s equation (A.36) in vacuum
Rαβ = Λgαβ. (6.26)
Since we know that this system of equations is ill-posed, we consider instead the equa-
tion
Rαβ −∇(αξβ) = Λgαβ. (6.27)
This is the so-called EDT system of equations. According to our previous analysis (see
equation (6.25)), the principal part of this equation is merely a wave operator, and is
uniquely invertible once suitable boundary conditions are chosen. This system is not
the one of GR though: if we find a solution gαβ solving (6.27), it is not necessarily
a solution of Einstein’s equation (6.26), unless this solution exhibits the particular
property ξα = 0. This is precisely the protocol of the EDT method: first solve the
EDT equation (6.27), and second check a posteriori that this solution is indeed solution
of Einstein’s equation, i.e. satisfies the harmonic condition ξα = 0. This method is not
guaranteed success though: there exist solutions of the EDT system that do not solve
Einstein’s system and exhibit a non-vanishing ξα vector. They are called Ricci solitons.
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6.1.5 Ricci solitons
The EDT system can be reformulated as a wave equation for the vector ξα. Indeed,
let us start from (6.27)
Rαβ −∇(αξβ) − Λgαβ = 0, (6.28a)
R−∇µξµ − 4Λ = 0. (6.28b)
Taking one covariant derivative yields
∇µRαµ − 1
2
∇µ∇αξµ − 1
2
∇µ∇µξα = 0, (6.29a)
∇αR−∇α∇µξµ = 0. (6.29b)
Subtracting half of (6.29b) to (6.29a) yields
∇µ∇µξα +Rµαξµ = 0, (6.30)
where we have used the vanishing divergence of the Einstein tensor (A.30) and the Ricci
identity (A.32). This is the equivalent of the contracted Bianchi identity (A.30) for
the EDT system. Equation (6.30) admits non-trivial solutions, called Ricci solitons.
The corresponding metric, despite being solutions of the EDT system, do not solve
Einstein’s system. It is indeed expected that the space of solutions of the EDT system
is larger than the one of Einstein’s system, since there are ten independent components
for the former and only six for the latter. The equivalence between the two is only met
for the restricted set of EDT solutions displaying a vanishing ξα.
There is a variety of situations described in [193, 261, 262, 267] where it can be
demonstrated that Ricci solitons do not exist and that Einstein and EDT systems
are equivalent. However it is not the case in general. Nonetheless, there are local
uniqueness theorems than ensures that solutions with ξα = 0 are distinguishable from
those with ξα 6= 0 [193]. In other words, Ricci solitons cannot be arbitrarily close to
Einstein solutions, except for a measure zero set in moduli space. In practice, this
means that Ricci solitons can be ruled out on a case by case basis by verifying if ξα = 0
to a sufficient numerical precision. In numerical relativity, it can thus be checked that
ξα tends to zero in accordance with increasing numerical resolution. If so, it is clear
that the solution is not a Ricci soliton but a true Einstein solution.
6.1.6 3 + 1 decomposition
Numerical GR is most often formulated in terms of 3 + 1 formalism (see appendix B).
Now that the philosophy of the De Turck method has been reviewed, it is natural to
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examine its 3 + 1 decomposition. In particular, we are looking for a link between the
4-dimensional vector ξα of equation (6.11) and its 3-dimensional counterpart
V i ≡ γkl(zikl −zikl), (6.31)
where zikl denotes the Christoffel symbols of the 3-metric γij induced on the t = cst
hypersurfaces Σt. Recall that in our notation, a bar indicates a background quantity
(that is pure AdS space-time in our case).
We first consider the gauge vector ξα defined in (6.11). We can 3 + 1 decompose
this vector into
ξα = ζuα + χα, with uαχα = 0, (6.32)
where uα (equation (B.5) and (B.5)) is the unit normal vector to Σt and χα is the
spatial projection of ξα. We can then compute ζ according to ζ = −uαξα = Nξt,
which in light of (6.11), the 3 + 1 decomposition of the metric (B.14) and the one of
the Christoffel symbols (B.26), (B.28), gives
ζ = −K − 1
N2
LmN − 2
N
βi∂i lnN, (6.33)
where N is the lapse function, βi is the shift vector and K is the mean extrinsic
curvature of Σt. As for the spatial components of χα it comes χi = ξi− ζui = ξi+βiξt,
or equivalently
χi = V i − 1
N2
Lmβi − γij∂j lnN + β
jβk
N2
zijk +
1
N2
(Nγij∂jN + β
j
Djβ
i
)
− 2β
j
N2
((βj − βj)∂j lnN +Djβi), (6.34)
where D is the covariant derivative associated to the 3-metric γij and Lm = ∂t − Lβ
the evolution operator. What is remarkable in (6.33) and (6.34) is that
(ζ, χi) = (−K,V i) + terms in ∂N, ∂βi. (6.35)
Namely, since N and βi are non-dynamical quantities, the 3 + 1 decomposition of the
4-dimensional vector ξα catches essentially the mean extrinsic curvature K of Σt as
well as its 3-dimensional counterpart V i. In particular, V i encodes the ill-posed part of
the 3-dimensional Ricci tensor Rij in much the same way as ξα does in four dimensions
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(equation (6.25)), namely
Rij = −1
2
γklDkDlγij +D(iξj) + γ
klγm(iRmkj)l
+
1
2
γklγmn
(
DiγkmDlγjl +DjγkmDlγin − 1
2
DiγkmDjγln +DkγimDlγjn −DkγimDnγjl
)
.
(6.36)
The missing degree of freedom between the three of V i and the four of ξα is encoded
in K. Thus, in terms of 3+1 formalism, the harmonic gauge ξα = 0 is strikingly close
to a combined maximal slicing K = 0 and spatial harmonic V i = 0 gauge, even if not
equivalent.
If now we come back to the EDT equation (6.27), we can 3 + 1 decompose in
turn the De Turck term. Namely, we can compute the various projections of ∇(αξβ) as
follows [1]
γαµγ
β
ν∇(αξβ) = −ζKµν +D(µχν), (6.37a)
γαµu
β∇(αξβ) = −1
2
Dµζ +
1
2
ζDµ lnN +Kµνχ
ν +
1
2N
Lmχµ, (6.37b)
uαuβ∇(αξβ) = − 1
N
Lmζ − χµDµ lnN, (6.37c)
∇αξα = 1
N
Lmζ − ζK +Dµχµ + χµDµ lnN. (6.37d)
These results can be substituted into the projections of the EDT system (6.27) in much
the same way as appendix B section B.3. This gives
Rij +K2 −KijKij − 2Λ + 1
N
Lmζ + ζK −Diχi + χiDi lnN = 0, (6.38)
DjK
j
i −DiK −
1
2
Diζ +
1
2
ζDi lnN +Kijχ
j +
1
2N
Lmχi = 0, (6.39)
LmKij = −DiDjN +N(Rij +KKij − 2KijKkj − Λγij + ζKij −D(iχj)) = 0, (6.40)
where we recognise the Hamiltonian and momentum constraints as well as the evolution
equation, with corrections due to the De Turck term. Combining the trace of (6.40)
with the evolution equation (B.25) and the Hamiltonian constraint (6.38), we also get
LmK = −DiDiN +N(KijKij − χiDi lnN − Λ)− Lmζ. (6.41)
Paying a careful attention to the Hamiltonian constraint (6.38) and to (6.35), we notice
that compared to the usual constraint (B.45), the term in K2 vanishes and the term
−DiV i is added. Similarly, comparing the evolution equation (6.40) with (B.48a),
the term NKKij vanishes while a term −D(iVj) is added. These features are highly
reminiscent of the so-called EAM formulation that we describe below. Even if it went
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unnoticed in the literature, it thus seems that the 3+1 decomposition of the EDT
system is very close to the EAM system [1].
6.2 Andersson-Moncrief gauge
The AM gauge was described in 2003 by Andersson and Moncrief [260]. The idea is to
enforce
K = 0 and V i = 0. (6.42)
In this regard, this is very close (but not equivalent) to the standard 4-dimensional
harmonic gauge. The first condition is the so-called maximal slicing condition [240],
while the second one is nothing but a spatial harmonic gauge condition. This is why
the AM gauge is sometimes referred as a combined maximal slicing-spatial harmonic
gauge.
It was originally designed for initial-value problems. In particular, the authors
of [260] proved that the so-called EAM system (presented in section 6.2.2) was strongly
well-posed. If initial data satisfying the AM gauge (6.42) as well as the Hamiltonian
and momentum constraints is evolved with the EAM system of equations, then both
the gauge and the constraints are preserved during evolution, ensuring that the data
remains solution of Einstein’s equation at all times. However, with the tremendous suc-
cesses of the generalised harmonic and Baumgarte-Shapiro-Shibata-Nakamura (BSSN)
formulations [245], the EAM formulation went unnoticed in numerical relativity. On
theoretical grounds it has as many good properties as the generalised harmonic and
BSSN formulations. It provides indeed a well-posed hyperbolic reduction of the 3 + 1
Einstein’s equation. We aim at illustrating these arguments in the subsequent sections.
Even if to the best of our knowledge, the AM gauge was never used for boundary-
value problems, we succeeded in [1] to obtain helically symmetric geons within this
gauge, by simply adapting the De Turck method.
6.2.1 Linear level
Since we have already seen in chapter 5 how to build linear geons, it is natural to ask
how to bring linear solutions to the AM gauge and make them satisfy (6.42). Since
there are two distinct conditions to satisfy in (6.42), we proceed in two steps.
On the one hand, we perform a change of the time coordinate alone (i.e. a change
of foliation)
t′ = t+ α(xi), (6.43)
where α is a function of the spatial coordinates only, the latter being unchanged. Since
we are interested in linear solutions, we assume that α is of first order in amplitude.
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The transformation rules (A.22) for gαβ combined with the 3 + 1 matrix representation
(B.14) yield, at first order in α
N ′ = N(1 + βi∂iα), (6.44a)
βi
′
= βi + (N2γij + βiβj)∂jα, (6.44b)
βi′ = βi + (N
2 − βkβk)∂iα, (6.44c)
γi′j′ = γij − βi∂jα− βj∂iα, (6.44d)
γi
′j′ = γij + (γikβj + γjkβi)∂kα, (6.44e)
where primes indicates geometrical quantities in the new coordinate system. The trace
of the evolution equation (B.25) yields
− 2NK = βkγij∂kγij + 2∂kβk. (6.45)
Evaluating this expression in the new coordinate system with (6.44) gives rise to
2N ′K ′ = 2NK(1 + βiDiα)− 2N2DiDiα− 4NDiNDiα. (6.46)
If the background geometry exhibits a vanishing extrinsic curvature tensor (this is the
case e.g. of AdS space-time), then K is first order in the metric perturbation and the
term 2NKDiα, being second order, can be dropped out at the linear level. Enforcing
K ′ = 0 gives nothing but an elliptic equation for the first order function α. Such an
equation admits a unique solution provided suitable boundary conditions are chosen
for α. Once a solution α has been found, the metric in the new coordinate system can
be reconstructed via (6.44), and is by construction in the maximal slicing gauge.
On the other hand, we perform a coordinate transformation of the spatial coor-
dinates
xi
′
= xi + χi(xj), (6.47)
where the time is left unchanged and the first order vector χi is independent of the time
coordinate. The transformation rules (A.22) for gαβ combined with the 3 + 1 matrix
representation (B.14) yield, at first order in χi
N ′ = N − LχN, (6.48a)
βi
′
= βi − Lχβi, (6.48b)
βi′ = βi − Lχβi, (6.48c)
γi′j′ = γij − Lχγij, (6.48d)
γi
′j′ = γij − Lχγij, (6.48e)
Γi
′
k′l′ = Γ
i
kl − LχΓikl − ∂k∂lχi, (6.48f)
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where all quantities are evaluated at x′, and Lχ stands for the Lie derivative along
χ. Since K is a scalar field for the 3-dimensional space-time, it obeys K ′(x′) = K(x).
Thus the vanishing of the mean extrinsic curvature K is preserved under (6.47). Now
repeating the arguments already discussed for the harmonic gauge in section 6.1.2, we
obtain the 3-dimensional counterpart of equation (6.17), namely
V i
′
= V i −DjDjχi −Rijχj + 2(zijk −zijk)Djχk. (6.49)
Rigorously speaking, the last term in this equation is second order and can be dropped
out. Enforcing V i′ = 0 thus amounts to solving an elliptic equation for the first order
vector χi, that admits a unique solution under suitable boundary conditions. The
metric in the new coordinates system can then be reconstructed with (6.48), and is by
construction in the spatial harmonic gauge.
Finally, with these two successive coordinate transformations, any first order
Einstein’s solution, in particular the linear geons of chapter 5, can be brought in the
AM gauge by simply solving two linear and elliptic equations.
6.2.2 Einstein-Andersson-Moncrief system
Since we want to imposeK = 0 and V i = 0, (equation (6.42)), it is natural to determine
how K and V i evolve in time. This is of crucial importance in initial-value problems.
For this purpose, we recall some results of the 3 + 1 decomposition, among them the
evolution equation of the metric (B.25), which is equivalent to
γ˙ij = −2NKij +Diβj +Djβi, (6.50a)
γ˙ij = 2NKij −Diβj −Djβi, (6.50b)
where a dot indicates partial derivative with respect to time. We also recall the defini-
tion of the evolution operator (section B.1.4 of appendix B)
Lm = ∂t − Lβ, (6.51)
where L denotes the Lie derivative and βi the shift vector.
In order to compute LmV i, we start by examining its time derivative. Namely,
from its definition (6.31), it comes
V˙ i = γ˙kl(zikl −zikl) + γklz˙ikl, (6.52)
where we have assumed the background metric to be time-independent. With the
variations of Christoffel’s symbols (C.1c), the time derivative of the metric (6.50) and
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the Ricci identity (A.32), this expression can be rewritten in
V˙ i = (2NKkl−2Dkβl)(zikl−zikl)+DjDjβi+Rijβj +Di(NK)−2Dj(NKij). (6.53)
Since we already have an evolution equation for K (see appendix B equation (B.50)),
we thus have recovered [260]
LmK = −DiDiN +NKijKij −NΛ, (6.54a)
LmV i = 2(NKkl −Dkβl)(zikl −zikl) +DjDjβi +Rijβj
+Di(NK)− 2Dj(NK ij)− LβV i. (6.54b)
These are the sought-after evolution equations for K and V i.
Now, let us recall the standard 3 + 1 system of equations. It reads (see appendix
B, equations (B.25),(B.49), (B.46), (B.48a))
Lmγij + 2NKij = 0, (6.55a)
−DiDiN +NKijKij −NΛ− LmK = 0, (6.55b)
DjK
j
i −DiK = 0, (6.55c)
LmKij +DiDjN −N(Rij +KKij − 2KikKkj − Λγij) = 0. (6.55d)
Of course, this system is ill-posed since the gauge freedom is not addressed. In [260],
the authors proposed to solve instead the so-called EAM system of equations, namely
Lmγij + 2NKij = 0, (6.56a)
−DiDiN +NKijKij −NΛ = 0, (6.56b)
DjD
jβi +Rijβj − 2KijDjN + 2(NKkl −Dkβl)(zikl −zikl)− LβV i = 0, (6.56c)
LmKij +DiDjN −N(Rij −D(iVj) − 2KikKkj − Λγij) = 0. (6.56d)
The system (6.56) is not the 3 + 1 Einstein’s system (6.55). However, it is equivalent
to it provided both the gauge (6.42) (K = 0, V i = 0) and the momentum constraint
(6.55c) (DjKij = DiK = 0) are satisfied. Indeed, equations (6.55a) and (6.56a) are
identical, equations (6.55b) and (6.56b) are equivalent when K = 0, equation (6.56c)
is a rewriting of (6.54b) in combination with (6.55c) and K = 0, and equation (6.56d)
is equivalent to (6.55d) when K = 0 and V i = 0.
The upper indices counterpart of (6.56a) is
Lmγij − 2NK ij = 0. (6.57)
Combined with (6.56d), this equation gives the alternative formulations of the EAM
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evolution equation
LmKij +DiDjN −N(Rij −D(iVj) − 2KijKkj − Λγij) = 0, (6.58a)
LmKij +DiDjN −N(Rij −D(iV j) + 2KikK jk − Λγij) = 0, (6.58b)
LmKij +DiDjN −N
(
Rij −
1
2
DiVj − 1
2
DjV
i − Λδij
)
= 0. (6.58c)
In [260], it was shown that it suffices to build initial data satisfying the gauge
condition and Einstein’s constraints to get the whole solution in gauge in initial-value
problems. Said differently, if K = 0, V i = 0 and the constraints are satisfied at t = 0,
then they remain zero during the whole evolution under (6.56). This essential property
is a direct consequence of the equations of propagation for the constraints.
6.2.3 Propagation of constraints
Any initial-value problem within the AM gauge has to fulfil the gauge conditionsK = 0,
V i = 0 as well as the Hamiltonian and momentum constraints H = 0 and Mi = 0,
where we have defined (equations (B.45), (B.46))
H ≡ R−DiV i +K2 −KijKij − 2Λ, (6.59a)
Mi ≡ DiK −DjKji . (6.59b)
Our goal is to get evolution equations for K, V i, H, Mi, assuming that the EAM
system (6.56) is satisfied at all times. In particular, we would like to compute LmK,
LmV i, LmH, LmMi. To get these evolution equations, we start by examining all the
time derivatives of the constraints. It turns out that all these calculations naturally
reveal Lβ lie derivatives, leading to the sought-after equations (according to (6.51)).
Before addressing these equations, we need to derive some preliminary results.
From the variations of the Christoffel symbols (C.1c) and the time derivative of the
3-metric (6.50), we get
z˙ikl = −KilDkN −KikDlN +KklDiN −NDkKil −NDlKik +NDiKkl
− 1
2
γijRmlkjβm −
1
2
γijRmkljβm +D(kDl)βi. (6.60)
Contracting with γkl and using the symmetries of the Riemann tensor (A.24) yields
γklz˙ikl = −2KijDjN − 2NDjKij +Di(NK) +Rijβj +DkDkβi, (6.61)
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as well as
z˙jij = −Di(NK)−
1
2
Rijβj + 1
2
DiDjβ
j +
1
2
DjDiβ
j. (6.62)
For the Ricci scalar, with the help of the variations (C.1e), the evolution of the 3-metric
(6.50), the Ricci identity (A.32), and the zero-divergence of the 3-dimensional Einstein
tensor (A.30), we obtain
R˙ = βiDiR+ 2DiDi(NK)− 2DiDj(NKij) + 2NRijKij. (6.63)
Fortified by these results, we can now focus on the evolution of the mean extrinsic
curvature K. Since we assume that the EAM system is solved at any time, we can use
the trace of the evolution equation (6.58c), which gives
LmK = −DiDiN +N(R−DiV i +K2 − 3Λ). (6.64)
Since (6.56b) is supposed satisfied too, it comes with the definition (6.59a)
LmK = NH. (6.65)
This is how K propagates under the EAM system (6.56).
Now we address the evolution of V i. We thus start from the general result (6.54b)
and, since we assume that equation (6.56c) is satisfied, we get
LmV i = Di(NK)− 2NDjKij. (6.66)
This is how V i propagates under the EAM system (6.56).
In order to obtain an evolution equation for the constraint H (equation (6.59a)),
we need to address the evolution of its constitutive parts. For its first term, we have
already shown with our preliminary result (6.63) that
LmR = 2DiDi(NK)− 2DiDj(NKij) + 2NRijKij. (6.67)
For the K2 term, it follows directly from the evolution (6.65) of K that
LmK2 = 2NKH. (6.68)
For KijKij, we infer directly from (6.58) that
Lm(KijKij) = −2KijDiDjN + 2N(KijRij −KijDiVj +KKijKij − ΛK). (6.69)
As for DiV i, we have
∂t(DiV
i) = DiV˙
i + z˙iijV j. (6.70)
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Using our preliminary results (6.62), (6.53) and with the Ricci identity (A.32), it comes
LmDiV i = DiDi(NK)− 2DiNDjKij − 2NDiDjKij − V iDi(NK). (6.71)
Finally, combining (6.59a), (6.67), (6.68), (6.69) and (6.71), we get the following prop-
agation equation
LmH = DiDi(NK)− 2DiNDjKij − 2NKKijKij + 2NK ijDiVj
+ V iDi(NK) + 2NK(H + 2Λ). (6.72)
This is how the Hamiltonian constraint H propagates under the EAM system (6.56).
At this point, only remains the case of the momentum constraints. Its first term
is DiK, whose time derivative is
∂tDiK = DiK˙. (6.73)
Hence from the evolution of K (6.65)
LmDiK = DiβjDjK +HDiN +N(DiR− 2KjkDiKjk + 2KDiK −DiDjV j). (6.74)
On the other hand, the term DjKji obeys
∂tDjK
j
i = DjK˙
j
i + z˙
j
kjK
k
i − z˙kijKjk . (6.75)
With the evolution equation (6.58c), the time derivatives of the Christoffel symbols
(6.60), (6.62), the divergence of the 3-dimensional Einstein tensor (A.30), the Hamil-
tonian constraint of the EAM system (6.56b) as well as the Ricci identity (A.32) and
the symmetries of the Riemann tensor (A.24), a slightly involved computation shows
LmDjKji = −D(iVj)DjN−N
(
1
2
DiR+KjkDiKjk +KDjKji −
1
2
DjDiVj − 1
2
DjD
jVi
)
.
(6.76)
Finally, combining (6.74) and (6.76) with the Ricci identity (A.32), we have recovered
that
LmMi = N
(
1
2
DiR−KjkDiKjk + 2KDiK −KDjKji −
1
2
DiDjV
j +
1
2
DjD
jVi +
1
2
RijV j
)
+Diβ
jDjK +HDiN +D(iVj)D
jN. (6.77)
This is how the momentum constraint Mi propagates under the EAM system (6.56).
Thus, under the system (6.56), equations (6.65), (6.66), (6.72) and (6.77) show
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that the constraints propagate as follows
LmK = NH, (6.78a)
LmV i = KDiN +N(M i −DjKji), (6.78b)
LmH = 2NK(H −KijKij + 2Λ) +DiDi(NK)− 2DiNDjKij
+ 2NK ijDiVj + V
iDi(NK), (6.78c)
LmMi = HDiN +NK(Mi +DiK) + N
2
Di(H +K
2) +Diβ
jDjK
+D(iVj)D
jN +
N
2
(DjD
jVi +RijV j). (6.78d)
As a consequence, if we start with initial data satisfying the constraints and the gauge,
namely H = 0, K = 0, Mi = 0, V i = 0 at t = 0 (which is equivalent to provide an
initial data solution of Einstein’s system in the AM gauge), the equations above ensure
that this remains so during all the evolution. Furthermore, since the EAM system
is strongly well-posed, this ensures that there are no constraint violating modes that
could lead to a blow up of numerical errors in numerical simulations.
6.2.4 3+1 De Turck method
So far, we have only discussed the EAM system as an initial-value problem, since this
was in this context that it was studied originally [260]. Regarding boundary-value
problems, the De Turck method was adapted to the AM gauge for the first time in [1].
In this paper, we were able to build helically symmetric geons with unprecedented
precision and high amplitudes. Our results and boundary conditions are discussed in
chapter 7.
For now, we focus on the corresponding EAM system of equation. Recall the
standard 3 + 1 system of equations. It reads (see appendix B equations (B.25), (B.45),
(B.46), (B.48a))
Lmγij + 2NKij = 0, (6.79a)
R+K2 −KijKij − 2Λ = 0, (6.79b)
DjK
j
i −DiK = 0, (6.79c)
LmKij +DiDjN −N(Rij +KKij − 2KikKkj − Λγij) = 0. (6.79d)
This system is not invertible. However, we know that our solution must satisfy K = 0
and V i = 0. As is customary in numerical relativity with maximal slicing foliations,
we thus suppress all occurrences of K in (6.79). In addition, since we know that the
Ricci tensor is an ill-posed operator for the metric (equation (6.36)), we suppress also
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the ill-posed term by replacing all occurrences of Rij by Rij −D(iVj), leading to
Lmγij + 2NKij = 0, (6.80a)
R−DiV i −KijKij − 2Λ = 0, (6.80b)
DjK
j
i = 0, (6.80c)
LmKij +DiDjN −N(Rij −D(iVj) − 2KikKkj − Λγij) = 0. (6.80d)
By construction, this system of equation is invertible as a boundary-value problem.
This is the system of equation that was inverted in [1]. This kind of arguments is
highly reminiscent of the ones used in the Dirac gauge which involves a conformal
decomposition of the spatial metric [268].
However, just like the 4-dimensional harmonic gauge, it is expected that solutions
of the system (6.80) form a larger class of solutions than that of (6.79), including some
kinds of Ricci solitons. One thus needs to check, a posteriori, that the obtained solution
satisfy the gauge conditions K = 0 and V i = 0. In this regard, this is an adapted De
Turck method, that turns out to be successful in the construction of helically symmetric
geons [1].
6.3 Gauge freedom and geons
In the context of geons construction, helically symmetric ones have the characteris-
tic feature of being stationary in a co-rotating frame. They are thus solutions of a
boundary-value problem in AAdS space-time. The first construction of geons [192],
dealing with the particular (l,m, n) = (2, 2, 0) case, solved this problem via the stan-
dard De Turck method. In [1] however, motivated by a 3+1 formulation and the
well-posedness of the EAM system, we have constructed several families of helically
symmetric geons within the AM gauge. Our technique adapted the 4-dimensional De
Turck method to the 3 + 1 formalism, borrowing ideas from the maximal slicing and
the Dirac gauge. The resulting procedure is thus half-way between a De Turck method
and the EAM procedure that was originally designed for an initial-value problem. In
particular, we still have to check a posteriori that the gauge conditions K = 0, V i = 0
are satisfied. Of course, any boundary-value problem, as its name indicates, has to be
supplied with correct boundary conditions, i.e. boundary conditions that preserve the
good asymptotics. As discussed in detail in chapter 2, there are several criteria that
have to be met to preserve the AAdS character of space-time. We return to this point
in chapter 7.
Nonetheless, the material of this chapter makes straightforward the transition
between the boundary-value problem of the construction of geon and the initial-value
problem of their evolution. The time evolution of geons appears as a very interesting
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but challenging problem. Recall that, even if there are some indications of their non-
linear stability (see chapter 4 section 4.3.7), no definitive numerical of this statement
proof was ever given. This is because numerical evolution in AAdS space-times with
only one Killing vector is a daunting task and is quite a stammering research area
for now. However, the expertise that was developed in asymptotically flat space-
times for astrophysical purposes are very likely to be reconcilable with AdS space-
time. In particular, it is very encouraging to observe that Bantilan and Pretorius
[214, 258, 259] employed with great success the generalised harmonic scheme to evolve
in time axially symmetric black holes collisions in 5-dimensional AdS space-times. This
is in compliance with this philosophy that we have tried to give a second life to the EAM
system within the problem of geon construction. Next chapter is entirely dedicated to
this boundary-value problem.
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Chapter7
Simulations of gravitational geons
“Hei! Aa-shanta ’nygh! You are
off! Send back earth’s gods to
their haunts of unknown
Kadath, and pray to all space
that you may never meet me in
my thousand other forms.
Farewell, Randolph Carter, and
beware; for I am Nyarlathotep,
the Crawling Chaos.”
Howard Philips Lovecraft
Contents
7.1 Spectral methods . . . . . . . . . . . . . . . . . . . . . . . . 203
7.2 Regularisation . . . . . . . . . . . . . . . . . . . . . . . . . . 209
7.3 Numerical tests . . . . . . . . . . . . . . . . . . . . . . . . . . 215
7.4 Numerical setup . . . . . . . . . . . . . . . . . . . . . . . . . 219
7.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
7.6 Visualisation of geons . . . . . . . . . . . . . . . . . . . . . . 234
In the previous chapters, we have seen how to build linear geons with the KIS
formalism (chapter 5) and how to fix the gauge by solving the EAM system (chapter
6). In this chapter, we use these results to build numerically fully non-linear AAdS
geons with helical symmetry. Starting with a linear geon as initial guess, we solve the
EAM system of equations iteratively, and check afterwards that the gauge conditions
are satisfied. This ensures that our solutions are indeed geons and not Ricci solitons.
The discretisation of the EAM system is performed with spectral methods [269],
and the system is solved by a Newton-Raphson algorithm. These two crucial steps are
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accomplished with KADATH [270], a general C++ library dedicated to the numerical
resolution of GR equations [271]. This library was inspired by the LORENE library
[272], which was developed in the 90’s and aimed at solving the structure of neutrons
stars, among other things. KADATH is a general purpose library that can solve very
different problems, among them vortons, critical collapse, binary black holes initial
data [271, 273], oscillatons [61], AAdS scalar breathers [165, 231], boson stars [39, 41,
74,274,275] and AAdS geons [1].
There remain two conceptual issues that we have not discussed yet. First, because
the AdS metric components are notoriously diverging near the AdS boundary, we need
to rely on a regularisation procedure that allows us to represent the whole space-time
in a computer, as was done for example in [214,258,259]. Basically, this implies to work
with the conformal metric introduced in chapter 2. Second, since the construction of
stationary helically symmetric geons is a boundary-value problem, we need to impose
boundary conditions. It turns out that for this particular problem, Dirichlet conditions
for the conformal metric leads to a well-posed problem.
Once geon solutions are computed, there are several validations that are neces-
sary to handle. For instance, a solution of the EAM system is a solution of Einstein’s
system if and only if the gauge conditions K = 0 and V i = 0 are satisfied (chapter
6), or equivalently, if the solution computed has a vanishing Einstein tensor. Numeri-
cally speaking, and in particular for spectral methods, this translates the exponential
decrease of these residual quantities with increasing resolution. Furthermore, solving
Einstein’s equation with a negative cosmological constant is not sufficient to ensure
that the solution displays correct AAdS asymptotics. We thus have to check that the
Weyl tensor, its pseudo-magnetic part, as well as the quasi-local stress tensor do indeed
vanish on the AdS boundary (chapter 2). We also have to check that the AMD and
BK charges converge to each other since we are in 4-dimensional space-times. Again,
all these tests are expected to converge exponentially to zero with increasing resolution
when using spectral discretisation.
Our numerical geons thus obtained belong to five families presented in [1], namely
the (l,m, n) = (2, 2, 0), (4, 4, 0) single-mode and the three degenerated ω = 5 radially
excited ones. The (l,m, n) = (2, 2, 0) ones constitute an independent construction from
the previous work [192]. Our result disagree to some extent with these results, but are
strongly supported by convergent and independent numerical and analytical arguments.
Furthermore, as discussed in chapter 4 section 4.3.7, this first-time numerical construc-
tion of the three radially excited families ω = 5 constitutes a definitive argument in
favour of their fully non-linear existence, that was questioned in [194,195,197–199].
Our notations and conventions are the same as in the previous chapter.
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7.1 Spectral methods
One important technical aspect of the construction of geons as presented in [1] lies
in spectral methods. Hereafter, we give a brief overview of this topic. We refer the
interested reader to the review [269] and to standard textbooks [276–282].
7.1.1 Spectral interpolant
Let us consider the interval [−1, 1]. We introduce a scalar product for functions defined
on this interval
(f, g)w =
∫ 1
−1
f(x)g(x)w(x)dx, (7.1)
where w(x) is a positive function on [−1, 1] and is called the measure of the scalar
product. A usual approximation of the function f relies on its projection on a basis of
orthogonal polynomials (pn)n∈N. Its truncated projection of order N is then
PNf(x) =
N∑
n=0
f̂npn(x) with f̂n =
(f, pn)
(pn, pn)
. (7.2)
A discrete version of this formula is given by the theorem of Gauss quadratures.
Namely, there exist N+1 positive real numbers wn and N+1 real numbers xn ∈ [−1, 1]
such that
∀f ∈ P2N+δ,
∫ 1
−1
f(x)w(x)dx =
N∑
n=0
f(xn)wn. (7.3)
In this expression P2N+δ is the set of polynomials of degree inferior to 2N + δ, and the
xn are called the collocation points. The parameter δ can take values in {−1, 0, 1}.
I If δ = 1, this is the standard Gauss quadrature.
I If δ = 0, this is the Gauss-Radau quadrature, and x0 is fixed to the lower bound
of the interval x0 = −1.
I If δ = −1, this is the Gauss-Lobatto quadrature, and x0 and xN are the fixed to
the lower and upper bound x0 = −1 and xN = 1.
In the standard case δ = −1, the Gauss quadrature theorem states that the collocation
points (xn)n∈J0,NK are precisely the roots of the order N + 1 polynomial pN+1(x). As
for the weight coefficients, they can be simply obtained by inverting the system of
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equations 
p0(x0) · · · p0(xN)
p1(x0) · · · p1(xN)
...
...
pN(x0) · · · pN(xN)


w0
w1
...
wN
 =

∫ 1
−1 p0(x)w(x)dx
0
...
0
 , (7.4)
which follows directly from (7.3) applied to the basis polynomials. The zeros on the
right-hand side simply follows from the orthogonality of (pn)n∈J1,NK with p0 that is a
constant function in general. Such a formula can be condensed into [283]
wi =
(pN , pN)
pN−1(xi)p′N+1(xi)
. (7.5)
Similar formulas for the δ = 0, 1 cases can be found in e.g. [281]. Of these formulas,
we only retain that the collocation points xn and the weight coefficients are utterly
determined by the choice of the polynomial basis. Even the weight function w(x)
follows from the choice of the family (pn)n∈N since the polynomials have to be orthogonal
with respect to the scalar product (7.1). Usually in spectral methods, polynomials are
chosen to be Chebychev, Legendre or Laguerre polynomials.
The main idea behind spectral methods is to discretise the scalar products of
(7.2) with Gauss quadratures (7.3). The latter is only valid for polynomial functions
f , but we use it for smooth functions all the same. The projection PNf is thus traded
for its interpolant
INf(x) =
N∑
n=0
fnpn(x) with fn =
N∑
i=0
f(xi)pn(xi)wi
N∑
i=0
p2n(xi)wi
. (7.6)
The name interpolant comes from the property
∀i ∈ J0, NK, INf(xi) = f(xi), (7.7)
at all collocation points. It is the relevant approximation of the function f for numerical
computations. It can be noticed that INf is entirely determined by either
I its coefficients (fn)n∈J0,NK, this is the so-called coefficient space.
I its evaluations (f(xn))n∈J0,NK at the collocation points, this is the so-called con-
figuration space.
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Figure 7.1: The function f(x) = cos3(pix/2) + (x + 1)3/8, which is neither periodic nor
polynomial, is approximated by its spectral interpolant INf on [−1, 1]. On the left panel,
the truncation number is N = 4, while on the right panel it is N = 6. In this latter case,
the difference between the function and its interpolant is hardly visible at naked eye. This
illustrates that a handfull of coefficients is often enough to represent complicated functions
with a good precision. Credits: [269].
Indeed, from (7.6) and (7.7), we get
∀i ∈ J0, NK, f(xi) = N∑
n=0
fnpn(xi). (7.8)
This is nothing but a system of equations that translates the bijection between co-
efficient and configuration space. This equation allows to compute the configuration
space knowing the coefficient space while the other way around is simply given by the
definition of fn in (7.6).
The main advantage of spectral methods is that for smooth functions, the inter-
polant INf converges to f faster than any power law with increasing N in the L2-sense.
In practice, it is very often equivalent to an exponential convergence. This property
is highly valuable in terms of computational cost, and can be used as a validation of
spectral codes. This very fast convergence is illlustrated on figure 7.1.
7.1.2 Discretisation of equations
Suppose now that we want to solve a differential equation of the form
Lf(x) = S(x), (7.9)
where L is a differential operator and S a source term. Our goal is to perform the
spectral decomposition of Lf(x) and S(x). For concreteness, let us work with Cheby-
chev polynomials. Thanks to their properties, and notably several recursion relations,
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simple operators admit the following decomposition [276]
f ′(x) =
N∑
n=0
anpn(x) with an =
1
1 + δ0n
N∑
p=n+1
n+p odd
2pfp, (7.10a)
f ′′(x) =
N∑
n=0
bnpn(x) with bn =
1
1 + δ0n
N∑
p=n+2
n+p even
p(p2 − n2)fp, (7.10b)
f(x)
1− x2 =
N∑
n=0
cnpn(x) with cn = − 2
1 + δ0n
N∑
p=n+2
n+p even
(p− n)fp, (7.10c)
the symbol δ denoting Kronecker’s delta symbol. On the one hand, some operations
are most easily done in configuration space. For instance, to compute f(x)g(x), it
suffices to compute the product f(xi)g(xi) at the collocation points and to deduce the
coefficients of the result with equation (7.6). On the other hand, some operations can
only be performed in coefficient space. This is the case of f(x)/(1− x2) for functions
obeying f(±1) = 0. Since the denominator diverges at the boundary of the interval
[−1, 1], the division is forbidden in configuration space. However, the result admits
a suitable representation in coefficient space that is given by (7.10c). This kind of
arguments is highly relevant to AdS computations where some quantities has to be
regularised by a factor that is precisely zero on the space-time boundary.
Let us also mention that these formulas encode how numerical errors propagate
with spectral operations. For example, suppose that there is a small numerical error
(δfn)n∈J0,NK on the coefficients of the function f . Given the spectral representation of
the derivative (7.10a), the errors on f ′ are ∼ N times larger than the errors on f . Since
usually, N ∼ 10−100 in most numerical computations, errors are roughly multiplied by
a factor ∼ 100 at each derivative step. This is why a function determined at machine
precision ∼ 10−14 (with double arithmetics) has a second derivative determined only
at the ∼ 10−10 level. In general, any operation that takes place in coefficient space
multiplies the numerical errors by a non-negligible amount. This is also an advantage
in some cases, since this makes spectral methods very sensitive. In particular, this
facilitates greatly the detection of numerical mistakes.
Coming back to equation (7.9), it can be rewritten
R ≡ Lf − S =
N∑
n=0
(ln − sn)pn(x) = 0, (7.11)
where R is called the residual, (ln)n∈J0,NK are the coefficients of Lf(x) (computed with
equations (7.10)), and (sn)n∈J0,NK the ones of the source term S. The equation can be
considered solved if the residual is as small as possible, in a sense that has yet to be
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defined. In the weighted residual method, one considers a set of N + 1 test functions
(ξn)n∈J0,NK defined on [−1, 1] and requires
∀i ∈ J0, NK, (R, ξi) = 0. (7.12)
Depending on the choice of the test functions, we obtain different spectral methods.
For example,
I the tau method, in which ξn(x) = pn(x) and (7.12) amounts to (by orthogonality
of the polynomials)
∀i ∈ J0, NK, li − si = 0, (7.13)
I the collocation method, in which ξi are the Lagrange polynomials defined by
ξi(xj) = δij and (7.12) amounts to (recall the Gauss quadrature formula (7.3))
∀i ∈ J0, NK, N∑
n=0
(ln − sn)pn(xi) = 0. (7.14)
Both equations (7.13) and (7.14) constitute a system of N + 1 equations for the N + 1
unknown coefficients (fn)n∈J0,NK. If the operator L is linear, each ln is a mere linear
combination of the fn, and either equation can be solved by a single matrix inversion.
Note that without specification of boundary conditions, the system (7.12) is gen-
erally not invertible. For second order differential equations, two boundary conditions
have to be specified. A usual method is to replace the last two equations in (7.12)
by the two boundary conditions. If the underlying problem is well-posed, this ensures
that the matrix inversion gives rise to a unique solution. Other methods are reviewed
in [269]. As far as KADATH is concerned, we work with the tau method.
In the most general case, the operator L is non-linear though, and each ln is then
a non-linear function of the (fn)n∈J0,NK. The system (7.12), supplied with boundary
conditions, can therefore be rewritten
~L(~f) = 0, (7.15)
where ~L is a vector of N + 1 components (ln)n∈J0,NK, each one of them being a non-
linear function of all the coefficients (fn)n∈J0,NK, collected in turn in ~f . This problem is
nothing but a multi-dimensional root finding problem. It can be solved with an initial
guess and a root-finding algorithm, such as Newton-Raphson, that inverts iteratively
the Jacobian of ~L.
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7.1.3 Application to Einstein’s equation
Even if we have only presented 1-dimensional functions f(x) in the interval [−1, 1],
these methods generalise readily to multi-dimensional problems in arbitrary intervals.
Any change of variables realising a bijection from [−1, 1] to the interval of interest
allows to use the spectral representation. If f depends on two variables x and y, we
can write
f(x, y) =
N∑
i=0
M∑
j=0
fijpi(x)pj(y). (7.16)
The coefficients are thus stored in a 2-dimensional array fij, but the very nature of the
problem (7.15) is unchanged.
As far as Einstein’s equation is concerned, the order of magnitude of the size m
of the Jacobian matrix can be estimated to be
m ∝ Nfields ×Ndomains ×Nd, (7.17)
where Nfields is the number of fields, Ndomains the number of spectral domains, N
the average number of collocation points in each direction, and d the dimensionality
of the problem. For 4-dimensional helically symmetric geons, the stationarity allows
to suppress the time dependence, so that d = 3. Furthermore, the unknowns are
the ten metric components, which means Nfields = 10. And a typical number of
domains is Ndomains = 2. Requiring a resolution of N = 20 points in all three space
directions, means that the number of columns of the Jacobian is m ∼ 105. In practice,
such matrices need a large amount of memory to be stored, and require a significant
amount of time to be inverted. Parallel programming is then of particular relevance.
More details can be found in [271].
Let us briefly mention the case of higher-dimensional geons. Adding a supplemen-
tary dimension means enlarging the size of the Jacobian matrix by a factor N = 20.
This means that the computation of the Jacobian which is O(m2) would take ∼ 400
times longer. As for the matrix inversion which is O(m2.3) at best, this operation
would take ∼ 1000 times longer. This is why we worked in 4-dimensional space-times,
even if, from an AdS-CFT point of view, the 5-dimensional case is more appropriate.
On practical grounds, no supplementary dimension can be added unless an additional
symmetry (or invariance) is assumed. The existence of geons is believed to share the
same properties in 4 and 5-dimensional space-times though.
In our numerical setup, we decompose the radial direction onto Chebychev poly-
nomials, while angular directions are decomposed with discrete Fourier transforms
(which is a particular case of a spectral decomposition). In the following, since we fo-
cus on geons that are even in their (l,m) quantum numbers, they all display an octant
symmetry. This allows to reduce the computation time by restricting the angular spec-
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tral expansion onto a subset of trigonometrical functions. Accordingly, when quoting
a resolution of, say, (37, 9, 9), it means that we have used 37 coefficients in the radial
direction, and 9 coefficients in each angular direction (θ, ϕ). This is equivalent to 9
collocation points per octant in each angular direction.
7.2 Regularisation
We now have to suitably represent the geometry numerically, and this cannot be done
without regularisation. This points was already noticed in [214,258,259]. For the sake
of concreteness, we chose to work in the so-called isotropic Cartesian coordinates, in
which the background AdS length element takes the form (2.19)
ds
2
= gαβdx
αdxβ = −
(
1 + ρ2
1− ρ2
)2
dt2 +
4
(1− ρ2)2 (dx
2 + dy2 + dz2), (7.18)
where ρ = r/L and r =
√
x2 + y2 + z2 ∈ [0, L[. A bar indicates, as usual, a background
AdS quantity. As already discussed in chapter 2 section 2.1.4, the metric components
are all diverging like O((L − r)−2) in the neighbourhood of the AdS boundary, which
makes this length element inadequate for numerical computations. This unwanted
behaviour propagates to all geometrical tensors and symbols. We thus need to perform
a regularisation that ensures all quantities to be finite within the whole numerical
manifold.
7.2.1 Regularised 3 + 1 quantities
We start by regularising all the geometrical quantities. Accordingly, let us define the
following conformal factor
Ω =
1− ρ2
1 + ρ2
. (7.19)
It is clear that the AdS metric components diverge at the boundary r = L like O(Ω−2)
(this is even implied by the definition 2.2 of AAdS space-times given in chapter 2). A
regularised metric is then
d˜s
2
≡ Ω2ds2 = g˜αβdxαdxβ = −dt2 +
4
(1 + ρ2)2
(dx2 + dy2 + dz2), (7.20)
which is regular and flat at the AdS boundary r = L. Hereafter, we use a tilde to
denote all geometrical quantities that we regularise using some power of Ω, such that
all tilded quantities are regular at the boundary. These are not to be confused with
conformal quantities of chapter 2, that are denoted by a hat. It turns out that for the
AdS metric background, g˜αβ = ĝαβ, but this does not remain the case for all the other
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Quantity behaviour at r = L Regularisation behaviour at r = L
N O(Ω−1) N˜ ≡ ΩN O(1)
βi O(1) β˜i ≡ βi O(1)
βi O(Ω
−2) β˜i ≡ Ω2βi O(1)
γij O(Ω
−2) γ˜ij ≡ Ω2γij O(1)
γij O(Ω2) γ˜ij ≡ γij/Ω2 O(1)
zkij O(Ω−1) z˜kij ≡ Ωzkij O(1)
Kij O(Ω
−2) K˜ij ≡ Ω2Kij O(1)
Kji O(1) K˜
j
i ≡ Kji O(1)
K O(1) K˜ ≡ K O(1)
Kij O(Ω2) K˜ij ≡ Kij/Ω2 O(1)
Rij O(Ω−2) R˜ij ≡ Ω2Rij O(1)
R O(1) R˜ ≡ R O(1)
V i O(Ω) V˜ i ≡ V i/Ω O(1)
Vi O(Ω
−1) V˜i ≡ ΩVi O(1)
Table 7.1: Behaviour of 3 + 1 geometrical quantities and their regularisations near the AdS
boundary expressed in powers of the conformal factor Ω. Notations are those of 3 + 1 formal-
ism, appendix B. Credits: [1].
quantities. In table 7.1, we summarise the behaviour of various geometric tensors and
symbols near the AdS boundary as well as their regularisations. Notations are those of
3+1 formalism (appendix B), and we have used extensively the matricial representation
of 3 + 1 decomposition (B.14).
More precisely, denoting
Ωi = ∂iΩ, (7.21)
the regularisations of table 7.1 are performed according to
z˜kij =
1
2
Ωγ˜kl(∂iγ˜jl + ∂j γ˜il − ∂lγ˜ij)− γ˜kl(γ˜ilΩj + γ˜jlΩj − γ˜ijΩl), (7.22a)
K˜ij = − 1
2N˜
(ΩLmγ˜ij + 2γ˜ijβ˜kΩk), (7.22b)
K˜ji = γ˜
jkK˜ki, (7.22c)
K˜ = γ˜ijKij, (7.22d)
K˜ij = γ˜ikγ˜jlK˜kl, (7.22e)
R˜ij = Ω(∂kz˜kij − ∂iz˜kjk)− (z˜kijΩk − z˜kjkΩi) + z˜kijz˜lkl − z˜likz˜kjl, (7.22f)
R˜ = γ˜ijR˜ij, (7.22g)
V˜ i = γ˜kl(z˜ikl − z˜
i
kl), (7.22h)
V˜i = γ˜ijV˜
j, (7.22i)
where we have used the definition of the Christoffel symbols (A.3), the evolution equa-
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tion (B.25), the definition of the Ricci tensor (A.5) and the definition of the spatial
harmonic gauge vector (6.31). The evolution operator is Lm = ∂t−Lβ, where L stands
for the Lie derivative. These expressions can be readily checked to be regular and O(1)
near the AdS boundary Ω = 0.
7.2.2 Regularisation of the first order gauge equations
One of the first step in the construction of a geon is to bring a linear solution in the
AM gauge. Recall that for helically symmetric geons, these solutions are stationary in
the co-rotating frame. As discussed in chapter 6, we need to solve in turn equations
(6.46) and (6.49) at first order, namely
2N2DiDiα + 4ND
iNDiα = 2NK, (7.23a)
DjDjχ
i +Rijχj = V i, (7.23b)
for the first order unknown scalar α(xi) and 3-vector χi(xj). Then we reconstruct the
metric with (6.44) and (6.48), that can be condensed into
N ′ = N(1 + βi∂iα)− LχN, (7.24a)
βi
′
= βi + (N2γij + βiβj)∂jα− Lχβi, (7.24b)
βi′ = βi + (N
2 − βjβj)∂iα− Lχβi, (7.24c)
γi′j′ = γij − βi∂jα− βj∂iα− Lχγij, (7.24d)
γi
′j′ = γij + (γikβj + γjkβi)∂kα− Lχγij. (7.24e)
Since the right-hand side of (7.23a) is O(Ω−1) near the AdS boundary according to
table 7.1, we multiply it by Ω to get regular quantities. Using the covariant derivative
definition (A.17) and substituting the equations of table 7.1, we thus obtain
2N˜(Ω2∂i∂jα− γ˜ijΓ˜kij∂kα) + 4N˜ γ˜ij(Ω∂iN˜ − Ωi)∂jα = 2N˜K˜, (7.25a)
γ˜kl(Ω2∂k∂lχ
i + ΩLχΓ˜ikl − Γ˜iklχmΩm) = ΩV˜ i. (7.25b)
Equation (7.25b) is most easily derived from (6.31) and (6.48) than with (7.23b). Note
that, rigorously speaking, any term containing an α or a χi is first order only if it
is multiplied by background quantities. Thus, all the geometrical quantities on the
left-hand sides of equations (7.25) can be computed with the pure AdS metric (7.20).
The simplest boundary conditions for α and χi are
α =̂ 0 and χi =̂ 0, (7.26)
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where =̂ means equality restricted to the AdS boundary. They give rise to invertible
boundary-value problems and equations (7.25) can be solved by the iterative scheme of
KADATH with trivial initial guesses. Once the solutions are obtained, the regularised
metric can be reconstructed from the regularised version of (7.24) and table 7.1 as
N˜ ′ = N˜(1 + β˜i∂iα)− LχN˜ + 1
Ω
N˜χiΩi, (7.27a)
β˜i
′
= β˜i + (N˜2γ˜ij + β˜iβ˜j)∂jα− Lχβ˜i, (7.27b)
β˜i′ = β˜i + (N˜
2 − β˜jβ˜j)∂iα− Lχβ˜i + 2
Ω
β˜iχ
jΩj, (7.27c)
γ˜i′j′ = γ˜ij − β˜i∂jα− β˜j∂iα− Lχγ˜ij + 2
Ω
γ˜ijχ
kΩk, (7.27d)
γ˜i
′j′ = γ˜ij + (γ˜ikβ˜j + γ˜jkβ˜i)∂kα− Lχγ˜ij − 2
Ω
γ˜ijχkΩk. (7.27e)
Again, on the right-hand sides, only first order terms are needed, so that the back-
ground metric derived from (7.20) can be used extensively. It is important to note that
there are terms in χi/Ω that appears in this reconstruction. These terms are regular
beyond doubt since χi = O(Ω) at r = L according to the boundary condition (7.26).
Numerically speaking, we can take advantage of the spectral representation of χi to
perform the division in coefficient space with the formula (7.10c). In some sense, we
use the non-local nature of the spectral decomposition.
Equipped with the linear helically symmetric geons of chapter 5 and this proce-
dure to bring them in the AM gauge, we are now able to build numerically any of these
linear solutions in terms of regularised quantities.
7.2.3 Regularisation of the EAM system
Now that we are able to build, in practice, suitable initial guesses, we have to solve the
full EAM system of equation (6.80), that we reproduce here for convenience:
LmKij + 2Nγij = 0, (7.28a)
R−DiV i −KijKij − 2Λ = 0, (7.28b)
DjK
j
i = 0, (7.28c)
LmKij +DiDjN −N(Rij −D(iVj) − 2KikKkj − Λγij) = 0. (7.28d)
Since we work in a frame co-rotating with the geon, there are no time derivative and the
evolution operator is just Lm = −Lβ. With the results of table 7.1, it can be shown that
the left-hand sides of these equations behave respectively like O(Ω−3), O(1), O(Ω−1)
and O(Ω−3) near the AdS boundary. We then introduce a regularised O(1) version of
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them with the help of table 7.1 and equations (7.22)
2N˜K˜ij + ΩLmγ˜ij + 2γ˜ijβ˜kΩk = 0, (7.29a)
R˜ − ∂i(ΩV˜ i)− z˜ijiV˜ j − K˜ijK˜ij − 2Λ = 0, (7.29b)
Ω∂jK˜
j
i + z˜
j
kjK˜
k
i − z˜kijK˜jk = 0, (7.29c)
−ΩLmK˜ij − 2K˜ijβ˜kΩk − δN˜ij
+N˜(R˜ij − Ω∂(iV˜j) + V˜(iΩj) + z˜kijV˜k − 2K˜ikK˜kj − Λγ˜ij) = 0, (7.29d)
where we have used the shortcut notation
δN˜ij ≡ Ω3DiDj
(
N˜
Ω
)
(7.30)
= Ω2∂i∂jN˜ − Ω(Ωi∂jN˜ + Ωj∂iN˜ + N˜∂i∂jΩ + z˜kij∂kN˜) + 2N˜ΩiΩj + N˜z˜kijΩk.
The system of equations (7.29) is then a regularised EAM system with negative cos-
mological constant. This is the system of relevance for our numerical computations.
7.2.4 Regularisation of the quasi-local stress tensor
Once a non-linear solution is obtained, we need to compute its mass and angular
momentum. In order to compute the BK charges of chapter 2 section 2.3, we need to
regularise the quasi-local stress tensor (equation (2.86))
ταβ =
1
8pi
(
Θαβ −Θqαβ − 2
L
qαβ + LGαβ
)
, (7.31)
where Gαβ is the Einstein tensor of the metric qαβ induced on r = cst hypersurfaces
(denoted Σr). As in chapter 2, we introduce rα the unit normal to Σr, its acceleration
aα, qαβ the metric induced by gαβ on Σr and Θαβ the corresponding extrinsic curvature
tensor. They are defined by (see appendix B)
rα =
∂αr√
gµν∂µr∂νr
, (7.32a)
aα = r
µ∇µrα, (7.32b)
qαβ = gαβ − rαrβ, (7.32c)
Θαβ = −∇βrα + aαrβ. (7.32d)
This quantities can be regularised in the same way as the ones of section 7.2.1. In table
7.2, we specify their behaviours and regularisations near the AdS boundary Ω = 0. In
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Quantity behaviour at r = L Regularisation behaviour at r = L
qαβ O(Ω
−2) q˜αβ ≡ Ω2qαβ O(1)
qαβ O(1) q˜
α
β ≡ qαβ O(1)
rα O(Ω
−1) r˜α ≡ Ωrα O(1)
aα O(Ω
−1) a˜α ≡ Ωaα O(1)
Θαβ O(Ω
−2) Θ˜αβ ≡ Ω2Θαβ O(1)
Rαβγδ O(Ω
−4) R˜αβγδ ≡ Ω4Rαβγδ O(1)
uα O(Ω) u˜α ≡ uα/Ω O(1)
σαβ O(Ω
−2) σ˜αβ ≡ Ω2σαβ O(1)
Table 7.2: Behaviour of geometrical quantities involved in the computation of the quasi-local
stress tensor ταβ . All behaviours are intended at the AdS boundary. Credits: G. Martinon.
particular, the regularisation can be made more precise with
r˜α =
∂αr√
g˜µν∂µr∂νr
, (7.33a)
a˜α = r
µ[∂µ(Ωr˜α)− Γ˜νµαr˜ν − 2r˜αΩµ], (7.33b)
q˜αβ = g˜αβ − r˜αr˜β, (7.33c)
Θ˜αβ = −∂β(Ωr˜α) + Γ˜µαβ r˜µ + 2r˜αΩβ + a˜αr˜β, (7.33d)
where Γ˜µαβ = ΩΓ
µ
αβ can be regularised in the same spirit as equation (7.22a).
In order to obtain the regularised Einstein tensor Gαβ of the induced metric qαβ,
we first determine its regularised Riemann tensor1 Rαβγδ. It can be obtained via the
4-dimensional regularised R˜αβγδ which admits the following regularisation
R˜αβµν = g˜αρ(Ω∂µΓ˜
ρ
βν − Ω∂νΓ˜ρβµ − Γ˜ρβνΩµ + Γ˜ρβµΩν + Γ˜ρσµΓ˜σβν − Γ˜ρσνΓ˜σβµ). (7.34)
The link between the 4 and 3-dimensional Riemann tensors is given by the Gauss
relation (appendix B equation (B.30)). After multiplication by Ω4, it reads
R˜αβγδ = q˜
µ
α q˜
ν
β q˜
ρ
γ q˜
σ
δR˜µνρσ + Θ˜αγΘ˜βδ − Θ˜αδΘ˜βγ. (7.35)
From this, it is straightforward to get the regularised Einstein tensor of qαβ, G˜αβ =
Ω2Gαβ with
G˜αβ = R˜αβ − R˜
2
q˜αβ, R˜αβ = q˜
µνR˜µανβ, R˜ = q˜
µνR˜µν . (7.36)
The regularised quasi-local stress tensor (7.31) is then given by
ταβ =
1
8piΩ2
(
Θ˜αβ − Θ˜q˜αβ − 2
L
q˜αβ + LG˜αβ
)
, (7.37)
1Not to be confounded with Rαβγδ the Riemann tensor of gαβ or with Rαβγδ the one of γαβ .
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where Θ˜ = q˜µνΘ˜µν . As discussed in chapter 2 section 2.3.2, and even if not obvious at
first sight, The parenthesis is O(Ω3) near the AdS boundary, while its constitutive parts
are all O(1). Furthermore, the quasi-local stress tensor is involved in the computation
of charges according to (2.93):
QBKξ [Σ] =
∮
Σ
τµνu
µξν
√
σd2z, (7.38)
where uα is the unit normal vector to Σt, ξα is a Killing vector of the AdS boundary,
and σαβ is the induced metric on Σ, a t = cst slice of the boundary. As already reviewed
in chapter 2 and summarised in table 7.2, the regularisations of uα and σαβ imply that
QBKξ [Σ] =
∮
Σ
1
Ω
τµν u˜
µξν
√
σ˜d2z. (7.39)
Thus, what needs to be calculated is the regular quantity ταβ/Ω. Consequently, to
compute this formula numerically, we need to first compute the parenthesis of (7.37)
and check that it is zero to machine precision at r = L. We then compute its division
by Ω3, i.e. we take advantage of the spectral representation provided by the KADATH
library and perform the division in coefficient space with (7.10c). In essence one uses the
non-local nature of the spectral representation. This operation brings some numerical
errors that can be monitored (see section 7.5 below).
7.3 Numerical tests
Before presenting the results of geon computations, we discuss several tests arguing in
favour of the validity of the code. In particular, we check that our initial guess solutions
are indeed first order solutions of Einstein’s equation and are successfully brought to
the AM gauge. This validates partially our regularisation of the system of equations.
A complementary check of this regularisation is to compute the global charges of a
known analytical solution, the Kerr-AdS black hole.
7.3.1 Linear geons in the AM gauge
We start with our analytical solutions of helically symmetric geons obtained in chapter
5. We derived them in conformal coordinates (2.17), but they can be readily brought
to isotropic coordinates (2.19) as explained in section 2.1.2 of chapter 2.
Analytically again, we can perform the 3 + 1 decomposition of the perturbed
metric (chapter B equation (B.14)) and compute the lapse function N , the shift vector
βi and the 3-metric γij at first order in amplitude. These expressions can be regu-
larised according to table 7.1. Then, and only then, can we use the obtained analytical
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expressions to build their numerical and spectral representations.
A strong validation of this procedure consists in verifying that the numerical
output is indeed an AAdS first order solution of the regularised Einstein’s system.
Denoting by α the amplitude of the linear geon2, we thus expect that the followings
quantities behave as O(α2) (see chapter 2 for definitions):
I the left-hand side of Einstein’s equation R˜αβ − Λg˜αβ,
I the boundary conformal Weyl tensor Ĉαβγδ(r = L),
I the boundary pseudo-magnetic Weyl tensor B̂αβ(r = L),
I the boundary quasi-local stress tensors ταβ(r = L).
Note that conformal quantities denoted by a hat are not diverging: they directly follow
from ĝαβ = Ω2gαβ and thus are not subject to regularisation. As for the quasi-local
stress tensor, it should be zero at first order at the AdS boundary as well, as discussed
in section 7.2.4.
If any of this quantity is linear in the amplitude, this means that the solution is
not an AAdS Einstein’s solution, in the sense of chapter 2. On the left panel of figure
7.2, we show these quantities for an (l,m, n) = (2, 2, 0) helically symmetric geon seed.
It is clear that the O(α2) behaviour is met for the above quantities, thus validating
both our linear geon construction and regularisation procedure. Two quantities are
only O(α) though: the mean extrinsic curvature K˜ and the spatial harmonic vector
V˜ i. Indeed, these quantities are first order in amplitude in general.
We can now bring the linear geon to the AM gauge, as explained in section
7.2.2. At the end of the metric reconstruction procedure, we compute again the above
Einstein and AAdS residuals. The results is shown of the right panel of figure 7.2. This
time, not only the gauge is satisfied at first order, i.e. K˜ and V˜ i are second order in
amplitude, but we have not broken the O(α2) dependence of the other quantities.
This clearly validates that our initial guess are first order AAdS Einstein’s solu-
tions in the AM gauge.
7.3.2 Mass and angular momentum tests
Another valuable and independent test consists in comparing charges computed nu-
merically and analytically. Since linear geons have no mass nor angular momentum, it
is relevant to use the analytical Kerr-AdS metric, uncovered for the first time in [284]
(see however [285] for a more immediate reading of the metric components). This al-
lows us to probe our absolute numerical precision on mass and angular momentum for
a large number of different resolutions.
2This can be the αS or αV defined in chapter 5, equations (5.123) and (5.129).
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Figure 7.2: Several residual are represented here: the Einstein’s equation residual R˜αβ−Λg˜αβ ,
the boundary conformal Weyl residual Ĉαβγδ(r = L), the boundary conformal pseudo-
magnetic Weyl residual B̂αβ(r = L) and the boundary quasi-local stress tensor residual
ταβ(r = L). By maximum absolute value we intend the maximum value at the colloca-
tion points, for all components, in the whole numerical volume or only at the AdS boundary
r = L when so specified. Left panel: linear (l,m, n) = (2, 2, 0) helically symmetric geon as
given by the perturbative approach. Right panel: same geon after bringing it into the AM
gauge with the procedure of section 7.2.2. These plots were obtained at a fixed resolution of
(21, 5, 5). In dotted lines, we have also represented the curve f(α) = α and g(α) = α2, in
order to ease the reading of slopes and power-law behaviours. Credits: G. Martinon.
The Kerr-AdS metric expressed in our isotropic coordinates (7.18) reads [1]
ds2 = −∆− (1− ρ
2)4∆θa
2 sin2 θ
(1− ρ2)2Σ dt
2 +
4
(1− ρ2)2
(1 + ρ2)2Σ
∆
dr2 (7.40a)
+
Σ
(1− ρ2)2∆θ dθ
2 +
∆θ(4r
2 + a2(1− ρ2)2)2 −∆a2 sin2 θ
(1− ρ2)2ΣΞ2 dϕ
2
− ∆θ(1− ρ
2)2(4r2 + a2(1− ρ2)2)−∆
(1− ρ2)2ΣΞ 2a sin
2 θdtdϕ,
where we have defined
∆ = (4r2 + a2(1− ρ2)2)(1 + ρ2)2 − 4mr(1− ρ2)3, (7.41a)
Σ = 4r2 + (1− ρ2)2a2 cos2 θ, (7.41b)
∆θ = 1− a
2
L2
cos2 θ, (7.41c)
Ξ = 1− a
2
L2
. (7.41d)
In these expressions, we assumed without loss of generality that the two parameters m
and a were real and positive. The horizon of the black hole lies at ∆ = 0.
In such axisymmetric space-times for which ∂αϕ is a Killing vector, a key concept
is the one of Zero Angular Momentum Observers (ZAMOs). By definition, a ZAMO
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has a 4-velocity uα obeying
gµνu
µ∂νϕ = 0 ⇐⇒ uα = A(∂αt + ω∂αϕ), (7.42)
where A is a normalisation factor that can be determined with the time-like condition
uµu
µ = −1. The ω parameter translates the frame-dragging effect, and is nothing but
the angular velocity of the ZAMO. In Kerr-AdS space-times, a boundary ZAMO has
actually an angular velocity ω = −gtϕ/gϕϕ =
r=L
−a/L2. This has many consequences
on the global charges.
As already noticed in [285, 286], the parameters m and a are not the thermody-
namical mass M and angular momentum J of the black hole, but are related to them
via
M =
m
Ξ2
and J = −am
Ξ2
. (7.43)
However, applying either the AMD or BK definitions of charge (see equations (2.83)
and (2.93) of chapter 2), a naive analytical computation gives
Q∂t [Σ] =
m
Ξ
and Q∂ϕ [Σ] = J. (7.44)
The reason why M 6= Q∂t [Σ] is that the observer whose worldline is attached to ∂αt at
the AdS boundary is not a ZAMO. This implies that charges computed with respect
to this worldline take into account its non-vanishing angular momentum. The correct
mass is thus given by the charge attached to the ZAMO worldline
M = Q∂t+ω∂ϕ [Σt] = Q∂t [Σt] + Jω(r = L). (7.45)
On top of that, there is another counter-intuitive but physical effect in Kerr-AdS space-
times: J and3 a have opposite signs4 in equation (7.43). This is because the frame-
dragging function ω is positive near the horizon but negative and finite at the AdS
boundary, incidentally impacting the sign J . As a point of comparison, in asymptoti-
cally flat space-times, ω is positive everywhere and goes to zero at infinity.
These considerations taken into account, we can test our charge computation
numerically by selecting a particular Kerr-AdS configuration with, say, m/L = 1 and
a/L2 = 0.5. The analytical charges are then M0/L = 16/9 and J0/L2 = −8/9. We
then compute numerically both AMD and BK charges taking into account (7.45). For
this particular configuration, the horizon lies at ∼ 0.37L, so we use only one domain
describing r ∈ [0.5, 1]L to avoid the coordinate singularity at the horizon.
3Recall that a is directly proportional to the angular velocity of the horizon, the latter being defined
as the angular velocity of a ZAMO on the horizon ∆ = 0.
4For geons, we also observed that J and Ω had opposite signs, however for the results presented in
this manuscript we changed the sign of J , as it seems common in the literature.
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Figure 7.3: Relative differences between numerical AMD, BK and analytical charges for the
Kerr-AdS metric (m/L = 1, a/L2 = 1/2) as a function of radial resolution. Angular resolution
is fixed to Nθ = Nϕ = 9 assuming an octant symmetry. Credits: [1].
In figure 7.3, we show the relative difference between analytical and numerical
charges as a function of radial resolution. We fixed the angular resolution to nine
points per octant. It is clear on this plot that both AMD and BK charges converge
exponentially to the analytical value up to Nr = 37-41, after which rounding errors
start to increase. It can also be noticed that, at fixed resolution, BK charges are less
precise than AMD ones, because of a more involved regularisation procedure (section
7.2.4). Furthermore, our precision saturates at ∼ 10−6%, so that our absolute precision
is around ∼ 10−8 at a resolution of (37, 9, 9). This is quite large for an analytical metric,
but we can’t do much better in double precision arithmetics, since we need to perform
many spectral operations like second order derivatives, divisions in coefficient space as
well as surface integration.
These results are nonetheless a strong validation of our regularisation procedure,
notably for the quasi-local stress tensor involved in the BK mass (section 7.2.4) as well
as of our AMD charge determination.
7.4 Numerical setup
Now that we have tested our numerical code, we can start our construction of fully non-
linear geons. The idea is to start from a first order initial guess and then to compute
a full sequence by increasing step by step an amplitude parameter called wiggliness.
Additionally, there are a number of a posteriori validations of the solutions that have
to be met.
7.4.1 Numerical algorithm
In order to solve systems of differential equations, we use the open source KADATH
library [270,271], which provides a C++ interface for solving relativistic systems with
T 219 t
7.4. Numerical setup CHAPTER 7. Simulations of gravitational geons
[a\
multi-domain spectral methods. The vast range of problems this library is able to
solve (e.g. vortons, critical collapse, binary black holes initial data [271, 273], oscilla-
tons [61], AAdS scalar breathers [165, 231], boson stars [39, 41, 74, 274, 275] and AAdS
geons [1]) make it reliable and robust for our purposes. In order to solve problems in
AAdS space-times, we had to develop in particular the regularisation scheme of section
7.2. The library manages non-linear systems with a Newton-Raphson scheme coupled
to automatic differentiation [271], which makes it flexible to address many different
problems.
In order to construct non-linear numerical geons, we proceed as follows.
¶ We analytically construct a helically symmetric first order geon with the results
of chapter 5, and express the perturbative solution in the co-rotating frame in
isotropic coordinates. The linear geon then admits a helical Killing vector that
is simply the generator of our time coordinate t′ in this frame. Namely, its
expression is
∂αt′ = ∂
α
t +
ω
m
∂αϕ , (7.46)
such that ∂t′gαβ = 0 and Lm = −Lβ˜ in (7.29).
· After having chosen a suitably small amplitude, the linearised first order geon
can be brought to the AM gauge with the procedure described in section 7.2.2.
¸ The resulting first order geon in the AM gauge is then used as an initial guess for
the full 3+1 regularised EAM system of ten equations (7.29) whose ten unknowns
are N ,βi,γij. As suitable boundary conditions at the AdS boundary, we choose
to enforce Dirichlet conditions
N˜ =̂ N˜ , β˜i =̂
ω
m
∂iφ, γ˜ij =̂ γ˜ij. (7.47)
The condition on the shift merely translates that we work in a frame that is co-
rotating with the geon. Since ω is expected to change with the geon amplitude,
it is treated as an additional unknown of the system, solved together with the
metric components in the numerical solver. Meanwhile we provide an additional
equation that forces a marching parameter, or geon wiggliness w, to take a user-
defined value. This wiggliness parameter translates the idea of amplitude of non-
linear solutions. It can be for example the value of some spectral coefficient. The
Newton-Raphson algorithm of the KADATH library is then in charge of finding
the nearest fully non-linear solution. The iterative procedure is stopped when
the error, measured as the highest coefficient of the Einstein equation residuals,
reaches about 10−8.
¹ Once a numerical and non-linear solution is obtained, it is used as an initial
T 220 t
CHAPTER 7. Simulations of gravitational geons 7.4. Numerical setup
[a\
Perturbative solution
   of amplitude A
Solve Einstein
Numerical solution
  of amplitude A
Decrease A
resolution
small
errors? yes
no
initial guess
initial guess
Check Einstein
converges?
Increase A
yes
no
Increase
Figure 7.4: We start with a first order in-gauge initial guess (green box). If the amplitude
is too large, it could be that we are out of the basin of attraction of the Newton-Raphson
algorithm (upper yellow diamond). Else, if the initial guess is small enough and admits a
non-linear extension, the code converges to a fully non-linear solution of the same amplitude
(wiggliness). The frequency ω is solved together with the metric components to match this
amplitude requirement. The errors can then be decreased by increasing the resolution, down
to sufficiently small values. Once a non-linear solution of fixed amplitude with small errors is
obtained (blue box), we can use it as an initial guess for the near solution featuring a slightly
increased amplitude requirement. This is how a full sequence is built step by step. Credits:
G. Martinon.
guess for the EAM system with a w fixed to a slightly incremented value. The
system then converges to the nearby solution with this wiggliness requirement.
Repeating the process allows us to build sequences of geons parametrised by
larger and larger w.
This methodology is illustrated in figure 7.4.
7.4.2 Precision monitoring
In numerical physics, working at only one resolution gives few information on the
solution. We thus build several sequences of geons at different resolutions. In particular,
if a physical quantity should be zero in theory, in practice this means that this quantity
is tending to zero when the numerical resolution is increased. Within spectral methods
in particular, this convergence should be exponential with the number of coefficients
involved. Thus, in order to monitor the precision of our numerical results, various tests
can be performed.
¶ Spectral convergence: if the metric components are well described by the
spectral expansion, the coefficients should decrease exponentially. With double
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precision arithmetics and a second order differential system of equations, the
saturation level is expected to be around 10−10.
· Gauge residual: K˜ and V˜ i should be as low as possible (but are expected
to saturate at a 10−10 level). Their infinity norm should decrease exponentially
with increasing numerical resolution. An other complementary check in the EAM
framework consists in observing a similar convergence for the components of
R˜αβ−Λg˜αβ which should be zero for any solution of Einstein’s equation in vacuum.
¸ AAdS space-times: we chose to enforce Dirichlet boundary conditions on the
system, however this might not be enough to ensure the right asymptotics. Ac-
cording to chapter 2, we can check that (i) Ĉαβµν , B̂αβ and ταβ have boundary
values decreasing exponentially to zero with increasing resolution, and (ii) that
the AMD and BK charges converge to each other exponentially with increasing
resolution.
¹ Agreement with perturbative approach: any numerical sequence of geon
should coincide with perturbative results for low enough amplitudes. In partic-
ular, the global charges of our numerical results should match the perturbative
predictions for small enough marching parameters.
7.5 Results
We are now able to present our results, described in [1]. We build five different families
of geons, including radially excited ones. Some of our results are compared to higher-
than-first order perturbative computations, that are summarised in [1].
7.5.1 Geons with (l,m, n) = (2, 2, 0)
Following the procedure of section 7.4, we first consider geons with excitation numbers
(l,m, n) = (2, 2, 0), i.e. helically symmetric geons in their fundamental state. We
are able to reach unprecedented amplitudes, exhibiting deviations from third order
perturbative expansion as large as 50%. Furthermore, we use this family of geons as a
testbed for our numerics.
Let us first introduce the difference between the geon metric and the AdS back-
ground
hαβ ≡ gαβ − gαβ and h˜αβ ≡ Ω2hαβ. (7.48)
It turns out that the perturbed metric component h˜xx has a egg-shape in the AM gauge,
as pictured in figure 7.14. We thus choose our marching parameter, or wiggliness, to
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be
w ≡ h˜xx(r = 0). (7.49)
Note that in this equation, since Ω = 1 at the origin, we have h˜xx(r = 0) = hxx(r = 0).
A sequence typically starts at a small amplitude, and hence small wiggliness w = 0.1,
and finishes at w ∼ 13. As a point of comparison, the AdS background metric displays
a background wiggliness of g˜xx(0) = 4.
Since the extrinsic curvature tensor Θ˜αβ of Σr (involved in the BK charge com-
putation (7.39)) diverges like O(r−1) near the origin, and is only needed at the AdS
boundary r = L, we use two spectral domains: one nucleus describing r ∈ [0, 0.5]L and
one shell describing r ∈ [0.5, 1]L. This allows us to compute the boundary quasi-local
stress tensor ταβ with equation (7.37) only in the shell domain. We checked that the
results were almost insensitive to the position of the domain separation, as expected
for the global representation of smooth fields in spectral methods.
Furthermore, since the quantum numbers l and m are both even, there is an
octant symmetry. Accordingly, quoting a resolution of, say (37, 9, 9), means that, in
each domain, one uses Nr = 37 points in the r coordinate and Nθ = Nϕ = 9 points per
octant in the θ and ϕ coordinates.
As a first validation of our solutions, we verify that the computed geons well
satisfy the AM gauge. In figure 7.5, we show how the Einstein and gauge residuals
vary with amplitude and numerical resolution. The data points being almost insensitive
to radial resolution in the range Nr ∈ [29, 37], we only show the angular resolution
dependence.
The residuals are increasing with the amplitude of the geon, but decrease expo-
nentially by several orders of magnitude with increasing angular resolution, indicating
spectral convergence. This confirms that our solutions not only respect the AM gauge
but also obey the full Einstein’s system. At a resolution of (37, 9, 9), we are able to
lower the Einstein residual down to ∼ 10−3 for our most massive configuration. This
is to be compared to the largest metric coefficient which can reach ∼ 15 at the origin.
A second validation of the solutions consists in verifying the AAdS asymptotics.
In particular, and as discussed in section 7.4.2, the boundary residual of the Weyl and
pseudo-magnetic Weyl tensors have to vanish on the boundary, as well as the quasi-
local stress tensor. We should also observe a vanishing of the difference between AMD
and BK charges.
In figure 7.6, we show how these quantities vary with amplitude and resolution.
The angular resolution has essentially no effect in the range Nθ,ϕ ∈ [5, 9], so we only
show the radial resolution declination. The higher the radial resolution, the closer to
zero they are, which shows that our solutions are well AAdS. We have checked that the
decrease, even if slow, was nevertheless exponential. The bottom right panel shows that
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Figure 7.5: Top left panel: regularised Einstein residual R˜αβ − Λg˜αβ . Top right panel: reg-
ularised gauge vector residual (K˜, V˜ i). Bottom panel: spectral convergence of the Einstein
and gauge residuals as a function of the angular resolution at fixed wiggliness w = 5. Each
residual is the maximum value in the whole configuration space, i.e. at collocation points.
These plot describe the (l,m, n) = (2, 2, 0) geons. Credits: G. Martinon.
our AMD and BK charges agree with each other at a ∼ 0.5% level that also decreases
exponentially with resolution. This is an extra confirmation that our solutions display
indeed AAdS asymptotics.
The convergence rates of the AAdS residuals seems to be quite slower than those
of the Einstein and gauge residuals of figure 7.5. However, this is to be expected:
these indicators are quite demanding in terms of precision and undergo an involved
regularisation procedure (section 7.2). Notably, several expensive (in terms of accuracy)
operations are at play: second order derivatives, divisions in coefficient space and
evaluation and integration at the AdS boundary.
As a third validation of our solutions, we check that each field features a spectral
(i.e. exponential) decrease of its coefficients. In figure 7.7, we show the coefficients of
our solution with large amplitude w = 10 and highest resolution (37, 9, 9) for the three
tensors g˜αβ, Ĉαβγδ and ταβ. In particular, the last two are involved in the AMD and
BK charges respectively.
The sought-after spectral convergence is clearly visible both radially and angularly
until a threshold is reached. This saturation threshold is larger for the Weyl tensor
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Figure 7.6: AAdS residuals for the (l,m, n) = (2, 2, 0) geons. Upper left panel: boundary
conformal Weyl tensor residual Ĉαβµν . Upper right panel: boundary conformal pseudo-Weyl
tensor residual B̂αβ . Bottom left panel: boundary quasi-local stress tensor ταβ . Bottom
right panel: relative difference in percent between the AMD and BK angular momenta, with
∆J = JAMD−JBK and J = (JAMD+JBK)/2. By boundary residual we intend the maximum
value of the field restricted to collocation points of the AdS boundary. Credits: [1].
Ĉαβµν and the quasi-local stress tensor ταβ because they involve second order derivatives
of the metric and, for the latter, a regularisation procedure (section 7.2.4) that increases
numerical errors and hence the noise level.
If it were not too computationally demanding, we could increase the angular
resolution to describe better the coefficient tail. It would probably decrease the errors
on Einstein’s equation and gauge residuals, according to figure 7.5.
When it comes to computing global charges, it turns out that the precision on the
mass (be it AMD or BK) is less than that on the angular momentum. In particular,
even if the angular momentum J is in a very strong agreement with the perturbative
approach in the low amplitude limit, the mass M is usually overestimated by ∼ 5-10%
depending on the radial resolution. Increasing the number of points improves the match
but very slowly. Our guess is that we lose precision on M because of the numerous
steps of regularisation and spectral operations that all contribute to the accumulation
of numerical errors. The reason of such an asymmetry betweenM and J is unclear, but
probably the terms involved in the computation of J are simpler than those involved in
the computation ofM . We think that, if affordable, quadruple precision could improve
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Figure 7.7: Spectral coefficients of the regularised metric g˜αβ in green, of the conformal Weyl
tensor Ĉαβµν in yellow and of the quasi-local stress tensor ταβ in red for the (l,m, n) = (2, 2, 0)
geons. The resolution is fixed at (37, 9, 9) and the amplitude at w = 10. Our coefficients
collection is actually a three-dimensional array indexed by three integers nr ∈ {0, · · · , Nr},
nθ ∈ {0, · · · , Nθ} and nϕ ∈ {0, · · · , Nϕ}. Left panel: coefficients versus nr for arbitrary nθ
and nϕ. Right panel: coefficients versus nθ for arbitrary nr and nϕ. For the sake of clarity,
only the upper envelope of the coefficients collection is shown. Credits: [1].
this point.
Thus, in order to give reliable results on masses within reasonable computing
times, we compute M using the first law of geon dynamics
δM − ω
m
δJ = 0, (7.50)
which relates the variations of mass with those of angular momentum. This relation
has been demonstrated in the asymptotically flat case for helically symmetric systems
in [287]. In this case, the charges were the ADM ones. A similar result holds for Kerr-
AdS with an additional entropy term [285]. Even if a sketch of a proof of this first law
was presented in [192], a rigorous mathematical demonstration in the general AAdS
helically symmetric case is still missing, to the best of our knowledge. Nevertheless the
first law is widely accepted and actually confirmed by perturbative results up to sixth
order [1, 188,192].
In practice, we write the integral version of (7.50)
M =
∫ J
0
ω(J ′)
m
dJ ′, (7.51)
where the function ω(J) is obtained by a polynomial fit (reduced χ2 < 10−13). This
ensures that M is computed with as much precision as ω and J are.
In figure 7.8 we show the three global quantities of importance: the angular ve-
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Figure 7.8: The ω-M -J planes for our numerical sequences (l,m, n) = (2, 2, 0) at a resolution
of (37, 9, 9). We only show the AMD definitions of charges. The successive perturbative
orders are shown in comparison with our numerical results. At the bottom right panel, we
have chosen a typical point of the (37, 9, 9) sequence featuring a wiggliness of w0 = 5, an
angular frequency of ω0L/m = 1.44 and an angular momentum of J0 = 0.11. The plot shows
the relative difference ∆ω = ω − ω0 and ∆J = J − J0 in percentage at several radial and
angular resolutions. The point corresponding to the highest resolution (37, 9, 9) being taken
as a reference, it naturally lies at the origin of the plot. Credits: [1].
locity ω/m (with m = 2), the AMD mass M and the AMD angular momentum5 J .
The numerical results are given at our best resolution (37, 9, 9). They are compared to
analytical ones which were obtained with a fifth order perturbative approach, whose
results are also presented in [1]. On these plots, it appears unambiguously that suc-
cessive orders of perturbations are closer and closer to our numerical solutions, which
is again a strong validation of our fully non-linear results.
In order to estimate the numerical error bars, we examine a typical point of the
sequence with fixed wiggliness w = 5, and compute the solution at a dozen of different
resolutions. Taking as reference values the highest one (37, 9, 9), we can observe how
the global quantities vary with resolution. The differences on ω and J are pictured on
the bottom right panel of figure 7.8.
First, it is clear that, when the numerical resolution is increased, global quantities
5Recall that the AMD charges are in general easier to compute and more precise (section 7.3.2).
Furthermore, figure 7.6 already demonstrated that the AMD and BK charges were equivalent to the
∼ 0.5% level.
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Credits: [1].
are converging to the highest resolution results, which lies at the origin of the plot.
Second, this allows us to read off error bars on J and ω, namely ∆J ∼ 0.02% and ∆ω ∼
0.0006% between our worst and best resolutions. Restricting the angular resolutions
between seven and nine angular points (hardly distinguishable on the figure) gives
∆J ∼ 0.003% and ∆ω ∼ 0.000001%. Furthermore, we observed that these values
remained approximately constants along the entire sequence. Such magnitudes are
obviously invisible at naked eye on the three other panels of figure 7.8.
A potential explanation of these very small error bars is the following. The initial
geon seed is a scalar spherical harmonic S22. At first order, because of the periodic ϕ
dependence of this harmonic, there is no contribution to the surface integrals involved
in the computation of mass and angular momentum. At second order though, there are
terms proportional to (S22)2. With simple trigonometric multiplication formulas, it can
be shown that this generates terms 6 with l = 0 and l = 1 harmonics. At even higher
order, even more harmonics are generated just by multiplication of the precedent ones.
However, it turns out that only the l = 0 harmonics display a non-vanishing mass
integral, and only the l = 1 harmonics ensure a non-vanishing angular momentum
integral. This is so because all the others harmonics give rise to sinusoidal integrands
which vanish after integration. In terms of spectral representation, this means that
global charges are utterly determined by the very first coefficients of the non-linear
solution. When the coefficients are decreasing exponentially, as is our case (figure 7.7),
it is expected that higher coefficients contribute marginally to the global charges. This
may explain the very minor influence of resolution on mass and angular momentum.
Now that we have estimated the error bars on the numerical global charges, we
can perform the comparison with the perturbative approach more easily. In figure 7.9,
we show the difference between the numerical results and perturbative predictions. In
6This is highly reminiscent of the combination of spins in quantum mechanics.
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a0 a1 a2 a3
perturbative 1.5000000 −0.619062 0.70049 -
numerical 1.5000000 −0.619064 0.70031 −0.345
fit precision ±6.10−9 ±2.10−6 ±7.10−5 ±1.10−3
Table 7.3: Coefficients in the polynomial expansion ωL/m = f(J) (equation (7.52)) for both
perturbative and numerical results at resolution (37, 9, 9) for (l,m, n) = (2, 2, 0) geons. Error
bars on the coefficients ai are given by the Levenberg-Marquardt fit algorithm. Credits: [1].
particular, this plot clearly demonstrates that our numerical configurations agree with
the small expansion procedure in the zero-amplitude limit. The agreement is even
better with fifth order expansion than third order. At the highest amplitudes, our
non-linear solutions deviate from 3rd order by at most 50% and from 5th order by at
most 15%, emphasising that we are probing amplitudes that are much beyond reach
of perturbative techniques.
The results of figure 7.8 suggest to write ω as a function of J . If we consider the
expansion ωL/m = f(J)
ωL
m
= a0 + a1
J
L2
+ a2
J2
L4
+ a3
J3
L6
+ · · · , (7.52)
the ai coefficients can be computed by a polynomial fit of the curves of our figure 7.8.
In table 7.3 we show the obtained coefficients either with perturbative arguments or
by fitting our numerical results. Again, some details about the high order perturbative
results are available in [1].
In this table, it is clear that our results match very well the perturbative ex-
pansion. For instance the relative difference in a2 is of order ∼ 0.01%. We can even
predict the sign and value of a3, that was never obtained analytically. The sign of a3
can be readily estimated on figure 7.8 since the numerical points are below the fifth
order curve.
At this point, let us mention that our results are in disagreement with those
of [192], whose authors were the first (and single) to propose a numerical construction
of the (l,m, n) = (2, 2, 0) geons. In figure 7.10, we reproduce their figure (1.b) next to
the top left panel of figure 7.8. It is clear that they found a2 to be negative since their
numerical points are below the third order curve. According to our results listed in
table 7.7, we find, however, that a2 ∼ +0.700. We are very confident in this result since
our perturbative computations carried out to sixth order (see [196] for details) agree
very well with our precise numerical measurements. We thus provide two independent
arguments in favour of the positivity of a2, and are unable to find any reason why this
coefficient should be negative in [192]. Additional and independent future derivations
of these results would provide a very welcome clarification of this point.
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Figure 7.10: Left panel: ω−J plane taken from the numerical simulations of [192]. Blue points
are numerical results while the solid green curve denotes 3rd order results. Right panel: ω−J
plane computed in [1]. The range of amplitudes probed on the left panel is reported on the
right panel with the help of a light blue frame at scale. Credits: [1, 192].
7.5.2 Geons with (l,m, n) = (4, 4, 0)
Now that we have extensively tested our numerical procedure and studied the simplest
(l,m, n) = (2, 2, 0) geons, we are ready to tackle more complicated configurations.
Increasing the angular excitation number, we can construct geons with (l,m, n) =
(4, 4, 0). This time, we choose for the wiggliness parameter the largest positive spectral
coefficient of the first order geon in the AM gauge. Namely:
w ≡ coefficient (nr = 0, nθ = 1, nϕ = 1) of h˜yy. (7.53)
We are able to build sequences at several resolutions and the Einstein residuals are
shown in figure 7.11. The exponential decrease (right panel) in the errors with in-
creasing number of collocation points demonstrates that our solutions do indeed solve
Einstein’s equation. We have checked that all the other residuals shared the same
features. This comes as no surprise since only the initial guess and the wiggliness have
been changed compared to the previous (l,m, n) = (2, 2, 0) case.
Global AMD quantities are shown on figure 7.12. We again observe a good match
between perturbative and numerical results. We can reach masses of order ∼ 0.5L. In
this regard, this can be considered a high amplitude. Note also that this is the very
first fully non-linear construction of this family of geons [1].
By fitting our numerical data, we infer the numerical values of the coefficients
in the ωL/m = f(J) expansion (7.52). They are presented in table 7.4 in comparison
with fifth order perturbative results, detailed in [1]. There is a discrepancy of ∼ 20%
between our numerical and perturbative results for the coefficient a2. We think that
this is mainly due to the small number of points involved in the fit. Indeed, as can be
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Figure 7.11: Left panel: residual of the regularised Einstein’s equation R˜αβ − Λg˜αβ for
(l,m, n) = (4, 4, 0) geons at four angular resolutions. The wiggliness w translates the am-
plitude of the non-linear geon. Right panel: spectral convergence of the Einstein and gauge
residuals as a function of the angular resolution at fixed wiggliness w = 0.1. Credits: [1].
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Figure 7.12: The ω-M -J planes for our numerical sequences (l,m, n) = (4, 4, 0) at resolution
(37, 11, 11) using AMD definitions. On the right panel, the curves are indistinguishable from
perturbative results at naked eye. Credits: [1].
seen in figure 7.12, our numerical points are almost on a straight line. This severely
impacts the precision of the fit when it involves terms in J4. With higher amplitudes
points, the numerical points would exhibit a clearer departure from the straight line
that would make the fit more accurate. As for the coefficient a3, it should be taken as
a rough guess and the error bars provided by the Levenberg-Marquardt fit algorithm
are questionable. Nevertheless, the negative sign of a3 is attested by figure 7.12 since
the numerical points are below the fifth order curve. This is to be expected since it is
also a feature of the very similar (l,m, n) = (2, 2, 0) case.
7.5.3 Geons with one radial node
We now address the problem of radially excited geons, whose perturbative approach is
more complicated. Initially in [194,195], the authors claimed that the single (l,m, n) =
(2, 2, 1) linear mode could not seed a stable non-linear family of geons, because some
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[a\
a0 a1 a2 a3
perturbative 1.2500000 −0.05781990 0.0137851 -
numerical 1.2500000 −0.05782040 0.0111142 −0.0011196
fit precision ±4.10−10 ±3.10−8 ±2.10−7 ±4.10−7
Table 7.4: Coefficients in the polynomial expansion ωL/m = f(J) (equation (7.52)) for both
perturbative and numerical results of (l,m, n) = (4, 4, 0) geons at a resolution of (37, 11, 11).
Error bars are given by the Levenberg-Marquardt fit algorithm. Credits: [1].
β/α γ/α
family I −0.00286074 0.154618
family II 0.0367439 −1.67172
family III 1.07086 1.39907
Table 7.5: Numerical values of the relative amplitude parameters for the three degenerated
families of geons with angular frequency ωL/m = 5/2 in the zero-amplitude limit. Credits: [1].
secular resonances could not be suppressed by Poincaré-Lindstedt regularisation. How-
ever, recently a paper and a comment came out suggesting that a linear combination
of several seeds sharing the same ω could indeed survive at arbitrary order [197–199].
We thus tried to build these linear combinations of single-mode excitations.
As discussed in chapter 5 section 5.6, and illustrated in figure 4.19, the angular
frequency belonging to the helical extension of the (2, 2, 1) scalar mode is ωL/m = 5/2,
and is the same of the scalar mode (4, 2, 0) and the vector mode (3, 2, 0). Taking a
linear combination of the helically symmetric metric perturbation generated by these
three modes, we obtain a two-parameter seed for the perturbative formalism, namely
hµν = αh
(2,2,1)(s)
µν + βh
(4,2,0)(s)
µν + γh
(3,2,0)(v)
µν , (7.54)
with two independent parameters being the ratios of amplitudes β/α and γ/α. Per-
forming a small amplitude expansion in α up to third order gives rise to several secular
resonances. However, a computation shows that they can be removed via Poincaré-
Lindstedt regularisation for a very restricted set of parameters β/α and γ/α. Actually,
there are only three possibilities for these ratios, displayed in table 7.5. This gives rise
to exactly three families of excited geons with one radial nodes. Any other value of the
ratios β/α and γ/α suffers form irremovable secular resonances that forbid the fully
non-linear construction of the corresponding geons. In particular, the case β = γ = 0
cannot seed a non-liner geon, as was first noticed in [194,195].
There are thus three different families of excited geons with a frequency obeying
ωL/m = 5/2 in the zero-amplitude limit. In order to compute radially excited geons, we
start with one of the linear combinations given in Table 7.5. Our marching parameters,
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Figure 7.13: The ω-M -J planes for the three families I-III of radially excited geons with
one radial node and m = 2, using AMD definitions. All curves are computed at a common
resolution of (37, 9, 9). Credits: [1].
determined on the basis of the largest spectral coefficient, are
w ≡ coefficient (nr = 1, nθ = 0, nϕ = 0) of h˜yy for family I, (7.55)
w ≡ coefficient (nr = 0, nθ = 1, nϕ = 0) of h˜xx for family II, (7.56)
w ≡ coefficient (nr = 0, nθ = 1, nϕ = 0) of h˜xz for family III. (7.57)
We have also tried to naively start with a single-mode (l,m, n) = (2, 2, 1) first order
seed, and observed that the code was spontaneously converging to family I’s branch of
solutions. This is to be expected since this is the one family with highest contribution
from this seed. Since we succeeded in building numerically all three families of excited
geons, this confirms the results of [194,195,197–199]: on the one hand, there is no non-
linear geon belonging to the single scalar mode (2, 2, 1) class, and on the other hand
there exist three families with the same linear frequency ωL/m = 5/2 (in the zero-
amplitude limit) and with radial nodes that are constituted by the linear combinations
of table 7.5.
Global quantities of these three families of excited geons are displayed in figure
7.13. We can reach masses of order ∼ 0.5L, depending on the family under study.
In table 7.6, we show the fit of our numerical results on global charges in the
ωL/m = f(J) expansion of equation (7.52). These values can be regarded as predic-
tions we can make on the ai coefficients. We expect that higher amplitudes sequences
at higher resolutions could allow us to refine these values. Since we are in perfect
agreement with perturbative results, notably for the coefficients a1, our results clearly
identify the three distinct families of table 7.5. This definitely confirms the arguments
of [197–199] according to which the number of excited geon families precisely matches
the multiplicity of the frequency ωL/m = 5/2.
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a0 a1 a2 a3
perturbative 2.5000000 −3.058658 - -
numerical 2.5000000 −3.058670 1.239 8.2family I
fit precision ±2.10−9 ±7.10−6 ±2.10−3 ±3.10−1
perturbative 2.5000000 −0.747498 - -
numerical 2.5000000 −0.747533 −0.1723 −0.39family II
fit precision ±3.10−9 ±3.10−6 ±3.10−4 ±2.10−2
perturbative 2.5000000 −0.180638 - -
numerical 2.5000000 −0.180628 −0.0072 -family III
fit precision ±5.10−9 ±5.10−6 ±7.10−4 -
Table 7.6: Coefficients in the polynomial expansion ωL/m = f(J) (equation (7.52)) for both
perturbative and numerical results of the three geon families I-III at a resolution of (37, 9, 9).
Error bars are given by the Levenberg-Marquardt fit algorithm. Credits: [1].
7.6 Visualisation of geons
All five families of geons we were able to construct are pictured in figures 7.14 and 7.15.
In figure 7.14, we show the shape of the geon, namely the map of the component h˜xx.
In particular, the (l,m, n) = (2, 2, 0) geon exhibit an egg-shape, centred on the origin.
This motivated our definition of wiggliness (7.49), which was basically the maximum
value of this component. Such a definition cannot be extended to other families of
geons though, since some of them always display a vanishing h˜xx(r = 0).
In figure 7.15, we show the h˜t′t′ component, that is directly related to the regu-
larised square norm of the Killing vector ∂αt′ of equation (7.46). Indeed, we have
Ω2∂t′ · ∂t′ = g˜µν∂µt′∂νt′ = g˜t′t′ . (7.58)
After background subtraction (the AdS background being common to all solutions),
the contribution of the geon to this norm is directly pictured in figure 7.15. The shape
of the isocontours increases in complexity for excited geons.
Of the five families of geons we have built in [1], all but the (l,m, n) = (2, 2, 0)
were first-time numerical constructions. Without a doubt, many other families will be
constructed in the future, with other symmetries than these helically symmetric ones.
A straightforward extension of this work would be to construct m = 0 axisymmetric
geons, that have no ϕ dependence, but are periodic in time. In terms of our numerical
representation, this is equivalent to our helically symmetric geons but this time there
is no co-rotating frame. We can thus simply switch the spectral representations of
time t′ and azimuthal angle ϕ. Other families of geons could be constructed too, e.g.
scalar modes with odd quantum numbers l and m. These geons, however, have less
symmetries than the even-even ones, and are thus potentially more greedy in terms of
numerical resolution.
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We hope that our work [1] has given a general method to build non-linear geons.
With these tools at end, these fundamental gravitational excitations of AdS space-time
will, without a doubt, shed new light on the AdS instability problem. Notably, the
very particular property according to which the number of non-linear families of geons
precisely matches the multiplicity of a given frequency is a strong hint that there is an
underlying structure in geons that has yet to be unveiled.
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Figure 7.14: Component h˜xx regularised metric perturbation in the AM gauge for all five
families of geons numerically computed, namely the (l,m, n) = (2, 2, 0), (4, 4, 0) and families
I-III in this order. The masses of the pictured solutions are around ∼ 0.2L, and they were
computed at our best numerical resolutions. Credits: G. Martinon.
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Figure 7.15: Isocontours of h˜t′t′ . They correspond to the regularised norm of the helical
Killing vector ∂t′ in the co-rotating frame of geons, after background subtraction. All five
families of geons are presented, namely the scalar (l,m, n) = (2, 2, 0), (4, 4, 0) modes and the
three excited families I-III, in this order. Red isocontours denote positive contributions to the
norm. Credits: G. Martinon.
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Conclusion
“An expert is a person who has
made all the mistakes that can
be made in a very narrow field.”
Niels Bohr
In this manuscript, we have studied in details the numerical construction of geons
in AAdS space-times. The concept of geons was defined in chapter 1 as well as their
link to dark matter candidates. The notion of AAdS space-times was outlined in
chapter 2 and we have sketched in chapter 3 why such space-times were of physical
interest, in particular within the context of the AdS-CFT correspondence. The geons
originally studied by Wheeler were notably revived in the tremendous discovery of the
so-called AdS instability conjecture, reviewed in chapter 4. In this regard, geons can
be interpreted as the fundamental gravitational excitations of AdS space-times, and
are believed to form islands of stability. Because of their intricate geometry, they have
very few symmetries if at all. This enters in deep contrast with the vast majority
of spherically symmetric configurations studied in the literature. The second part of
this manuscript was precisely dedicated to the numerical construction of AAdS geons.
From a perturbative point of view first, in chapter 5, we have detailed the construction
of linear geons with the covariant and gauge-invariant KIS formalism. In chapter 6,
we have discussed how to choose a gauge and have explained the motivations of the
harmonic as well as the AM gauges. Finally in chapter 7, we have described numerical
and general techniques to build geons, and presented the results of five different families
of helically symmetric configurations [1].
Recall that geons came out in the AAdS literature in 2012 with the work of
[151,188]. The authors applied for the first time the KIS formalism to the perturbative
construction of geons and argued that they constituted stable islands of stability. It was
only in 2015 that one family of geon, the (l,m, n) = (2, 2, 0) one, was constructed nu-
merically for the first time, in [192]. The construction then relied on the 4-dimensional
De Turck method, with a rather involved reference metric. In a subsequent work, the
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authors of [194,195] studied further the perturbative approach and focused mainly on
single-mode geon excitations. This lead them to conclude that the instability of AdS
space-time was densely populated with secular resonances in the gravitational sector,
so much as to forbid large sets of spherical harmonic geon seeds. Among them, the au-
thors unveiled that radially excited geons seeded by a scalar (l,m, n) = (2, 2, 1) mode
were subject to irremovable secular resonances. The scalar (2, 2, 1) geons were thus
sentenced to non-existence. It thus came quite as a big surprise when we observed
numerically that our own code was converging to a well-behaved solution when seeded
with this scalar (2, 2, 1) initial guess. In the meantime, [197] came out and argued that
even if indeed one single scalar mode was subject to robust secular resonances, it was
closely connected to linear combinations (or families) of geons that were indeed free of
any resonance. At this time, we thus understood that our code had “jumped” sponta-
neously to one of these families, thus confirming that (i) the single scalar mode (2, 2, 1)
was not a valid non-linear solution of Einstein’s equation and (ii) that there were
nonetheless nearby solutions that were indeed valid. These arguments were given more
weight afterwards in [198,199], while we decided in the meantime to construct all three
possible families of excited geons. Our results were finally presented in [1]. Our numer-
ical and fully non-linear construction of geons thus provided definitive arguments in
this lively debate, and we confirmed the previous perturbative works [194,195,197–199].
Furthermore, our numerical results allowed us to probe amplitudes much beyond reach
of perturbative techniques. In particular, we have not detected any maximum mass
despite our high amplitudes. Do geon have a maximum mass? This question is still
unanswered, but we can recall that the answer is negative in asymptotically flat space-
times (chapter 1). We hope that the numerical construction of geons will accelerate in a
near future. Our precision monitoring employed many techniques of spectral methods
and took advantage of several relevant concepts in AAdS space-times, in particular the
AAdS asymptotics.
As mentioned at the end of chapter 7, a straightforward extension of our work
would be to compute axially symmetric m = 0 geons. These configurations are not
rotating and are independent of the ϕ coordinate. However, they oscillate in time. On
numerical grounds, this is equivalent to switch the time t and angle ϕ spectral repre-
sentation of helically symmetric geons, with minimal changes in the evolution operator
Lm and the boundary conditions. In the same spirit, other helically symmetric geons
with less symmetries could be constructed, notably ones with odd quantum numbers
l and m. This would imply to modify the spectral basis of decomposition since the
octant symmetry would be lost. In the same vein of [194, 195] that undertook the
huge task of classifying all geon seeds in perturbative approach, we expect numerical
constructions of geons to be more and more exhaustive in the future. We endeavoured
to give a general and covariant framework to do so. We also expect numerical ap-
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proaches to be able to discover new families of geons that can sometimes be missed by
perturbative techniques, as we have felt so for the radially excited helically symmetric
configurations.
Geons can be viewed as gravitational and non-spherically symmetric generalisa-
tions of the scalar time-periodic solutions, reviewed in chapter 4. A natural extension
of our work thus lies in the time evolution of our non-linear geons. Indeed, we have
proved beyond doubt the existence of five different families of geons, but a still unan-
swered question is: are these solutions stable attractors? Even if there are perturbative
arguments in favour of a positive answer [151], to this day there is no definitive proof
of the non-linear stability of geons. In some sense, our numerical solutions are willing
to become initial data for time evolution codes in AAdS space-times. Such simulations
would be a huge improvement of the current spherically symmetric ones, and could
largely probe the AdS instability beyond spherical symmetry. Given how the instabil-
ity is understood up to now, it is expected that initial geon data, even if numerically
perturbed, would evolve in time in a quasi-periodic manner for arbitrary long times,
as was observed for spherically symmetric time-periodic stable attractors in the scalar
sector. But such simulations are yet to be implemented.
Evolution codes in GR are a very technical issue. It suffices to count the decades
during which relativists struggled to obtain their first stable evolutions to understand
how a daunting task it is. However, we believe that a large part of the know-how ac-
quired in asymptotically flat space-times context extends readily to AAdS space-times.
The AAdS asymptotics bring however their own difficulties, and cannot be considered
without regularisation techniques and appropriate gauge choices. This was the phi-
losophy of our work: borrowing ideas and techniques form relativistic and numerical
astrophysics to apply them to AAdS space-times. In this regard, Bantilan and Preto-
rius, who was the first to successfully evolve a numerical black hole binary within the
generalised harmonic gauge, had made important progresses in AAdS space-times, no-
tably in [258,259]. In these works, the authors evolved axisymmetric frontal collisions
of non-spinning AAdS black holes. These methods were also re-employed in [214] with
the first ever evolutions of a massless scalar field beyond spherical symmetry in AdS
space-time.
Our intuition is that time evolution of geons in AAdS space-times is as much dif-
ficult as promising. Had this project had more time, no doubt that we would have tried
hard to obtain numerical evolutions of our first results. This notably motivated our
choice of the AM gauge, which was initially designed for initial-value problems. Indeed,
the link between the time evolution scheme of [260] and our results is straightforward,
since we already have geons in the AM gauge. Our regularisation procedure readily
applies to time evolution, so that on theoretical grounds, we are ready to tackle such
problems. However, a large part of the difficulty lies in several numerical technicali-
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ties, like e.g. outer trapped surface detection and Adaptive Mesh Refinement (AMR)
scheme for precise resolution of black hole formation, not to mention the essential
parallel computing. Implementing these features is a slow and not so straightforward
process.
Finally, there is another topic indirectly linked to geons: non-coalescing black
hole binaries. In AAdS space-times, we could perfectly imagine a configuration where
two black holes are orbiting each other in a periodic manner. This would be forbidden
in asymptotically flat space-times, but in AAdS ones, due to the reflective boundary
conditions on the boundary, such a configuration would be in equilibrium with its own
radiation. Even if the space-time is not smooth and contains singularities, such non-
coalescing binaries could well incarnate a different flavour of the concept of island of
stability, since no collision ever happens. Furthermore, they also enjoy helical symmetry
and hence co-rotating stationarity. However, non-coalescing binaries would be much
more computationally demanding than geons. This stresses how subtle, how intricate
and how rich the notion of stability can be in AAdS space-times.
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AppendixA
General relativity in dimension n
“Any fool can know. The point
is to understand.”
Albert Einstein
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This appendix is a condensed memo of GR in n-dimensional space-times. We
denote by gαβ the physical metric. We also use the symmetric and antisymmetric
indices defined by
A(αβ) ≡ 1
2
(Aαβ + Aβα) and A[αβ] ≡ 1
2
(Aαβ − Aβα). (A.1)
The main occurrence of the dimension n of the space-time is through the trace of the
metric tensor, namely
gµνgµν = n. (A.2)
This n factor propagates into several other tensors. We carefully keep track of all the
dimensional dependence throughout all calculations.
A.1 Geometrical tensors
In this section, we recap the different tensors involved in GR. Readers are referred to
standard textbooks for details [219,240,288].
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A.1.1 Definitions and properties
GR works with a few key geometrical tensors (or symbols), that can be constructed
solely from the metric gαβ. They are the followings.
I The Christoffel symbols
Γγαβ ≡
1
2
gγµ(∂αgβµ + ∂βgαµ − ∂µgαβ). (A.3)
I The Riemann tensor
Rαβγδ ≡ ∂γΓαβδ − ∂δΓαβγ + ΓαγµΓµβδ − ΓαδµΓµβγ. (A.4)
I The Ricci tensor
Rαβ ≡ Rµαµβ = ∂µΓµαβ − ∂βΓµαµ + ΓµαβΓνµν − ΓµανΓνβµ. (A.5)
I The Ricci scalar
R ≡ gµνRµν . (A.6)
I The Einstein tensor
Gαβ ≡ Rαβ − 1
2
Rgαβ. (A.7)
I The trace of the Einstein tensor
G ≡ gµνGµν = −n− 2
2
R. (A.8)
I The Schouten tensor
Sαβ ≡ Rαβ − R
2(n− 1)gαβ. (A.9)
I The trace of the Schouten tensor
S ≡ gµνSµν = n− 2
2(n− 1)R. (A.10)
I The Cotton tensor
Cαβγ ≡ ∇[αSβ]γ. (A.11)
I The Weyl tensor
Cαβγδ ≡ Rαβγδ − 2
n− 2(gα[γSδ]β − gβ[γSδ]α). (A.12)
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I The Kronecker delta symbol
δαβ ≡
{
1 if α = β,
0 otherwise.
(A.13)
I The generalised Kronecker delta symbol
δβ1...βkα1...αk ≡

+1 if (α1, . . . , αk) is an even permutation of (β1, . . . , βk),
−1 if (α1, . . . , αk) is an odd permutation of (β1, . . . , βk),
0 otherwise.
(A.14)
I The Levi-Civita tensor
εα1...αn ≡

+
√−g if (α1, . . . , αn) is an even permutation of (0, . . . , n− 1),
−√−g if (α1, . . . , αn) is an odd permutation of (0, . . . , n− 1),
0 otherwise,
(A.15a)
εα1...αn ≡

− 1√−g if (α1, . . . , αn) is an even permutation of (0, . . . , n− 1),
+
1√−g if (α1, . . . , αn) is an odd permutation of (0, . . . , n− 1),
0 otherwise.
(A.15b)
From the definition of the Christoffel symbols (A.3) and the general property of
matrices that δ ln | detA| = Tr(A−1δA), it comes
Γµαµ =
1
2
gµν∂αgµν =
1√−g∂α
√−g. (A.16)
We also define the covariant derivative of a tensor Tαβ as
∇γTαβ ≡ ∂γTαβ + ΓαγµT µβ − ΓµγβTαµ . (A.17)
The generalisation to tensors of arbitrary valence is straightforward. Furthermore, it
can be shown that
∇γgαβ = 0 and ∇γgαβ = 0. (A.18)
With (A.16), we find that the divergence of a vector is given by
∇µvµ = 1√−g∂µ(
√−gvµ). (A.19)
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Another derivative that is relevant is the Lie derivative along a given vector vα.
It is defined by
LvTαβ ≡ vµ∇µTαβ − T µβ∇µvα + Tαµ∇βvµ. (A.20)
It is remarkable that in this expression, all the implicit Christoffel symbols cancel off
each other, so that the expression could be just as well written with ∂ only.
Finally, under a coordinate change
xα
′
= fα(ξµ) ⇐⇒ xα = (f−1)α(xµ′), (A.21)
a tensor transforms like
Tα
′
β′ (x
ρ′) =
∂xα
′
∂xµ
∂xν
∂xβ′
T µν (x
ρ), (A.22)
where on the right-hand side, xρ is considered a function of xρ′ (and conversely) via
(A.21). This formula generalises readily to tensors of arbitrary valence. Note that the
Christoffel symbols, as their name indicate, are not tensors and do not obey (A.22).
Instead, it can be shown that (A.3) combined with (A.22) for the metric gives
Γγ
′
α′β′(x
σ′) =
∂xγ
′
∂xρ
∂xµ
∂xα′
∂xν
∂xβ′
Γρµν(x
σ) +
∂2xµ
∂xα′∂xβ′
∂xγ
′
∂xµ
. (A.23)
A.1.2 Symmetries
From the above definitions, the following symmetries hold
Γγ[αβ] = 0, (A.24a)
Rαβγδ = Rγδαβ, (A.24b)
R(αβ)γδ = 0, (A.24c)
Rαβ(γδ) = 0, (A.24d)
R[αβ] = 0, (A.24e)
G[αβ] = 0, (A.24f)
S[αβ] = 0, (A.24g)
C(αβ)γ = 0, (A.24h)
Cαβγδ = Cγδαβ, (A.24i)
C(αβ)γδ = 0, (A.24j)
Cαβ(γδ) = 0. (A.24k)
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The contractions of the Levi-Civita tensor are
εα1...αnε
β1...βn = −δβ1...βnα1...αn , (A.25a)
εµ1...µkαk+1...αnε
µ1...µkβk+1...βn = −k!δβk+1...βnαk+1...αn , (A.25b)
εµ1...µnµ1...µn = −n!. (A.25c)
Last but not least, the Weyl tensor is traceless:
Cµµαβ = C
µ
αµβ = C
µ
αβµ = 0. (A.26)
A.1.3 Identities
From the definitions of section A.1.1, it is possible to demonstrate the first Bianchi
identity
Rαβγδ +R
α
δβγ +R
α
γδβ = 0, (A.27)
which is also valid for the Weyl tensor
Cαβγδ + C
α
δβγ + C
α
γδβ = 0. (A.28)
The definitions of the geometrical tensors also imply the second Bianchi identity
∇ρRαβγδ +∇δRαβργ +∇γRαβδρ = 0. (A.29)
The contraction on α and γ of this Bianchi identity yields
∇µGαµ = 0, (A.30)
which states that the Einstein tensor is divergence-free. Trading the Riemann tensor
for the Weyl tensor with (A.12), the second Bianchi identity (A.29) can be rewritten
as
∇µCµαβγ = 2
n− 3
n− 2Cβγα. (A.31)
The Riemann tensor is directly linked to the non-commutativity of covariant deriva-
tives. Indeed, the Ricci identity is valid for any vector vα or 1-form vα and reads
∇β∇γvα −∇γ∇βvα = Rαµβγvµ, (A.32a)
∇β∇γvα −∇γ∇βvα = −Rµαβγvµ, (A.32b)
where we have used equation (A.24c).
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Finally, given the symmetries of A.1.2 and the above identities, it can be shown
that the numbers of independent components for the Riemann, Weyl and Cotton tensor
are [238,289]
1
12
n2(n2 − 1) (Riemann), (A.33a)
1
12
n(n+ 1)(n+ 2)(n− 3) (Weyl), (A.33b)
1
3
n(n2 − 4) (Cotton). (A.33c)
From this result, we deduce that in 3-dimensional space-times, the Weyl tensor is
identically zero.
A.1.4 Einstein’s equations
Einstein’s equation in its standard form is (in geometrical units G = c = 1)
Rαβ − 1
2
Rgαβ + Λgαβ = 8piTαβ, (A.34)
and its trace is
− n− 2
2
R + Λn = 8piT, (A.35)
where Tαβ is the energy-momentum tensor and T its trace. Combining (A.34) and
(A.35), a second form of Einstein’s equation is
Rαβ =
2Λ
n− 2gαβ + 8pi
(
Tαβ − T
n− 2gαβ
)
. (A.36)
Trading the Ricci tensor and its trace by the Schouten tensor and its trace in (A.34)
with the definitions (A.9) and (A.10), it comes a third form of Einstein’s equation
Sαβ − Sgαβ + Λgαβ = 8piTαβ, (A.37)
whose trace is
− (n− 1)S + Λn = 8piT. (A.38)
Combining (A.37) and (A.38), a fourth form of Einstein’s equation is
Sαβ =
Λ
n− 1gαβ + 8pi
(
Tαβ − T
n− 1gαβ
)
. (A.39)
Finally, combining the Bianchi identity (A.31) with Einstein’s equation (A.39), it comes
∇µCµαβγ = 16pi
n− 3
n− 2
(
∇[βTγ]α + 1
n− 1gα[β∇γ]T
)
. (A.40)
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A.2 Conformal transformations
Let us denote by ĝαβ the conformal transformation of the metric:
ĝαβ ≡ Ω2gαβ and ĝαβ ≡ 1
Ω2
gαβ, (A.41)
where Ω is the so-called conformal factor and can be any function of the coordinates.
Hereafter, we denote by
ϕ ≡ ln Ω, (A.42)
its logarithm in order to make the formulas more concise.
A.2.1 Conformal tensors
The geometrical tensors of the conformal metric ĝαβ are linked to the one of the original
metric gαβ. Hereafter, hatted tensors (or symbols) are derived from the conformal
metric. It can be shown that
Γ̂γαβ = Γ
γ
αβ + δ
γ
α∇βϕ+ δγβ∇αϕ− gαβgγµ∇µϕ, (A.43a)
R̂αβγδ = R
α
βγδ + δ
α
δ∇γ∇βϕ− δαγ∇δ∇βϕ+ gβγ∇α∇δϕ− gβδ∇α∇γϕ
+ δαγ∇βϕ∇δϕ− δαδ∇βϕ∇γϕ
+ (δαδgβγ − δαγgβδ)∇µϕ∇µϕ+ (gβδ∇γϕ− gβγ∇δϕ)∇αϕ, (A.43b)
R̂αβ = Rαβ − (n− 2)∇α∇βϕ− gαβ∇µ∇µϕ
+ (n− 2)∇αϕ∇βϕ− (n− 2)gαβ∇µϕ∇µϕ, (A.43c)
R̂ =
1
Ω2
[R− 2(n− 1)∇µ∇µϕ− (n− 1)(n− 2)∇µϕ∇µϕ], (A.43d)
Ŝαβ = Sαβ − (n− 2)∇α∇βϕ+ (n− 2)∇αϕ∇βϕ− n− 2
2
gαβ∇µϕ∇µϕ, (A.43e)
Ĉαβγδ = Ω
2Cαβγδ, (A.43f)
Ĉαβγ = Cαβγ − n− 2
2
Cαβγµ∇µϕ, (A.43g)
where ∇ is the covariant derivative associated to the physical metric gαβ. Let us
mention that the computation of the conformal Riemann tensor is more easily done in
an astutely chosen frame where Γγαβ = 0 (but ∂δΓ
γ
αβ 6= 0) and ∂α = ∇α. Let us also
mention that equation (A.43f) is equivalent to
Ĉαβγδ = C
α
βγδ , (A.44)
which expresses the standard conformal invariance of the Weyl tensor. Note also the
particular case of n = 3 for which the Weyl tensor is identically zero (see equation
(A.33b)) and the role of the conformally invariant tensor is taken over by the Cotton
T 251 t
A.2. Conformal transformations CHAPTER A. General relativity in dimension n
[a\
tensor (according to (A.43g)).
A.2.2 Conformal Killing vectors
Suppose that ξα is a Killing vector for the metric gαβ. It obeys the Killing equation
∇(αξβ) = 0. (A.45)
In terms of hatted quantities, trading the ∇ for ∇̂ with the help of (A.17), (A.41) and
(A.43a) it comes
∇(αξβ) = Ω2∇̂(αξβ) − Ωĝαβξµ∇̂µΩ = 0. (A.46)
The trace of this equation is
Ω∇̂µξµ = nξµ∇̂µΩ. (A.47)
Eliminating ξµ∇̂µΩ between (A.46) and (A.47), we recover that
∇(αξβ) = 0 ⇐⇒ ∇̂(αξβ) = 1
n
ĝαβ∇̂µξµ (A.48)
The second equation is the conformal Killing equation. This means that a Killing
vector for gαβ is a conformal Killing vector for ĝαβ.
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AppendixB
d + 1 formalism
“Research is what I’m doing
when I don’t know what I’m
doing.”
Wernher Von Braun
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In order to get a more intuitive interpretation of the system of partial differential
equations provided by Einstein’s equation, the d+ 1 formalism separates distinguishes
evolution and constraint equations. This setup is based on projections on a family of
hypersurfaces and allows to reformulate the system of equations in a way that is more
appropriate to numerical computations. Furthermore, the formalism makes the discus-
sion of gauge freedom much easier than in the original formulation. The formalism is
also fundamental to the Hamiltonian formulation of GR, discussed in detail in [219].
Some of the arguments are too lengthy to be exposed in this appendix and the
reader is thus referred to standard textbooks like [219, 238–240]. Throughout all this
chapter, the dimension of the space-time is d + 1. We thus particularise one direction
in space-time, and hypersurfaces orthogonal to this direction are of dimension d. We
use the geometrical units in which G = c = 1.
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B.1 d + 1 decomposition
The main idea behind the standard d + 1 formalism is to study the time evolution
of d-dimensional geometrical quantities, which is somewhat reminiscent of Newton’s
approach. However, unlike Newton’s theory, time is not absolute and hypersurfaces of
constant time coordinate are not flat a priori. This split of space-time into a time direc-
tion and a family of space-like hypersurfaces is called the space-time foliation. However,
in this chapter, we consider foliations of both space-like and time-like hypersurfaces in
d+1-dimensional space-times. In other words, we particularise one space-time direction
that is not necessarily the time. All geometrical and tensorial quantities can then be
projected either onto the family of hypersurfaces or along the normal direction. These
d-dimensional hypersurfaces, embedded in the d+1-dimensional space-time, have both
an intrinsic and an extrinsic curvature, that determine the overall geometry. Here-
after, we use Latin indices i, j, k, l instead of Greek letters α, β, γ, δ to denote indices
restricted to coordinates adapted to the hypersurfaces. Furthermore, we introduce
 =
{
−1 (space-like foliation),
+1 (time-like foliation),
(B.1)
which allows us to treat both cases simultaneously.
B.1.1 Space-time foliation
Let us consider a foliation of space-time with hypersurfaces of constant x coordinate.
In general, x is either the time coordinate t or the radial coordinate r. Namely,
M =
⋃
x
Σx, (B.2)
whereM is the space-time manifold, and each Σx corresponds to constant x slices. We
denote by uα the unit normal to Σx. Since it is normal to constant x hypersurfaces, it
must be proportional to ∇αx. Thus
uα = N∇αx with N = 1√
gµν∇µx∇νx
, (B.3)
where N is the so-called lapse function and ensures the normalisation
gµνuµuν = . (B.4)
We have chosen uα to be oriented toward the future if x is a time coordinate and toward
the increasing radii if x is a radial coordinate. The normalisation condition can also
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be read uµuµ = , so that uα (with upper index) can be written
uα =
1
N
(∂αx − βα) with uµβµ = 0, (B.5)
where the components βα are those of a d-dimensional vector living on Σx, the so-called
shift vector. This equation can be interpreted as a definition of the latter. The lapse
function and the shift vector are not imposed by the equations of motion and can be
interpreted as the four gauge degrees of freedom. Choosing N and βα is thus, in some
sense, a choice of coordinates.
B.1.2 Projection onto hypersurfaces
We define the projection operator onto Σx by
γαβ ≡ δαβ − uαuβ. (B.6)
It can be shown that γαβ is a projector since
γµαuµ = 0 and ∀vα, vµuµ = 0, γαµvµ = vα. (B.7)
If we lower the first index, it comes
γαβ = gαβ − uαuβ. (B.8)
Since ui = 0 (equation (B.3)), we have γij = gij. The metric γij is thus called the
d-metric, or induced metric on Σx. It measures distances between points restricted to
Σx. Besides, its trace is
γµνγµν = d. (B.9)
This metric has an associated covariant derivative, which is unique and can be shown
to be [240]
DγT
α
β = γ
ρ
γγ
α
µγ
ν
β∇ρT µν . (B.10)
The generalisation to tensors of arbitrary valence is straightforward. It is compatible
with the d-metric, namely
Dγγαβ = 0. (B.11)
Let us also denote by γ(v) the projection of a vector v:
γ(v)α ≡ γαµvµ = vα − uµvµuα. (B.12)
As for the generalisation to tensor of arbitrary valence, each index has to be contracted
once with the projection tensor.
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In order to get the d+ 1 metric as a function of N , βα and γαβ, we notice that in
coordinates adapted to the foliation we get, with the help of (B.5)
gxx = ∂x · ∂x = (Nuµ + βµ)(Nuµ + βµ) = N2 + βµβµ, (B.13a)
gxi = ∂x · ∂i = (Nuµ + βµ)∂µi = βi, (B.13b)
gij = γij. (B.13c)
Inverting the matrix gαβ gives finally
gxx = N
2 + βµβ
µ, gxi = βi, gij = γij, (B.14a)
gxx =

N2
, gxi = −β
i
N2
, gij = γij +
βiβj
N2
. (B.14b)
The d-metric γαβ is, however, not sufficient to describe the whole geometry, since
it contains much less information than the full metric gαβ. The missing degrees of
freedom are contained in the extrinsic curvature tensor.
B.1.3 Extrinsic curvature
Let us define the extrinsic curvature bilinear form1 by [240]
∀(v, w), K(v, w) ≡ −γ(v) · ∇γ(w)u, (B.15)
where v and w are two arbitrary vectors. If we introduce the acceleration of an Eulerian
observer of world-line uα
aα ≡ (∇uu)α = uµ∇µuα, (B.16)
we can demonstrate with (B.4) that
aµu
µ =
1
2
uµ∇µ(uνuν) = 1
2
uµ∇µ() = 0. (B.17)
This implies that the extrinsic curvature tensor obeys
K(v, w) = −[v − (v · u)u] · [∇wu− (u · w)a] = −v · ∇wu+ (u · w)(a · v). (B.18)
This equation can be translated into components of the extrinsic curvature tensor by
choosing v and w to be the different coordinates generators. It thus comes
Kαβ = −∇βuα + aαuβ. (B.19)
1Recall that the covariant derivative along a vector is (∇wv)α = wµ∇µvα.
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Furthermore, sinceKαβ is built only with projected vectors, it is invariant by projection
and is orthogonal to uα. Namely
γµαγ
ν
βKµν = Kαβ and Kαµu
µ = 0. (B.20)
Since γµαuµ = 0 (equation (B.7)), it comes also
Kαβ = −γµαγνβ∇µuν . (B.21)
The trace of the extrinsic curvature tensor is called the mean extrinsic curvature, and
is given by
K ≡ γµνKµν = −∇µuµ. (B.22)
The extrinsic curvature tensor encodes part of the degrees of freedom of the d + 1-
dimensional metric. The tensor γij and Kij are sometimes called the first and second
fundamental forms of the space-time. Actually, Einstein’s equations can be formulated
as evolutions equations for both of them.
B.1.4 Evolution operator
The acceleration of an observer of worldline uα can be rewritten by combining (B.3)
and (B.16) as
aα = −Dα lnN. (B.23)
We also introduce the vector (compare with (B.5))
mα ≡ Nuα = ∂αx − βα. (B.24)
With these quantities at hand, it comes
Lmγαβ = −2NKαβ, Lmγαβ = 0, Lmγαβ = 2NKαβ, (B.25)
where Lm denotes the Lie derivative along the vector m (see equation (A.20)). These
relations are purely geometrical and are not equations of motions. Instead they are
just a consequence of the d + 1 decomposition of the metric. The operator Lm being
roughly a evolution operator along x, we can thus interpret the extrinsic curvature
tensor as the “speed” of the d-metric along the x coordinate.
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B.1.5 d+ 1 decomposition of Christoffel symbols
The Christoffel symbols (equation (A.3)) can also be expressed in terms of the d + 1
geometrical quantities [238]. Combining (B.14),(B.24) and (B.25) it comes
Γxxx =
1
N
(∂xN + β
k∂kN + β
kβlKkl), (B.26a)
Γxxi =
1
N
(∂iN + β
kKik), (B.26b)
Γxij =
Kij
N
, (B.26c)
Γixx = −N∂iN − 2NβkKik + ∂xβi + βkDkβi −
βi
N
(∂xN + β
k∂kN + β
kβlKkl),
(B.26d)
Γijx = −
βi
N
(∂jN + β
kKjk −NKij +Djβi), (B.26e)
Γkij = zkij −
βkKij
N
, (B.26f)
where zkij are the Christoffel symbols of the d-metric γij. Defining also
Γα ≡ gµνΓαµν and zα ≡ γµνzαµν , (B.27)
it comes
Γx =

N
(∂xN − βk∂kN +N2K), (B.28a)
Γi = zi − βiΓx + 
N
(∂xβ
i − βk∂kβi − N∂iN). (B.28b)
The extrinsic curvature tensor is thus tightly linked to the first order derivatives of
the metric and the Christoffel symbols.
B.2 The Gauss-Codazzi relations
In the previous section, we have defined the fundamental geometrical quantities of the
d+ 1 decomposition. However, Einstein’s theory is all about curvature. How to relate
the (intrinsic) curvature R of the d + 1-metric gαβ to the intrinsic curvature R of the
d-metric γij and its extrinsic curvature tensor Kij? The answer lies in the so-called
Gauss-Codazzi relations. Their demonstrations is mainly based on the projections of
the Ricci identity (A.32) and can be found in [219,240].
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B.2.1 The Gauss relations
Starting from the Ricci identity for the d-metric
∀v ∈ Σx, DαDβvγ −DβDαvγ = Rγµαβvµ, (B.29)
and combining with the d+1-dimensional Ricci identity (A.32) as well as (B.7), (B.10)
and (B.21), the Gauss relation is the following [240]
γµαγ
ν
βγ
ρ
γγ
σ
δRµνρσ = Rαβγδ − (KαγKβδ −KβγKαδ). (B.30)
Note that with all the projections involved, the demonstration not only holds for all
v ∈ Σx, but for all v in the manifold M. This relation thus directly relates the
projection of the d + 1-dimensional Riemann tensor to the d-dimensional one and the
extrinsic curvature tensor. Contracting the indices α and γ, and playing with the
symmetries of the Riemann tensor (equation (A.24)), it comes
γµαγ
ν
βRµν − γµαγρβuνuσRµνρσ = Rαβ − (KKαβ −KαµKµβ ). (B.31)
This is the contracted Gauss relation and relates the d + 1 and d-dimensional Ricci
tensors to each other. Contracting again this relation with γαβ, it comes
R− 2Rµνuµuν = R− (K2 −KµνKµν). (B.32)
This is the scalar Gauss equation and relates the d+ 1 and d-dimensional Ricci scalars
to each other.
B.2.2 The Codazzi relations
Unlike the Gauss relations, we start from the d + 1-dimensional Ricci identity (A.32)
applied to the unit normal vector uα:
∇α∇βuγ −∇β∇αuγ = Rγµαβuµ. (B.33)
Projecting with γµαγνβγγρ and using (B.10) and (B.19), it comes
γµαγ
ν
βγ
ρ
γu
σRµνρσ = DβK
γ
α −DαKγβ . (B.34)
This is the Codazzi relation. Unlike its Gauss counterpart, the Riemann tensor is
projected three times onto Σx and one time onto uα. Contracting the α and γ, playing
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with the symmetries (A.24) and using the projector definition (B.6), it comes
γµαu
νRµν = DαK −DµKµα . (B.35)
This is the contracted Codazzi relation, and it involves the Ricci tensor contracted once
onto Σx and once onto uα.
B.2.3 Last non-trivial projection of the Riemann tensor
The Gauss-Codazzi relations above do not explore all possible projections of the Rie-
mann tensor. Projecting it three times on uα is trivial by the antisymmetry (A.24d).
However, a double projection on both Σx and uα is not trivial. Starting again with
the Ricci identity applied to the unit normal vector uα (equation (B.33)), using the
d-covariant derivative (B.10) and projecting with γγµγναuβ, it comes
γµαγ
ν
βu
ρuσRµρνσ =
1
N
LmKαβ − 
N
DαDβN +KαµK
µ
β . (B.36)
This is the last non-trivial projection of the Riemann tensor. If we combine it with
(B.31), we can isolate the projection of the Ricci tensor. It is
γµαγ
ν
βRµν =

N
LmKαβ − 1
N
DαDβN +Rαβ − (KKαβ − 2KαµKµβ ). (B.37)
Contracting with γαβ and combining with (B.25), it comes
R− Rµνuµuν = R− K2 + 
N
LmK − 1
N
DµD
µN. (B.38)
This equation is independent and reminiscent of the scalar Gauss relation. Indeed, if
we combine with (B.32), we can isolate the Ricci scalar as the following
R = R− (K2 +KµνKµν) + 2
N
LmK − 2
N
DµD
µN. (B.39)
Eliminating R between (B.38) and (B.39) gives the expression of the double projection
of the Ricci tensor onto uα:
Rµνu
µuν = −KµνKµν + 1
N
LmK − 
N
DµD
µN. (B.40)
All the Gauss-Codazzi relations and the relations above are the fundamental conse-
quences of the d + 1 decomposition. They always relate one projection of a d + 1-
dimensional curvature tensor to the d-dimensional counterpart, the extrinsic curvature
tensor and the lapse function and shift vector.
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B.3 d + 1 decomposition of Einstein’s equation
With the Gauss-Codazzi relations above, we can now tackle the problem of converting
the d+1-dimensional Einstein’s equation in a set of evolution and constraint equations
for the d-dimensional quantities.
B.3.1 Decomposition of the energy-momentum tensor
Let us denote by Tαβ the energy-momentum tensor. Its projections are defined as
follows:
ρ ≡ Tµνuµuν , pα ≡ −γµαuνTµν , Sαβ ≡ γµαγνβTµν . (B.41)
They correspond respectively to the energy density, the momentum and the stress
tensor of the matter field. Making these equations more explicit with (B.6), it comes
Tαβ = Sαβ − (uαpβ + uβpα) + ρuαuβ. (B.42)
This is actually the general d+1 decomposition of a symmetric bilinear form. Denoting
by S the trace of Sαβ and by T the trace of Tαβ, we get
T = S + ρ. (B.43)
The d+1 Einstein’s equations thus simply result from the Gauss-Codazzi relations and
the decomposition of the energy-momentum tensor.
B.3.2 Decomposition of Einstein’s equation
We start with the standard form of Einstein’s equation (A.34)
Rαβ − 1
2
Rgαβ + Λgαβ = 8piTαβ, (B.44)
and projecting onto uαuβ, it comes
− R+K2 −KµνKµν + 2Λ = 16piρ. (B.45)
This is the so-called Hamiltonian constraint.
The second projection of Einstein’s equation in its standard form (B.44) is onto
γαµu
β, and gives
DµK
µ
α −DαK = 8pipα. (B.46)
This is the so-called momentum constraint.
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Now if we consider Einstein’s equation in the alternative form (A.36)
Rαβ =
2Λ
d− 1gαβ + 8pi
(
Tαβ − T
d− 1gαβ
)
, (B.47)
and project it with γαµγβν , it comes
LmKαβ = DαDβN +N
[
−Rαβ +KKαβ − 2KαµKµβ +
2Λ
d− 1γαβ + 8pi
(
Sαβ − S + ρ
d− 1 γαβ
)]
,
(B.48a)
LmKαβ = DαDβN +N
[
−Rαβ +KKαβ + 2KαµK βµ +
2Λ
d− 1γ
αβ + 8pi
(
Sαβ − S + ρ
d− 1 γ
αβ
)]
,
(B.48b)
LmKαβ = DαDβN +N
[
−Rαβ +KKαβ +
2Λ
d− 1δ
α
β + 8pi
(
Sαβ −
S + ρ
d− 1 δ
α
β
)]
,
(B.48c)
where (B.48b) and (B.48c) follow from (B.48a) and (B.25). The trace of equation
(B.48a), with the help of (B.25), is
LmK = DµDµN +N
[
−R +K2 + 2Λd
d− 1 −
8pi
d− 1(S + dρ)
]
, (B.49)
or equivalently using (B.45)
LmK = DµDµN +N
[
KµνK
µν +
2Λ
d− 1 −
8pi
d− 1(S − (d− 2)ρ)
]
. (B.50)
Let us stress that equation (B.25) is a first order evolution equation for the d-metric
and that (B.48) is a first order evolution equation for the extrinsic curvature tensor.
We thus have, in some sense, reduced the second order Einstein equation to a system of
two first order equations. However, besides evolution equations, the projections of the
d + 1-dimensional Einstein’s equation also brought in the constraint equations (B.45)
and (B.46).
At this point, let us notice that we have four degrees of freedom (the lapse function
N and the three components of the shift vector βi) as well as four constraints (the
Hamiltonian constraint (B.45) and the three components of the momentum constraint
(B.46)). This suggests that we could enforce the gauge freedom with the help of
the constraint equations. This is indeed the case and we refer to [240] for a detailed
discussion of the gauge freedom in the context of numerical simulations within the d+1
formalism.
T 262 t
CHAPTER B. d+ 1 formalism B.4. 3+1 decomposition of the Weyl tensor
[a\
B.4 3+1 decomposition of the Weyl tensor
The Weyl tensor has the following expression (see equations (A.12) and (A.9))
Cαβγδ = Rαβγδ− 1
d− 1(gαγRβδ−gαδRβγ−gβγRαδ+gγδRαγ)+
R
d(d− 1)(gαγgβδ−gαδgβγ).
(B.51)
Even if not directly involved in Einstein’s equation, it is useful to give its 3+1 decompo-
sition as it is notably involved in the computation of global charges in AdS space-time.
This decomposition mainly relies on the split of the Weyl tensor into an electric and a
magnetic part.
B.4.1 Electric part
The electric part of the Weyl tensor is defined by
Eαβ ≡ Cαµβνuµuν . (B.52)
From this definition, we can infer several properties of this tensor.
I It is symmetric: E[αβ] = 0. This is a direct consequence of the symmetry of the
Weyl tensor (equation (A.24i)).
I It is traceless: gµνEµν = 0. This comes from the traceless character of the Weyl
tensor (equation (A.26)).
I It is transverse: uµEαµ = 0. This results from the antisymmetry of the Weyl
tensor (equation (A.24j)).
The three properties above reduce its number of independent components to d(d+1)
2
−1,
i.e. five if d = 3.
The d + 1 decomposition of Eαβ proceeds as follows. Transforming (B.52) with
(B.51) gives
Eαβ = Rαµβνu
µuν − 1
d− 1(gαβRµνu
µuν − uαRβµuµ − uβRαµuµ + Rαβ) + R
d(d− 1)γαβ.
(B.53)
Now contracting with γαµγβν , and combining with (B.36), (B.40), (B.37), (B.48),
(B.50), (A.35) and (B.43) it comes
γ(E)αβ = −Rαβ+KKαβ−KαµKµβ+
2Λ
d
γαβ+
8pi(d− 2)
d(d− 1)
(
dSαβ −
[
S +
2(d− 1)ρ
d− 2
]
γαβ
)
.
(B.54)
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This equation thus relates directly the electric part of the Weyl tensor to the d + 1
geometrical quantities. Any other projection or mixed projection onto uα is trivial due
to the antisymmetry of the Weyl tensor (A.24).
B.4.2 Magnetic part
From now on, we restrict our computations to d = 3. The magnetic part of the Weyl
tensor is then defined by
Bαβ ≡ ?Cαµβνuµuν = 1
2
ερσβνCαµρσu
µuν . (B.55)
From this definition, we can infer several properties of this tensor.
I It is symmetric: B[αβ] = 0. Indeed, this is equivalent to εµναβBµν = 0, and
with the help of (A.25b), it can be shown that it is a direct consequence of the
traceless (equation A.26) and antisymmetric (equation A.24k) characters of the
Weyl tensor.
I It is traceless: gµνBµν = 0. Indeed, this is equivalent to gµν?Cµανβ = 12ε
µντ
βCταµν =
0. Playing with the Bianchi identity (A.28), the symmetries of the Weyl tensor
(A.24i) and (A.24k), and the antisymmetry of the Levi-Civita tensor (A.15), it
can be shown that 1
2
εµντβCταµν = −εµντβCταµν , which can only be true if both
left and right-hand sides are zero.
I It is transverse: uµBαµ = 0. This is a direct consequence of the anti-symmetry
of the Weyl tensor (equation A.24j).
The three properties above reduce its number of independent components to five.
The 3 + 1 decomposition of Bαβ proceeds as follows. We define
εαβγ ≡ uµεµαβγ. (B.56)
Notice that due to the antisymmetric character of the Levi-Civita tensor (equation
(A.15)), εαβµuµ = 0. Then, transforming (B.55) with (B.51) gives
Bαβ = −1
2
ερνβRαµρνu
µ − 1
2
εναβRµνu
µ. (B.57)
Now contracting with γαµγβν , and combining with (B.34), (B.35) and (B.46), it comes
γ(B)αβ = ε
µν
β(DµKαν − 4piγαµpν). (B.58)
This equation thus relates directly the magnetic part of the Weyl tensor to the 3 + 1
geometrical quantities.
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B.4.3 Weyl decomposition
The tensors Eαβ and Bαβ are called electric and magnetic because when rewriting the
Einstein-Bianchi identity (A.40) in terms of these tensors, the equations have the same
structure as Maxwell’s equations (see e.g. [243]). We have seen that Eαβ and Bαβ
are independent and have five independent components each. Since the Weyl tensor
has precisely ten independent components in 4-dimensional space-times (see equation
(A.33b)), it means that the information carried by the Weyl tensor is entirely encoded
in the electric and magnetic parts. The Weyl tensor should then be expressible as a
function of these two tensors. Indeed, the following relation holds
Cαβγδ = −2(lα[γEδ]β − lβ[γEδ]α + u[γBδ]µεµαβ + u[αBβ]µεµγδ), (B.59)
where
lαβ ≡ gαβ − 2uαuβ. (B.60)
The demonstration proceeds as follows. From the definitions (B.52) and (B.55), it is
possible to show that the right-hand side of (B.59) is
gαγCβµδνu
µuν − gαδCβµγνuµuν − gβγCαµδνuµuν + gβδCαµγνuµuν
+Cδµαβuγu
µ − Cγµαβuδuµ − Cαµγδuβuµ + Cβµγδuαuµ. (B.61)
It is then possible to show that the electric and magnetic part of this expression are
precisely Eαβ and Bαβ. Since Eαβ and Bαβ encode all the information about the Weyl
tensor, this ends the proof.
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AppendixC
Principle of least action in general relativity
“For every complex problem,
there is an answer that is clear,
simple, and wrong.”
Henry Louis Mencken
Contents
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In this appendix, we derive the equations of motion of GR with a principle of
least action. Namely, we start with the standard EH action with Dirichlet boundary
conditions and discuss its fundamental flaws. We then provide several corrections to
bring the action to a well-defined functional form, notably with the addition of the
GHY term. Even if this term regularises the action, it contributes to give infinite
global quantities (like mass and angular momentum), so this term needs a correction
too. After introducing the counter-term solution, we relax the standard Dirichlet con-
ditions in order to unveil the quasi-local stress tensor. In the context of the AdS-CFT
correspondence, it is interpreted as the energy-momentum tensor of the dual CFT
living on the boundary of AAdS space-times.
We consider that the space-time has one time dimension and d spatial dimensions.
We use geometrical units in which G = c = 1.
C.1 The Einstein-Hilbert action
The EH action was the first formulation of GR with a principle of least action [290]. In
this section, we derive its standard variational calculus and discuss why it is insufficient
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on mathematical grounds.
C.1.1 Variations of the geometrical tensors
We denote by gαβ the metric, g its determinant, Γγαβ the Christoffel symbols, Rαβγδ
the Riemann tensor, Rαβ the Ricci tensor and R the scalar curvature. Denoting δ the
first order variations of these quantities with respect to a fixed background, it is a
standard exercise to show that [288,291]:
δgαβ = −gαµgβνδgµν , (C.1a)
δ
√−g = −
√−g
2
gµνδg
µν , (C.1b)
δΓγαβ =
gγµ
2
(∇αδgβµ +∇βδgαµ −∇µδgαβ), (C.1c)
δRαβ = ∇µδΓµαβ −∇βδΓµαµ (C.1d)
=
1
2
gµν(∇µ∇αδgβν +∇µ∇βδgαν −∇µ∇νδgαβ −∇β∇αδgµν),
δR = Rµνδg
µν + gµν(∇ρδΓρµν −∇νδΓρµρ) (C.1e)
= Rµνδg
µν − gµνδgµν +∇µ∇νδgµν ,
where  = ∇µ∇µ. Equation (C.1d) is called Palatini’s identity.
C.1.2 Variations of the action
Let us consider the standard EH action with a matter field in d+ 1 dimensions:
SEH =
∫
M
(
1
16pi
[R− 2Λ] + L
)√−gdd+1x, (C.2)
where L = L(φ,∇φ) is the Lagrangian of some generic matter field φ, Λ is the cos-
mological constant andM is the domain of integration covering the entire space-time
manifold. Hereafter, we also use the notation
S =
∫
M
L√−gdd+1x, (C.3)
to refer to the matter part of the action. We suppose that the metric and the matter
field can vary and we impose Dirichlet conditions
δgµν =
∂M
0 and δφ =
∂M
0, (C.4)
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on the boundary ∂M of the integration domain. For the variations with respect to the
matter field φ, the argument is the following:
δφSEH =
∫
M
(
∂L
∂φ
δφ+
∂L
∂(∇µφ)δ∇µφ
)√−gdd+1x. (C.5)
By commuting the ∇ and δ in the second term and using Leibniz product rule (or
integration by parts), it comes
δφSEH =
∫
M
(
∂L
∂φ
δφ+∇µ
[
∂L
∂(∇µφ)δφ
]
−∇µ
[
∂L
∂(∇µφ)
]
δφ
)√−gdd+1x. (C.6)
The second term in the parenthesis is the volume integral of a perfect divergence. With
the help of Stokes’ theorem [219, 292], it can be reduced to a boundary integral of a
term proportional to δφ which is zero according to (C.4).
Thus, the whole variations of the action with respect to both gαβ and φ are
straightforward [288,291]. With the results (C.1), it comes
δSEH =
1
16pi
∫
M
(
Rµν − R
2
gµν + Λgµν +
16pi√−g
∂(
√−gL)
∂gµν
)
δgµν
√−gdd+1x
+
1
16pi
∫
M
gµν(∇ρδΓρµν −∇νδΓρµρ)
√−gdd+1x
+
∫
M
(
∂L
∂φ
−∇µ
[
∂L
∂(∇µφ)
])
δφ
√−gdd+1x. (C.7)
Assuming that the laws of physics are those for which the action is stationary1, we
should bring δSEH to zero for every variations δφ and δgαβ around this stationary
point. This requires at least
Rαβ − R
2
gαβ + Λgαβ = 8piTαβ, (C.8a)
∂L
∂φ
−∇µ
[
∂L
∂(∇µφ)
]
= 0, (C.8b)
where we have recovered the standard Euler-Lagrange equation for the matter field
as well as Einstein’s equation for the gravitational field, and have defined the energy-
momentum tensor
Tαβ ≡ − 2√−g
∂(
√−gL)
∂gαβ
, (C.9)
1See [293] for an argumentative criticism of this paradigm. We also stress that δS = 0 does not
implies that the action is extremal, as is often claimed in the literature. For example, δS can be zero
for a saddle point. The proper vocabulary is that of stationarity.
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or equivalently using (C.1a)
Tαβ = − 2√−g
δS
δgαβ
or Tαβ = +
2√−g
δS
δgαβ
. (C.10)
However, even with these requirements, we have not set exactly δS to zero. The
on-shell residual is
δS?EH =
1
16pi
∫
M
gµν(∇ρδΓρµν −∇νδΓρµρ)
√−gdd+1x. (C.11)
The temptation is great at this point to invoke Stokes’ theorem to get a boundary
integral, as the integrand is a pure divergence. Nevertheless, it would imply an integral
on the domain ∂M of terms in δΓ, that are not zero: our boundary conditions (C.4)
do not imply at all that these terms should vanish. This means that the action is
ill-defined and not truly differentiable in the sense of variational calculus. In other
words, the solutions of the equations of motion (C.8) are not truly making the action
stationary. The reason is that the EH Lagrangian L = R − 2Λ is second order in
the derivatives, which brings first order derivative boundary terms after integration by
parts. Next section illustrates this point on a simple example.
C.1.3 The 1-dimensional second order Lagrangian example
Consider the illustrative example of a 1-dimensional second order theory described by
the action
S =
∫ +∞
−∞
L(φ, φ′, φ′′)dx, (C.12)
where primes indicate derivatives with respect to x. The variations of this action can
be computed as
δS =
∫ +∞
−∞
(
∂L
∂φ
δφ+
∂L
∂φ′
δφ′ +
∂L
∂φ′′
δφ′′
)
dx
=
∫ +∞
−∞
[
∂L
∂φ
δφ+
(
∂L
∂φ′
δφ
)′
−
(
∂L
∂φ′
)′
δφ
+
(
∂L
∂φ′′
δφ′
)′
−
((
∂L
∂φ′′
)′
δφ
)′
+
(
∂L
∂φ′′
)′′
δφ
]
dx,
where we have intensively used the Leibniz product rule. The total derivative terms
can be integrated out to give boundary terms, such that
δS =
∫ +∞
−∞
[
∂L
∂φ
−
(
∂L
∂φ′
)′
+
(
∂L
∂φ′′
)′′]
δφdx+
[(
∂L
∂φ′
−
(
∂L
∂φ′′
)′)
δφ+
∂L
∂φ′′
δφ′
]+∞
−∞
.
(C.13)
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The equation of motion can be read in the bulk integrand: this is nothing but the
generalisation of the Euler-Lagrange equation for a second order Lagrangian. The
boundary term cannot vanish unless both δφ and δφ′ be zero at the boundary. This is
a too strong condition for the variational principle, as far as physics is involved.
C.2 Corrections to the action
In order to get rid of this kind of spurious boundary terms without destroying the
equations of motion, the action needs to be regularised. The simplest way of doing this
is to add a corrective boundary term to the action.
C.2.1 On-shell residual as a boundary term
Let us first try and identify the problematic boundary term in (C.11). In light of
(C.1c), let us define
V α = gµνδΓαµν − gαµδΓνµν = (gαµgνρ − gαρgµν)∇ρδgµν , (C.14)
so that the residual of the on-shell action reads
δS?EH =
1
16pi
∫
M
∇µV µ
√−gdd+1x. (C.15)
We denote by uα the normal vector to the boundary ∂M and
 = gµνuµuν =
{
−1 (timelike vector),
+1 (spacelike vector),
(C.16)
its square. Via Stokes’ theorem, one can get
δS?EH =
1
16pi
∮
∂M
V µuµ
√
|q|ddy, (C.17)
where
√|q|ddy is the elementary boundary volume2 with
qαβ ≡ gαβ − uαuβ, (C.18)
the induced metric on ∂M. Incidentally, from (C.16) and (C.18) follows directly the
orthogonality condition
qαµuµ = 0. (C.19)
2As qαβ has (+ + + · · · ) signature on space-like hypersurfaces and (−+ + · · · ) signature on time-
like hypersurfaces, we use the unambiguous notation
√|q| for the square-root of its determinant. In
practice, ∂M has to be divided in one time-like hypersurface and two space-like hypersurfaces, like a
space-time cylinder, to perform the integrations properly.
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Using (C.14), (C.17) becomes
δS?EH =
1
16pi
∮
∂M
(uµ qνρ∇ρδgµν︸ ︷︷ ︸
tangential
−qµν uρ∇ρδgµν︸ ︷︷ ︸
normal
)
√
|q|ddy. (C.20)
Inside the parenthesis, the first term involves the derivative of δgαβ tangential to ∂M.
Indeed, the ∇ can be replaced by ∂ on the boundary because of the Dirichlet conditions
(C.4). Moreover, in coordinates adapted to ∂M, the derivative is only along the ∂M
generators, which preserve (C.4). This first term is thus zero. On the other hand, the
second term of the parenthesis involves the normal derivative of δgαβ that is not zero.
Thus we have recovered that the on-shell EH action reads [294]
δS?EH = −
1
16pi
∮
∂M
qµνuρ∇ρδgµν
√
|q|ddy. (C.21)
C.2.2 The Gibbons-Hawking-York term
This on-shell residual can be eliminated by the GHY correction [295, 296]. Let us
define the acceleration aα, the extrinsic curvature tensor Θαβ and the mean extrinsic
curvature Θ of ∂M as
aα ≡ uµ∇µuα, (C.22a)
Θαβ ≡ −∇βuα + aαuβ, (C.22b)
Θ ≡ qµνΘµν . (C.22c)
Because of the orthogonality condition (C.19) and the normalisation condition (C.16),
it comes
aνu
ν = uµuν∇µuν = 1
2
uµ∇µ(uνuν) = 1
2
uµ∇µ = 0, (C.23)
and
Θ = −qµν∇µuν = −qµν(∂µuν − Γρµνuρ). (C.24)
Let us now consider the amended action
SGHY =
∫
M
(
1
16pi
[R− 2Λ] + L
)√−gdd+1x− 1
8pi
∮
∂M
Θ
√
|q|ddy. (C.25)
The only difference with the EH action in (C.2) is the addition of a boundary term.
Being a surface term, it leaves untouched the equations of motion. Notice that the EH
action involves the intrinsic curvature R of the bulk while the correction involves the
mean extrinsic curvature of the boundary. The on-shell variations are now (compare
with (C.21))
δS?GHY = −
1
16pi
∮
∂M
(qµνuρ∇ρδgµν + 2δΘ)
√
|q|ddy. (C.26)
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In order to derive an expression for δΘ, let us first consider the variations of uα. The
hypersurface ∂M is characterised by an equation of the form
F (xµ) = 0, (C.27)
where F is a real function of the coordinates. By definition, uα is the normal vector to
∂M and is thus proportional to the gradient of F [90]:
uα = A∂αF, (C.28)
where A is a normalisation factor. The function F and the coordinates are independent
of the metric variations so that the variations of uα are
δuα = δA∂αF =
δA
A
uα. (C.29)
On the other hand, differentiating (C.16) yields
δgµνuµuν + 2g
µνδuµuν = 0, (C.30)
which can be combined with (C.29) and (C.16) again to give
δuα = − 
2
δgµνuµuνuα. (C.31)
In particular, as a consequence of the Dirichlet boundary conditions (C.4), (C.1a) and
(C.18) we get
δuα =
∂M
0 and δqαβ =
∂M
0, (C.32)
at the boundary ∂M.
We can now come back to the variations of Θ. Combining (C.24), (C.32) and
(C.1c), and discarding tangential derivatives on ∂M, we find
δΘ|∂M = −qµν∂µδuν |∂M︸ ︷︷ ︸
tangential=0
+qµνuρδΓ
ρ
µν |∂M =
1
2
qµνuρg
ρσ(∇µδgνσ +∇νδgµσ︸ ︷︷ ︸
tangential=0
−∇σδgµν︸ ︷︷ ︸
normal
)|∂M,
(C.33)
where the index |∂M indicates restriction to the boundary of the integration volume.
Repeating the discussion below (C.20), we finally get
δΘ =
∂M
−1
2
qµνuρ∇ρδgµν . (C.34)
In view of (C.26), this allows us to conclude that the on-shell residual of the GHY
action is zero, namely
δS?GHY = 0. (C.35)
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The GHY action is thus differentiable, and any solution of the equations of motion
(C.8) satisfies δSGHY = 0, i.e. truly makes the action stationary.
C.2.3 The background term
The on-shell action is often involved in the computation of global quantities like mass
and angular momentum. Unfortunately, the GHY action is quite awkward in this
regard, as it is notoriously. . . infinite! Indeed, consider ∂M the sphere S of radius
R in Minkowski space-time between two dates t1 and t2. Using Cartesian coordinates
(t, x, y, z) and r =
√
x2 + y2 + z2, it can be shown that
uα = (1, 0, 0, 0) and Θ = 0 on the hypersurfaces t = cst, (C.36a)
uα =
1
r
(0, x, y, z) and Θ = −2
r
on the hypersurfaces r = cst. (C.36b)
The cut-off at radius R of the on-shell GHY action then reduces to
SRGHY = −
1
8pi
∫ t2
t1
∮
S
(
− 2
R
)
R2 sin θdtdθdϕ = R(t2 − t1). (C.37)
However, the true on-shell GHY action is
SGHY = lim
t1→−∞
t2→+∞
R→+∞
SRGHY = +∞. (C.38)
Solutions of the equations of motion are thus making the action stationary, but this
stationary point is infinite! This is definitely a serious problem. A usual cure to this
divergence is to add a background term (BT) in the action, and to write
SBTGHY =
∫
M
(
1
16pi
[R− 2Λ] + L
)√−gdd+1x− 1
8pi
∮
∂M
(Θ−Θ0)
√
|q|ddy, (C.39)
where Θ0 is the mean extrinsic curvature of ∂M computed with a background metric.
Very often, it is chosen to be the Minkowski metric is asymptotically flat space-times
[240] or the AdS metric in AAdS space-times [94]. This is sufficient to make the action
finite.
C.2.4 The counter-term
However, one can feel ill-at-ease with this kind of argument as the background metric
seems to be an arbitrary and unphysical additional ingredient. In [104], the authors
tried and found the simplest counter-term (CT) in AAdS space-times that cancels off
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the divergence of the on-shell action and that is covariant. They wrote
SCTGHY =
∫
M
(
1
16pi
[R− 2Λ] + L
)√−gdd+1x− 1
8pi
∮
∂M
Θ
√
|q|ddy + 1
8pi
SCT , (C.40)
where
SCT =
∮
∂M
LCT
√
|q|ddy. (C.41)
In AAdS space-times having dimensions d+1 = 3, 4, 5, the authors of [104] showed
that a suitable counter-term Lagrangian was
LCT = − 1
L
(
d− 1 + L
2
2(d− 2)R
)
, (C.42)
where L is the AdS radius and R is the Ricci scalar3 of the induced metric qαβ. Note
that the second term in the parenthesis is only present for d > 2. This time, the
additional term is an intrinsic curvature terms whereas the GHY correction involved a
mean extrinsic curvature term. With the help of (C.1), we can compute the variations
of the counter-term action4
δSCT =
∮
∂M
[
(d− 1)
2L
qµν − L
2(d− 2)Gµν
]
δqµν
√
|q|d3y, (C.43)
where Gµν = Rµν − R2 qµν is Einstein’s tensor of the induced metric. The advantage
of the counter-term is that not only does it make finite the on-shell action, but also
it does not spoil its differentiability. Namely, the on-shell variations are still zero
when Dirichlet boundary conditions (C.4) are imposed, as can be read on (C.43). For
dimensions d+ 1 > 5, other terms in R2, RµνRµν etc. may appear in (C.42)
C.3 Generalisation of the least action principle
Hitherto, we have always considered the standard variational principle with Dirichlet
boundary conditions (C.4). However, relaxing this condition allows to define a quasi-
local stress tensor, that was first derived in [103], and used in [104] in the context of
the AdS-CFT correspondence.
C.3.1 Dropping the Dirichlet assumption
In [103], the authors examined the consequences of relaxing the Dirichlet boundary
conditions. So let us consider the action (C.40). Under general perturbations, its
3we also use the letter R for the corresponding Riemann and Ricci tensors.
4The astute reader may have noticed that we have disregarded the last two terms of (C.1e). Indeed,
they are pure divergences. With Stokes’ theorem, they can be reduced to an integral on the boundary
of ∂M, namely ∂∂M. However, the boundary of a boundary is zero [288].
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variations are
δSCTGHY =
1
16pi
∫
M
(Gµν + Λgµν − 8piTµν)δgµν
√−gdd+1x
+
∫
M
(
∂L
∂φ
−∇µ
[
∂L
∂(∇µφ)
])
δφ
√−gdd+1x
+
1
16pi
∮
∂M
(uµqνρ∇ρδgµν − qµνuρ∇ρδgµν)
√
|q|ddy +
∮
∂M

∂L
∂(∇µφ)uµδφ
√
|q|ddy
− 1
8pi
∮
∂M
(δΘ
√
|q|+ Θδ
√
|q|)ddy + 1
8pi
∮
∂M
δSCT
δqµν
δqµνd
dy. (C.44)
The first two lines deal with bulk integrals on which can be read the equations of motion
(C.8). The third line contains the boundary terms obtained by Stokes’ theorem for both
the gravitational field (C.20) and the matter field (C.6). On the fourth line, the first
term is the variations of the GHY correction and the second term is the variations of
the counter-term, both present in (C.40). If we now consider on-shell variations, i.e.
variations around a solution of the equations of motion, the first two lines disappear.
If we enforce Dirichlet boundary conditions for the matter field variations δφ =
∂M
0,
the second term of the third line disappears too. Under these assumptions, we are left
with
δSCT?GHY =
1
16pi
∮
∂M
(uµqνρ∇ρδgµν − qµνuρ∇ρδgµν)
√
|q|ddy
− 1
8pi
∮
∂M
(δΘ
√
|q|+ Θδ
√
|q|)ddy + 1
8pi
∮
∂M
δSCT
δqµν
δqµνd
dy. (C.45)
This time, we have to compute the variations without assuming the Dirichlet boundary
conditions for δgαβ. However, we can still take advantage of the orthogonality condition
(C.19), whose variations are
δqαµuµ + q
αµδuµ = 0. (C.46)
The second term is zero because of (C.31) and (C.19), so that
δqαµuµ = 0 and qαµδuµ = 0. (C.47)
These equations are useful for deriving the variations of the different terms in the
action.
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C.3.2 Variations of boundary terms
The variations δΘ are less easy to handle compared to section C.2.2. In full generality,
according to (C.1c) and the definition (C.24), we get
δΘ = −δqµν∇µuν − qµν∇µδuν + 1
2
qµνuρ(∇µδgνρ +∇νδgµρ −∇ρδgµν). (C.48)
In light of (C.22b) and (C.47), the first term is Θµνδqµν . The second term is
− qµν∇µδuν = −qµν∇µ
(
− 
2
δgρσuρuσuν
)
=

2
qµνδgρσuρuσ∇µuν = − 
2
Θδgρσuρuσ,
(C.49)
where we used successively (C.31), the Leibniz product rule in combination with the
orthogonality condition (C.19), and (C.24). The third term of (C.48) is
1
2
qµνuρ∇µδgνρ = 1
2
qµνuρ∇µδqνρ + 1
2
qµνuρ∇µ(uρδuν + uνδuρ)
= −1
2
qµνδqνρ∇µuρ − 1
2
qµνuρ∇µ(δgσλuσuλuρuν)
= −1
2
gµνδqνρ∇µuρ − 1
2
qµνuρδgσλuσuλuρ∇µuν
=
1
2
Θµνδqµν︸ ︷︷ ︸
− 1
2
Θµνδqµν
+

2
Θδgσλuσuλ,
where we have intensively used the Leibniz product rule and equations (C.16), (C.18),
(C.19), (C.22b), (C.24), (C.31), (C.47). Thus
δΘ =
1
2
Θµνδq
µν +
1
2
qµνuρ(∇νδgµρ −∇ρδgµν). (C.50)
The last two terms (C.50) cancel exactly the first line of (C.45), so that finally the
variations of the on-shell action are
δSCT?GHY =
1
16pi
∮
∂M
(
[Θµν −Θqµν ] + 2√|q| δSCTδqµν
)
δqµν
√
|q|ddy, (C.51)
where we have used the 3-dimensional counterpart of (C.1b). The tensor inside the
brackets is sometimes called the conjugate momentum, and is defined by
piµν ≡ Θµν −Θqµν . (C.52)
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C.3.3 The quasi-local stress tensor
For the sake of completeness, the full action is finally
SCTGHY =
∫
M
(
1
16pi
[R− 2Λ] + L
)√−gdd+1x− 1
8pi
∮
∂M
Θ
√
|q|ddy + 1
8pi
SCT , (C.53)
and its variations are
δSCTGHY =
1
16pi
∫
M
(Gµν + Λgµν − 8piTµν)δgµν
√−gdd+1x
+
∫
M
(
∂L
∂φ
−∇µ
[
∂L
∂(∇µφ)
])
δφ
√−gdd+1x
+
∮
∂M
∂L
∂(∇µφ)uµδφ
√
|q|ddy + 1
16pi
∮
∂M
piµνδqµν
√
|q|ddy + 1
8pi
∮
∂M
δSCT
δqµν
δqµνd
dy.
(C.54)
The first two lines of (C.54) describe the equations of motion while the third line
collects all boundary terms that vanish only with Dirichlet boundary conditions.
The Hamilton-Jacobi approach of [103] allows us to define a quasi-local stress
tensor similarly to (C.10)
ταβ ≡ 2√|q| δSCTGHYδqαβ ⇐⇒ ταβ ≡ − 2√|q| δS
CT
GHY
δqαβ
. (C.55)
Combined with (C.43), (C.52), (C.54), we get in AAdS space-times, for d+ 1 = 3, 4, 5,
ταβ =
1
8pi
(
Θαβ −Θqαβ − d− 1
L
qαβ +
L
d− 2G
αβ
)
, (C.56)
where Gαβ is the Einstein tensor of the induced metric qαβ. The tensor ταβ is closely
related to the energy-momentum tensor of the CFT dual system living on the AdS
boundary.
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AppendixD
The perfect quantum gas
“When I hear of Schrödinger’s
cat, I reach for my gun.”
Stephen William Hawking
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We derive standard calculations in quantum mechanics with Bose-Einstein and
Fermi-Dirac statistics. We set ~ = c = kB = 1.
D.1 Partition function
Consider a quantum perfect gas. We denote by ωi the energy levels and ni the occu-
pation numbers, i.e. the number of particles in the ith level of energy. One micro-state
is entirely determined by the ni numbers, and the total energy is simply
E =
∞∑
i=1
niωi. (D.1)
We can thus write the partition function as the sum over all possible micro-states of
the Boltzmann factor e−βE, where β = 1/T is the inverse of the gas temperature:
Z =
∑
n1
∑
n2
· · · e−β(n1ω1+n2ω2+...). (D.2)
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From the partition function, all thermodynamical quantities can be determined. For
example, the energy density e and the entropy density s are
e = − 1
V
∂ lnZ
∂β
and s = − 1
V
lnZ + βe, (D.3)
where V denotes the total volume of the gas. Hereafter, we compute these quantities
for both the massless bosonic and the massless fermionic case.
D.2 Bosonic case
For bosons, there can be an arbitrary number of particles in the same energy level, so
that ni ∈ J0,∞J and
ZB =
( ∞∑
n1=0
e−βn1ω1
)
×
( ∞∑
n2=0
e−βn2ω2
)
× · · · =
∞∏
i=1
1
1− e−βωi . (D.4)
Taking the logarithm of this expression yields
lnZB = −
∞∑
i=1
ln(1− e−βωi). (D.5)
If now we consider massless particles, the energy is just the momentum ω = |~q|. Tak-
ing the continuum limit, we replace the infinite sum by an integral over phase space∫
d3xd3q/(2pi)3. It thus comes after angular integration
lnZB = − V
(2pi)3
∫ ∞
0
ln(1− e−βq)4piq2dq. (D.6)
If now we perform a change of variable x = βq, it comes
lnZB = − V
2pi2
T 3
∫ ∞
0
x2 ln(1− e−x)dx︸ ︷︷ ︸
−pi4
45
. (D.7)
Finally, the logarithm of the partition function is
lnZB =
pi2
90
V T 3. (D.8)
Using (D.3), we infer that the energy density and the entropy density of the bosonic
gas are
eB =
pi2
30
T 4 and sB =
2pi2
45
T 3. (D.9)
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Note that in (D.9), we get half of the usual black-body result. Indeed in the case of
photons, summation over the right and left polarisations brings a factor two.
D.3 Fermionic case
For fermions, according to Pauli’s exclusion principle, each energy level can contain at
most one particle, so that ni ∈ J0, 1K and
ZF =
∞∏
i=1
(1 + e−βωi). (D.10)
Taking the logarithm and the continuum limit, it comes, for massless fermions obeying
the dispersion relation ω = |~q|
lnZF =
∞∑
i=1
ln(1 + e−βωi) =
V
(2pi)3
∫ ∞
0
4piq2 ln(1 + e−βq)dq. (D.11)
Setting x = βq yields
lnZF =
V
2pi2
T 3
∫ ∞
0
x2 ln(1 + e−x)dx︸ ︷︷ ︸
7pi4
360
, (D.12)
so that finally
lnZF =
7
8
lnZB, eF =
7
8
eB, sF =
7
8
sB. (D.13)
We thus recover the well-known result according to which fermions contribute for
(7/8)th of the energy density compared to bosons.
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Titre : Systèmes gravitationnels en espace-temps asymptotiquement anti-de Sitter
Résumé : Ingrédient clé de la correspondance AdS-CFT, l’espace-temps AdS est
soupçonné depuis 2011 d’être non-linéairement instable. Si on y ajoute une perturba-
tion d’amplitude arbitrairement petite, la formation d’une singularité en un temps fini
est quasi-systématique. Cependant, un certain nombre de perturbations pourraient
résister à l’instabilité, et osciller de manière régulière et quasi-périodique. Ce sont les
îlots de stabilité. Parmi eux, on distingue les geons, qui sont des excitations purement
gravitationnelles d’AdS.
Dans cette thèse, nous nous proposons de construire numériquement pour la
première fois plusieurs familles de geons asymptotiquement AdS. Nous avons été capa-
bles de démontrer de manière définitive l’existence de geons dits excités, qui faisaient
l’objet d’une controverse dans la littérature. Nous détaillons également de manière
détaillée comment nombre de propriétés propres à cet espace-temps peuvent être util-
isées numériquement pour servir de diagnostics et valider les résultats. Enfin, nous
soulignons comment les geons éclairent le problème délicat de l’instabilité AdS.
Mots-clés : geons, anti-de Sitter, AdS/CFT, relativité générale
Title: Gravitational systems in asymptotically anti-de Sitter space-times
Abstract: Being a key ingredient of the AdS-CFT correspondence, AdS space-time
is suspected to be non-linearly unstable since 2011. Even with arbitrarily small initial
data, a singularity almost invariably emerges. However, some configurations allow
for perfectly regular and quasi-periodic solutions. These are the so-called islands of
stability. Among them, geons play the role of purely gravitational excitations of AdS
space-time.
In this manuscript, we tackle the problem of the numerical construction several
families of asymptotically AdS geons for the first time. We are able to definitely demon-
strate the existence of the so-called excited geons, a point that was the subject to a
lively debate in the literature. We also detail how several features of such space-times
can be used as precision monitors and help us to validate numerics. Finally, we discuss
in detail how geons shed new light on the AdS instability problem and advocate for a
renewed prudence in some analytical arguments.
Keywords: geons, anti-de Sitter, AdS/CFT, general relativity
