In this article, an adaptive neural dynamic surface sliding mode control scheme is proposed for uncertain nonlinear systems with unknown input saturation. The non-smooth input saturation nonlinearity is firstly approximated by a smooth non-affine function, which can be further transformed into an affine form according to the mean value theorem. Then, one simple sigmoid neural network is employed to approximate the uncertain nonlinearity including the input saturation, and the approximation error is estimated using an adaptive learning law. Virtual controls are designed in each step by combing the dynamic surface control and integral sliding mode technique, and thus the problem of complexity explosion inherent in the conventional backstepping method is avoided. With the proposed control scheme, no prior knowledge is required on the bound of input saturation, and comparative simulations are given to illustrate the effectiveness and superior performance.
Introduction
In many practical dynamic systems, lots of nonlinear and uncertain characteristics are encountered, such as saturation, hysteresis, dead zone, and so on. [1] [2] [3] Input saturation is well known as one of the most common non-smooth input nonlinearities. The magnitude of control signal is always limited due to physical constraints or safety consideration of actual actuators. If the physical input saturation is ignored in the control process, unfortunately, the designed controller may severely degrade the system performance or even lead to its instability.
So far, much attention has been paid to controllers design for nonlinear systems with input saturation. [4] [5] [6] [7] [8] In the study by Gao and Selmic, 4 Chen et al. 5 and Chen et al., 6 significant results have been obtained for controlling saturated nonlinear systems with the bounds of input saturation being known or estimated in prior. Recently, some research work has been investigated without the prior knowledge of saturation parameter bounds. Wen et al. 7 uses a smooth non-affine function of the control input signal to approximate the non-smooth saturation function, and a Nussbaum function is introduced to compensate for the nonlinear term arising from the input saturation. Due to good approximation abilities of nonlinear functions, neural networks (NNs) are employed in controllers design to approximate the saturated nonlinear systems. 8, 9 However, in most aforementioned works, multiple NNs are used for nonlinearity approximation in each step, which may lead to increasing complexities of the controller design.
Sliding mode control (SMC) is regarded as one of the robust control techniques against matched uncertainties and bounded disturbances. In the study by Zhu et al., 10 two adaptive SMC laws are designed to force the state variables of the closed-loop system to achieve the attitude stabilization. The backstepping method relaxes the matching condition at the expense of a high-gain feedback required for robustness, making it prone to chattering. 11 In the study by Taheri et al., 12 backstepping technique is combined with the SMC to relax the matching condition in SMC design. However, a possible issue in conventional backstepping method is the problem of complexity explosion caused by the differentiation operation of virtual controls in each step. To remedy this issue, dynamic surface control (DSC) has been investigated by introducing a first-order filter in each recursive design step. In the study by Xu et al., 13 Wang 14 and Li et al., 15 a NN-based dynamic surface technique has been proposed for nonlinear pure-feedback and strictfeedback systems, respectively. However, the effect of input saturation is not considered in the aforementioned works. Thus, it is a challenge work to develop an effective robust control scheme for uncertain nonlinear systems with unknown input saturation.
Motivated by the aforementioned discussion, this article develops a new neural dynamic surface SMC scheme for a class of uncertain nonlinear systems with unknown input saturation. The main contributions are summarized as follows.
1. We transform the nonlinear pure-feedback system into the canonical form using the first-order Taylor expansion and coordinate transformation. Besides, to deal with the non-smooth input saturation nonlinearity, a smooth non-affine function is used to approximate the input saturation function. 2. Integral sliding mode surface is combined with DSC to design the controller, in which only one simple NN is employed for approximating uncertain nonlinearities, and thus the complexity of controller design has been reduced. With the proposed control scheme, no prior knowledge is required on the bound of input saturation, and the explosion of complexity in backstepping method is avoided.
The rest of this article is organized as follows. Problem formulation and preliminaries are provided in the section ''Problem formulation and preliminaries.'' Controller design and stability analysis are given in sections ''Controller design'' and ''Stability analysis,'' respectively. The section ''Simulations'' provides comparative simulation results to validate the proposed scheme. Some conclusions are given in the section ''Conclusion.''
Problem formulation and preliminaries

System description
Consider a class of nonlinear system in the following purefeedback form
where
. . . ; x i T 2 R i is the vector of states of the ith differential equations, and
x n ¼ ½x 1 ; . . . ; x n T 2 R n ; f i , i ¼ 1; . . . ; n À 1, are unknown smooth functions of ðx 1 ; . . . x iþ1 Þ satisfying f i ð0; . . . ; 0Þ ¼ 0; y 2 R is the output; vðuÞ 2 R is the control input subject to saturation nonlinearity described as
where v max is a positive but unknown parameter.
Assumption 1. The state variables x i of equation (1) are measurable, and the nonlinear functions f i , i ¼ 1; . . . ; n, are continuously differentiable to n-order with respect to the state variables x i and the input v(u) Since the unknown functions f i , i ¼ 1; . . . ; n, are continuously differentiable with respect to
x i , we apply the first-order Taylor expansion for f i , i ¼ 1; . . . ; n as
where x a i iþ1 ¼ a i x iþ1 þ ð1 À a i Þx 0 iþ1 , with 0 < a i < 1, 1 i n À 1, and v a n ¼ a n v þ ð1 À a n Þv 0 , with 0 < a n < 1. By choosing x 0 iþ1 ¼ 0 and v 0 ¼ 0, equation (3) can be rewritten as
For the analysis convenience, it is defined that
; 1 i n À 1 g n ð x n ; v a n Þ ¼ @f n ð x n ; vÞ @v v¼v an (5) which are unknown nonlinear functions. From equations (4) and (5) , equation (1) can be re-expressed as
System coordinate transformation
In the following, it will be shown that the original system (1) can be transformed into the canonical form with respect to the newly defined state variables. 16 Let
The time derivative of z 2 is derived as
where a 2 ð x 2 Þ¼ @f 1 @x 1 þ @g 1 @x 1 x 2 ðf 1 þ g 1 x 2 Þþ @g 1 @x 2 x 2 þ g 1 f 2 and b 2 ð x 2 ; x a 2 3 Þ ¼ @g 1 @x 2 x 2 þ g 1 g 2 . Again, let z 3 ¼ a 2 þ b 2 x 3 , and its time derivative is
where a 3 ð
When defining a iÀ1 and b iÀ1 , i ¼ 2; . . . ; n, we can obtain
Thus, the pure feedback system (6) can be rewritten in the canonical form with respect to the newly defined state variables as
To proceed the design procedure, the control function b n ð x n ; v a n Þ in equation (12) is assumed to be positive and bounded satisfying 0 < b 1 < b n ð x n ; v a n Þ < b 2 , where b 1 and b 2 are positive constants. It is pointed out that this condition has been widely used in the literature [17] [18] [19] [20] as a necessary condition for the controllability of equation (1).
The control objective of this article is to design a dynamic surface sliding-mode controller vðtÞ for the system (12) , such that the system output y can track the desired reference signal y d and all signals in the closed-loop system are bounded.
Nonlinear saturation model
As shown in Figure 1 , the control input vðtÞ 2 R is the output of the following nonlinear input saturation and uðtÞ 2 R is the input of the saturation (practical control signal). The saturation is approximated by a smooth nonaffine function defined as 
Then, vðuÞ ¼ satðuÞ in equation (2) can be expressed as
where dðuÞ ¼ satðuÞ À gðuÞ is a bounded function and its bound is
where D is the upper bound of jdðuÞj.
According to the mean value theorem, 8 there exists a constant x with 0 < x < 1, such that (16) can be rewritten in the following affine form
Substituting equations (17) and (14) into equation (12), we can obtain
where að x n Þ ¼ a n ð x n Þ þ d, bð x n ; v a n Þ ¼ b n ð x n ; v a n Þg u x .
NN approximation
Due to good capabilities in function approximation, NNs are usually used for the approximation of nonlinear functions. 8, 9 The following NN will be used to approximate the continuous function
where W Ã 2 R n 1 Ân 2 is the ideal weight matrix, jðX Þ 2 R n 1 Â1 is the basis function of the NN,e Ã is the NN approximation error satisfying je Ã j e N , and jðX Þ can be chosen as the commonly used sigmoid function, which is in the following form
where r 1 , r 2 , r 3 , and r 4 are appropriate parameters, and exp is an exponential function.
Remark 1. The employed NN with sigmoid function represents a class of linearly parameterized approximation methods and can be replaced by any other approximation approaches such as spline functions, RBF functions, or fuzzy systems. However, the structure of the employed NN in this article is simpler than the other NNs that are commonly used in other works. There is no hidden layer in the employed NN, in which five inputs and one output are included and the corresponding weight matrix is 5 Â 1.
Controller design
In this section, we will incorporate the DSC and integral sliding mode techniques into a NN-based adaptive control design scheme for the nth-order system described by equation (12) . Similar to the traditional backstepping design, the recursive design procedure contains n steps. From step 1 to step n À 1, virtual control z iþ1 , i ¼ 1; . . . n À 1, is designed at each step, and the integral sliding mode surface is proposed in the first step. Finally, the control law u is obtained at step n.
Step 1. In this step, we consider the first equation of equation (12) , that is, _ z 1 ¼ z 2 . Define the tracking error and its sliding surface as
where y d is the desired reference signal and l is a positive constant.
The derivatives of e and s 1 are
Choose a virtual control z 2 as
where k 1 is a positive constant. Introduce a new state variable b 2 and let z 2 pass through a first-order filter with time constant t 2 > 0, and we have
Define
Substituting equation (25) into equation (24), we can obtain
Step 2. Consider
which is called the second error surface. Then, we have
Choose a virtual control z 3 as
where k 2 is a positive constant. Again, introducing a new state variable b 3 and let z 3 pass through a first-order filter with time constant t 3 > 0, we have
Substituting equation (32) into equation (31), we can obtain
Step i. Consider
which is called the ith error surface. Then, we have
where k i is a positive constant. Introduce a new state variable b iþ1 and let z iþ1 pass through a first-order filter with time constant t iþ1 > 0, and we have
Substituting equation (39) into equation (38), we can obtain
Step n. The final control law will be derived in this step. Consider.
Given a compact set O zn 2 R n , let W Ã and e Ã be such that for any ðz 1 ; . . . ; z n Þ 2 O zn
with je Ã j e N . Let
which is called the nth error surface. From equations (41) and (43), we have
Finally, design the final law u as
whereŴ is the estimation of W Ã andê N is the estimation of the upper limit for je Ã j. The adaptive learning laws ofŴ andê N are given by
where s and d are positive small constants and G ¼ G T > 0 is a constant matrix.
Stability analysis
In this section, a theorem is provided to show the boundedness of all signals in system (12) and convergence of tracking error e as well as sliding surface s.
Theorem 1. Consider the nonlinear system (12) with unknown input saturation (14), the integral sliding mode surface (21), control law (45), and adaptive learning laws (46). Given any positive number, for all initial conditions satisfying P nÀ1 j¼1
2p, all the closed-loop signals are semi-global uniformly ultimately bounded, and the tracking error can be made arbitrarily small by properly choosing the design parameters.
Proof. Firstly, define the estimation error as
Then, the closed-loop system in the new coordinates, s i , b i , andW i , can be expressed as follows
¼ Àk n s n À s nÀ1 ÀW fð z n Þ þ e Ã N Àê N tanhðs n =dÞ:
Besides, we know the fact that
Similarly, for i ¼ 2; . . . n À 1, we have
Consider the Lyapunov function candidate
The derivative of the Lyapunov function is
þ e Ã N js n j Às n tanh
Using the following property with regard to function tanh(.), we have
Using the fact
and substituting equations (54) and (55) into equation (53), we can obtain
we have
where a 0 and Z are positive constants and jB iþ1 j M iþ1 .
Remark 2.
As pointed out in the study by Li et al. 15 for any B 0 > 0 and p > 0, the sets
. . . ; n, are compact in
. Therefore, jB iþ1 j has a maximum M iþ1 on Q Â Q i . Noting that, for any positive number Z
we can obtain
Then, the ultimate boundedness of s i is guaranteed, and s i will converge to the following positively invariant set
q . When s 1 reaches the positively invariant set g s , it remains inside thereafter. From equation (12) , the error dynamics inside g s is
Due to the boundedness of s 1 and _ s 1 , the ultimate boundedness of the tracking error e can be directly concluded using the Lyapunov function W ¼ ð1=2Þ Â e 2 . 21 
Simulations
In order to show the superior tracking performance of the proposed scheme, we consider three different control schemes for comparison: (S1) neural dynamic SMC with saturation compensation; (S2) neural dynamic SMC without saturation compensation; and (S3) neural DSC without saturation compensation. 15 The following four indices are adopted to compare the tracking performance of each control algorithm.
jeðtÞjdt, which is the integrated absolute error to measure the system tracking performance.
2) ISDE ¼ ð ðeðtÞ À e 0 Þ 2 dt, where e 0 is the average error of whole process. ISDE is the integrated square error and used to demonstrate the smoothness of the profile.
3) IAV ¼ ð
jvðtÞj dt, which is the integrated absolute control and taken as a measurement of the overall amount of control effort.
where v 0 is the average control input of whole process. ISDV is the integrated square control and used as a measurement of the fluctuations of control signal around its mean value.
In the following, two simulation examples are adopted for the fair comparison of different control schemes.
Spring mass and damper system
The considered spring mass and damper system represents a class of widely used second-order electromechanical servo systems, such as hydraulic systems, rigid robots, or turntable systems. [22] [23] [24] In those systems, the number of freedom degrees is always equal to the number of control inputs, and thus the controller design is relatively easier.
As shown in Figure 2 , a second-order system is described as 7
where y ¼ x 1 , x 1 and x 2 are the position and velocity, respectively; m is the mass of the object; k is the stiffness constant of the spring; and c is the damping. According to equation (8), equation (65) can be transformed into
In the simulation, two different signal waves are adopted as the desired reference signals, and the system parameters are fixed for various reference signals. The initial states of the system are ½x 1 ; x 2 T ¼ ½0; 0 T . The constants of adaptive leaning laws d ¼ 0:5, s ¼ 0:01,ê N ¼ 0:01, v eN ¼ 1. The time constant is t ¼ 0:01. The NN parameters are r 1 ¼ 1, r 2 ¼ 5, r 3 ¼ 5, r 4 ¼ À0:1, and G ¼ diagf5g. The system parameters are set as m ¼ 1 kg, c ¼ 2 N Á s= m, and k ¼ 8 N= m, which are not needed to be known in our controller design. The external disturbance is EðtÞ ¼ 0:1 sinð2p tÞ. The control parameters are k 1 ¼ 10, k 2 ¼ 8, and l ¼ 5. The input saturation bound is v max ¼ 14 N. Comparative tracking performance, tracking errors, and control input are shown in Figures 3, 4 , and 5, respectively. From Figures 3 and 4 , we can see that compared with the proposed S1 method, S2 has the larger overshoot, and S2 and S3 have larger tracking errors. From Figure 5(a) , compared with S2 and S3, the control input of S1 is more smooth, and the compensation effect of input saturation is shown in Figure 5(b) . From the figures, we can clearly observe the significantly improved performances with the S1.
In order to compare the control performance, four indices are given in Table 1 . From Table 1 , we can obtain that S3 controller gives the largest IAV and ISDV, while S2 controller gives the largest IAE and ISDE. The proposed S1 has the smallest IAE, ISDE, IAV, and ISDV, which means it performs best among three controllers. The comparative result from Table 1 is consistent with the Figures 3 to 5. Case 2. y d ¼ 0:5ð sinðtÞ þ sinð0:5tÞÞ is employed as the reference signal.
The first reference trajectory is sinusoidal signal, and all parameters are tuned based on this signal. In order to show the high robustness of the proposed method, we give the second reference trajectory (sinusoidal signal with harmonics). The control parameters are set the same as case 1, and the input saturation bound becomes v max ¼ 6 N, which is more stringent than that of case 1. Comparative tracking performance, tracking errors, and control inputs are shown in Figures 6, 7, and 8 , respectively. From Figures 6 and 7 , we can see that S2 and S3 have larger tracking errors, while the proposed S1 method achieves the smallest tracking errors and fastest convergence speed. From Figure 8(a) , compared with S2 and S3, the control input of S1 is more smooth, and the compensation effect of input saturation is shown in Figure 8(b) . In conclusion, S1 has the best performance when tracking the sinusoidal signal with harmonics.
In addition, the comparative results of the IAE are shown in Table 2 . From Table 2 , we can see that the proposed S1 method has the smallest IAE among all the three control schemes. Besides, other three indices (i.e. ISDE, IAV, and ISDV) of the proposed S1 method are also smallest, which means S1 has the smoothness of tracking error and control signal. Therefore, S1 has the best tracking preference, which is consistent with the results given by Figures 6 to 8 .
Furthermore, the comparative results of IAE for different input saturation values of case 1 and case 2 are shown in Tables 3 and 4, respectively. From Table 3 , we can see that the proposed S1 method has the smallest IAE in case 1 compared with S2 and S3, although the input saturation values are changed from 10 to 18. Table 4 shows that for case 2, the proposed S1 scheme with the fixed parameters can still achieve the best tracking performance in the case of various input saturation values. It should be noted that with the input saturation becoming more stringent, the IAE of S2 and S3 will be changed much larger than that of S1. In conclusion, the proposed S1 scheme can achieve a satisfactory tracking performance for different input saturation values.
A single-link flexible-joint robotic manipulator system
In the following, we give the second example, that is, a single-link flexible-joint robotic manipulator system. 25 Due to the introduction of joint flexibility in the robot model, the motion equations become more complicated.
In particular, the order of the related dynamics becomes twice that of the rigid robots, and the number of freedom degrees is larger than the number of control inputs, which may lead the control task more difficult. As shown in Figure 9 (figure 1 in the study by Talole 25 ), the mechanical dynamics of the robotic manipulator system can be described as Iq þ Kðq À yÞ þ MgL sinðqÞ ¼ 0
where q and y are the position of the link and motor angles, respectively, I is the link inertia, J is the inertia of the motor, K is the spring stiffness, M and L are the mass and length of link, respectively, and vðuÞ 2 R is the plant input subject to saturation nonlinearity.
For convenience of the controller design, defining
Let In the simulation, two different signal waves are adopted as the desired reference signals, and the system parameters are fixed for various reference signals. The initial states of the system are ½z 1 ; z 2 ; z 3 ; z 4 T ¼ ½0; 0; 0; 0 T . The constants of adaptive leaning laws are d ¼ 0:1, s ¼ 0:01, and e N ¼ 0:01. The time constants are
The NN parameters are r 1 ¼ 10, r 2 ¼ 10, r 3 ¼ 1, r 4 ¼ À1, G ¼ diagf5g, and v eN ¼ 0:01. The system parameters are Mgl ¼ 5, I ¼ 1, J ¼ 1, and K ¼ 40, which are not known in prior for the proposed controller design. The control parameters are k 1 ¼ 0:5,
Step signal y d ¼ 1 is employed as the reference signal.
The input saturation is v max ¼ 30 ð N Á mÞ, and the results are shown in Figures 10 to 12 . From the simulation, we can discover that S1 has a smaller overshoot than S2. S1 and S2 have a faster convergence speed than S3 because of the impact of integral SMC. From Figure 12 (a), the effect of saturation compensation in the proposed S1 is apparent when the robotic manipulator has the step response characteristic. From Figure 12 (b), we can conclude that if the input saturation becomes smaller, S2 may not be convergent or even be seriously divergent. Consequently, S1 can achieve the best performance among all three control schemes. This reference signal is expressed by
2 t < 4 10;
4 t < 6 À5ðt À 8Þ; 6 t < 10 À10;
10 t < 12 5ðt À 14Þ; 12 t < 16 10;
16 t < 18 À5ðt À 20Þ; 18 t 20 The control parameters are set the same as case 3. Comparative tracking performance, tracking errors, and control inputs are shown in Figures 13, 14 and 15, respectively. The input saturation of S2 or S3 becomes v max ¼ 294ð N _ s mÞ, while the S1 is v max ¼ 75 ð N _ s mÞ. From Figures 13 and 14 , we can see that S1 has the smallest tracking errors and fastest convergence speed. S2 becomes divergent although its tracking error is small at first, and S3 has the largest static error among all three methods. It means that control method with integral SMC can decrease the system static errors and improve the convergence speed, which can also lead to system divergence because of its integral term when time goes into infinity. From Figures 13 to 15 , we have that S1 can achieve the better tracking performance with much less saturated control cost.
From all the simulation results, we can conclude that compared with S2 and S3, the proposed S1 scheme has the better tracking performance with respect to tracking errors, convergence speed, and control cost.
Conclusion
In this article, an adaptive neural dynamic surface SMC scheme is proposed for uncertain nonlinear systems with unknown input saturation. The non-smooth saturation is transformed into an affine form by defining a non-affine function and using the mean value theorem. One simple NN is employed for nonlinearity approximation, and the approximation error is estimated by an adaptive learning law. By combing the DSC and the integral sliding mode technique, the controller is designed to improve the system robustness, and comparative simulations are given to illustrate the effectiveness of the proposed method.
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