We consider the problem of how a geostationary satellite should assign bandwidth to several service providers (operators) so as to meet some minimum requirements, on one hand, and to perform the allocation in a fair way, on the other hand. In the paper, we firstly address practical issues (such as integrity constraints), whereafter we provide a computational method for obtaining an optimal fair allocation in polynomial time taking the practical issues into account.
Introduction
We consider a multi-spot geostationary satellite system for which a manager wants to assign bandwidth between various service providers (operators) that operate in different geographical areas. An actual assigned unit of bandwidth may correspond to different amounts of throughput, depending on many factors, and in particular on weather conditions. Indeed, during bad weather in an area, a local operator may have to use a larger part of its bandwidth for redundant information (a higher coding rate for error correction), and thus the effective throughput of information decreases. Therefore, if the objective was to maximize the global throughput, it would become non-profitable to assign bandwidth to operators in areas that suffer from bad weather if this bandwidth could be assigned to other operators instead. It is therefore interesting to understand and then to propose bandwidth assignment schemes that are more fair and do not systematically penalize operators that suffer from bad weather conditions.
The geographical area covered by a geostationary satellite is divided into hexagonal areas called spots. Each spot uses a certain frequency range denoted as its color. We denote S(c) the set of spots of a given color c. In practice, as the number of available frequencies is limited, each satellite has a fixed number of colors that it can use. Two spots having the same color could interfere with each other. That is why they need to be geographically distant. The colors are statically assigned to the spots. A spot s is further divided into a set Z(s) of zones. They are small enough to assume that the weather condition is the same in any point of a given zone. Then, every operator in a given zone uses the same coding rate and maximizing the global throughput does not penalize any operator with respect to any other within the same zone.
Technical framework
A central difficulty for solving such systems is that integrity constraints may arise: we might not be able to assign any value of bandwidth between the minimum and maximum given values. Instead, each operator in the set O of operators can be assigned one or more carriers in each zone among the set of N types of carriers: T = {1, . . . , N}. Let B t be the overall bandwidth of a type-t carrier. We assume that
B t is not directly proportional to the actual throughput of information of a type-t carrier. Firstly, as mentioned before, the throughput depends on the coding rate, which may be different from one zone to another due to atmospheric conditions. Secondly, the effective throughput is lower due to overheads (around 10%) for signaling, frequency margins, etc; the percentage of overhead depends on the carrier type. To handle that, each carrier is associated to the utility C t (z, o). The utility is the value that operator o at zone z is willing to pay for a carrier of type t. It can be chosen as a function of the amount of redundancy (in the channel coding) which depends on the atmospheric conditions at each zone. Thus the utility can be made proportional to the actually assigned throughput, so the problem solved becomes how to fairly (or optimally) assign throughput.
We assume that there is a minimum and a maximum number of type-t carriers per zone z required by each operator o, denoted by D min t (z, o) and D max t (z, o) respectively. We assume that the minimum requirement can be satisfied; if not, our algorithm can be adapted to find new fair minima, see Appendix A.
The actual implementation of bandwidth assignment to users involves two phases. The first concerns the allocation of the global bandwidth to each operator in each zone. In that phase we ignore the problem of interferences between carriers of the same colors as-signed to neighboring spots. In a second phase, the actual assigned bandwidth has to be translated to physical assigned resources such as slots, if a TDMA approach is used, or such as codes, if the CDMA approach is used. Here we do not address the second allocation problem, which involves complex combinatorial optimization (see, for instance 9 ). Yet, in order to simplify that second part of the assignment, we study the possibility of adding the following inter-spot compatibility condition (ISCC). Roughly speaking, it can be viewed as (i) requiring a design of the same frequency plan to all spots of the same color, and then (ii) allow to replace a requirement of an operator for a given carrier j by assigning to it a carrier t < j (i.e. with larger bandwidth) yet charging it for carrier j. If an operator cannot use in practice more bandwidth than it required, then this would mean wasting bandwidth. t1  t2  t3  t2  t3 t3 t3 t3 t3 t3   t2  t2  t2  t2  t2  t2  t2  t2   Spot 2  frequency band   t1  t2  t2  t3  t3  t3  t3   t2  t2  t2  t2  t2  t2 t2 An alternative way to formulate the ISCC is that a carrier location in the frequency plan is the same for all the spots of the same color. In other words, assume that O(f ) is the set of operators that are assigned carriers that contain frequency f , and let t be the carrier with the largest bandwidth among O(f ). Then the frequency ranges of all other t ∈ O(f ) must be contained in the frequency range of t, and moreover, an operator can only be assigned a single carrier in that range. We illustrate this in Fig. 1 . On the upper part, spots 1 and 2 do not fulfill the ISCC. The lower part of the figure shows the two same spots with ISCC. We see that the carriers are then located at the same positions. But Spot 1 receives 4 carriers of type 3 instead of 7, and spot 2 receives 7 carriers of type 2 instead of 8. We shall show how to handle these constraints and what they cost with respect to fairness criteria.
Fairness and global optimization criteria
We are interested here in optimizing a fairness criteria (see [4] [5] [6] ). There are several possible ways to understand and implement fairness concepts in our context, in the geographical sense. As we are interested in sharing bandwidth between operators, we may try to achieve:
• local fairness, i.e. in each zone,
• global fairness, i.e. in the total allocation,
• intermediate fairness, i.e. in a geographical area larger than a zone, such as a spot or a group of spots.
We clearly see that two spots having a different color are associated to two independent problems. In the following, we therefore compute the allocations independently among each color group. Several concepts of fairness can be found in the literature. The most commonly found are :
The max-min fairness has been adopted by the ATM-forum 1 as the standard for throughput allocation for the best-effort traffic class ABR (Available Bite Rate). An allocation is max-min fair if and only if there is no possibility to allocate more excess throughput with respect to its minimum requirements to an operator unless we allocate less excess throughput to another operator that has less excess throughput than the previous one.
Proportional fairness characterizes TCP. Indeed, it has been shown that Vegas variant of TCP is proportionally fair.
7 A bandwidth assignment λ is proportionally fair if for any other assignment λ * , the aggregate changes in the throughputs is zero or negative. That is to say, if X refers to the set of connections:
8 that an assignment is proportionally fair if and only if it maximizes the product of the excess of bandwidth.
Global optimization. We may also consider the criterion of maximizing the total used throughput although we saw that it would lead to an unfair solution. It is called Global Optimization.
All these criteria produce Pareto optimal solutions ( 3 ). An allocation λ is said to be Pareto optimal if there is no other allocation that strictly dominates it. This means that there is no allocation where all operators get an allocation greater than or equal to λ with at least one operator getting strictly more than according to λ. The Pareto definition assures that no bandwidth is wasted.
A general fairness criterion that covers all the previous one is due to.
8 Given a positive constant α = 1, and a color c, consider the maximization of:
subject to the problem's constraints. Since the utility function is concave and the constraints are linear, this defines the unique α-throughput allocation. It corresponds to the globally optimal allocation when α = 0, the proportional fairness when α → 1, the harmonic mean fairness when α = 2, and the max-min allocation when α → ∞ (see 8 ). Similarly, we can define the weighted α-throughput allocation as the unique solution of maximizing:
(1) We notice by computing the limit of this criterion when α → 1, that there is no "weighted proportional fairness" in the sense of equation 1. This is a remarkable property of proportional fairness: multiplying the value of a connection by a given factor does not modify the allocation (see 10 ).
Problem formulation
We focus on the fairness criterion obtained as solutions of maximizing:
This agrees with the previous definition in the case of global optimization. It also agrees with the previous one if we identify a sub-operator to be responsible for the demand of a given type of a given operator at a given zone, and then apply the previous definitions of fairness to the sub-operators. Thus this assignment is Pareto optimal and has essential fairness properties.
Finally, for a given color c, our problem is to compute the optimal J t , t = 1, . . . , N and D t (z, o) where J t is the number of carriers of type t in a spot of color c and D t (z, o) is the number of type-t carriers assigned on zone z to operator o.
The constraints of our problem can be summarized as follows :
Our allocation algorithm
This part focuses on solving the ISCC constraint. We firstly assume that the number of carriers of each * This results from the fact that we can assign to an operator a carrier of greater type than it requires.
type is known and fixed for all spots of a given color, and determine to what operator we should assign them. Then, we show how to determine the number of carriers of each type. Finally, we show how these two components are combined to obtain our optimal fair allocation. 
Assignment of the carriers to operators in
Our objective is to maximize the total utility.
We work with a fixed given vector J = (J 1 , ..., J N ) ∈ N N . J i corresponds to the number of carriers of type i that can be assigned to demands of type j where j ≥ i.
We want to find Accept, a subset of {1, . . . , p}, that satisfies the constraint of available carriers (i.e. the number of carriers of type i given by J i , i = 1, ..., N ) and maximizes the value V = i∈Accept v i .
The algorithm presented in Fig. 2 solves this problem. The idea is as follows: we add one by one carriers, starting by the most profitable ones. k corresponds to the last level of carrier type that has been filled. More precisely, when all available carriers of type 1, 2, ..., j have been used (the number of assigned carriers of these types has reached J 1 + ... + J j ) then k = j. For each new carrier we check whether its type is larger than k. In this case it is accepted and we update the value of k. Otherwise it is rejected.
This algorithm gives the assignment that maximizes the sum V with respect to the vector J = (J 1 , ..., J N ) ∈ N N in a given spot. For a proof of its optimality, see Appendix B. The algorithm produces a vector "accept" of p boolean elements, and the set Accept consists of carriers whose corresponding "accept" value is 1.
Obtaining a global J
In order to determine the most profitable global J = (J 1 , ..., J N ) ∈ N N , we now consider the following global assignment procedure in a given color.
For each admissible J (satisfying the minimum demand), we find in each spot the best assignment of carriers to operators using the algorithm of Section 2.1. We evaluate the quality of the assignment allowed by J using our global fairness criteria. The J having the best value is selected.
Basic steps for the general solution
Therefore, the solution of our problem can be found in three steps: Satisfaction of the minimum requirements. For each spot s we set
then all the minimum requirements can be satisfied. Otherwise, the system is non-feasable. From a practical point of view, this step can be done by using the algorithm described in Section 2.1 and setting v i = 1 for the minimum demands, and 0 for the other ones.
Maximization of the surplus beneficiaries. Equation 2 shows that, for
, then the optimization criteria given by Eq. 2 goes to −∞. Therefore, we aim at minimizing its degree of nullity by maximizing the number of operators to whom we can assign strictly more than their required minimum. For this, we use the algorithm of Section 2.1, and set the value v of a demand i to:        2 for a minimum (i.e. a required) demand 1 for the smallest demand above the miminum requirement of each beneficiary ‡ 0 otherwise † We can consider a partial order among the assignments: we say that an assignment J is greater than another assignment J (and we write J J) if and only if
We then restrict our optimization problem only to those operators. Fair redistribution of the values. We use the algorithm of Section 2.1. We set the value v i of any minimum demand i to ∞ (or any upper bound). If α ≥ 1, we set the value of the smallest demand to ∞ for the operators to whom we can assign more than their minimum requirements. We then fix the value v j of each non-assigned demand j (D
If α < 1, we use the same equations for all demands above
Numerical Figures

The considered network
We consider an example with 32 spots and 4 colors, so that 8 spots receive the same color.
Each spot is covered by one MF-TDMA channel (whose bandwidth is 36MHz). It can be used with five types of carriers, taking the bandwidths of 6000, 3000, 1500, 750, and 187.5 in kHz. The spacing is of 50%, therefore the bandwidth would allow a maximum number of 4 carriers having the first type, 8 of the second, 16 of the third, 32 of the fourth and 128 of the last one -if all the bandwidth was used for only one type of carrier. Each spot is divided into three zones, and the value C t of the carrier type in one of the spots is given by: In particular, radio signal fading can require an increasing of the Viterbi coding from 3/4 to 1/2, which changes the final rate and the service provided by the operator.
We suppose that there are 40 operators and that each may use at most 3 spots. There may be at most two operators per spot, and any operator in a spot may have 1, 2 or 3 zones. The same zone may be assigned to more than one operator. To achieve this, we choose three different spots among 32 for each operator. If one of these spots already has two operators, we ‡ which can be an operator per zone or an operator per spot or an operator per zone and per type of carrier, etc.
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Numerical results
Results are given by Figs 2.3 and 2.3. We plot the bandwidth given to each operator in the different spots having the same color, and for all types of carriers. Each operator receives a distinct color. In each spot we accumulate the bandwidth assigned to the operators for a particular spot and carrier. The height of the bar is proportional to the bandwidth. Hence, an additional 2-type carrier will increase more the bar than an additional 3-type carrier. We plot the minimum demand plus the surplus, the surplus being on a separate hachured zone, and as said earlier, on a decreased type. carriers of higher indexes are favored compared to carriers of lower indexes. Indeed, the fairness criterion redirects progressively the global optimization policy (α = 0) to a max-min policy (α → ∞). Also, as α grows, the total throughput is reduced which is the natural price of the fairness policy. An interesting remark also can be draw from Fig. 5 . We note that ISCC constraints lead to more waste of the bandwidth as α grows, up to 10% but no more. This comforts us in the fact that the cost of the ISCC remains reasonnable.
Conclusion
In this paper we have studied different optimality and fairness criteria that can be treated uniformly using a single optimization problem with a parameter α that corresponds to the type of fairness or optimality we wish to achieve. All concepts lead to Pareto optimal solutions. We proposed an efficient computational method to achieve the solution in a polynomial time, taking into account ISCC. The method allows to obtain a large range of solutions depending on the fairness parameter. We have also shown that the ISCC constraint presents an acceptable cost to the bandwidth, which can lead to new perspectives of resource allocation algorithms. Now consider that each element i of I is given a type t i and denote 
C Order among the assignments
We say that an assignment J is greater than another assignment J (and we write J J) if and only if
Obviously the relation is a partial order. We suppose here that an operator has a demand in some spot of a vector of j carriers which has to be satisfied. We assume that by giving more, the operator would be satisfied as well. Hence a demand for j tcarriers is considered to be satisfied when assigning instead j k-carriers, with k ≤ t.
The advantage of offering more throughput to an operator is illustrated in the following example:
