Autonomy increases the ability of earth observing satellites by allowing them to acquire more images. This is enabled by an efficient planning and scheduling algorithm which is able to make quick decisions onboard. Due to the NP-hardness of the agile earth observing satellite (AEOS) onboard scheduling problem, heuristic and metaheuristic algorithms seem to be appropriate to cope with increasingly enlarged problems. Also, the algorithms need to be intelligent enough to deal with dynamically changing situations onboard. Such algorithms are missing in the literature and we make the first attempt to propose a learning-based approach (LBA) for the AEOS onboard scheduling problem. LBA adopts an offline trainingonboard scheduling paradigm where it trains a classifier using massive historical data offline on the ground and embeds this classifier to an onboard greedy construction algorithm. At each construction step, the greedy algorithm uses the classifier to test the potential of a task and arranges its observation time if it is accepted by the classifier. Extensive experimental results show that the proposed LBA is highly suitable for onboard use in terms of both solution quality and response time. In particular, LBA easily dominates state-of-the-art algorithms by producing very high quality solutions for large-size problems (with over 100 tasks) in seconds.
I. INTRODUCTION
Over the years, there have been increasing research attention on developing autonomous agile earth observing satellites among space powers in the world [9] , [11] , [22] . Missions have been gradually adding autonomy to satellites to increase the amount of science data returned and reduce mission costs. Famous such missions include the EO1 spacecraft, FireBird and OptiSAR [7] , [11] , [23] , [24] , [28] . The EO1 from NASA is able to detect and respond to the scientific events occurring on Earth such as volcanic eruptions, growth and retreat of ice caps, cloud detection, and crust deformation [7] , [24] , [28] . The FireBird is capable of deriving onboard fire parameters such as the location and size of burning areas [17] , [23] . The OptiSAR, a constellation from Canadian company Urthe-Casr, allows to make the composing optical satellite take cloud-free images with the aid of the leading SAR satellite which is able to capture real-time cloud information [11] .
Satellite autonomy is useful since it eliminates communication delay and enables immediate action to be taken onboard [18] , [22] , [29] . As satellites are orbital spacecrafts, they are not always visible to ground stations and thus com-The associate editor coordinating the review of this manuscript and approving it for publication was Mouloud Denai . munications can take more than a few minutes between the spacecrafts and the ground. If science of opportunity always requires a human in the loop, this may cause a problem since interesting phenomenon may be missed out by the time initial data is transmitted back to the ground, human analyze it and commands are sent back to the spacecraft. To allow onboard decision-making, an autonomous onboard software is needed where the mission planning and scheduling is a core technology.
There have been quite a number of agile earth observing satellite (AEOS) scheduling algorithms proposed in the literature, such as the adaptive large neighborhood search (ALNS [14] ), the greedy construction algorithm [15] , the genetic algorithm [16] , the ant colony algorithm [12] and local search [30] . Almost all of these algorithms are heuristic and metaheuristic algorithms since the AEOS scheduling problem is NP-hard [10] , [21] , [31] , [32] . We note that these algorithms are designed to be used on the ground. Recently, there is one publication studying the AEOS onboard scheduling problem [6] where the authors proposed an anytime branch-and-bound (AB&B) algorithm to solve it. The AB&B algorithm includes a branch-andbound procedure which is an exact algorithm. Such an exact procedure is computationally expensive and may be not VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ applicable to large-size problems when immediate response is required. In situations where near real-time response is required, fast heuristic algorithms seem more promising. Challenges in this area include devising useful heuristic rules for determing whether a new task should be integrated into the ongoing schedule plan. Since onboard environment is highly dynamic and may have situations that are not envisaged on the ground, it is impractical to enumerate all potential rules to cope with various onboard scenarios as these rules are infinitely many. In addition, some of the rules cannot be explicitly stated. Given these remarks, a very promising direction is to develop an ''intelligent'' algorithm which is able to ''learn'' rules from massive scenarios. Unfortunately, such an algorithm is not available in the literature.
In this paper, we make the first attempt to devise a learning-based approach (LBA) for AEOS onboard scheduling. Our LBA basically adopts an offline training -onboard use paradigm. In the offline training part, LBA employs a well-known machine learning algorithm (random forest in our case) to train a classifier which is a key component of the onboard algorithm. The classifier is used to determine whether a task should be scheduled or not. This classifier is essentially a black-box which contains a large number of rules that are learned from massive historical data on the ground. The onboard algorithm is a greedy construction algorithm which constructs a solution progessively. At each iteration, the algorithm considers a pre-sorted task and uses the classifier to test it. If the task passes the test of the classifer, the algorithm will further arrange observation activities for it. Under the offline training -onboard use paradigm, the onboard algorithm is updated once a more sophisticated classifier is obtained on the ground. This is the mechanism to keep our LBA intelligent. We conducted extensive computational experiments to validate the effectiveness of the proposed LBA for AEOS onboard scheduling in terms of both solution quality and response time.
The remainder of this article is organized as follow. We introduce relating backgrounds in Section II, including agile satellite scheduling, autonomous onboard scheduling and algorithm learning. Section III is about our algorithm, and every part of our algorithm is introduced in detail. In section IV several computational experiments and the corresponding results are presented and analyzed.
II. RESEARCH BACKGROUNDS
In this section we introduce research backgrounds in terms of both problem description and methodology review. Specifically, we present the problem description of AEOS scheduling problem, AEOS onboard scheduling mechanisms as well as a brief review of related works on algorithm learning.
A. AEOS SCHEDULING PROBLEM
AEOSs are new generation of earth observing satellites that prosper recent years, Such satellites have three degrees of freedom, roll, pitch and yaw as shown in Figure 1 , which allow them to perform more observations with complex attitude angles that are impossible for non-agile satellites. Due to its agility, the visible time window (VTW) of AEOS with respect to a ground target is much prolonged, which leads to a great number of candidate observation windows(OW) within the VTW. The relationship between OW and VTW is illustrated in Figure 2 .
In this paper we consider a single agile satellite scheduling problem over multiple tracks, which consists of selecting a feasible set of tasks from candidate ones and schedule OWs for them within their VTWs with the purpose of maximizing total rewards of the selected tasks. It is an oversubscribed problem as satellites typically receive more requests than they can accommodate. Such an AEOS scheduling problem can be informally described as follows.
1) PROBLEM DESCRIPTION
In our AEOS scheduling problem, we make the same assumption as [6] that energy and memory are not tight constraints.
a: PROBLEM COMPONENTS
• An agile satellite s whose maximum pitch, yaw, roll angles are γ , π and ϕ respectively;
. . , t n } of candidate ground targets; • A ''profit'' associated with each target t i , which synthesizes a number of factors including client importance, demand urgency, etc.;
. . , VTW in i } of visible time windows(VTW) associated with target t i . VTW is a specified time period during which the ground target is visible to the satellite; As VTW is the basic unit of scheduling, we regard VTWs as metatasks.
• A set of imperative hard constraints: 1. The minimal transition time between two consecutive observations must be met. Satellite need enough time to maneuver and adjust look angle from the current observation to the next one. 
2) MATHEMATICAL FORMULATION
Given the above problem description, it is clear that our AEOS scheduling problem is exactly the same as the one considered in [6] . Therefore, we follow the mathematical model proposed in [6] . To simplify the presentation, the detailed formulation is not repeated here and interested readers are referred to the original paper.
B. ONBOARD SCHEDULING MECHANISM OF AEOS
The above formulation describes a deterministic AEOS scheduling problem and the state-of-the-art ALNS algorithm [14] was proposed for such a problem setting where all tasks are given in the very beginning of scheduling. However, the AEOS onboard scheduling problem is essentially a dynamic problem as new tasks arrive online and the schedule plan needs to be updated every once a while to integrate these new arrivals. In this case, an onboard scheduling mechanism (OSM) is required in terms of when and how to trigger a rescheduling. Note that in every rescheduling, a deterministic AEOS scheduling problem is solved. In our study, we use a successful OSM proposed in [6] . This OSM basically determines the next observation during the execution of the current one. The next observation is the first one selected in the schedule plan generated by an AEOS scheduling algorithm (in their case, a branch-and-bound algorithm) with a time limit (not exceeding the duration of the current observation), taking into account the tasks within a look-ahead time horizon. Note that the new tasks are not considered if the scheduling process is being excuted. The rescheduling is triggered if there are new tasks in the current look-ahead time horizon as opposed to the last one; otherwise the rescheduling is not needed and the last schedule plan is followed. The working scheme of the OSM is illustrated in Figure 3 .
Given this OSM, it is clear that the success of the onboard scheduling highly depends on the AEOS scheduling algorithm. The AB&B used in [6] is an exact algorithm which is computationally intensive when the problem size is large, not suitable for onboard scheduling where near real-time decisions have to be made. To solve the problem, number of branches is limited in the original work [6] . And the running time is successfully controled with the sacrifice of total profit achieved. And a large problem size will greatly influence its performance(this problem is exposed in our experiment with a problem size that ranges from 100 to 400. See Section IV). Due to the NP-hardness of AEOS scheduling problem, heuristic algorithms are widely adopted. Traditional specially tailored heuristic algorithms in the literature were demonstrated effective on the testbed proposed in the papers.
Their effectiveness on other not tested scenarios cannot be ganranteed. The features of onboard scheduling is that the algorithm has to deal with various scenarios that might not be encountered on the ground. In this case, a specially tailored heuristic algorithm is no more applicable. Instead, a heuristic algorithm that is ''intelligent'' enough to cope with a variety of cases is required. To this end, we adopt an offline training -online use paradigm, and train a heuristic algorithm on the ground with machine learning techniques using massive historical schedule plan data for onboard use.
C. ALGORITHM LEARNING
The present work falls in the field of algorithm learning. We use an appropriate set of data features and integrate machine learning techniques into our algorithm. Although not many, the idea of using machine learning to ''learn'' an algorithm has been studied in a number of works. We name a few below. The development of automated approaches employing computational methods using data from publicly available drugs datasets for the prediction of drug side effects has been proposed in [19] . [25] propose a novel framework for automatically attraction classification in leveraging web-harvesting data. Dai et al. [8] , Khalil et al. [13] and Samulowitz and Memisevic [26] proposed to learn a greedy algorithm that behaves like a meta-algorithm which imcrementaly construct a solution for graph optimization problems. They analysed the similarities between graph optimizaton problems and used machine learning techniques to learn heuristic algorithms which can exploit the structure of such problems. Zhang and Dietterich [33] introduced a methodology for solving combinatorial optimization problems through the application of reinforcement learning. Their idea is to analyze a set of training problem instances and learn a search control policy for solving new problem instances. Andrychowicz et al. [1] showed how the design of an optimization algorithm can be cast as a learning problem, allowing the algorithm to learn to exploit structure in the problems of interest in an automatic way. Boyan and Moore [5] proposed to use regression to learn good restart rules for local search algorithms.
III. A LEARING-BASED APPROACH FOR AEOS ONBOARD SCHEDULING
In this section, we present a learning-based approach (LBA) towards the AEOS onboard scheduling in detail, including the general framework and its components.
A. GENERAL FRAMEWORK
The general framework of the LBA is shown in Figure 4 , which consists of two parts: offline training and onboard scheduling.
• The purpose of the offline training is to train a classifier based on a large number of historical scenarios provided by the ground operational center. This classifier is a key component of the onboard scheduling algorithm which is able to tell whether a given task should be scheduled or not. The training set for such a classifier is composed of the data of all tasks from the historical scenarios. We denote a training set composed of n samples as
is a vector of feature values of a metatask, and Y i is a label indicating whether the metatask is scheduled or not in its parent scenario. X i is calculated based on the selected features which characterize the AEOS scheduling problem structure. The value of Y i can be obtained by reference to a solution sol of the parent scenario of task i . Y i is assigned 1 if task i appears in sol; assigned 0 otherwise.
• The onboard scheduling part of the LBA is to implement a greedy algorithm with the classifier for task filtering and generate a feasible solution for the ''new scenario'' each time when a rescheduling is triggered.
B. OFFLINE TRAINING
In offline training part, LBA learns a classifier that will be embedded in the onboard scheduling algorithm for task filtering. To learn such a classifier, we resort to well-known machine learning algorithms such as neural networks, support vector machine and random forest [2] , [20] , [27] . All of these algorithms were tested and random forest achieved the overall best results in our experiments (see Section IV). These machine learning algorithms take the training set Algorithm 1 Offline Training Procedure Require: A scenario set S = {sce 1 , sce 2 , . . . , sce n }, in which each scenario sce i is a set of metatasks: s i = {task 1 , task 2 , . . . , task n }; A feature set F = {f 1 , f 2 , . . . , f m } Ensure: A classifier CF 1: FV ← [] // A feature value set used to contain the feature value of each task. 2: LB ← [] // A label set used to contain the label of each task. 3: num ← 0 // Index variable. 4: for each sce i in S do 5: Solve sce i with ALNS and keep the best solution Sol i 6:
for each task j in sce i do 7: if task j in Sol i then 8 for each feature f k in F do 13: calculate feature value v jk of task j 14: 
, . . . , (X n , Y n )} as input and output a classifier which is able to tell whether a new given metatask should be scheduled or not. The pseudo code of the offline training procedure is shown in Algorithm 1. In what follows, we introduce how the features are selected and the reference solutions are generated in order to obtain the feature value X i and the label value Y i .
1) FEATURE SELECTION
The features presented in this section are transformed from heuristic measures proposed in previous AEOS scheduling literature.
Heuristic measures
We summarize a set of heuristic measures that frequently appear in previous AEOS scheduling literature as follows.
• Profit: Profit is what we directly concern about. If a target can produce more profit than others then it is more likely to be selected into the schedule plan.
• VTW Count: Visible time window determines the visible period of a target and the period in which the scheduling algorithm can arrange its observation. So the more VTW a target has, the more it is likely to be in the schedule.
• VTW Length: This measure shares the same principle with the VTW count. A longer length of visible time can earn more chances for the target to be arranged.
• VTW Length Conflict: This measure estimates the conflict between two observation targets by their overlapped length of VTWs.
• Num of VTW Conflict: The number of targets that have overlapped VTW with each other. This measures conflict as observation of a target may occupy the VTWs of other targets. The longer overlapped length is, the severer conflicts there are.
• Local Density: Local Density of VTWs is another type of measure to possible conflict as dense target distribution certainly causes conflicts and targets in such area have less chances compared to targets in sparse area.
• Local Best: Target with the best quality in a local neighborhood has more priority to be selected. The selected features Now we list our selected features and divide them into three categories (cheap, moderate and expensive) by their calculation cost.
Basic Attributes (cheap)
1 Task Duration 2-4 Task profit priority, priority 2 (quadric), priority 3 (cubic) 5 VTW length 6-9 number of VTWs for the task count, count 2 (quadric), count 3 
(cubic) Conflict Measured by Transition Time (expensive)
10-13 Transition time loss: the transition between tasks are actually not earning any money, so we regard it as a kind of loss to measure conflicts. Features include the transition time to the next target, mean transition time to the following colliding targets, transition time from the previous target, mean trainsition time from current target is the best choice among metatasks in its previous and subsequent neighborhood, mesured by the trainsition time and the ratio of profit and transition time.
2) REFERENCE SOLUTION GENERATION
Recall that the label value Y i of task i is determined by the reference solution with respect to the parent scenario of task i . Y i takes the value of 1 if task i is within the reference solution, and 0 otherwise. The reference solution is required to be of high quality in order to ensure the correctness of Y i , which further ensures the effectiveness of the resulting classifier. Given these remarks, an AEOS scheduling algorithm that is able to produce high quality reference solutions is called for. In our case, the reference solution is the best solution produced by ALNS [14] in offline mode. ALNS provides a framework in which a number of simple heuristics compete to improve the current solution. At each iteration a new solution is generated and accepted to replace the current solution if imposing criterion are met. ALNS keeps a best solution which is continuously updated during the search process. For more details of the ALNS, we refer the readers to the original paper. 
C. THE ONBOARD SCHEDULING ALGORITHM
The onboard scheduling algorithm is shown in Algorithm 2. This is essentially a greedy algorithm which constructs the solution progressively. Tasks are first sorted in ascending order of their VTW start time. Following this order, at each iteration of the construction process, the algorithm examines a task and uses the ground-trained classifier to test whether it should be considered or not. If the answer is affirmative, the algorithm further arranges the start time within VTW of the task in the (partial) solution. A task may be associated with multiple VTWs. In this case, the VTW with the highest score is selected and other VTWs are discarded (as shown in Figure 6 ). The arrangement of the start time could fail due to the violation of the transition time constraint. The algorithm continues until all tasks are examined. We note that such a greedy algorithm is highly efficient and is very suitable for onboard dynamic enviroment where quick response to emergent tasks is always required.
IV. COMPUTATIONAL EXPERIMENTS A. EXPERIMENT SETUP
The algorithm is coded in Python and excuted on an Intel (R) Core (TM) i5-3317U CPU 1.70 GHz under Win-dows10 with 4GB RAM. The configurations of experiment scenarios are illustrated below.
Experimental time is set to be 24 hours, from 2017/10/20 00:00:00 to 2017/10/21 00:00:00. The agile satellite is designed with a largest pitch degree of 45, roll degree os 45 and yaw degree of 90. A satellite can be located in space by six parameters which are the length of semi-major axis(a), eccentricity(e), inclination(i), argument of pergee(ω), right acension of the acending node( ) and mean anomaly(m). The values of these parameters of our satellite are shown in Table 1 . It is a normal near-earth satellite whose rotation period around earth is 114 minutes. The satellite flies over China multiple times during the 24 hours of experiment. Therefore most targets have more than one VTW.
B. SCENARIO GENERATION
Since we have no access to real historical scenarios, they are replaced by a set of randomly generated instances.
Algorithm 2
The Onboard Scheduling Algorithm Require: Current list of unscheduled metatasks TL 1 = {task 1 , task 2 , . . . , task n }, new uploaded list of metatasks: TL 2 = {task n+1 , task n+2 , . . . , task n+m } Ensure: Observation sequence of metatasks Obs 1: TL ← TL 1 ∪ TL 2 // Updated metatask list. 2: num ← 0 // Index variable. 3: Obs ← [] // Final production. 4: sort TL by the starttime of metatasks 5: for each task j in TL do 6: if Classify(task j , TL) = True then 7: if task j can be successfully inserted into Obs then 8: Obs[num + +] ← task j 9: end if 10: end if 11: TL ← TL − task j // Remove current task. 12: end for 13 19: if t belongs to the same task with task j then 20: scores[num + +] = CalculateScore(t) // Calculate score. 21: end if 22 : end for 23: if s = max(scores) then 24: return True 25: else 26: return False 27: end if By investigation we found that targets are rather uniformly distributed across land and sea. So during our experiment observation requests are generated uniformly in a square area surrounding China and its neighbors. For each request, several attributes are considered: profit, geographical position, due time and minimum imaging duration to meet required quality. All the attributes values are generated by random uniform distribution. We design different scenario with different problem sizes, which range from 100 to 400 with a step of 50. According to our investigation, these numbers are close to real situation. A scenario with 300 tasks is shown in Figure 7 .
C. ON THE SELECTION OF A MACHINE LEARNING ALGORITHM FOR LBA
The proposed LBA relies on a classifier which is trained offline using a machine learning algorithm. There are quite a number of sophisticated machine learning algorithms for classification purposes, such as Random Forest [27] , Support Vector Machine [2] , Neural Network [20] , Ridge Regression [3] , etc. Their performances vary in different problem settings. It is still not clear which algorithm is the most suitable one to be embeded into our proposed LBA. To figure out this issue, we conducted experiments to investigate three of them that performed fairly well according to our preliminary tests, namely Random Forest, Support Vector Machine and Neural Network. Algorithm configurations and training process are detailed below. The algorithm implementations we used are off the shelf from scikit-learn, a well-known free software machine learning libray for Python [34] .
1) CONFIGURATION OF MACHINE LEARINING ALGORITHMS
Each of the three machine learning algorithms relies on a set of correlated parameters. To achieve a reasonable configuration of the parameters, we carried out extensive parameter tuning using the grid searching method. Specifically, we first gave each parameter a value range, and then divided it into q (set to 10 in our case) equal partitions, resulting in q values. Following this line, a set of n parameters leads to q n combinations of setting, and the one yielding the best performance is finally chosen. We summarize the best parameter settings for the three algorithms below (some unimportant parameters are set to the default value in the scikit-learn implementation).
Neural Network The network is composed of an input layer (whose number of units is exactly the number of input attributes from the problem domain), two hidden layers (with ten and five units respectively), and a single output unit. Neurons are fully connected, with a rectified linear unit activation function that returns f (x) = max(0, x). The network was trained using back-propagation with a learning rate of 0.01. Support Vector Machine The SVM was implemented with a sigmoid kernel function tanh( 1 n features x, x + 0.1) where n features denotes the number of features. We use a soft margin and set the penalty parameter of error term to be 1.
Random Forest The random forest is composed of fifty decision trees. For each tree, the number of features is the square root of the total feature number. Different from the standard implementation which always selects the best node to branch, our random forest chooses a node from a random subset of features for branching. In addition, the scikit-learn implementation combines fifty sub-classifiers (corresponding to fifty trees) by averaging their probabilistic prediction, instead of letting each sub-classifier vote for a single class (either 0 or 1).
2) TRAINING AND VALIDATION
Our initial training set is composed of approximately 20 thousand samples. These samples were generated from 35 reference solutions of 35 scenarios (5 scenarios for each problem size as we have mentioned in section IV-B). The reference solutions were produced by the state-of-the-art ALNS algorithm. As one ground target is usually associated with two or more metatasks(VTWs) and at most one of them can be selected in the reference solution, the samples with negative labels are much more (around 3 times) than positive ones, leading to an unbalanced set of training data. To mitigate this issue, our final training set includes ten thousand samples that are randomly selected from the twenty thousand candidates.
Cross-validation is a widely used technique to estimate the performance of a predictive model. To estimate the performance the classifiers produced by the three machine learning algorithms, we used a ten-fold cross-validation technique which has been shown to able to provide an accurate estimate of the true error rate [4] . Our experimental results showed that the average classification accuracy is 0.85, 0.83, 0.82 for random forest, SVM and neural network respectively.
By embedding the three resulting classifiers into the LBA, we obtain three LBA variants, namely LBA NN (LBA with neural network), LBA SVM (LBA with SVM) and LBA RF (LBA with random forest). We measure the performance of the algorithms in terms of the ratio of the total profit achieved by LBA variant and ALNS in offline mode. As shown in Figure 8 , LBA RF is the overall winner of the three candidates where the lowest profit ratio is over 86% for the largest problem size (with 400 tasks) and the highest one reaches 96% for the smallest problem size (with 100 tasks). LBA RF is always the best for all problem sizes, achieving more than 90 percent of reference profit on average. By comparing LBA SVM with LBA NN , the former performs better at large problems (with 300 tasks or more) while the latter is better at small problems (with less than 300 tasks). Figure 9 shows the number of selected tasks in the solutions produced by LBA NN , LBA SVM and LBA RF . As expected, the number of tasks included in the solution of LBA RF is the most among the three solutions. Still, LBA NN and LBA SVM have almost the same performance as they select almost the same number of tasks. Given the above results, random forest is finally chosen to be embedded into LBA hereafter (i.e., the LBA hereafter is exactly LBA RF ).
D. COMPUTATIONAL RESULTS OF THE PROPOSED LBA
In this section, we report computational results of our proposed LBA which uses random forest to train the classifier. We generate 5 scenarios for each problem size and report the average result of these scenarios. To show the merit of LBA, we also report computational results of the state-of-the-art AB&B and ALNS online for comparison purposes(the limitations on number of branches that we mentioned in Section II and other parameters are the same as the original work [6] ). ALNS online is a variant of ALNS which applys ALNS to the online scheduling pattern in Section II-B. AB&B employs an exact branch and bound algorithm to solve each rescheduling problem. The online updating frequency is ten minutes, which means the online task list waiting for scheduling is updated every ten minutes. The performance of these algorithms are assessed in terms of both solution quality and computational efficiency. Solution quality is measured by the ratio of total profits produced by the three algorithm in online mode and the profit found by ALNS in offline mode where all tasks are given at the beginning. Compuational efficiency is the response time which is the mean time span starting from the upload of tasks to the schedule plan is produced. The results are shown in Figure 10 and Table 2 .
From Figure 10 , we can see that our LBA easily dominates ALNS online and AB&B in onboard mode. Indeed, LBA achieves a higher average total profit than ALNS online and AB&B over all problem sizes. In particular, the proposed LBA is able to achieve approximately 91.3% of the total profits obtained by ALNS in offline mode on average. This is quite satisfactorily as not like offline ALNS, LBA solves a couple of rescheduling problems to form the solution of the original entire problem where in this way, the input tasks may be less (more discussions are provided in the sequel). From Table 2 , we can observe that our LBA is much faster and the average response time is consistently less than 12 seconds. ALNS online requires a couple of minutes which is not suitable for onboard use as such a response time is unacceptably long. AB&B's average running time is less than a minute but is still appproximately three times as much as that of LBA. Another encouraging feature of our proposed LBA is that its response time is linearly increased with the problem size which means our algorithm is able to handle even larger problem sizes. This is quite obvious because the running time of both classifying the metatask list and the greedy construction process are O(n).
Note that ALNS online only achieves approximately 60% of the total profit achieved by ALNS in offline mode. There are two reasons to account for this phenomenon. First, the onboard scheduling mechanism triggers multiple reschedulings and each time only a fraction of the entire problem is solved. ALNS online thus lacks a global knowledge of the task distribution. Second, ALNS online requries some time to solve a rescheduling problem, during which the satellite may have missed out some observation chances. Initially designed for offline mode, ALNS does not have the above two issues since it is expected to solve the original problem as a whole in ground scheduling centers. Althuogh AB&B was designed for online purpose, when facing problems of large size it suffers the same problems as ALNS. Indeed, AB&B performs well on a problem with 25 tasks in the original work [6] , but it faces run time problems in our experiments as our minimum problem size is 100. It can be easily understood that the run time of the exact branch and bound algorithm increases exponentially as the problem size grows (while the growth trend of our LBA is linear). Although faster than ALNS, the run time of AB&B is still unsatisfactory in practice when quick (or even immediate) response is required. Figure 11 shows the number of scheduled tasks in the solutions produced by LBA, AB&B, ALNS online and ALNS. It is no doubt that ALNS always achieves the most scheduled tasks as it is an algorithm designed for offline mode. Among the three algorithms for online mode, LBA is consistently better than the other two in terms of the number of tasks scheduled. This constitutes a reason why the solution of LBA has a higher profit than those of the other two.
E. ANALYSIS OF DIFFERENT CLASSES OF FEATURES
In the above experiments, LBA was run with the entire feature set (presented in Section III) including the set of cheap features, moderate features and expensive features. A question naturally arises: are all of these features necessary? To answer this question, we conducted experiments by running LBA with three different subsets of features respectively. Figure 12 shows the average computational results, measured by the ratio of profit produced by the respective subset of features and profit by the entire set of features. Computational time in seconds are listed in Table 3 associating different size of scenarios with different subset of features.
From Figure 12 , we can see that in general each subset of features can achieve no more than 90% of profit by entire features over all problem sizes. LBA with the expensive features performs the best and has stronger ability to handle large scale scenarios while the computational cost is several times more than other subsets. From the above results, we conclude that the more complicated the feature is, the better performance it brings to LBA.
V. CONCLUSION AND FUTURE WORK
In this paper, we propose, for the first time, a learningbased approach (LBA) for AEOS onboard scheduling. LBA makes use of machine learning techniques to train offline a classifier based on massive historical data stored in the ground operational center. To train this classifier, we carefully select a number of features that well characterize the problem. The classifier is a key component of the onboard greedy construction algorithm of LBA, which is used to tell whether a task belongs to a high quality solution or not. If the task is classified to be a potential member of the solution, the algorithm further arranges the observation start time of the task within one of its visible time windows. We note such an offline training -onboard use paradigm is quite practical at present as the onboard memory and computational resources are rather limited which can not support onboard training.
We conducted experiments to verify the effectiveness of the proposed LBA. Our first experiment was to select a most efficient machine learning algorithm among three well-known candidates (including random forest, neural networks and SVM) for classifier training and the results indicate that random forest is the winner. The second experiment compares our LBA with a state-of-the-art AB&B algorithm and a LBA variant where the greedy algorithm is replaced by ALNS. The outcomes reveal that our LBA is superior over the other two in terms of both solution quality and response time. In particular, LBA can produce higher quality solutions with much less running times compared to the two reference algorithms. The run time is typically a number of seconds for problems with over 100 tasks. Such a response time is fairly fast and is quite suitable for onboard use. Our last experiment was to test the contribution of the three sets of features (cheap, moderate and expensive) and the results showed that three sets of features are all useful and the expensive set is the most contributive one among the three.
For future work, one research direction is to develop a problem-tailored machine learning algorithm for producing a more efficient classifier which hopefully can further improve the performance of the LBA. We would also like to consider more complicated problem models where memory and energy constraints are imposed.
