This paper deals with a generalized nonlinear weakly singular retarded Wendroff-type integral inequality with maxima of an unknown function of two variables. The key is that a technique of monotonization without separability and monotonicity of given functions is used for estimating the boundedness of unknown functions. Then our outcomes can be helpful to weaken conditions for some known results. By applying our results, the uniqueness of solutions for some singular integral equation with maxima may be proven.
Introduction
The Gronwall inequality [1] holds a vital place in studying qualitative properties of the solutions of integral equations and differential equations. Some linear and nonlinear generalizations (e.g. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] ) of the Gronwall inequality have been extensively discussed. With further study of fractional differential equations, integral inequalities with weakly singular kernels have attracted more and more attention (see [12] [13] [14] [15] [16] [17] [18] [19] [20] ). In [14] , a new method was presented to analyze the nonlinear singular integral inequalities of Henry type: On the other hand, since differential equations with maxima of the unknown function [21] [22] [23] [24] [25] [26] can be applied in control theory, some significant results for integral inequalities containing the maxima of the unknown function [22, [27] [28] [29] [30] Define 1 , 2 : B ⊂ R → R \ {0}. As in [4] , if 1 / 2 is nondecreasing on B, then 1 ∝ 2 .
u(t) ≤ a(t) + b(t)
Considering inequality (1.4), we make the following assumptions for all j = 1, . . . , m: (A 2 ) a ∈ C( , R + ), f j ∈ C( × [b * (x 0 ), x 1 ) × [y 0 , y 1 ), R + ), ω j , μ j ∈ C(R + , R + ) with ω j (t) > 0, μ j (t) > 0 for t > 0; (A 3 ) g, ϕ ∈ C(R + , R + ) and ψ ∈ C( , R + ), and ϕ is strictly increasing such that lim t→∞ ϕ(t) = ∞;
(A 4 ) α j ,ᾱ j ∈ (0, 1], β j ,β j ∈ (0, 1), γ j > 1 - For those ω j 's, μ j 's given in (A 4 ), defineω j (t) inductively bỹ
where ε > 0 is an arbitrarily given constant.
Lemma 1 ([16])
Let α, β, γ , and p be positive constants. Then
where
Lemma 2 Suppose that
j is the inverse of the function
4)
t j is a given constant, and η j is defined by
Proof Let b be positive on . It means that η 1 (x, y) is positive on . Under such a circumstance, η 1 is nondecreasing on and η 1 (x, y) > 0,
From (2.2) and (2.7), we have
Concerning (2.8), we consider the auxiliary inequality Since
First, (2.10) holds for m = 1. In fact,(2.9) for m = 1 is written as
(2.14) 
Integrating inequality (2.15) from x 0 to x, from (2.4) we get 
is true for m = 1. Assume that (2.10) holds for m = k. Consider 
Since h jhj is nondecreasing and
Integrating the above inequality from x 0 to x, we can obtain
Then inequality (2.21) can be rewritten as
the same form as (2.9) for m = k.
is a nonnegative continuous and increasing function on R + and positive on (0, +∞). Moreover,
, t > 0, (2.25) 
Note that
Then, from (2.20), (2.24), and (2.28), we get
This proves that
Therefore, (2.27) becomes
Since ξ , η are arbitrary, replacing ξ and η with x and y, respectively, we have
Using the same arguments as above, where η 1 (x, y) is replaced with η 1, (x, y), we get
Then consider the continuity of η i, in and the continuity of H j and H -1 j for j = 1, . . . , m, and let → 0 + . Then we obtain (2.7). This completes the proof. 
Theorem 2.1 Suppose that
Proof Above all, we monotonize functions f j , ω j , μ j , g, and a in (1.4). Let
which is increasing in x and y. The sequence {ω j }, defined by ω j (s) and μ j (s) in (2.1), consists of nonnegative and nondecreasing functions on R + and satisfies
Moreover, because the ratiosω j+1 /ω j (j = 1, . . . , m -1) are all nondecreasing, we havẽ By Jensen's inequality and (2.47), we get, for all (x, y) ∈ , 
Clearly, z(x, y) is increasing in x. By the definition of z(x, y) and (2.50), we have
Since ϕ(t) is strictly increasing and z(x, y) is nondecreasing, from (2.51) we get, for (s,
From the definition of z(x, y), (2.42), (2.51), and (2.52), it follows that
where ϑ j (t) ≡ 1, t ≥ 0.
Let v(t) := ϕ -1 (t 1/q ), which is a continuous and increasing function on R + . Thusω 
, and (2.53), we obtain According to (2.51) and (2.54),
It is easy to verifyr m (X, Y , X, Y ) = r m (X, Y ). Thus, (2.57) can be written as
Since X, Y are arbitrary, replacing Y and X with y and x, respectively, we have
. This completes the proof.
Theorem 2.2 We make the following assumptions:
( S 
are all nondecreasing with {φ j ,φ j }(t) > 0 for t > 0, and
In (2.61) and (2.62), t j > 0 is a given constant,
, and
which are increasing in x and y and satisfyḡ j (x, y, s, t) ≥ g j (x, y, s, t) ≥ 0 for j = 1, 2, . . . , m. From (2.60), (2.67), and the definition ofg j , we obtain
By Lemma 1, Hölder's inequality, (S 4 ), and (2.68), we obtain, for all (x, y) ∈ , By Jensen's inequality and (2.69), we get, for all (x, y) ∈ ,
By the definition of e 1 andg j , from (2.70) we obtain
Concerning (2.71), we consider the auxiliary inequalities
Clearly, z(x, y) is increasing in x. From (2.72) and the definition of z, we have 
Let v(t) := t 1/(kq) , which is a continuous and increasing function on R + . Thus φ q j (v(t)) andφ q j (v(t)) (j = 1, . . . , m) are continuous and increasing on R + and positive on (0, ∞). 
Note that X * 2 = X 2 and Y * 2 = Y 2 . It follows from (2.73) and (2.76) that 
, where Applying Corollary 2.3 to the specified M = 1, m = 2, ϕ 1 (u) = u, f j (x, y, s, t) = h j (x, y, s, t), b j (t) = t, c j (t) = t, α j =ᾱ j = 1, g(t) = t, we obtain (3.3) from (3.5). 
