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Аннотация. В данной статье рассматривается возможность внедрения геоданных в снимки земной по­
верхности при помощи методов стеганографии. Рассмотрен стеганографический модифицированный метод 
Коха-Жао, а также предложен субполосный метод кодирования информации, позволяющий помещать гео­
данные в изображение с внесением меньшего числа искажений.
Resume. This article presents the possibility of implementing a geodata in images of the earth surface using 
the methods of steganography. Considered steganographic modified method of Koch-Zhao and proposed a subband 
method that allows you to put geodata in the image introducing fewer distortions.
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Значительную роль в современной картографии играют изображения, полученные с искус­
ственных спутников Земли или с помощью аэросъемки. Все чаще их применяют для поиска опти­
мального маршрута, анализа состояния объектов и их идентификации. В настоящее время исполь­
зование снимков земной поверхности характерно для различных сфер жизнедеятельности челове­
ка: природопользование, сельское хозяйство, экологическая безопасность, земельный кадастр, 
навигация, моделирование, картография, мониторинг, энергетика и т.п. Изображения, полученные 
с помощью космической и аэросъемки, для проведения анализа добавляют в базы данных, сопо­
ставляя их с геоинформацией. Под геоданными понимается информация о географическом поло­
жении и состоянии пространственных объектов, а также об изменениях в их состоянии.
Существующие технологии хранения геоданных используют базы данных и соответствую­
щие им изображения, что заметно увеличивает трафик для мобильных устройств при использова­
нии геоданных. Таким образом, представляется целесообразным хранить информацию об изобра­
жении (геоданные) в самом изображении, используя скрытное кодирование, не вносящее видимых 
пользователю искажений и не влияющее на системы автоматической идентификации. Методы, 
позволяющие осуществить скрытное кодирование, принято называть стеганографическими [1].
На рисунках 1 и 2 предложены схемы кодирования и декодирования геоданных в изображе­
нии.
Рис. 1. Схема кодирования информации 
Fig. 1. The scheme of encoding information
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Рис. 2. Схема декодирования информации 
Fig. 2. The scheme of decoding information
Д л я скрывающ его кодирования информации в изображении в работе будет использовано  
матричное представление, м одель которого приведена ниже.
Рис. 3. Модель матричного представления изображения: а) изображение; б) фрагмент изображения 
в частотном представлении; в) фрагмент изображения размером [N х M  ]
Fig. 3. Matrix representation of image: a) image; b) the fragment of image in frequency representation;
c) the fragment of image size [N х M  ]
Рисунок 3а -  это представленный в цифровой форме результат регистрации энергии от зри­
тельного образа объекта или явления, хранимый, передаваемый или используемы й для дальнейш е­
го воспроизведения в виде пикселей. П од пикселем будем  понимать наименьш ий зарегистрирован­
ный неделимы й элем ент изображения в пространственной области, являю щ ейся количественной  
оценкой энергии в регистрируем ой частотной полосе.
В практике цифровой обработки изображений известны методы, в основе которы х леж ит не 
само изображение, а его дискретно-косинусное преобразование (ДКП). И звестно [2] прямое ди с­
кретное косинусное преобразование и обратное дискретное косинусное преобразование.
Прямое Д К П :
Ф  = D • F • D T (1)
где F -  блок изображения размера [  х M  ], со значениями пикселей f n,m ;
Ф  -  блок коэффициентов ДКП ; 
размера [ х О ],  со значениями фию;
D -  матрица Д К П , D = {du,w} , 
u = 1,2 ,...,U  w = 1,2 ,..., Q  .
Обратное ДКП :
F = D T • Ф • D , (2)
где F -  блок изображения, восстановленного из частотных коэффициентов ДК П .
М атрица D , хранит набор функций косинуса в дискретном виде, которые необходимы для  
осущ ествления ортогонального преобразования изображения F (1) и (2) в Д К П  - ФИ.
1 8 4  Н А У Ч Н Ы Е  В Е Д О М О С Т И  М Серия Экономика. Информатика.
2016 № 2 (2 23 ). Выпуск 37
1 N  M
d (u,w') = i—  ------ C(u)C (w) i  i  cosl-
'\JN  xM  n = 1m = 1 -
где u , w -  ш аг дискретной частоты u = 1,2, . . . , U  w = 1,2,..., Q ; 
C(l) -  коэффициенты:
1
C (l) = ''
n(2n + 1)u
cos
n(2m + 1)®
2 N 2M
(3 )
J  = 1
2 , l соответствует u или w . (4)
1 ,  l  >  1
Этот математический аппарат положен в основу метода стеганографии Коха-Жао. Суть ме­тода состоит в кодировании бита информации путем замены действительных значений величин коэффициентов ДКП, выбираемых после предварительного анализа частотной области изображе­ния. Предварительный анализ позволяет выбрать частотные координаты по заранее известному решающему правилу. Кодирование и декодирование осуществляется в коэффициентах ДКП.Алгоритм кодирования:
1. Изображение, представленное в цифровом виде, разбить на блоки F [n x M  ] пикселей.
2. Представить геоданные в виде символов ew е
3. Задать размер частотных областей ДКП [u xQ].
4. Рассчитать матрицу ДКП D .
5. Найти коэффициенты ДКП: Ф  = { } , u = 1,2 , . . ,  U , w = 1,2 , . ,  Q.
6. Согласно решающему правилу выбрать номера коэффициентов ДКП: u  е  U  , w е Q .
7. Согласно кодируемому символу ew осуществить кодирование.
8. Осуществить обратное ДКП, Ф  = {f>, а }, u =  1 , 2 , . ,  U , w =  1 , 2 , . ,  Q .
Алгоритм декодирования:
1. Изображение, представленное в цифровом виде, разбить на блоки F [n  x  m  ] пикселей.
2. Задать размер частотных областей ДКП [u x q] .
4. Рассчитать матрицу ДКП D .
5. Найти коэффициенты ДКП: Ф = ^  }, u  =  1, 2 , . ,  U  , w = 1, 2 , ...,  Q .
6. Согласно решающему правилу выбрать номера коэффициентов ДКП: u  e U  , w е  Q  .
7. Декодировать символ геоданных e w  .
На рисунке 4 представлена известная частотная модель изображения, в которой осуществле­но разделение матрицы коэффициентов ДКП на частотные области. Так, самые низкие частоты рас­положены в левом верхнем углу изображения, а самые высокие - в правом нижнем. Известно, что наиболее эффективным является кодирование информации в области средних частот, так как низкие частоты содержат наибольшую часть энергии изображения, а высокие - наиболее подвержены ис­кажениям, вносимым каналом связи и больше поддаются влиянию при обработке.Оценка искажений, вносимых в изображение после скрытного кодирования, определялась по формуле корреляции (5), оценивающей меру близости между исходным фрагментом изображе­ния и фрагментом со скрытно закодированной информацией.
N M (  1 N M \  N M (  1 N MZZ| F  — Z Z f iz z |f  — — Z Z FLu \ n,m лт n,m n,m дг nj
p  = n=1 m=1 V N  * M  n=1 m=1 J n=1 m=1 V N  ' M l  n=1 m=1 J ( 5 )
\ N M f  1 N M Л 2 N M f  1 N M
i z  Z I F n,m - N M  i t Z  F n,m J i t Z VF n,m - ~N Z M  i t Z  F
где F nm - пиксель исходного фрагмента изображения F ;
F nm - пиксель исходного фрагмента изображенияF ;
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р  - степень корреляции между изображением F и изображением F .
с р е д н  е ч а с т о т н а я  
о б л а с т ь
в ы с о к о ч а с т о т н а я
о б л а с т ь
Рис. 4. Частотная модель изображения 
Fig. 4. Frequency model image
Результат расчетов представлен в таблице 1. Основным недостатком метода, и в целом мето­
дов использующих для кодирования частотную область, является использование при ДКП всех пик­
селей изображения, что не позволяет выполнять пространственную избирательность. Как можно 
увидеть на рисунке 5, при изменении коэффициентов, расположенных в низкочастотной области, и 
при повышении частоты кодирования (рис. 5 в-д) в изображении появляются значительные иска­
жения, такие, как пятна и рябь. Так как коэффициент (1;1) содержит в себе информацию о постоян­
ной составляющей сигнала, при его изменении изображение полностью затеняется (рис. 5 б). Эта 
особенность связана с распределением энергии в изображении.
д)
Рис. 5. Фрагмент изображения: а) исходного; б) при инвертировании коэффициентов ДКП c координатами 
(1,1); в) при инвертировании коэффициентов ДКП c координатами (3,1); г) при инвертировании коэффициен­
тов ДКП c координатами (6,7); д) при инвертировании коэффициентов ДКП c координатами (45,46)
Fig. 5. The fragment of image: a) input; b) by inverting the DCT coefficients with coordinates (1,1); c) by inverting the 
DCT coefficients with coordinates (3,1); d) by inverting the DCT coefficients with coordinates (6,7); e) by inverting the
DCT coefficients with coordinates (45,46)
В процессе проведенных предварительных исследований было отмечено, что информация, 
закодированная в ВЧ- и СЧ-областях, менее стойкая к внешним воздействиям по сравнению с ин­
формацией, закодированной в НЧ-области. Но как видно из табл. 1 и показанного ранее 
рис. 5 б, в, г, искажения в ВЧ- и СЧ-областях существенны. Следовательно, необходимо разработать 
более избирательный метод скрытного кодирования, в котором все преобразования и анализ будут 
происходить в пространственной области с наименьшими потерями.
Т а б л и ц а  1 
T a b le  1
О ц е н к а  и с к а ж е н и й , в ы з ы в а е м ы х  в н е д р е н и е м  и н ф о р м а ц и и  
п р и  п о м о щ и  м е т о д а  К о х а —Ж а о  
E v a lu a tio n  o f  th e  d is to r t io n  c a u s e d  b y  e m b e d d in g  th e  in fo r m a tio n  u s in g  th e  K o c h —Z h a o
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Ч а с т о т н а я
о б л а с т ь
№  э к с п е р и ­
м е н т а
К о э ф ф и ц и е н т ы К о р р е л я ц и я ,
Ри о
1 2 3 4 5
НЧ 1
1 2
0.9864
2 1
НЧ 2
1 1 (X
2 2
НЧ 3
1 3 0.8072
3 1
НЧ 4
5 6 0.9699
6 5
НЧ 5
6 5 0.9865
7 6
НЧ 7 9
10
0.9978
10 9
СЧ 6 25 12 0.9981
26 13
СЧ 8
10 30 0.9998
30 10
СЧ 9 37
38
0.999938 37
ВЧ 10 45 46 близко к 1
46 45
ВЧ 11
62 63 близко к 1
63 62
М атем ати ч еск ой  о сн о во й  п р ед л о ж ен н о го  м етод а  я вл я ется  суб п ол о сн ое п р еоб р азован и е [3, 4]. 
П р я м о е суб п о л о сн о е  п р ео б р а зо в а н и е  п р о и зв о д и т ся  с  п о м о щ ь ю  п о л уч ен и я  с уб п о л о сн о й  п р о ­
ек ц и и  (6), п р и  это м  я д р о  с уб п о л о сн о й  м а тр и ц ы  и м е е т  ви д  (7). О б р а тн о е  п р ео б р а зо в ан и е  п р о и схо д и т 
п у те м  п о стр о ч н о го  ск а л я р н о го  п р о и зв ед е н и я  тр а н сп о н и р о в а н н о й  м а тр и ц ы  с о б ств е н н ы х  век то р о в  
н а  м а тр и ц у  с уб п о л о сн о й  п р о ек ц и и  (8).
П р ям о е суб п о л о сн о е  п р ео б р а зо в а н и е  (п о л у ч ен и е с уб п о л о сн ы х  п р о ек ц и й ):
А , = (Q ,,  F  , г = 1, 2, 3, — , R  (6)
гд е  F  -  б л о к  и зо б р а ж е н и я  р а зм е р а  [ х M ] со  зн а ч е н и я м и  п и к сел е й  f nm ;
А r -  век т о р -м а т р и ц а , со д е р ж а щ а я  зн а ч е н и я  с уб п о л о сн ы х  п р о ек ц и й , A r = )ar ш} ;
Q r -  м а тр и ц а , в  с тр о к а х  к о т о р о й  р а сп о л о ж е н ы  со б ств е н н ы е в ек то р а  суб п о л о сн о й  м а тр и ц ы  [4, 5]. 
Я д р о  суб п о л о сн о й  м а тр и ц ы  B r и м е е т  ви д:
sin
B  = 2-
2
—  (и -  со)
cos
и, + и
2п(и -  со)
гд е  и , о  -  ш а г д и ск р етн о й  ч асто ты  и = 1 ,2 , —  ,U  , со = 1 ,2 , —  ,Q .
L Q = BQг ^ г  г ^ г
гд е  L r -  м а тр и ц а  со б ств е н н ы х  ч и с е л .
— (и -  о ) (7)
О б р а тн о е суб п о л о сн о е  п р ео б р а зо в ан и е:
]F = ]Г ((Q , )T, А г) , (8)
r=1
гд е  F -  б л о к  и зо б р а ж е н и я , в о сст а н о в л ен н о го  и з з н а ч е н и й  су б п о л о сн ы х  п р о ек ц и й .
( ) T -  о п ер а ц и я  тр ан сп о н и р о в ан и я ;
( ) -  п о стр о ч н о е  ск ал я р н о е  п р о и зв ед ен и е.
Н А У Ч Н Ы Е  В Е Д О М О С Т И Серия Экономика. Информатика. 
2016. №2 (223). Выпуск 37
1 8 7
На рис. 6 предлагается м одель изображения в субполосной области, приведенная дл я  одной  
строчки изображения. Д л я уменьш ения просачивания в соседние частотные области собственные  
числа субполосной матрицы целесообразно подбирать таким  образом, чтобы они были близки к  
единице. П оэтом у дл я  изображения, приведенного ранее, и осущ ествления кодирования в одной  
строке, частотная полоса разбивалась на R=12 частотных интервалов, при этом первые два числа 
были близки к  единице, соответственно кодирование осущ ествлялось в соответствующ их им проек­
циях.
Строка n изображения Ф [N х M  ] может быть представлена a [N  х R ] проекциями
- К — I------- — «■
j  = 1
j  = 2
j  = n
j  = N
Первая 
частотная 
полоса r = 1
постоянная
сост.
Вторая  
частотная 
полоса  
r = 2
НЧ
Ф  2
СЧ
-ч -
П оследняя 
частотная 
полоса  
r = R
ВЧ
Рис. 6. Модель изображения в частотной области 
Fig. 6. Model of image in frequency domain
Субполосный м етод скры тного кодирования геоданны х в изображении осущ ествляется в 
пространственной области изображения без перехода частотную  (9), но при этом р яд реш аю щ их  
правил позволяет выбрать частотную  полосу дл я  кодирования, степень просачивания в соседние  
полосы, величину вносимых искажений, а такж е определить стойкость геоданны х к  искажениям (к 
примеру, шуму).
Декодирование осущ ествляется так же в пространственной области.
Стоит отметить, что предлож енны й способ субполосного кодирования позволяет восстано­
вить исходные значения пикселей, зная только реш аю щ ие правила, по которы м осущ ествлялось  
кодирование. Разница в энергии м еж ду восстановленным и исходны м изображением, согласно  
данны м эксперимента, составляет 10 Л(-16).
А лгоритм  кодирования:
1. Изображение, представленное в цифровом виде, разбить на блоки F [N х M  ] пикселей.
2. Представить геоданные в виде символов ew  е {i,-i}.
3. Выбрать количество частотных областей R  .
4. Рассчитать субполосную  м атрицу L rQr = BrQr .
5. Найти разлож ение субполосной матрицы Br на собственные вектора Qr = {qj } и собствен­
ные числа L r, r = 2, 3, . . . , R  , а  = 1 ,2 , . . . , Q .
6. Найти проекции строки: A r = (Qr,F ) , A r = { a ra} r = 2 , 3, ..., R , а  = 1,2 , .  , Q .
7. Согласно р яду реш аю щ их правил выбрать субполосные проекции: а г а .
8. Согласно кодируем ом у сим волу ew  осущ ествить кодирование:
F = F + K  ■ e -\а I-q . (9)w | r,a\ lr,a
А лгори тм  декодирования:
1. Изображение, представленное в цифровом виде, разбить на блоки F [N х M ] пикселей.
2. Представить геоданны е в виде символов ew  е {l,-l}.
3. Выбрать количество частотных областей R  (необходимо совпадение с кодером).
4. Рассчитать субполосную  м атрицу L r Q  r = B r Q  r .
5. Найти разлож ение субполосной матрицы B r на собственные вектора Q r = {[,}  и собствен­
ные числа L r , r = 2 , 3,.. .,  R  , а  = 1,2 , .  , Q .
6. Найти проекции: A r = (Q r, F ) , A r = { a ra} r = 2 , 3, . ,  R  , а  = 1,2 , .  , Q .
7. Согласно р яду реш аю щ их правил выбрать субполосные проекции: a r а .
а а1,1 2 , 1 1 , N
а а2 , 2 2 , N
а а r , Nr , J
а а1 , N R , N
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8. Осущ ествить декодирование, e w .
Предлож енны й алгоритм позволяет производить адаптивное субполосное кодирование в 
задаваемой частотно-пространственной области. Стоит отметить, что дл я кодирования информации  
использовано одномерное разложение. Стоит отметить, что скрытное кодирование осущ ествлялось  
во всех строчках, следовательно, пропускная способность метода выше, не менее чем в 64 раза по 
сравнению с методом К оха-Ж ао.
На рисунке 7 и в таблице 2 приведены результаты  вычислительного эксперимента дл я сте­
ганограф ического кодирования информации в изображении м етодом субполосны х проекций. Н е­
слож но заметить, что искажения проявляю тся в виде «ряби» (пространственного гармонического  
сигнала).И скаж ения в виде ряби менее заметны на фрагментах, имею щ их одинаковую  интенсив­
ность, в случае смены интенсивности рябь усиливается (рисунок 7 в, г), а корреляция уменьш ается. 
Д л я минимизации этих искажений необходима разработка дополнительного реш аю щ его правила, 
которое м ож ет осущ ествить избирательность в пространственной области.
Рис. 7. Фрагмент изображения: а) исходного; б) при инвертировании коэффициентов ДКП координатами (1,1) 
-  низкочастотная область; в) при инвертировании коэффициентов ДКП координатами (10,1) -  высокочастот­
ная область; г) при инвертировании коэффициентов ДКП координатами (2,1) -  низкочастотная область; д) при 
инвертировании коэффициентов ДКП координатами (4 ,1) -  среднечастотная область 
Fig. 7. The fragment of image: a) input; b) by inverting the DCT coefficients with coordinates (1,1) -  low frequency do­
main; c) by inverting the DCT coefficients with coordinates (10,1) -  high frequency domain; d) by inverting the DCT 
coefficients with coordinates (2,1) ) -  low frequency domain; e) by inverting the DCT coefficients with coordinates (4,1)
-  mid-frequency domain
В таблице 2 представлены результаты  эксперимента дл я метода субполосны х проекций. При  
кодировании того же ф рагмента изображения искажения во всех частотных областях становятся  
значительно меньш е и, следовательно, корреляция возрастает.
Таблица 2 
Table 2
О ц е н к а  и с к а ж е н и й , в ы з ы в а е м ы х  в н е д р е н и е м  и н ф о р м а ц и и  п р и  п о м о щ и  м е т о д а
с у б п о л о с н ы х  п р о е к ц и й  
E v a lu a tio n  o f  th e  d is to r t io n  c a u s e d  b y  e m b e d d in g  th e  in fo r m a tio n  u s in g  th e  m e th o d
o f  s u b b a n d  p r o je c t io n s
Ч а с т о т н а я  о б ­
л а с т ь №  э к с п е р и м е н т а
К о э ф ф и ц и е н т ы К о р р е л я ц и я , р
r .1
1 2 3 4 5
НЧ 1 1 1 0.9164
НЧ 2 1 2 0.9999
СЧ 3 4 1 0.9989
СЧ 4 4 5 0.9987
СЧ 5 4 10 близко к 1
СЧ 7 4 30 0.9999
СЧ 6 6 15 близко к 1
СЧ 8 6 30 близко к 1
СЧ 9 6 50 0.9999
ВЧ 10 11 50 близко к 1
ВЧ 11 12 60 близко к 1
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Таки м  образом, предлож енны й м етод стеганографической обработки цифровых изображ е­
ний позволяет осущ ествить кодирование геоданны х непосредственно в изображении без заметного  
ухудш ения его визуального качества.
Достоинством предлож енного метода по сравнению с сущ ествую щ ими, является увеличен­
ная пропускная способность при использовании ф рагментов больш е 64 пикселей, меньш ая степень  
искажений, возмож ность избирательности в пространственной и частотной областях, залож енны х в 
математическую  модель. Это достигается за счет математического аппарата [6] и предлож енного  
способа кодирования.
Р а б о т а  в ы п о л н е н а  п р и  п о д д е р ж к е  г р а н т а  Р Ф Ф И  15 -0 7 -0 15 70  (С у б п о л о с н а я  с к р ы т н а я  
и н т е г р а ц и я / и з в л е ч е н и е  д о п о л н и т е л ь н о й  и н ф о р м а ц и и  в  а у д и о -  и л и  в и д е о -  к о н т е н т а х ) .
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