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ABSTRACT 
Accurately measuring individual differences underpins psychological research, educational and 
clinical decision-making, personnel selection, and managerial practices. Previous research has 
concluded that ideal point item response theory (IRT) models are more appropriate than 
dominance IRT models for measuring non-cognitive variables such as personality, vocational 
interests, attitudes, person-environment fit (e.g., person-job fit), etc. Although a couple of ideal 
point IRT models have been proposed in the literature, the only model with estimation software 
available to the public is the generalized graded unfolding item response model (GGUM) and its 
corresponding software GGUM2004. However, this software sometimes encounters problems 
due to the marginal maximum likelihood (MML) estimation method that it utilizes. Therefore, 
this dissertation research was aimed at developing a new computer program estimating the 
GGUM model by using a state-of-the-art estimation method––Bayesian Markov Chain Monte 
Carlo estimation. A series of studies were conducted to test the estimation accuracy of the new 
software. The results clearly showed that the Bayesian MCMC estimation method outperformed 
the traditional MML method, in terms of parameter estimation accuracy, parameter recovery 
with multidimensional data, and differential item function assessment for an ideal point response 
process. Implications of these findings and future research directions are discussed.  
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CHAPTER 1 
INTRODUCTION 
Accurate measurement is pivotal for psychological research, educational and clinical 
decision making (Cohen & Swerdlik, 2002), personnel selection (Hough & Oswald, 2000), and 
managerial practices. Indeed, precisely measuring and comparing individual differences 
underpin individual difference theory (Ackerman & Humphreys, 1990), which is fundamentally 
important to research in many domains such as job performance (Motowidlo, Borman, & Schmit, 
1997) and work motivation (Mitchell & Daniels, 2003). The most recent advances in 
measurement science have led to the conclusion that the ideal point process is the most 
appropriate for measuring non-cognitive variables, including typical behaviors and traits such as 
personality, vocational interests, and attitudes (Drasgow, Chernyshenko, & Stark, 2010a, 2010b; 
Roberts, Laughlin, & Wedell, 1999; Stark, Chernyshenko, Drasgow, & Williams, 2006; Tay, 
Drasgow, Rounds, & Williams, 2009; Tay & Drasgow, 2012).  
Although a couple of ideal point IRT models have been proposed in the literature, the 
only model with estimation software available to the public is the generalized graded unfolding 
item response model (GGUM; Roberts, Donoghue, Laughlin, 2000, 2002) and its corresponding 
software GGUM2004 (Robert, Fang, Cui, & Wang, 2006; Roberts & Shim, 2008). The 
development of the GGUM model and its implementation in GGUM2004 has enabled the 
fundamental advances in measurement in the past decade, and it has revolutionized modern 
conceptualizations of the response processes underlying a wide range of psychological variables, 
including personality (Stark, Chernyshenko, Drasgow, & Williams, 2006), job satisfaction 
(Carter & Dalal, 2010), vocational interests (Tay, Drasgow, Rounds, & Williams, 2009), and so 
on. In my dissertation, I attempt to continue this important advance in psychological 
2 
measurement by examining a state-of-the-art estimation method––Bayesian Markov Chain 
Monte Carlo estimation.  
One serious limitation of the software GGUM2004 is that it unfortunately encounters 
estimation problems, apparently due to the marginal maximum likelihood (MML) estimation 
method that it utilizes. For example, standard errors estimated by GGUM2004 can be 
unreasonably large, which leads to fundamental problems in detecting differential functioning, 
especially under conditions with mean differences across the groups being compared (i.e., when 
there is impact; cf. Wang, Tay, & Drasgow, 2013). This dissertation research aimed to develop a 
new computer program for estimating the GGUM model by using Bayesian Markov Chain 
Monte Carlo estimation. By incorporating Bayesian priors, I hope to improve estimation 
accuracy for conventionally sized sample in comparison to the MML approach implemented in 
GGUM2004. This dissertation conducted a series of simulation studies to test the estimation 
accuracy of the new software and compared the results to those for GGUM2004. It also applied 
the new software to real data to assess the measurement equivalence between a sample university 
students and online sample from the Amazon Mechanical Turk (MTurk).  
The dissertation is structured with eight chapters. Chapter 1 presents a brief overview of 
the historical development of applied psychological measurement and the most recent advances. 
It also contrasts two different response processes––dominance and ideal point––and highlights 
the rationale for using ideal point response models for measuring non-cognitive individual 
differences. Practical estimation deficiencies with the existing software are also described. 
Chapter 2 proposes the Bayesian Markov Chain Monte Carlo estimation method as a new 
approach to estimating the most widely used ideal point model: the generalized graded unfolding 
3 
model (GGUM). Chapter 3 elaborates on the technical details underpinning the new software 
MCMC GGUM, including the details of item parameter estimation and latent trait estimation.  
Chapters 4 to 7 present a series of studies testing the new MCMC GGUM software. 
Specifically, Chapter 4 examines estimation accuracy for both item and person parameters under 
various data characteristics. In addition, these results are compared to those of GGUM2004. 
Chapter 5 examines the ability of recovering item and person parameters under multidimensional 
conditions. Chapter 6 explores the capacity of the new estimation approach to detect differential 
item functioning (DIF), especially under the conditions where impact (i.e., group difference) 
exists. Chapter 7 applies MCMC GGUM into real data to assess DIF across a university student 
sample and an online sample. Finally, Chapter 8 discusses the implications of this new 
estimation method and provides future directions for research in this area.  
A Historical Overview of Modern Psychological Measurement Advances  
Measuring individual differences has a history of thousands of years. It began in China 
about 3,000 years ago when an emperor decided to assess the competency of his officials. This 
government-developed measurement method gradually evolved a sophisticated system with a 
multistage process to select for various government administrative positions, and this 
measurement covered a wide range of topics including music, horsemanship, civil law, writing, 
Confucian principles, and knowledge of public and private ceremonies (see Du Bois, 1970, for a 
detailed overview of this ancient measurement system). The system had been in use for 3,000 
years by1905, right before Britain and the United State began to develop civil-service exams as a 
fair way of selecting applicants for government jobs.  
However, the modern development of psychological measurement has a mere 100 year 
history. Rooted in psychophysics from the late 19
th
 century, which experimentally studied the 
4 
lawful relation between the measure of a physical stimulus and the measure of an observer’s 
sensation, the origin of psychometrics indeed focused on individual differences in physical 
features and physical abilities. For example, Frances Galton, the widely renowned pioneer of 
measurement, collected data of bodily dimensions on over 10,000 individuals in London during 
six years after the establishment of his Anthropometric Laboratory in 1884. Later Galton’s 
American supporter James McKeen Cattell studied the measurement of hand strength, rate of 
movement, reaction time, etc., which he referred as a “mental test” (Cattell, 1890).  
Actual mental testing, however, started from Alfred Binet and Théophile Simon in France (1905) 
who developed the first test that directly measured an individual’s cognitive ability as 
intelligence. This endeavor of measuring individual cognitive ability was advanced by many 
prominent psychometricians, such as Charles Spearman (1904), who analyzed data from a 
battery of cognitive tests and proposed the concept of the general intelligence factor, g. Lewis M. 
Terman (1916) introduced the idea of the intelligence quotient (IQ) and proposed a new 
psychometric method for its calculation. Arthur S. Otis developed procedures to score multiple-
choice items which enabled group (rather than individual) testing. Of all the early 
psychometricians, Louis Leon Thurstone perhaps made the most significant contributions to 
measuring individual differences. He founded the American Council on Education (ACE), 
developed methods for measuring attitudes, and studied the structure of cognitive ability 
(Thurstone, 1924), where he found several primary factors. Moreover, he devised methods for 
multiple factor analysis (Thurstone, 1931b, 1935).  
Two important psychological measurement theories have been developed for assessing 
cognitive ability and scoring tests. The first one is classical test theory, which assumes that the 
test score X is the sum of a true score T and a random error E: X = T + E. This theory, which 
5 
originated from Spearman (1904) and was further developed in Thurstone’s (1931b) book The 
Reliability and Validity of Tests, underpins the estimation of test reliability and validity, and 
serves as the foundation for much of modern psychological measurement. The other prominent 
measurement theory is item response theory (IRT), which was first comprehensively introduced 
in Frederic Lord and Melvin Novick’s Statistical Theories of Mental Test Scores (Lord & Novick, 
1968). The development of item response theory made a quantum leap in psychological 
measurement because it facilitated many important psychometric practices such as equating, 
automated test assembly, computerized adaptive testing (CAT), differential item functioning 
(DIF), etc. Thus item response theory has drawn tremendous attention in the field of 
psychometrics in the past few decades.  
Many key IRT models have been proposed with various functionalitites. For example, 
Birnbaum (1968) proposed the three-parameter logistic model (3PL) to account for guessing in 
item response; Masters (1982) offered the partial-credit model (PCM), and Samejima (1969, 
1997) introduced the graded response model (GRM) to analyze items with more than two 
response categories.  
All these IRT models––designed primarily for measuring cognitive abilities––although 
differing in form, have the same theoretical assumption: the probability that an individual 
correctly responds to an item is positively related to his/her ability, denoted as i . That is, the 
higher one’s ability is, the higher the probability that he/she responds to the item correctly or 
endorses the item positively. This relationship is depicted in Figure 1. Thus an individual with a 
high level of ability likely answers all the easy items correctly, answers all the moderately 
difficult items correctly, and some of the most difficult items correctly, which suggests that the 
individual dominates the easy and moderately difficult items. This is like a weight lifter in a 
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clean and jerk competition (Drasgow, Chernyshenko, & Stark, 2010a): a stronger weight lifter 
would dominate the weights under his/her strength and have a high probability of lifting the 
weight. These response processes were called dominance response processes by Coombs (1964). 
Corresponding IRT models are also considered dominance models, and they are widely used for 
measuring cognitive abilities.  
However, more and more recent research has demonstrated that cognitive ability 
dominance IRT models are ill-suited for measuring non-cognitive variables, which typically have 
no right or wrong answers, require introspection, and capture self-reported typical behaviors. 
Responses to non-cognitive items apparently involve a response process that Coombs (1964) 
labeled an ideal point response process (Drasgow, Chernyshenko, & Stark, 2010a, 2010b; 
Roberts, Laughlin, & Wedell, 1999; Stark, Chernyshenko, Drasgow, & Williams, 2006; Tay, 
Drasgow, Rounds, & Williams, 2009; Tay & Drasgow, 2012).  
Ideal Point Response Process IRT Models 
Perhaps because the history of psychometrics has been overwhelmingly dominated by 
cognitive measurement, research on non-cognitive measurement has been largely ignored. 
Nevertheless, Thurstone (1927, 1928, 1929) pioneered research on non-cognitive measurement 
through his well-known work on attitude measurement, which was later widely adopted in 
measurement tools for research in social and applied psychology. His landmark publication, 
entitled “Attitudes Can Be Measured,” articulated eight steps to measure attitudes. Taking the 
militarism-pacifism attitude as an example, Thurstone (1928) believed that there existed an 
attitudinal continuum from extreme pacifism to extreme militarism, and each item (i.e., 
attitudinal statement) measured a specific attitude strength located on the continuum (see Figure 
2). Importantly, on an attitudinal continuum from value 0 to value 8, where 0 represented 
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extreme pacifism and 8 represented extreme militarism, Thurstone noticed “those readers who 
indorse statements in the vicinity of 4.0 on the scale will not often indorse statements that are 
very far away from that point on the scale,” which resulted in the endorsement frequencies 
presented in Figure 3. Thurstone (1929) further argued that, mathematically, for N1 people with 
an attitude value of S1, the probability for these people to endorse another attitude statement with 
an attitude value S2 was inversely related to |S2–S1|, which is illustrated in Figure 4 and underpins 
the modern research on ideal point response process item response theory models.  
Unlike dominance IRT models, ideal point models assume that the probability of 
endorsing an item is negatively related to | |i jb  , where i denotes the standing of person i on 
the latent trait continuum and jb  denotes the extremity of item j. Hence ideal point models posit 
that individuals are most likely to endorse items that are closest to their latent trait standing, and 
that the probability of a positive response is non-monotonic and is the highest when the item 
location matches the latent trait. A typical item response function (IRF) for an ideal point item 
with a neutral location is presented in Figure 5. Intuitively, such a relational model is more 
appropriate for measuring non-cognitive variables. For example, an item “I enjoy chatting 
quietly with a friend at a café” measuring extraversion personality is likely to be rejected by both 
groups of individuals who are too introverted, because they may be uncomfortable in public 
places, and those who are too extraverted, because they may find chatting quietly at a café is 
boring (Drasgow, Chernyshenko, & Stark, 2010a).  
The Rationales and Importance of Using Ideal Point Models for Non-Cognitive 
Measurement  
As mentioned, the cognitive ability focused dominance IRT models are ill-suited for 
measuring non-cognitive variables, which usually require introspection or self-report of typical 
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behaviors. Indeed, more and more research has concluded that an ideal point response process is 
appropriate for non-cognitive measurement (Drasgow, Chernyshenko, & Stark, 2010a, 2010b; 
Roberts, Laughlin, & Wedell, 1999; Stark, Chernyshenko, Drasgow, & Williams, 2006; Tay, 
Drasgow, Rounds, & Williams, 2009; Tay & Drasgow, 2012), and the rationale is two-fold, with 
both theoretical and empirical perspectives.  
Theoretically, it is believed that individuals use introspective cognitive processes when 
responding to items. More specifically, people ask themselves “Does this statement closely 
describe me?” In this introspection process, an individual considers his/her behaviors, attitudes, 
feelings, or whatever that is being assessed, and also considers what the item asks (Zinnes & 
Griggs, 1974). Therefore individuals actively compare their own standing with the item location. 
The closer an individual’s standing on the latent trait continuum to the item’s location, the 
greater the probability that the individual endorses the item, and the probability of endorsing an 
item decreases as items’ locations are further away from an individual’s ideal point (Drasgow, 
Chernyshenko, & Stark, 2010a). The example item, “I enjoy chatting quietly with a friend in a 
café,” well demonstrates this rationale. Since this item can be rejected by both high introverted 
and high extraverted individuals, it violates the monotonicity assumption of dominance models 
(i.e., that the item response function is monotonically increasing). Moreover, when measuring 
non-cognitive variables, dominance models can only handle items with extreme positions (i.e., 
with either very low or very high item locations); intermediate items are considered bad items 
because they are equivocal and thus such items are not permitted. For example, an item “I don’t 
believe in capital punishment but I am not sure it isn’t necessary” measuring attitude towards 
capital punishment is not allowed for dominance models because of “equivocality” by the 
dominance models’ standards (Andrich, 1996). However, it is very possible that an individual 
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has such an equivocal attitude, which is well documented as attitudinal ambivalence in the 
attitude literature, as one typically holds both negative and positive evaluations towards an entity 
(Fabrigar, MacDonald, & Wegener, 2005; Kaplan, 1972; Scott, 1969; Thomposon, Zanna, & 
Grifin, 1995).  
Empirically, Chernyshenko, Stark, Chan, Drasgow and Williams (2001) fitted several 
IRT models to data from the Sixteen Personality Factor (16PF) Questionnaire, and found the best 
fitted model was not monotonic, which is the hallmark of dominance models, and instead was 
non-monotonic, suggesting endorsement of personality items followed an ideal point response 
process. In addition, a study by Carter and Dalal (2010) has demonstrated that, because of its 
unique flexibility, an ideal point model fits work satisfaction data better than dominance models. 
Tay, Ali, Drasgow and Williams (2011) further conducted a simulation study and found that 
ideal point models were not simply more flexible (e.g., able to fit many types of response), but 
their goodness of fit index had substantial power to detect model misspecification (fitting an 
ideal point model to dominance data or vice versa).  
More importantly, using dominance models for measuring non-cognitive variables may 
inevitably lead to mistakes and inaccuracy. For example, factor analysis techniques are based on 
the dominance response process assumption. However, Davison (1977) found that factor analysis 
of a set of unidimentional ideal point items produced two factors (see also Tay & Drasgow, 
2012). Thus misspecified models lead to spurious results. Similar mistakes can result if we use 
dominance IRT models to conduct a differential item functioning (DIF) analysis. In addition, 
intermediate items in scale development process have to be removed because of poor dominance 
model statistics (e.g., low item-total correlations), which results in a great waste and may even 
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lead less accurate measurement results. Therefore, it is necessary and important to use ideal point 
models for non-cognitive measurement. 
The Currently Available Ideal Point IRT Model and Its Estimation Problems  
Only a few ideal point IRT models have been proposed and developed in the 
psychometric literature. The most widely used ideal point model is the generalized graded 
unfolding model (GGUM; Roberts, Donoghue, Laughlin, 2000, 2002), which has the following 
form 
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     
 
  
, (1) 
where j denotes the jth item;  
i represents ith respondent;  
C = the number of observable response categories minus 1;  
Zj = a random variable denoting the response to the ith item, z = 0, 1, 2, …,C, where z is 
the observed response, 0 represents the strongest level of disagreement, C represents the 
strongest level of agreement; 
M = 2 × C + 1; 
θi = the location of ith individual on the latent continuum;  
δj = the location of the jth item on the latent continuum; 
αj = the discrimination of the jth item;  
τjk = the kth subjective category threshold parameter associated with the jth item.  
Based on the GGUM model, Roberts and colleagues developed a computer program to 
estimate item parameters and latent abilities. This software was first published in 2001 as 
GGUM2000 (Version 1.0; Roberts, 2001) and then in 2006 as GGUM2004 (Version 1.1; Roberts, 
Fang, Cui, & Wang, 2006; Roberts & Shim, 2008). Both GGUM2000 and GGUM2004 use 
marginal maximum likelihood (MML) estimation and they both estimate polytomously scored 
unidimensional items. This is the only software publically available so far for estimating ideal 
point models and has led to important research advances.  
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Unfortunately, this only publically available software for ideal point model estimation 
has shown some serious deficiencies. First, it sometimes yields unacceptably large estimates for 
δ’s and their associated standard errors, especially for the items with a low discrimination 
parameter α. For instance, when ˆ  < .5, ˆ  can be greater than 10 and SE( ˆ ) can be greater than 
100 (see Table 1 for sample results from a real dataset of an industriousness scale, a subscale of 
the Big Five personality measure). These inflated estimates by GGUM2000 were also reported 
by de la Torre, Stark, and Chernyshenko (2006), where GGUM2000 generated SE( ˆ ) as large as 
31.37 and SE(ˆ ) as large as 32.49 (see Table 2 in de la Torre, Stark, & Chernyshenko, 2006).  
The reason for such large estimates by GGUM2000 and GGUM2004 likely lies from the 
estimation method that is used: marginal maximum likelihood (MML). This estimation method 
requires taking second derivatives and matrix inversion, which can encounter difficulties when 
estimating complicated models and in estimating the standard error (SE), especially when the 
ICC is flat. To illustrate this problem with MML, I present the item curves of expected scores for 
Items #8, #13, #17 from Table 1 in Figures 6, 7, and 8, respectively. It is noted that when the 
discrimination parameter is small, the curves tend to be very flat, which leads to difficulties in 
taking a derivative to determine the delta estimate ( ˆ ). Not surprisingly, these items with small 
discrimination parameters yielded large estimates for location parameters ( ˆ ) and standard 
errors SE( ˆ ), as well as the threshold parameter estimates ˆ . For example, for Item #8 with ˆ  
= .0089, GGUM2004 generated infinite estimates for the location parameters ( ˆ ) and its 
standard error SE( ˆ ). For Item #13 with ˆ  = .0530, GGUM2004 generated –26.3010 and 
729.5049 as the estimates for the location parameters ( ˆ ) and its standard error SE( ˆ ) , 
respectively.  
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Because accurate standard errors and covariances are crucial for comparing the 
functioning of items across groups, not surprisingly, Wang, Tay, and Drasgow (2013) found DIF 
detection with GGUM2004 problematic when there was impact greater than .25. Impact occurs 
when two groups or populations differ in the measured mean of a construct of interest. Previous 
research (e.g., Mullis, Dossey, Owen & Phillips, 1993) shows that it is indeed common for the 
reference and focal groups to have a mean discrepancy of one standard deviation (1 SD). The 
impact issue is especially prevalent for constructs that require ideal point models. These 
constructs include a variety of personality traits, attitudes and vocational interests; they often 
vary quite a lot among subpopulations (e.g., genders, cultures, SES classes, age subgroups, etc.). 
For example, data from over 200,000 participants from 53 nations have revealed that women 
score significantly higher than men in extraversion, agreeableness and neuroticism, and that 
women and men have different occupational preferences (Lippa, 2010). Recent data (McCrae et 
al., 2010) from 24 cultures have shown that Westerners are significantly more extraverted than 
non-Westerners, and Hong Kong Chinese and Japanese are significantly more neurotic than 
mainland Chinese and South Koreans, indicating that subcultures differ on some personality 
traits even in the same geographic area.  
Besides the GGUM model, there are three other ideal point IRT models discussed in the 
literature; nevertheless they all have clear weaknesses compared to the GGUM model and none 
of them has been popularly used or extensively studied. These three models include the squared 
simple logistic (SSLM) model proposed by Andrich (1988), the hyperbolic cosine (HCM) model 
that was independently developed by Andrich and Luo (1993) and Verhelst and Verstralen 
(1993), and the normal probability density function (Normal PDF) model introduced by Maydeu-
Olivares, Hernandez and McDonald (2006). The SSLM model has the form 
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and can only accommodate binary data and estimate one item parameter. The HCM model has 
the form  
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where j  is called the item-unit parameter (Andrich & Luo, 1993) and it measures the likelihood 
that a respondent located at θ endorses item j. Again, this model only accommodates binary data 
yet estimates two item parameters. Although the HCM was extended to the general hyperbolic 
cosine model (GHCM; Andrich, 1996) to model polytomous Likert scales (Likert, 1932), 
nevertheless, it is not widely used in psychometrics and very few papers in the literature have 
examined this model. Lastly, the Normal PDF model has the form  
    
2
1
1
Pr( | ) 2 : 0,1 exp
2
i i i i iY   
 
      
 
   . (4) 
Although it fits multidimensional ideal point models, it only accommodates binary data. 
In addition, estimation software for these three ideal models is not widely available for 
researchers and practitioners. Therefore, this dissertation focused on the GGUM model and 
attempted to improve estimation accuracy by adopting a new estimation method. Specifically, 
the dissertation employed a Bayesian Markov Chain Monte Carlo approach to estimate 
parameters for the GGUM model. It was hypothesized that this new estimation approach would 
overcome the problems encountered by the MML method implemented in GGUM2000 and 
GGUM2004.  
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Summary 
The historical legacy of psychological testing has overwhelmingly focused on the 
measurement of cognitive abilities, with much less attention being paid to non-cognitive 
measurement. Perhaps another reason for little study of the measurement of non-cognitive 
variables is that researchers took for granted that the cognitively oriented dominance models 
would be well suited for non-cognitive measurement. However, as discussed in this chapter, 
more and more evidence, both theoretical and empirical, has converged on the conclusion that 
the dominance IRT models are ill-suited for the measurement of non-cognitive variables such as 
personality, attitudes, vocational interests, etc. The generalized graded unfolding model (GGUM) 
and its corresponding estimation computer program GGUM2000 and GGUM2004 constitute 
important advances for the measurement of non-cognitive traits. However, it appears that the 
MML estimation method implemented in GGUM2000 and GGUM2004 could benefit from 
Bayes priors. Therefore, this dissertation aims to explore a new estimation approach to the 
GGUM model that adopts a Bayesian Markov Chain Monte Carlo (MCMC) approach to estimate 
parameters for the GGUM model.   
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CHAPTER 2 
BAYESIAN MARKOV CHAIN MONTE CARLO AS A NEW APPROACH TO 
ESTIMATING GGUM 
A Brief Introduction to Markov Chain Monte Carlo Estimation  
Markov chain Monte Carlo (MCMC) is a promising estimation method that has been 
extensively used in physics and has become increasingly popular in statistics (Chib & Greenburg, 
1995; Gilks, Richardson & Spiegelhalter, 1996). Although its full capacity for estimation is yet                                       
to be explored, several pioneering psychometricians have been amazed by its effectiveness in 
estimating complicated models (e.g., Béguin, & Glas, 2001; Bolt & Lall, 2003; de la Torre & 
Douglas, 2004; de la Torre, Stark, Chernyshenko, 2006; Johnson & Junker, 2003; Kim, 2001; 
Patz & Junker, 1999a, 1999b; Shi & Lee, 1998). Edwards (2010), for example, argued that 
MCMC will be an important estimation method in the decades to come. In this section I will 
briefly introduce this method and its associated algorithms; more detailed introductions to 
MCMC estimation methods are available from many excellent sources, such as Markov Chain 
Monte Carlo in Practice by Gilks, Richardson and Spiegelhalter (1996) and Monte Carlo 
Method in Bayesian Computation by Chen, Shao, and Ibrahim (2000).  
Originally, the Monte Carlo method was proposed for estimating the expectation of a 
function f(X). This method assumes that, given a function f(X), its expectation E[f(X)] can be 
approximated as 
 
1
1
[ ( )] ( )
n
t
t
E f X f X
n 
  , (5) 
where the series of {Xt}, t = 1, …, n, is a set of randomly and independently sampled values from 
( )  , which is probability density of X and the  support of the function f(X). When the sample 
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size n is large enough, the estimation approximation can become as accurate as desired because 
of the law of large numbers.  
The Markov chain type of Monte Carlo (MCMC) changes the manner of generating the 
series {Xt} from complete independence to mild dependence: the generation of the next state’s 
value Xt+1 slightly depends on the current state’s value Xt of the chain yet it is conditionally 
independent of all the other previous states’ values {X0, X1, …, Xt–1}. Mathematically,
1 0 1 2 1( | , , ,..., ) ( | )t t t tP X X X X X P X X  , where the conditional probability 1( | )t tP X X , or more 
generally, (. | .)P , is called the transition kernel of the chain. It is used to restrict the generation of 
the next value Xt+1. The transition kernel, sometimes also called the moving probability, or the 
probability of move, is considered as a general mechanism to describing the probability that the 
current chain status Xt moves to (or is updated to) the next state’s value Xt+1. As t sufficiently 
increases, the conditionally sampled values {Xt} will increasingly look like dependent samples 
from f(X), especially after a sufficiently long burn-in (e.g., the first m iterations) is discarded, 
then the remaining samples {Xt}, t = m+1, …, n, will highly approximate samples from f(X), thus 
these sampled values {Xt}, t = m+1, …, n, will be appropriate to be used to approximately 
describe the distribution of f(X). This is the rationale of the MCMC estimation method. As such, 
the expectation of f(X) can be better estimated by a Markov chain with an m burn-in: 
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1
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t m
E f X f X
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

 . (6) 
Although the idea of MCMC estimation method is straightforward, it is crucially 
challenging to find such an algorithm to generate the sample values {Xt} that eventually 
approximate the distribution of f(X) as the chain is sufficiently long. A well-known algorithm for 
generating such a Markov chain is the Metropolis–Hastings (M–H) algorithm, which was 
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originally proposed by Metropolis, Rosenbluth, Rosenbluth, Teller, and Teller (1953) to develop 
the atomic bomb and later generalized by Hastings (1970). This algorithm has been widely used 
in physics and statistics. According to the Metropolis–Hastings (M–H) algorithm, given the 
current state’s value Xt at iteration t, the sampling of the next state’s value Xt+1 is based on a 
probability ( | )tq X  that is conditional on the current value Xt. Specifically, to choose a value for 
the next state Xt+1, a candidate value Y is first sampled from a proposal distribution, then the 
moving probability (i.e., transition kernel) that the current value Xt can be updated to the 
candidate value Y is ( , )tX Y  and calculated by 
 
( ) ( , )
( , ) min 1,
( ) ( , )
t
t
t t
Y q X Y
X Y
X q Y X
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, (7) 
where ( )   is commonly considered as a proposed prior distribution (introduced in the following 
section) and ( | )tq X  is probability conditional on the value of X. The details of ( , )tX Y , ( )   
and ( | )tq X  for the MCMC GGUM are introduced in Chapter 3. After the moving probability 
( , )tX Y is calculated, then a random value u is generated from a uniform distribution U(0, 1). If 
u ≤ ( , )tX Y , then the value of the next state is set to Xt+1 = Y. Otherwise, the chain does not 
move and goes back the current state, that is, Xt+1 = Xt, and a new candidate from the proposal 
distribution is generated to calculate the moving probability. This process is repeated for a 
sufficient number of iterations to generate a long enough chain of {Xt}. And all the values of {Xt} 
are recorded for use in estimating the distribution of the posterior function.  
 Once the Monte Carlo output {Xt}, t = m+1, …, n, is generated, the means and variances (and 
even the correlations if multiple series of {Xt h}where h ≥ 2 are generated) can be estimated by 
using  
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The Bayesian Approach to Markov Chain Monte Carlo Estimation  
Two approaches have been developed to estimate parameters (or a parameter vector  ): 
the frequentist as the traditional approach and the Bayesian as the newer approach. Although 
both approaches build a model based on the observed data X , the frequentist approach considers 
the parameter to be fixed yet unknown, whereas the Bayesian approach treats both the data X  
and parameters   as random and builds a joint distribution model for both the data X  and 
parameters  . Thus the Bayesian approach has advantage over the frequentist approach in that it 
takes account of the distribution information of the parameters  . Before the observed data X  is 
obtained, statisticians or psychometricians or subject matter experts usually have a good guess 
about the distribution of the parameters based on theories or previous research. This guess about 
the distribution of the parameters is called the prior distribution, denoted as ( )  . Once the data 
X  is obtained, an updated distribution is then built based on the observed data X . This updated 
distribution, denoted as P( |X=x), is called the posterior distribution, which is the probability of 
the parameters   given the evidence of the data X . The Bayesian approach to estimation is 
based on the posterior distribution with the consideration of the prior distribution. This approach 
has tremendous advantages over the traditional frequentist approach. The prior distributions 
provided by subject matter experts are essential in building the models for estimation. In many 
cases, the guess about the prior distributions can be primarily theory based with little subjective 
significance attached, thus it avoids subjective influences and provides important and useful 
results and insights (Bickel & Doksum, 2001). Because of this unique advantage, the Bayesian 
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approach has been widely adopted in estimating complicated models and become increasingly 
popular in psychometrics.  
In the Bayesian approach to MCMC estimation, the posterior distribution is determined 
by the prior distribution of π( ) together with the likelihood function ( | )P X x  : 
 
( ) ( | )
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.  (10) 
The likelihood function is the probability that the data X=x is observed given the parameter θ. 
Typically, the likelihood function is denoted as L(X), thus the posterior distribution can be 
written as  
 ( | ) ( ) ( )P X x L X    . (11) 
The Advantages of Using the Bayesian MCMC Approach to Estimating the GGUM Model  
The Bayesian MCMC approach has been found a powerful method to estimate various 
IRT models accurately (de la Torre & Douglas, 2004; de la Torre, Stark, & Chernyshenko, 2006; 
Johnson & Junker, 2003; Kim, 2001; Patz & Junker, 1999a, 1999b). Patz and Junker (1999a) 
first introduced this approach to psychometrics to estimate the two-parameter logistic (2PL) IRT 
model and they (Patz & Junker, 1999b) then extended it to estimate more complicated IRT 
models including the 3PL model, the generalized partial credit model (GPCM), and the 
generalized linear logistic test model (GLLTM). They believed the application of MCMC to IRT 
estimation was promising. Kim (2001) used four datasets and the one-parameter logistic model 
(1PL) to compare various estimation methods including MCMC, conditional maximum 
likelihood, marginal maximum likelihood, and joint maximum likelihood. He found that item 
parameter estimates from the four methods were almost identical. de la Torre and Douglas (2004) 
utilized MCMC to estimate higher-order latent traits models for cognitive diagnosis.  
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Notably, Johnson and Junker (2003) explored the capacity of the Bayesian MCMC 
method for estimating the Hyperbolic Cosine (HCM) ideal point IRT model. They argued that 
any maximum likelihood method for estimating ideal point response models tends to have 
problems because the likelihood function may display bi-modality, thus maximum likelihood 
estimation may find the wrong mode or even anti-mode. They found that the Bayesian MCMC 
methods “have clear advantages over maximum likelihood estimation procedures for unfolding 
models” (p. 226). In addition, de la Torre, Stark and Chernyshenko (2006) have preliminarily 
tried using MCMC to estimate the GGUM model. This is the only publication that has estimated 
the GGUM model parameters by using an MCMC approach. In their simulation study, they 
found both the MCMC and MML methods produced equally accurate item parameter estimates, 
but only the MCMC method generated reasonable standard error estimates for all items, whereas 
the MML method resulted in very large standard errors.  
Despite the groundbreaking contributions of de la Torre et al. (2006), their exploration of 
the MCMC method with the GGUM was preliminary with many important questions untouched. 
For instance, they did not explore the estimation accuracy of person parameters (θ) and the 
condition of 5-category response data, which is one of the most popular response scales in non-
cognitive measurement. More importantly, there was no examination of the capacity of 
recovering parameters under multidimensional data compared to the marginal maximum 
likelihood estimation based GGUM2004. In addition, whether this estimation method can be 
used to identify DIF is yet unknown, especially when impact is as large as .50 SD. Besides these 
unanswered questions, their software was limited in scope; many important functionalities that 
are necessary in psychometric applications were not included. For example, because the code 
was developed for a simulation study, their code only accommodates four-response category data 
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(i.e., K = 4) with no consideration of missing values. This research, building on the pioneering 
contributions of de la Torre et al. (2006), aims at creating software with many additional 
functionalities that are necessary for psychometric research and applications and examining its 
many properties such as how data characteristics affect estimation accuracy. In addition, this 
research conducts a series of studies to test the software and examine its performance.  
Summary  
This chapter briefly introduces the MCMC estimation method and the Metropolis–
Hastings (M–H) algorithm that is commonly used for the MCMC estimation. It also discusses 
the Bayesian approach to MCMC estimation. This chapter further reviews the IRT literature that 
explores the MCMC estimation method, highlighting the strengths of this method in estimating 
ideal point IRT models and stressing problems not yet addressed in the literature. In the next 
chapter, I will articulate the technical details of the MCMC GGUM software.  
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CHAPTER 3 
THE DEVELOPMENT OF THE MCMC GGUM SOFTWARE 
Building the Likelihood Functions  
As discussed in Chapter 2, the construction of a MCMC procedure necessitates the 
calculation of the moving probability 
*( , )t   , where t  denotes the current estimate of the 
parameter at Iteration t and *  denotes a sampled candidate of the parameter estimates for the 
next Iteration t+1. The calculation of the moving probability 
*( , )t    requires the determination 
of prior distributions, the likelihood functions, and the calculation of the posterior distributions 
for all the parameters.  
Suppose N respondents answer J ideal point items, the response vector for the respondent 
i is  1 2, ,...,i i i iJX X XX  and the entire response matrix can be denoted as X, and  
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Thus, for the respondent i, the likelihood function is  
    
1
J
i jk i
j
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
X . (13) 
And the likelihood function for the entire response matrix is  
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where k is the response category selected by the respondent i with a latent value i  on item j, and 
jkP  is the probability of respondent i with a latent value i  endorsing category k on item j and it 
is calculated through the GGUM model given in Equation 1.  
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Identifying the Prior, Posterior, and Conditional Distribution Functions   
Prior distribution. In dominance models, the item discrimination parameter, difficulty 
parameter, and guessing parameter are often assumed to respectively follow lognormal, normal, 
and beta prior distributions (Baker, 1992; Swaminathan & Gifford, 1986). However, the 
lognormal, normal, and beta prior distributions can be replaced by a four-parameter beta 
distribution for it is more flexible and possesses many attractive features (de la Torre et al., 2006; 
Zeng, 1997). Denoted as Beta (υ, ω, a, b), the four-parameter beta distribution can alter the 
support area [a, b] by adjusting the parameters a and b; the variance of the four-parameter beta 
can also be modified based on the values of υ and ω, where larger values are associated with 
smaller variances. For example, Beta (12.66, 12.66, –5, 5) approximates the standard normal 
distribution N(0, 1) very well, with the maximum difference between the two distributions 
merely about .005. And when υ = ω = 1, the Beta (1, 1, a, b) is a uniform distribution U(a, b) 
with the boundaries of a and b. Thus the normal distribution and uniform distribution are just 
special cases of the four-parameter beta distribution. In addition, the symmetry of the four-
parameter beta distribution is changeable based on the values of υ and ω: when υ = ω, the 
distribution is symmetric; when υ > ω, the distribution is left skewed, and when υ < ω, the 
distribution is right skewed. This flexibility is important for prior distributions for estimating 
ideal point model parameters. Therefore, the development of the MCMC GGUM adopts the 
four-parameter beta distribution for the parameters’ prior distribution.  
Specifically, the parameters j , j , 1j , 2j , …, ( 1)j K   in the GGUM model are 
assumed to follow the four-parameter beta prior distributions as below:  
 ( ) ~ ( , , , )j Beta a b       , (15) 
 ( ) ~ ( , , , )j Beta a b       , (16) 
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 ( ) ~ ( , , , )
k k k kjk
Beta a b       . (17) 
And the person parameter i  is assumed to follow  
 
( ) ~ (0,1)i N  . (18) 
Slightly different from de la Torre et al. (2006), this software uses Beta(1.5, 1.5, 0.4, 2) as 
the prior functions for the item parameters j , Beta(1.5, 1.5, -1.4,-0.4) for ( 1)j K  , Beta(1.5, 1.5, 
-2, 0) for ( 2)j K  , and ( 3)j K  . These distributions are much flatter than the normal distribution (see 
the comparison of the standard normal distribution and Beta(2, 2, –5, 5) in Figure 9). And it uses 
varying prior distributions for j  for different items. For example, if one item is rated by subject 
matter experts to have a high (or low) level location, then Beta(2, 2, 0.9, 2.8) (or Beta(2, 2, –2.8, 
0.9)) is used as the prior distribution for item j  for it yields more precise estimates, because the 
prior function provides a more accurate support interval. Similarly, if an item is rated as an 
intermediate item, Beta(2, 2, –1.2, 1.2) is used. Indeed, it is known that subject matter experts 
can accurately discover a personality statement’s extremity (Stark, Chernyshenko, & Guenole, 
2011). 
Posterior distribution. According to Equation 10, the posterior distribution of the 
parameters 1 2 1( , , , , ,..., | )KP        X  of GGUM can be written as  
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and further,  
 1 2 1 1 2 1
( , , , , ,..., | ) ( ) ( ) ( ) ( ) ( ) ( ) ( )K KP L                  X X , (20) 
where N represents the number of respondents, J represents the number of items, and K 
represents the number of response categories;  1 2, ,..., N     ,  1 2, ,..., J     , 
25 
 1 2, ,..., J     ,  1 11 21 1, ,..., J     ,  2 12 22 2, ,..., J     ,  1 1( 1) 2( 1) ( 1), ,...,K K K J K      
 ; 
parameters θ, α, δ, τ are introduced in Equation 1. Equation 20 is the object of the Bayesian 
analyses.  
Conditional distribution. Apparently, the posterior function in Equation 20 is too 
complicated to be analytically evaluated or to calculate the moving probability in order to 
conduct MCMC iterations. For mathematical convenience, the samples that are supposed to be 
drawn from the posterior distribution would be better drawn iteratively from the full conditional 
distributions of each parameter (de la Torre et al., 2006). The full conditional distributions of the 
parameters θ, α, δ, τ1, …, and τK–1 are, respectively,  
 1 2 1( | , , , , ,..., ) ( ) ( )KP L        X X , (21) 
 
1 2 1( | , , , , ,..., ) ( ) ( )KP L        X X , (22) 
 
1 2 1( | , , , , ,..., ) ( ) ( )KP L        X X , (23) 
 
1 2 1 1( | , , , , ,..., ) ( ) ( )KP L        X X , (24) 
and 
1 1 2 1 1( | , , , , , ,..., ) ( ) ( )K K KP L          X X . (25) 
These full conditional distributions are then used to build the Metropolis–Hastings algorithm and 
grow the MCMC iterations (see the details in the section below).  
Constructing the MCMC Iterations  
In constructing the MCMC iterations, it is important to first select the prior distributions 
and determine the starting values for Iteration 0. Then Iteration t+1 is constructed based on 
Iteration t (t ≥ 0).  
For Iteration 0, the starting values are set as follow:  (0) ~ 0,1N , (0) 1  , 
 (0) 2.50, ,2.50   , (0)1 2   , …, 
(0)
1 1.4K    . Here θ is a vector with N elements, N is the 
number of respondents, and all the item parameters are contained in vectors with J elements, and 
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J is the number of items. For the δ vector, all the elements are equally spaced in the interval [–
2.50, 2.50]. This procedure also follows de la Torre et al. (2006).  
For Iteration t+1 (t ≥ 0), a candidate (e.g., * ) is first randomly sampled from a normal 
distribution with mean equal to the value at Iteration t (i.e., t ). Then Equation 7 is used to 
calculate the moving probability (i.e., 
*( , )t   ), the probability that that the current estimate 
value t  can be updated to a new estimate value * . Operationally, if the moving probability 
( , )tX Y  ≥ u, where u is randomly generated from a uniform distribution U(0, 1), then the 
candidate *  is set to the value at Iteration t+1, which means the chain moves from t  to ( 1)t  . 
Otherwise, the chain goes back to the state at Iteration t, and the value ( 1)t   is set back to equal 
to t and the chain does not move for this step. Specifically, the calculation of the moving 
probability for parameters  ,  ,  , 1 , 2 , …, ( 1)K   are as follow:  
For parameter  , draw a candidate * ~ ( ,1)tN  , and calculate the moving probability  
 
 
 
 
* * *
1 2 1 1 2 1*
1 2 1 1 2 1
| , , , , ,..., ( ) | , , , , ,...,
( , ) min 1, min 1,
| , , , , ,..., ( ) | , , , , ,...,
t t t t t t t t t t
K Kt
t t t t t t t t t t t t t
K K
P L
P L
             
  
             
 
 
   
    
   
   
X X
X X
. 
(26) 
For parameter  , draw a candidate 
* ~ ( ,1)tN  , and calculate the moving probability  
 
 
 
 
* * *
1 2 1 1 2 1*
1 2 1 1 2 1
| , , , , ,..., ( ) | , , , , ,...,
( , ) min 1, min 1,
| , , , , ,..., ( ) | , , , , ,...,
t t t t t t t t t t
K Kt
t t t t t t t t t t t t t
K K
P L
P L
             
  
             
 
 
   
    
   
   
X X
X X
. 
(27) 
For parameter  , draw a candidate * ~ ( ,1)tN  , and calculate the moving probability  
 
 
 
 
* * *
1 2 1 1 2 1*
1 2 1 1 2 1
| , , , , ,..., ( ) | , , , , ,...,
( , ) min 1, min 1,
| , , , , ,..., ( ) | , , , , ,...,
t t t t t t t t t t
K Kt
t t t t t t t t t t t t t
K K
P L
P L
             
  
             
 
 
   
    
   
   
X X
X X
. 
(28) 
For parameter 1 , draw a candidate 
*
1 1~ ( ,1)
tN  , and calculate the moving probability  
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 
 
 
 
* * *
1 2 1 1 1 2 1*
1 1
1 2 1 1 1 2 1
| , , , , ,..., ( ) | , , , , ,...,
( , ) min 1, min 1,
| , , , , ,..., ( ) | , , , , ,...,
t t t t t t t t t t
K Kt
t t t t t t t t t t t t t
K K
P L
P L
             
  
             
 
 
   
    
   
   
X X
X X
. 
(29) 
For parameter 1K  , draw a candidate 
*
1 1~ ( ,1)
t
K KN   , and calculate the moving 
probability  
 
 
 
 
* * * *
1 2 2 1 1 2 2*
1 1
1 2 2 1 1 2 2
| , , , , ,..., ( ) | , , , , , ,...,
( , ) min 1, min 1,
| , , , , ,..., ( ) | , , , , , ,...,
t t t t t t t t t t
K K K K Kt
K K t t t t t t t t t t t t t t
K K K K K
P L
P L
              
  
              
    
 
    
   
    
   
   
X X
X X
. (30) 
In practice, the standard deviation of the distribution for drawing candidates is set to 0.15 
rather than 1, thus the drawn candidate is closer to the current value in order to have a reasonable  
acceptable rate. In addition, the calculation of the moving probability is based on logs of the 
above equations, transforming the multiplicative forms to additive forms, which are easier for 
computer programming. For instance, to calculate *( , )i i
t    for person i’s parameter in Equation 
26, it is easier if the values are calculated as  
 
     
      * 1 2 ( 1)
* *
1 2 1
*
, , , , ,...,
1
num log log | , , , , ,...,
log log
i
i t t t t t
i j j j j j K
t t t t t
K
J
ij
j
L
P x k
     
       
 



 
 
   
 

X
, 
(31) 
and      
      1 2 ( 1)
1 2 1
, , , , ,...,
1
den log log | , , , , ,...,
log log
i
i t t t t t t
i j j j j j K
t t t t t t t
K
J
t
ij
j
L
P x k
     
       
 



 
 
   
 

X
. 
(32) 
Then the moving probability is calculated by 
 
 *( , ) exp num dent     , 
(33) 
where num denotes the numerator and den denotes the denominator of Equation 26. Calculating 
the moving probability for item parameter is similar to Equations 31 and 32 except for different 
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subscripts. For example, to calculate *( , )j j
t    for item j’s location parameter in Equation 28, the 
numerator and denominator are calculated by  
 
     
      * 1 2 ( 1)
* *
1 2 1
*
, , , , ,...,
1
num log log | , , , , ,...,
log log t t t t t
i j j j j j K
t t t t t
j K
N
j ij
i
L
P x k
     
       
 



 
    
 

X
, (34) 
and      
      1 2 ( 1)
1 2 1
, , , , ,...,
1
den log log | , , , , ,...,
log log t t t t t t
i j j j j j K
t t t t t t t
j K
N
t
j ij
i
L
P x k
     
       
 



 
    
 

X
. 
(35) 
And again, the moving probability is then calculated by  
  *( , ) exp num dent     , (36) 
This process repeats until it finishes all the designated the number of iterations (e.g., 30,000).  
Dealing with Missing Values  
Dealing with missing values in a dataset is one of the important features of the new 
software MCMC GGUM. This feature is important as it is common to have unanswered 
questions in personality test, and more importantly, the data rearrangement for some DIF 
detection methods––for example, the free baseline approach and the constrained baseline 
approach (see Wang, Tay, & Drasgow, 2013, for details)––necessitate the functionality of 
missing values. However, including missing values can interfere with the calculation of 
likelihoods and further affect the moving probabilities, which are crucial for the MCMC method, 
so it is crucial for MCMC GGUM to deal with missing values properly. In programming MCMC 
GGUM, a strategy was developed to make sure that missing values are appropriately excluded 
for the calculation of the likelihoods. Specifically, MCMC GGUM recodes missing values to –9 
(or any other numerical values that are not equal to k, where k = 0, 1, 2, …, K–1) and does not 
include them when calculating the likelihoods (see Equations 31, 32, 34, and 35 for example). 
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Because the missing values do not contribute to the likelihoods in either the numerator or the 
denominator, the calculation of the moving probability will not be affected.  
Analyzing Output to Generate Estimates  
After completing all the iterations, the estimates and the standard errors can be calculated 
by using Equations 8 and 9, with a designated number of burn-in iterations. In this research, the 
number of burn-in iterations was determined by a convergence test.  
Summary 
This chapter elaborates on the technical details of the MCMC GGUM software. Starting 
with the likelihood functions, this chapter discusses the prior distributions of the parameters and 
the appropriateness of using the four-parameter Beta distribution. It also details the posterior 
distributions and full conditional distributions that are used to calculate the moving probability 
for growing the MCMC chain. Finally, it addresses the missing value issues and the output 
analysis. The chapters that follow present a series of studies, both with simulations and real 
datasets that will test the performance of this new software.  
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CHAPTER 4 
STUDY I: ESTIMATION ACCURACY WITH UNIDIMENSIONAL DATA 
Introduction  
The goal of this study was to begin testing the new software by examining estimation 
accuracy for both item parameters and person parameters with unidimensional data, and how it 
might be impacted by data characteristics: (a) the sample size (i.e., N); (b) scale length (i.e., the 
number of items J), and (c) the number of response categories (i.e., K). Before this testing, a 
series of pilot studies were conducted to determine the optimal MCMC settings, including prior 
distributions, starting values, and number of iterations. The results from pilot studies indicated 
that MCMC estimation worked well when the support of the item location prior distribution 
varied in three positions: the strongly negative level (30% items), the strongly positive (30% 
items), and the intermediate level (40% items). The support of the strongly negative prior was [-
2.8, -0.9], the support of the strongly positive prior was [0.9, 2.8], and the intermediate priors’ 
support was [-1.2, 1.2]. The starting values of item location parameters were approximately 
evenly distributed on the continuum of [-2.5, 2.5]. Identifying and categorizing items into such 
three levels is entirely possibly in practice. For example, the item “I am competitive and play to 
win” measuring industriousness/achievement can be easily rated as a strongly positive item. In 
fact, previous research (Stark, Chernyshenko, & Guenole, 2011) has shown that subject matter 
experts make relatively precise judgment of item locations. The adequacy of the number of 
iterations was determined by convergence tests based on the Gelman and Rubin (1992) criterion 
that was introduced in the Method section.  
Estimation accuracy was evaluated by four statistics: average bias, root mean squared 
error (RMSE), average estimated standard error (SE), and empirical standard deviation (SD) 
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across the 50 replications. For each replication, the generated response data was estimated by 
both MCMC GGUM and GGUM2004, and the four evaluation statistics were then computed and 
compared. Person parameters (θ) were estimated simultaneously with item parameters in both 
MCMC GGUM and GGUM2004. And the estimation accuracy of person parameters was also 
evaluated with the four statistics.  
Method  
Design. This study examined three factors with 12 conditions: (1) Number of response 
categories: (two levels: 2 vs. 5); (2) Number of items (two levels: 10 vs. 20); and (3) Sample size 
(three levels: 250, 500 vs. 1,000).  
Item and person parameter generation. In order to better examine estimation bias, this 
study used a set of fixed item parameters across the 50 replications. The item location delta 
parameters were evenly distributed in [-2.5, 2.5]. The generation of alpha and tau parameters 
followed Roberts, Donoghue, & Laughlin (2002). That is, alpha parameters were generated from 
a uniform distribution U[0.4, 2]; τi,K–1 was generated from a uniform U[-1.4, -.4] distribution and 
the other thresholds (i.e., 1 2 3 4, , ,i i i i    ) were calculated using Equation 37,  
 1 10.25ik ik ike     , for k = 4, 3, 2, (37) 
where 1ike   represents a random error term generated from a N(0, .04) distribution. All these item 
parameters were carefully selected so that the generated response data met two important criteria: 
there was no response pattern with all 0’s responses (the lowest level of response category) for 
all the items; and each response category was endorsed at least by one respondent. All person 
parameters were sampled from a N (0, 1) distribution and they were sampled independently for 
each of the 50 replications. All the item parameters are presented in Tables 6, 10, 14, and 18.  
Response data generation. Response data were generated for each replication based on 
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the simulated item parameters and sampled person parameters. To generate response data, 
Equation 1 was used to compute the probability for each category of a given item to be endorsed 
by a respondent with a simulated theta value (θi). Then, for the 5-category condition, the 
cumulative probabilities from the first category to the fifth category of an item (i.e., a vector 
1 2 3
0
00 0
( , , , ,1)i ik ik ik
k kk
c P P P P
 
    ) were calculated and a random number was sampled from a uniform 
distribution U(0, 1). The simulated response to an item was determined by the location of the 
randomly generated number in the cumulative probability vector. For the 2-category condition, 
the generated random number was compared to the probability 1iP . The response data was set as 
1 if the probability 1iP  was greater than the randomly sampled number; it was set as 0 otherwise.  
Starting values. Providing roughly informative starting values is important for MCMC 
estimation. In this study, the starting values for the item location delta parameters were 
determined by the target value plus a random noise generated from N(0, .05) for each replication. 
The starting values for all alpha parameters were set to 1. All starting values for Tau parameters 
were set to -2 except the last one which was set to -1.4.  
The starting values for person parameters were also carefully determined based on a 
nonparametric method, which was first proposed by Post (1992) and then further developed by 
Johnson (2006). This study adopted the most simplistic version of this method because all the 
items were sorted by item location parameters from the lowest level (very negative) to the 
highest level (very positive). This data arrangement was easily implemented because the item 
location parameters were known beforehand in the simulation study. However, in practice with 
real datasets, item locations can be judged accurately by subject matter experts (Stark, 
Chernyshenko, & Guenole, 2011). After sorting the items, the calculation of the starting values 
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for person parameters involved two steps. The first step was to calculate each simulated 
respondent’s raw score after recoding the responses based on the method proposed by Post 
(1992). Second, the raw scores of all the simulated respondents were then standardized. And the 
each standardized score was used as a starting value.  
Procedures. Response data were first generated based on the parameters and GGUM 
equation (Equation 1) in each replication, and then it was submitted to the MCMC GGUM and 
GGUM2004 programs. However, before running all the MCMC 50 replications for each 
condition, a convergence test was conducted for one data set by separately running five chains of 
30,000 iterations using an identical response dataset with different starting values. All the output 
of each replication was saved for further analyses and final comparison. All these procedures 
were performed in R (R Development Core Team, 2012).  
Analysis  
Once the estimation output was obtained from both MCMC GGUM and GGUM2004, 
bias, root mean squared error (RMSE), average simulated standard error (SE), and empirical 
standard deviations (SD) were computed for both the item parameters and person parameters.  
Bias. Bias is the average discrepancy between the estimates and the true value for a target 
parameter. For item parameter bias, the bias was calculated across all 50 replications for each 
item:  
  item 
1
1
ˆ
R
j rj j
r
Bias
R
 

  , (38) 
where R represents the number of replications, which was 50 in this study; j represents the 
vector of target parameters for item j and was ,1 ,2 , 1, , , ,...,j j j j j K      , and ˆrj represents the 
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corresponding parameter estimates in replication r. The overall bias was calculated across all 50 
replications and all the items:  
 
 overall item
1 1
1
ˆ
J R
rj j
j r
Bias
JR
 
 
  . (39) 
The estimation bias for person parameters was calculated within an ability stratum and 
the overall scale. For each replication, the θ values respondents were first sorted from the lowest 
to the highest, and then stratified into 25 strata. For example, for a sample of 500, each stratum 
consisted of 20 simulated respondents. The 20 response patterns based on the lowest latent trait 
values constituted Stratum 1, and the next 20 constituted Stratum 2, and so on, and the last 20 
with the highest latent trait values constituted Stratum 25. Such a stratification helps examine 
how the estimation bias of the person parameter was impacted by different latent trait standings. 
Thus the bias for Stratum s was calculated by Equation 40 and the bias for the entire scale by 
Equation 41, 
  
/25
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1 ( 1)/25 1
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R Ns
s ir ir
r i N s
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 overall person
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(41) 
Root Mean Squared Error (RMSE). RMSE represents the square root of the average 
squared difference between the estimates and the original parameter; it serves as another 
important criterion to evaluate estimation bias. At the item level, Equation 42 was used to 
compute RMSE for an item parameter for Item j, and Equation 43 was used to compute overall 
RMSE.  
  
2
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  , (42) 
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(43) 
Similarly, RMSE for person parameter estimation was calculated by Equations 44 (stratum level) 
and 45 (overall).  
  
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(45) 
Average Estimated Standard Error (SE). The standard errors calculated here were 
indeed the average estimated standard errors across the 50 replications. For each replication, 
GGUM2004 generated standard error output. The MCMC standard error was computed through 
the posterior standard deviations (PSD), which represents the square root of the average variance 
of the iterations after the burn-in introduced in Equation 9. An estimated standard error was 
associated with each estimate in the output.  
Empirical Standard Deviation (SD). The empirical standard deviation is the square root 
of the variance of the estimates across the 50 replications. Its calculation for the item parameter 
estimation on the item and overall levels used Equations 46 and 47 respectively. Similarly, the 
calculation of the average empirical standard deviation for person parameter estimation followed 
Equations 48 and 49.  
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Convergence diagnostics. For each condition, convergence diagnostics were conducted 
and analyzed. They were based on Brooks and Gelman’s (1998) method, which was extended 
from the univariate version by Gelman and Rubin’s (1992) method. This method assumes that 
the stationary posterior distribution is normal and is based on the comparison of within-chain and 
between chain variances, which is similar to the analysis of variance (ANOVA) testing method. 
According to this method, the within-chain covariance matrix W and between-chain covariance 
matrix B/n are first calculated by  
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where ht  denotes the parameter vector in chain h at time t, and n represents the number of 
iterations and m represents the number of separate chains. The estimated posterior variance-
covariance matrix is  
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The convergence diagnostic index is  
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and an index value R substantially above 1 indicates lack of convergence. In this research, this 
diagnostic was conducted with CODA, an R statistical package that is designed to process MCMC 
output.  
Results  
The convergence test yielded diagnostic indices for all the conditions around from 1.01 to 
1.08, suggesting that convergence was reached for the MCMC estimation with the chain length 
of 30,000 iterations. The overall item parameter estimation accuracy results are presented in 
Table 3 for the 2-category conditions and Table 4 for the 5-category conditions. Table 5 presents 
the results for the person parameter estimation. Due to space limitations, only the results of 500-
respondent conditions at the item level are presented (see Tables 6–25). The results at the item 
level for the 250-respondent and 1000-respondent conditions are available upon request.  
All the values in the tables are the averages over all 50 replications. Results for both the 
overall scale and the individual items clearly show that the MCMC estimation for GGUM was 
substantially more accurate than the MML estimation method implemented in GGUM2004 for 
item estimation, based on bias, RMSE, SE, and SD. In general, estimation accuracy improved 
with increasing of sample size, scale length, and number of response categories. This trend was 
especially evident for the MML estimation results. That is, the condition of 5-category, 20-item, 
and 1000-respondent was the best scenario for GGUM2004 in this study.  
The first panel in Table 3 showed that the estimation bias for MCMC and MML were 
approximately similar for α and δ estimation, yet the bias for 1ˆ  was substantially smaller for 
MCMC than for MML. However, the advantage of MCMC estimation is well reflected in RMSE, 
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SE, and SD on Panels 2 through 4 in Table 3. Because RMSE reflects both bias and sampling 
variance, it more precisely reflects precision of the bias statistics presented in Panel 1. The 
RMSE for MML was substantially larger than MCMC for all the three item parameters. For 
example, RMSEMML = 1.30 for ˆ  in the 10-item and 250-respondent condition, whereas 
RMSEMCMC = 0.19 in the same condition.  
The problems for MML estimation were especially severe in the estimation of standard 
error (SE) statistics. The MCMC estimation standard errors are generated with the posterior 
standard deviations, which are the square roots of the average variances of the draws along the 
chain after the burn-in. As shown in Panel 3 in Table 3, the standard errors of MML estimation 
were extremely large for ˆ  and 1ˆ , especially for the 10-item and 250-respondent condition. The 
estimated standard errors for MML were relatively small for ˆ , yet they were still larger than 
the MCMC estimated standard errors. All the estimated standard errors for both MML and 
MCMC decreased as the number respondents increased, and they diminished more rapidly for 
MML. However, even for the best scenario (e.g., 20-items and 1000-respondents), the estimated 
standard errors were SE δ = 0.70 and SE τ1 = 0.71 for MML, whereas they were 0.15 and 0.13, 
respectively, for MCMC.  
Empirical standard deviations (SD) represent the root square of the variance of the 
estimates over all 50 replications for each target parameter. As can be seen in Panel 4 in Table 3, 
the SDs of MCMC estimates were also smaller than those of MML for all six conditions. This 
difference was particularly salient for ˆ  and 1ˆ . For example, SD δ = 1.25 and SD τ1 = 1.26 for 
MML, yet the corresponding SDs were 0.13 and 0.03 for MCMC. These SD results suggested 
that MCMC estimation is more stable than MML estimation. Interestingly, the comparison 
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between Panel 3 and Panel 4 reveals that the SD values are smaller than the corresponding SE 
values, which indicats that the MCMC estimates are conservative.  
Table 4 shows the overall item parameter estimation bias for the 5-Category conditions. 
Compared to Table 3 for the 2-Category conditions, the difference between the estimation bias 
by the MCMC and MML methods diminished, yet the trends are still evident. Although the first 
Panel representing the bias showed mixed results, in most cases, MCMC yielded bias equal to or 
smaller than that of MML. However, all the biases for both MCMC and MML were quite small. 
Other than the bias, the other three evaluation statistics––RMSE, SE, and SD––showed that 
MCMC substantially outperformed MML, expect in the best scenario where MCMC and MML 
generated equal RMSE, SE, and SD for ˆ . Again, compared to the MCMC method, MML 
yielded large estimated standard errors and empirical standard deviations.  
Tables 6 through 21 present item level results for the 500-respondent conditions. These 
results not only confirmed the bias trends found at the overall level shown in Tables 3 and 4, but 
also show detailed results for bias, RMSE, SE, and SD, providing valuable information on how 
estimation error is associated with the magnitude of the parameter or the item location on the 
latent continuum. Again, although the bias showed mixed results, RMSE, SE, and SD 
consistently revealed that MCMC provided much improved estimates. Importantly, these item 
level results show that, for MML, the extreme item location values are associated with large 
standard errors. However, the standard errors of MCMC were less impacted by item location. 
These findings are illustrated in Figures 10–13. When the item location parameters are close to 0, 
the estimated standard errors of MML are close to, if not as good as, the standard errors of 
MCMC. However, for extreme item location parameters, the SEs dramatically increased. 
Although not illustrated in the figures, the SEs of 1ˆ  also showed the same tendency.  
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Interestingly, both MCMC and GGUM2004 performed similarly for person parameter 
estimation. This should not be surprising because GGUM2004 estimates latent trait values with a 
N(0,1) prior. Thus, comparison of MCMC with GGUM2004 actually represents a comparison of 
two implementation of Bayesian estimation using the same prior.  
Table 5 showed the four error statistics for the 12 conditions at the overall level. The bias 
was very low for both MCMC and GGUM2004, mainly ranging from 0.01 to 0.03. The two 
methods yielded commensurate RMSE, except for the 500-respondent and 1000-respondent 
conditions with 20 items, where the average RMSE was 1.28 for GGUM2004 whereas 0.44 for 
MCMC. The standard errors for GGUM2004 were as good as, or even slightly better than, the 
standard errors for MCMC, whereas the empirical standard deviation for MCMC were 
consistently smaller than that of GGUM2004. Tables 22 through 25 present the person parameter 
estimation bias for all 25 strata for the four 500-respondent conditions. The four tables clearly 
reveal several important findings: (1) the estimated standard errors of the two methods were 
quite similar; (2) both bias and the RMSEs for person parameter estimation increased as the theta 
values became extreme; (3) the empirical standard deviations were consistently smaller for 
MCMC than for GGUM2004, indicating that the estimation by MCMC was more stable than 
GGUM2004 across replications.  
Summary 
This study compared the estimation accuracy of the MCMC and MML methods by using 
12 conditions for data characteristics and examined four evaluation statistics––bias, RMSE, SE, 
and SD. The results demonstrate that MCMC outperformed MML for item parameter estimation. 
Not only did MCMC generate consistently lower RMSE values, it also yielded reasonable SE 
and SD values. More importantly, even though SEs by MML were strongly influenced by item 
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locations, this influence was nearly unnoticeable for the MCMC estimation. Because 
GGUM2004 uses Bayesian trait estimation, the two methods generated approximately 
commensurable estimation accuracy for person parameters, although the average bias and RMSE 
of GGUM2004 were slightly influenced by the absolute values of the thetas.  
This study examined the two estimation methods under purely unidimensional conditions 
where all model assumptions were satisfied. However, in practice, the assumption of pure 
unidimensionality is seldom met: there are almost always other nuisance factors associated with 
a primary factor of interest. Thus it is important to examine if the MCMC estimation method can 
recover parameters for the primary factor under these conditions. With this consideration and 
goal in mind, Study II was conducted and is presented in the following chapter.  
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CHAPTER 5 
STUDY II: ESTIMATION RECOVERY UNDER MULTIDIMENSIONAL DATA 
Introduction 
In many scenarios in applied psychometrics, researchers are often interested in 
unidimensional scales while faced with multidimensional data (Stucky, Thissen, & Edelen, 2013). 
The multidimensional data are sometimes caused by different test formats. For example, a test on 
World History consisting of multiple choice and short answer formats is indeed 
multidimensional. However, more commonly, multidimensionality in a test is caused by the 
multifaceted contents. For instance, a researcher may be interested in measuring verbal ability 
and the test is composed of many facets of verbal ability such as antonym, analogies, and 
paragraph comprehension. Or a researcher interested in math ability may measure algebra, 
geometry, trigonometry, etc. Even an exam on algebra achievement may test using questions 
from different sections/units of an algebra course. Such multifaceted measurement is almost 
always the case for ideal point constructs of interest to Industrial/Organizational Psychologists. 
For example, the Job Descriptive Index (JDI; Smith, Kendall, & Hulin, 1969), an instrument 
measuring job satisfaction, asks questions about six facets, including the work itself, pay, 
opportunities for promotion, supervision, coworkers, and the job in general. The measurement of 
employee engagement (e.g., Rich, LePine, & Crawford, 2010) is composed of cognitive, 
emotional, and physical aspects of engagement. Multidimensionality is also common in 
personality measurement. Nearly all the personality constructs or traits can be decomposed into 
low-order traits. For example, conscientiousness, one of the most important personality traits in 
I/O psychology, consists of industriousness, orderliness, responsibility, self-control, 
traditionalism, and virtue (Roberts, Chernyshenko, Stark, & Goldberg, 2005). Even a low order 
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trait can be further decomposed to more low order facets, and so on. Therefore, in practice in 
applied psychological measurement, researchers almost never obtain unidimensional data as pure 
as the simulation data in Study I. However, it is unclear if the findings from the pure 
unidimensional simulations (Study I) still hold when the data are slightly multidimensional.  
The GGUM IRT models rely on a fundamental assumption of unidimensionality, which 
implies independence of item scores conditionally on the latent trait. Violations of the 
unidmensionality assumption have important implications for testing practitioners and 
researchers. Dragow and Parsons (1983) examined the estimation accuracy of a unidimensional 
dominance IRT estimation method when applied to multidimensional data. By using a series of 
simulations, they found that the unidimensional IRT models can only recover the general latent 
trait in data sets where the prepotency of the general latent trait was moderate to strong.  
In the realm of ideal point IRT models, Carter and Zickar (2011) examined the influence 
of multidimensionality on estimation accuracy by using GGUM2004. In their study, they 
simulated 20 items with person parameters generated from two factors, θ1 and θ2. For one 
condition, they simulated response data with 15 items from Factor 1 and 5 items from Factor 2; 
For another condition, they simulated 10 items from Factor 1 and 10 items from Factor 2. With a 
sample size of N = 500 and 25 replications, they found the average RMSE for ˆ  and ˆ  were 
greater than 4, with standard deviations ranging from 6.59 to 8.15. In addition, they found that 
GGUM2004 failed many times (e.g., 21 times out of 25 replications) for estimating ˆ  and ˆ  
where the estimates approached infinity. Their findings indeed suggest that even for 
bidimensionality, GGUM2004 seemed to fail to recover the parameters.  
This study aimed to explore parameter estimation recovery using the MCMC method and 
compare its results to GGUM2004 with its implementation of MML. Different from the 
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pioneering work by Carter and Zickar (2011), I implemented multidimensionality through 
bifactor models with three orthogonal factors: one general factor and two specific factors. 
Bifactor models were originally introduced by Holzinger and Swineford (1937) and Swineford 
(1947, 1948, 1949) and have recently enjoyed a strong resurgence of interest in psychometrics 
(Cai, Yang, & Hansen, 2011; DeMars, 2006; Gibbons & Hedeker, 1992; Gibbons, Rush, & 
Immekus, 2009; Jennrich & Bentler, 2011; Reise, Morizot, & Hays, 2007; Rijmen, 2010; 
Thissen & Steinberg, 2010). Different from Thurstone’s (1931a, 1947) simple structure between-
item multidimensionality model employed by Carter and Zickar (2011) which assumes each 
manifest item measures only a single construct and the constructs measured by different groups 
of manifest variables are correlated, bifactor models assume within-item multidimensionality, 
which assumes that one item measures more than one latent construct. Typically, bifactor models 
assume a general factor, on which all items load, and a number of specific factors, on which 
different, mutually exclusive, groups of items load (see Figure 14 for an illustration). The 
magnitude of the general and specific factors can be manipulated to characterize the strength of 
the specific factors, and the general factor loadings are associated with discrimination parameters 
  in IRT models through Equation 55 (Lord & Novick, 1968):  
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(55) 
where i  is the item discrimination parameter for item i, and ig  is the loading of the ith item on 
the general factor.  
In this study, the strength of specific factors (strong vs. weak) were varied to manipulate 
the multidimensionality of the data sets. In addition, scale length (10 vs. 20 items) and the 
number of categories (2 vs. 5) were also manipulated to compare the ability to recover 
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parameters associated with the general factor by MCMC and MML. It was expected that MCMC 
would outperform MML in recovering all item parameter.  
Method  
Design. This study examined the parameter recovery ability of MCMC estimation for 
bifactor dimensionality with 8 conditions created by crossing three factors: (1) Strength of 
specific factors (strong vs. weak); (2) Response categories (2 vs. 5); and (3) Scale length (10 vs. 
20 items). Sample size was fixed to be 500 for all the condition in this study, because it was 
discovered that sample size had a very predictable effect on estimation accuracy in Study I.  
Item and person parameter generation. According to the multidimensional generalized 
graded unfolding model (MGGUM) proposed by Roberts and Shim (2010), the MGGUM IRT 
models require a set of   and   parameters on each dimension for each item, while all the 
dimensions share the same set of   parameters. For the general factors, all the  ,   and 
parameters were generated in the same way as in Study I (see Tables 29, 33, 37, and 41 for 
specific values). The magnitude of   parameters for the specific factors varied, based on the 
strength of the specific factors. For the strong-specific-factor conditions, the magnitude of the 
two specific factors was roughly the same as the general factor; and it was about 1/3 of the 
magnitude for the weak- specific-factor conditions.  
A set of three latent traits (i.e., g , 1 , 2 ) were simulated using the following covariance 
matrix,  
 1 2
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cov( , , ) 0 1 0
0 0 1
g  
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(56) 
All the covariance off the diagonal were set to be 0 because the three factors of latent traits were 
assumed to be orthogonal, and the variance of each latent trait was set to be 1.  
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The item and person parameters of the general factors were the targets of the estimation. 
Although there has been no statistical evidence demonstrating that the unidimensional GGUM 
model would necessarily converge to the general factor of the multidimensional GGUM, that is, 
it might, if anything, converge to the first or second specific factors instead of the general factor. 
However, from a psychologist’s perspective, converging to the general factor is the most 
meaningful in many situations. In practice, the specific factors are typically nuisance factors that 
are of less interest than the general factor in applied psychological research.  
Response data generation. With the item and person parameters specified, response data 
were generated by using the MGGUM equation (57) proposed by Roberts and Shim (2010),  
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where:  
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
 ;  
jd  is the location of the ith individual on dth the latent dimension;  
jd  is the location of the jth item on the dth latent dimension;  
jd  is the discrimination parameter for the jth item on the dth latent dimension; and   
jk  is the kth subjective response category threshold for the jth item and tey are 
symmetric about the item. 
Procedures. The procedures were similar to Study I: Each condition was replicated 50 
times, and in each replication, a new set of latent traits were sampled based on the covariance in 
(56). With the fixed set of item parameters and independently sampled person parameters, a new 
data set was generated based on Equation 57. Then the data set was submitted both MCMC 
GGUM and GGUM2004, and the estimates and standard errors were saved for further analyses.  
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Analysis and Results 
The analyses were also similar to Study I, except that the target parameters in this study 
were those associated with the general factor ( ,  , and  ). Four evaluation statistics––bias, 
RMSE, SE, and SD––were computed, and they were compared across the MCMC and MML 
estimation methods. These statistics were also computed both across items and for specific items. 
Tables 26, 27, and 28 present the overall results; the results at the item level are shown in Tables 
29 through 44. Finally, Tables 45 – 48 present results for the person parameter recovery at the 
stratum level.  
As expected, the MCMC method substantially outperformed MML in recovering the 
general factors for the item parameters. As can be seen in Table 26, which presents the item 
parameter estimation recovery results for 2-category data, changing the magnitude of specific 
factors from weak to strong increased the RMSE of ˆ  for MCMC, from .20 to .51 for the 10-
item conditions, and from .24 to .44 for the 20-item conditions. However, it did not affect 
estimated standard errors and empirical standard deviations for MCMC. In contrast, it 
considerably affected RMSE, SE, and SD for the MML method. For example, for the estimation 
of  , RMSE increased from .64 to 2.37, SE increased from 4.74 to 49.90, SD increased from .59 
to 1.82 for 10-item conditions; and these statistics increased from .55 to 2.80, from 2.39 to 17.20, 
from .53 to 2.57 for the 20-item conditions. In general, increasing the number of items improved 
parameter recovery. These same patterns are shown for the estimates of   and  .  
By comparing Table 26 to 27, it is seen that increasing the number of response categories 
improved item recovery very slightly for MCMC (e.g., RMSE decreased from 0.44 to 0.36 for 
the 20-item condition with strong specific factors), yet improvement was dramatic for MML, 
especially for the SE and SD statistics. However, despite the improvement, RMSE, SE, and SD 
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from MML were still much larger than those from MCMC. For example, for the strong specific 
factor conditions, SEs were 0.09 and 1.11 for MCMC and MML estimation of 10-item 
conditions, respectively, and they were 0.10 and 2.57 respectively for the 20-item conditions. 
Interestingly, if we compared Table 3 to Table 26, and compare Table 4 to Table 27, it can be 
seen that RMSE, SE, and SD did not change much for MCMC, suggesting that the MCMC 
estimation method was not influenced much by the multidimensionality of the data sets. In 
contrast, the influence on MML estimation was quite considerable.  
Tables 29 through 44 show the recovery results for individual items for the strong-
specific-factor conditions. As can be seen in these tables, the results showed trends similar to 
those found in Study I: the bias and RMSE tended to become larger as the item location 
parameters became more extreme. Even so, the bias and RMSE remained small for MCMC, 
whereas they were unreasonably large for MML. SEs were especially large in 2-category 
conditions for MML. It was found in Study I that MML had difficulty in obtaining reasonable 
SEs for 2-category data, and this difficulty became exacerbated with multidimensional data sets. 
As found in Carter and Zickar (2011), this study also found that GGUM2004 occasionally 
generated infinite estimates and standard errors.  
Again, the Bayesian trait estimation implementation in GGUM2004 and the one 
implemented in MCMC performed equally well in recovering person parameters. As presented 
in Table 28, all four evaluation statistics were quite small by both methods, although in most 
cases the MCMC method performed slightly better than MML, perhaps due to better item 
parameter estimation. Tables 45–48 present the stratum level person parameter recovery results; 
they also show the similar performances of the two methods. These results show a clear trend 
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that estimation accuracy decreased as the person parameters became extreme, and parameter 
recovery was the best when latent trait was in the middle of the continuum.  
Summary 
This study examined parameter estimation recovery for bifactor multidimensional data 
for the MCMC estimation method and the MML method. The bifactor model was structured as 
one general factor and two mutually orthogonal specific factors, and the strength of the two 
specific factors was manipulated by varying the magnitude of the discrimination parameters. The 
results clearly show that MCMC is quite robust to the multidimensionality, even when the 
specific factors were strong: RMSEs were only slightly increased from unidimensional data to 
multidimensional data, and SEs and SDs were almost unchanged. In contrast, MML was 
sensitive to multidimensionality, under which conditions, extremely large RMSE and SEs were 
obtained. Both MCMC and GGUM2004 recovered latent trait parameters on the primary factor 
very well, although MCMC performed slightly better than MML in the majority of the cases. As 
discovered in Study I, both methods generated inflated RMSEs when the values of the latent trait 
were extreme.  
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CHAPTER 6 
STUDY III: DETECTING DIFFERENTIAL FUNCTIONING ITEMS 
Introduction 
The first two studies have revealed that MCMC as an estimation method for GGUM 
models is excellent in estimation accuracy for unidimensional and multidimensional data. This 
study was designed to examine the performance of MCMC GGUM estimation for detecting 
differential item functioning. This DIF study focused on conditions with impact as large as .50 
SD, because serious problems for GGUM2004 DIF detection were found for those conditions 
(see Wang, Tay, & Drasgow, 2013). Impact occurs when the mean of the latent trait in the focal 
group differs from the mean in the reference group; which has been commonly observed in 
psychological research (Donoghue, Holland & Thayer, 1993; Mullis, Dossey, Owen, & Phillips, 
1993). Although impact has little influence on DIF detection for dominance models (e.g., Chang, 
Mazzeo & Roussos, 1996; Finch, 2005; W-C Wang & Su, 2004a, 2004b), recent research has 
found that impact poses a serious threat to DIF detection for ideal point models estimated with 
GGUM2004 (Wang, Tay, & Drasgow, 2013). Therefore, this study aimed to examine if the 
MCMC GGUM performed well in detecting DIF where impact was as large as .50 SD.  
The DIF detection method used in this study was Lord’s (1977, 1980) chi-square, for it is 
a well-known and widely used method for detecting DIF (Lim & Drasgow, 1990; McLaughlin & 
Drasgow, 1987; Raju, Drasgow, & Slinde, 1993) and considered as effective in detecting DIF 
items (Donoghue & Isham, 1998). However, the method was found to be deficient in detecting 
DIF items for ideal point models with GGUM2004. As presented in Table 2, Lord’s chi-square 
had both high Type I error rates and low power for the uniform DIF when impact was .50 SD. 
The main reason for the poor performance was apparently large estimated standard errors, which 
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are crucial for this method but poorly estimated by GGUM2004. If MCMC GGUM accurately 
estimates standard errors, Lord’s chi-square should work well. Therefore it was expected that 
with MCMC GGUM, Lord’s chi-square may be able to effectively detect DIF items even under 
conditions where impact is as large as .50 SD.  
Iterative linking. When impact is present, the focal group’s estimated item parameters 
are not on the same metric as the reference group as the two groups differ in means. Therefore it 
is necessary to link the metrics of the two groups before assessing DIF items. In this study, 
iterative linking was employed to link the two metrics. Iterative linking repeatedly links two 
scales of independently calibrated parameter estimates by using only items that were identified 
as non-DIF in the proceeding iteration (Candell & Drasgow, 1988). The details of the iterative 
linking procedure are elaborated in the Method section.  
Direction of impact. For cognitive ability tests where dominance IRT models reign, it is 
sometimes observed that focal groups have lower latent trait means than reference groups, if 
there is any impact. However, the direction of impact can of course be in either direction and for 
many variables in the realm of ideal point IRT models we have few a priori expectations. For 
example, one group may be less extraverted than another group, and at the same time, they can 
be also more agreeable than the other group. Therefore, it is important to be able to identify DIF 
items not only when the focal group has a lower latent trait than the reference group, but also 
when the focal group has a higher latent trait than the reference group. Thus, this study examined 
three levels of impact: no impact (i.e., the two groups on the same metric with 0 SD difference), 
and .50 SD impact (i.e., when the focal group is .50 SD higher on the mean of the latent trait than 
the reference group), and -.50 SD impact (i.e., when the focal group is .50 SD lower on the mean 
of the latent trait than the reference group). 
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Method  
Design. This study examined two variables: (a) type of DIF––No DIF, uniform DIF, and 
nonuniform DIF; (b) level of impact––no impact (i.e., 0 SD), and .50 SD impact, and -.50 SD 
impact. Other settings for this study included the use of 20 items with 4 (20%) DIF items with 5 
response categories and 500 simulees for the both focal and reference groups. 
Item parameter generation and DIF item selection and manipulation. The item 
parameter generation process followed the procedures used by Roberts et al. (2002) because they 
proposed the GGUM model and their simulation procedures has been followed in numerous 
other studies (e.g., Tay, Ali, Drasgow, & Williams, 2011; Wang, Tay, & Drasgow, 2013). The 
discrimination and item location parameters for this DIF study are presented in Table 49 and 50.  
The four DIF items were selected so that they were approximately equally distributed 
along the latent continuum. In addition, two items were assigned to have large discrimination 
values and two to have small discrimination values. With these considerations, this study 
selected items 3, 8, 11, and 17 as target DIF items, with .71 (small), .63 (small), 1.07 (large), and 
1.12 (large) as discrimination parameters respectively, and -1.98 (very negative), -.68 
(moderately negative), .16 (moderately positive), and 1.72 (very positive) as item location 
parameters respectively.  
DIF manipulations for the focal groups were based on the types of DIF. For nonuniform 
DIF type, the discrimination parameters were incremented by .50 for all the selected DIF items; 
for uniform DIF type, the item location parameters for the selected DIF items were incremented 
by .50.  
Impact implementation. Impact was implemented on the person parameters for the focal 
groups. First, all the reference group trait values were sampled from a N(0, 1) distribution. Then 
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for the .50 SD impact conditions, the focal groups were sampled from N (.50, 1), and for the -.50 
SD impact conditions, the focal groups were sampled from N (-.50, 1). All the person parameters 
for each group were independently sampled for 100 replication times.  
Response data generation. After all the item parameters were generated for each group 
and each condition, and person parameters were generated for each replication, the procedures to 
generate response data follow the standard procedures described in Study I. Briefly, Equation 1 
was used to compute the probability that each category of a given item was endorsed by a 
respondent with a simulated theta value (θj). Then, the cumulative probabilities from the first 
category to the fifth category of an item (i.e., a vector 
1 2 3
0
00 0
( , , , ,1)i ik ik ik
k kk
c P P P P
 
    ) were 
calculated and a number was randomly generated from a uniform distribution U(0, 1). The 
simulated response to an item was determined by the location of the randomly generated in the 
cumulative probability vector. In this study, 700 data sets were independently generated.  
Iterative linking procedures. Once the 700 response data sets were generated, they were 
independently calibrated by both MCMC GGUM and GGUM2004 two computer programs. 
Thus, for each replication in each condition, two sets of estimates were obtained: one for the 
reference group (i.e.,  ˆR j ,  
ˆ
R j ,  1ˆR j ,  2ˆR j ,  3ˆR j ,  4ˆR j ), and one for the focal group (i.e.,  ˆF j , 
 
ˆ
F j ,  1ˆF j ,  2ˆF j ,  3ˆF j , 4ˆFj ). Then for the impact conditions, the mean-sigma method based on 
item locations was used to link the focal group to the reference group, which transformed focal 
group item parameters  ˆF j ,  
ˆ
F j ,  1ˆF j ,  2ˆF j ,  3ˆF j  , 4ˆFj to reference group item parameters  ˆR j , 
 
ˆ
R j ,  1ˆR j ,  2ˆR j ,  3ˆR j  , 4ˆRj and obtained 
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F j , 
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ˆ
F j . Lastly, Equation 58 
was used to calculate a chi-square statistic for each item with five degrees of freedom (because 
five item parameters were involved in the calculation).  
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and  *
  Σ+Σ Σj R j F j . (60) 
In this study, Σi was a diagonal matrix of the variances of the difference in item parameter 
estimates,  ΣR i was the diagonal matrix of the item parameter sampling variance estimates for the 
reference group, and
*
 Σ F i  was the matrix of the item parameter sampling variances estimates for 
the focal group after linking. 
The linking method used in this study was the mean-sigma method based on item 
locations (cf. Roberts, 2002). Using this method, two constants Aˆ  and Bˆ  were first derived 
through Equations 38–39,  
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where ˆF and 
ˆ
R  are the means of the item locations estimates for the common items from the 
focal and reference groups respectively, and ˆ
F
S

and ˆ
R
S

 are the corresponding standard 
deviations. Then the item parameters δ, α, and τ were transformed by  
 
*
, ,
ˆ ˆ ˆ ˆ
j F j FA B   , (63) 
 ,*
,
ˆ
ˆ
ˆ
j F
j F
A

  . 
(64) 
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and *
, ,
ˆˆ ˆ
jk F jk FA  , (65) 
where parameter *,
ˆ
j F , 
*
,
ˆ
j F , and 
*
,
ˆ
jk F refer to the estimates after having been transformed from the 
the focal group metric to the reference group metric, and the subscript j refers to the jth common 
item across the scales being calibrated. And, correspondingly, the variances of the transformed 
parameters were computed through Equations 66, 67, and 68,  
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Iterative linking procedures mainly change the ways of computing the constants Aˆ  and 
Bˆ . For the first iteration, it was assumed that there was no DIF item in the scale and the 
constants (1)Aˆ  and (1)Bˆ  were computed based on all the items. Based on the computed constants 
(1)Aˆ  and (1)Bˆ , Lord’s chi-square statistics were calculated for the first iteration. Then the items 
with Lord’s chi-square greater than 2.05(6) 12.59   were flagged as DIF items and excluded to 
compute the constants (2)Aˆ  and (2)Bˆ  for the second iterations, and with the updated constants (2)Aˆ  
and (2)Bˆ , Lord’s chi-square statistics were computed again based on Equation 58, and so on. 
These procedures repeated until the constants Aˆ  and Bˆ  became stable and the DIF results were 
unchanged in two consecutive iterations.  
Results  
The results of the six conditions are presented in Tables 49 through 54. Table 49 shows 
the power and Type I error rates for the nonuniform DIF with no impact on the focal group. As 
can be seen, both MCMC and MML yielded very similar results on overall power (PowerMCMC = 
0.63 and PowerMML = 0.64) and overall Type I error rates (TypeIerrorMCMC = .02 and 
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TypeIerrorMML = .06). However, the results at the item level show something different. First, the 
MML method yielded somewhat large Type I error rates for intermediate items. For example, 
MML yielded Type I error rates of .12, .10, .11, and .12 for items 9, 10, 13, and 14 respectively, 
whereas MCMC still kept Type I error rates low, .02, 0, .03, and .04, respectively, for these four 
items. In general, Type I error rates for the MCMC method ranged from 0 to .04; yet they ranged 
from 0 to .12 for the MML method. For the four DIF items, MCMC produced a higher power 
than MML when the discrimination parameters were small. For example, when = .63, the 
power was .89 for MCMC and .82 for MML. However, when the discrimination parameters were 
large, the power produced by MCMC was slightly lower than or equal to MML.  
Table 50 presents the results of uniform DIF when there was no impact for the focal 
group. The results for uniform DIF revealed that the MCMC method somewhat outperformed the 
MML method in terms of both power and Type I error rates. The overall power of the four DIF 
items was .56 for MCMC and .49 for MML; and the overall Type I error rate over the 16 items 
was .02 for MCMC and .05 for MML. More importantly, the MCMC method was able to keep 
Type I error rates low across the entire spectrum of item location, ranging from 0 to .05. In 
contrast, the MML method showed the same problem as observed for nonuniform DIF: Type I 
error rates were high for the intermediate items. More interestingly, both methods showed a 
similar pattern for power for the four DIF items: power was high when the item location 
parameters were in the middle of the latent continuum, yet dropped significantly when the item 
location parameter values were extreme. For example, for item 11 where =.16, the power was 
perfect for both MCMC and MML. However, for item 17 where =1.72, the power was .37 for 
MCMC and .05 for MML.  



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Tables 51 and 52 show results of the nonuniform DIF and uniform DIF, respectively, 
when the impact was .50 SD on the focal group. Interestingly, a .50 SD impact on the focal group 
seemed to decrease power for the MCMC method and increase power for the MML method. The 
explanation for this finding is that the Type I error rates were inflated for MML. The overall 
Type I error rate was .12, which substantially exceeded the nominal .05 error level. For MML, 
items 9 and 14 reached Type I error rates of .28 and .25 respectively. The largest two Type I 
error rates produced by MCMC were .13 on item 7 and .08 on item 15, and still kept low on most 
of the items. As with uniform DIF, the both method showed the same trend that power was 
higher on items with small discrimination parameters and middle level item location parameters. 
Table Tables 53 and 54 show results of the nonuniform DIF and uniform DIF when 
impact was -.50 SD on the focal group. These two conditions produced even worse results for 
MML yet reasonable results were found for MCMC. For the nonuinform DIF, MCM produced a 
power of .61 and a Type I error rate of .03, and MML produced a .71 power value but with a .12 
Type I error rate. The results for uniform DIF were .51 for power and .05 for Type I error rates 
for the MCMC method, but only .40 on power despite a .17 Type I error rate for the MML 
method. When the impact was -.50 SD, MML yielded extremely high Type I error rates: 8 out of 
16 items had a Type I error rate over .20. In contrast, the most of the items had a Type I error 
smaller than .05 for MCMC, except one item, item 14, which anomalously generated a high 
Type I error rate.  
Summary 
This study examined the capacity of the MCMC method for detecting DIF items on three 
impact conditions with two DIF types, and compared the results with the MML method 
implemented in GGUM2004. In general, MCMC generated a reasonable power with low Type I 
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error rates contolled below the nominal error level across all conditions in this study. It produced 
higher power when the discrimination parameters were small than when they were big, and when 
the item location parameters were close to 0 than when they were extreme. Impact, regardless of 
negative or positive, seemed to have a little influence on the performance of the MCMC method 
but substantially affected MML DIF detection. The MML method produced inflated Type I error 
rates when impact existed, and it became even worse when the impact was negative on the focal 
group. In practice, the magnitude of DIF may be greater than .50, and thus Type I error rates are 
expected to be inflated for GGUM2004. In the next chapter, real data sets were used to apply 
MCMC GGUM in DIF detection.  
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CHAPTER 7 
STUDY IV: APPLICATION OF THE NEW SOFTWARE TO REAL DATASETS 
Introduction: Testing Goals 
The last study of this dissertation research applied the new software MCMC GGUM to 
real datasets that require ideal point IRT models and examined DIF. Specifically this study 
utilized two datasets for the Comprehensive Personality Scale. The Comprehensive Personality 
Scale consists of 440 items covering a full set of personality facets derived from the traditional 
Big-Five Personality Model. One group of respondents was recruited from University 
undergraduates and the other group was obtained via online crowdsourcing, specifically from the 
Amazon Mechanical Turk (MTurk; www.mturk.com). University undergraduates have been the 
gold standard as psychology research participants for decades; however, with the development of 
information technology, online crowdsourcing has become popular in the past decade for survey 
and experiment studies in many social science fields, including I/O psychology and political 
science (Barger, Behrend, Sharek, & Sinar, 2011; Berinsky, Huber, & Lenz, 2012). Compared to 
college student sample, collecting data from online crowdsourcing is more efficient and 
convenient and may cost less. In addition, online crowdsourcing subjects have been found to be 
more representative (e.g., older, more diverse) and have more work experiences than university 
student subjects, which seems better suited to employee-focused research (Barger, Behrend, 
Sharek, & Sinar, 2011).  
Given the popularization of online outsourcing for I/O research, it has become 
increasingly important to understand the equivalence of the two sources of subjects. For example, 
will similar psychometric properties be observed when assessment tools are administered to the 
two types of samples? A very few pioneering studies have been conducted to examine this 
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question. For instance, Behrend, Sharek, Meade, and Wiebe (2011) examined the measurement 
equivalence of a personality measure and an attitude survey between a university student sample 
and MTurk sample and they found only a few DIF items. However, their study appears to have 
some important limitations. One major limitation lies in its use of an apparently inappropriate 
item response theory (IRT) model for analyzing DIF. Specifically, Samejima's Graded Response 
Model (SGR, Samejima, 1969) was used for the IRT model, which assumes a dominance 
response process and may be methodologically inappropriate. In addition, their sample sizes 
were relatively small (only 270 students and 270 MTurk particpants); and the personality 
measure in their study was the Big Five Factor Model, which has received criticisms for the lack 
of comprehensiveness (cf. Paunonen & Jackson, 2000).  
Thus, this study aimed to examine the measurement equivalence of personality measures 
across online crowdsourcing and university student samples. It was expected that, by using the 
appropriate model (i.e., an ideal point IRT model) with an improved estimation method (i.e., the 
MCMC approach), more valid results would be obtained. It was expected that this approach with 
more large samples of respondents, would obtain different findings.  
Method  
The comprehensive personality scale. This personality scale was developed in Dr. Fritz 
Drasgow’s lab through years of work. It is based on the Big-Five model and includes 22 facets 
underlying the Big Five dimensions. For example, the traditional conscientiousness dimension 
was extended to six facets: industriousness, order, self-control, traditionalism, responsibility, and 
virtue (Roberts, Chernyshenko, Stark, & Goldberg, 2005); the extraversion dimension was 
extended to dominance, sociability, excitement, and energy facets; etc. More than 100 items 
were initially written for each facet and edited. Then for this study, 20 items were carefully 
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selected for each facet (440 items in total) to comprise a comprehensive measure of personality. 
The 20 items in each facet consisted of approximately equal numbers of statements reflecting 
high, medium, and low trait levels.  
Participants. The 440 items were administered via computers to undergraduates through 
a university subject pool and to internet users through MTurk. At the end of the personality 
survey, demographic data were also collected. To ensure response quality, four quality control 
items were included (e.g., “For quality control purposes, please select ‘Strongly disagree’ as the 
answer to this item”); they were located in the middle to the end of the survey. 839 
undergraduate participants and 673 MTurk participants completed the survey. After deleting 
cases with at least one error on the quality control items, 733 undergraduate cases and 529 
MTurk cases remained. The demographic characteristics of the two sample sources are 
summarized in Table 55. Note that the MTurk group was more diverse with respect to age, 
education, and employment, but the undergraduate sample included a much larger proportion of 
Asians.  
Analysis 
Before conducting the DIF analysis, two additional steps were taken. The first step was to 
rate and sort the 20 items for each facet, because the MCMC GGUM software was designed to 
better calibrate sorted rather than unsorted data. This sorting procedure required all the items in 
the scale to be rearranged along the latent continuum from indicating the lowest trait level to the 
highest. For example, for the cooperation scale, all the items were sorted from the least 
cooperative (i.e., “I don't think it is important to consider others' opinions.”) to the most 
cooperative item (i.e., “I don't argue with others even if I don't agree with them.”). This sorting 
was based on the ratings of four undergraduate assistants, with a reliability  = .78. Additional 
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analyses indicate that the ratings did not have to be very precise: The software worked well as 
long as the items were roughly sorted into low, intermediate, and high groups.  
After the data sets were sorted, analyses were conducted to assess model fit of the 
estimates from MCMC GGUM. The FORSCORE software (Williams & Levine, 1993) was used 
to compute the item singles, doubles and triples chi-square χ2/df ratios, which produced results of 
2.32, 3.54, 3.27, respectively, for the mean of the χ2/df ratios, suggesting that the item parameter 
estimates generated by MCMC GGUM adequately fit the data.  
Finally, DIF analyses were conducted by following the procedures described in Study III. 
Specifically, MCMC GGUM was first used to calibrate all 44 datasets (22 facets of personality 
for both the University student group and MTurk group). With the obtained item estimates for 
both groups, iterative linking procedures were adopted to put item parameter estimates on the 
same metric, treating the MTurk as the reference group and the student group as the focal group. 
With the real data sets, a Bonferroni correction for Lord's chi-square was utilized. That is, with 
20 items, the alpha level was set to be .05/20 = .0025, thus the cutoff chi-square was 18.39, with 
5 degrees of freedom. The results became stable after five iterations and they are presented in 
Table 56 as the final results.  
Results  
Table 56 presents the DIF results for all 440 items, and the DIF results on the scale level 
(the right most column) and the item location level (the top row). For example, Item 1 in Table 
56 represented the item rated as lowest and Item 20 represented the items rated as highest.  
As can be seen in Table 56, there were 55 items in total flagged as DIF items. The last 
row shows the distribution of the 55 DIF items on the latent continuum. It was found that more 
items in the intermediate level were flagged as DIF items than at the two ends. Specifically, only 
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8 DIF items out of 55 (14.54%) were at the low end (the first six items), only 10 DIF items 
(18.18%) were at the high end (the last five item), and the remaining 37 items (67.27%) were in 
the middle of the latent continuum.  
The last column presents the DIF results on the scale level. As shown in Table 56, 6 (of 
60) items exhibited DIF for the Agreeableness, 13 (of 120) for Conscientiousness, 13 (of 80) for 
Extraversion, 5 (of 60) for Neuroticism, and 18 (of 120) for Openness. Considering the different 
numbers of facets in each dimension, Extraversion had the most DIF items (3.25 items per facet), 
followed by Openness (3 items per facet), Conscientiousness (2.17 items per facet), 
Agreeableness (2 items per facet), and Neuroticism dimension (1.67 items per facet).  
More interestingly, the excitement facet in the extraversion dimension had 7 DIF items, 
the most DIF items of all 22 facets, followed by orderliness (6 items), physical conditioning (5 
items), and aesthetics (5 items). On the other hand, the warmth, responsibility, sociability, 
adjustment, and ingenuity facets showed zero DIF items. The implications of these findings are 
discussed in the following chapter.  
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CHAPTER 8 
DISCUSSION AND CONCLUSIONS 
Research in applied psychometrics in the past decade points to the conclusion that non-
cognitive variables (e.g., personality, vocational interests, attitudes, etc) are more appropriately 
measured by ideal point/unfolding item response theory models, rather than the traditional 
cognitively-oriented dominance IRT models (Drasgow, Chernyshenko, & Stark, 2010a, 2010b; 
Roberts, Laughlin, & Wedell, 1999; Stark, Chernyshenko, Drasgow, & Williams, 2006; Tay, 
Drasgow, Rounds, & Williams, 2009; Tay & Drasgow, 2012). Of all the unfolding IRT models, 
the generalized graded unfolding model (GGUM; Roberts, Donoghue, Laughlin, 2000, 2002) is 
the most popular and has been widely used in many research areas in applied psychometrics. 
This model has been implemented in the computer program GGUM2004 (Robert, Fang, Cui, & 
Wang, 2006; Roberts & Shim, 2008), which uses marginal maximum likelihood (MML) 
estimation. However, this method sometimes unfortunately encounters estimation problems such 
as producing unreasonably large standard errors, especially in the presence of 
multidimensionality.  
The primary goal of this dissertation was to develop a new estimation computer program 
for the GGUM model by using a state-of-the-art estimation method––Bayesian Markov Chain 
Monte Carlo, and test its estimation accuracy, susceptibility to multidimensionality, and 
effectiveness for DIF detection, and compare it the MML method implemented in GGUM2004. 
In addition, the new computer program was applied to 44 real personality data sets for DIF 
assessment. Overall, the new MCMC computer program clearly outperformed the MML method 
in terms of estimation accuracy, susceptibility to multidimensionality, and DIF detection. 
Compared to the MML method, not only did the MCMC method produce smaller RMSE, 
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estimated standard errors (SE), and empirical standard deviations (SD), but also it was more 
robust to multidimensionality and generated smaller Type I error rates in DIF detection. Besides 
these important findings, this dissertation research offers a few discussion topics, as well as 
implications and directions for future research.  
Estimation Accuracy for the GGUM Model  
As many non-cognitive variables are fundamental to I/O psychology in particular and to 
the broader field of psychology, the GGUM ideal point model is expected to become more and 
more important in the decades to come. The estimation accuracy problem faced by many testing 
practitioners and substantive researchers is central to its use. Apparently, the MML approach to 
GGUM estimation encounters problems (e.g., see Carter & Zickar, 2011; de la Torre et al., 2006; 
Wang, Tay, & Dragow, 2013), thus, providing an alternative estimation method is a serious 
agenda item for applied psychometricians. Through a series of simulations this study found that a 
Bayesian Markov Chain Monte Carlo method not only produces more accurate estimates, it also 
possesses a couple of advantages to estimate GGUM parameters that the MML method does not 
have.  
First, the MCMC method is more robust to a variety of data characteristics. Over the 12 
conditions of Study I, the MCMC method consistently provided accurate estimates for item and 
person parameters. These data characteristics seemed to have little impact on the estimation 
accuracy (e.g., RMSE) for the MCMC method. In contrast, the estimation accuracy of MML was 
dramatically influenced by the number of response categories, the length of a scale, and the 
sample size. Item location on the latent continuum also seemed to influence estimation accuracy 
as well. Although in the best scenario (i.e., 5-category, 20-item, and 1000-respondent), MML 
produced relatively accurate estimates, it was nonetheless not as accurate as MCMC estimates. 
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Second, MCMC was found to excel at generating reasonable standard errors estimates, which is 
crucial for measurement equivalence analysis and other psychometrical uses. The results from 
Study I revealed that SE estimates by MCMC were almost always smaller than .3, yet SE 
estimates by MML could be as large as 150 and even went infinity in a few cases. Thus, if SE 
estimates are of interest to researchers, choosing the MCMC estimation method seems to be 
necessary. Third, MCMC produces more stable estimates than MML, which is reflected in 
smaller empirical standard deviations. For example, the standard deviation of delta estimates of 
item 8 was 0.11 for MCMC over 50 replications, yet it was 2.66 for MML (see Table 9), which 
indicates that the estimates by MML could vary dramatically from replication to replication, and 
the estimates by MCMC were stable. Therefore, it is quite clear that MCMC outperforms MML 
in estimating the GGUM model.  
It is interesting to notice that person parameter estimation was approximately equally 
accurate by both MCMC and MML, and this phenomenon has important implications for GGUM 
estimation. In fact, the technical procedure implemented in GGUM2004 for person parameter 
estimation is different from the procedure for item parameter estimation (Roberts & Shim, 2008). 
According to Roberts and Shim (2008), item parameters are estimated by MML based on an 
expectation-maximization (E-M) strategy, and person parameters estimates are Bayesian 
expected a posteriori (EAP), which utilizes a prior distribution of N(0,1) in the estimation. 
Clearly, using a prior makes a dramatic difference in person parameter estimation, and this is the 
advantage of the Bayesian MCMC item parameter estimation. The accuracy difference in 
estimating item and person parameters by GGUM2004 indeed indicates the critical importance 
of utilizing a prior in GGUM estimation.  
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Estimating GGUM with Multidimensionality 
Although research on unfolding multidimensional models is in its infancy, 
multidimensional unfolding data seems wide spread in applied psychology. Purely 
unidimensional data is nearly nonexistent for variables such as personality, vocational interests, 
and attitudes that require an ideal point IRT model, because there are always nuisance factors 
and sub- or low-level factors involved. However, for research interest and simplicity, researchers 
often treat these data sets as unidimensional (Stucky, Thissen, & Edelen, 2013), with little 
knowledge of the influence of multidimensionality on estimation accuracy. Study II provides 
important evidence of the susceptibility and robustness of GGUM estimation methods for 
estimation with multidimensional data.  
By using a bifactor model, which utilizes a general factor and several specific factors, 
Study II revealed the robustness of the MCMC method for estimating the GGUM model with 
multidimensional data: strong specific factors only slightly increased RMSE; Estimated SE and 
empirical SD were almost unchanged. In contrast, the MML method implemented in 
GGUM2004 was highly susceptible to the presence of multidimensionality, which led to large 
RMSEs and extremely large SE estimates. The GGUM2004 results found in this study were 
consistent with the findings by Carter and Zickar (2011). Although they implemented a 
Thurstonian instead of a bifactor multidimensional model, they also found large RMSEs and SEs. 
In addition, both Carter and Zickar (2011) and this dissertation research found that GGUM2004 
produced infinite estimates in a quite few cases when multidimensionality was present.  
These findings have important implications for testing practitioners and researchers in the 
non-cognitive realm. First of all, as discussed above, multidimensional data in non-cognitive 
measurement is so prevalent that it is almost unavoidable in practice. On the other hand, methods 
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for statistically testing for multidimensionality with unfolding data are yet unavailable in the 
literature, and the traditional factor analysis model produces spurious results if applied to 
unfolding data (Davison, 1977; Tay & Drasgow, 2012). Therefore, when dimensionality is 
unknown in real situation, it may be important to use the MCMC GGUM estimation program in 
order to obtain accurate item parameter estimates and reasonably low (and accurate) estimates of 
SE.  
Similar to the person parameter estimates found in Study I, GGUM2004 was also robust 
to multidimensionality for person parameter estimation. This is indeed a positive finding with 
GGUM2004. Again, it is noteworthy that GGUM2004 implemented EAP person parameter 
estimates. It may be expected that GGUM2004 would produce accurate item parameter estimates 
if it sued Bayesian priors. Perhaps this is a meaningful direction for GGUM2004 to improve 
estimation accuracy and robustness.  
DIF Analysis with the GGUM Models  
DIF analysis is indeed one of the essential applications of item response theories. It is 
expected that applying IRT models improves accuracy and efficiency of DIF detection. Two 
critical criteria are considered when evaluating a DIF analysis method: Type I error rate and 
power. The Type I error rate may be generally more critical than power, because low power 
leads to conservative decisions yet a high Type I error rate leads to false positive decisions, 
which are sometimes associated with greater loss. In addition, impact is another common 
concern in DIF analysis, especially for the measurement in the ideal point IRT domain. 
Personality and attitudes may differ substantially among demographic groups, and such impact is 
not necessarily directional but may be bidirectional.  
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Mindful of these concerns, Study III examined the capacity of the new estimation 
program to detect DIF items under three impact levels with two types of DIF. The results 
indicated MCMC GGUM was also robust for two directions of impact. The Type I error rates 
remained low in the six conditions examined in Study III, and power was moderate, mainly 
because the DIF manipulation (i.e., .50) in the study was also moderate. It is expected that 
detection power increases as the DIF magnitude increases, which is quite common in real 
situations. In contrast, Type I error rates by GGUM2004 were higher, consistent with the 
previous findings by Wang, Tay, and Drasgow (2013). In addition, GGUM2004 was susceptible 
to impact and impact directions: the presence of impact exacerbated Type I error rates, and 
negative impact on the focal group even further exacerbated Type I error rates.  
Interestingly, the power of the two methods was found to be related to the magnitude of 
the discrimination and item location parameters. Specifically, power was high for small rather 
than large discrimination parameters for nonuniform DIF, and for intermediate rather than 
extreme item location parameters for uniform DIF. This interesting phenomenon actually implies 
the importance of small SE in DIF detection. Tables 8, 12, 16, and 20 revealed that small 
discrimination parameters are associated with small SE, and intermediate item location 
parameters are also associated with small SE. Because small SE is critical in analyzing 
measurement equivalence, it is not surprising to observe the trends in this study. As Study I 
reveals that MCMC GGUM generates smaller SE than GGUM2004, it seems clear that using 
MCMC GGUM for DIF analysis is advantageous.  
Wang, Tay, and Drasgow (2013) suggested that iterative linking might be able to 
improve the results of DIF analysis. Study III in the dissertation showed that this procedure did 
improve DIF analysis. According to the iterative linking procedures (e.g., Candell & Dragow, 
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1988), the first iteration assumes that there is no DIF in the scale, and the calculation of the 
tentative constants (1)Aˆ  and (1)Bˆ  is based on all the items. Then a second linking is performed 
based on the results of the first linking, and the results from the second linking appear to improve 
over the results from the first iteration, and so on. However, this improvement was found to be 
somewhat moderate in this research, and the results became stable after three or four iterations.  
Another noteworthy point is the anomalous Type I error rate by the MCMC method in 
the –.50 SD impact condition (see Tables 53 and 54), where Item 14 produced an unreasonably 
high Type I error rate. My double checking the intermediate procedures found that item 
parameter estimates were quite off the target for this particular item when the impact was –.50 
SD. This anomaly calls for future investigation.  
Application to Real Personality Data 
Study IV in this dissertation research applied the MCMC GGUM software to real 
personality data collected from a university undergraduate sample and an MTurk online sample. 
This study has several important implications. First, the 44 real data sets were well calibrated in 
this study. Although dimensionality was not tested before the calibration, primarily because that 
there is no statistical testing method available in the literature at this point, the writing of these 
personality items strictly followed the definition of each personality facet, so the 20 items in each 
personality facet well reflected the primary factor of definition. In addition, Study II has shown 
that multidimensionality has little influence on MCMC GGUM estimation. Moreover, the 
sample size used in this study was sufficient for MCMC GGUM. The first three studies in the 
dissertation research found that a sample size of 500 was sufficient for MCMC GGUM to 
generate reasonable estimates, and both samples examined in this study exceeded this size. 
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Therefore, the estimates generated by MCMC GGUM in this study should be accurate to some 
extent. 
Second, some of the DIF results are consistent with the findings by Behrend, Sharek, 
Meade, and Wiebe (2011). For example, both Behrend et al. (2011) and this study found that 
most DIF items were encountered in the Openness dimension, followed by the 
Conscientiousness dimension. However, this study further revealed the specific facets under the 
two broad dimensions with the most DIF. For example, in the Openness dimension, this study 
discovered that the DIF items mainly came from aesthetics, curiosity, intellectual efficiency, and 
tolerance, yet there was no DIF item on the ingenuity facet. On the Conscientiousness dimension, 
the most DIF items came from the industriousness facet, yet there was no DIF item from the 
responsibility facet. In addition, this study found that the excitement-seeking and physical 
condition facets under Extraversion, the generosity facet under the Agreeableness dimension, 
and the even temper facet under the Neuroticism dimension exhibited many DIF items, whereas 
the warmth facet under Agreeableness, sociability under Extraversion, and adjustment under 
Neuroticism displayed no DIF item. These DIF findings on the facet level make sense 
considering the demographic differences. For example, the university students were much 
younger than the MTurk sample, thus they might be more excitement-seeking and have better 
physical conditions, because excitement-seeking individuals enjoy participating in extreme 
sports and outdoor activities, seek adventures and excitement, tend to be showy and are loud and 
entertaining; and individuals with high scores on physical condition tend to engage in activities 
to maintain their physical fitness and are more likely to participate in vigorous sports or exercise. 
These activities were indeed more common for the younger university students. On the other 
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hand, it is also understandable that there was no difference on warmth, responsibility, sociability, 
adjustment, and intellectual efficiency between the two sample groups.  
Lastly, the finding that the majority of the DIF items clustered at the intermediate level of 
the latent continuum is not surprising, because items in the intermediate level have relatively 
smaller standard errors. Due to the low power at the ends of the continuum, there may be some 
items that are indeed DIF items but were not detected. This can be an excellent research topic for 
the future.  
Limitations and Future Research Directions  
This dissertation research highlights the estimation advantages of the MCMC method for 
the GGUM model. The MCMC advantages lie not only in estimation accuracy, robustness to 
multidimensionality, and low Type I error rates in DIF detection as discussed above, but also in 
their high flexibility. As described in Study I, the Bayesian MCMC procedure allows researchers 
to adjust prior distributions according to different data characteristics in order to obtain optimal 
estimation. This adjustment in the prior distributions was implemented through the 4-parameter 
beta distribution utilized in this software, which accommodates simultaneous adjustment on three 
important aspects of prior distributions: the range of the support, the variance (which affects the 
curvature shape) of the distribution, and the symmetry of the distribution. In addition, the starting 
values, the number of iterations, and the variance of the candidate values over the chains can also 
be adjusted if necessary. The estimation outcome of the adjustment can be quantified/statistically 
evaluated through a model fitting program (e.g., the FORSCORE software, Williams & Levine, 
1993). Of course, this flexibility of the MCMC estimation method also comes with a downside: 
it requires some level of psychometric expertise. The software will be designed with standard 
settings, so that it does not require further adjustment for the majority of users and practitioners. 
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At the same time, it also leaves room for psychometric experts and researchers to adjust the 
MCMC settings for special use. It is hoped that the high flexibility of the software will attract a 
variety of users in the future.  
Perhaps the major challenge of the software is its computation time. The estimation 
chains typically require a length of 10K+, which cannot be executed in one minute. In this 
dissertation research, it took about 35 minutes to run 30K iterations for a data set with 5 
categories and 500 respondents. However, the running time is expected to gradually decrease in 
the future as computing speed constantly increases. Moreover, future research should focus on 
more advanced MCMC techniques such as Adaptive Markov Chain Monte Carlo (AMCMC; 
Gilks, Roberts, & Sahu, 1998) and Parallel Adaptive Markov Chain Monte Carlo (P-AMCMC; 
Haario, Laine, Lehtinen, Saksman, & Tamminen, 2004). It is believed that the application of the 
new MCMC techniques may significantly shorten running time.  
Another limitation is that the starting values for the item location parameter estimation 
were perhaps too informative in the simulation studies. However, providing informative starting 
values for the item location parameters is sometimes feasible, as it has been found that subject 
matter experts are able to approximately accurately rate personality item extremity (see Stark, 
Chernyshenko, & Guenole, 2011). Even in cases of less informative starting values, the results 
are expected to be similar as long as the standard deviations of the candidate values increase 
correspondingly to maintain a desirable acceptance rate, and at the same time, the iteration chain 
is lengthened.  
Furthermore, the simulation studies could not explore many conditions due to time and 
space constraints. For example, Study II examining the influence of multidimensionality on 
parameter recovery only used the 500-respondent sample size. Obviously, sample size also 
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affects parameter recovery for multidimensional data, and the larger the sample size is, the better 
the estimation recovery. This effect is expected to be more evident for GGUM2004 than for 
MCMC GGUM. This problem should be investigated in future research projects.  
Future research may also explore the influence of multidimensionality on DIF analysis. 
In this dissertation research, one of the obvious differences between Study III and Study IV is 
that the former examined DIF detection under pure unidimensionality, yet the latter used real 
data sets in which unidimensionality was not guaranteed. Therefore, it is important to understand 
if MCMC GGUM (or GGUM2004) is able to effectively detect DIF items when nuisance 
multidimensionality is present. It is expected that MCMC GGUM may still outperform 
GGUM2004 given its performance on the parameter estimation recovery with 
multidimensionality.  
Conclusions  
The purpose of this dissertation was to develop a new estimation program for the GGUM 
model using the Bayesian Markov Chain Monte Carlo (MCMC) method, and to examine its 
estimation accuracy under a series of conditions and compare its performance to the traditional 
software GGUM2004 which utilizes the MML method. The first two studies revealed that, 
compared to GGUM2004, MCMC GGUM not only provided more accurate and stable 
estimation and reasonably small standard errors, but also well withstood the influence of 
multidimensionality. Study III further found that MCMC GGUM produced smaller Type I error 
rates in DIF analysis. In addition, Study IV applying MCMC GGUM discovered meaningful 
results for the measurement equivalence analyses of the Comprehensive Personality Scale 
between a university student sample and an MTurk online sample. These findings suggest that 
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MCMC GGUM is a promising estimation program for non-cognitive measurement in the 
decades to come.  
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TABLES 
Table 1 Estimates by GGUM2004 for a Personality Scale of Industriousness  
 
Items 
Estimates by GGUM2004 
ˆ  SE ˆ( )  ˆ  SE ˆ( )  
1. I am competitive and play to win -6.5314 32.6895 .2697 .1148 
2. I find it easy to stick to my plans -1.8232 .2364 .7591 .1079 
3. I am average at the things I do 8.9254 139.1369 .5286 .0789 
4. I frequently make-up believable excuses for not finishing my work -1.7675 .1672 .4851 .1589 
5. I finish my work on time but try not to work more than I have to 5.6237 43.9729 1.1153 .1105 
6. I work hard, but I know when it's time to quit -.1682 .1385 .6160 .1139 
7. I enjoy the process of doing things and don't care much about the results 7.7249 79.0826 .6667 .0873 
8. Being successful is more important than most other things in my life –– † –– † .0089 .0700 
9. I don't care very much about the quality of my work -1.7711 .1564 1.8203 .1912 
10. I hardly ever finish the tasks I start -1.9164 .1806 1.7881 .1821 
11. I tend to do just what is expected of me when doing a job -3.8410 3.9383 .6464 .0773 
12. I always want to be better than others in the things I do -6.6873 36.5166 .2713 .1379 
13. There is too much to be done to waste time relaxing -26.3010 729.5049 .0530 .1387 
14. When I set my mind on achieving a goal, I can always reach it -3.0543 .8457 .8181 .1006 
15. I always try to do my best work even when no one will know -3.3816 6.2144 1.3149 .1747 
16. If I am interested in something I don't mind working hard -3.1412 4.3088 .8750 .1474 
17. To me, being moderately successful is enough 10.4909 74.1443 .3878 .0746 
18. I don't really care about being successful -3.9027 1.5415 .4071 .0668 
19. People should not sacrifice too much for work -7.0539 29.6252 .2289 .0948 
20. I try to do the minimal amount of work possible to maintain my current status -3.1852 16.6491 2.2713 .2419 
Note. † An infinite value was estimated by GGUM2004 for that parameter.  
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Table 2 Type I Error Rates and Power for DIF Detection by GGUM2004 When Impact = .50 SD 
Scale 
length DIF% N 
Three DIF detection methods 
Log-likelihood ratio 
 
AIC 
 
 
Lord’s  
Chi-square 
Type I Power Type I Power Type I Power 
1
a
   2
a
   4
a
   1
a
   2
a
   4
a
 1
a
 2
a
 4
a
 1
a
 2
a
 4
a
 – – 
                               
10 20%  
(n = 2) 
250 .08 (.30) .10 (.18) .07 (.10) .95 (.99) .95 (.97) .94 (.95)  .09 (.35) .11 (.20) .09 (.11) .95 (.99) .95 (.97) .94 (.96)  .06 .24 
500 .12 (.65) .11 (.27) .10 (.15) .99 (1.00) 1.00 (1.00) 1.00 (.99)  .14 (.68) .13 (.30) .12 (.17) 1.00 (1.00) 1.00 (1.00) 1.00 (.99)  .10 .40 
1,000 .24 (.88) .23 (.59) .21 (.29) 1.00 (1.00) 1.00 (1.00) 1.00 (1.00)  .26 (.89) .25 (.62) .24 (.31) 1.00 (1.00) 1.00 (1.00) 1.00 (1.00)  .15 .49 
40% 
(n = 4) 
250 .33 (.37) .26 (.16) .29 (.12) .84 (1.00) .82 (.98) .85 (.96)  .35 (.41) .29 (.16) .31 (.15) .85 (1.00) .83 (.98) .85 (.96)  .14 .22 
500 .50 (.63) .47 (.32) .47 (.11) .96 (1.00) .95 (1.00) .95 (1.00)  .51 (.66) .49 (.36) .48 (.13) .97 (1.00) .96 (1.00 .96 (1.00)  .27 .35 
1,000 .67 (.84) .71 (.54) .72 (.27) 1.00 (1.00) 1.00 (1.00) 1.00 (1.00)  .70 (.86) .73 (.57) .74 (.30) 1.00 (1.00) 1.00 (1.00) 1.00 (1.00)  .42 .46 
20 20%  
(n = 4) 
250 .11 (.35) .10 (.13) .11 (.11) .94 (1.00) .92 (.90) .91 (.93)  .12 (.39) .12 (.15) .13 (.13) .94 (1.00) .92 (.90) .92 (.93)  .06 .35 
500 .16 (.57) .18 (.28) .18 (.17) .98 (1.00) .98 (1.00) 1.00 (1.00)  .18 (.61) .20 (.30) .21 (.18) .98 (1.00) .98 (1.00) 1.00 (1.00)  .11 .48 
1,000 .30 (.85) .30 (.53) .30 (.24) 1.00 (1.00) 1.00 (1.00) 1.00 (1.00)  .32 (.87) .32 (.57) .33 (.25) 1.00 (1.00) 1.00 (1.00) 1.00 (1.00)  .16 .69 
40% 
(n = 8) 
250 .37 (.36) .34 (.20) .37 (.12) .79 (.99) .77 (.96) .81 (.96)  .39 (.39) .37 (.22) .39 (.14) .81 (.99) .78 (.96) .83 (.97)  .18 .23 
500 .63 (.65) .61 (.26) .63 (.16) .95 (1.00) .93 (1.00) .95 (.98)  .65 (.68) .63 (.29) .66 (.18) .96 (1.00) .94 (1.00) .95 (.98)  .30 .41 
1,000 .84 (.83) .86 (.54) .85 (.27) 1.00 (1.00) .99 (1.00) 1.00 (1.00)  .86 (.85) .87 (.57) .86 (.30) 1.00 (1.00) .99 (1.00) 1.00 (1.00)  .46 .53 
Note. 
a
 It indicates the number of items linking the focal and reference groups. Results were from the condition of uniform DIF type 
with an impact of .50 SD.  
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Table 3 Error Statistics for MCMC and MML Item Estimation for 2-Category Conditions  
Scale 
Length N  
ˆ  
 
ˆ  
 
1ˆ  
MCMC MML MCMC MML MCMC MML 
   Bias 
10 250  0.00 0.23  0.04 0.04  -0.01 -0.44 
 
500  -0.02 0.08  0.04 0.05  -0.01 -0.27 
1000  -0.02 0.04  0.03 -0.04  0.01 -0.16 
20 250  0.03 0.13  0.00 -0.03  0.01 -0.29 
 
500  0.03 0.07  0.00 0.02  0.00 -0.18 
1000  0.01 0.03  -0.01 0.02  0.00 -0.09 
 
  
Root Mean Squared Error (RMSE) 
10 250  0.16 0.83  0.20 1.30  0.21 1.34 
 
500  0.15 0.32  0.18 0.91  0.19 0.95 
1000  0.13 0.18  0.16 0.56  0.19 0.57 
20 250  0.20 0.38  0.22 0.96  0.18 0.92 
 
500  0.15 0.24  0.19 0.60  0.16 0.57 
1000  0.13 0.15  0.16 0.32  0.12 0.32 
  
 
Estimated Standard Error (SE) 
10 250  0.22 0.57  0.22 14.96  0.29 16.30 
 
500  0.19 0.34  0.21 7.69  0.29 8.33 
1000  0.17 0.20  0.20 2.21  0.29 2.36 
20 250  0.21 0.41  0.21 6.42  0.17 6.92 
 
500  0.17 0.25  0.20 2.05  0.15 2.14 
1000  0.13 0.16  0.15 0.70  0.13 0.71 
  
 
Empirical Standard Deviation (SD) 
10 250  0.13 0.80  0.13 1.25  0.03 1.26 
 
500  0.11 0.31  0.10 0.88  0.01 0.90 
1000  0.08 0.18  0.08 0.53  0.01 0.54 
20 250  0.17 0.35  0.17 0.94  0.10 0.88 
 500  0.14 0.23  0.14 0.58  0.09 0.54 
1000  0.12 0.15  0.13 0.31  0.09 0.31 
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Table 4 Error Statistics for MCMC and MML Item Estimation for 5-Category Conditions 
Scale 
Length N  
ˆ  
 
ˆ  
 
1ˆ  
 
2ˆ  
 
3ˆ  
 
4ˆ  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
   Bias 
10 250  0.01 0.06  0.08 0.03  0.13 -0.05  0.13 -0.07  0.07 -0.08  -0.01 -0.07 
 
500  -0.01 0.02  0.06 0.01  0.10 -0.04  0.09 -0.03  0.08 -0.02  0.00 -0.04 
1000  0.00 0.01  0.05 0.00  0.08 -0.02  0.06 -0.03  0.05 -0.03  0.00 -0.03 
20 250  0.04 0.05  0.02 0.03  0.15 -0.07  0.13 -0.07  0.09 -0.06  0.02 -0.07 
 
500  0.03 0.03  0.02 0.02  0.13 -0.04  0.10 -0.05  0.07 -0.05  0.02 -0.06 
1000  0.03 0.01  0.01 0.02  0.10 -0.04  0.07 -0.04  0.07 -0.03  0.02 -0.04 
   Root Mean Squared Error (RMSE) 
10 250  0.14 0.19  0.17 0.29  0.23 0.38  0.27 0.38  0.25 0.41  0.18 0.37 
 
500  0.10 0.13  0.14 0.21  0.19 0.27  0.20 0.25  0.21 0.26  0.14 0.24 
1000  0.06 0.07  0.14 0.14  0.14 0.18  0.15 0.18  0.15 0.19  0.13 0.17 
20 250  0.14 0.19  0.16 0.27  0.24 0.38  0.25 0.36  0.23 0.36  0.20 0.35 
 
500  0.11 0.12  0.13 0.18  0.20 0.26  0.20 0.26  0.18 0.24  0.17 0.24 
1000  0.07 0.07  0.13 0.16  0.16 0.18  0.15 0.17  0.15 0.18  0.13 0.16 
   Estimated Standard Error (SE) 
10 250  0.15 0.20  0.14 0.98  0.19 1.09  0.25 1.10  0.26 1.10  0.18 1.13 
 
500  0.12 0.13  0.11 0.39  0.15 0.48  0.20 0.48  0.21 0.48  0.15 0.48 
1000  0.09 0.09  0.09 0.20  0.13 0.26  0.15 0.26  0.16 0.26  0.12 0.26 
20 250  0.15 0.18  0.13 0.83  0.17 0.96  0.23 0.95  0.23 0.95  0.17 0.98 
 
500  0.11 0.12  0.10 0.35  0.14 0.44  0.17 0.44  0.18 0.44  0.14 0.44 
1000  0.08 0.08  0.08 0.18  0.11 0.24  0.13 0.24  0.14 0.24  0.11 0.24 
   Empirical Standard Deviation (SD) 
10 250  0.11 0.18  0.09 0.29  0.11 0.38  0.20 0.37  0.22 0.40  0.11 0.36 
 
500  0.10 0.14  0.08 0.18  0.11 0.27  0.17 0.25  0.18 0.26  0.10 0.24 
1000  0.08 0.09  0.07 0.14  0.09 0.18  0.13 0.18  0.14 0.19  0.09 0.17 
20 250  0.12 0.18  0.10 0.26  0.11 0.38  0.18 0.35  0.20 0.35  0.11 0.34 
 
500  0.10 0.12  0.08 0.17  0.10 0.25  0.16 0.26  0.16 0.24  0.10 0.23 
1000  0.08 0.08  0.07 0.12  0.09 0.18  0.12 0.18  0.13 0.18  0.09 0.16 
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Table 5 Theta Estimation Error for MCMC and GGUM2004   
Response 
Category 
Scale 
Length N  
Bias ˆ( )  
 
RMSE ˆ( )  
 
SE ˆ( )   SD ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML 
               
2 
Categories 
10 250  0.05 0.01  0.35 0.39  0.59 0.54  0.46 0.51 
 
500  0.04 0.00  0.35 0.36  0.59 0.56  0.46 0.48 
1000  0.04 0.01  0.36 0.36  0.59 0.57  0.46 0.48 
              
20 250  0.01 0.01  0.21 0.26  0.44 0.40  0.40 0.45 
 
500  0.01 0.01  0.20 0.21  0.43 0.41  0.39 0.40 
1000  0.01 0.00  0.20 0.20  0.43 0.42  0.39 0.40 
               
5 
Categories 
10 250  0.03 0.02  0.11 0.10  0.30 0.28  0.29 0.29 
 
500  0.03 0.01  0.10 0.13  0.30 0.29  0.28 0.33 
1000  0.02 0.01  0.09 0.09  0.29 0.29  0.28 0.28 
              
20 250  0.02 0.03  0.06 0.09  0.20 0.20  0.21 0.28 
 
500  0.01 0.02  0.06 0.16  0.20 0.20  0.20 0.36 
1000  0.01 0.02  0.06 0.04  0.20 0.20  0.20 0.20 
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Table 6 Bias of MCMC and MML Estimations for the 2-Category, 10-Item, 500-
Respondent Condition 
Items   
Bias ˆ( )  
  
Bias ˆ( )  
1  
Bias 1ˆ( )  
MCMC MML MCMC MML MCMC MML 
1 1.70 0.05 0.19 -2.50 -0.06 0.05 -1.23 -0.28 0.00 
2 1.24 -0.03 0.09 -1.94 0.43 -0.09 -1.98 0.45 -0.13 
3 0.45 0.09 0.07 -1.39 0.01 -0.67 -1.63 0.14 -0.87 
4 1.02 -0.09 0.04 -0.83 0.06 -0.05 -1.34 -0.15 -0.07 
5 0.80 -0.17 0.04 -0.28 -0.13 -0.06 -1.14 -0.33 -0.06 
6 0.88 -0.14 0.04 0.28 0.10 0.00 -1.26 -0.20 -0.03 
7 0.98 0.16 0.05 0.83 -0.15 0.21 -1.67 0.20 -0.24 
8 0.49 0.06 0.03 1.39 0.07 1.19 -1.58 0.08 -1.32 
9 1.64 -0.18 0.12 1.94 0.14 0.09 -1.42 -0.06 -0.12 
10 1.37 0.10 0.10 2.50 -0.12 -0.14 -1.58 0.10 0.12 
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Table 7 Root Mean Squared Error Bias of MCMC and MML Estimations for the 2-
Category, 10-Item, 500-Respondent Condition 
Items  
RMSE ˆ( )  
 
RMSE ˆ( )  
 
RMSE 1ˆ( )  
MCMC MML MCMC MML MCMC MML 
1  0.07 0.67  0.07 0.68  0.28 0.59 
2  0.17 0.27  0.44 0.70  0.45 0.74 
3  0.11 0.21  0.10 1.99  0.14 2.20 
4  0.16 0.25  0.10 0.25  0.15 0.25 
5  0.19 0.27  0.24 0.39  0.33 0.30 
6  0.17 0.26  0.20 0.17  0.20 0.22 
7  0.23 0.27  0.17 0.79  0.21 1.01 
8  0.08 0.20  0.13 2.89  0.08 2.95 
9  0.22 0.43  0.16 0.62  0.06 0.59 
10  0.14 0.35  0.14 0.64  0.10 0.61 
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Table 8 Estimated Standard Errors of MCMC and MML for the 2-Category, 10-Item, 500-
Respondent Condition 
Items  
SE ( )  
 
SE ( )  
 
SE 1( )  
MCMC MML MCMC MML MCMC MML 
1  0.18 0.66  0.13 7.29  0.29 7.62 
2  0.21 0.37  0.23 5.08  0.29 5.24 
3  0.08 0.27  0.19 15.23  0.29 16.87 
4  0.23 0.24  0.15 0.28  0.29 0.26 
5  0.16 0.23  0.27 0.29  0.29 0.26 
6  0.20 0.24  0.23 0.20  0.29 0.21 
7  0.25 0.27  0.16 2.46  0.29 2.61 
8  0.09 0.30  0.22 36.84  0.29 40.69 
9  0.24 0.43  0.26 3.77  0.29 3.87 
10  0.23 0.43  0.21 5.42  0.29 5.70 
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Table 9 Empirical Standard Deviations of MCMC and MML Estimates for the 2-Category, 
10-Item, 500-Respondent Condition 
Items  
SD ( )  
 
SD ( )  
 
SD 1( )  
MCMC MML MCMC MML MCMC MML 
1  0.05 0.65  0.04 0.68  0.01 0.60 
2  0.17 0.25  0.08 0.71  0.01 0.73 
3  0.06 0.20  0.10 1.89  0.01 2.04 
4  0.13 0.25  0.08 0.25  0.02 0.24 
5  0.08 0.27  0.21 0.39  0.02 0.30 
6  0.11 0.26  0.18 0.17  0.01 0.22 
7  0.17 0.27  0.09 0.77  0.02 0.99 
8  0.05 0.20  0.11 2.66  0.01 2.67 
9  0.14 0.42  0.07 0.61  0.01 0.59 
10  0.10 0.34  0.08 0.63  0.02 0.61 
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Table 10 Bias of MCMC and MML Estimates for the 2-Category, 20-Item, 500-Respondent 
Condition 
Items   
Bias ˆ( )  
  
Bias ˆ( )  
1  
Bias 1ˆ( )  
MCMC MML MCMC MML MCMC MML 
1 1.60 0.08 0.30 -2.50 -0.04 -0.21 -0.50 -0.14 -0.34 
2 0.84 0.07 0.07 -2.24 0.29 -0.18 -1.19 0.25 -0.27 
3 1.79 -0.11 0.16 -1.98 -0.02 -0.24 -0.99 0.01 -0.29 
4 1.50 -0.02 0.08 -1.72 -0.11 -0.16 -0.77 -0.11 -0.21 
5 1.17 0.05 0.03 -1.46 0.12 -0.22 -1.31 0.13 -0.25 
6 0.70 -0.01 0.05 -1.20 -0.37 -0.15 -0.44 -0.33 -0.23 
7 0.66 0.19 0.07 -0.94 0.12 -0.07 -0.42 -0.15 -0.10 
8 1.16 0.07 -0.02 -0.68 0.08 -0.02 -1.35 0.10 -0.03 
9 1.45 0.02 0.10 -0.42 0.02 0.02 -1.08 0.01 0.01 
10 0.70 0.14 0.03 -0.16 0.02 -0.11 -1.34 0.12 -0.16 
11 1.07 -0.04 -0.03 0.16 0.02 0.02 -0.90 -0.03 -0.02 
12 0.70 0.07 0.03 0.42 0.09 0.19 -0.58 -0.09 -0.09 
13 0.65 0.05 -0.02 0.68 -0.11 0.11 -0.96 0.06 -0.08 
14 1.60 -0.03 0.05 0.94 -0.01 0.03 -1.07 0.01 -0.03 
15 1.30 -0.02 0.08 1.20 0.13 0.08 -0.81 -0.09 -0.10 
16 1.22 0.07 0.11 1.46 -0.01 0.17 -1.06 0.03 -0.20 
17 1.38 -0.01 0.07 1.72 0.20 0.26 -0.68 -0.16 -0.28 
18 0.64 0.04 0.00 1.98 0.05 0.66 -0.78 -0.07 -0.63 
19 1.33 0.00 0.04 2.24 -0.21 0.25 -1.22 0.26 -0.26 
20 1.62 -0.04 0.14 2.50 -0.17 0.00 -1.05 0.23 -0.03 
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Table 11 Root Mean Squared Error of MCMC and MML Estimates for the 2-Category, 
20-Item, 500-Respondent Condition 
Items  
RMSE ˆ( )  
 
RMSE ˆ( )  
 
RMSE 1ˆ( )  
MCMC MML MCMC MML MCMC MML 
1  0.12 0.61  0.06 0.81  0.15 0.70 
2  0.16 0.17  0.35 0.83  0.29 0.87 
3  0.16 0.33  0.11 0.57  0.09 0.59 
4  0.17 0.26  0.22 0.56  0.16 0.53 
5  0.17 0.17  0.15 0.68  0.15 0.71 
6  0.11 0.17  0.42 0.88  0.35 0.80 
7  0.23 0.20  0.17 0.61  0.16 0.40 
8  0.16 0.14  0.12 0.15  0.11 0.16 
9  0.16 0.25  0.10 0.10  0.09 0.10 
10  0.18 0.19  0.18 0.67  0.14 0.82 
11  0.17 0.20  0.10 0.12  0.11 0.13 
12  0.17 0.19  0.18 0.75  0.13 0.52 
13  0.12 0.17  0.21 0.58  0.13 0.47 
14  0.15 0.28  0.07 0.18  0.08 0.15 
15  0.19 0.27  0.21 0.46  0.16 0.43 
16  0.20 0.26  0.16 0.67  0.11 0.66 
17  0.16 0.26  0.27 0.72  0.19 0.70 
18  0.10 0.14  0.20 1.32  0.10 1.23 
19  0.15 0.20  0.24 0.73  0.28 0.74 
20  0.13 0.42  0.20 0.69  0.24 0.64 
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Table 12 Standard Errors of MCMC and MML Estimates for the 2-Category, 20-Item, 
500-Respondent Condition 
Items  
SE ( )  
 
SE ( )  
 
SE 1( )  
MCMC MML MCMC MML MCMC MML 
1  0.16 0.54  0.15 5.62  0.14 5.92 
2  0.14 0.23  0.27 3.84  0.21 4.11 
3  0.16 0.36  0.21 3.03  0.19 3.09 
4  0.19 0.27  0.23 1.25  0.19 1.28 
5  0.17 0.21  0.15 1.53  0.12 1.56 
6  0.13 0.19  0.33 2.22  0.21 2.31 
7  0.15 0.17  0.17 0.62  0.10 0.52 
8  0.18 0.19  0.11 0.15  0.08 0.15 
9  0.20 0.25  0.10 0.09  0.08 0.08 
10  0.15 0.17  0.16 1.01  0.09 1.09 
11  0.19 0.19  0.14 0.13  0.10 0.11 
12  0.15 0.17  0.21 0.95  0.12 0.83 
13  0.14 0.16  0.21 0.68  0.15 0.55 
14  0.18 0.25  0.10 0.14  0.10 0.12 
15  0.19 0.22  0.19 0.50  0.15 0.48 
16  0.18 0.23  0.19 1.30  0.15 1.32 
17  0.19 0.27  0.25 1.90  0.21 1.95 
18  0.11 0.25  0.31 7.86  0.23 8.72 
19  0.18 0.31  0.24 4.18  0.21 4.39 
20  0.18 0.40  0.22 4.02  0.21 4.19 
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Table 13 Empirical Standard Deviation of MCMC and MML Estimates for the 2-Category, 
20-Item, 500-Respondent Condition 
Items  
SD ( )  
 
SD ( )  
 
SD 1( )  
MCMC MML MCMC MML MCMC MML 
1  0.09 0.53  0.05 0.79  0.04 0.61 
2  0.14 0.16  0.17 0.82  0.11 0.84 
3  0.12 0.29  0.11 0.52  0.09 0.52 
4  0.16 0.25  0.18 0.54  0.13 0.49 
5  0.17 0.17  0.09 0.65  0.07 0.67 
6  0.10 0.17  0.21 0.88  0.08 0.78 
7  0.13 0.19  0.13 0.61  0.06 0.39 
8  0.13 0.14  0.08 0.15  0.04 0.16 
9  0.16 0.23  0.09 0.10  0.09 0.10 
10  0.13 0.19  0.17 0.67  0.07 0.81 
11  0.17 0.20  0.10 0.12  0.11 0.13 
12  0.15 0.19  0.16 0.73  0.09 0.52 
13  0.11 0.17  0.20 0.57  0.11 0.47 
14  0.15 0.28  0.07 0.18  0.08 0.14 
15  0.19 0.26  0.16 0.45  0.13 0.42 
16  0.19 0.24  0.16 0.65  0.10 0.63 
17  0.17 0.26  0.17 0.68  0.12 0.65 
18  0.09 0.14  0.20 1.15  0.08 1.07 
19  0.15 0.20  0.13 0.69  0.09 0.69 
20  0.12 0.40  0.09 0.70  0.08 0.65 
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Table 14 Bias of MCMC and MML Estimates for the 5-Category, 10-Item, 500-Respondent Condition 
Items   
Bias ˆ( )  
  
Bias ˆ( )  
1  
Bias 1ˆ( )  
2  
Bias 2ˆ( )  
3  
Bias 3ˆ( )  
4  
Bias 4ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
1 1.16 0.02 0.00 -2.52 0.19 -0.03 -1.59 0.16 -0.02 -1.39 0.17 -0.06 -1.13 0.16 -0.05 -0.85 0.04 -0.05 
2 1.79 -0.13 0.00 -2.05 0.22 -0.08 -1.95 0.25 -0.10 -1.67 0.22 -0.09 -1.48 0.17 -0.11 -1.27 0.18 -0.10 
3 0.64 0.00 0.01 -1.39 0.01 -0.01 -1.64 0.03 -0.05 -1.33 -0.03 -0.07 -1.03 0.04 0.01 -0.74 -0.08 -0.04 
4 0.66 0.07 0.03 -1.11 0.20 0.01 -1.76 0.18 -0.03 -1.51 0.16 -0.02 -1.17 0.15 0.00 -0.91 0.09 0.01 
5 1.46 0.01 0.01 -0.51 0.04 0.00 -1.83 0.11 0.00 -1.62 0.02 -0.02 -1.41 0.02 0.00 -1.16 0.02 -0.02 
6 1.07 0.06 0.03 0.17 0.02 0.01 -1.90 0.16 -0.04 -1.62 0.03 0.02 -1.38 -0.03 -0.02 -1.15 0.04 0.02 
7 0.65 0.02 0.01 0.75 0.04 0.03 -1.26 -0.10 -0.01 -1.01 0.05 -0.02 -0.77 0.09 0.01 -0.45 -0.19 -0.02 
8 1.38 -0.01 0.04 1.58 0.11 0.00 -1.14 -0.11 -0.02 -0.87 -0.03 0.03 -0.68 -0.04 0.01 -0.43 -0.21 -0.02 
9 0.64 0.00 0.00 2.00 -0.05 0.06 -1.68 0.07 -0.09 -1.38 0.11 -0.05 -1.07 0.12 0.00 -0.80 -0.03 -0.06 
10 1.74 -0.10 0.05 2.34 -0.14 0.06 -1.79 0.22 -0.05 -1.56 0.18 -0.05 -1.39 0.15 -0.04 -1.11 0.13 -0.08 
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Table 15 Root Mean Squared Errors for MCMC and MML Estimates for the 5-Category, 10-Item, 500-Respondent Condition 
Items  
RMSE ˆ( )  
 
RMSE ˆ( )  
 
RMSE 1ˆ( )  
 
RMSE 2ˆ( )  
 
RMSE 3ˆ( )  
 
RMSE 4ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
1  0.10 0.11  0.20 0.29  0.20 0.33  0.25 0.32  0.26 0.39  0.11 0.35 
2  0.18 0.24  0.23 0.22  0.26 0.26  0.26 0.25  0.23 0.28  0.20 0.26 
3  0.07 0.08  0.11 0.46  0.14 0.52  0.18 0.46  0.21 0.50  0.15 0.52 
4  0.10 0.08  0.20 0.14  0.23 0.27  0.24 0.26  0.21 0.18  0.17 0.23 
5  0.12 0.16  0.07 0.06  0.15 0.18  0.10 0.13  0.13 0.14  0.07 0.10 
6  0.13 0.13  0.06 0.07  0.18 0.23  0.13 0.18  0.13 0.15  0.10 0.12 
7  0.07 0.08  0.07 0.10  0.16 0.27  0.23 0.27  0.20 0.23  0.22 0.21 
8  0.14 0.17  0.19 0.15  0.16 0.16  0.20 0.19  0.21 0.20  0.23 0.16 
9  0.06 0.06  0.13 0.37  0.14 0.47  0.22 0.45  0.28 0.46  0.12 0.39 
10  0.15 0.22  0.15 0.26  0.25 0.29  0.22 0.25  0.25 0.34  0.17 0.32 
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Table 16 Average Estimated Standard Errors of MCMC and MML Estimates for the 5-Category, 10-Item, 500-Respondent 
Condition 
Items  
SE ( )  
 
SE ( )  
 
SE 1( )  
 
SE 2( )  
 
SE 3( )  
 
SE 4( )  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
1  0.13 0.13  0.16 1.15  0.17 1.17  0.22 1.18  0.26 1.22  0.19 1.26 
2  0.15 0.22  0.12 0.65  0.13 0.66  0.16 0.67  0.17 0.67  0.13 0.69 
3  0.07 0.07  0.12 0.17  0.17 0.28  0.23 0.29  0.25 0.29  0.18 0.26 
4  0.08 0.08  0.05 0.12  0.17 0.26  0.20 0.25  0.20 0.24  0.16 0.21 
5  0.16 0.18  0.06 0.05  0.13 0.17  0.14 0.15  0.13 0.13  0.09 0.11 
6  0.13 0.13  0.06 0.05  0.14 0.23  0.16 0.19  0.15 0.16  0.11 0.13 
7  0.08 0.08  0.08 0.09  0.16 0.24  0.22 0.24  0.20 0.23  0.14 0.22 
8  0.15 0.17  0.13 0.11  0.12 0.15  0.17 0.16  0.19 0.18  0.13 0.17 
9  0.07 0.07  0.17 0.50  0.19 0.54  0.27 0.57  0.29 0.61  0.20 0.59 
10  0.15 0.21  0.15 1.04  0.16 1.05  0.19 1.05  0.21 1.07  0.17 1.11 
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Table 17 Empirical Standard Deviations of MCMC and MML Estimates for the 5-Category, 10-Item, 500-Respondent 
Condition 
Items  
SD ( )  
 
SD ( )  
 
SD 1( )  
 
SD 2( )  
 
SD 3( )  
 
SD 4( )  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
1  0.10 0.12  0.08 0.29  0.11 0.34  0.19 0.32  0.21 0.39  0.11 0.35 
2  0.12 0.24  0.06 0.21  0.09 0.24  0.14 0.24  0.15 0.26  0.09 0.24 
3  0.07 0.08  0.11 0.19  0.13 0.29  0.18 0.22  0.20 0.27  0.13 0.27 
4  0.07 0.08  0.03 0.14  0.13 0.28  0.18 0.25  0.14 0.18  0.14 0.23 
5  0.12 0.16  0.05 0.06  0.10 0.19  0.10 0.13  0.13 0.14  0.07 0.10 
6  0.12 0.13  0.06 0.07  0.09 0.22  0.13 0.18  0.13 0.15  0.08 0.12 
7  0.07 0.08  0.06 0.10  0.13 0.27  0.23 0.27  0.18 0.23  0.09 0.20 
8  0.14 0.17  0.15 0.15  0.11 0.16  0.20 0.20  0.21 0.21  0.09 0.16 
9  0.06 0.06  0.12 0.37  0.12 0.47  0.19 0.45  0.25 0.47  0.12 0.39 
10  0.12 0.23  0.06 0.23  0.11 0.27  0.12 0.24  0.21 0.30  0.11 0.31 
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Table 18 Bias of MCMC and MML Estimates for the 5-Category, 20-Item, 500-Respondent Condition 
Items   
Bias ˆ( )  
  
Bias ˆ( )  
1  
Bias 1ˆ( )  
2  
Bias 2ˆ( )  
3  
Bias 3ˆ( )  
4  
Bias 4ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
1 1.60 0.03 0.05 -2.50 -0.01 -0.08 -1.23 -0.07 -0.13 -1.01 -0.03 -0.10 -0.74 -0.09 -0.16 -0.50 -0.22 -0.05 
2 0.84 0.05 0.03 -2.24 0.34 -0.16 -2.05 0.36 -0.20 -1.80 0.33 -0.19 -1.52 0.31 -0.20 -1.19 0.26 -0.22 
3 1.79 -0.03 0.08 -1.98 0.14 -0.03 -1.88 0.18 -0.04 -1.58 0.11 -0.07 -1.28 0.12 -0.04 -0.99 0.05 -0.09 
4 1.50 0.03 0.04 -1.72 0.05 -0.02 -1.64 0.06 -0.04 -1.34 0.02 -0.06 -1.02 0.05 -0.01 -0.77 -0.06 -0.09 
5 1.17 0.06 0.02 -1.46 0.17 -0.03 -2.13 0.30 -0.05 -1.81 0.14 -0.07 -1.62 0.15 -0.03 -1.31 0.16 -0.05 
6 0.70 0.01 0.00 -1.20 -0.03 0.02 -1.21 -0.09 0.03 -0.98 0.00 -0.03 -0.78 0.01 -0.03 -0.44 -0.20 0.04 
7 0.66 0.04 0.02 -0.94 0.04 0.04 -1.14 -0.12 0.01 -0.95 0.12 0.01 -0.67 0.10 0.03 -0.42 -0.23 -0.04 
8 1.16 0.09 0.01 -0.68 0.07 0.00 -2.08 0.27 -0.06 -1.86 0.14 0.03 -1.59 0.03 -0.03 -1.35 0.13 0.00 
9 1.45 0.06 0.05 -0.42 0.04 0.02 -1.89 0.15 0.00 -1.57 0.05 0.01 -1.30 0.05 0.01 -1.08 0.03 0.00 
10 0.70 0.10 0.02 -0.16 0.02 0.01 -2.11 0.37 -0.02 -1.87 0.17 0.01 -1.60 0.02 0.00 -1.34 0.16 -0.01 
11 1.07 0.03 -0.01 0.16 0.01 0.02 -1.69 0.11 0.00 -1.41 0.03 -0.02 -1.19 0.01 -0.01 -0.90 0.01 -0.02 
12 0.70 0.02 0.02 0.42 0.03 0.04 -1.26 -0.08 0.00 -1.05 0.11 0.02 -0.82 0.05 -0.01 -0.58 -0.10 -0.01 
13 0.65 0.02 0.00 0.68 -0.02 0.02 -1.71 0.12 0.04 -1.49 0.05 -0.06 -1.22 0.07 0.06 -0.96 0.03 -0.02 
14 1.60 0.00 0.03 0.94 -0.03 0.03 -1.82 0.12 0.01 -1.56 0.06 0.00 -1.34 0.02 -0.03 -1.07 0.03 -0.01 
15 1.30 0.04 0.04 1.20 -0.02 0.01 -1.74 0.11 0.03 -1.42 0.05 -0.01 -1.07 0.05 0.02 -0.81 -0.02 -0.04 
16 1.22 0.06 0.05 1.46 -0.02 0.07 -1.67 0.05 -0.07 -1.42 0.06 -0.04 -1.27 0.00 -0.08 -1.06 0.05 -0.02 
17 1.38 0.03 0.02 1.72 0.01 0.03 -1.36 0.02 0.00 -1.16 0.00 -0.02 -0.94 -0.03 -0.06 -0.68 -0.05 0.01 
18 0.64 0.02 0.01 1.98 -0.03 0.18 -1.65 0.08 -0.15 -1.34 0.06 -0.19 -1.05 0.07 -0.11 -0.78 -0.08 -0.22 
19 1.33 0.02 0.02 2.24 -0.26 0.15 -2.02 0.32 -0.11 -1.79 0.25 -0.16 -1.50 0.29 -0.09 -1.22 0.23 -0.16 
20 1.62 -0.02 0.02 2.50 -0.19 0.16 -1.81 0.24 -0.14 -1.58 0.19 -0.14 -1.34 0.17 -0.15 -1.05 0.17 -0.13 
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Table 19 Root Mean Squared Errors of MCMC and MML Estimates for the 5-Category, 20-Item, 500-Respondent Condition 
Items  
RMSE ˆ( )  
 
RMSE ˆ( )  
 
RMSE 1ˆ( )  
 
RMSE 2ˆ( )  
 
RMSE 3ˆ( )  
 
RMSE 4ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
1  0.11 0.17  0.10 0.31  0.12 0.35  0.20 0.35  0.21 0.38  0.24 0.34 
2  0.09 0.09  0.35 0.40  0.37 0.44  0.39 0.51  0.36 0.47  0.28 0.49 
3  0.09 0.19  0.16 0.21  0.20 0.23  0.17 0.25  0.18 0.23  0.13 0.25 
4  0.11 0.14  0.10 0.11  0.13 0.16  0.14 0.16  0.16 0.17  0.14 0.20 
5  0.11 0.10  0.18 0.13  0.31 0.20  0.18 0.21  0.19 0.17  0.18 0.16 
6  0.07 0.08  0.13 0.13  0.14 0.20  0.23 0.25  0.19 0.23  0.22 0.22 
7  0.08 0.08  0.09 0.11  0.15 0.20  0.24 0.26  0.20 0.23  0.24 0.26 
8  0.13 0.11  0.10 0.09  0.27 0.23  0.18 0.20  0.12 0.17  0.13 0.10 
9  0.14 0.17  0.07 0.06  0.18 0.16  0.16 0.18  0.11 0.11  0.09 0.10 
10  0.12 0.08  0.08 0.09  0.38 0.37  0.21 0.32  0.13 0.22  0.18 0.17 
11  0.11 0.11  0.06 0.07  0.17 0.25  0.16 0.18  0.11 0.12  0.10 0.12 
12  0.09 0.09  0.08 0.09  0.15 0.24  0.22 0.21  0.18 0.18  0.13 0.16 
13  0.07 0.08  0.09 0.11  0.17 0.28  0.19 0.28  0.21 0.26  0.14 0.21 
14  0.13 0.18  0.07 0.09  0.15 0.12  0.14 0.15  0.11 0.12  0.09 0.10 
15  0.13 0.14  0.08 0.10  0.17 0.17  0.17 0.18  0.14 0.14  0.11 0.13 
16  0.12 0.13  0.10 0.16  0.12 0.18  0.18 0.21  0.16 0.21  0.14 0.20 
17  0.12 0.14  0.10 0.14  0.12 0.17  0.16 0.17  0.18 0.22  0.13 0.18 
18  0.07 0.07  0.12 0.46  0.14 0.50  0.23 0.53  0.24 0.45  0.13 0.53 
19  0.12 0.11  0.27 0.35  0.34 0.36  0.27 0.38  0.33 0.38  0.26 0.42 
20  0.13 0.16  0.21 0.39  0.26 0.38  0.23 0.38  0.25 0.43  0.20 0.40 
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Table 20 Average Estimated Standard Errors of MCMC and MML Estimates for the 5-Category, 20-Item, 500-Respondent 
Condition 
Items  
SE ( )  
 
SE ( )  
 
SE 1( )  
 
SE 2( )  
 
SE 3( )  
 
SE 4( )  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
1  0.15 0.19  0.13 1.10  0.14 1.11  0.20 1.12  0.25 1.16  0.17 1.19 
2  0.08 0.08  0.14 0.99  0.15 1.02  0.20 1.03  0.23 1.06  0.18 1.11 
3  0.12 0.18  0.11 0.30  0.12 0.32  0.14 0.32  0.16 0.33  0.14 0.33 
4  0.14 0.15  0.11 0.13  0.13 0.16  0.15 0.17  0.16 0.18  0.14 0.17 
5  0.11 0.11  0.08 0.14  0.10 0.20  0.14 0.20  0.15 0.20  0.11 0.18 
6  0.08 0.07  0.12 0.11  0.15 0.22  0.22 0.23  0.22 0.24  0.14 0.23 
7  0.07 0.07  0.09 0.09  0.14 0.22  0.20 0.23  0.19 0.23  0.14 0.23 
8  0.12 0.12  0.07 0.07  0.11 0.22  0.13 0.19  0.14 0.16  0.09 0.13 
9  0.14 0.15  0.06 0.04  0.12 0.16  0.13 0.14  0.12 0.12  0.09 0.10 
10  0.08 0.08  0.07 0.07  0.16 0.37  0.16 0.29  0.17 0.23  0.11 0.19 
11  0.11 0.11  0.06 0.05  0.16 0.20  0.16 0.18  0.15 0.15  0.11 0.12 
12  0.08 0.08  0.08 0.06  0.16 0.23  0.20 0.22  0.19 0.21  0.14 0.19 
13  0.07 0.07  0.09 0.09  0.19 0.29  0.21 0.27  0.21 0.23  0.16 0.21 
14  0.14 0.16  0.07 0.06  0.12 0.13  0.13 0.13  0.12 0.12  0.09 0.10 
15  0.13 0.12  0.08 0.07  0.12 0.14  0.14 0.14  0.14 0.14  0.12 0.12 
16  0.12 0.12  0.10 0.12  0.13 0.17  0.16 0.18  0.16 0.19  0.13 0.16 
17  0.13 0.14  0.12 0.12  0.13 0.15  0.17 0.17  0.18 0.18  0.14 0.17 
18  0.07 0.07  0.17 0.60  0.19 0.66  0.26 0.68  0.29 0.73  0.20 0.73 
19  0.13 0.13  0.13 1.06  0.14 1.08  0.17 1.08  0.19 1.10  0.15 1.16 
20  0.14 0.17  0.16 1.76  0.17 1.77  0.19 1.77  0.22 1.78  0.18 1.90 
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Table 21 Empirical Standard Deviations of MCMC and MML Estimates for the 5-Category, 20-Item, 500-Respondent 
Condition  
Items  
SD ( )  
 
SD ( )  
 
SD 1( )  
 
SD 2( )  
 
SD 3( )  
 
SD 4( )  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
1  0.10 0.16  0.10 0.31  0.10 0.32  0.20 0.34  0.19 0.35  0.11 0.34 
2  0.08 0.09  0.09 0.37  0.10 0.40  0.21 0.48  0.19 0.43  0.11 0.44 
3  0.08 0.18  0.08 0.21  0.09 0.23  0.13 0.24  0.14 0.23  0.12 0.23 
4  0.11 0.13  0.09 0.11  0.12 0.15  0.14 0.15  0.15 0.17  0.13 0.17 
5  0.10 0.10  0.06 0.13  0.05 0.20  0.11 0.21  0.11 0.17  0.07 0.15 
6  0.07 0.08  0.13 0.13  0.11 0.20  0.23 0.25  0.19 0.23  0.09 0.22 
7  0.07 0.08  0.08 0.10  0.09 0.21  0.20 0.26  0.18 0.23  0.09 0.26 
8  0.09 0.11  0.06 0.09  0.06 0.23  0.11 0.20  0.12 0.17  0.05 0.10 
9  0.13 0.17  0.06 0.06  0.10 0.17  0.15 0.18  0.10 0.11  0.08 0.10 
10  0.07 0.08  0.07 0.09  0.08 0.37  0.12 0.33  0.13 0.22  0.08 0.17 
11  0.11 0.11  0.06 0.07  0.14 0.25  0.16 0.18  0.11 0.12  0.10 0.12 
12  0.09 0.09  0.08 0.08  0.13 0.24  0.19 0.21  0.18 0.19  0.09 0.16 
13  0.07 0.08  0.09 0.11  0.12 0.28  0.19 0.28  0.20 0.25  0.14 0.21 
14  0.13 0.18  0.07 0.09  0.09 0.12  0.13 0.15  0.11 0.12  0.08 0.10 
15  0.12 0.13  0.08 0.10  0.13 0.17  0.16 0.18  0.14 0.14  0.11 0.13 
16  0.10 0.12  0.10 0.15  0.12 0.17  0.17 0.21  0.16 0.20  0.14 0.20 
17  0.12 0.13  0.10 0.14  0.12 0.17  0.16 0.17  0.18 0.21  0.12 0.18 
18  0.06 0.07  0.12 0.43  0.12 0.48  0.22 0.50  0.23 0.44  0.11 0.49 
19  0.12 0.11  0.07 0.32  0.09 0.34  0.11 0.34  0.17 0.37  0.13 0.40 
20  0.13 0.16  0.09 0.35  0.11 0.36  0.14 0.35  0.18 0.41  0.11 0.39 
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Table 22 Error Statistics for Theta Estimation of MCMC and GGUM2004 for the 2-
Category, 10-Item, 500-Respondent Condition 
Strata  
Bias ˆ( )  
 
RMSE ˆ( )  
 
SE ˆ( )   SD ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML 
Stratum 1  0.90 0.84  1.06 0.97  0.64 0.59  0.41 0.43 
Stratum 2  0.57 0.51  0.53 0.48  0.61 0.57  0.45 0.46 
Stratum 3  0.49 0.43  0.45 0.41  0.60 0.57  0.46 0.47 
Stratum 4  0.40 0.34  0.36 0.34  0.59 0.57  0.45 0.47 
Stratum 5  0.33 0.27  0.31 0.30  0.59 0.57  0.45 0.47 
Stratum 6  0.31 0.25  0.33 0.32  0.59 0.56  0.48 0.51 
Stratum 7  0.26 0.20  0.27 0.27  0.58 0.56  0.46 0.47 
Stratum 8  0.22 0.16  0.26 0.26  0.59 0.56  0.46 0.48 
Stratum 9  0.16 0.11  0.24 0.25  0.58 0.56  0.46 0.49 
Stratum 10  0.11 0.07  0.24 0.27  0.58 0.55  0.48 0.51 
Stratum 11  0.06 0.00  0.21 0.25  0.58 0.56  0.46 0.50 
Stratum 12  0.09 0.05  0.23 0.27  0.58 0.56  0.47 0.51 
Stratum 13  0.03 0.00  0.23 0.27  0.58 0.56  0.47 0.51 
Stratum 14  -0.01 -0.05  0.23 0.26  0.58 0.56  0.48 0.50 
Stratum 15  -0.02 -0.06  0.21 0.24  0.58 0.55  0.45 0.49 
Stratum 16  -0.06 -0.09  0.23 0.28  0.58 0.56  0.48 0.51 
Stratum 17  -0.09 -0.12  0.22 0.26  0.58 0.55  0.45 0.49 
Stratum 18  -0.10 -0.14  0.25 0.31  0.59 0.56  0.49 0.53 
Stratum 19  -0.15 -0.16  0.25 0.29  0.59 0.57  0.48 0.51 
Stratum 20  -0.18 -0.20  0.25 0.29  0.59 0.56  0.47 0.50 
Stratum 21  -0.26 -0.26  0.28 0.32  0.59 0.56  0.46 0.49 
Stratum 22  -0.30 -0.31  0.29 0.32  0.59 0.56  0.44 0.46 
Stratum 23  -0.40 -0.41  0.35 0.38  0.60 0.57  0.44 0.46 
Stratum 24  -0.50 -0.51  0.44 0.46  0.61 0.57  0.41 0.43 
Stratum 25  -0.88 -0.87  1.03 1.05  0.63 0.59  0.41 0.45 
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Table 23 Error Statistics for Theta Estimation of MCMC and GGUM2004 for the 2-
Category, 20-Item, 500-Respondent Condition 
Strata  
Bias ˆ( )  
 
RMSE ˆ( )  
 
SE ˆ( )   SD ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML 
Stratum 1  0.55 0.51  0.54 0.56  0.48 0.46  0.41 0.47 
Stratum 2  0.31 0.29  0.25 0.25  0.44 0.42  0.38 0.41 
Stratum 3  0.24 0.22  0.20 0.21  0.43 0.42  0.37 0.40 
Stratum 4  0.18 0.17  0.17 0.19  0.43 0.42  0.37 0.39 
Stratum 5  0.18 0.17  0.19 0.20  0.43 0.42  0.40 0.41 
Stratum 6  0.15 0.13  0.16 0.17  0.42 0.41  0.37 0.39 
Stratum 7  0.12 0.11  0.17 0.17  0.43 0.41  0.38 0.39 
Stratum 8  0.09 0.09  0.15 0.15  0.42 0.40  0.37 0.37 
Stratum 9  0.09 0.08  0.17 0.17  0.42 0.40  0.39 0.39 
Stratum 10  0.04 0.04  0.14 0.16  0.42 0.40  0.37 0.39 
Stratum 11  0.04 0.04  0.15 0.16  0.42 0.40  0.38 0.39 
Stratum 12  0.03 0.03  0.18 0.19  0.43 0.41  0.41 0.43 
Stratum 13  0.01 0.00  0.17 0.17  0.42 0.40  0.40 0.41 
Stratum 14  -0.04 -0.04  0.17 0.18  0.42 0.40  0.40 0.41 
Stratum 15  -0.02 -0.02  0.16 0.17  0.42 0.41  0.39 0.40 
Stratum 16  -0.02 -0.03  0.16 0.16  0.42 0.41  0.39 0.39 
Stratum 17  -0.05 -0.06  0.16 0.16  0.42 0.41  0.40 0.40 
Stratum 18  -0.04 -0.03  0.18 0.19  0.42 0.41  0.41 0.43 
Stratum 19  -0.08 -0.07  0.16 0.18  0.42 0.41  0.39 0.40 
Stratum 20  -0.11 -0.11  0.16 0.17  0.42 0.41  0.39 0.39 
Stratum 21  -0.13 -0.12  0.17 0.18  0.42 0.41  0.38 0.40 
Stratum 22  -0.16 -0.15  0.17 0.19  0.43 0.42  0.38 0.40 
Stratum 23  -0.21 -0.20  0.19 0.20  0.43 0.42  0.38 0.40 
Stratum 24  -0.30 -0.29  0.23 0.25  0.45 0.43  0.37 0.39 
Stratum 25  -0.54 -0.51  0.49 0.48  0.49 0.46  0.42 0.45 
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Table 24 Error Statistics for Theta Estimation of MCMC and GGUM2004 for the 5-
Category, 10-Item, 500-Respondent Condition 
Strata  
Bias ˆ( )  
 
RMSE ˆ( )  
 
SE ˆ( )   SD ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML 
Stratum 1  0.33 0.27  0.20 0.29  0.33 0.34  0.29 0.45 
Stratum 2  0.20 0.17  0.12 0.18  0.31 0.32  0.28 0.37 
Stratum 3  0.17 0.15  0.11 0.15  0.31 0.31  0.29 0.35 
Stratum 4  0.13 0.12  0.09 0.12  0.31 0.31  0.26 0.32 
Stratum 5  0.10 0.10  0.09 0.14  0.30 0.30  0.28 0.35 
Stratum 6  0.10 0.09  0.09 0.12  0.30 0.30  0.29 0.33 
Stratum 7  0.07 0.06  0.08 0.10  0.30 0.30  0.27 0.30 
Stratum 8  0.06 0.05  0.08 0.09  0.30 0.29  0.28 0.30 
Stratum 9  0.05 0.05  0.08 0.12  0.30 0.29  0.28 0.33 
Stratum 10  0.06 0.05  0.08 0.10  0.30 0.29  0.27 0.30 
Stratum 11  0.03 0.03  0.08 0.11  0.30 0.29  0.28 0.32 
Stratum 12  0.04 0.03  0.07 0.09  0.29 0.28  0.27 0.29 
Stratum 13  0.01 0.01  0.07 0.09  0.29 0.28  0.26 0.29 
Stratum 14  -0.01 -0.02  0.07 0.08  0.29 0.28  0.26 0.27 
Stratum 15  -0.02 -0.03  0.07 0.08  0.28 0.28  0.26 0.28 
Stratum 16  -0.03 -0.05  0.07 0.10  0.28 0.27  0.25 0.30 
Stratum 17  -0.04 -0.05  0.07 0.09  0.28 0.27  0.25 0.28 
Stratum 18  -0.03 -0.05  0.07 0.09  0.27 0.27  0.26 0.29 
Stratum 19  -0.05 -0.08  0.08 0.13  0.27 0.26  0.27 0.34 
Stratum 20  -0.04 -0.06  0.08 0.10  0.27 0.26  0.28 0.31 
Stratum 21  -0.03 -0.06  0.08 0.13  0.27 0.27  0.28 0.34 
Stratum 22  -0.04 -0.06  0.07 0.11  0.28 0.27  0.27 0.31 
Stratum 23  -0.04 -0.07  0.08 0.14  0.29 0.28  0.28 0.36 
Stratum 24  -0.07 -0.11  0.08 0.16  0.31 0.30  0.26 0.38 
Stratum 25  -0.30 -0.28  0.42 0.29  0.37 0.34  0.43 0.43 
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Table 25 Error Statistics for Theta Estimation of MCMC and GGUM2004 for the 5-
Category, 20-Item, 500-Respondent Condition 
Strata  
Bias ˆ( )  
 
RMSE ˆ( )  
 
SE ˆ( )   SD ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML 
Stratum 1  0.23 0.24  0.11 0.40  0.24 0.24  0.23 0.59 
Stratum 2  0.15 0.18  0.07 0.26  0.22 0.22  0.21 0.47 
Stratum 3  0.11 0.15  0.05 0.21  0.22 0.21  0.20 0.42 
Stratum 4  0.08 0.12  0.04 0.17  0.21 0.21  0.19 0.38 
Stratum 5  0.07 0.10  0.04 0.14  0.20 0.20  0.19 0.35 
Stratum 6  0.06 0.09  0.04 0.14  0.20 0.20  0.20 0.35 
Stratum 7  0.05 0.07  0.04 0.13  0.20 0.19  0.19 0.33 
Stratum 8  0.04 0.07  0.04 0.13  0.19 0.19  0.18 0.33 
Stratum 9  0.04 0.05  0.04 0.10  0.19 0.19  0.19 0.31 
Stratum 10  0.03 0.04  0.04 0.10  0.19 0.19  0.18 0.30 
Stratum 11  0.02 0.04  0.04 0.08  0.19 0.19  0.18 0.26 
Stratum 12  0.03 0.04  0.04 0.09  0.19 0.19  0.19 0.28 
Stratum 13  0.01 0.02  0.04 0.08  0.19 0.19  0.18 0.26 
Stratum 14  0.00 0.00  0.04 0.08  0.19 0.19  0.18 0.28 
Stratum 15  0.00 0.00  0.04 0.11  0.19 0.19  0.18 0.31 
Stratum 16  0.00 0.00  0.04 0.10  0.19 0.19  0.19 0.30 
Stratum 17  -0.02 -0.03  0.04 0.11  0.19 0.19  0.18 0.31 
Stratum 18  0.00 0.00  0.04 0.12  0.19 0.19  0.19 0.32 
Stratum 19  -0.02 -0.04  0.04 0.13  0.19 0.19  0.18 0.34 
Stratum 20  -0.04 -0.06  0.04 0.15  0.19 0.19  0.19 0.37 
Stratum 21  -0.05 -0.07  0.04 0.16  0.20 0.20  0.19 0.38 
Stratum 22  -0.05 -0.08  0.04 0.20  0.20 0.20  0.20 0.44 
Stratum 23  -0.07 -0.08  0.05 0.17  0.21 0.21  0.21 0.40 
Stratum 24  -0.11 -0.13  0.06 0.24  0.22 0.22  0.20 0.47 
Stratum 25  -0.26 -0.21  0.44 0.35  0.25 0.23  0.38 0.56 
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Table 26 Item Parameter Estimation for Multidimensional 2-Category GGUM Data  
Scale 
Length Strength  
ˆ  
 
ˆ  
 
1ˆ  
MCMC MML MCMC MML MCMC MML 
   Bias 
10 Weak  0.14 0.01  0.06 -0.03  0.01 -0.64 
 Strong  0.16 -0.04  -0.05 0.15  0.01 -3.32 
20 Weak  -0.03 -0.02  0.05 0.01  -0.06 -0.39 
 Strong  -0.13 -0.26  0.07 0.26  -0.08 0.00 
  
 
Root Mean Squared Error (RMSE) 
10 Weak  0.24 0.26  0.20 0.64  0.26 0.93 
 Strong  0.39 1.39  0.51 2.37  0.26 4.51 
20 Weak  0.16 0.20  0.24 0.55  0.15 0.67 
 Strong  0.27 0.43  0.44 2.80  0.17 5.05 
  
 
Standard Error (SE) 
10 Weak  0.20 0.36  0.18 4.74  0.29 5.05 
 Strong  0.22 1.76  0.16 49.90  0.29 52.50 
20 Weak  0.16 0.24  0.17 2.39  0.14 2.54 
 Strong  0.16 0.43  0.16 17.20  0.11 17.57 
  
 
Empirical Standard Deviation (SD) 
10 Weak  0.11 0.25  0.07 0.59  0.02 0.66 
 Strong  0.10 1.30  0.07 1.82  0.02 2.89 
20 Weak  0.14 0.20  0.13 0.53  0.08 0.53 
 Strong  0.14 0.27  0.13 2.57  0.06 4.83 
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Table 27 Item Parameter Estimation for Multidimensional 5-Category GGUM Data  
Scale 
Length Strength  
ˆ  
 
ˆ  
 
1ˆ  
 
2ˆ  
 
3ˆ  
 
4ˆ  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
   Bias  
10 Weak  0.15 -0.06  0.01 0.00  -0.30 -0.90  -0.18 -0.71  -0.16 -0.55  -0.04 -0.43 
 Strong  -0.27 -0.46  0.03 -0.07  -0.19 -0.59  0.00 -0.37  0.00 -0.32  0.11 -0.38 
20 Weak  -0.14 -0.09  0.02 -0.02  0.06 -0.01  0.05 0.00  0.05 0.04  -0.03 0.01 
 Strong  -0.36 -0.49  0.07 -0.09  0.17 0.31  0.10 0.00  0.07 -0.13  0.07 -0.32 
   Root Mean Squared Error (RMSE) 
10 Weak  0.18 0.15  0.33 0.22  0.31 0.96  0.20 0.77  0.18 0.63  0.10 0.51 
 Strong  0.30 0.49  0.42 0.88  0.29 1.17  0.18 1.03  0.18 1.06  0.18 1.08 
20 Weak  0.17 0.19  0.08 0.17  0.14 0.28  0.14 0.30  0.14 0.33  0.11 0.30 
 Strong  0.39 0.52  0.36 1.05  0.24 1.05  0.21 0.94  0.19 1.03  0.19 1.01 
   Standard Error (SE) 
10 Weak  0.11 0.14  0.07 0.47  0.11 0.58  0.11 0.56  0.11 0.55  0.10 0.55 
 Strong  0.11 0.12  0.09 1.11  0.12 1.30  0.13 1.27  0.13 1.30  0.13 1.36 
20 Weak  0.12 0.14  0.10 0.29  0.15 0.37  0.15 0.39  0.16 0.43  0.16 0.45 
 Strong  0.09 0.10  0.10 2.57  0.13 2.79  0.14 2.80  0.14 2.91  0.14 3.03 
   Empirical Standard Deviation (SD) 
10 Weak  0.09 0.13  0.05 0.21  0.08 0.33  0.07 0.29  0.08 0.28  0.07 0.26 
 Strong  0.10 0.15  0.08 0.70  0.07 0.78  0.08 0.77  0.08 0.82  0.08 0.77 
20 Weak  0.10 0.14  0.08 0.19  0.11 0.25  0.11 0.27  0.10 0.30  0.10 0.30 
 Strong  0.13 0.13  0.13 0.87  0.09 0.74  0.09 0.78  0.09 0.88  0.09 0.83 
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Table 28 Error Statistics for Theta Estimation for Multidimensional GGUM Data 
Response 
Category 
Scale 
Length Strength  
Bias ˆ( )  
 
RMSE ˆ( )  
 
SE ˆ( )   SD ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML 
               
2 
Categories 
10 Weak 
 
-0.06 -0.01  0.54 0.55  0.48 0.53  0.39 0.47 
 Strong 
 
-0.17 0.01  0.69 0.73  0.49 0.65  0.35 0.56 
              
20 Weak 
 
0.01 0.00  0.42 0.46  0.41 0.40  0.37 0.42 
 Strong 
 
-0.01 0.00  0.54 0.67  0.46 0.49  0.41 0.59 
               
5 
Categories 
10 Weak 
 
-0.06 0.01  0.32 0.29  0.24 0.28  0.23 0.28 
 Strong 
 
-0.08 0.00  0.47 0.73  0.33 0.40  0.35 0.64 
              
20 Weak 
 
0.01 -0.01  0.25 0.30  0.24 0.22  0.23 0.29 
 Strong 
 
0.04 0.00  0.36 0.37  0.27 0.29  0.31 0.34 
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Table 29 Bias of Item Parameter Estimates for Multidimensional 2-Category, 10-Item, 500-
Respondent GGUM Data   
Items   
Bias ˆ( )  
  
Bias ˆ( )  
1  
Bias 1ˆ( )  
MCMC MML MCMC MML MCMC MML 
1 0.78 0.06 0.03 -2.50 0.91 -0.31 -1.28 -0.42 -2.08 
2 1.23 0.47 -0.31 -1.94 0.79 -1.04 -2.03 0.35 -2.84 
3 0.71 0.96 -0.20 -1.39 0.27 -1.64 -1.88 0.19 -6.62 
4 0.79 -0.11 -0.36 -0.83 0.25 -2.12 -1.58 -0.11 -3.35 
5 1.04 0.57 -0.08 -0.28 -0.09 -0.43 -1.93 0.26 -1.60 
6 1.49 0.46 1.56 0.28 -0.46 0.77 -2.15 0.48 -6.48 
7 1.86 0.03 -0.06 0.83 -0.83 0.16 -1.76 0.08 -1.73 
8 1.72 -0.28 -0.20 1.39 -0.26 1.46 -1.62 -0.07 -2.38 
9 1.75 -0.56 -0.65 1.94 -0.14 2.54 -1.40 -0.31 -2.87 
10 1.23 0.01 -0.14 2.50 -0.91 2.07 -1.34 -0.37 -3.29 
Note. The results are based on 50 replications of the strong-specific-factor conditions.  
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Table 30 Root Mean Squared Errors for Item Parameter Estimates with Multidimensional 
2-Category, 10-Item, 500-Respondent GGUM Data 
Items  
RMSE ˆ( )  
 
RMSE ˆ( )  
 
RMSE 1ˆ( )  
MCMC MML MCMC MML MCMC MML 
1  0.16 0.30  0.91 2.34  0.42 3.14 
2  0.48 0.43  0.79 1.44  0.36 3.08 
3  0.96 0.33  0.27 3.87  0.19 9.54 
4  0.14 0.40  0.32 3.75  0.11 5.17 
5  0.57 0.40  0.13 1.15  0.26 2.56 
6  0.46 9.26  0.46 3.38  0.48 10.22 
7  0.04 1.13  0.83 1.02  0.09 2.36 
8  0.30 0.51  0.26 1.78  0.07 2.58 
9  0.59 0.73  0.17 2.67  0.31 3.00 
10  0.23 0.35  0.91 2.26  0.37 3.41 
Note. The results are based on 50 replications of the strong-specific-factor conditions. 
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Table 31 Average Estimated Standard Errors of Item Parameter Estimates for the 
Multidimensional 2-Category, 10-Item, 500-Respondent GGUM Data 
Items  
SE ( )  
 
SE ( )  
 
SE 1( )  
MCMC MML MCMC MML MCMC MML 
1  0.20 0.46  0.26 25.88  0.29 26.58 
2  0.19 0.84  0.06 31.96  0.29 32.20 
3  0.28 0.97  0.02 104.14  0.29 125.30 
4  0.17 0.44  0.24 44.40  0.29 49.23 
5  0.26 0.43  0.16 6.62  0.29 7.69 
6  0.04 11.72  0.11 117.01  0.29 113.27 
7  0.10 0.90  0.14 10.42  0.29 10.52 
8  0.41 0.67  0.03 46.19  0.28 46.26 
9  0.26 0.62  0.27 52.80  0.29 53.60 
10  0.25 0.59  0.26 59.57  0.29 60.36 
Note. The results are based on 50 replications of the strong-specific-factor conditions. 
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Table 32 Empirical Standard Deviation of Item Parameter Estimates for the 
Multidimensional 2-Category, 10-Item, 500-Respondent GGUM Data 
Items  
SD ( )  
 
SD ( )  
 
SD 1( )  
MCMC MML MCMC MML MCMC MML 
1  0.15 0.30  0.09 2.34  0.02 2.37 
2  0.10 0.31  0.01 1.00  0.02 1.19 
3  0.08 0.27  0.00 3.54  0.02 6.95 
4  0.08 0.19  0.20 3.12  0.01 3.99 
5  0.08 0.40  0.09 1.08  0.02 2.02 
6  0.00 9.22  0.03 3.32  0.02 7.98 
7  0.03 1.14  0.05 1.01  0.01 1.63 
8  0.11 0.47  0.00 1.02  0.02 1.01 
9  0.18 0.34  0.09 0.85  0.02 0.86 
10  0.23 0.33  0.09 0.92  0.01 0.93 
Note. The results are based on 50 replications of the strong-specific-factor conditions.  
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Table 33 Bias of Item Parameter Estimates for Multidimensional 2-Category, 20-Item, 500-
Respondent GGUM Data 
Items   
Bias ˆ( )  
  
Bias ˆ( )  
1  
Bias 1ˆ( )  
MCMC MML MCMC MML MCMC MML 
1 0.78 0.04 0.12 -2.50 1.49 1.62 -1.39 -0.10 -0.29 
2 1.23 0.17 0.00 -2.24 0.99 0.27 -1.51 0.08 -0.73 
3 0.71 0.11 -0.08 -1.98 0.97 0.59 -1.24 -0.26 -1.16 
4 0.79 -0.23 -0.29 -1.72 0.15 -0.03 -1.19 0.14 -0.05 
5 1.04 -0.01 0.09 -1.46 0.09 0.34 -0.99 -0.08 0.05 
6 1.49 -0.25 -0.40 -1.20 0.18 0.06 -1.02 -0.46 -0.75 
7 1.86 -0.26 0.01 -0.94 0.15 0.20 -0.75 -0.05 -0.07 
8 1.72 -0.39 -0.57 -0.68 0.02 -0.11 -0.89 -0.07 -0.21 
9 1.75 -0.71 -1.37 -0.42 -0.68 -2.55 -0.75 0.12 10.81 
10 1.23 -0.30 -0.48 -0.16 -0.08 -0.22 -0.93 -0.32 -0.70 
11 1.24 -0.15 -0.08 0.16 0.01 -0.06 -0.67 0.00 0.08 
12 0.79 0.14 -0.01 0.42 -0.12 0.02 -1.05 -0.26 -0.58 
13 1.70 0.18 -0.50 0.68 -0.49 0.12 -1.45 -0.13 -1.58 
14 1.00 -0.25 -0.35 0.94 -0.03 1.32 -0.83 0.14 -0.64 
15 0.52 0.04 0.07 1.20 -0.18 -0.79 -1.33 -0.15 -0.40 
16 1.58 -0.13 -0.14 1.46 0.00 0.25 -0.83 -0.22 -0.49 
17 1.85 -0.41 -0.25 1.72 0.31 0.27 -0.75 -0.21 -0.19 
18 1.43 -0.38 -0.30 1.98 -0.40 -0.34 -1.08 0.08 -0.04 
19 0.74 0.15 0.02 2.24 -1.14 -0.10 -1.42 -0.04 -1.34 
20 1.20 -0.05 -0.64 2.50 0.15 4.24 -0.92 0.16 -1.82 
Note. The results are based on 50 replications of the strong-specific-factor conditions. 
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Table 34 Root Mean Squared Errors of Item Parameter Estimates for Multidimensional 2-
Category, 20-Item, 500-Respondent GGUM Data 
Items  
RMSE ˆ( )  
 
RMSE ˆ( )  
 
RMSE 1ˆ( )  
MCMC MML MCMC MML MCMC MML 
1  0.12 0.27  1.49 1.69  0.10 0.63 
2  0.24 0.19  0.99 0.76  0.10 1.05 
3  0.17 0.20  0.97 1.25  0.27 1.75 
4  0.24 0.34  0.22 1.68  0.16 1.30 
5  0.20 0.25  0.17 0.46  0.12 0.28 
6  0.29 0.46  0.18 0.36  0.46 0.82 
7  0.29 0.34  0.18 0.28  0.09 0.14 
8  0.42 0.64  0.11 0.28  0.13 0.29 
9  0.73 1.40  0.75 34.13  0.12 80.92 
10  0.35 0.57  0.16 0.47  0.34 0.88 
11  0.29 0.34  0.28 0.16  0.03 0.13 
12  0.20 0.21  0.19 0.22  0.28 0.67 
13  0.19 0.62  0.49 0.75  0.13 1.83 
14  0.28 0.47  0.19 3.64  0.14 2.62 
15  0.07 0.22  0.18 1.09  0.15 0.91 
16  0.20 0.27  0.15 0.84  0.25 0.92 
17  0.45 0.55  0.36 0.96  0.23 0.86 
18  0.41 0.42  0.45 0.92  0.13 0.74 
19  0.21 0.18  1.15 1.31  0.05 1.92 
20  0.11 0.68  0.16 4.70  0.17 2.30 
Note. The results are based on 50 replications of the strong-specific-factor conditions. 
 
  
123 
Table 35 Average Estimated Standard Errors of Item Parameter Estimates for 
Multidimensional 2-Category, 20-Item, 500-Respondent GGUM Data 
Items  
SE ( )  
 
SE ( )  
 
SE 1( )  
MCMC MML MCMC MML MCMC MML 
1  0.13 0.18  0.10 0.35  0.07 0.37 
2  0.19 0.29  0.13 4.01  0.10 4.14 
3  0.13 0.18  0.08 2.97  0.07 3.30 
4  0.09 0.17  0.30 5.79  0.22 6.17 
5  0.18 0.20  0.23 0.25  0.19 0.20 
6  0.18 0.19  0.07 0.31  0.07 0.33 
7  0.20 0.33  0.12 0.12  0.09 0.09 
8  0.22 0.21  0.15 0.20  0.11 0.16 
9  0.13 2.41  0.05 157.52  0.02 165.21 
10  0.18 0.19  0.17 0.40  0.13 0.46 
11  0.25 0.25  0.20 0.13  0.06 0.10 
12  0.17 0.19  0.16 0.24  0.12 0.31 
13  0.09 0.29  0.08 3.61  0.02 3.84 
14  0.15 0.19  0.18 9.72  0.07 10.91 
15  0.08 0.19  0.09 0.91  0.09 1.05 
16  0.21 0.30  0.22 2.42  0.20 2.48 
17  0.20 0.36  0.26 3.52  0.22 3.62 
18  0.20 0.26  0.29 2.23  0.22 2.36 
19  0.15 0.30  0.12 8.61  0.09 9.11 
20  0.12 1.84  0.10 140.69  0.11 137.10 
Note. The results are based on 50 replications of the strong-specific-factor conditions. 
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Table 36 Empirical Standard Deviations of Item Parameter Estimates for 
Multidimensional 2-Category, 20-Item, 500-Respondent GGUM Data 
Items  
SD ( )  
 
SD ( )  
 
SD 1( )  
MCMC MML MCMC MML MCMC MML 
1  0.12 0.25  0.04 0.50  0.04 0.56 
2  0.16 0.20  0.08 0.71  0.05 0.77 
3  0.13 0.19  0.03 1.12  0.03 1.33 
4  0.07 0.18  0.16 1.70  0.08 1.31 
5  0.20 0.24  0.15 0.31  0.10 0.28 
6  0.15 0.23  0.04 0.36  0.04 0.36 
7  0.13 0.34  0.10 0.19  0.08 0.12 
8  0.17 0.31  0.11 0.26  0.11 0.20 
9  0.13 0.29  0.32 34.43  0.00 81.13 
10  0.18 0.31  0.14 0.42  0.10 0.53 
11  0.26 0.34  0.28 0.15  0.03 0.11 
12  0.15 0.21  0.14 0.23  0.10 0.34 
13  0.03 0.37  0.06 0.75  0.00 0.93 
14  0.13 0.32  0.19 3.43  0.02 2.57 
15  0.06 0.21  0.03 0.77  0.03 0.82 
16  0.15 0.24  0.15 0.82  0.13 0.78 
17  0.19 0.50  0.19 0.93  0.09 0.85 
18  0.16 0.29  0.21 0.87  0.11 0.74 
19  0.15 0.18  0.06 1.32  0.03 1.39 
20  0.10 0.22  0.03 2.05  0.03 1.43 
Note. The results are based on 50 replications of the strong-specific-factor conditions. 
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Table 37 Bias of Item Parameter Estimates for Multidimensional 5-Category, 10-Item, 500-Respondent GGUM Data 
Items   
Bias ˆ( )  
  
Bias ˆ( )  
1  
Bias 1ˆ( )  
2  
Bias 2ˆ( )  
3  
Bias 3ˆ( )  
4  
Bias 4ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
1 0.78 -0.31 -0.27 -2.50 0.69 1.37 -1.18 -0.17 0.43 -1.02 -0.12 0.17 -0.82 -0.05 0.37 -0.58 0.19 0.64 
2 1.23 -0.18 -0.36 -1.94 0.52 0.03 -1.38 -0.10 -0.70 -1.16 0.00 -0.58 -0.96 0.04 -0.42 -0.80 0.10 -0.41 
3 0.71 -0.24 -0.41 -1.39 0.27 -0.70 -1.38 -0.48 -2.02 -1.20 -0.33 -2.29 -1.02 -0.32 -2.19 -0.82 -0.12 -2.26 
4 0.79 -0.28 -0.51 -0.83 0.37 -0.44 -1.58 0.38 0.33 -1.40 0.50 -0.48 -1.20 0.32 -0.82 -0.92 0.24 -1.19 
5 1.04 -0.33 -0.27 -0.28 -0.01 0.02 -1.32 -0.09 -0.36 -1.14 0.09 -0.11 -0.94 0.08 -0.03 -0.74 0.07 -0.04 
6 1.49 -0.27 -0.95 0.28 -0.18 0.05 -1.36 -0.42 -1.03 -1.22 -0.28 -1.25 -1.02 -0.31 -1.10 -0.84 -0.12 -1.46 
7 1.86 -0.08 -0.48 0.83 -0.39 -0.24 -1.76 -0.20 -1.26 -0.70 0.05 0.10 -0.50 0.06 0.18 -0.34 0.20 0.13 
8 1.72 -0.16 -0.32 1.39 -0.24 -0.14 -1.62 -0.33 -0.75 -0.76 -0.02 0.07 -0.58 0.06 0.19 -0.42 0.18 0.19 
9 1.75 -0.84 -0.92 1.94 0.34 0.32 -1.40 -0.43 -0.46 -0.80 0.00 0.57 -0.66 -0.05 0.39 -0.50 0.06 0.29 
10 1.23 0.00 -0.09 2.50 -1.06 -0.96 -1.24 -0.09 -0.12 -1.06 0.08 0.11 -0.88 0.16 0.24 -0.70 0.32 0.36 
Note. The results are based on 50 replications of the strong-specific-factor conditions. 
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Table 38 Root Mean Squared Errors of Item Parameter Estimates for Multidimensional 5-Category, 10-Item, 500-Respondent 
GGUM Data 
Items  
RMSE ˆ( )  
 
RMSE ˆ( )  
 
RMSE 1ˆ( )  
 
RMSE 2ˆ( )  
 
RMSE 3ˆ( )  
 
RMSE 4ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
1  0.31 0.29  0.70 1.60  0.20 0.96  0.16 0.83  0.12 0.89  0.21 0.98 
2  0.23 0.39  0.53 0.54  0.15 0.85  0.15 0.81  0.16 0.73  0.14 0.70 
3  0.24 0.41  0.27 1.67  0.48 2.63  0.33 2.94  0.32 2.91  0.12 2.75 
4  0.29 0.52  0.39 2.52  0.38 2.29  0.51 2.49  0.34 2.92  0.26 2.98 
5  0.34 0.31  0.09 0.11  0.15 0.43  0.16 0.22  0.16 0.20  0.12 0.18 
6  0.32 0.96  0.19 0.14  0.43 1.21  0.28 1.37  0.31 1.17  0.12 1.54 
7  0.11 0.56  0.39 0.26  0.20 1.31  0.05 0.16  0.06 0.22  0.21 0.17 
8  0.21 0.39  0.24 0.23  0.33 0.79  0.07 0.18  0.07 0.25  0.20 0.25 
9  0.85 0.93  0.36 0.66  0.44 0.66  0.06 0.69  0.10 0.79  0.12 0.72 
10  0.15 0.17  1.07 1.09  0.16 0.52  0.17 0.55  0.20 0.50  0.35 0.57 
Note. The results are based on 50 replications of the strong-specific-factor conditions. 
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Table 39 Average Estimated Standard Errors of Item Parameter Estimates for Multidimensional 5-Category, 10-Item, 500-
Respondent GGUM Data 
Items  
SE ( )  
 
SE ( )  
 
SE 1( )  
 
SE 2( )  
 
SE 3( )  
 
SE 4( )  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
1  0.04 0.08  0.18 0.75  0.20 0.89  0.22 0.90  0.22 0.94  0.21 1.05 
2  0.13 0.11  0.11 0.74  0.16 0.77  0.16 0.78  0.17 0.81  0.14 0.83 
3  0.04 0.06  0.02 2.93  0.10 3.26  0.06 3.20  0.05 3.29  0.05 3.41 
4  0.06 0.06  0.11 4.43  0.14 4.82  0.17 4.89  0.19 5.05  0.16 5.24 
5  0.10 0.11  0.08 0.07  0.18 0.25  0.17 0.22  0.16 0.20  0.14 0.18 
6  0.12 0.09  0.06 0.12  0.13 0.65  0.07 0.51  0.05 0.38  0.03 0.38 
7  0.13 0.21  0.05 0.06  0.03 0.26  0.04 0.11  0.03 0.12  0.07 0.13 
8  0.16 0.18  0.03 0.09  0.04 0.16  0.08 0.13  0.07 0.14  0.10 0.15 
9  0.11 0.11  0.14 1.42  0.11 1.44  0.13 1.50  0.18 1.59  0.21 1.69 
10  0.16 0.15  0.14 0.45  0.14 0.49  0.16 0.50  0.16 0.52  0.16 0.55 
Note. The results are based on 50 replications of the strong-specific-factor conditions. 
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Table 40 Empirical Standard Deviations of Item Parameter Estimates for Multidimensional 5-Category, 10-Item, 500-
Respondent GGUM Data 
Items  
SD ( )  
 
SD ( )  
 
SD 1( )  
 
SD 2( )  
 
SD 3( )  
 
SD 4( )  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
1  0.03 0.10  0.15 0.83  0.11 0.86  0.11 0.82  0.11 0.82  0.10 0.75 
2  0.14 0.16  0.08 0.55  0.11 0.48  0.15 0.56  0.15 0.60  0.10 0.58 
3  0.03 0.06  0.00 1.53  0.03 1.71  0.01 1.86  0.01 1.94  0.01 1.58 
4  0.06 0.09  0.12 2.50  0.06 2.29  0.08 2.47  0.12 2.84  0.11 2.76 
5  0.09 0.16  0.09 0.11  0.12 0.25  0.13 0.20  0.14 0.20  0.10 0.18 
6  0.17 0.14  0.05 0.13  0.08 0.64  0.02 0.57  0.02 0.41  0.01 0.49 
7  0.08 0.28  0.06 0.10  0.01 0.37  0.02 0.13  0.01 0.13  0.05 0.11 
8  0.14 0.22  0.01 0.19  0.01 0.24  0.07 0.17  0.05 0.16  0.09 0.17 
9  0.11 0.14  0.11 0.58  0.04 0.48  0.06 0.39  0.09 0.69  0.10 0.66 
10  0.15 0.15  0.13 0.52  0.14 0.51  0.16 0.55  0.12 0.44  0.14 0.45 
Note. The results are based on 50 replications of the strong-specific-factor conditions. 
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Table 41 Bias of Item Parameter Estimates for Multidimensional 5-Category, 20-Item, 500-Respondent GGUM Data 
Items   
Bias ˆ( )  
  
Bias ˆ( )  
1  
Bias 1ˆ( )  
2  
Bias 2ˆ( )  
3  
Bias 3ˆ( )  
4  
Bias 4ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
1 0.78 -0.23 -0.19 -2.50 0.74 1.02 -0.94 0.23 0.52 -0.82 0.12 0.25 -0.66 0.11 0.33 -0.46 0.14 0.51 
2 1.23 -0.01 -0.06 -2.30 0.71 0.54 -1.10 0.04 -0.11 -0.93 0.09 -0.01 -0.77 0.18 0.18 -0.64 0.16 0.12 
3 .71 -0.23 -0.32 -2.10 0.91 -0.02 -1.10 0.02 -0.90 -0.96 -0.01 -0.91 -0.82 0.04 -0.71 -0.66 0.07 -0.72 
4 .79 -0.36 -0.53 -1.95 0.36 -2.09 -1.26 0.56 -0.47 -1.12 0.36 -1.66 -0.96 0.25 -1.95 -0.80 0.26 -2.01 
5 1.04 -0.16 -0.09 -1.65 0.29 0.27 -1.06 0.10 0.01 -0.91 0.12 0.09 -0.75 0.16 0.24 -0.59 0.12 0.14 
6 1.49 -0.62 -0.72 -1.35 0.37 0.11 -1.09 -0.14 -0.41 -0.98 -0.21 -0.61 -0.82 -0.24 -0.42 -0.67 -0.18 -0.48 
7 1.86 -0.67 -0.54 -1.05 0.06 0.03 -0.69 0.10 0.04 -0.56 0.05 0.01 -0.40 0.05 0.15 -0.27 0.07 0.13 
8 1.72 -0.49 -0.66 -0.75 0.09 0.03 -0.74 0.19 0.27 -0.61 0.18 0.24 -0.46 0.13 0.23 -0.34 0.14 0.14 
9 1.75 -0.65 -1.38 -0.45 -0.39 -1.90 -0.80 0.38 3.76 -0.64 0.31 1.54 -0.53 0.28 0.47 -0.40 0.28 -0.51 
10 1.23 -0.66 -0.74 -0.15 -0.04 -0.10 -0.99 0.12 0.20 -0.85 -0.02 -0.10 -0.70 -0.14 -0.21 -0.56 -0.22 -0.58 
11 1.24 -0.15 -0.58 0.15 0.05 -0.08 -0.61 0.16 0.67 -0.51 0.17 0.55 -0.42 0.17 0.46 -0.26 0.17 0.30 
12 .79 -0.09 -0.18 0.40 -0.05 0.00 -1.12 -0.11 -0.60 -0.99 -0.15 -0.33 -0.83 -0.18 -0.31 -0.67 -0.15 -0.38 
13 1.70 -0.84 -0.93 0.75 -0.08 0.03 -1.07 -0.13 -0.39 -0.93 -0.21 -0.50 -0.78 -0.25 -0.37 -0.64 -0.25 -0.57 
14 1.00 -0.31 -0.54 1.00 -0.06 -0.13 -0.88 0.41 1.45 -0.74 0.35 0.78 -0.61 0.26 0.43 -0.48 0.15 -0.09 
15 .52 -0.10 -0.32 1.24 -0.28 0.84 -1.22 0.38 0.34 -1.07 0.24 -0.14 -0.94 0.04 -1.65 -0.80 0.01 -2.66 
16 1.58 -0.31 -0.35 1.51 -0.05 -0.06 -0.88 -0.03 -0.09 -0.70 -0.06 -0.07 -0.54 -0.07 -0.06 -0.42 -0.01 0.00 
17 1.85 -0.50 -0.35 1.70 0.09 -0.19 -0.80 0.08 0.21 -0.66 0.05 0.25 -0.46 0.04 0.34 -0.30 0.05 0.28 
18 1.43 -0.43 -0.53 2.00 -0.78 -0.74 -1.15 0.48 0.50 -1.02 0.38 0.32 -0.90 0.34 0.34 -0.75 0.28 0.19 
19 .74 -0.08 -0.09 2.20 -0.68 -0.60 -1.09 0.01 -0.22 -0.93 0.05 -0.08 -0.78 0.08 0.04 -0.67 0.12 0.00 
20 1.20 -0.29 -0.68 2.50 0.22 1.15 -0.98 0.45 1.48 -0.82 0.24 0.36 -0.70 0.13 -0.06 -0.59 0.15 -0.28 
Note. The results are based on 50 replications of the strong-specific-factor conditions. 
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Table 42 Root Mean Squared Errors of Item Parameter Estimates for in Multidimensional 5-Category, 20-Item, 500-
Respondent GGUM Data 
Items  
RMSE ˆ( )  
 
RMSE ˆ( )  
 
RMSE 1ˆ( )  
 
RMSE 2ˆ( )  
 
RMSE 3ˆ( )  
 
RMSE 4ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
1  0.25 0.22  0.81 1.29  0.26 0.89  0.21 0.88  0.17 0.82  0.17 0.89 
2  0.18 0.16  0.72 0.60  0.13 0.29  0.17 0.27  0.22 0.33  0.22 0.32 
3  0.23 0.32  0.92 1.16  0.10 1.46  0.10 1.48  0.13 1.49  0.16 1.33 
4  0.36 0.54  0.39 3.06  0.57 2.09  0.38 2.74  0.27 3.00  0.29 3.05 
5  0.20 0.17  0.34 0.39  0.15 0.24  0.19 0.29  0.20 0.38  0.19 0.32 
6  0.63 0.73  0.38 0.22  0.16 0.50  0.21 0.67  0.24 0.51  0.19 0.53 
7  0.68 0.60  0.12 0.14  0.12 0.12  0.10 0.15  0.07 0.24  0.09 0.21 
8  0.51 0.69  0.13 0.11  0.20 0.33  0.19 0.28  0.14 0.30  0.16 0.24 
9  0.80 1.40  0.57 5.74  0.38 4.53  0.31 3.67  0.28 3.36  0.29 3.12 
10  0.66 0.75  0.09 0.14  0.19 0.48  0.12 0.33  0.20 0.47  0.23 0.65 
11  0.24 0.60  0.11 0.12  0.16 0.74  0.17 0.64  0.17 0.55  0.17 0.46 
12  0.12 0.20  0.09 0.09  0.13 0.70  0.15 0.41  0.20 0.41  0.16 0.43 
13  0.84 0.93  0.11 0.12  0.15 0.46  0.22 0.55  0.26 0.44  0.25 0.60 
14  0.34 0.55  0.17 0.35  0.41 1.50  0.35 0.87  0.26 0.61  0.19 0.51 
15  0.10 0.33  0.28 3.62  0.40 3.56  0.27 3.25  0.10 4.15  0.06 4.34 
16  0.34 0.38  0.13 0.18  0.13 0.17  0.14 0.18  0.16 0.23  0.13 0.20 
17  0.53 0.40  0.24 0.26  0.15 0.27  0.15 0.30  0.13 0.40  0.12 0.40 
18  0.46 0.55  0.79 0.82  0.50 0.62  0.40 0.45  0.37 0.51  0.32 0.39 
19  0.12 0.13  0.68 0.69  0.10 0.42  0.12 0.31  0.15 0.45  0.17 0.33 
20  0.29 0.69  0.22 1.84  0.45 1.70  0.25 1.14  0.16 1.88  0.17 1.88 
Note. The results are based on 50 replications of the strong-specific-factor conditions. 
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Table 43 Average Estimated Standard Errors of Item Parameter Estimates for in Multidimensional 5-Category, 20-Item, 500-
Respondent GGUM Data 
Items  
SE ( )  
 
SE ( )  
 
SE 1( )  
 
SE 2( )  
 
SE 3( )  
 
SE 4( )  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
1  0.07 0.08  0.22 0.79  0.17 0.92  0.20 0.94  0.20 1.00  0.19 1.12 
2  0.14 0.13  0.12 0.15  0.14 0.19  0.15 0.21  0.16 0.24  0.16 0.24 
3  0.04 0.06  0.12 1.93  0.18 2.06  0.18 2.09  0.20 2.16  0.19 2.30 
4  0.02 0.06  0.16 12.85  0.18 13.30  0.22 13.24  0.22 13.84  0.21 14.93 
5  0.10 0.11  0.12 0.12  0.16 0.18  0.17 0.20  0.17 0.23  0.17 0.23 
6  0.09 0.08  0.05 0.12  0.10 0.23  0.08 0.24  0.09 0.24  0.09 0.21 
7  0.13 0.17  0.07 0.07  0.10 0.13  0.10 0.14  0.09 0.16  0.11 0.17 
8  0.14 0.14  0.07 0.06  0.08 0.15  0.08 0.16  0.08 0.18  0.10 0.19 
9  0.11 0.08  0.08 6.72  0.02 7.98  0.03 7.92  0.04 8.25  0.08 7.34 
10  0.07 0.07  0.08 0.10  0.19 0.35  0.18 0.35  0.16 0.33  0.13 0.32 
11  0.11 0.10  0.07 0.07  0.04 0.25  0.03 0.27  0.04 0.29  0.06 0.32 
12  0.08 0.08  0.07 0.08  0.11 0.32  0.11 0.28  0.11 0.25  0.10 0.22 
13  0.09 0.09  0.07 0.08  0.12 0.24  0.10 0.24  0.10 0.22  0.07 0.20 
14  0.08 0.07  0.10 0.15  0.05 0.40  0.07 0.40  0.10 0.44  0.16 0.44 
15  0.02 0.05  0.04 8.26  0.20 8.66  0.20 8.85  0.17 9.43  0.14 9.66 
16  0.15 0.15  0.11 0.10  0.14 0.15  0.15 0.17  0.15 0.18  0.15 0.18 
17  0.18 0.20  0.18 0.09  0.15 0.14  0.16 0.15  0.14 0.20  0.15 0.24 
18  0.12 0.11  0.11 0.13  0.13 0.22  0.15 0.24  0.15 0.26  0.16 0.26 
19  0.08 0.08  0.13 0.25  0.16 0.32  0.19 0.35  0.19 0.38  0.19 0.37 
20  0.07 0.12  0.06 19.19  0.09 19.68  0.17 19.58  0.20 19.95  0.23 21.72 
Note. The results are based on 50 replications of the strong-specific-factor conditions. 
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Table 44 Empirical Standard Deviations of Item Parameter Estimates for in Multidimensional 5-Category, 20-Item, 500-
Respondent GGUM Data 
Items  
SD ( )  
 
SD ( )  
 
SD 1( )  
 
SD 2( )  
 
SD 3( )  
 
SD 4( )  
MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML MCMC MML 
1  0.10 0.13  0.33 0.79  0.13 0.72  0.17 0.85  0.13 0.76  0.11 0.73 
2  0.18 0.16  0.15 0.26  0.13 0.27  0.15 0.27  0.13 0.28  0.15 0.30 
3  0.03 0.05  0.08 1.17  0.10 1.16  0.10 1.18  0.12 1.32  0.14 1.14 
4  0.01 0.05  0.13 2.25  0.10 2.06  0.12 2.20  0.11 2.30  0.12 2.31 
5  0.12 0.15  0.18 0.27  0.11 0.25  0.14 0.27  0.13 0.30  0.14 0.29 
6  0.09 0.10  0.02 0.19  0.08 0.29  0.04 0.27  0.05 0.28  0.06 0.23 
7  0.14 0.26  0.10 0.13  0.06 0.12  0.09 0.15  0.05 0.18  0.06 0.17 
8  0.16 0.22  0.09 0.11  0.06 0.19  0.05 0.16  0.05 0.19  0.07 0.19 
9  0.46 0.20  0.41 5.47  0.01 2.56  0.01 3.36  0.02 3.36  0.06 3.10 
10  0.08 0.11  0.09 0.09  0.15 0.44  0.12 0.32  0.14 0.43  0.07 0.30 
11  0.18 0.15  0.10 0.09  0.01 0.32  0.01 0.34  0.01 0.31  0.03 0.35 
12  0.08 0.09  0.08 0.10  0.06 0.36  0.05 0.25  0.09 0.27  0.07 0.21 
13  0.11 0.11  0.07 0.12  0.09 0.24  0.06 0.23  0.06 0.24  0.03 0.19 
14  0.14 0.10  0.15 0.33  0.02 0.39  0.02 0.38  0.05 0.43  0.12 0.51 
15  0.01 0.09  0.02 3.56  0.13 3.57  0.13 3.28  0.09 3.84  0.06 3.45 
16  0.13 0.14  0.12 0.17  0.13 0.15  0.13 0.17  0.14 0.22  0.13 0.20 
17  0.19 0.20  0.23 0.18  0.12 0.16  0.15 0.17  0.12 0.22  0.11 0.29 
18  0.16 0.13  0.15 0.35  0.11 0.36  0.13 0.32  0.15 0.39  0.15 0.34 
19  0.08 0.10  0.11 0.34  0.10 0.36  0.11 0.30  0.13 0.45  0.12 0.33 
20  0.06 0.11  0.02 1.45  0.03 0.83  0.09 1.10  0.10 1.90  0.09 1.88 
Note. The results are based on 50 replications of the strong-specific-factor conditions.   
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Table 45 Error Statistics for Theta Parameter Estimates for Multidimensional 2-Category, 
10-Item, 500-Respondent GGUM Data 
Strata  
Bias ˆ( )  
 
RMSE ˆ( )  
 
SE ˆ( )   SD ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML 
Stratum 1  1.17 0.94  1.25 1.11  0.52 0.63  0.36 0.57 
Stratum 2  0.81 0.69  0.89 0.91  0.52 0.64  0.36 0.59 
Stratum 3  0.66 0.62  0.76 0.86  0.51 0.65  0.36 0.60 
Stratum 4  0.51 0.49  0.62 0.75  0.51 0.64  0.34 0.57 
Stratum 5  0.42 0.44  0.55 0.73  0.50 0.65  0.34 0.58 
Stratum 6  0.35 0.41  0.51 0.72  0.50 0.65  0.36 0.59 
Stratum 7  0.28 0.38  0.44 0.67  0.50 0.65  0.34 0.55 
Stratum 8  0.21 0.34  0.41 0.67  0.50 0.65  0.35 0.57 
Stratum 9  0.13 0.27  0.37 0.63  0.50 0.65  0.34 0.56 
Stratum 10  0.05 0.21  0.33 0.57  0.49 0.65  0.32 0.53 
Stratum 11  0.00 0.18  0.36 0.60  0.49 0.65  0.36 0.57 
Stratum 12  -0.08 0.10  0.36 0.55  0.49 0.65  0.34 0.53 
Stratum 13  -0.17 0.03  0.39 0.57  0.49 0.65  0.35 0.57 
Stratum 14  -0.21 0.03  0.41 0.55  0.49 0.66  0.35 0.54 
Stratum 15  -0.30 -0.06  0.46 0.54  0.49 0.66  0.35 0.54 
Stratum 16  -0.36 -0.10  0.49 0.54  0.49 0.65  0.33 0.53 
Stratum 17  -0.42 -0.15  0.55 0.58  0.48 0.66  0.35 0.55 
Stratum 18  -0.52 -0.25  0.63 0.60  0.48 0.65  0.35 0.54 
Stratum 19  -0.60 -0.30  0.69 0.62  0.48 0.66  0.34 0.54 
Stratum 20  -0.66 -0.34  0.75 0.63  0.48 0.65  0.35 0.52 
Stratum 21  -0.78 -0.44  0.86 0.73  0.48 0.66  0.37 0.57 
Stratum 22  -0.92 -0.59  0.99 0.80  0.48 0.66  0.35 0.53 
Stratum 23  -1.03 -0.66  1.10 0.87  0.48 0.67  0.37 0.56 
Stratum 24  -1.20 -0.79  1.26 0.98  0.48 0.67  0.37 0.57 
Stratum 25  -1.67 -1.24  1.74 1.41  0.49 0.67  0.39 0.61 
Note. The results are based on 50 replications of the strong-specific-factor conditions. 
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Table 46 Error Statistics for Theta Parameter Estimates for Multidimensional 2-Category, 
20-Item, 500-Respondent GGUM Data 
Strata  
Bias ˆ( )  
 
RMSE ˆ( )  
 
SE ˆ( )   SD ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML 
Stratum 1  0.89 0.96  1.02 1.15  0.55 0.54  0.50 0.72 
Stratum 2  0.66 0.67  0.79 0.89  0.51 0.51  0.43 0.61 
Stratum 3  0.52 0.53  0.66 0.75  0.48 0.50  0.41 0.55 
Stratum 4  0.43 0.44  0.58 0.68  0.48 0.49  0.39 0.54 
Stratum 5  0.35 0.36  0.53 0.66  0.47 0.50  0.39 0.57 
Stratum 6  0.24 0.22  0.46 0.59  0.47 0.49  0.40 0.56 
Stratum 7  0.20 0.21  0.44 0.56  0.45 0.48  0.39 0.53 
Stratum 8  0.11 0.12  0.41 0.57  0.46 0.49  0.39 0.57 
Stratum 9  0.09 0.09  0.40 0.54  0.46 0.49  0.39 0.54 
Stratum 10  0.03 0.02  0.43 0.56  0.46 0.49  0.42 0.55 
Stratum 11  0.01 0.01  0.41 0.55  0.46 0.50  0.40 0.55 
Stratum 12  -0.03 -0.01  0.41 0.53  0.45 0.50  0.40 0.54 
Stratum 13  -0.05 -0.04  0.43 0.56  0.45 0.49  0.42 0.56 
Stratum 14  -0.09 -0.09  0.43 0.59  0.45 0.49  0.43 0.60 
Stratum 15  -0.11 -0.11  0.44 0.57  0.44 0.49  0.42 0.57 
Stratum 16  -0.17 -0.15  0.47 0.62  0.45 0.49  0.44 0.60 
Stratum 17  -0.18 -0.18  0.46 0.61  0.44 0.48  0.42 0.58 
Stratum 18  -0.19 -0.19  0.46 0.60  0.43 0.47  0.41 0.58 
Stratum 19  -0.20 -0.17  0.49 0.62  0.44 0.48  0.44 0.61 
Stratum 20  -0.24 -0.23  0.47 0.65  0.43 0.48  0.41 0.62 
Stratum 21  -0.29 -0.26  0.49 0.62  0.42 0.46  0.39 0.57 
Stratum 22  -0.33 -0.33  0.51 0.66  0.42 0.46  0.38 0.61 
Stratum 23  -0.41 -0.39  0.55 0.69  0.42 0.46  0.37 0.60 
Stratum 24  -0.54 -0.52  0.66 0.78  0.43 0.46  0.36 0.61 
Stratum 25  -0.91 -0.90  1.02 1.13  0.46 0.49  0.39 0.70 
Note. The results are based on 50 replications of the strong-specific-factor conditions. 
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Table 47 Error Statistics for Theta Parameter Estimates for Multidimensional 5-Category, 
10-Item, 500-Respondent GGUM Data 
Strata  
Bias ˆ( )  
 
RMSE ˆ( )  
 
SE ˆ( )   SD ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML 
Stratum 1  0.72 0.85  0.80 1.20  0.36 0.43  0.32 0.81 
Stratum 2  0.48 0.55  0.56 0.93  0.34 0.42  0.29 0.73 
Stratum 3  0.35 0.43  0.45 0.79  0.34 0.42  0.28 0.67 
Stratum 4  0.26 0.35  0.40 0.73  0.33 0.43  0.30 0.64 
Stratum 5  0.19 0.26  0.35 0.67  0.33 0.41  0.29 0.62 
Stratum 6  0.14 0.24  0.33 0.67  0.33 0.41  0.30 0.62 
Stratum 7  0.09 0.19  0.33 0.64  0.33 0.41  0.32 0.61 
Stratum 8  0.05 0.14  0.31 0.62  0.33 0.42  0.30 0.59 
Stratum 9  0.00 0.11  0.34 0.62  0.33 0.41  0.33 0.60 
Stratum 10  -0.01 0.08  0.36 0.60  0.33 0.41  0.36 0.59 
Stratum 11  -0.05 0.06  0.33 0.59  0.33 0.42  0.32 0.57 
Stratum 12  -0.08 0.02  0.34 0.55  0.33 0.40  0.32 0.54 
Stratum 13  -0.05 0.09  0.39 0.63  0.33 0.41  0.39 0.62 
Stratum 14  -0.09 0.00  0.40 0.59  0.33 0.40  0.39 0.58 
Stratum 15  -0.10 -0.01  0.38 0.60  0.32 0.39  0.36 0.59 
Stratum 16  -0.10 -0.02  0.39 0.63  0.33 0.39  0.37 0.63 
Stratum 17  -0.16 -0.09  0.43 0.61  0.32 0.38  0.39 0.60 
Stratum 18  -0.19 -0.13  0.42 0.64  0.31 0.37  0.37 0.62 
Stratum 19  -0.21 -0.14  0.45 0.67  0.31 0.38  0.40 0.64 
Stratum 20  -0.30 -0.24  0.49 0.67  0.30 0.35  0.39 0.62 
Stratum 21  -0.34 -0.28  0.53 0.72  0.30 0.36  0.40 0.66 
Stratum 22  -0.42 -0.36  0.58 0.75  0.30 0.36  0.40 0.65 
Stratum 23  -0.51 -0.48  0.66 0.87  0.31 0.36  0.41 0.71 
Stratum 24  -0.63 -0.63  0.75 1.00  0.31 0.36  0.40 0.77 
Stratum 25  -0.92 -0.91  1.05 1.22  0.38 0.40  0.47 0.80 
Note. The results are based on 50 replications of the strong-specific-factor conditions. 
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Table 48 Error Statistics for Theta Parameter Estimates for Multidimensional 5-Category, 
20-Item, 500-Respondent GGUM Data 
Strata  
Bias ˆ( )  
 
RMSE ˆ( )  
 
SE ˆ( )   SD ˆ( )  
MCMC MML MCMC MML MCMC MML MCMC MML 
Stratum 1  0.45 0.35  0.57 0.53  0.32 0.32  0.33 0.36 
Stratum 2  0.30 0.18  0.47 0.44  0.33 0.32  0.36 0.40 
Stratum 3  0.26 0.12  0.44 0.40  0.31 0.31  0.35 0.38 
Stratum 4  0.21 0.08  0.40 0.37  0.29 0.31  0.34 0.36 
Stratum 5  0.18 0.06  0.39 0.40  0.28 0.30  0.35 0.39 
Stratum 6  0.15 0.04  0.32 0.34  0.27 0.29  0.28 0.33 
Stratum 7  0.15 0.05  0.33 0.35  0.26 0.29  0.30 0.34 
Stratum 8  0.11 0.02  0.31 0.34  0.26 0.28  0.29 0.33 
Stratum 9  0.08 0.00  0.33 0.36  0.26 0.28  0.31 0.34 
Stratum 10  0.08 0.01  0.27 0.30  0.25 0.27  0.26 0.30 
Stratum 11  0.08 0.02  0.28 0.33  0.24 0.27  0.26 0.32 
Stratum 12  0.05 -0.01  0.26 0.30  0.25 0.27  0.26 0.29 
Stratum 13  0.04 0.00  0.26 0.31  0.24 0.26  0.25 0.30 
Stratum 14  0.04 0.01  0.28 0.31  0.24 0.27  0.27 0.30 
Stratum 15  0.00 -0.03  0.26 0.32  0.25 0.26  0.26 0.31 
Stratum 16  0.00 -0.02  0.26 0.32  0.25 0.27  0.26 0.31 
Stratum 17  -0.02 -0.03  0.27 0.32  0.25 0.27  0.27 0.31 
Stratum 18  -0.03 -0.02  0.28 0.32  0.25 0.28  0.27 0.32 
Stratum 19  -0.03 -0.03  0.30 0.36  0.26 0.29  0.30 0.36 
Stratum 20  -0.04 0.00  0.33 0.38  0.27 0.30  0.32 0.38 
Stratum 21  -0.03 0.00  0.36 0.39  0.27 0.30  0.36 0.39 
Stratum 22  -0.07 -0.02  0.33 0.37  0.28 0.31  0.32 0.36 
Stratum 23  -0.13 -0.08  0.36 0.38  0.28 0.31  0.32 0.36 
Stratum 24  -0.24 -0.20  0.40 0.39  0.28 0.31  0.32 0.33 
Stratum 25  -0.64 -0.46  1.00 0.61  0.34 0.33  0.52 0.40 
Note. The results are based on 50 replications of the strong-specific-factor conditions. 
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Table 49 Power and Type I Error Rate for Detecting Non-uniform DIF with MCMC and MML Methods 
with No Impact on Focal Group   
Items    
Power 
 
Type I Error Rates 
MCMC MML MCMC MML 
1 1.60  – –  .00 .00 
2 0.84  – –  .00 .00 
3 0.71  .76 .74  – – 
4 1.79  – –  .02 .09 
5 1.50  – –  .03 .08 
6 0.70  – –  .02 .07 
7 0.66  – –  .00 .07 
8 0.63  .89 .82  – – 
9 1.45  – –  .02 .12 
10 0.70  – –  .00 .10 
11 1.07  .49 .61  – – 
12 0.70  – –  .00 .09 
13 0.65  – –  .03 .11 
14 1.60  – –  .04 .12 
15 1.30  – –  .01 .04 
16 1.22  – –  .04 .06 
17 1.12  .38 .38  – – 
18 1.04  – –  .02 .01 
19 1.33  – –  .01 .00 
20 1.52  – –  .02 .00 
Overall  .63 .64  .02 .06 
Note. The results are based on 100 replications; the condition is 5-category, 20-item, 500-respondent.  
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Table 50 Power and Type I Error Rate for Detecting Uniform DIF with MCMC and MML 
Methods with No Impact on Focal Group   
Items    
Power 
 
Type I Error Rates 
MCMC MML MCMC MML 
1 -2.50  – –  .00 .00 
2 -2.24  – –  .00 .00 
3 -1.98  .14 .03  – – 
4 -1.72  – –  .02 .07 
5 -1.46  – –  .02 .08 
6 -1.20  – –  .01 .06 
7 -0.94  – –  .00 .07 
8 -0.68  .73 .86  – – 
9 -0.42  – –  .02 .11 
10 -0.16  – –  .00 .10 
11 0.16  1.00 1.00  – – 
12 0.42  – –  .00 .07 
13 0.68  – –  .03 .10 
14 0.94  – –  .05 .11 
15 1.20  – –  .03 .03 
16 1.46  – –  .04 .06 
17 1.72  .37 .05  – – 
18 1.98  – –  .01 .01 
19 2.24  – –  .01 .00 
20 2.50  – –  .02 .00 
Overall  .56 .49  .02 .05 
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Table 51 Power and Type I Error Rate for Detecting Non-uniform DIF with MCMC and 
MML Methods with 0.5 SD Impact on Focal Group   
Items    
Power 
 
Type I Error Rates 
MCMC MML MCMC MML 
1 1.60  – –  .06 .02 
2 0.84  – –  .00 .01 
3 0.71  .65 .57  – – 
4 1.79  – –  .00 .07 
5 1.50  – –  .01 .08 
6 0.70  – –  .03 .17 
7 0.66  – –  .13 .16 
8 0.63  .84 .87  – – 
9 1.45  – –  .03 .28 
10 0.70  – –  .00 .18 
11 1.07  .45 .67  – – 
12 0.70  – –  .01 .17 
13 0.65  – –  .02 .14 
14 1.60  – –  .03 .25 
15 1.30  – –  .08 .18 
16 1.22  – –  .04 .13 
17 1.12  .41 .53  – – 
18 1.04  – –  .02 .07 
19 1.33  – –  .07 .03 
20 1.52  – –  .00 .01 
Overall  .59 .66  .03 .12 
Note. It took 2 and 5 times to reiteratively link for the estimates from MCMC GGUM and GGUM2004 respectively.  
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Table 52 Power and Type I Error Rate for Detecting Uniform DIF with MCMC and MML 
Methods with 0.5 SD Impact on Focal Group 
Items    
Power 
 
Type I Error Rates 
MCMC MML MCMC MML 
1 -2.50  – –  .04 .00 
2 -2.24  – –  .00 .01 
3 -1.98  .12 .03  – – 
4 -1.72  – –  .02 .09 
5 -1.46  – –  .01 .04 
6 -1.20  – –  .10 .09 
7 -0.94  – –  .05 .08 
8 -0.68  .73 .71  – – 
9 -0.42  – –  .06 .22 
10 -0.16  – –  .01 .14 
11 0.16  .97 .98  – – 
12 0.42  – –  .02 .14 
13 0.68  – –  .04 .20 
14 0.94  – –  .03 .28 
15 1.20  – –  .08 .21 
16 1.46  – –  .03 .17 
17 1.72  .32 .50  – – 
18 1.98  – –  .03 .14 
19 2.24  – –  .07 .06 
20 2.50  – –  .04 .00 
Overall  .55 .55  .04 .12 
Note. It took 6 and 4 times to reiteratively link for the estimates from MCMC GGUM and GGUM2004 respectively. 
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Table 53 Power and Type I Error Rate for Detecting Non-uniform DIF with MCMC and 
MML Methods with –0.5 SD Impact on Focal Group  
Items    
Power 
 
Type I Error Rates 
MCMC MML MCMC MML 
1 1.60  – –  .00 .07 
2 0.84  – –  .00 .01 
3 0.71  .73 .80  – – 
4 1.79  – –  .04 .15 
5 1.50  – –  .03 .19 
6 0.70  – –  .02 .11 
7 0.66  – –  .01 .10 
8 0.63  .89 .91  – – 
9 1.45  – –  .03 .34 
10 0.70  – –  .00 .12 
11 1.07  .46 .67  – – 
12 0.70  – –  .01 .12 
13 0.65  – –  .02 .18 
14 1.60  – –  .26 .20 
15 1.30  – –  .02 .06 
16 1.22  – –  .02 .09 
17 1.12  .34 .46  – – 
18 1.04  – –  .02 .07 
19 1.33  – –  .00 .02 
20 1.52  – –  .01 .02 
Overall  .61 .71  .03 .12 
Note. It took 6 and 2 times to reiteratively link for the estimates from MCMC GGUM and GGUM2004 respectively.  
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Table 54 Power and Type I Error Rate for Detecting Uniform DIF with MCMC and MML 
Methods with –0.5 SD Impact on Focal Group 
Items    
Power 
 
Type I Error Rates 
MCMC MML MCMC MML 
1 -2.50  – –  .00 .11 
2 -2.24  – –  .02 .01 
3 -1.98  .14 .06  – – 
4 -1.72  – –  .05 .20 
5 -1.46  – –  .07 .21 
6 -1.20  – –  .03 .16 
7 -0.94  – –  .03 .18 
8 -0.68  .59 .66  – – 
9 -0.42  – –  .02 .48 
10 -0.16  – –  .01 .24 
11 0.16  .97 .85  – – 
12 0.42  – –  .04 .21 
13 0.68  – –  .03 .22 
14 0.94  – –  .44 .25 
15 1.20  – –  .05 .21 
16 1.46  – –  .04 .10 
17 1.72  .35 .03  – – 
18 1.98  – –  .00 .03 
19 2.24  – –  .00 .02 
20 2.50  – –  .01 .02 
Overall  .51 .40  .05 .17 
Note. It took 5 and 4 times to reiteratively link for the estimates from MCMC GGUM and GGUM2004 respectively. 
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Table 55 Sample characteristics of the two subject groups  
 Undergraduate group  MTurk group 
 N %  N % 
Age       
Under 18 0 0.00  1 0.20 
18-25 727 99.18  166 31.38 
26-35 6 0.82  184 34.78 
36-45 0 0.00  92 17.39 
46-55 0 0.00  54 10.21 
Above 55 0 0.00  32 6.05 
No response 0 0.00  0  
      
Gender      
Male 291 39.70  210 39.70 
Female 440 60.00  317 59.90 
No response 2 0.30  2 0.40 
      
Ethnicity       
White 349 47.70  430 81.30 
African  38 5.20  32 6.00 
Hispanic 69 9.40  25 4.70 
Asian 250 34.10  31 5.90 
Other 23 3.10  10 1.90 
No response  4 0.50  1 0.20 
      
Education      
High school diploma or 
lower 
0 0.00  206 38.90 
College 732 99.90  189 35.70 
Master’s degree or higher 0 0.00  80 15.10 
Professional degree 0 0.00  51 9.60 
No response 2 0.10  3 0.60 
      
Employment      
Never 133 18.10  16 3.00 
Part-time or full-time 
before, but not now 
411 56.10  181 34.20 
Part-time 185 25.30  117 22.10 
Full-time 1 0.10  213 40.30 
No response 3 .40  2 0.40 
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Table 56 Results of the DIF Analysis for the Comprehensive Personality Scale between University Undergraduates and 
MTurk Online Participants  
Dimensions Facets 
Items 
Overall 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Agreeableness Cooperation 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 2 
Generosity  0 0 0 0 0 0 0 0 1 1 0 0 0 0 1 0 0 0 1 0 4 
Warmth  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Conscientiousness Industriousness 1 0 0 0 1 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 6 
Orderliness 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 2 
Responsibility 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Self-control 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 
Traditionalism 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 2 
Virtue  0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 2 
Extraversion Dominance 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
Excitement 1 1 0 0 0 0 0 1 1 1 0 1 0 0 1 0 0 0 0 0 7 
Physical 0 0 0 1 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 5 
Sociability 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Neuroticism  Adjustment 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Even temper 0 0 0 0 1 0 0 0 0 0 0 1 1 0 1 0 0 0 0 0 4 
Optimism 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 
Openness Aesthetics 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0 1 1 0 0 5 
Curiosity 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 1 0 0 0 0 4 
Depth  0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 
Intellectual  0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 1 0 0 4 
Ingenuity 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Tolerance 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 1 4 
Overall 2 1 1 1 2 1 0 4 7 7 4 4 3 3 5 2 2 3 1 2 55 
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FIGURES 
Figure 1 A Typical Item Response Function (IRF) for a Dominance Model  
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Figure 2 The Pacifism-Militarism Continuum and Six Item Locations on the Continuum  
(Reprinted from Thurstone (1928, p. 537) 
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Figure 3 Item Endorsement Frequency in Attitude Measurement  
(Reprinted from Thurstone (1928, p. 550) 
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Figure 4 Response Probability from Thurstone (1929)  
(Reprinted from Thurstone (1929, p. 229) 
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Figure 5 A Typical Item Response Function (IRF) for an Ideal Point Model with Neutral 
Location  
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Figure 6 The Item Curve of Expected Score for Item #8 in Table 1 
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Figure 7 The Item Curve of Expected Score for Item #13 in Table 1 
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Figure 8 The Item Curve of Expected Score for Item #17 in Table 1 
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Figure 9 A Comparison of the Normal Distribution and a Four-Parameter Beta 
Distribution Beta(2, 2, –5, 5)  
 
Note. The thin black line is for the normal distribution and the fat grey line is for the beta 
distribution Beta(2, 2, –5, 5) 
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Figure 10 Average Estimated Standard Errors for the 2-Category, 10-Item, and 500-
Respondent Condition  
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Figure 11 Average Estimated Standard Errors for the 5-Category, 10-Item, and 500-
Respondent Condition  
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Figure 12 Average Estimated Standard Errors for the 2-Category, 20-Item, and 500-
Respondent Condition  
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Figure 13 Average Estimated Standard Errors for the 5-Category, 20-Item, and 500-
Respondent Condition  
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Figure 14 An Illustration of factor loading matrices for bifactor and between-item 
multidimensionality models  
 
Note. The bifactor model illustrated on the left was used in Study 2. Items for two specific 
factors varied item locations to avoid confounding with the item location.  
 
 
 
 
Items Factor1 Factor2 Factor3 
1 1 0 0 
2 1 0 0 
3 1 0 0 
4 1 0 0 
5 1 0 0 
6 1 0 0 
7 1 0 0 
8 0 1 0 
9 0 1 0 
10 0 1 0 
11 0 1 0 
12 0 1 0 
13 0 1 0 
14 0 1 0 
15 0 0 1 
16 0 0 1 
17 0 0 1 
18 0 0 1 
19 0 0 1 
20 0 0 1 
 
Between-item multidimensionality 
Items 
General 
factor  
Specific  
Factor 1 
Specific  
Factor 2 
1 1 1 0 
2 1 0 1 
3 1 1 0 
4 1 0 1 
5 1 1 0 
6 1 0 1 
7 1 1 0 
8 1 0 1 
9 1 1 0 
10 1 0 1 
11 1 1 0 
12 1 0 1 
13 1 1 0 
14 1 0 1 
15 1 1 0 
16 1 0 1 
17 1 1 0 
18 1 0 1 
19 1 1 0 
20 1 0 1 
 
Bifactor multidimensionality 
