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What explains the cross section of expected returns for the 25
size/value Fama-French portfolios? It is found that modelling time-
varying betas is important to explain the cross-section of expected
returns, as well as to comply with the time series restriction on Jensen-
alpha. Support for a modi￿ed version of the conditional Jagannathan
and Wang (1996) CAPM model is found, where implementation is
carried out in the realized beta framework proposed in the paper.
About 63% of the cross-sectional variability of the expected returns
for the 25 Fama-French size and value sorted portfolios is then found
to be explained by this parsimonious two-variable model.
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11 Introduction
Explaining the cross section of stock returns is one of the most active area
in empirical ￿nance. Financial literature has studied this problem with some
characteristic methodological features that have to do with the number of
factors included, assumptions about the stability over time of the relevant
moments of the distribution of returns, the frequency of the observations.
The Capital Asset Pricing Model (CAPM, Sharpe, 1964; Lintner, 1965) pre-
dicts a linear relation between expected returns across assets and their betas
with respect to the market portfolio. After initial empirical support, fail-
ure to explain the cross-section of US stock returns since the early 1960s
has been pointed out in the literature. In particular, small and value stocks
have shown higher average returns than predicted on the basis of their betas.
Moreover, stocks with high past beta have not shown higher average returns
than stocks, with the same size, but lower past betas.1
Fama and French (1992) and Davis, Fama and French (2000) have shown
that a three factor model is able to account for most of the cross-sectional
variation in 25 size/book-to-market portfolios (FF25 thereafter). In addi-
tion to the market return, the Fama-French model includes the return on a
portfolio long in small stocks and short in big stocks (SMB, size) and the
return on a portfolio long in high book-to-market stocks and short in low
book-to-market stocks (HML, value).
A crucial issue in the assessment of the validity of the CAPM has been
the assumption about stability of the relevant moments, particularly the be-
tas. Harvey (1989), Ferson and Harvey (1991) and Ferson and Korajczyck
(1995) ￿nd that estimated betas exhibit statistically signi￿cant time varia-
tion, pointing to a conditional implementation of the model. Moreover, Ja-
gannathan and Wang (1996) notice that when betas vary over time it is still
possible to ￿nd an unconditional version of the model, but such an uncondi-
tional version implies the presence of the covariance between the time-varying
beta and the time-varying market return. Such an extended model is found to
be able to account for about 55% of the the cross-sectional variability of the
FF25 returns, over the period 1962-1990. A similarly successful implementa-
tion of the conditional CAPM has been provided by Lettau and Ludvingson
(2001), pointing to up to 70% of explained cross-sectional variation of the
FF25 returns, over the period 1963-1998. In both cases the Fama-French
SMB and HML factors are not anylonger statistically signi￿cant in the cross-
sectional regression, suggesting that the latter may proxy for conditioning in-
formation related to the return to human capital and various sources of beta
1See Campbell and Vuolteenaho (2004) for an account of the initial empirical literature.
2instability or to uncertainty about future investment opportunities (Petkova,
2006). More recent works also point to successful implementation of the con-
ditional/unconditional CAPM model, once returns volatility (Ang and Chen,
2005) and learning (Adrian and Franzoni, 2005) are taken into account, or
when the single market beta is divided in a cash-￿ ow and a discount rate
component (Campbell and Vuolteenaho, 2004).
Di⁄erently, Lewellen and Nagel (2005), Petkova and Zhang (2005) and
Fama and French (2006), provide evidence against the conditional CAPM
model, showing that a model with time-varying betas is unable to explain
the book-to-market premium either because the variation in betas is not
large enough or because only variation in betas related to size and value is
compensated in average FF25 returns.
A possible explanation for the above contrasting evidence concerning the
validity of the conditional CAPM model, can be found in the di⁄erent econo-
metric tools employed for the modelling of beta variability. For instance, in
Lewellen and Nagel (2005), Petkova and Zhang (2005) and Fama and French
(2006), time-varying betas are not estimated by means of an appropriate
model including a dynamic equation for the beta, but use either short-window
regressions or assume that betas are linear in information variables or just
augment the static model by including dummy variables.
This paper moves from the above considerations, aiming at assessing the
validity of the conditional CAPM model, contributing under di⁄erent points
of view to the current literature.
The ￿rst is the reliance on, and generalization of, recent results obtained
in the high frequency literature to estimate conditional betas. These results
highlight the role of realized betas and downplay the importance of speci￿c
assumptions, i.e. speci￿c information variables or speci￿c time series models,
for explaining the dynamics of the betas. This is important in view of results
both showing the sensitivity of the estimated betas to the choice of instru-
ments used to proxy for time variation in conditional betas (Harvey, 2001),
and showing the temporal instability of the equations used to project the
betas on the variables in the information set (Ghysels, 1989). In particular,
the realized beta estimator of Andersen et al. (2005, 2006) is generalized to
the multivariate case allowing to account for non orthogonal factors.
Second, monthly realized betas are computed starting from daily data.
This is of great importance and distinguishes the empirical work carried out
in the paper from previous work which only uses monthly data directly. Daily
data are likely to be very informative in estimating the betas because the lat-
ter are ratios of covariance and variance components. The original intuition
of Merton (1980) has been developed thoroughly by the high frequency liter-
ature, which has documented the gains associated with using high frequency
3data for estimation of second moments.
Third, measurement error in the realized betas is taken care by means
of noise ￿ltering. The approach followed (Morana, in press) is based on
￿ exible least squares estimation (FLS, Kalaba and Tesfatsion, 1989) of an
unobserved component local level model (Harvey, 1989). The latter ￿lter
has been found to perform well independently of the persistence properties
of the series to be ￿ltered, and it is therefore particularly appropriate for
the current application, as both long memory and structural change may be
relevant features for the data investigated.2
After this introduction, the paper is organized as follows. In sections two
the multivariate realized beta estimator is introduced and its applications
discussed, while in section three and four the cross-sectional analysis is carried
out. Finally, in section ￿ve conclusions are drawn.
2 The realized betas
Realized regression theory can be employed to estimate monthly realized
betas (^ ￿s) starting from daily observations. The argument, which generalizes
the bivariate case studied by Andersen et al (2005, 2006)3, is best given in
continuous time. Following Andersen et al. (2001), Andersen et al. (2005,
2006) and Barndor⁄-Nielsen and Shephard (2002), suppose that the log M￿1
vector price process, pt, follows a multivariate continuous-time stochastic
volatility di⁄usion
dpt = ￿tdt + ￿tdWt; (1)
where Wt denotes a standard M-dimensional Brownian motion process, and
both the processes for the M ￿ M positive de￿nite di⁄usion matrix ￿t and
the M-dimensional instantaneous drift ￿t are strictly stationary and jointly
independent of the Wt process. Then, conditional on the sample path realiza-
tion of ￿t and ￿t, the distribution of the continuously compounded h-period












2See for instance, Lobato and Savin (1998), Beltratti and Morana (2006), Martens, van
Dijk and de Pooter (2004), and Baillie and Morana (2007). See also Baillie (1996) for an
introduction to long memory processes.
3Bollerslev and Zhang (2003) also consider a multivariate case. Yet, by assuming
orthogonality of the factors, the realized betas have been computed using the standard
bivariate formulas.




can be employed as a measure of multivariate volatility.













i.e. the realized variance covariance matrix estimator is a consistent esti-
mator, in the frequency of sampling (￿ ! 0), of the integrated variance
covariance matrix.





qt ￿ rft = ￿q;t +
K X
k=1
￿q;kterkt + "qt; (5)
where rft is the time t return on the risk-free asset, erkt = rkt ￿ rft is the
time t risk premium of the kth risk factor. The (K ￿ K) realized variance












while the (K ￿ 1) vector of covariances of the qth asset with each of the












It then follows that




is a consistent estimator, in the frequency of sampling (￿ ! 0), of ￿t;t+h
4,
i.e.
























Hence, realized factor betas at time (month) s can be computed as




0y)s s = 1;:::;S; (10)














qs;h i = 1;:::;k, and the z￿ variables are demeaned z variables,
with z = eris;h;er￿
qs;h. The time-varying realized Jensen-alpha can then be









eris, where the barred variables are sample

















The theory outlined above allows us to estimate time-varying betas with
two advantages. The ￿rst, already noted, lies in the lack of speci￿c assump-
tions about the dynamic model determining the beta. The second lies in the
use of daily data, which are otherwise ignored in any model using monthly
observations of returns to estimate the betas, as done for instance by Ferson
and Harvey (1999) and Ang and Chen (2005). Another important advan-
tage of the proposed approach is that the estimation of multi-factor models
is straightforward, whereas the time-varying parameter model estimated by
means of Markov Chain Monte Carlo and Gibbs sampling by Ang and Chen
(2005) is more di¢ cult to handle in a multivariate context.
Yet, when realized betas are computed starting from daily, rather than
high frequency data, measurement error may a⁄ect the estimates. As the nu-
merator and the denominator in the realized beta formula can be expected to
be driven by di⁄erent long memory trends, as both terms not only contain dif-
ferent variables, but also di⁄erent transformations of the involved variables,
the realized betas should be characterized by the same persistence features










using also the continuous mapping theorem.
5See Barndor⁄-Nielsen and Shephard (2002) for additionald details on the asymptotic
properties of the realized regression estimator.
6as the realized variances and covariances from which they are computed, i.e.
long memory and structural breaks. The noise ￿ltering method implemented
in the paper (Morana, in press) is actually suited for the task, allowing to
handle, di⁄erently from the one proposed in Andersen et al. (2005), both
the above features.
2.1 Using the realized betas
Realized betas are interesting from several points of view. Firstly, since they
are modelled as a time-varying process, their temporal dimension allow to
assess how systematic risk varies over time. Secondly, the actual determi-
nants of systematic risk can also be assessed by relying on cross-sectional
approach. According to this latter strategy, the estimated realized betas can
be used to test for a multifactor model of the type




by means of a standard cross-section methodology, allowing to evaluate the
validity of alternative speci￿cations. In particular, the excess returns of the
test assets are regressed on the estimated betas
ri;t ￿ rf;t = ￿ + ￿Mkt^ ￿i;Mkt;t +
X
i
￿i^ ￿i;k;t + "i;t i = 1:::25 (12)
for each observation in the sample or using averages
￿ ri ￿ ￿ rf = ￿ + ￿Mkt￿ ￿i;Mkt +
X
i
￿i￿ ￿i;k + "i i = 1:::25, (13)
as in the current application. Interesting comparisons then concern the sim-
ple CAPM, the three factor Fama-French model, the extended Fama-French
model including momentum, the Petkova (2005) model allowing for innova-
tions in the state variables, as well as the Ferson and Harvey (1999) and
Jagannathan and Wang (1996) models. Estimation of the above model can
be carried out by means of standard OLS or GLS regressions.
An additional test can be carried out in a time-series framework, testing
for the time variability and the statistical di⁄erence from zero of the realized
Jensen-alpha. This latter test can be carried out by testing H0:￿ ￿i = 0,
i = 1:::25, where ￿ ￿i is the temporal average for the sequence of the ith
realized alpha, computing the standard error ^ ￿￿ ￿i as 1=T 0:5 times the temporal
standard deviation of the same sequence.
73 Estimating, ￿ltering and smoothing real-
ized betas
The data set investigated is composed of the 25 Fama-French size/book-
to-market portfolios. Eight risk factors have been considered: the S&P500
returns (Mkt), the Fama-French size and value portfolios (HML, SMB), the
momentum portfolio of Caharart (MOM), and four state variables related to
the yield curve (the term spread (TS), the three-month Treasury bills rate
(3M)) and the conditional distribution of asset returns (the default spread
(DS) and the dividend yield (DY)). The frequency of sampling is daily, from
January 4, 1965 through August 31, 2005.
Following Campbell (1996), daily innovations for the macroeconomic fac-
tors and the Fama-French-Caharart factors, have been estimated using the
Choleski orthogonalized innovations from a ￿rst order VAR. Hence, the fol-
lowing model has been estimated
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+ vt;
where erit is the excess return on the relevant portfolio, i = Mkt; SMB;
HML; MOM, computed relatively to the risk-free rate (3M), ￿ is the inter-
cept component, and the orthogonalized innovations are ^ ut = ^ H￿1^ vt, where
^ H￿1 = chol(^ ￿v) and ^ ￿v is the estimated variance covariance matrix of the
reduced form disturbances ^ vt:The shocks of interest are then the last seven








t which, still following Campbell (1996), have been scaled
to match the same variance as the innovation in the excess market return.
The daily market excess return (erMktt) and the seven structural inno-
vations (ui
t) have then been employed in the computation of the monthly
realized regressions, as discussed in the methodological section, leading to a
total of 488 monthly observations for each of the 200 realized betas. Realized
betas have also been computed using the market excess return (erMktt) and
the (scaled) reduced form innovations (vi








t , in order to assess the
sensitivity of the results to the identi￿cation strategy selected. It is for this
8latter non orthogonal case that the multivariate generalization of realized
beta estimation, introduced in the paper, is actually of use.
Following the Monte Carlo results in Morana (in press), noise ￿ltering of
the estimated realized betas has been carried out by selecting a 1% signi￿-
cance level for the Box-Pierce test.
As shown by the empirical results, noise ￿ltering does not a⁄ect the sam-
ple mean, but only the standard deviation, which tends to decrease sharply
for almost all the betas, in general even more than 70%. Moreover, measure-
ment error in realized betas is not negligible. In fact, the average estimated
inverse signal to noise ratios are in the range 2.2 to 2.8 for the Mkt, SMB,
HML, MOM factor betas and 3.5 to 5.6 for the TS, DS, 3M, DY factor betas
and Jensen-alpha. Hence, most of the variation over time of the estimated
realized betas is determined by measurement error (see also Figures 1 and
2). Yet, interesting slowly evolving trend dynamics can be associated with
the signal component as well, implying that modelling factor betas as time-
invariant parameters may be a suboptimal strategy.6
Concerning the average beta, a systematic pattern can be detected only
for the SMB and HML factors. In fact, the average realized beta for the HML
factor increases with the book-to-market ratio, while the average realized
beta decreases as the size of the portfolio increases. In addition, apart from
the Mkt (in the range 0.65 to 1.16), HML (in the range -0.24 to 0.44) and
SMB (in the range -0.09 to 0.54) factors, the average contribution of all
the other factors is very close to zero. Among the former three factors,
the average beta is always largest for the Mkt factor. Moreover, the SMB
factor is in general characterized by larger betas than the HML factor, apart
from the value portfolio case. Figures are close to those found by Bollerslev
and Zhang (2003), assuming however orthogonality of the factors and using
5-minute returns.7
4 The cross-section of expected returns
The cross-section of expected excess returns on the 25 Fama-French port-
folios sorted by book-to-market and size has been investigated by means of
the realized betas approach, using both the raw (RB) and smoothed (RBS)
version. For comparison also the standard constant parameter and time-
varying parameter estimation approaches used in the literature have been
6These ￿ndings are not peculiar to the smallest portfolio of the ￿rst Fama-French class
of portfolios plotted in Figures 1 and 2, but hold for all of the estimated betas. Details
are available upon request from the author.
7Detailed results are not reported for reasons of space.
9implemented, i.e. the Black, Jensen and Sholes (BJS, 1972) and Fama and
MacBeth (FMB, 1973) methods. The comparison allows to contrast the
performance of the proposed time-varying beta estimation approach with
the standard constant parameter and time-varying parameter approaches.
Moreover, also the Ferson and Harvey (FH, 1999) approach has been imple-
mented. The speci￿cation employed for the analysis considers the CAPM
model (CAPM), the Fama-French model (FF), the Fama-French model aug-
mented with the Caharart momentum factor (FFM), the Jagannathan and
Wang (JW, 1998) model, and two models related to Petkova (2005), i.e. a
state variable augmented CAPM model, including innovations to the term
spread (TS), the three-month Treasury bills rate (3M)), the default spread
(DS) and the dividend yield (DY) (SCAPM), and a state variable augmented
Fama-French-Caharart model (SFFM).
As the cross-sectional approach to the evaluation of the pricing model is
composed of two steps, in Table 4, Panel A, the results of the tests carried out
on the Jensena-alphas computed from the ￿rst step time series regressions
have been reported. For the time-varying parameter cases the statistical
signi￿cance of the Jensen-alphas has been assessed by means of a t-ratio
test, using the temporal mean and (scaled by 1/T0:5) standard deviation
for each of the 25 portfolios. For the constant parameter case the test is a
standard t-ratio test carried out on the intercept of the time-series regression
model. As shown in the table, the average Jensen-alpha over the time sample
investigated is not statistically di⁄erent from zero in all the cases (across
portfolios and speci￿cations), at both the 5% and 1% signi￿cance levels,
only for the realized beta approach. Slightly inferior results are provided by
the Ferson-Harvey approach for the CAPM speci￿cation, pointing to model
failure in 36% of the cases at the 5% level and in 4% of the cases at the 1%
signi￿cance level. On the other hand, the percentage of model failure for the
BJS approach is very large in all the cases, with most of the values falling in
the range 88% to 96%.
From the above ￿ndings a clear-cut conclusion can be drawn suggesting
that modelling betas time-variability leads to superior results to neglecting
this data feature. The ￿nding also provides support to the conditional version
of the CAPM model. Yet, as already found by Ghysels (1998), how beta
variability is modelled can make a substantial di⁄erence, since the percentage
of failures, at the 5% signi￿cance level, in the Ferson-Harvey approach is not
negligible. Overall, also consistent with Petkova (2005), innovations to the
term spread, the three-month Treasury bills rate, the default spread and the
dividend yield, do seem to contain information useful to predict portfolios
excess returns.
The results of the second step of the cross-sectional analysis are reported
10in Tables 4, Panel B, and 5.
In Table 4, Panel B, the actual and corrected coe¢ cients of determina-
tion for the various cross-sectional regressions are reported. Concerning the
CAPM model, the BJS, FMB and RB approaches lead to similar results,
i.e. to a proportion of explained variability of about 30%. Removing ob-
servational noise from the realized betas (RBS) leads to an increase in the
proportion of explained variability, getting close to 55%. Also the FH and
JW8 approaches yield a superior performance relatively to BJS, FMB and
RB, explaining about 42% and 54% of the cross-sectional variability, yet still
inferior to the one of the smoothed realized betas (RBS). Using the smoothed
version of the realized beta approach, applied to the JW regression, yields
an even larger increase relatively to BJS and FMB, pointing to up 66% of
explained total variability.
Consistent with previous ￿ndings in the literature (see for instance Petkova
(2005) and references therein), the inclusion of the Fama-French HML and
SMB factors leads to an additional increase in the proportion of explained
variance in all cases, yielding a coe¢ cient of determination close to 70% for
all the methods, apart from the RBS approach (63%). It is important to
note that relatively to the smoothed realized beta version of the JW condi-
tional CAPM model, the increase in the proportion of explained variability
provided by the FF model relatively to the JW model is very small (the
corrected coe¢ cients of determination are 0.69 and 0.63, for the FF and the
JW approaches, respectively. Yet, the Fama-French model clearly provides
a superior performance relatively to the unconditional CAPM model. An
additional small, yet signi￿cant, increase in the proportion of explained vari-
ability relatively to the FF model is provided by the momentum augmented
FF model (FFM), pointing to about 76% of explained total cross-sectional
variability.
Moreover, consistent with Petkova (2005), a similar performance to the
FF model is achieved by the macroeconomic state variables augmented ver-
sion of the CAPM model (SCAPM). The increase in the proportion of ex-
plained variability is uniform across models, being however strongest for the
BJS approach (about 75%). Yet, the gap relatively to the realized beta ver-
sion of the JW conditional CAPM model is very small, being the corrected
coe¢ cients of determination 0.68 and 0.63, respectively.
Finally, the inclusion of the Fama-French factors, in addition to the
macroeconomic state variables, leads to a further signi￿cant increase in the
8The JW approach has been implemented as in Jagannathan and Wang (1996), but
using the default spread innovation only as a proxy for the conditional market risk pre-
mium.
11proportion of explained cross-sectional variance for all the models, which is
close to 83% without degrees of freedom correction and 73% with correction,
pointing to this latter model as the best model, independently of the esti-
mation approach followed. A discrimination across models can however be
carried out by considering jointly the results of the two-step analysis. In fact,
on the basis of the ￿rst step time series tests carried out on the Jensen-alphas,
it is however the realized beta estimation approach which should be selected,
being the only one to comply with the time series restriction, and explaining
an equally high proportion of cross-sectional variability (82%). The above
￿ndings partially contrast with Petkova (2005), where the macroeconomic
state variables have been found to be proxy for the Fama-French HML and
SMB factors, since the latter seem to provide additional explanatory power,
relatively to the macro state variables. This latter result may depend on the
di⁄erent measurement approach for the state variable innovations followed
in the current and Petkova papers, as while in Petkova (2005) the monthly
innovations have been constructed using monthly data, in the current pa-
per the monthly innovations have been constructed in a more accurate way,
starting from daily observations.
Overall, support for the conditional CAPM model can be found. Once the
smoothed realized beta version of the JW approach is followed, as pointed
out by the corrected coe¢ cients of determination, about 63% of total cross-
section variability is explained by just two variables. On the other hand,
about 75% of total variance is explained by a model including a total of eight
variables (SFFM).
Further interesting evidence is reported in Table 5, where the estimated
parameters (by OLS) for the various cross-sectional regression models are
reported. As is shown in the Table, some similarity in the results can be no-
ticed across speci￿cations. Firstly, in all the cases the intercept component
is statistically signi￿cant, suggesting that not all of the expected return is
explained by risk exposure, as pricing theory would on the other hand re-
quire. Secondly, the market beta is an important factor in the cross-section
of returns, albeit, consistent with the previous literature, takes a negative
sign. As pointed out by Petkova (2005), this latter ￿nding can be rational-
ized assuming that the market portfolio is an hedge for the state variables
included in the speci￿cation. Yet, omitted variable bias could also explain
the ￿nding; a thorough investigation of this issue is outside the scope of the
paper, but indeed deserves further study. Thirdly, the Fama-French factors
do not tend to be signi￿cantly priced. In fact, albeit the impact of the HML
and SMB betas in the cross-sectional regression is positive, the SMB beta
is never statistically signi￿cant, while the HML beta is signi￿cant only in
the BJS regression. Di⁄erently, the momentum factor does seem to be sig-
12ni￿cantly priced in the cross-section. Finally, as far as the macroeconomic
state variables are concerned, the evidence is mixed, with the dividend yield
and the term spread betas tending to be signi￿cantly priced. Fourthly, the
beta for the conditional market risk premium in the JW regression is always
statistically signi￿cant, albeit its impact is negative.9
Overall the results of the cross-sectional analysis are clear-cut. Modelling
time-varying betas is important to explain both the cross-section of expected
returns, as well as to comply with the time series restriction on Jensen-alpha.
When both criteria are taken into account, support for a modi￿ed version of
the conditional Jagannathan and Wang (1996) CAPM model is found, where
the implementation is carried out in the realized beta framework. However,
even this latter model is not without drawbacks, as, likewise the other models,
the market beta shows a negative sign. Further work, even in the realized
beta framework, is then required.
5 Conclusions
What explains the cross-section of expected returns for the 25 size/value
Fama-French portfolios? Overall the results of the paper are clear-cut. Mod-
elling time-varying betas is important to explain both the cross-section of
expected returns, as well as to comply with the time series restriction on
Jensen-alpha. When both criteria are taken into account, support for a mod-
i￿ed version of the conditional Jagannathan and Wang (1996) CAPM model
is found, where implementation is carried out in the realized beta framework.
About 63% of the cross-sectional variability of the expected returns for the
25 Fama-French size and value sorted portfolios is found to be explained by
this parsimonious two-variable model, di⁄erently from the 75% explained by
a more pro￿ igate eight-variable model, including the Fama-French value and
size betas, the momentum beta and the betas for four macroeconomic state
variables related to the yield curve and the conditional distribution of asset
returns.
The realized beta estimator introduced in the paper generalizes previous
bivariate results of Andersen et al. (2005, 2006), allowing to account for
multiple non orthogonal risk factors. Relatively to previous work on time-
varying betas the proposed approach has the advantage of not relying on
instrumental variables to proxy the time variation in the conditional betas,
9The analysis has also been carried out using the GLS estimator, with and without
Shanken￿ s errors-in-variables correction for the standard errors, as well as by using the
non orthogonalized residuals. Similar results have been obtained in both cases, and are
available from the author upon request.
13as the latter are estimated directly from returns, avoiding sensitivity to the
conditioning set employed. Moreover, the estimation procedure is straight-
forward to implement.
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17Table 1, Panel A: Time-series regressions.
Jensen ￿ alpha Jensen ￿ alpha
5% BJS RB FH






1% BJS RB FH






Table 1, Panel B: Cross-sectional regressions.
R2 BJS FMB RB RBS FH
CAPM :304 :344 :333 :556 :429
FF :728 :705 :700 :632
FFM :756 :685 :676 :718
JW :535 :588 :576 :658
SCAPM :748 :723 :690 :630
SFFM :824 :831 :826 :817
R2
c BJS FMB RB RBS FH
CAPM :274 :316 :304 :537 :404
FF :689 :663 :657 :579
FFM :708 :622 :611 :661
JW :493 :551 :537 :627
SCAPM :681 :650 :608 :533
SFFM :736 :747 :739 :726
In the table the proportion of violations, at the 5% and 1% signi￿cance level, of
the null of zero intercept term in the time-series regressions for the
Black-Jensen-Scholes (BJS), realized beta (RB) and Ferson-Harvey (FH)
approaches is reported in Panel A. The acronyms CAPM, FF, FFM, JW,
SCAPM, SFFM refer to the CAPM model, the Fama-French model, the Carhart
momentum augmented Fama-French model, the Jagannathan-Wang model, the
macroeconomic model and the Carhart momentum augmented Petkova model,
respectively. The proportion of actual (R2) and corrected (R2
c) cross-sectional
variation of the expected excess returns on 25 portfolios sorted by
book-to-market and size, explained by the betas estimated by the various
approaches, i.e. the Black-Jensen-Scholes (BJS), the Fama-MacBeth (FMB),
realized beta (RB), smoothed realized beta (RBS) and Ferson-Harvey (FH)
approaches, for the di⁄erent speci￿cations (CAPM, FF, FFM, JW, MACRO,
PE) is reported in Panel B.
18Table 2: Cross sectional regression
CAPM JW







































































































































































































































































































































































































19In the table parameter estimates for the cross sectional regressions using the
excess returns on 25 portfolios sorted by book-to-market and size, with OLS
standard errors (in round brackets) and p-values (in square brackets), are
reported. The parameters are indexed as follows: ￿ is the intercept component,
while ￿i, i = Mkt, SMB, HML, MOM, DY, TS, DS, 3M refer to the market factor, the
size factor, the value factor, the momentum factor, the dividend-yield, the term
spread, the default spread and the three-month rate, respectively.

























Figure 1: Filtered and actual realized factor betas for the smallest
portfolios of the ￿rst Fama-French portfolio class (Jensen alpha: alpha,
market: Mkt, size: SMB, value: HML).


























Figure 2: Filtered and actual realized factor betas for the smallest portfolios
of the ￿rst Fama-French portfolio class (momentum: MOM, term structure:
TS, default spread: DS, three-month rate: 3M, dividend-yield: DY).
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