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ABSTRACT
The existence of two kinematically and chemically distinct stellar subpopulations in
the Sculptor and Fornax dwarf galaxies offers the opportunity to constrain the den-
sity profile of their matter haloes by measuring the mass contained within the well-
separated half-light radii of the two metallicity subpopulations. Walker and Pen˜arru-
bia have used this approach to argue that data for these galaxies are consistent with
constant-density ‘cores’ in their inner regions and rule out ‘cuspy’ Navarro–Frenk–
White (NFW) profiles with high statistical significance, particularly in the case of
Sculptor. We test the validity of these claims using dwarf galaxies in the APOSTLE
(A Project Of Simulating The Local Environment) Λ cold dark matter cosmological
hydrodynamic simulations of analogues of the Local Group. These galaxies all have
NFW dark matter density profiles and a subset of them develop two distinct metallic-
ity subpopulations reminiscent of Sculptor and Fornax. We apply a method analogous
to that of Walker and Pen˜arrubia to a sample of 50 simulated dwarfs and find that
this procedure often leads to a statistically significant detection of a core in the profile
when in reality there is a cusp. Although multiple factors contribute to these failures,
the main cause is a violation of the assumption of spherical symmetry upon which the
mass estimators are based. The stellar populations of the simulated dwarfs tend to
be significantly elongated and, in several cases, the two metallicity populations have
different asphericity and are misaligned. As a result, a wide range of slopes of the
density profile are inferred depending on the angle from which the galaxy is viewed.
Key words: galaxies: kinematics and dynamics –galaxies: dwarf – galaxies: formation
– dark matter
1 INTRODUCTION
One of the fundamental predictions of the Λ cold dark mat-
ter (ΛCDM) model of cosmogony is that dark matter as-
sembles into haloes that, in the absence of baryon effects,
develop steeply rising inner radial density profiles, or cusps.
This important result was obtained from N-body simulations
which showed that the density distribution of a dark mat-
ter halo of any mass is well fit by a Navarro–Frenk–White
profile (NFW; Navarro et al. 1996, 1997) independently of
initial conditions and cosmological parameters.
The inner slope of the NFW profile follows ρ ∝ r−1.
? E-mail: anna.genina@durham.ac.uk
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In contrast, measurements of galaxy rotation curves and
dynamical models of dwarf spheroidal galaxies are often
claimed to require shallower density profile slopes that are
consistent with a constant-density core at the centre, ρ ∝ r0
(e.g. Moore 1994; Flores & Primack 1994; Battaglia et al.
2008; Walker & Pen˜arrubia 2011; Amorisco & Evans 2012;
Agnello & Evans 2012; Adams et al. 2014; Oh et al. 2015).
This disagreement between observations and simulations has
become known as the core-cusp problem.
In order to resolve this discrepancy, a number of mech-
anisms involving baryons, which could transform cusps into
cores, have been proposed. For example, cores may be cre-
ated when baryons, after slowly condensing at the centre of
a halo, are suddenly expelled by supernova feedback, either
in a single event (Navarro et al. 1996; Read & Gilmore 2005)
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or through repeated episodes of star formation (Pontzen
& Governato 2012; Brooks & Zolotov 2014). Alternatively,
energy could be transferred to the outer halo by clumps
infalling due to dynamical friction (Sa´nchez-Salcedo et al.
2006; Mashchenko et al. 2008; Cole et al. 2011; El-Zant
et al. 2001; Del Popolo & Kroupa 2009), or through reso-
nant effects induced by a central stellar bar (Weinberg &
Katz 2002).
Dwarf spheroidal galaxies are promising objects to test
ideas about the inner structure of dark matter haloes. These
galaxies are strongly dark-matter dominated (Pryor & Ko-
rmendy 1990) and, although they are faint, some are suf-
ficiently close-by that their stellar populations can be re-
solved. Much effort has therefore been invested in trying to
infer their halo profiles. A large body of work is concerned
with field galaxies with measurable H i velocity fields; many
such studies claim robust detections of central cores (e.g. Oh
et al. 2011; Kuzio de Naray et al. 2006; Adams et al. 2014).
However, a recent study (Oman et al. 2017), based on the
same APOSTLE (A Project Of Simulating The Local Envi-
ronment) simulations that we will analyse here, has revealed
the presence of systematic effects in even the most detailed
analyses of spatially resolved kinematics, casting doubt on
claims that cores are present in those galaxies. Similar con-
clusions were reached by Pineda et al. (2017).
The kinematics of resolved stars in nearby galaxies offer
an alternative to the kinematics of H i gas as a probe of the
density structure of haloes. The detection of cores in sev-
eral dwarf satellites of the Milky Way has been claimed on
the basis of simple Jeans analyses (e.g. Gilmore et al. 2007),
but the more general analysis by Strigari et al. (2010) has
shown that current data are, in fact, unable to distinguish
between cores and cusps in the Milky Way satellites. Some
satellites of the Milky Way and Andromeda exhibit metallic-
ity gradients: they have a centrally concentrated metal-rich
population and a more extended, and kinematically hotter
metal-poor population (Tolstoy et al. 2004; Battaglia et al.
2008, 2011). The origin of these systems is unknown but
major mergers (Ben´ıtez-Llambay et al. 2016), reaccretion of
gas (Tolstoy et al. 2004; Battaglia et al. 2006) or effects due
to reionization (Kawata et al. 2006) have been proposed as
possible origins of metallicity gradients.
The presence of two kinematically and spatially distinct
metallicity components can be used to set constraints on the
inner density profile of the common halo in which they move.
Battaglia et al. (2008) identified a metal-rich ([Fe/H] > −1.5)
and a metal-poor ([Fe/H] < −1.7) population in the Sculptor
dwarf spheroidal and, using Jeans modelling, found that a
wide range of profiles are consistent with the data, from a
pseudo-isothermal sphere (ρ ∝ r0 at the centre) to an NFW
profile. Amorisco & Evans (2012) pointed out that some of
those models are unphysical and, fitting the Sculptor data
to a particular phase-space distribution function, found that
while a profile with a core is preferred by their χ2 fits, an
NFW profile is also allowed by the data. Using more general
phase-space distribution functions, Strigari et al. (2014) also
showed that the two metallicity subpopulations in Sculptor
are consistent with an NFW profile. A similar conclusion, us-
ing Schwarzschild modelling, was reached by Breddels et al.
(2013) who found that a core profile is also allowed, while
a cusp in Sculptor was found to be favoured by an analysis
based on the fourth-order virial theorem by Richardson &
Fairbairn (2014).
Walker & Pen˜arrubia (2011) took this idea further and
developed a statistical methodology to distinguish the two
metallicity subpopulations in Sculptor and Fornax. Making
use of the interesting result of Wolf et al. (2010) and Walker
et al. (2009) that the mass of a spherical stellar system in
equilibrium can be robustly estimated at the half-mass ra-
dius of the system, they developed the method discussed
in this paper and concluded that both Sculptor and Fornax
have central cores, with Sculptor, in particular, ruling out an
NFW profile at high statistical significance. Their method
is based on estimating the total mass contained within the
half-light radii of the metal-rich and metal-poor subpopula-
tions, thus constraining the slope of the dark matter density
profile. Wolf et al. (2010) and Walker et al. (2009) have
argued that the mass within a characteristic radius of a col-
lisionless spherical system in dynamical equilibrium is well
constrained by the velocity dispersion and average radial
distribution of a population of star tracers, for a variety of
stellar density and constant velocity anisotropy profiles.
Specifically, Wolf et al. (2010) showed that the mass is
best constrained at radius, r3, where the logarithmic slope
of the stellar number density, d log ν/d log r = −3, which is
close to the deprojected half-light radius ( 43Re, where Re is
the projected half-light radius) for a range of stellar distri-
butions. Their estimator is:
M
(
<
4
3
Re
)
= 4G−1〈σLOS〉2Re , (1)
where 〈σLOS〉 is the luminosity-averaged line-of-sight veloc-
ity dispersion. Similarly, Walker et al. (2009) propose:
M (< Re) = 52G
−1〈σLOS〉2Re . (2)
Walker & Pen˜arrubia (2011) used a likelihood method
to separate samples of stars in Sculptor and Fornax into two
metallicity subcomponents and applied these mass estima-
tors to each of them. For an object with mass density ρ ∝ r−γ
the enclosed mass is M(r) ∝ 13−γ r3−γ. One can then define
the asymptotic logarithmic mass slope as:
Γ = lim
r→0
[
d log M
d log r
]
= 3 − γ (3)
For an NFW profile the asymptotic inner slope is γ = 1, so
Γ = 2, while for a core with γ = 0, Γ = 3. In the case of
a galaxy with two segregated subpopulations, the two half-
light radii will be located away from the centre and thus
Γ = ∆ log M/∆ log r is a measure of the (steeper) density slope
further out (Walker & Pen˜arrubia 2011). Assuming that the
mass is given by the estimators above,
Γ ≈ 1 +
log
(
σ22 /σ21
)
log (r2/r1)
, (4)
where σi are the line-of-sight velocity dispersions and ri are
the half-light radii. Walker & Pen˜arrubia (2011) derived val-
ues of Γ for Sculptor and Fornax which exclude an NFW
cusp at 99 and 96 per cent confidence levels, respectively,
instead favouring a core. They argue that this conclusion is
conservative because, if anything, the mass is likely to be
overestimated for the central subpopulation.
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In a recent paper Campbell et al. (2017) tested the ac-
curacy of the mass estimators by applying them to galaxies
in the APOSTLE hydrodynamic cosmological simulations of
Local Group analogues (for which the true mass is known;
see Section 2). They report little bias in the median mass
estimates but a scatter of 25 and 23 per cent for the Walker
et al. (2009) and Wolf et al. (2010) estimators respectively,
which are much larger than the values inferred by these au-
thors from simulations of spherical systems in dynamical
equilibrium. Campbell et al. (2017) find that a major contri-
bution to the scatter comes from deviations from spherical
symmetry which are quite common in simulated galaxies.
Subsequently, Gonza´lez-Samaniego et al. (2017) have gen-
erally confirmed the main conclusions of Campbell et al.
(2017) regarding the scatter in the estimator from 12 dwarf
galaxy analogues in the FIRE hydrodynamic simulations.
The effect of triaxality on Γ has been investigated by
Laporte et al. (2013a), who tagged dark matter particles as
stars in the (triaxial) dark matter haloes of the AQUARIUS
simulations (Springel et al. 2008). These authors find that
an anti-correlation between the measured half-light radius
and the projected velocity dispersion acts to keep the mass
estimate approximately constant, causing little variation in
the derived value of Γ. However, by construction, the dark
matter and the stars in their analysis have strongly corre-
lated shapes (Laporte et al. 2013b) which can introduce a
systematic effect.
Kowalczyk et al. (2013) carried out idealized N-body
simulations of the evolution of dwarf spheroidal galaxies
in the gravitational potential of a Milky Way-like host.
They introduced two spatially segregated disc subpopula-
tions which evolve as the dwarf orbits in the halo of its host.
They find that Γ may be over- or underestimated, depend-
ing on the line of sight. In particular, observations along the
major axis of the dwarf tend to overestimate the mass and
Γ. These simulations do not take into account dark matter
halo triaxality, hydrodynamics, star formation or feedback
processes.
Campbell et al. (2017) focused on the accuracy of the
mass estimators applied to the stellar population of the
dwarf galaxies in APOSTLE as a whole. Many of these
galaxies, however, turn out to have two (or more) distinct
metallicity subpopulations, analogous to those in Sculptor
or Fornax. This offers the possibility of testing the validity
of the conclusions of Walker & Pen˜arrubia (2011) using re-
alistic dwarf galaxies formed in state-of-the-art cosmological
simulations. This is the goal of this paper. In Section 2 we
outline the selection of our simulated galaxy sample and per-
form an analogous analysis to that of Walker & Pen˜arrubia
(2011). In Section 3 we examine in detail a selection of case
studies. We summarize our conclusions in Section 4.
2 SIMULATIONS AND METHODS
2.1 APOSTLE simulations
APOSTLE consists of a suite of zoom-in hydrodynamical
simulations of analogues of the Local Group environment
(Fattahi et al. 2016; Sawala et al. 2016). The regions were
selected for resimulation from the 100 Mpc on a side cos-
mological N-body simulation DOVE (Jenkins 2013). The
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Figure 1. Stellar mass M∗ as a function of maximum circular
velocity Vmax for satellite (circles) and field (crosses) galaxies in
the five high-resolution volumes of APOSTLE. Galaxies matching
the criteria described in Section 2.2 are shown in red. The sample
is limited to galaxies with at least 1000 stellar particles to ensure
adequate statistics.
Table 1. Dark matter, gas and the ranges of stellar particle
masses for the five L1 volumes of APOSTLE used in this work.
The gravitational softening at z = 0 is 134 pc.
Volume mDMh−1 [M] mgash−1 [M] mstarh−1 [M]
AP-1 3.5 ×104 7.0 ×103 0.4-1.4 ×104
AP-4 1.7 ×104 3.5 ×103 0.2-1.0 ×104
AP-6 3.7 ×104 7.5 ×103 0.4-2.5 ×104
AP-10 3.6 ×104 7.2 ×103 0.4-1.2 ×104
AP-11 3.5 ×104 7.1 ×103 0.4-1.6 ×104
Milky Way - Andromeda analogues were chosen based on the
galaxy pair separations, total mass, relative velocities, reces-
sion velocities of the outer Local Group members and con-
sistency with the environment surrounding the Local Group.
WMAP-7 cosmological parameters are assumed: density pa-
rameters, Ωm = 0.272, Ωb = 0.0455 and ΩΛ = 0.728; re-
duced Hubble constant h = 0.704; spectral index ns = 0.967
and power spectrum normalization, σ8 = 0.81 (Komatsu
et al. 2011). An ionizing background is switched on instan-
taneously at z=11.5.
The regions were resimulated using the eagle code,
an improved version of the N-body/Smooth Particle Hy-
drodynamics (SPH) code P-gadget-3 (Crain et al. 2015;
Schaye et al. 2015; Springel 2005), including subgrid pre-
scriptions for supernovae and AGN feedback (Dalla Vec-
chia & Schaye 2012; Booth & Schaye 2009), gas cooling and
heating (Wiersma et al. 2009a), reionization, star formation
and metal enrichment (Schaye 2004; Schaye & Dalla Vecchia
2008; Wiersma et al. 2009b) and black hole formation and
mergers (Rosas-Guevara et al. 2015). The Tree-PM scheme
of P-gadget-3 is used to compute the gravitational accel-
eration and the ANARCHY SPH scheme (Dalla Vecchia &
Schaye 2012; Schaller et al. 2015), based on the pressure-
MNRAS 000, 1–14 (2017)
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entropy formalism of Hopkins (2013), is used to compute
hydrodynamical forces.
The APOSTLE suite consists of 12 volumes simulated
at low and medium resolution (L2 and L3). Five of these
were also resimulated at high resolution (L1). In this work
we will only consider galaxies within the high-resolution vol-
umes. The gas, dark matter and stellar particle masses for
each of these may be found in Table 1.
2.2 Galaxy sample
Haloes in the simulations are identified using the ‘friends-of-
friends’ (FOF) algorithm with linking length of 0.2 times the
mean particle separation (Davis et al. 1985). The SUBFIND
algorithm is then used to identify gravitationally bound sub-
structures within them (Springel et al. 2001). We define the
host and subhalo centres as the centre of their potential (the
position of the particle with the most negative potential en-
ergy).
Subhaloes bound to the main halo of a group are defined
here as ‘satellites’; other galaxies in the volume are labelled
as ‘field’ galaxies. When computing the stellar mass of a
subhalo, we include all particles located within 0.15 of the
virial radius, R200, for field galaxies and particles located
within the tidal radius1. We limit the sample of satellites
and field galaxies to those with a minimum of 1000 stel-
lar particles [corresponding to a stellar mass of the order of
(106 − 107) M] to ensure reasonable statistics and good res-
olution within the half-mass2 radius. The stellar mass as a
function of the maximum circular velocity, Vmax, of galaxies
in the five high resolution volumes is shown in Fig. 1.
In order to identify particles belonging to each stellar
subpopulation, for every individual satellite and field galaxy
we model the subcomponents using Gaussian Mixture Mod-
elling (GMM) whereby the total metallicity distribution,
p(log10 Z/Z), is fitted with a combination of two Gaussian
probability density functions3 (Hastie et al. 2001). Five pa-
rameters are fit altogether (w1, µ1, µ2, σ1, σ2), with w1 being
the relative weight of one of the subpopulations, µi the mean
metallicity and σi the metallicity dispersion. We then assign
each particle to a subpopulation if its probability of being
in that subpopulation is p(i) > 0.5. Effectively, the popu-
lation is rigidly split at the value of metallicity where the
two Gaussians cross. The subpopulation with a higher value
of µi is denoted as metal-rich and that with the lower µi
as metal-poor. A sharp cut in metallicity gives rise to some
kinematic mixing of the two subpopulations. We have veri-
fied that mixing has only a minor effect on the main results
of this paper regarding the slope of the halo density profile
(see Section A2).
1 We define the tidal radius of a subhalo as a distance from sub-
halo centre where the mean enclosed density is equal to that of
the host halo up to that distance for satellite galaxies. for satellite
galaxies
2 We use the term half-mass radius to refer to the radius enclosing
half the stellar mass as measured directly from the simulations.
3 As a measure of metallicity we use log10 Z/Z, the logarithm
of the abundance of elements other than hydrogen and helium.
Stellar particles in APOSTLE are spawned probabilistically, with
daughter particles inheriting smoothed metal abundances from
their parent. For details see Okamoto et al. (2005, 2014).
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Figure 2. Metallicity histograms of the four galaxies that we use
as case studies in this work. The blue curve represents the metal-
licity distribution and associated Poisson errors. The dashed black
line shows the two-Gaussian fit. The dashed red and green lines
show the individual Gaussians corresponding to the metal-rich
and metal-poor subpopulations, respectively. The arrows show
the metallicity at which the population is split. We have assumed
a value of the solar metallicity of Z = 0.0127.
It is important to note, first, that the metallicity dis-
tributions of the two subpopulations will not necessarily be
Gaussian, but will depend on the specifics of the history of
star formation, accretion and mergers. We choose Gaussian
probability densities for simplicity. Secondly, cases may ex-
ist, where indeed more than two subpopulations are present.
These objects would be of great interest for future work due
to the possibility of constraining the inner density slope at
two or more locations.
In principle, any probability distribution will be bet-
ter fitted with Gaussian mixtures as the number of fit-
ting parameters is increased. We therefore calculate the
Akaike Information Criterion (AIC) corrected for finite sam-
ple (Akaike 1998):
AIC = 2k + χ2 +
2k(k + 1)
n − k − 1 , (5)
where k is the number of fitted parameters, n is the number
of data points and χ2 is the chi-squared fit of our model
to the data. We take the histogram errors to be Poisson-
distributed. The first and third terms in equation (5) rep-
resent the penalty on the number of free parameters in the
model such that the difference between the AIC values for
alternative models is indicative of the information gained
by including extra parameters. We find the AIC for a model
with a single Gaussian and a model with a mixture of two
Gaussians for each galaxy in our sample. We then remove
objects where the AIC for a single Gaussian is smaller than
that for a mixture of two, as well as those where both mod-
els provide a poor fit. A total of 46 per cent of all galaxies
satisfy these criteria. The metallicity histograms and sub-
MNRAS 000, 1–14 (2017)
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Figure 3. The slope of the logarithmic mass distribution, Γest,
obtained by applying the Walker et al. (2009) estimator to sim-
ulated galaxies in our sample viewed from 10 random directions,
plotted against the true slope at the projected 3D half-mass ra-
dius, Γtrue. Field galaxies are shown as black crosses and satellites
as black circles. Marked in red are the four particular cases that
will be further discussed in detail in the next section. The green
vertical band shows typical values of Γest for a cusp, (Γ = 2 cor-
responds to an NFW cusp); the grey band shows values of Γest
typical for a core. The dashed line is the one-to-one locus. The
slopes obtained from the estimator are slightly underestimated
but exhibit significant scatter as the line of sight varies.
population models of specific objects that we will discuss in
particular detail later are shown in Fig. 2.
A simple split into two metallicity subcomponents does
not guarantee that they will be spatially segregated. We re-
move from our sample the objects for which the separation
between the two half-light radii is so small as to inflate Γ
artificially, as ∆ log10 r approaches zero (see Fig. A1). We
therefore discard all objects for which the logarithm of the
ratio of 3D half-mass radii, log10(r2/r1) < 0.06. This con-
dition removes a further 26 per cent of our original sample.
For the remaining galaxies, we check that the metal-rich and
metal-poor radii are well resolved as judged by the conver-
gence radius defined by Power et al. (2003), at which the
collisional relaxation time is approximately equal to the age
of the Universe, ensuring that both radii are larger than this
value. Overall, of all objects with over 1000 stellar particles
in the five high-resolution volumes of APOSTLE, 18 per cent
(50 objects) survive our selection criteria. The selected ob-
jects are shown in red in Fig. 1; they have stellar masses
of the order of 107 - 108 M. We find that the fraction of
stellar particles assigned to the metal-poor subpopulation
ranges between 0.15 and 0.6, consistently with the results of
Ben´ıtez-Llambay et al. (2016); the metal-rich stellar parti-
cles are typically the dominant subcomponent.
2.3 A test of the Walker-Pen˜arrubia prescription
We now carry out a straightforward test of the accuracy of
the logarithmic mass slopes obtained following the Walker
& Pen˜arrubia (2011) prescription. We generate 10 random
lines of sight distributed uniformly on the surface of a sphere.
For each line of sight, we obtain 1000 bootstrap stellar par-
ticle samples for each galaxy, with replacement and, for each
sample, we calculate projected half-mass radii, Re, directly
as the projected radius within which half the total stellar
mass is contained4. We then calculate the mass-averaged
line-of-sight velocity dispersion as:
σ2LOS =
∑ (vi − v¯)2 mi∑
mi
, (6)
where mi is the mass of each star particle, vi is the velocity
of the particle in projection and v¯ is the mean velocity.
Inserting our measured values of Re and 〈σLOS〉 in the
Walker et al. (2009) estimator (equation 2) we obtain the
estimated mass within Re of each subpopulation. For each
galaxy, we repeat this calculation for the 1000 bootstrap
resamplings and for 10 random directions. In Fig. 3 we plot
Γtrue, the slope of the line joining the logarithm of the actual
mass within the true projected 3D half-mass radius of each
subpopulation5, as a function of the median values of Γest,
the slope of the line joining the logarithm of the estimated
mass within the measured Re of each subpopulation.
It is clear that the estimated mass slopes tend to be un-
derestimated on average, consistent with findings of Walker
& Pen˜arrubia (2011), and thus the inferred slopes of the
density profiles tend to be cuspier than the true values. (Re-
call that Γ = 2 corresponds to an NFW cusp, while Γ = 3
corresponds to a core.) The distribution is asymmetric and
exhibits large scatter towards higher values of Γest, with some
objects reaching Γest ≥ 3. This bias reflects biases in the mea-
surements of Re and 〈σLOS〉 as the galaxy is seen from dif-
ferent observer positions. We now investigate why the mea-
sured half-mass radii and velocity dispersions vary with the
viewing direction.
2.4 Dynamical properties of the simulated
galaxies
Campbell et al. (2017) identified asphericity, rotation and
velocity anisotropy as the key properties that can introduce
uncertainty in mass measurements based on stellar kinemat-
ics. We now quantify these properties for each metallicity
subpopulation within each galaxy in our sample and exam-
ine the extent to which the properties of the two subpopu-
lations are correlated with each other6.
4 According to Gonza´lez-Samaniego et al. (2017) this method of
estimating Re results in the bias of ∼ 0.9 in the estimated mass
seen in the 12 FIRE simulations. However, using a much larger
sample of galaxies in APOSTLE, Campbell et al. (2017) found
that the mass estimate is, in fact, unbiased. We choose to calculate
the projected half-mass radii as in Campbell et al. (2017).
5 We take the true projected 3D half-mass radius of an object to
be 3/4 of the 3D half-mass radius measured from the simulation.
6 As discussed in Section B1, we have checked that the two sub-
populations of the galaxies in our sample have a sufficiently large
number of stellar particles for the properties of interest to be
numerically converged.
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Figure 4. Left: the correlation of the sphericities of the metal-poor and the metal-rich subpopulations for satellites (red circles) and field
galaxies (black crosses) in our sample. The dashed line indicates the one-to-one relation. Middle: κrot of the metal-poor and metal-rich
subpopulations. Right: the correlation between the average velocity anisotropy of the metal-poor and metal-rich subpopulations. The
dashed lines indicate isotropy, β=0.
2.4.1 Sphericity
Here we define the centre of each stellar subpopulation as
its centre of mass. The shape of the system is characterized
by the reduced inertia tensor (Bett et al. 2007):
Ii j =
1
M∗,sub
∑
n
mn
rn,irn, j
r2n
, (7)
where M∗,sub is the stellar mass of the subpopulation; mn
the mass of star particle n; rn,i and rn, j are the coordinates
of particle n from the centre of the galaxy in directions i
and j. The normalization r2n ensures that only the angular
distribution is taken into account, so that the shape is not
unduly affected by distant particles. The eigenvectors of the
inertia tensor correspond to the axes of the fitted ellipsoid
and the eigenvalues, a2 ≥ b2 ≥ c2 to squares of axis lengths.
We define the sphericity s = c/a; s = 1 corresponds to a
sphere.
The sphericities of the metal-rich and metal-poor sub-
populations in our sample are plotted against each other in
the left panel of Fig. 4. The two are positively correlated,
albeit with significant scatter caused by one of the subpop-
ulations in certain objects being appreciably more spherical
than the other. These cases are of particular interest in this
study. Also note that the satellites tend to be less aspherical
than the field galaxies. This is likely due to the effects of
tidal stripping as discussed in detail in the work of Barber
et al. (2015).
2.4.2 Rotation
We quantify the degree to which each subpopulation is sup-
ported by rotation by computing κrot, the fraction of kinetic
energy invested in rotational motion (Sales et al. 2012):
κrot =
1
K∗,sub
∑
n
mn
2
(
jz,n
Rxy,n
)2
, (8)
where K∗,sub is the stellar kinetic energy of the subpopula-
tion, mn the mass of star particle n, jz,n the component of the
specific angular momentum of the particle in the direction
of the total angular momentum and Rxy,n the distance of
the particle from the angular momentum axis. Objects with
κrot > 0.5 are considered to be primarily rotation-dominated,
while objects with κrot < 0.5 are considered to be primarily
dispersion-dominated.
The values of κrot for subpopulations of galaxies in our
sample are shown in the middle panel of Fig. 4. Our selected
objects are generally dispersion-dominated and a strong bias
exists towards higher κrot in the metal-rich subpopulation
compared to the metal-poor. All simulated galaxies consid-
ered in this work have κrot < 0.5 for the galaxy as a whole.
2.4.3 Velocity anisotropy
The velocity anisotropy is defined as β(r)=1-σ2t /2σ2r , where
σr is the radial velocity dispersion and σt the tangential ve-
locity dispersion including the contributions from azimuthal
and polar directions. We construct velocity anisotropy pro-
files by calculating σr and σt for the 32 nearest neighbours
of each star particle.
The right panel of Fig. 4 shows the average velocity
anisotropy, 〈β〉, for each metallicity subpopulation (the av-
erage of local anisotropy of each particle). The majority of
the galaxies in our sample tend to have radially biased stel-
lar velocity distributions and the anisotropies are generally
correlated in the two metallcity subpopulations. Yet, cases
exist where 〈β〉 is radially biased for one subpopulation and
tangentially biased or isotropic for the other. As we shall
see, such discrepancies affect estimates of Γ.
3 THE EFFECTS OF PROJECTION: FOUR
CASE STUDIES
In Fig. 3 we saw that a procedure analogous to that im-
plemented by Walker & Pen˜arrubia (2011) in their analysis
of the kinematics of Sculptor and Fornax dwarfs generally
underestimates the logarithmic mass slopes Γ, albeit with a
large scatter towards higher values, which would correspond
to shallower inner density slopes. We now investigate the
factors that affect the accuracy of the procedure. We first ex-
amine in detail four illustrative examples and in Section 3.2
we collect the results for our sample of 50 galaxies. We recall
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that the dark matter density profiles of all the galaxies in
our sample are well described by an NFW profile.
The four examples are highlighted in red in Fig. 3. All
four are isolated field galaxies, with no recent major merg-
ers. Their two metallicity subpopulations are well segregated
spatially. The line-of-sight velocity dispersion of the metal-
poor subpopulation is higher than that of the metal-rich
subpopulation (see Fig. 5 for the properties of the four ex-
amples). In two cases (Galaxies 1 and 2) the procedure on
average recovers an accurate value of the slope, but in the
other two (Galaxies 3 and 4) the procedure fails and, instead
of a cusp, it often returns a profile with a core.
3.1 The effects of misalignment and anisotropy
We view each galaxy from 100 random directions generated
uniformly on the surface of a sphere using the spherical spiral
method outlined in Gonza´lez (2009). As in Section 2.3, for
each line of sight we generate 1000 bootstrap resamplings
(with replacement) of the stars in each galaxy and obtain
median values of the quantities of interest. In Fig. 6, which is
analogous to fig. 10 of Walker & Pen˜arrubia (2011), we plot
the logarithm of the measured projected half-mass radii Re of
the bootstrap samples for each viewing angle, along with the
corresponding logarithm of masses contained within these
radii, inferred using the estimator of equation (2). The mea-
surements are coloured according to the angle between the
line of sight and the major axis of the metal-poor subpopula-
tion. (The major axes of the two subpopulations will not nec-
essarily be aligned.) The true projected 3D half-mass radius
and the enclosed mass of each subpopulation are marked by
a cross. The sphericity and value of κrot for each metallic-
ity subpopulation are given in the legend of each panel. For
each viewing angle the inferred slope of the cumulative log-
arithmic mass profile can be obtained by joining points of
the same colour in the metal-rich and metal-poor subpopu-
lations. The dashed and dot-dashed lines show the minimum
and maximum slopes inferred by this procedure.
The variation with viewing angle of relevant quantities
for each galaxy is plotted in Fig. 7 and is discussed below. In
this plot, α denotes the ratio, Mest/Mtrue, of the estimated to
the true mass, where the true mass includes the dark matter,
stellar and gas particles within the projected 3D half-mass
radius; λ is the ratio, Γest/Γtrue, of the estimated to the true
slope of the cumulative logarithmic mass profile, where Γest
is the slope measured between the measured values of Re and
Γtrue is the slope between the projected true 3D half-mass
radii of the two subpopulations.
Apart from the metal-rich subpopulation of Galaxy 4,
which is close to spherical, all other subpopulations in the
four examples of Fig. 6 are quite elongated. For the nearly
spherical subpopulation, the estimated projected half-mass
radius is, not surprisingly, almost independent of viewing an-
gle. The values of the estimated mass show a mild systematic
dependence on viewing angle which reflects the weak depen-
dence of the velocity dispersion on the line of sight seen in
Fig. 7.
The situation is quite different for the elongated sub-
populations. Let us consider, for example, the metal-poor
subpopulation of Galaxy 4. Its sphericity is sMP = 0.71, quite
typical for our sample (see Fig. 4). Now the measured values
of the projected half-mass radius vary greatly with viewing
angle, from 1.2 kpc when the subpopulation is viewed along
its major axis to 1.6 kpc when it is viewed along the per-
pendicular direction. Since the velocity anisotropy is radially
biased (see Fig. 4), the measured velocity dispersion varies
with viewing angle, from 33 km s−1 when viewed along the
major axis to 27 km s−1 when viewed along the perpendic-
ular direction. This decrease in velocity dispersion largely
balances the increase in the projected half-mass radius with
the result that the estimated mass of the metal-poor pop-
ulation varies little with viewing angle, by only ∼ 0.1 dex.
Thus, a very similar mass is associated with a relatively large
range of projected half-mass radii. The biases in the mea-
sured mass are anticorrelated as the viewing angle varies, as
shown in the third row of Fig. 7.
As Figs 6 and 7 show, the result is that the inferred slope
of the cumulative logarithmic mass profile for Galaxy 4 can
take on a wide range of values, from Γ = 2.45 when the galaxy
is viewed along the major axis of the metal-poor population
to Γ = 1.12 when it is viewed along the perpendicular di-
rection. Thus, for viewing angles between about 0 and 50◦,
the mass distribution in this galaxy would, incorrectly, be
measured to have a core.
Galaxies 1 and 2 are also quite elongated. However,
in these two cases, both subpopulations are aspherical and
their major axes are roughly aligned. Now the behaviour we
have just seen for the metal-poor subpopulation of Galaxy 4
is reproduced for both subpopulations. The result is that
both the projected half-mass radius and the mass contained
within it for both subpopulations are incorrectly estimated
by roughly the same factors and these biases vary similarly
with viewing angle (third row of Fig. 7). Thus, although the
masses and radii of both subpopulations are incorrectly esti-
mated, the slopes come out roughly right: these two galaxies
are correctly inferred to have cusps.
Galaxy 3 is an intermediate case. Its metal-poor sub-
population has similar sphericity to the metal-poor subpop-
ulation of Galaxy 4 so the measured projected half-mass ra-
dius varies by a similar factor. While the inferred mass has
greater scatter at a given viewing angle, the overall varia-
tion is still only slightly larger than 0.1 dex. The half-mass
radius of the metal-rich subpopulation of Galaxy 3 shows
some dependence on viewing angle (see Fig. 7). In this case,
the systematic variation of the inferred mass is larger and,
as seen in Fig. 7, it increases with viewing angle. This is
enough to result in a wide range of estimated slopes. Sim-
ilarly to Galaxy 4, this galaxy would be measured to have
a core for viewing angles between about 20 and 50◦ and for
even smaller viewing angles it would be measured to have a
‘hole’ in the central region (Γ > 3).
Although the systematic errors in the estimates of the
slope of the cumulative logarithmic mass distribution us-
ing a procedure analogous to that of Walker & Pen˜arrubia
(2011) result from a complex interplay between projection
and kinematic effects, it is clear that a major factor behind
them is the significant elongation of the stellar subpopula-
tions, and particularly the misalignment between the ma-
jor axes of the metal-rich and metal-poor subpopulations
seen in a number of cases, including Galaxy 4. This lack of
similarity arises naturally in our simulations and is linked
to the different formation paths of the two subpopulations
(Ben´ıtez-Llambay et al. 2016), which we will investigate in
a subsequent paper.
MNRAS 000, 1–14 (2017)
8 Genina et al.
2
4
6
8
10
lo
g 1
0 
D
M
(r)
 [M
kp
c
3 ] Galaxy 1
NFW
Galaxy 2
NFW
1 0 1 2
log10r [kpc]
2
4
6
8
10
lo
g 1
0
D
M
(r)
 [M
kp
c
3 ] Galaxy 3
NFW
1 0 1 2
log10r [kpc]
Galaxy 4
NFW
0
2
4
6
8
10
lo
g 1
0 
*(r
) [
M
kp
c
3 ] Galaxy 1 Galaxy 2
1 0 1 2
log10 r [kpc]
0
2
4
6
8
10
lo
g 1
0 
*(r
) [
M
kp
c
3 ] Galaxy 3
1 0 1 2
log10 r [kpc]
Galaxy 4
10
0
10
Pr
oj
ec
te
d 
Y 
[k
pc
] Galaxy 1 Galaxy 2
10 0 10
Projected X [kpc]
10
0
10
Pr
oj
ec
te
d 
Y 
[k
pc
] Galaxy 3
10 0 10
Projected X [kpc]
Galaxy 4
20
25
30
LO
S 
[k
m
 s
1 ]
Galaxy 1
15
20
25
30
Galaxy 2
1.0 0.5 0.0 0.5 1.0
 log10R [kpc]
15.0
17.5
20.0
22.5
25.0
LO
S 
[k
m
 s
1 ]
Galaxy 3
1.0 0.5 0.0 0.5 1.0
 log10R [kpc]
20
25
30
Galaxy 4
Figure 5. Upper left: dark matter profiles for the four illustrative examples discussed in this section. As for all galaxies in our sample,
the inner density slope has a cusp; the best fitting NFW profile is shown in red. The grey dashed line marks the convergence radius
defined by Power et al. (2003). Upper right: stellar density profiles for the metal-rich (red) and metal-poor subpopulations (green) for
the four examples. The grey dashed line marks the convergence radius and the red and green dotted lines show the 3D half-mass radii of
the metal-rich and metal-poor subpopulations respectively. The metal-poor component is more extended, with the metal-rich population
concentrated near the centre. Lower left: probability density contours of the spatial distribution of stars in the four galaxies. The red
and green contours represent the metal-rich and metal-poor subpopulations, respectively, with the highest contour enclosing p(x, y) = 0.1
and lower ones decreasing in probability density by factors of 10. The galaxies are viewed along the direction of the intermediate axis
of the metal-poor subpopulation. Lower right: velocity dispersion profiles for the four examples, projected over 100 lines of sight, as a
function of projected distance from the centre. The red dashed line and the green dash-dotted line show the medians of the metal-rich
and the metal-poor subpopulations, respectively. The bands show the 1σ scatter. The metal-rich subpopulation is kinematically colder
than the metal-poor subpopulation at small radii.
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Figure 6. Logarithmic mass slopes for our four illustrative examples. The dots show measured projected half-mass radii and associated
contained mass inferred from the Walker et al. (2009) estimator of equation (2) for each of the 1000 bootstrap resamplings of each galaxy;
each galaxy is seen from 100 different directions. The points are coloured according to the viewing angle measured from the major axis
of the metal-poor subpopulation. The black dashed and dash-dotted lines show the minimum and maximum slopes obtained from all 100
lines of sight, respectively. For reference, the black solid and dotted lines show the slopes of an NFW cusp and a core. The black crosses
denote the true projected 3D half-mass radii and the masses within them, taken directly from the simulation. The labels above each panel
give the sphericity and value of κrot for each subpopulation. A large scatter in projected half-mass radius can be seen in subpopulations
that are strongly aspherical (s < 1).
In order to quantify the effect of both the misalignment
of the principal axes and the differences in sphericity of the
two subpopulations on the scatter in the estimated logarith-
mic mass slopes, we define the following alignment statistic.
We model the two subpopulations as concentric ellipsoids of
unit volume, with axis ratios equal to those measured for
each subpopulation and an offset angle equal the angle be-
tween the major axes of the two subpopulations. We then
compute the fraction of volume within the intersection of
the two ellipsoids. Subpopulations with similar axis ratios
and spatial orientation would therefore have an alignment
close to 1. In Fig. 8 we show the relative upper error (the
difference between the 84th and 50th percentiles divided by
the median value) on the slope accuracy, λ, as a function
of the value of the alignment statistic. It is clear that mea-
surements for galaxies with more misaligned subpopulations
tend to return higher values of Γ, corresponding to shallower
inner density slopes.
The non-trivial radial variation of the velocity
anistropy, β, which is generally different for the two metal-
licity subpopulations (see Fig. 4), also plays a role. This can
be seen in Fig. 9, where we plot α, the error in the estimate
of the mass for each of the two subpopulations in our sam-
ple, as a function of the average anisotropy parameter 〈β〉,
when each subpopulation is viewed from directions aligned
with the three principal axes. For directions along the minor
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Figure 7. The variation with viewing angle of some of the key properties of our four illustrative example galaxies. Angle is the viewing
angle measured from the major axis of the metal-poor subpopulation. Red and green colours represent the metal-rich and metal-poor
subpopulations respectively. First row : the projected half-mass radius measured for each subpopulation. Second row: the estimated
mass-weighted average line-of-sight velocity dispersion. For Galaxies 3 and 4 the velocity dispersion of the metal-rich subpopulation
is anticorrelated with that of the metal-poor subpopulation. Third row: the accuracy of the mass estimator for each subpopulation,
α = Mest/Mtrue. Fourth row: the measured slope of the cumulative logarithmic mass distribution, Γ. Fifth row: the accuracy of the
measured mass slope, λ = Γest/Γtrue.
and intermediate axes the values of α scatter about α = 1,
although there is a bias towards α < 1, that is for an under-
estimate of the mass when the subpopulation is viewed along
its minor axis. However, when the subpopulation is viewed
along its major axis and the velocity anisotropy has a radial
bias (β > 0) , its mass tends to be overestimated [in agree-
ment with the conclusions of Kowalczyk et al. (2013)] and
the size of this bias increases systematically with increasing
anisotropy. Along this particular viewing angle the velocity
dispersion is generally largest. When the velocity distribu-
tion is isotropic or tangentially biased, however, the mass is
correctly estimated. (This is the reason why the estimate of
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Figure 9. The accuracy of the mass estimator, α = Mest/Mtrue,
for the metal-rich and metal-poor subpopulations of all galaxies
in our sample, as a function of the average velocity anisotropy,
〈β〉. The galaxies are viewed along their major (black), intermedi-
ate (blue) and minor (magenta) axes of each subpopulation. The
black dotted line shows accurate mass estimates (α = 1). Satellite
galaxies are shown as circles and field galaxies as crosses. Along
the major axis, the masses tend to be overestimated for subpopu-
lations with radial anisotropy. For nearly isotropic subpopulations
the accuracy is similar for all three directions.
the mass of the metal-rich subpopulation of Galaxy 3, which
has an isotropic velocity distribution, is unbiased.)
3.2 Accuracy of the inferred mass slope for the
sample as a whole
In this subsection we present statistical results for our sam-
ple of 50 galaxies. This sample was selected according to the
specific criteria described in Section 2.2, essentially requiring
that there be two well-separated metallicity subpopulations,
as judged by the statistic introduced in that section. These
criteria need not match in detail those used for real objects.
At present there are only a handful of two-metallicity sub-
population galaxies known and those populations have been
identified somewhat serendipitously. Nevertheless, our sta-
tistical results should be indicative of the frequency with
which we might expect the slope of the dark matter density
profile to be incorrectly estimated.
The top panel of Fig. 10 shows the distributions of Γest
and λ = Γest/Γtrue for the 1000 bootstrap resamplings of each
galaxy in our sample, each viewed from 100 different ran-
dom directions. (Recall that an NFW profile has Γ = 2
as r −→ 0 and a profile with a constant-density core has
Γ = 3.) The distribution of Γest is asymmetric with mean
value Γ = 1.59+0.46−0.37 and λ = 0.95
+0.28
−0.19 for the Walker et al.
(2009) estimator, implying that Γ is underestimated on aver-
age by ∼ 5 per cent; the true value (corresponding to λ = 1)
lies within 1σ of the mean. Slopes tend to be overestimated
by ∼ 3 per cent on average using the Wolf et al. (2010) esti-
mator, with λ = 1.03+0.29−0.21.
Flatter slopes than NFW, Γ > 2 are measured in ∼ 17.8
per cent of cases and Γ > 3 (corresponding to a ‘hole’ in the
centre) in ∼ 3.5 per cent of cases. In the middle and bottom
panels we show equivalent distributions for satellite and field
galaxies in our sample. Whilst the satellites generally tend
to exhibit cuspier inner slopes (Γest = 1.47+0.56−0.32 compared to
Γest = 1.63+0.42−0.33 for field dwarfs), the distribution of the ac-
curacy of the inferred slopes, λ, is similar to that of the field
galaxies. The greater scatter towards higher values of Γ in
satellites can be explained by the fact that a greater fraction
of satellites than field galaxies in our sample exhibit strong
misalignment, as shown in Fig. 8. We have additionally ver-
ified that if we identify the true slope with the slope of the
line joining the logarithm of true masses within Re of each
subpopulation, the bias and scatter in λ remain unaffected.
Walker & Pen˜arrubia (2011), who used the Walker et al.
(2009) estimator, found Γ = 2.95+0.51−0.39 for Sculptor and Γ =
2.61+0.43−0.37 for Fornax and concluded that these values exclude
the NFW profile with significance greater than 99 and 96 per
cent respectively. However, according to the distribution of
Γest in Fig. 10 for the Walker et al. (2009) and Wolf et al.
(2010) estimators derived from our simulations, these values
of Γ are only inconsistent with the NFW profile at 93.6 and
88.9 significance for Sculptor and Fornax respectively (where
we have taken the 1σ lower limit of the original estimates).
4 DISCUSSION AND CONCLUSIONS
The question of whether or not the dark matter haloes of
galaxies have central, constant-density cores is of great in-
terest in cosmology. It is now well established that, in the
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absence of baryon effects, haloes of all masses develop NFW
profiles (Navarro et al. 1996, 1997) which have a central cusp.
An incontrovertible measurement of a core would therefore
have important implications: it would either signal the im-
pact of exotic baryonic effects (Navarro et al. 1996; Pontzen
& Governato 2012) or of exotic types of particles such as
self-interacting dark matter (Spergel & Steinhardt 2000).
Unfortunately measuring dark matter profiles in the inner-
most regions of haloes, encompassing only at most a few per
cent of the halo mass, is difficult.
In this work we have tested the Walker & Pen˜arrubia
(2011) procedure for inferring the slope of the inner dark
matter halo profile in galaxies with two metallicity subpopu-
lations using galaxies from the APOSTLE cosmological sim-
ulations. These follow not only the evolution of dark matter,
but also the evolution of gas, and incorporate subgrid pre-
scriptions to model the processes thought to be at play in
galaxy formation. The initial conditions correspond to a cold
dark matter universe but are conditioned to form an ana-
logue of the Local Group at the final time. Thus, this is the
first test of the Walker & Pen˜arrubia (2011) procedure in
fully realistic simulations which produce dwarf galaxies ab
initio. These are not guaranteed to satisfy the key assump-
tions underlying the Wolf et al. (2010) and Walker et al.
(2009) mass estimators: sphericity and dynamical equilib-
rium, and indeed, many of our simulated galaxies violate
them to varying degrees.
Gratifyingly, our simulations produce dwarf galaxies
with two identifiable metallicity subpopulations reminiscent
of Sculptor and Fornax. Out of 286 model galaxies resolved
with more than 1000 stellar particles we identify 50 dwarfs
with dual metallicity subpopulations, according to the cri-
teria discussed in Section 2.2. Their kinematical properties
are summarized in Fig. 4. The subpopulations tend to be
significantly aspherical and often develop different aspheric-
ities: ∼ 30 per cent of galaxies in our sample have metal-
rich and metal-poor subpopulations differing in sphericity
by over 10 per cent and, in many cases, the orientation of
their major axes differs as well. The metal-rich subpopula-
tions tend to show more rotation than the metal-poor ones
and the velocity anisotropy of the subpopulations can also
differ substantially. These differences occur both in satellites
and in field dwarfs. The lack of similarity arises naturally
in our simulations and is linked to the different formation
paths of the two subpopulations (which we will investigate
in a subsequent paper).
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Our main result is that the method introduced by
Battaglia et al. (2008) and extended by Walker & Pen˜ar-
rubia (2011), based on comparing the masses interior to the
half-mass radii of the metal-rich and metal-poor subpopu-
lations, can often lead to an incorrect inference of the slope
of the inner profile of the galaxies’ dark matter haloes. All
the haloes in our simulations have cuspy NFW profiles, yet
17.8 per cent of the galaxies in our sample would be inferred
to have flatter, core-like profiles. Multiple factors play a role
in these failures but the main culprit is misalignment of the
two elongated metallicity subpopulations (which generally
have radially varying velocity anisotropy). This results in
a wide range of inferred slopes for the mass distribution
depending on the viewing angle. Four specific examples il-
lustrating cases when the slope is correctly or incorrectly
inferred have been shown.
The study of Walker & Pen˜arrubia (2011) is sometimes
regarded as one of the more convincing arguments for the
presence of cores in the dark matter haloes of dwarf galaxies
(Amorisco & Evans 2012). However, their proposed method
of measuring cumulative logarithmic mass profile slopes re-
lies heavily on the assumption that the properties of the
two metallicity subpopulations are correlated, such that any
bias in the application of the mass estimator would cancel
when obtaining the slope. This assumption fails in a number
of our simulated galaxies where not only the elongation and
orientation, but also the orbital anisotropy differs for the two
subpopulations. Of course it remains to be seen whether the
properties of the two metallicity subpopulations in Sculptor
and Fornax are correlated or not, but this is not currently
feasible. The availability of proper motion data for individ-
ual stars within these galaxies would allow us to somewhat
take away the dependence of the accuracy of the mass esti-
mator on the angle of view, although, for an instrument like
Gaia, the measurement uncertainties for a galaxy as distant
as Sculptor is expected to be comparable to the velocities
themselves (Gaia Collaboration et al. 2016; Jin et al. 2015).
Given the sensitivity of the inferred slope to the viewing
angle that we have demonstrated in this work, we concur
with Kowalczyk et al. (2013) that a large statistical sam-
ple of randomly oriented galaxies is highly desirable. But
for any particular observation, knowledge of the sphericity
and velocity anisotropy of both subpopulations and their
orientation with respect to one another and to the observer
is required before any definitive conclusion can be reached
regarding the slope of the galaxy’s inner dark matter halo.
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APPENDIX A
A1 Definition of Γ
By definition, the value of Γ becomes undefined as the radii of the
two metallicity subpopulations coincide, ∆ log10 r2/r1 → 0. In se-
lecting our sample, it is therefore imporant to include only galax-
ies in which the two subpopulations are well separated. We ap-
plied the GMM technique to all galaxies in the five high-resolution
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Figure A1. True slope of the cumulative mass function as a
function of the ratio of the half-mass radius of the metal-poor
and the metal-rich subpopulations. The points are coloured by the
mean of the metal-poor and the metal-rich half-mass radii. Γtrue
reaches low values below log10(r2/r1) ∼ 0.06 as a near-zero value of
∆ log10 M becomes comparable to near zero values of ∆ log10 r. At
much larger separations the slope is measured further away from
the centre and is correspondingly steeper.
APOSTLE simulations and, for each, we measured the 3D half-
mass radius of the metal-rich and the metal-poor subpopulations
and obtained the slope Γtrue. Fig. A1 shows Γtrue as a function of
the ratio of the 3D half-mass radii of the two metallicity sub-
populations. Below log10(r2/r1) ∼ 0.06, where r2 is the larger ra-
dius of the two, very low values of Γtrue are obtained. We require
log10(r2/r1) > 0.06 for our sample, as shown by the dashed yellow
line in Fig. A1.
A2 Subpopulation mixing
As described in Section 2.2, we define each subpopulation by plac-
ing a rigid cut at the intersection of two fitted Gaussians. This
treatment ignores mixing between the two subpopulations, which
can affect the measurement of the velocity dispersion thus intro-
ducing a correlation in the kinematics of the metal-rich and the
metal-poor subpopulations. Battaglia et al. (2008), for instance,
allow a metallicity gap of −1.7 < [Fe/H] < −1.5. We therefore re-
peated our analysis, this time taking out one quarter of each sub-
population on both sides of the metallicity cut. The result may
be seen in Fig. A2. We obtain Γ = 1.59+0.44−0.37 and λ = 0.94
+0.27
−0.19
for the Walker et al. (2009) estimator and λ = 1.02+0.28−0.21 for the
Wolf et al. (2010) estimator when including the metallicity gap.
This result is clearly consistent with our previous results for the
Walker et al. (2009) and Wolf et al. (2010) estimators when a
metallicity gap was not included (Section 3.2).
APPENDIX B
B1 Numerical convergence of galaxy properties
As mentioned in Section 2.2, we require that the galaxies in our
sample include over 1000 stellar particles. Since the stellar par-
ticles are then split into two metallicity subpopulations, either
or both of these subpopulations may end up with a number of
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Figure A2. Overall distributions of estimated Γest (left) and λ for Walker et al. (2009) (middle) and Wolf et al. (2010) (right) estimators
for galaxies in our sample when a metallicity gap is introduced between the two subpopulations, taking out a quarter of each subpopulation
on either side of the metallicity cut. The distributions are consistent with our previous results (top panel of Fig. 10), suggesting that
kinematic mixing between the subpopulations does not play a major role in the inferred distribution of slopes Γ.
particles too small for the properties such as κrot and the spheric-
ity s, discussed in Section 3, to numerically converge. We therefore
carry out the following test for convergence. We take a sample
of 37 dwarfs with 105 − 106 stellar particles from the five high-
resolution APOSTLE volumes and we calculate the ‘true’ values
of κrot and s, where we include all particles belonging to the galaxy
as defined in Section 2.2. We then take progressively smaller par-
ticle samples and recalculate these properties. The result of this
test may be seen in Fig. B1, where we show the accuracy of the
estimates as a function of the number of particles with which
they were calculated. It can be seen that the scatter in the esti-
mate accuracy increases significantly for smaller particle subsam-
ples. The median estimates of κrot are generally accurate, even for
< 100 stellar particles, while the sphericity, s, can be substantially
underestimated.
In our sample of 50 dwarfs with two metallicity subpopula-
tions, the minimum number of particles found in an individual
subpopulation is just over 400. For this number of particles the
estimates are generally accurate, with the 1σ scatter of about 5-
10 per cent, as can be seen in Fig. B1. We thus conclude that the
values of κrot and s presented in this work are not affected by the
number of particles assigned to individual metallicity subpopula-
tions to any significant extent.
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Figure B1. The accuracy of the estimates of sphericity s (blue)
and κrot (red) as a function of the number of stellar particles with
which they were calculated, shown for a sample of 37 dwarfs con-
taining 105 to 106 stellar particles. The ‘true’ values are those
calculated using all particles belonging to each galaxy. The blue
and red bands represent 1σ scatter for s and κrot, respectively.
Above a 1000 particles, the values are well converged and at ∼400
particles (the minimum number of particles belonging to a sub-
population in our sample of 50 galaxies) the estimates are, on
average, accurate and the scatter is less than 10 per cent.
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