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Abstract
Let N  2 and Ω ⊂ RN be a bounded domain. In the present paper, we show the existence of
infinity many solutions of nonlinear Dirichlet boundary value problem
−∆u= g(x,u), u ∈H 10 (Ω),
where g :Ω ×R→R is a continuous function satisfying lim|t |→0 g(x, t)/t →∞ for all x ∈Ω .
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1. Introduction
Our purpose in this paper is to show the existence of infinitely many solutions of the
problem
−∆u= g(x,u), u ∈H 10 (Ω), (P)
where N  2, Ω is a bounded domain in RN with a smooth boundary ∂Ω , and g ∈
C(Ω ×R) is a function satisfying
lim|t |→0g(x, t)/t →∞ for all x ∈Ω. (1.1)
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This kind of problem arises in many physical and mechanical problems, and investigated
by several authors (cf. [1,3], and [6]). In [1], Ambrosetti et al. considered the problem
−∆u= µ|u|q−1u+ ν|u|p−1u, u ∈H 10 (Ω), (P0)
where 0 < q < 1 < p < 2∗ − 1. It was shown in [1] that for µ > 0 small and ν > 0 there
exist infinitely many solutions u ∈H 10 (Ω) of (P0) with negative energy
J0(u)=
∫
Ω
1
2
|∇u|2 dx − µ
q + 1
∫
Ω
|u|q+1 dx − ν
p+ 1
∫
Ω
|u|p+1 dx < 0.
In [3], Bartsch and Willem established the existence of infinitely many solutions of (P0)
for every µ > 0 and ν ∈ R. In their argument, oddness of the nonlinear functions plays a
crucial role. Then it is natural to ask if problem (P0) possesses infinitely many solutions
when the nonlinear function is replaced by a function which is not necessarily odd. In
the present paper, we show the existence of infinitely many solutions of the problem (P)
with nonlinear term g which is not necessarily odd. Our method employed here is based
on the perturbation method due to Bahri and Berestycki [2] and a critical point theorem
concerning to homotopy groups of the level sets of functionals (cf. [4]). We impose the
following condition on g ∈ C(Ω ×R):
(g1) there exist positive numbers p,q and a such that 0< q < 1 <p, N(1−q)/(1+q)<
p− 1, and
lim|t |→0 sup
∣∣∣∣g(x, t)− a|t|q−1t|t|p
∣∣∣∣<∞ uniformly in x ∈Ω.
We defined a functional J by
J (v)=
∫
Ω
1
2
|∇v|2 −
∫
Ω
G(x, v) dx, v ∈H 10 (Ω)∩C(Ω).
Here G(x, t)= ∫ t0 g(x, s) ds, (x, t) ∈Ω ×R. It then easy to verify that each critical point
v ∈H 10 (Ω)∩C(Ω) of J is a solution of problem (P). We can now state our main result.
Theorem. Suppose that (g1) holds. Then problem (P) possesses a sequence {un} ⊂H 10 (Ω)
of solutions with limn→∞ J (un)= 0.
2. Proof of theorem
Throughout the rest of this paper, we assume (g1). For simplicity we assume that
a = 1. For each k  1, we denote by Dk and Sk−1 the unit disk and the unit sphere of k-
dimensional Euclidian space, respectively. For subsets A,B of H with B ⊂ A, we denote
by πk(A,B) the k-relative homotopy group (cf. [7]). We put, for simplicity, H =H 10 (Ω).
By | · |q , we denote the norm of Lq(Ω) for q > 1. ‖ · ‖ stands for the norm of H 10 (Ω)
defined by ‖z‖2 = |∇z|22 for z ∈H . 〈· , ·〉 stands for the inner product in H 10 (Ω). We denote
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by B(r) the open ball of H centered at 0 with radius r . For each functional F :H →R and
a ∈ R, Fa stands for the level set defined by Fa = {v ∈H : F(v)  a}. Let λ1 < λ2  · · ·
be the sequence of eigenvalues of problem
−∆v = λv, v ∈H,
and ϕk be an eigenfunction corresponding to λk with ‖ϕk‖ = 1. We define a functional
I :H →R by
I (u)= 1
2
∫
Ω
|∇u|2 dx − 1
q + 1
∫
Ω
|u|q+1 dx for u ∈H.
Then one can see that each critical point u of I is a solution of problem −∆u= |u|q−1u.
Let v ∈ H \ {0}. It is easy to verify the mapping t → I (tv) has a unique minimal point
N0(v) in the interval [0,∞). That is, N0(v) > 0 satisfies
I
(N0(v)v)= min{I (tv): t  0}< 0. (2.1)
From the definition above, we find that∥∥N0(v)v∥∥2 =
∫ ∣∣N0(v)v∣∣q+1 and I(N0(v)v)= q − 12(q + 1)
∥∥N0(v)v∥∥2.
On the other hand, we have from condition (g1) that there exist t0 > 0 and b > 0 such that
|t|q−1t − b|t|p  g(x, t) |t|q−1t + b|t|p for all t with |t| 2t0. (2.2)
Let ϕ :R→[0,1] be an even function such that ϕ′  0 and |ϕ′| 2t−10 on R,
ϕ(t)= 1 for |t| t0 and ϕ(t)= 0 for |t| 2t0.
Put
g˜(x, t)= ϕ(t)g(x, t)+ (1− ϕ(t))|t|q−1t for (x, t) ∈Ω ×R.
Then g˜(x, t) = g(x, t) for (x, t) ∈ Ω × [−t0, t0], and g˜(t) = |t|q−1t for t with |t|  2t0.
Moreover, we have that
|t|q−1t − bϕ(t)|t|p  g˜(x, t) |t|q−1t + bϕ(t)|t|p for all t ∈R. (2.3)
We define functionals J˜ :H →R and Jˆ :H →R by
J˜ (u)= 1
2
∫
Ω
|∇u|2 dx −
∫
Ω
u(x)∫
0
g˜(x, t) dt dx for u ∈H
and
Jˆ (u)= 1
2
∫
Ω
|∇u|2 dx −
∫
Ω
u(x)∫
0
(|t|q−1t + bϕ(t)|t|p−1t) dt dx for u ∈H,
respectively. Then we can see that J (v) = J˜ (v) for all v ∈ H with |v|∞ < t0 and each
critical point v ∈H of J˜ is a critical point of J in case that |v|∞ < t0. It also follows from
the definitions above that Jˆ (v) J˜ (v) for all v ∈H. Moreover, we have
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Lemma 2.1. For each v ∈H \ {0}, there exists a unique positive numberN (v) satisfying
Jˆ
(N (v))= min{Jˆ (tv): t > 0}.
Proof. Let v ∈ H \ {0} such that ‖v‖ = 1. We put c = ∫Ω |v|q+1 and d(t) = ∫Ω ϕ(tv)×
|v|p+1. Then
f (t)= d
dt
Jˆ (tv)= t‖v‖2 − tq
∫
Ω
|v|q+1 − btp
∫
Ω
ϕ(tv)|v|p+1 (2.4)
= t − ctq − btp
∫
Ω
ϕ(tv)|v|p+1 = t
[(
1− btp−1d(t))− c
t1−q
]
. (2.5)
From the definition of ϕ, we find
tp−1d(t)= tp−1
∫
Ω
ϕ(tv)|v|p+1  (2t0)p−1
∫
Ω
|v|2  (2t0)p−1M0,
where M0 > 0 is a positive number satisfying |z|22 M0‖z‖2 for all z ∈ H. Here we fix
ε > 0 such that 1 − q > 5ε. We may choose t0 sufficiently small that b(2t0)p−1M0 < ε.
Then by the inequality above, btp−1d(t) < ε. It then follows from (2.4) that there exists
tv > 0 such that f ′(tv)= 0. It also follows that
c t1−qv =
c
1− btp−1v d(tv)
 c
1− ε . (2.6)
We will see that tv is the unique point satisfying f (tv)= 0. From the definition, we have
f ′(t)= 1− cqtq−1 − b(tpd(t))′. Then it follows from (2.6) that
f ′(tv) 1− q − b
(
tpv d(tv)
)′
.
Then to see the uniqueness of tv, it is sufficient to show that (d(tv)tpv )′ < 1 − q. From the
definition,(
tpd(t)
)′ = ptp−1d(t)+ tp ∫
Ω
ϕ′(tv)|v|p+1v.
Then recalling that |ϕ′| 2t−10 on R, and ϕ′(t)= 0 for t with |t| 2t0, we have∣∣∣∣∣tp
∫
Ω
ϕ′(tv)|v|p+1v
∣∣∣∣∣
∣∣∣∣∣
∫
Ω
[
ϕ′(tv)|tv|p]|v|2
∣∣∣∣∣

∣∣∣∣∣
∫
Ω
2
t0
max
{
(2t0)p, |tv|p
}|v|2
∣∣∣∣∣ 4(2t0)p−1M0 < 4ε/b.
Therefore we have that |b(tpd(t))′|< 5ε. Then since 1−q > 5ε, we obtain that f ′(tv) > 0
for any tv satisfying f (tv) = 0. This implies the uniqueness of tv and the proof is com-
pleted. ✷
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Remark 1. One can see thatN0 andN are continuous. Since functionals I and Jˆ are even,
we have that N0 and N are even functions.
Here we put
βk = min
h∈Γk
max
x∈Sk−1
I
(
h(x)
)
where Γk = {h ∈C(Sk−1,H): h(x)=−h(−x) for x ∈ Sk−1}. Then we have
Lemma 2.2. Each βk is negative and there exists C0 > 0 and k0  1 such that
βk −C0k2(q+1)/N(q−1) for k  k0.
Proof. Let k  1 and Wk = span{ϕ1, . . . , ϕk}. For each z = (z1, z2, . . . , zk) ∈ Sk−1, we
put v(z) = z1ϕ1 + · · · + zkϕk. We also put h(z)= N0(v(z))v(z) for all z ∈ Sk−1. Then it
is obvious that h ∈ Γk and max{I (h(z)): z ∈ Sk−1}< 0. That is we have that βk < 0. Now
let v ∈W⊥k−1 \ {0} and t =N0(v) > 0. Then we have
t2‖v‖2 = tq+1
∫
Ω
|v|q+1.
Then
t1−q‖v‖2  C|v|(q+1)2  C
(
1
λk
)(q+1)/2
‖v‖q+1
for some C > 0. Therefore we have
t2  C
2/(1−q)
λ
(1+q)/(1−q)
k
and then
I (tv)= t2 q − 1
2(q + 1)‖v‖
2 −c0λ−(1+q)/(1−q)k (2.7)
where
c0 = 1− q2(q + 1)C
2/(1−q).
Now let h ∈ Γk . Then from the definition of Γk , we have that {h(x): x ∈ Sk−1} ∩W⊥k−1 =
{φ}. Therefore we have that βk  −c0λ−(1+q)/(1−q)k . On the other and, it is known that
there exists T > 0 such that limk→∞ λk/k2/N = T (cf. [5]). Then we have that the assertion
holds. ✷
Lemma 2.3. There exist C1,C2 > 0 such that for each v ∈ H \ {0} with |I (N0(v)v)|
sufficiently small,
J˜
(N0(v)v) (1−C1∣∣I(N0(v)v)∣∣(p−1)/2)I(N0(v)v) (2.8)
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and
I
(N0(v)v) (1−C2∣∣Jˆ (N (v)v)∣∣(p−1)/2)Jˆ (N (v)v). (2.9)
Proof. Let v ∈H \ {0} such that N0(v)= 1 and suppose that |I (v)| is sufficiently small.
By (2.2), we have
J˜ (v) 1
2
‖v‖2 − 1
q + 1
∫
Ω
|v|q+1 + b
p+ 1
∫
Ω
|v|p+1.
We put c= ‖v‖2. Then
J˜ (v) I (v)+ b
p+ 1
∫
Ω
|v|p+1  I (v)+ bM
p+1
p+ 1 c
(p+1)/2,
where M > 0 is a constant satisfying |z|p+1  M‖z‖ for z ∈ H. Then recalling that
c = (2(q + 1)/(q − 1))|I (v)|, we have that there exists C1 > 0 such that J˜ (v)  (1 −
C1|I (v)|(p−1)/2)I (v). Then we have that (2.8) holds. Let v be as above. Put λ = N (v).
Let f be the function defined in the proof of Lemma 2.2. Then by the definition ofN , we
have f (λv)= 0. Then we have
λ2‖v‖2 =
∫
Ω
(
λq+1|v|q+1 + bϕ(λv)|λv|p) λq+1 ∫
Ω
|v|q+1.
Then recalling that ‖v‖2 = |v|q+1q+1, we have λ1−q  1. That is, λ  1. On the other hand,
recalling that ϕ(t)= 0 for t with |t| 2t0, we have that
λ2‖v‖2 
∫
Ω
(
λq+1|v|q+1 + λq+1b(2t0)p−q |v|q+1
)
 λq+1
(
1+ b(2t0)p−q
)|v|q+1q+1.
Then it follows that λ1−q  (1+ b(2t0)p−q). By taking t0 sufficiently small, we have that
λp−q  2. We also have by (g1) that
λ2‖v‖2  λq+1|v|q+1q+1 + bλp+1
∫
Ω
|v|p+1.
Then λq−1c  c+ bλp−qc(p+1)/2. That is, λ1−q  1 + 2bMp+1c(p−1)/2. Then assuming
that c is sufficiently small, we have that
λ2  1+ 4bM
p+1
1− q c
(p−1)/2. (2.10)
Then, since λ 1, we find by (2.2) that
Jˆ (λv)= 1
2
‖λv‖2 −
∫
Ω
λv(x)∫
0
(
tq+1 + bϕ(t)|t|p)dt dx
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 1
2
‖λv‖2 − λ
q+1
q + 1
∫
Ω
|v|q+1 − λ
p+1b
p+ 1
∫
Ω
|v|p+1
 λ2
(
q − 1
2(q + 1)‖v‖
2 − b
p+ 1
∫
Ω
|v|p+1
)
(2.11)
 λ2
(
q − 1
2(q + 1)‖v‖
2 − b
p+ 1M
p+1‖v‖p+1
)
. (2.12)
Then there exists c1 > 0 such that
Jˆ (λv) λ2
(
1+ c1‖v‖p−1
)
I (v).
Combining the inequality above with (2.10), we have that there exists c2 > 0 such that(
1+ c2
∣∣I (v)∣∣(p−1)/2)I (v) Jˆ (λv) < 0.
Then, since I (v) is small, we have that there exists C2 > 0 satisfying
I (v)
(
1−C2
∣∣Jˆ (λv)∣∣(p−1)/2)Jˆ (λv).
This completes the proof. ✷
Here put α = (p − 1)/2 and γ = 2(q + 1)/N(1 − q). By (g1), we can choose β > 0
such that
1
α
= 2
p− 1 < β < γ =
2(q + 1)
N(1− q) . (2.13)
We also choose m> 0 and C3 > 0 such that for each β ∈ (−m,0)(
1−C2
[(
1−C1|β|α
)|β|]α)(1−C1|β|α)β < (1−C3|β|α)β. (2.14)
Then we have
Lemma 2.4 (cf. [2]). Let {γk}∞k=k0 ⊂R− be a sequence such that limk→∞ γk = 0 and
γk+1 
(
1−C3|γk|α
)
γk for all k  1.
Then there exists C4 > 0 and k0  1 such that γk −C4k−β for all k  k0.
Proof. It is easy to verify that there existsC > 0 such that the mapping t → (1−C3|t|α)t is
increasing in the interval (−C,0). Since limk→∞ γk = 0,we can choose k0  1 sufficiently
large that |γk|  C and k−β  C for all k  k0. We next choose C4 ∈ (0,1) so small that
C3C
α
4  β/2 and γk0 −C4k−β0 . We now prove the assertion by induction. Suppose that
γk −C4k−β holds for some k  k0 + 1. Then we have from the definition of C that(
1−C3|γk|α
)
γk 
(
1−C3(C4k−β)α
)
(−C4k−β)
holds. We may assume k0 so large that (k+1)−β  k−β− (β/2)k−β−1 for all k  k0. Then
noting that C3Ca4  β/2 (β/2)kαβ−1, we have
(k + 1)−β  k−β − (β/2)k−β−1  (1−C4|C3k−β |α)k−β.
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Then it follows that
γk+1 
(
1−C3|γk|α
)
γk 
(
1−C3(C4k−β)α
)
(−C4k−β)−C4(k + 1)−β.
This completes the proof. ✷
Lemma 2.5. There exists a sequence {ki} ⊂N such that ki →∞ as i→∞, and
βki+1 >
(
1−C3|βki |α
)
βki for all i  1.
Proof. Suppose contrary that there exists k′  1 such that βk+1  (1−C3|βk|α)βk for all
k  k′. Then by Lemma 2.4, there exists k0  k′ such that βk  −C4k−β for all k  k0.
Therefore by Lemma 2.2, we have −C0k−γ  βk  −C4k−β < 0 for all k  k0. Since
γ > β, this is impossible. Thus we find that the assertion holds. ✷
In the following we fix a sequence {ki} ⊂ N which satisfies the assertion of Lemma 2.5.
Lemma 2.6. For each i  1, there exist εi > 0 and c < 0 such that βki + εi < c and
πki (J˜c, J˜βki+ε) = {0} for 0 < ε < εi.
Proof. We may assume that βki ∈ (−m,0) for all i  1. Fix i  1. For simplicity, we put
k = ki. We choose εi > 0 so small that
βk+1 >
(
1−C3
∣∣(βk + εi)∣∣α)(βk + εi).
Let 0 < ε < εi and choose α ∈ Γk such that I (α(z)) < βk + ε on z ∈ Sk−1. Since
I (N0(α(z))α(z))  I (α(z)) for all z, we may assume without any loss of generality that
N0(α(z))= 1 on Sk−1. Then by (2.8), we have
J˜
(
α(z)
)
<
(
1−C1(βk + ε)α
)
(βk + ε) for all z ∈ Sk−1.
Here we put dk = (1 − C1(βk + ε)α)(βk + ε). Let v ∈ H such that N0(v) = 1 and
v /∈ {α(z): z ∈ Sk−1}. Define a continuous mapping ρ : [0,1] × Sk−1 → H by ρ(t, z) =
N0((1− t)α(z)+ tv)((1− t)α(z)+ tv) for (t, z) ∈ [0,1]×Sk−1. Then from the definition
of N0, we have that I (ρ(t, z)) < 0 on [0,1] × Sk−1. Then by (2.8), we find that
c= max{J˜ (ρ(t, z)): (t, z) ∈ [0,1] × Sk−1}< 0.
Put Sk+ = {(z1, z2, . . . , zk+1): zk+1  0} and ϕ : [0,1] × Sk−1 → Sk+ by
ϕ(t, z1, z2, . . . , zk)=
(√
1− t2 z1,
√
1− t2 z2, . . . , t
)
for (t, z1, . . . , zk) ∈ [0,1] × Sk−1. We define a mapping σ :Sk+ →H by
σ(z)= ρ(φ−1(z)) for z ∈ Sk+.
Then, since σ(∂Sk+) ⊂ J˜dk , we find that [σ ] ∈ πk(J˜c, J˜dk ), where [σ ] stands for the
homotopy class of πk(J˜c, J˜dk ) containing σ. Now suppose that πk(J˜c, J˜dk ) = {0}. Then
there exists a homotopy τ : [0,1] × (J˜c, J˜dk )→ (J˜c, J˜dk ) such that
τ (0, z)= σ(z) for z ∈ Sk+,
τ (t, z)= σ(z) for z ∈ ∂Sk+ and t ∈ [0,1],
τ (1, z) ∈ J˜dk for z ∈ Sk+.
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Here we define a mapping α¯ :Sk → J˜dk by
α¯(z)=
{
τ (1, z) for x ∈ Sk+,
−τ (1, z) for x ∈ −Sk+.
Since α¯(z)= α(z) and α(z)=−α(−z) for z ∈ ∂Sk+ = Sk+∩(−Sk+), α¯ is well defined on Sk.
Then α¯ ∈ Γk+1. We next define αˆ :Sk → J˜γk by αˆ(z)=N (α¯(z))α¯(z) for all z ∈ Sk. Then,
since N (·) is even, we have that αˆ ∈ Γk+1. It also follows that
Jˆ
(
αˆ(z)
)= Jˆ (N (α¯(z))α¯(z)) Jˆ (α¯(z)) J˜ (α¯(z)) dk on Sk. (2.15)
Finally we put α˜(z)=N0(αˆ(z))αˆ(z) for all z ∈ Sk. Then, again by the evenness ofN0, we
have that α˜ ∈ Γk+1 for all z ∈ Sk. We have, by Lemma 2.3 and (2.14), that
I
(
α˜(z)
)

(
1−C2|dk|α
)
dk 
(
1−C3
∣∣(βk + ε)∣∣α)(βk + ε) < βk+1 on Sk.
This contradicts the definition of βk+1. Therefore πki (J˜c, J˜βki+ε) = {0}. ✷
Proof of theorem. Let i  1. Let c < 0 and σ :Ski+ → J˜c be the mappings defined in
the proof of Lemma 2.6. Then from the argument in the proof of lemma above, [σ ] is a
nontrivial class of πki (J˜c, J˜ki+εi ). Put
ci = min
h∈[σ ] max
x∈Ski+
J˜
(
h(x)
)
.
Then, again from the argument in the proof of Lemma 2.6, ci > βki + εi. In fact, if
ci  βki + εi , we reaches to a contradiction by the same way as in the proof of Lemma 2.6.
Therefore we have by Theorem 1.4 of Chang [4] that there exists a critical point ui ∈H of
J˜ with critical value ci ∈ (βki+εi ,0). Since limi→∞ βki = 0, we have limn→∞ ci = 0. By
a bootstrap argument, we find that ui ∈ C(Ω). We will see that limi→∞ ‖ui‖ = 0. We fix
ε ∈ (0,1) so small that
C = 1
(1+ ε)(q + 1) −
1
2
− ε
1− ε > 0.
We may assume by choosing t0 so small that b(2t0)p−q < ε. Since
−∆ui = g˜(x, ui) on Ω, (2.16)
we have by multiplying equality above by ui, that ‖ui‖2 =
∫
Ω
g˜(x,ui)ui dx. Then by
(2.3), we have∣∣∣∣∣
∫
Ω
g˜(x,ui)ui dx − |ui |q+1q+1
∣∣∣∣∣ b
∣∣∣∣∣
∫
Ω
ϕ(ui)|ui |p dx
∣∣∣∣∣ b(2t0)p−q |ui |q+1q+1 < ε|ui |q+1q+1.
Then we find
(1− ε)|ui |q+1q+1  ‖ui‖2  (1+ ε)|ui |q+1q+1.
It also follows that
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∣∣∣∣∣
∫
Ω
ui(x)∫
0
g˜(x, t) dt dx − 1
q + 1 |ui |
q+1
q+1
∣∣∣∣∣
 b
∣∣∣∣∣
∫
Ω
ui(x)∫
0
ϕ(t)|t|p−1t dt dx
∣∣∣∣∣ b (2t0)
p−q
q + 1 |ui |
q+1
q+1 < ε|ui |q+1q+1.
Therefore
∣∣J˜ (ui)∣∣=
∣∣∣∣∣12‖ui‖2 −
∫
Ω
ui(x)∫
0
g˜(x, t) dt dx
∣∣∣∣∣
∣∣∣∣12‖ui‖2 − 1q + 1 |ui |q+1q+1
∣∣∣∣− ε|ui |q+1q+1

(
1
(1+ ε)(q + 1) −
1
2
)
‖ui‖2 − ε1− ε ‖ui‖
2 = C‖ui‖2.
Then we have limi→∞ ‖ui‖ = 0. Then by the bootstrap argument, we find that limi→∞
|ui |∞ = 0. Recalling that g(x, t) = g˜(x, t) for all x ∈Ω and t with |t|  2t0, we obtain
that ui is a solution of (P) for i sufficiently large. This completes the proof. ✷
Remark 2. The condition N(1− q)/(1+ q) < p− 1 is used in the proof of Lemma 2.6. It
should be conjectured if this condition can be removed.
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