Abstract. We provide a partial classification of all 3-strand pretzel knots K = P (p, q, r) with unknotting number one. Following the classification by both Kobayashi and Scharlemann-Thompson for all parameters odd, we treat the remaining families with r = 2m. We first determine that there are only four possible such families which may satisfy u(K) = 1. These families are determined by the sum p + q as well as the sign of a certain Goeritz matrix G(K), and we resolve the problem in two of these cases. Ingredients in our proofs include Donaldon's diagonalisation theorem (and Greene's strengthening thereof), Nakanishi's unknotting bounds from the Alexander module, and the correction terms introduced by Ozsváth and Szabó. Based on our results, we conjecture that the only 3-stranded pretzel knots P (p, q, r) with unknotting number one that are not 2-bridge knots are P (3, −3, 2) and its reflection.
Introduction
The unknotting number is the minimal number of times a knot must be passed through itself in order to unknot it. Although it is simple to understand, in most cases it is extremely difficult to compute. Indeed, the majority of knots with as few as 12 crossings still have unknown unknotting numbers. While exhibiting an upper bound is straightforward (by actually performing an unknotting), lower bounds have been difficult to achieve: it is generally not known which knot diagrams will realize the actual unknotting number (see [1] , [17] , and [26] ).
Our main result here is a partial classification of 3-strand pretzels K = P (p, q, r) with unknotting number one. Such knots are unchanged by any permutation of the parameters, and the reflection is given by P (p, q, r) = P (−p, −q, −r)
Observe that as u(K) = u(K), our classification need only be up to reflection. For K to be a bona fide knot, we require either all three parameters odd, or exactly one even (say r = 2m). The first case has been studied by Kobayashi [9] , and independently by Scharlemann and Thompson [24] , who give the criterion that u(K) = 1 ⇐⇒ ±{1, 1} or ± {3, −1} ⊂ {p, q, r} and thus our work focuses on the case P (p, q, 2m). As a consequence of the reflection invariance in unknotting number, we assume that 2m is positive. Kanenobu and Murakami, [8] , and Torisu, [28] , have given a complete description of the 2-bridge knots with unknotting number one. After observing that the double branched cover of a pretzel is Seifert fibred over S 2 , we notice that a pretzel knot P (p, q, r) is not a 2-bridge knot if and only if all three of p, q, r = ±1 (else we have fewer than three exceptional fibres, and hence a lens space). When r = 2m for m ∈ Z, then r = ±1, and therefore we rule out the cases p, q = ±1.
Main Results.
We first determine that there are only four possible families of 3-stranded pretzel knots (excluding 2-bridge knots) with r even, which may have unknotting number one. These families are determined by the sum p + q as well as the sign of a certain Goeritz matrix G(K). Our main theorem is then the following.
Main Theorem. Suppose that K = P (p, q, r), r = 2m even, is a pretzel with unknotting number one. Then, up to reflection, p + q = 0, ±2, 4 and m > 0. Moreover:
(1) If p + q = −2, then K = P (1, −3, 2m) (all 2-bridge); (2) If p + q = 0, then K = P (3, −3, 2) (which is not 2-bridge).
The table below indicates which pretzels in each family have unknotting number one, together with our conjectures. We present it as a more digestible version of the theorem's conclusions, but ask that the reader remember that the families were isolated by considering the pretzel up to reflection. Conjecture p + q = −2 P (1, −3, 2m) − p + q = 2 ? P (3, −1, 2m), P (1, 1, 2m) p + q = 4 ? P (3, 1, 2), P (5, −1, 4), P (5, −1, 2) p + q = 0 P (3, −3, 2) Most of these are in fact 2-bridge, as at least one parameter is ±1. Hence, we have the following conjecture: Conjecture 1.1. The only 3-stranded pretzel knots P (p, q, r) with unknotting number one that are not 2-bridge knots are P (3, −3, 2) and its reflection.
The pretzel referred to in this conjecture is the following: and the circle indicates the unknotting crossing.
Motivation
A classical lower bound for the unknotting number is given by the knot signature, σ(K), which obeys the inequality |σ(K)| ≤ 2u(K) (see [15] ). Thus if u(K) = 1, then |σ(K)| = 0, 2. More recently Rasmussen's s-invariant, s(K), has been shown to give a lower bound on the unknotting number of a knot (see [23] ): |s(K)| ≤ 2u(K).
Specific to the case of unknotting number one, there are a number of topological obstructions, many concerning the double branched cover Σ(K). The most important for this paper is Montesinos' theorem: if u(K) = 1, then Σ(K) arises as half-integral surgery on some knot κ ⊂ S 3 . That is, Σ(K) = S 3 ±D/2 (κ) (see [13] ). This has various implications: cyclic H 1 (Σ(K)), restrictions on the 4-manifolds with Σ(K) as boundary, and symmetries in the correction terms (see [19] ) of Σ(K).
This work was motivated by the following question: Which algebraic knots, in the sense of Conway, have unknotting number equal to one? A complete treatment of algebraic knots can be found in [5] and [27] , but in brief, the distinct types are 2-bridge, large algebraic, and Montesinos length 3, with the characterisation being split according to the topology of their double covers. To wit, we have the following division.
K
2-bridge large algebraic Montesinos length 3 Σ(K) lens space graph manifold atoroidal Seifert fibred (toroidal) (S 2 with 3 exceptional fibres) 2.1. Organisation. We first use the signature and Rasmussen's invariant to separate our knots into two families of candidates, one being slice, the other not. Both require different approaches.
For the non-slice family, we use the Montesinos theorem coupled with certain plumbings for Σ(K) to glue together a closed, oriented, simply connected, smooth, negative-definite 4-manifold, and thence apply Donaldson's diagaonalisation theorem. This turns out to be insufficient as an obstruction to unknotting number one, so to make more progress we use a strengthened version of this approach due to Greene. The result is, in the case p + q = −2, that K must be 2-bridge to satisfy u(K) = 1. We conjecture that this is in general true (i.e. for the remaining p + q = 2, 4 case).
In the slice case, we do two things. First, we use a theorem of Nakanishi on the Alexander module of the knot to narrow down the value of m to 1 (up to sign). Then, the correction terms of Σ(K), as defined by Ozsváth and Szabó, can be used to prove that p = 3. Along the way, we weaken the Ozsváth-Szabó obstruction to u(K) = 1, so that we might narrow down possible Spin c -structure labellings compatible with the required symmetries, and then use the full obstruction to complete the proof in these restricted cases.
Our results give us evidence for the truth of our conjecture, which would leave only the chiral knot P (3, −3, 2) and its reflection as the non-2-bridge knots with having unknotting number one.
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Signature Requirements
We use the following theorem to determine the signature of a knot, which is Theorem 6 in [4]: Theorem 3.1 (Gordon-Litherland). For any regular projection K of the knot k, with associated Goeritz
where µ is the correction term of K which depends on the crossings of K and a spanning surface of K.
As a brief note before continuing, when we speak of the determinant of K, this will always be positive. The determinant of G(K), however, can be signed, and this is important for our later classification. Thus, in general, det K = |det G(K)|.
That said, we apply the theorem above to a standard diagram of the knot P (p, q, r), Figure 1 (a), where p and q are odd, and r is even. By shading and labeling the three regions of Figure 1 (a) as marked by the X i in 1(b), we obtain the Goeritz matrix of K: Figure 1 . (a) Pretzel knot P (p, q, r), where p < 0, and q, r > 0; and (b) the knot P (p, q, r) with a checkerboard coloring
Note that the matrix G(K) is 2 × 2, and therefore sgn(G(K)) ∈ {−2, 0, 2}. In particular if u(K) = 1, then µ is restricted to {−4, −2, 0, 2, 4}. According to [4] , the correction term µ is the sum of the crossing numbers of the strands along the p and q strands. Since |p|, |q|, |r| > 1, if p and q are both positive then µ = p + q ≥ 6, a contradiction. So without loss of generality, take p > 0 and q < 0. Furthermore the reflection invariance of unknotting number allows us to assume r = 2m > 0 (we ignore m = 0 for reasons below). Relabel the knot K = P (p, q, r) as K = P (k, −k + n, 2m), where m > 0, k > 0 odd, and n ∈ {−4, −2, 0, 2, 4}. The Goeritz matrix thus becomes:
If we consider the case when n = −4, then we compute easily that σ(K) = 4, which is not within the range for unknotting number one. Also, if n = 4 and det G(K) < 0, then σ(K) = −4, and we can rule this possibility out for the same reason. Hence, we have five remaining cases:
Case
0 0 All except the last are not slice knots (Jabuka and Lecuona [11] , c.f. Greene [7] ), whereas all the pretzels in the last are slice (ibid.). Since we have different methods for the slice and non-slice families, Section 4 first considers Cases 1-3, when the knots are not slice, and Sections 5 onwards consider those that are slice.
For completeness, we can treat the only ignored case, m = 0, immediately. In this instance, it is clear that P (p, q, 0) = T (p, 2)#T (q, 2), and then since unknotting number one knots are prime (see Scharlemann, [25] , and Zhang, [29] ), it follows that one of p, q = ±1. Then the Milnor Conjecture, in Kronheimer and Mrowka, [10] , and Rasmussen, [23] , gives the following result, which justifies our ignoring m = 0 in the above theorem.
4.1. The case n = −2. Recall that knots of the form K = P (k, −k − 2, 2m) have signature 2. To avoid knots which are 2-bridge we assume k ≥ 3. First consider the "signed" version of the Montesinos theorem (see Proposition 4.1, [6] ). 
and D = 2n − 1.
If u(K) = 1, in our case we have σ(K) = 2, and so −Σ(K) bounds a negative-definite 4-manifold W K from Theorem 4.2. In order to use Donaldson's Theorem A we need another 4-manifold which is bounded by Σ(K), call this X K , with intersection form Q K , so that we can glue them together to obtain a closed manifold
Since the boundary is a rational homology 3-sphere, the intersection form is given by Q X = Q K ⊕ R n . As W K is simply connected (obtained from a surgery diagram), if X K is simply connected then so too is X. We are now ready to use Donaldson's Theorem A. Thus, if we can show that there does not exist an integral matrix A such that −AA T = Q X , the knot K = P (k, −k − 2, 2m) must have unknotting number greater than one. The first question, then, is how to find X, and for this we use plumbing.
Plumbings: Let G be a vertex-weighted simple graph, with vertices v labelled w(v). In general, we take w(v) < 0 since we are mainly concerned with negative definite manifolds. To construct a 4-manifold X = X(G) from G, take, for every vertex v, the 2-disc bundle B(v) over S 2 of Euler number w(v), and plumb B(v) and B(v ) if and only if v and v are adjacent in G. This manifold X has free H 2 (X), generated by the homology classes [v] corresponding to the vertices.
Supposing that G is a tree, then X(G) is simply connected. The manifold Y = Y (G) = ∂X is given by a Kirby diagram of unknots, with linking matrix given by the adjacency matrix for G. The intersection form Q for X(G) is then also the matrix for G. Hence, we can obtain a plumbing with boundary Σ(K) using the graph with this matrix. However, for what will follow, this 4-manifold is insufficient, so we use the work of Neumann and Raymond in [18] to construct a related manifold. First, we find a continued fraction expansion for p/(p − 1), q/(q − 1), r/(r − 1):
where
We then let G be the weighted graph as in Figure 2 , and let X K be the 4-manifold obtained by plumbing G. This is significant for the following reason (c.f. Greene-Jabuka, [7] , Lemma 3.2). Figure 2 . A weighted graph G.
Lemma 4.4 (Neumann and Raymond). The incident matrix of the weighted graph G from figure 2 is negative definite if and only if p, q, and r satisfy
). The 4-manifold determined by the graph G is negative definite.
Proof. The condition rearranges to
> 0, and as only q < 0, we see that det
, which is clearly negative.
Applying this method to our particular pretzel, we get continued fraction expansions of
We then obtain G = G(p, q, r), as in Figure 3 (a). By blowing down the −1 framed vertex of G we obtain the graph G = G(p, q, r) as in Figure 3 (b). Let X K be the manifold described by Figure 3(b) . The manifolds represented in these two figures have identical boundary as the second is obtained from the first by a blow-up on the −1 weighted vertices, which corresponds to +1 Dehn twists around the corresponding unknots in the surgery diagram for the boundary. Moreover, since we can handle-slide the −1 vertex away from the rest of the graph, by blowing it up we are removing a negative eigenvalue, which in turn means that both the 4-manifold and its blow-up with be negative definite together.
Form the closed, smooth, oriented manifold X = X K ∪ Σ(K) W K . Unfortunately, for this X, there always exists an A such that −AA T = Q X for any odd k and positive m. However, in [6] , Greene uses Heegaard Floer homology to strengthen this approach, and we too will use this stronger version of Donaldson's theorem to achieve our result. In order to explain this strengthening, we review some of the theory of Heegaard Floer homology.
Correction Terms and Sharpness: Ozsváth and Szabó have also shown, in [19] , that the Heegaard Floer homology of a rational homology sphere Y is absolutely graded over Q. They also give a definition of correction terms, d(Y, t) which are the minimally graded non-zero part in the image of HF ∞ (Y, t) inside HF + (Y, t). These are strongly connected to the topology of 4-manifolds with Y as boundary, for any such negative definite smooth oriented X which has an s ∈ Spin c (X) such that s| Y = t must satisfy
Furthermore a sharp manifold is defined by Ozsváth and Szabó as follows.
Definition 4.6. A negative-definite smooth 4-manifold X with L-space boundary Y is sharp if, for every t ∈ Spin c (Y ), there is some s ∈ Spin c (X) with s| Y = t that attains equality in the bound (1).
We are now able to present Greene's theorem.
is an L-space, and u(K) = 1. Suppose also that either σ(K) = 0 and K is undone by changing a positive crossing, or that σ(K) = 2. If X K is a smooth, sharp, simply connected 4-manifold with rank r negative-definite intersection form Q K , and X K is bounded by Σ(K), then there exists an integral matrix A such that −AA T = Q K ⊕ R n , and A can be chosen such that the last two rows are (0, 1, x 3 , . . . , x r+2 ) and (1, −1, 0, . . . , 0). Furthermore the values x 3 , . . . , x r+2 are non-negative integers and obey the condition
and the upper right r × r matrix of A has determinant ±1.
We have already shown tha X K is simply connected and negative-definite, so what remains is to check that Σ(K) is an L-space, and X K is sharp. For the L-space condition, we quote the following theorem.
is and L-space if and only if at least one of the following hold:
Furthermore, the theorem is unchanged for all permutations of p 1 , p 2 , q, and can be altered in the obvious way for links P (−p 1 , −p 2 , q).
Proof. Direct application of the above theorem.
Finally to show the manifold X K is sharp we use Theorem 1.5 in [20] . Since the negative definite plumbing diagram has one "bad" vertex, in the sense of [20] , it follows that X K is sharp. Now we are (finally) ready to show that the A described in Theorem 4.7 does not exist. We begin by writing down the intersection form of the manifold X:
where M k+2m,k = M k,k+2m = 1. It will be helpful to label the rows of A as v 1 , . . . , v k+2m . Observe that
and k + 2m + 1, each row of A except row k + 2m and row k + 2m + 1 has two nonzero entries, each of magnitude 1. Without loss of generality set v 1 = (1, −1, 0, . . . , 0). Making this choice, along with the two row conditions from Theorem 4.7, the remaining rows must take the following form.
According to Theorem 4.7, α = 0 or 1. 
This only happens if k 2 = 1, which contradicts our assumption that k ≥ 3.
The reader will note that knots of the form P (1, −3, 2m) have unknotting number one for all integral m. We have thus proved the following, the first piece of our classification. 4.2. The cases n = 2, 4. In these cases, we run into some difficulties applying the above method. First of all, we cannot employ Greene's theorem, since Σ(K) is not an L-space in this instance. Second, it is conceivable that Donaldson's theorem is sufficient by itself, but the manifolds obtained by plumbing diagonalise, so we do not get an obstruction that way. And finally, the two techniques that follow below fail as well: Nakanishi's method yields u(K) ≥ 1, and the Ozsváth-Szabó correction term symmetry is not applicable (again because of the L-space condition).
What we can do, though, with support from Torisu's conjecture, is hypothesise that all the pretzels in the families p + q = 2, 4 with unknotting number one are 2-bridge, however different technology is required to make any further progress.
The Slice Case
In this section, we tackle the slice case, namely P (k, −k, 2m). Our general method is as follows: first, we pin down the value of m = 1, using the Alexander module (which we will define). We then use the correction term obstruction due to Ozsváth and Szabó to prove that the only such knot with unknotting number one is P (3, −3, 2), up to reflection. Our ultimate goal is the following theorem.
Theorem 5.1. Suppose K is a slice pretzel knot with u(K) = 1. Then K = P (3, −3, 2), up to reflection.
The determinant of P (k, −k, 2m) is always k 2 . Hence, in the Montesinos theorem, we can always take D = k 2 , and so n = k 2 +1 2 .
First Results.
Recall that these knots are slice, so we obtain no useful information from the Rasmussen invariant. In fact, we believe that direct application of Heegaard Floer homology is necessary to complete the problem; the computational difficulties this entails motivate us to make as much progress as possible beforehand with more elementary techniques. One such technique is the Alexander module.
Recall that we can construct the infinite cyclic cover X ∞ of a knot. This has a deck transformation group Z, generated by some element t. Then H 1 (X ∞ ; Z) is a Z[t, t −1 ]-module A, called the Alexander module, from which much topological information can be extracted. This is done via the r th elementary ideal, denoted A r , which is the ideal of Z[t, t −1 ] spanned by the (n − r + 1)-minors of any n × n matrix presentation for A.
From Nakanishi [16] , in the form cited in Lickorish [12] , we know that the Alexander module can bound the unknotting number. For our purposes, we present the following definition-theorem (see Proposition 6.3 and Corollary 9.2 of Lickorish, [12] ).
Theorem 5.2 (Unknotting via Alexander module).
Suppose that V , an n × n matrix, is a Seifert matrix for K in S 3 . Then the Alexander module of K is presented by the matrix
Using this, we present the following partial result for the slice pretzel case.
Proof. We take the following Seifert surface for our pretzels, P (k, −k, 2m). The curves are indexed starting with the leftmost column of loops, smallest to largest, then the same for the next column. Finally, the big loop and the loop which pierces the "bridge". As regards orientations, we take the blue to be oriented out of the page, the yellow into the page.
From this, we find that a Seifert matrix for P (k, −k, 2m) has the form
where X k is the (k − 1) × (k − 1) lower triangular matrix of 1's, and 1 is a suitably sized rows of 1's. From this, the Alexander module is presented by
, and t is a row with all entries t.
We claim, that for k ≥ 3, the second elementary ideal, A 2 , generated by these minors (in Z[t, t −1 ]), is precisely given by
For the moment, we assume this, and call the first polynomial P k (t). Then we show
is composed of all integral Laurent polynomials with the form
together with their unit multiples (that is, multiples of t n for n an integer). These are forced to be zero in A/A 2 if and only if they fall in the ideal m(t − 1) . In particular, we require all a i to be divisible by m. This statement then implies m = ±1.
When m = ±1, observe that P k (t) is in fact, for k odd,
which means that in the quotient Z[t, t −1 ]/ m(t − 1) , the polynomial is a unit, since
Hence there is no obstruction to unknotting number one, since the theorem guarantees u(K) ≥ 1.
What remains then is to check our claim. As a first step, we can compute the determinant of M k , which goes as follows. Here, for a row vector v, we use the notation v * to indicate a square matrix with each row v.
From this recurrence we can see that det M k = P k (t). Now it is not hard to see that for any other minor, supposing that the m(t − 1) entry remains, we can expand down the final column or row. This yields two terms, one that contains m(t − 1) as a factor, and the other of which is the determinant of a diagonal matrix, one factor of which is either det(M k ) or det(−M k ), both of which are P k (t) up to sign. The remaining case, when m(t − 1) is removed, is a calculation very much like that following this paragraph, and therefore has P k (t) as a factor. What remains to be done in order to prove that A 2 is spanned by these two key polynomials is to ensure that they are both actually in the ideal. This is proved by the following two example minors.
First, we delete the first row and final column:
The last equality uses our previous calculation, and the fact that M k−1 − t * is an upper-triangular matrix with all its (k − 2) diagonal entries being −1. Since t 2 is a unit, we know that P k (t) is in A 2 . We 10 now check that m(t − 1) is too, as evidenced by the following minor.
The last matrix determinant is then manipulated as
and this in turn is almost M k . Thus, this determinant is
and we see then that, killing off unit factors, m(t − 1) is in A 2 , at last completing our proof.
Knowing this, we can now try to pin down the value of k. With this goal in mind, we use a healthy dose of Heegaard Floer homology. Before continuing, we remember that m > 0, since reflection leaves unknotting number unchanged, so we will assume henceforth that m = 1.
Donaldson diagonalisation and Σ(k, −k, 2)
. We can mimic the work in Subsection 4.1, when the signature of K vanishes, using the Donaldson diagonalisation argument to pin down the sign of the unknotting crossing. Since this will be relevant in the next section on the Heegaard Floer homology obstruction, we present the result.
Lemma 5.4. If K = P (k, −k, 2) has unknotting number one, and k ≥ 3, then it is undone by changing a negative crossing.
Proof. Suppose that K is undone with a positive crossing. Then, K is undone by changing a negative crossing. Hence, in the signed Montesinos theorem (Theorem 4.2), Σ(K) = S 3 −D/2 (κ), where κ is a knot in S 3 and D = det K = det K, and so −Σ(K) bounds a negative-definite 4-manifold with intersection form R n .
The same plumbing we have used before is negative-definite, so we glue these two 4-manifolds together and there should be a diagonalising matrix appearing as 
Denote the rows by v i , with a total of k + 4 rows. Then
whence evidently we must have a = 0, 1 (else the LHS is too big). We split the cases:
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(1) If a = 0, then from (3) we have 2c 2 + 2 = k. This is nonsense for parity reasons. (2) If a = 1, then c = 0 (from (3)). Then v k+2 · v k+3 = 0 tells us kd = 0, whence d = 0. The fact that v k+3 · v k+3 = n yields up n = 1, so k 2 = 1, contradicting k ≥ 3.
This completes the proof.
The Heegaard Floer Homology of Σ(k, −k, 2)
We compute the Heegaard Floer homology of Σ(k, −k, 2), with an end to deducing which of the corresponding pretzels have unknotting number one. We first refer to Ozsváth and Szabó, [20] , who have presented a combinatorial algorithm for determining the Heegaard Floer homology of plumbed threemanifolds, which is clearly the case here (we have small Seifert fibred spaces). Throughout this and the following sections, we implicitly only care about k ≥ 3, since k = 1 yields the unknot.
Since we employ the algorithm described in Section 3 of [20] , we describe it briefly now. What is more, to be clearer, we elaborate on our discussion of plumbed manifolds from the previous section. Recall that a 4-manifold X = X(G) with boundary Y = Y (G) can be constructed from a graph G, then suppose that Char(G) is the set of all characteristic vectors for the plumbing, namely those such that
Now, it is well known that the Spin c -structures on X correspond precisely with Char(G); by mapping H 2 (X) to H 2 (X, ∂X) via Poincaré duality, we see that the image in H 2 (X) is spanned by PD [v] . Moreover, the Spin c -structures on ∂X correspond to the 2H 2 (X, ∂X)-orbits of Char(G). The algorithm that Ozsváth and Szabó give in [20] states that, assuming there is at most one overweight vertex in the graph, where a vertex is overweight if
where d(v) is the degree of v, the correction term of Y for t can be computed by looking at all the characteristic vectors in Spin c -structure t, and putting
Note that the square here is taken with the metric Q −1 , namely the dual metric. Incidentally, this shows that such 4-manifolds are sharp.
A K ∈ Char(G) that satisfies,
for vertices v, and for some choice of vertex v i+1 such that
] (which we will refer to as pushing down v i+1 ). The algorithm terminates in one of two ways: either, for any vertex v,
in which case we say the path was maximising, or, for some vertex v,
in which case the path was non-maximising.
Ozsváth and Szabó moreover show (Proposition 3.2 of [21] ) that the maximisers required for computing correction terms can be taken from a set of characteristic vectors Char * (G) with the property that they initiate a maximising path. We now apply this idea. Indeed, the first part of Theorem 2.2 in [22] tells us immediately that Σ(k, −k, 2) is an L-space, and thus we must have at least one maximising path per Spin c -structure. We note that Σ(k, −k, 2) has a plumbing given by the following diagram.
Unlabelled vertices have weight −2. This is indeed negative definite, and has only one overweight vertex (the central node). These vertices are labelled v 1 to v k+1 , from left to right, with v k being the central (degree-3) node. The final leaf is v k+2 . Under this choice of basis, our intersection form Q has matrix
We denote the characteristic vectors by their values on each vertex.
Proposition 6.1. The following characteristic vectors initiate maximising paths, in the sense above.
(1) (0, 0, . . . , 0, 2, 0, . . . , 0, j), where the 2 is in the i th place, and j ∈ Z is odd and 2 − k ≤ j ≤ k − 4; (2) (2, 0, . . . , 0, 0, k − 2) and (0, . . . , 0, 2, k − 2); and (3) (0, . . . , 0, j) where j is an odd integer satisfying 2 − k ≤ j ≤ k.
There are no other vectors that initiate full paths. Observe that there are (k + 1)(k − 2) = k 2 − k − 2 such vectors of the first kind, 2 of the second, and k of the last, giving the full k 2 .
Proof. We show these case by case. First, though, we introduce a trick we call migration. Suppose that we have some string (0, 2, 0, . . . , 0, −2), which avoids the last three slots, then apply
At this point, we push down the 2's to the right, and end with (2, 0, . . . , −2, 0). We have shifted the pattern one to the left. An analogous move applies migrating (−2, 0, . . . , 0, 2) to the right. Now to apply this:
(1) For i ≤ k−1, we take the vertex labelled 2, and blow it down. We then successively push down the 2's to the left and right, until we eventually have a vector of the form (−2, 0, . . . , 0, 2, 0, . . . , 0, j). We can then migrate the (2, 0, −2) to the left and thus eventually eliminate all 2's. We are done unless j + 4 = k. In this case, from the end of the above path we migrate the (−2, . . . , 2) right until we have (0, . . . , −2, . . . , 0, 0, k), and then pushing down the k we find ourselves with (0, . . . , −2, . . . , 2, 0, −k). This has already been covered (formally) above, at the start of the path above. The other options are, first,
at this point, we mimic the above, center-aligned path from the second line (the only difference being that we have no −2 sitting to the left); when we migrate the (2, 0, −2) left, we can then blow down the 2 to get (−2, 2, −2), and one final push-down eliminates all 2's. We are thus done unless j + 4 = k. If that is the case, we blow this vertex down and find ourselves in a case (formally) just covered. Finally, (0, . . . , 0, 0, 2, j) → (0, . . . , 0, 2, −2, j)
and push down the 2 to the left.
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(2) For the 2 in the far left, we push the 2 down to the right, until we have
and push the 2 down to the left. For the 2 in the far right,
and we then push down to migrate the (2, 0, −2) to the left, eventually eliminating all 2's. (3) Unless j = k, we are done. In this case, we push it done to obtain the vector (0, . . . , 0, 2, 0, −k), which is formally the same as a vector in the first family (even though j lies outside the range, the only relevant fact there was that j ≤ k − 4). This gives all the relevant characteristic vectors. It is not hard to check that they are all the possibilities, by showing, for example, that vectors with two 2's initiate non-maximising paths, and similarly with 2 and k in the same vector (eventually, after pushing up and down, we end up with an entry that's too big).
The significance here is that since Σ(k, −k, 2) is an L-space, each element above is a maximiser, and therefore they are a complete set of representatives for the Spin c -structures on Σ(p, −p, 2). By calculating their lengths we can compute the corresponding correction terms. Moreover, Char * (G) has a cyclic group structure, which we now describe.
First, we need an equivalence relation ∼ on
. It can be shown that the equivalence classes are in fact represented by Char * (G), since the equivalence classes also represent Spin c (∂X). The cyclic group structure on Char(G) then appears as an operation + defined
where K is the unique element in Char * (G) such that K 1 + K 2 ∼ K. The labelling of the Spin c -structures is essentially a combinatorial problem. We give the maximisers Char * (G) the following names:
It will sometimes be useful to allow K 1 ij to define the same type of vector as above, but with a value for j outside the range and parity specified. In this case we emphasise that it does not represent a maximiser useful for calculating the corresponding correction term. It is also notationally useful to set
We now have the task of calculating to which Spin c structure each of the Char * (G) elements corresponds. Once we have done this, we have the correction terms, since then,
is the characteristic vector corresponding to the Spin c -structure t i , where we have 
. This requires knowledge of Q −1 , which is a surprisingly tractable calculation, as follows.
Since Q is symmetric, so is Q −1 , and thus applying Cramer's rule we can get away with computing only half the minors of Q. We know that the A-series root system has determinants det A n = (−1) n (n + 1); moreover, we also know that the plumbings can be slam-dunked to obtain star graphs with at most 4 vertices, the centre of weight 0, yielding a determinant of w 1 w 2 + w 2 w 3 + w 1 w 3 , the w i being the weights of these leaves. These two computations allow us to see very fast that the inverse is
, where
This in turn permits an explicit calculus of the correction terms. Let D : Char * (G) −→ Q be the squaring map determined by
where i ≤ k − 1, and j satisfying the appropriate conditions. We observe that D(K 6.1. The Lens Spaces L(k 2 , 2). We need to repeat this procedure for the corresponding lens space, L(k 2 , 2), which has a plumbing given by the tree on two vertices, labelled −2 and −n (where k 2 = 2n−1). It therefore has intersection form given by
and in this case the inverse is trivially
What remains is to establish the labeling of the Spin c -structures on L(k 2 , 2) as they are required for the symmetry theorem, and to compute the correction terms. The first is in fact already done by Ozsváth and Szabó in [20] . We quote the result now. 
, where H is the obvious plumbing of the lens space, and
and n = 2s + 1.
So we compute the correction terms, finding:
We may denote this as d(·, i) or d(·, ψ(i)), with obvious identifications, according to whichever notation makes our purposes clearer later.
6.2. Obstruction to Unknotting Number One. We are now finally ready to apply a theorem in Ozsváth and Szabó [21] , namely the symmetry property mentioned in their Theorem 1.1. More accurately, we are using Theorem 4.1, which suffices for us, and does not require any alternating knots (that said, even Theorem 1.1 only relies on certain assumptions on the Heegaard Floer homology of the double branched covers).
Recall their Theorem 4.1 (henceforth called the unknotting theorem) which reads as follows.
Theorem 6.3 (Ozsváth-Szabo unknotting theorem, applied to our pretzels).
where Σ := Σ(k, −k, 2) and L := L(k 2 , 2), ∈ {±1}, and i runs from 0 to s.
The sign, ∈ {±1}, is the sign of the crossing at which the unknotting takes places, and comes from the ambiguity in the Montesinos theorem regarding whether Σ(k, −k, 2) bounds a positive or negative definite manifold. Our aim for this section then is to prove that Σ(k, −k, 2) satisfies the requirements of the theorem.
Our first stop on this track, then, is to find any old isomorphism
which we will later modify into the specific one φ discussed above. To specify any isomorphism φ entirely, we only need φ(1). Thus, it behooves us to locate the zero and a unit in Char * (G), neither of which are immediately obvious. The zero is the unique element of Char
is the zero element in Char * (G). Now, to find a unit, K; that is, m copies of K under + should only yield the zero K 
It follows that k 2 |m, since k 2 and k − 2 are coprime, k being odd. Thus K Proof. This is a straightforward computation. We already know d(L, 0) = 0 from (4), and from the above discussion K = K 2 1 is the zero-element (which is preserved under any isomorphism). Computing its correction term,
For what remains, we have already discussed why Σ(k, −k, 2) is an L-space.
6.3.
Modifying the Unknotting Theorem. The unknotting theorem is difficult to compute with directly, since passing between different isomorphisms φ is not easily done. However, we can sacrifice equality for congruence modulo Z, to narrow the search for our φ. First, we attack the RHS of (5). Using Ozsváth and Szabó's calculation for lens spaces, we can compute the RHS:
Now, to treat the LHS. Recall we have the isomorphism
so then we can define the following map
and then we observe that the relevant expression for the unknotting theorem is
once we have ascertained the specific isomorphism φ. Suppose then that we have already fixed a particular φ ∈ Isom Z/(k 2 ), Char * (G) , then φ = ϕ • φ where ϕ ∈ Aut(Char * (G)). We know from the group structure discussed on Char * (G) that ϕ is a combination of multiplication in H 2 (X) by some ∈ Z, coprime to k 2 , followed by the projection
This all looks to be complicated, yet simplifies quickly on defining a map D(·, ·) = D(φ, ·, ·). We set
Using this, we can construct the following weaker version of the unknotting theorem, but one which is easier to compute.
Theorem 6.5 (Symmetry theorem). With notation as above, for P (k, −k, 2) to have unknotting number one, we require
for some coprime to k 2 , and i ≤ s.
Proof. Recall that φ = ϕ • φ, and ϕ is multiplication by then projection to Char * (G). Thus, ϕ • φ(j) is equivalent to φ(j) under the equivalence relation ∼ defined on H 2 (X). Consequently, we find that
We observe then that, by similar reasoning,
and then the rest is just substitution into the unknotting theorem of Ozsváth and Szabó.
Spin c -Structures.
The goal in what follows is to cut down the automorphisms of Z/(k 2 ) which satisfy the symmetry theorem, then, under the assumption k prime, show that there is a unique solution. We show this fails the actual exact correction terms test (with equality, rather than congruence). Proposition 6.6. Suppose P (k, −k, 2) has unknotting number one. Then there exists an coprime to
for some choice of = ±1. Equivalently,
It is also a routine matter of calculation to find
from which we deduce that
Now, on substituting into the theorem, (6), we find that we must have
From Proposition 5.4, we can substitute = −1, and then both reduce to the required result. The equivalent statement (7) is a simple rearrangement (to make 2 the subject).
The proof that u(K) > 1 for k ≥ 5 then follows the following line of reasoning. We show that for such , we cannot satisfy (5) for i = 0 and r simultaneously, where r is the residue of modulo k. This requires us to do the following:
(1) Pinpoint the values of φ(2s ), φ(r ), φ(2s − r ), and thence compute their squares;
3) Obtain a good reason why these two differences cannot be zero simultaneously for k ≥ 5.
For the reader who does not like results plucked out of thin air, we can provide some comments on the combinatorics involved in the group structure on Char * (G). The following formulae are the tools used to compute the values of φ called for in the first step above.
Lemma 6.7 (Exchange formulae). We have the following exchange formulae:
where the ∼ indicates that the vectors in H 2 (X) represent the same Spin c -structure on ∂X = Σ(K).
Proof. This is an easy calculation: simply verify that (K − K )Q −1 ∈ Z k+2 , for the above K, K . Notice, in fact, that (A) is actually a consequence of (B), iterated −k times. However, in this particular form it is particularly useful, and thus we have stated it as is.
If k is a prime power, then there is an essentially unique choice of (the only ambiguity being sign). The situation becomes much more complicated if k has several different prime factors; to deal with this complexity, we introduce some auxiliary notation. Proposition 6.8. Let = ak + r, where 0 ≤ a < k and 2 ≤ a < k. Then we can choose r even and set r 2 = Ak + 4, where
There is also the inequality 0 ≤ r − A < k 4 + 1.
Proof. Since ± have the same effect on the correction terms, and k is odd, one of ± will have even r and we make this choice. Notice that as is coprime to k, we cannot have r = 0. From our earlier congruence, (7), 2 ≡ 6k + 4 mod k 2 , but also 2 ≡ 2ark + r 2 mod k 2 , and substituting gives the desired congruence (8) .
For the inequality, we have r − A = r − r 2 −4 k , and by considering this quadratic in the range from 0 to k, we find it is always positive, maximises when r = k 2 , and has maximum k 4 + 4 k . Since r − A is an integer, and as k ≥ 5, the upper bound follows.
As remarked, there is an essentially unique choice of for k prime power. We give it explicitly below, by way of example.
Proposition 6.9. In the case that k is a prime power, then r = 2, A = 0, and a = k+3 2 .
Proof. This is a direct calculation using (7), and the observation that when k is prime power, square roots modulo k are unique up to sign.
We now divide into two situations. The condition that r is even implies nothing about a, and since the parity of a becomes a subject in what follows, we divide along this line.
Step One in our recipe calls for computation of various φ values. One of these, it turns out, is independent of a.
Proposition 6.10. For k ≥ 5 and a even, we have the mercifully simple equality
, which is easy to do.
One final notational remark. Strictly speaking, we want to compute d(Σ, i), but as there is the conjugation symmetry d(Y, i) = d(Y, −i), sometimes we will in fact compute φ(−i) instead of φ(i). In these instances, we may write φ(i) = −K, where it is understood that the minus sign comes from the + group structure. We have done this in the proposition just completed, and do so in what follows, but this changes nothing for our final computations. 6.5. The case a ∈ 2Z. Following Step One, we now compute φ(2s ), φ(2s − r ). This is done in the following two propositions. 
and also Proof (of both propositions). This is a straightforward verification. To perform it, one need only check that (mK
for the right choices of m and K from the above. In doing so, one must use the congruence (8) to guarantee the result. The numerous cases occur to fit the various restraints imposed on i, j in K 1 i,j ; the fact that r 2 is odd makes a difference is because of the fact that j must be odd.
For the interested reader, these calculations were performed originally by assuming that K had the form K 3 j , and then applying the three exchange formulae above until the subscripts fitted their required conditions. This completes Step One. The next step is to use the formula for D(K On doing so, we find that the expressions that result all have a denominator of 16k 2 , so what we present in the table below is 16k 2 Z(i) (check the header of the column). The "case" label will become relevant later. Without further ado we present the table first for i = r:
Case Step Two. At this stage we are ready to attack the proof (proper) of our intended result. We remark that since all the above entries must be zero, we can divide them all by any common factors (such as 4k), and we still have equality with zero. These reduced versions are what we will often use. Proposition 6.13. If a is even, then no exists which ensures that Z(r) = Z(0) = 0.
Proof. The idea is to show that none of the Z(r) = 0 equations α is compatible with any of the Z(0) = 0 equations β. If both the α and β equations are satisfied, then we should have Z(r) ± Z(0) = 0 Thus we must compare α = A, B, C with β = 1, 2 (6 combinations), as well as α = D, E, F with β = 3, 4 (6 more combinations. In each case, both of the new equations generally involve r, A, a, and so obtaining contradictions can be hard, but the following method is useful in a large number of cases.
We perform the following steps:
(1) Cancel sufficient common factors from all the terms; (2) Substitute A = r 2 −4 k ; (3) Solve the Z(r) + Z(0) = 0 equation for a (which is not hard as they are all linear in a) and substitute it into the Z(r) − Z(0) = 0 equation, taking care to observe that the coefficient of a in Z(r) + Z(0) = 0 is non-zero (so there are no "divide by zero" issues);
Now, solving the congruence from our symmetry theorem tells us = ±3, so take = 22 (note that indeed r = 2, A = 0, and a = 4). −2 −2 6 0 0 We can see here that the two sides are congruent modulo 25, but not equal, so the knot, which is 12n 721 , cannot have unknotting number one. We can also explicitly see the failure of Z(2) = 0, and the correct value is indeed Z(2) = 2.
We conclude our exploration of the slice case with a few remarks on the symmetry in the pretzel P (3, −3, 2), since it actually has unknotting number one. First, we establish a group structure, which, as presented in this paper, is exactly
