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測度空間 (X ,F ,µ)上の確率密度関数全体の集合を P とする．このとき，f,g ∈ P 間の De-











dDR(f,g)=0 ⇔ f = g µ-a.e.
を満たすが，三角不等式を満たさないため距離ではない．一方，スケール変換した



































































このとき，任意の確率密度関数 f , gに関して，次の不等式が成立する．














































































1 + (dDR + 1)
































































=(1−G(A))(1− g−1f ) .

























fggf − 1 =
1− (fggf )−1/2





1 + (t+ 1)−1/2
=





定理 2.1の不等式（2.1）による全変動距離の上界は最適なものである．つまり，任意のdTV ∈ [0,2]
の値に対して，（2.1）の等号を満たすような dTV および dDRを持つ f，gの組が存在する．その
ことを確認するために，まず (0,1)上の確率測度について以下の例をみる．
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例 2.2. µ を (0,1) 上のルベーグ測度とする．dDR =∞ の時は，サポートが互いに素な f ,
g を選べば dTV = 2 となり（2.1）の等号が成立するので，以下では dDR <∞ とする．この時，





























次に，測度空間 (X ,F ,µ)が以下の条件を満たすとする．
(2.6) µ(A),µ(B)∈ (0,∞)かつ A ∩B=φなる A,B ∈F が存在する．
これは非常に弱い条件であるが，この条件のもとで，例 2.2と本質的に同じ確率密度関数の組
が一般の測度空間で構成でき，次の定理が成立する．
定理 2.3. (X ,F ,µ)が条件（2.6）を満たすとする．このとき，定理 2.1における全変動距離の
DeRobertis分離度による上界（2.1）は最適である．つまり，任意の dTV ∈ [0,2] の値に対して，
（2.1）の等号を満たすような dTV および dDRを持つ f , gの組が存在する．また，不等式（2.2）は
dDR の線形関数による上界として最適である．


























































一方，A上で一定の値をとる任意の f , g に関して dADR(f,g) = 0 となることからもわかるよ
うに，dATV の自明でない上界を dADRを用いて表すことは一般にはできない．しかし，dADR を用
いて，dTV の上界を改良することは可能である．実際，Smith and Rigat（2009）では任意の可
測集合 A⊂X に関して，
(3.1) dTV≤ 2F (Ac)dDR + F (A)dADR
のように全変動距離の上界が導出された．この上界は，密度関数の変動が小さく，かつ十分






定理 3.1. 測度空間 (X ,F ,µ)上の任意の確率密度関数 f , gおよび可測集合A⊂X に関して，
dTV ≤ 2 F (A
c)dDR
F (Ac)dDR + 1
+ 2F (A)
1− (dADR + 1)−1/2
1 + (dADR + 1)
−1/2 .
定理の証明の前に，大域的な DeRobertis分離度に関して以下の補題を示す．
補題 3.2. S =S(f,g) := {x∈X | g(x)≥ f(x)}としたとき，
dTV ≤ 2(1− F (S))F (S)dDR
F (S)dDR + 1
.




および gf := supx∈X
g(x)
f(x)















326 統計数理　第 59 巻　第 2 号　 2011
≤ (1− F (S))(1− f−1g ) .
定理 2.1の証明と同様にして，fg ≥F (s)dDR + 1のとき不等式（3.2）を，fg ≤F (s)dDR + 1のと
き（3.3）を用いることにより，補題が従う．
定理 3.1の証明. まず，F (A)≥G(A)のときを考える．このとき，F (Ac)≤G(Ac)であるこ
とから，
F (Ac) + F (B)=G(Ac) + G(B)












A˜c :=Ac ∪ {x∈X | g(x)≥ f(x)}
B˜ := (B ∪Ac)\A˜c
と定義すると，Ac ∪ B = A˜c ∪ B˜ かつ B˜ 上で f ≥ g，A˜c 上で g ≥ f となる．これより，f˜ :=
























DR + F (A˜
c) + F (B˜)
(∗1)



























































≤ 2 F (A
c)dDR
F (Ac)dDR + 1
+ 2F (A)
1− (dADR + 1)−1/2










3節で導出した局所 DeRobertis分離度に関する上界は，Smith and Rigat（2009）において提
案された上界と比べ，単に厳密なだけでなく，F (Ac)dDRの値が大きいときには本質的な改良
となっている．さらに，局所 DeRobertis分離度を用いた上界においては，証明中に用いられ





また，一般の測度空間に対する定理 2.3の前に，例 2.2において (0,1)上のルベーグ測度に
関する確率密度関数の例を示した．実は，Hardy et al.（1988）で紹介されている密度関数の
rearrangementの技術を一般の測度空間に拡張することにより，一般の測度空間上の確率密度






ここで，各密度関数対 (f,g)に関して，ψ(f,g)≤ψ′(f,g)が成り立つとき，汎関数 ψ′ を汎関
数 ψの「上界」と呼ぶ．この「上界」の用法は数学本来の定義とは異なるが，応用分野では慣
例的に用いられるため，本論文ではこの意味で用いる．あえて言うなら汎関数空間に上記の意
味で半順序を導入したときに ψ′ は {ψ}の上界である．
B. 集合 B の存在
このような B がとれるためには，
∫
{x|f−g≥α}(f − g)dµ=G(Ac)− F (Ac) = F (A)− G(A) な
る α ∈ [0,∞)が存在することが十分であるが，これは基準測度 µが atomicであるときには必
ずしも成り立たない．しかしその場合であっても，B の「境界の適当な重み付け」Bt を以下
のように形式的に導入し，B の代わりに用いることにより，同様な議論が可能である．つま
り，α′ := sup{α∈ [0,∞) | ∫{x|f−g≥α}(f − g)dµ≥F (A)−G(A)} を用いて，B := {x | f − g≥α′}，
Bo := {x | f − g >α′}かつ ∂B :=B\Bo としたとき，各 t∈ [0,1]に対しての Bt 上の各積分値を
例えば F (Bt)=F (Bo) + tF (∂B)かつ F (Bct )=F (Bc) + (1− t)F (∂B)のように計算すれば良い．
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Upper Bounds on Total Variation Distance by DeRobertis Separation
Kei Kobayashi
The Institute of Statistical Mathematics
The DeRobertis separation is a function of two probability distributions and it mea-
sures the diﬀerence between them. Because of some properties of the DeRobertis sep-
aration, it works well for Bayesian posterior distributions and probability distributions
whose partial function is hard to compute. Given a pair of probability density functions,
the DeRobertis separation is known to be an upper bound on the total variation distance,
though the tightness of the bound has not been studied. In the letter, a tighter upper
bound is derived and the bound is proved to be optimal. Furthermore, another upper
bound is proved by using the local DeRobertis separation, which is essentially tighter
than the known upper bounds.
Key words: Total variation distance, robust statistics, Bayesian posterior distribution, divergence,
DeRobertis separation, local DeRobertis separation.
