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Introduction
This paper extends classical results in the invariant theory of finite groups and
finite group schemes to the actions of finite Hopf algebras on commutative rings.
Suppose that H is a finite dimensional Hopf algebra and A a commutative algebra,
say over a field K. Let δ : A→ A ⊗H be an algebra homomorphism which makes
A into a right H-comodule. In this case A is called an H-comodule algebra. The
coaction of H on A corresponds to an action of the dual Hopf algebra H∗. For
technical reasons all results in this paper are formulated in terms of coactions.
The situation where H is commutative can be described geometrically by giving
an action of the finite group scheme G = SpecH on the scheme X = SpecA. The
subring of G-invariants AG ⊂ A represents then the quotient scheme X/G. A fact
of fundamental importance states that A is an integral extension of AG. In case of
ordinary finite groups this classical result goes back to the work of E. Noether. The
question of whether a similar assertion is true for a noncommutative H was posed
by Montgomery [20, 4.2.6]. Shortly afterwards Zhu [30] succeeded in verifying two
special cases and constructing a counterexample in general.
The first objective of the present article is to investigate the integrality of A over
AH more thoroughly (here AH stands for the invariants of the given coaction). A
part of the argument given in [7] and [22] for commutative H carries over without
problems. Since A is commutative, A ⊗ H can be regarded as an A-algebra with
respect to the action on the first tensorand. Since A⊗H is free of finite rank over
A, with each element u ∈ A ⊗ H one can associate its characteristic polynomial
PA⊗H/A(u, t) ∈ A[t]. Letting
PA⊗H/A(δa, t) =
n∑
i=0
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for a ∈ A, where n = dimH , one has cn = 1 and
∑n
i=0 cia
i = 0. If H is commutative
then c0, . . . , cn ∈ A
H , and the desired integrality is achieved. At this point the
noncommutativity of H spoils the game altogether. It is nevertheless shown in
Theorem 2.5 that c0, . . . , cn ∈ A
H for any H provided that A is H-reduced, that is,
A has no nonzero H-costable nil ideals. Crucial for the proof is the freeness of finite
dimensional Hopf algebras over commutative right coideal subalgebras. Because
of nice functorial properties of characteristic polynomials, it is possible to pass to
finite dimensional Hopf algebras E⊗H over various fields E where the characteristic
polynomials can be computed using the above mentioned freeness.
The integrality of A over AH is proved in Proposition 2.7 and Theorem 6.2 not
only for an H-reduced A but also in other situations. It always holds when either
charK 6= 0, or H is cosemisimple, or there exists a total integralH → A in the sense
of Doi [8]. In Zhu’s paper [30, Th. 2.1, Cor. 3.3] the integrality was proved under
the assumptions that either charK does not divide dimH and H is involutory or
charK 6= 0 and H∗ has a cocommutative coradical. In the first of these two results
H is necessarily semisimple and cosemisimple. At the same time it is still not known
if every semisimple Hopf algebra is involutory when charK 6= 0 [17].
The invariance of characteristic polynomials enables one to investigate the map
SpecA→ SpecAH between the prime spectra of rings A and AH much in the same
spirit as was done in case of commutative H . It is shown in Theorem 3.3 that this
map has finite fibers, is open and satisfies the going-down property.
With each p ∈ SpecA we associate the orbital subalgebra O(p) ⊂ k(p) ⊗ H
and the stabilizer subalgebra St(p) ⊂ k(p) ⊗ H∗ where k(p) denotes the residue
field of the local ring Ap. A prime p will be called H-regular if dimk(p) O(p) does
not change in a suitable neighbourhood of p in SpecA. The assumption that the
algebra A is H-reduced and all prime ideals of A are H-regular implies that A is a
finitely generated projective AH -module and the H-costable ideals of A correspond
bijectively to the ideals of AH . This is the content of Theorem 4.3 which extends
my earlier work [26]. The conclusions of this theorem were known to be true when
A is an H-Galois extension of AH .
The purpose of section 5 is to show the existence of a total integral H → A
for an H-comodule algebra with semisimple stabilizer subalgebras St(p). This is
one of cases in which the canonical maps AH → (A/I)H are surjective for all H-
costable ideals I of A. In general, if the latter property is fulfilled, A will be called
weakly reductive with respect to coaction of H . This property is essential in the
final major result of this paper. Theorem 6.2 states that AH is Cohen-Macaulay
whenever A is Cohen-Macaulay and weakly reductive. This generalizes a result of
Hochster and Eagon [14, Prop. 13] according to which the Cohen-Macaulay property
of a commutative ring A descends to the subring of invariants of a finite group G
acting on A by automorphisms provided that the order of G is invertible in A. A
point of interest here is that A is always weakly reductive when charK = 0, even
if H is not cosemisimple. Theorem 6.2 also gives sufficient conditions for A to be a
finitely generated AH -module.
Summarizing, the invariants of a noncommutative H behave as decently as in
the commutative case provided that one is going to be content with the H-reduced
algebras A. The assumption that K is a field was made in this introduction only
to illustrate the results in the simplest case. Working over a commutative base ring
involves no significant complications.
2
1. Preliminaries
We fix a few notations for the whole paper. Assume that K is a commutative
ring, H is a Hopf algebra over K whose underlying K-module is finitely generated
and projective, and A is a commutative right H-comodule algebra. We will consider
mainly right comodules, and the prefix “right” will be omitted. All tensor products,
when the base ring is not indicated, are taken over K. The comultiplication, counit
and antipode in H are denoted as ∆, ε and σ, respectively. We write symbolically
∆h =
∑
(h) h
′ ⊗ h′′ and (∆⊗ id)∆h =
∑
(h) h
′ ⊗ h′′ ⊗ h′′′ for h ∈ H .
For everyH-comoduleM denote by δ : M →M⊗H the corresponding structure
map. In particular, δ : A → A ⊗H is a homomorphism of unital algebras. Denote
by MH ⊂ M the K-submodule of invariants. Thus MH = {v ∈ M | δv = v ⊗ 1}.
Clearly AH is a subalgebra of A. Next,MHA stands for the category of right (H,A)-
Hopf modules [8]. The objects of MHA are right A-modules equipped with a right
H-comodule structure such that
δ(va) = δ(v)δ(a) for all v ∈M and a ∈ A. (1.1)
Here and later we regardM⊗H as a right A⊗H-module by means of the operation
(v ⊗ g)(a ⊗ h) = va ⊗ gh for v ∈ M , a ∈ A and g, h ∈ H . The morphisms in MHA
are maps which are compatible with both structures.
Lemma 1.1. Suppose that S ⊂ AH is any multiplicatively closed subset. Then S−1A
is an H-comodule algebra and S−1M ∈MHS−1A for every M ∈M
H
A . Moreover, one
has (S−1M)H ∼= S−1(MH).
Proof. Let us regard M ⊗H as an AH -module by means of the action on the first
tensorand. The two maps δ, ι : M → M ⊗ H where ι(v) = v ⊗ 1 for v ∈ M are
homomorphisms of AH -modules. Hence δ extends to a map S−1M → S−1M ⊗H
which makes S−1M into an H-comodule. One checks easily that (1.1) is fulfilled
for the action of S−1A on S−1M . The assertion about (S−1M)H is obtained by
applying the localization functor S−1(?) to the exact sequence of AH -modules
0 −→MH −→M
δ−ι
−−−→M ⊗H.

This lemma will be used in two cases. If S = {si | i ≥ 0} where s ∈ AH then the
localizations are denoted as As and Ms. If S = A
H r q where q ∈ SpecAH then the
notations are Aq and Mq.
An ideal I of A is called H-costable if δ(I) ⊂ I ⊗ H . This makes sense since
I ⊗H is embedded into A⊗H by the K-projectivity of H . If I is H-costable then
δ : A → A ⊗H induces a ring homomorphism A/I → A/I ⊗H which makes A/I
into an H-comodule algebra.
If q ∈ SpecK then Hq = Kq⊗H is a free module over the local ring Kq. Denote
by rkqH its rank. If rkqH does not depend on q, then H is K-projective of constant
rank.
Lemma 1.2. One has K ∼=
∏
Ki, H ∼=
∏
Hi, A ∼=
∏
Ai where the products are
taken over a finite set of indices, each Ki is a commutative ring, Hi is a Hopf
algebra over Ki which is Ki-projective of constant rank, and Ai is an Hi-comodule
algebra. Moreover, AH ∼=
∏
AHii .
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Proof. For each i > 0 the subset Xi = {q ∈ SpecK | rkqH = i} is open in SpecK
[4, Ch. II, §5, Th. 1]. Now SpecK is a finite disjoint union of these subsets Xi, where
we remove the empty subsets. By [4, Ch. II, §4, Prop. 15] K contains a family of
orthogonal idempotents {ei} such that
∑
ei = 1 and Xi = {q ∈ SpecK | 1−ei ∈ q}
for each i. If V is any K-module then V ∼=
∏
Vi where Vi = V/(1− ei)V . This gives
the first three isomorphisms of the lemma. Similarly, A⊗H ∼=
∏
(Ai ⊗Hi) and the
map δ : A→ A⊗H is compatible with the cartesian products. Hence the assertion
about AH . 
As is well known, the dual H∗ = HomK(H,K) of H is a Hopf algebra in a
natural way. The H-comodule structures are in a bijective correspondence with the
left H∗-module structures [24, Prop. 1]. The operator giving the action of ξ ∈ H∗
on an H-comodule M can be written as the composite
Lξ :M
δ
−→M ⊗H
id⊗ξ
−−−−→M ⊗K ∼=M. (1.2)
One sees that MH = {v ∈ M | (H∗)+v = 0} where (H∗)+ = {ξ ∈ H∗ | ξ(1) = 0}.
We may regard H as a right H-comodule via ∆.
Lemma 1.3. H is a finitely generated projective H∗-module with respect to the
corresponding action of H∗.
Proof. By [24, Prop. 2, Lemma 2, Prop. 3] with H and H∗ interchanged the set of
left integrals P (H) = {x ∈ H | hx = ε(h)x for all h ∈ H} is a rank one projective
K-module and the map H∗ ⊗ P (H) → H defined by the rule ξ ⊗ x 7→ Lξ(x) is
bijective. Clearly H∗ ⊗ P (H) is a finitely projective H∗-module. 
A reduction of the base ring to a field is one of our tools. We will need several
facts from earlier work. Assume until the end of this section that K is a field and
H is a finite dimensional Hopf algebra. A left (respectively, right) coideal subalgebra
B ⊂ H is a subalgebra satisfying ∆(B) ⊂ H ⊗B (respectively, ∆(B) ⊂ B ⊗H). If
H is cocommutative then the two inclusions are equivalent to one another, and so
every left coideal subalgebra of H is a Hopf subalgebra. The next result is due to
Masuoka [18, (2.1)]:
Proposition 1.4. Suppose that B ⊂ H is a right coideal subalgebra. Then B is
Frobenius if and only if H is left and right B-free.
Proposition 1.5. Every commutative right coideal subalgebra B ⊂ H is Frobenius,
and so H is a free B-module from either side.
This is contained in Koppinen’s paper [15, Cor. 2.5] where the result is attributed
to the referee.
Proposition 1.6. Suppose that B ⊂ H is a Frobenius right coideal subalgebra and
B+ = {b ∈ B | ε(b) = 0}. Then:
(i) C = (H/HB+)∗ is a Frobenius left coideal subalgebra of H∗;
(ii) B ∼= (H∗/C+H∗)∗ where C+ = {ξ ∈ C | ξ(1) = 0};
(iii) The category MHB is equivalent to the category of C-modules.
This is a version of Masuoka’s result [18, (2.10)] where a similar relationship
between the right coideal subalgebras in both H and H∗ is described. One connects
the two formulations by taking the opposite multiplications in A andH and applying
[18, (1.1), (1.2)].
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2. Characteristic polynomials and integrality over invariants
Suppose that A is any commutative ring and U is an associative A-algebra such
that U is projective of constant rank n as an A-module. In this case one can define
the norm NU/A(u) ∈ A for every u ∈ U [3, Ch. III, §9], [4, Ch. II, §5, Exercise 9]. In
fact, if U has a basis e1, . . . , en over A, then uej =
∑n
i=1 aijei with coefficients in A,
and NU/A(u) is the determinant of the square matrix with entries aij , 1 ≤ i, j ≤ n.
In general one can pass to localizations Us and As with respect to multiplicatively
closed subsets {si | i ≥ 0} where s ∈ A. There exist a finite number of elements
s1, . . . , sm ∈ A which generate the whole A as an ideal and such that Usi is free
of rank n over Asi for each i = 1, . . . ,m. If ui denotes the image of u in Usi , then
NUsi/Asi (ui) ∈ Asi is defined, and any two of these norms corresponding to a pair
of indices i, j have the same image in Asisj . Then this collection of elements in
localizations can be glued to an element NU/A(u) ∈ A using the well known exact
sequence
0→ A→
∏
i
Asi ⇒
∏
i,j
Asisj .
The characteristic polynomial of u is obtained by adjoining an indeterminate t as
PU/A(u, t) = NU [t]/A[t](t− u) ∈ A[t].
In particular, (−1)nNU/A(u) is the coefficient of t
0 in PU/A(u, t). The well known
properties of the characteristic polynomials and the norm are listed below:
(P1) PU/A(u, u) = 0 (the substitution of u for t);
(P2) PV/A(ϕu, t) = PU/A(u, t) when ϕ : U → V is an isomorphism of A-algebras;
(P3) PB⊗AU/B(1⊗ u, t) = γ
tPU/A(u, t) where γ : A→ B is a homomorphism of
commutative rings and γt : A[t]→ B[t] is its extension such that t 7→ t;
(P4) If V ⊂ U is an A-subalgebra such that V is projective as an A-module and
U is free, say of rank r, as a left V -module, then PU/A(u, t) = PV/A(u, t)
r for every
u ∈ V ;
(P5) If a ∈ A then PU/A(a, t) = (t− a)
n;
(P6) If A is a field and dimA U = n, then the equality PU/A(u, t) = t
n is a
necessary and sufficient condition for u ∈ U to be nilpotent;
(P7) An element u is invertible in U if and only if NU/A(u) is invertible in A.
Suppose further that A is a commutative H-comodule algebra as was specified
in section 1. Given a ring homomorphism α : A→ E into a field E, define
Aα = (E ⊗ 1) · δα(A) ⊂ E ⊗H (2.1)
where δα is the composite
A
δ
−→ A⊗H
α⊗id
−−−−→ E ⊗H. (2.2)
Lemma 2.1. Aα is a right coideal subalgebra of the Hopf algebra E ⊗H over E. If
∆E denotes the map id⊗∆ : E ⊗H → E ⊗H ⊗H, then
(δα ⊗ id) ◦ δ = ∆E ◦ δα . (2.3)
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Proof. Since δ is a ring homomorphism, so too is δα, whence Aα is a subalgebra of
E ⊗H . Formula (2.3) is seen from the commutative diagram
A
δ
−−−−−−−→ A⊗H
α⊗id
−−−−−−−−−−→ E ⊗Hyδ
yid⊗∆
yid⊗∆
A⊗H
δ⊗id
−−−→ A⊗H ⊗H
α⊗id⊗ id
−−−−−−→ E ⊗H ⊗H.
It follows from (2.3) that ∆E(Aα) ⊂ Aα ⊗ H . Under the canonical identification
(E ⊗H)⊗E (E ⊗H) ∼= E ⊗H ⊗H , the comultiplication in E ⊗H is precisely ∆E .
Hence Aα is a right coideal. 
Remark. One can also view E ⊗ H as an H-comodule algebra with respect to
∆E and Aα as its H-comodule subalgebra. Formula (2.3) says that δα : A→ E⊗H
is a homomorphism of H-comodule algebras.
Lemma 2.2. Suppose that B ⊂ C is an extension of commutative rings such that B
is Artinian and C is B-projective. If M is a C-module such that M is B-projective
and M/nM is free of rank r over C/nC for every maximal ideal n of B where r
does not depend on n, then M is free of rank r over C.
Proof. Let J be the Jacobson radical of B. Then B/J ∼=
∏
B/n, the product over the
finitely many maximal ideals of B. Furthermore, C/JC ∼=
∏
C/nC and M/JM ∼=∏
M/nM [4, Ch. II, §1, Prop. 6]. It follows from the hypotheses of the lemma that
M/JM is a free C/JC-module of rank r. Let F be a free C-module of rank r.
There exists then a homomorphism of C-modules ϕ : F → M which induces an
isomorphism F/JF ∼=M/JM . Since J is a nilpotent ideal of B, we conclude that ϕ
is surjective [4, Ch. II, §3, Cor. 1 to Prop. 4]. Put N = kerϕ. By the B-projectivity
of M the exactness of sequence 0 → N → F → M → 0 is preserved when passing
to reductions modulo J . Hence N/JN = 0, and N = 0 by Nakayama’s Lemma.
Thus ϕ is an isomorphism. 
The ring A ⊗ H contains A ⊗ 1 in its center. Hence we may view A ⊗ H as
an A-algebra using the canonical homomorphism A → A ⊗ 1. Since H is finitely
projectiveK-module, so too is A⊗H as an A-module. IfH is a projectiveK-module
of rank n, the A-module A ⊗H has rank n as well. In this case the characteristic
polynomial PA⊗H/A(u, t) ∈ A[t] is defined for every u ∈ A⊗H .
Proposition 2.3. Suppose that K is a field. If b ∈ B where B is a commutative
right coideal subalgebra of H, then PB⊗H/B(∆b, t) = PH/K(b, t).
The conclusion of this proposition means, in particular, that the first polynomial
has all coefficients in K ⊂ B.
Proof. We regard B⊗H as a B-algebra in accordance with the previous explanation.
By Proposition 1.5H is free overB with respect to the action by left multiplications.
Let r = rkB H . Put C = (B ⊗ 1) · ∆(B) ⊂ B ⊗ H . Since ∆ : B → B ⊗ H is a
ring homomorphism, C is a commutative B-subalgebra of B ⊗ H . We will prove
first that B ⊗ H is a free C-module of rank r with respect to the action by left
multiplications.
Define Φ : B⊗B → B⊗H by Φ(a⊗b) = (a⊗1)·∆b for a, b ∈ B. Then Φ is a ring
homomorphism and ImΦ = C. Since B is commutative and H is a free B-module
of finite rank, B is a B-module direct summand of H [4, Ch. II, §5, Excersize 4].
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Let ψ : H → B be a retraction, so that ψ(1) = 1 and ψ(bh) = bψ(h) for all b ∈ B
and h ∈ H . Define Ψ : B ⊗H → B ⊗B by Ψ(a⊗ h) =
∑
(h) aψ(σh
′)⊗ h′′. Then
Ψ(∆b) =
∑
(b)
b′ψ(σb′′)⊗ b′′′ =
∑
(b)
ψ(b′ · σb′′)⊗ b′′′ =
∑
(b)
ε(b′)ψ(1)⊗ b′′ = 1⊗ b.
for b ∈ B. This shows that Ψ ◦ Φ = id. In particular, Φ is a ring isomorphism of
B ⊗B onto C. We have also B ⊗H = C ⊕ kerΨ. Both Φ and Ψ are B-linear with
respect to the actions of B on the first tensorands. Then C is a B-module direct
summand of B ⊗H . Let n be a maximal ideal of B and E = B/n its residue field.
The embedding of C into B⊗H induces an injective homomorphism of E-algebras
C/nC → (B ⊗H)/n(B ⊗H) ∼= E ⊗H.
The image of the latter coincides with Bβ where β : B → E is the canonical projec-
tion and Bβ is defined as in (2.1). By Lemma 2.1 Bβ is a right coideal subalgebra of
E⊗H , and by Proposition 1.5 E⊗H is free over Bβ. Now the reduction of Φ modulo
n gives an E-linear bijection E ⊗B ∼= C/nC ∼= Bβ . Hence dimE Bβ = dimK B, and
so
rkBβ E ⊗H = dimE(E ⊗H)/ dimE Bβ = dimK H/ dimK B = r.
We see that the hypotheses of Lemma 2.2 are fulfilled for M = B⊗H , yielding the
desired freeness.
Let b ∈ B, and so ∆b ∈ C. Applying successively (P4), (P2), (P3) and (P4)
again, we find
PB⊗H/B(∆b, t) = PC/B(∆b, t)
r = PB⊗B/B⊗1(1⊗ b, t)
r = PB/K(b, t)
r = PH/K(b, t).

Lemma 2.4. Suppose that α : A → E is a ring homomorphism into a field E. If
b = δα(a) where a ∈ A, then
PAα⊗H/Aα(∆Eb, t) = PE⊗H/E(b, t). (2.4)
Proof. Apply Proposition 2.3 to the Hopf algebra E ⊗ H over the field E and its
right coideal subalgebra B = Aα (see Lemma 2.1). 
When H is K-projective of constant rank, we say that A has invariant char-
acteristic polynomials if PA⊗H/A(δa, t) has all coefficients in A
H for every a ∈ A.
When the rank of H is not constant, we say that A has invariant characteristic
polynomials if so do the Hi-comodule algebras Ai in the cartesian product decom-
position of Lemma 1.2. In case of a commutative H the invariance of characteristic
polynomials for any A was proved in [7, Ch. III, §12] and [22, Ch. III, §2]. If H is not
commutative, additional assumptions are needed. The largest H-costable nil ideal
of A will be called the H-radical of A. We say that A is H-reduced if its H-radical
is equal to (0).
Theorem 2.5. If A is H-reduced or, more generally, if there exists a homomorphism
of commutative H-comodule algebras ϕ : A′ → A such that A′ is H-reduced and
A = ϕ(A′)AH then A has invariant characteristic polynomials.
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Proof. Consider first the case where A is H-reduced. The Hi-comodule algebras Ai
in Lemma 1.2 are then Hi-reduced too. So we may assume without loss of generality
that H is K-projective of constant rank.
Suppose that α : A→ E is a ring homomorphism into a field E. Define δα as in
(2.2), and let λα = ι ◦ α where ι : E → E ⊗H is given by c 7→ c⊗ 1. Both δα and
λα take values in Aα. We first prove that
δtαPA⊗H/A(δa, t) = λ
t
αPA⊗H/A(δa, t) in Aα[t]. (2.5)
If γ : A→ Aα is any ring homomorphism then
γtPA⊗H/A(δa, t) = PAα⊗H/Aα
(
(γ ⊗ id)δa, t
)
.
by (P3) since Aα ⊗A (A⊗H) ∼= Aα ⊗H and the element 1⊗ u, where u ∈ A⊗H ,
corresponds under this isomorphism to (γ⊗ id)u ∈ Aα⊗H . In case γ = δα, denoting
b = δα(a) and using (2.3), (2.4), we obtain
δtαPA⊗H/A(δa, t) = PAα⊗H/Aα(∆Eb, t) = PE⊗H/E(b, t).
In case γ = λα we have (γ ⊗ id) ◦ δ = (ι ⊗ id) ◦ δα, whence (γ ⊗ id)δa = (ι ⊗ id)b.
An application of (P3) for the ring homomorphism ι : E → Aα yields
λtαPA⊗H/A(δa, t) = PAα⊗H/Aα
(
(ι⊗ id)b, t
)
= PE⊗H/E(b, t).
Thus (2.5) is proved. Let PA⊗H/A(δa, t) =
∑n
i=0 cit
i with c0, . . . , cn ∈ A. If
p = kerα then the sequence
0 −→ p⊗H −→ A⊗H
α⊗id
−−−−→ E ⊗H
is exact by K-projectivity of H . Formula (2.5) means that δα(ci) = λα(ci), whence
δci − ci ⊗ 1 ∈ ker(α ⊗ id) = p ⊗ H for each i. This can be rewritten in terms of
the H∗-module structure on A as ξci − ξ(1)ci ∈ p for all ξ ∈ H
∗, or (H∗)+ci ⊂ p.
These inclusions hold for every p ∈ SpecA since any prime ideal p is the kernel of
a homomorphism into a field. Put J = AV where V =
∑n
i=0(H
∗)+ci. By the above
J is contained in the nil radical of A. Since (H∗)+ is an ideal of H∗, it is clear that
V is an H∗-submodule of A, whence so too is J . In other words, J is an H-costable
nil ideal of A. It follows that J = 0 by the assumption on A. Thus (H∗)+ci = 0,
and so ci ∈ A
H .
If I is an H-costable ideal of A and π : A→ A = A/I is the canonical projection
then δ ◦ π = (π⊗ id) ◦ δ, and so PA⊗H/A(δπa, t) = π
tPA⊗H/A(δa, t) for every a ∈ A
by (P3). This polynomial has all coefficients in π(AH) ⊂ (A/I)H . Thus A/I has
invariant characteristic polynomials.
Consider now the general case of Theorem 2.5. Suppose that ϕ is given. If ϕ is
surjective, then we are done by the previous step. Otherwise consider the polynomial
algebra A′′ = A′[X ] where X is any set of indeterminates. Extend δ : A′ → A′ ⊗H
to a ring homomorphism A′′ → A′′ ⊗ H setting δ(x) = x ⊗ 1 for all x ∈ X . This
makes A′′ into an H-comodule commutative algebra. Denote by R the H-radical of
A′′. Each f ∈ R is nilpotent, whence all coefficients of f are nilpotent [3, Ch. IV, §1,
Prop. 9]. For every monomial y in x’s denote by Ry ⊂ A
′ the subset consisting of all
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elements occurring as a coefficient of y in some f ∈ R. Clearly Ry is a nil ideal of A
′.
Since R is H-costable, so too is Ry. It follows that Ry = 0 since A
′ is H-reduced. As
this holds for every monomial y, we conclude that R = 0. Thus A′′ is H-reduced.
We can extend ϕ to a homomorphism of H-comodule algebras ψ : A′′ → A sending
each x ∈ X to an arbitrary element of AH . Taking the set X big enough, we can
thus obtain a surjective homomorphism ψ. As have been pointed out already, this
suffices to complete the proof. 
Proposition 2.6. Suppose that A has invariant characteristic polynomials and m
is a positive integer such that rkqH divides m for every q ∈ SpecK. If a ∈ (A/I)
H
where I is an H-costable ideal of A then
(
m
j
)
aj belongs to the image of the canonical
map AH → (A/I)H for every j = 0, . . . ,m.
Proof. Lemma 1.2 gives decompositions AH ∼=
∏
AHii and (A/I)
H ∼=
∏
(Ai/Ii)
Hi
where each Ii is an Hi-costable ideal of Ai. The assumption on m means that
m is divisible by the ranks of the projective Ki-modules Hi for all i occurring
here. So it suffices to prove the assertion of the proposition for the canonical maps
AHii → (Ai/Ii)
Hi . We may assume therefore thatH has constant rank n andm = dn
for some integer d > 0.
Let π : A → A = A/I denote the canonical projection, and let a ∈ A be any
representative of a. By (P3) and (P5)
πtPA⊗H/A(δa, t) = PA⊗H/A(δa, t) = PA⊗H/A(a⊗ 1, t) = (t− a)
n.
Thus
(
n
l
)
(−a)l = π(cn−l) for l = 0, . . . , n where
∑n
l=0 clt
l = PA⊗H/A(δa, t). By the
hypothesis c0, . . . , cn ∈ A
H . Now
m∑
j=0
(
m
j
)
ajtm−j = (t+ a)m = (t+ a)dn =
( n∑
l=0
(
n
l
)
altn−l
)d
,
and therefore the elements
(
m
j
)
aj with j = 0, . . . ,m belong to the subalgebra of
A/I generated by the images of c0, . . . , cn. 
Remark. In particular, am is in the image of AH → (A/I)H for every a ∈ (A/I)H .
This can be regarded as a geometric reductivity of finite Hopf algebras. Classically,
the geometric reductivity is a property of a reductive algebraic groupG over a field of
characteristic p > 0 which serves as a substitute for linear reductivity [21], [12]. One
of its formulations is as follows: if G operates rationally on a commutative algebra
A as a group of automorphisms and I is a G-stable ideal of A, then for every G-
invariant a ∈ (A/I)G there exists an integerm > 0 such that am has a representative
in AG. The geometric reductivity of finite group schemes is a byproduct of the norm
[29].
Proposition 2.7. A is integral over AH in any of the following two cases:
(a) A has invariant characteristic polynomials,
(b) the H-radical R of A is Z-torsion.
Proof. (a) It suffices to show that each Ai in Lemma 1.2 is integral over A
Hi
i by
[4, Ch. V, §1, Prop. 3]. So we may assume without loss of generality that H is
K-projective of constant rank n. Given a ∈ A, let PA⊗H/A(δa, t) =
∑n
i=0 cit
i. By
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the hypothesis c0, . . . , cn ∈ A
H . Property (P1) ensures that
∑n
i=0(ci ⊗ 1)(δa)
i = 0
in A ⊗ H . Applying the ring homomorphism id⊗ε : A ⊗ H → A to both sides of
this equality, we get
∑n
i=0 cia
i = 0 since (id⊗ε) ◦ δ = id. Here cn = 1, and so a is
integral over AH .
(b) The H-comodule algebra A/R is H-reduced, and so A/R has invariant char-
acteristic polynomials by Theorem 2.5. Thus A/R is integral over (A/R)H by case
(a). Let B ⊂ A denote the preimage of (A/R)H with respect to the canonical map
A→ A/R. Clearly B is a subalgebra of A containing AH and A is integral over B.
It remains to prove that B is integral over AH [4, Ch. V, §1, Prop. 6]. Let b ∈ B.
In view of the exact sequence
R⊗H → A⊗H → (A/R)⊗H → 0
the element δb− b⊗ 1 ∈ A⊗H which goes to 0 in (A/R)⊗H belongs to the image
of R⊗H . Thus δb = b⊗ 1+x where x = x1⊗ h1+ . . .+ xl⊗hl with x1, . . . , xl ∈ R
and h1, . . . , hl ∈ H . Since R is a nil ideal, the ideal of A generated by finitely many
x1, . . . , xl is nilpotent. There exists therefore an integer n > 0 such that x
n = 0. By
the hypothesis there exists an integer e > 0 such that exj = 0 for all j, hence also
ex = 0. Take an integer m > 0 such that e divides all binomial coefficients
(
m
i
)
for
i = 1, . . . , n (for instance, m = e · n! will do). Noting that b ⊗ 1 is central in the
algebra A ⊗H , we obtain δ(bm) = (δb)m =
∑m
i=0
(
m
i
)
(bm−i ⊗ 1)xi = bm ⊗ 1. This
shows that bm ∈ AH . Hence b is integral over the subring AH . 
Remark. If A is an algebra over a field of characteristic p > 0 then condition (b)
is fulfilled since pA = 0.
3. The orbital subalgebras and the quotient map
For each p ∈ SpecA denote by k(p) the residue field of the local ring Ap. The
same notation will be used for commutative rings other than A. Let αp : A→ k(p)
be the canonical ring homomorphism. Denote by O(p) the commutative right coideal
subalgebra Aαp of the Hopf algebra k(p)⊗H over k(p) defined in (2.1). We call O(p)
the orbital subalgebra associated with p. In geometric terms SpecO(p) is isomorphic
with a closed subscheme of Spec k(p)×SpecK SpecA; when H is commutative and
G = SpecH , this subscheme is called the G-orbit of p. Let δp = δαp as in (2.2).
Thus δp is a ring homomorphism A→ k(p)⊗H and O(p) = (k(p)⊗ 1) · δp(A).
Lemma 3.1. The kernel of δp is the largest H-costable ideal of A contained in p.
Proof. In view of Lemma 2.1 δp is a homomorphism of H-comodule algebras. Hence
ker δp is an H-costable ideal of A. The composite of two arrows at the top of
commutative diagram
A
δ
−→ A⊗H
αp⊗id
−−−−−→ k(p)⊗H

idց
yid⊗ε
yid⊗ε
A
αp
−−−−−−−−→ k(p)
(3.1)
equals δp, whence (id⊗ε) ◦ δp = αp. This yields ker δp ⊂ kerαp = p. If I is any
H-costable ideal of A and I ⊂ p, then δp(I) ⊂ (αp ⊗ id)(I ⊗H) = 0. 
Lemma 3.2. Let γ : A → B be a homomorphism of commutative H-comodule
algebras, and let p = γ−1(q) where q ∈ SpecB. Then:
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(i) (γ ⊗ id) ◦ δp = δq ◦ γ where γ : k(p)→ k(q) is induced by γ.
(ii) k(q)⊗k(p) O(p) is canonically embedded into O(q) as a k(q)-subalgebra.
(iii) If B = γ(A)BH then O(q) ∼= k(q)⊗k(p) O(p).
(iv) If γa1, . . . , γad generate B as a B
H-module for some a1, . . . , ad ∈ A, then
δpa1, . . . , δpad span O(p) over k(p).
Proof. Part (i) is seen from the commutative diagram below in which the composite
of maps at the top equals δp and that at the bottom equals δq:
A
δ
−−−→ A⊗H
αp⊗id
−−−−−−→ k(p)⊗Hyγ yγ⊗id
yγ⊗id
B
δ
−−−→ B ⊗H
αq⊗id
−−−−−−→ k(q)⊗H.
(ii) The inclusion of O(p) in k(p)⊗H induces an embedding of k(q)-algebras
ϕ : k(q)⊗k(p) O(p)→ k(q)⊗k(p)
(
k(p)⊗H
)
∼= k(q)⊗H.
If a ∈ A, then ϕ(1 ⊗ δpa) = (γ ⊗ id)(δpa) = δq(γa). This shows that imϕ ⊂ O(q).
(iii) By the computation in (ii) δq(γa) ∈ imϕ for all a ∈ A. If b ∈ B
H then
δqb = αq(b) ⊗ 1 ∈ imϕ as well. Hence δq(B) ⊂ imϕ provided that B = γ(A)B
H .
By the definition O(q) = (k(q)⊗ 1) · δq(B) ⊂ imϕ.
(iv) The hypothesis of (iii) is fulfilled, so that ϕ is an isomorphism. Repeating
the arguments in (iii), we obtain, more precisely, that O(q) is spanned over k(q) by
δq(γa1), . . . , δq(γad) which are the images of 1 ⊗ δpa1, . . . , 1 ⊗ δpad under ϕ. Thus
O(q) = ϕ
(
k(q) ⊗k(p)V
)
where V ⊂ O(p) is the k(p)-linear span of δpa1, . . . , δpad,
and so V = O(p). 
Remark. If B = γ(A)BH and γ is an isomorphism k(p) ∼= k(q), then O(p) ∼=
O(q). This is the case when B is either A/I with I an H-costable ideal of A or
B = S−1A with S a multiplicatively closed subset of AH and γ is the canonical
homomorphism in both cases. The same is true when γ is a composite of homomor-
phisms of these two types.
The embedding AH → A induces a map π : SpecA → SpecAH defined by the
rule p 7→ p ∩ AH for each prime ideal p of A. In the case when H is commutative,
SpecAH coincides with the quotient SpecA/ SpecH considered in [7], [22]. The
known results describing the properties of π can be extended to noncommutative
Hopf algebras H .
In the rest of this section we assume that A has invariant characteristic poly-
nomials. Note that the integrality of A over AH (Proposition 2.7) implies that π is
surjective and closed, that is, π maps closed subsets of SpecA onto closed subsets
of SpecAH [4, Ch. V, §2, Th. 1, Remark 2]. A less obvious property is the openness
of π (the open subsets of SpecA are mapped onto open subsets of SpecAH).
Theorem 3.3. Let p ∈ SpecA. Then:
(i) There are only finitely many p′ ∈ SpecA such that p′ ∩AH = p∩AH . These
are precisely the ideals p′ = δ−1p (m) for some maximal ideal m of O(p).
(ii) The map π : SpecA→ SpecAH is open.
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(iii) If q′ ∈ SpecAH satisfies q′ ⊂ p∩AH then q′ = p′∩AH for some p′ ∈ SpecA
such that p′ ⊂ p (Going-down property).
Proof. In view of Lemma 1.2 the proof is reduced to the case whereH isK-projective
of constant rank n.
(i) Put q = p ∩ AH . Suppose that p′ = δ−1p (m) where m is a maximal ideal of
O(p). Then p′ is a prime ideal of A. Given a ∈ AH , we have δp(a) = αp(a)⊗1. Since
k(p)⊗1 is a subfield in O(p), it has zero intersection with m. Hence δp(a) ∈ m if and
only if αp(a) = 0, that is, a ∈ p
′ if and only if a ∈ p. This shows that p′ ∩ AH = q.
Suppose now that p′ is any prime ideal of A such that p′∩AH = q. Let m1, . . . ,ms
be all maximal ideals of the finite dimensional algebra O(p), and put pj = δ
−1
p (mj).
Suppose that p′ 6⊂ pj for every j. Then p
′ 6⊂ p1 ∪ . . .∪ ps by [4, Ch. II, §1, Prop. 1].
Take any a ∈ p′ outside of every pj and consider PA⊗H/A(δa, t) =
∑n
i=0 cit
n−i.
By the assumption ci ∈ A
H for all i. Note that cn = (−1)
nNA⊗H/A(δa). As∑n
i=0 cia
n−i = 0 (case (a) of Proposition 2.7), we have cn ∈ aA ⊂ p
′. Hence
cn ∈ q, and αp(cn) = 0. On the other hand αp(cn) = (−1)
nNk(p)⊗H/k(p)(δpa) by
(P3). By the choice of a the element δpa belongs to none of m1, . . . ,ms and therefore
is invertible in O(p). Then δpa is invertible also in k(p) ⊗H , and (P7) shows that
αp(cn) is invertible in k(p), yielding a contradiction. Thus p
′ ⊂ pj for at least one
j. Now pj ∩A
H = q by the previous step in the proof, and the integrality of A over
AH implies that p′ = pj [4, Ch. V, §2, Cor. 1 to Lemma 2].
(ii) For a ∈ A put Da = {p ∈ SpecA | a /∈ p}. The subsets Da form a base of
topology on SpecA. So it suffices to prove that π(Da) is an open subset of SpecA
H
for each a. Let PA⊗H/A(δa, t) =
∑n
i=0 cit
n−i, so that ci ∈ A
H for all i. Denote by
Ia the ideal of A
H generated by c1, . . . , cn. We will show that
π(Da) = {q ∈ SpecA
H | Ia 6⊂ q}. (3.2)
Suppose that p ∈ SpecA. If c1, . . . , cn ∈ p then a
n = −
∑n
i=1 cia
n−i ∈ p, whence
a ∈ p. Therefore a /∈ p implies Ia 6⊂ p ∩ A
H .
Suppose that q ∈ SpecAH . Let p ∈ SpecA be any prime ideal lying above
q. Denote by m1, . . . ,ms all maximal ideals of O(p), and put pj = δ
−1
p (mj). By (i)
pj∩A
H = q for each j. Suppose that a ∈ pj for all j. Then δpa ∈ mj for all j, whence
δpa is a nilpotent element of O(p). Property (P6) yields Pk(p)⊗H/k(p)(δpa) = t
n. On
the other hand Pk(p)⊗H/k(p)(δpa, t) = α
t
pPA⊗H/A(δa, t) by (P3), and it follows that
αp(ci) = 0, that is, ci ∈ p for each i = 1, . . . , n. Thus Ia 6⊂ q implies that a /∈ pj for
at least one j. This proves (3.2), and the openness of π(Da) is clear.
Part (iii) is an easy consequence of (i) and (ii). Denote by p1, . . . , pr ∈ SpecA
all prime ideals lying above q′. For each j = 1, . . . , r consider the open subset
Uj ⊂ SpecA consisting of those prime ideals of A which do not contain pj. The
intersection U = U1 ∩ · · · ∩Ur is also open in SpecA. Now π(U) is open in SpecA
H
by (ii), and q′ /∈ π(U) by the choice of p1, . . . , pr. Put q = p ∩ A
H . Since q′ ⊂ q, we
get q /∈ π(U) as well. Hence p /∈ U . It follows that pj ⊂ p for at least one j, and we
may take p′ = pj . 
For p ∈ SpecA denote by dimO(p) the dimension of O(p) as a vector space over
k(p). We say that p is H-regular if dimO(p′) = dimO(p) for all p′ in a suitable
neighbourhood of p in SpecA.
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Lemma 3.4. Suppose that δpa1, . . . , δpad are a basis for O(p) over k(p) where
a1, . . . , ad ∈ A. Then:
(i) If p′∩AH = p∩AH for p′ ∈ SpecA then δp′a1, . . . , δp′ad are a basis for O(p
′)
over k(p′).
(ii) There exists a neighbourhood U of p in SpecA such that δp′a1, . . . , δp′ad are
linearly independent over k(p′) for each p′ ∈ U .
(iii) If p is H-regular, then there exists s ∈ AH r p such that δp′a1, . . . , δp′ad are
a basis for O(p′) over k(p′) whenever p′ ∈ SpecA and s /∈ p′.
Proof. (i) By Theorem 3.3 p′ = δ−1p (m) for some maximal ideal m of O(p). We
apply Lemma 3.2 taking B = O(p), γ = δp, q = m, and p
′ in place of p. Note that
k(p)⊗1 ⊂ BH . Hence the hypothesis in (iv) of Lemma 3.2 is fulfilled, and we deduce
that δp′a1, . . . , δp′ad span O(p
′) over k(p′). It follows that dimO(p′) ≤ dimO(p).
By symmetry between p and p′ there is also the opposite inequality, which gives
dimO(p′) = d.
(ii) There exist k(p)-linear functions ξ1, . . . , ξd : k(p) ⊗ H → k(p) such that
ξi(δpaj) is 1 when i = j and 0 otherwise. Since H is a finitely projective K-module,
we have
Homk(p)
(
k(p)⊗H, k(p)
)
∼= HomK
(
H, k(p)
)
∼= k(p)⊗H∗.
We can find therefore η1, . . . , ηd ∈ H
∗ such that the d × d matrix with entries
(id⊗ηi)(δpaj) ∈ k(p) is invertible. Denote by M and M(p
′), where p′ ∈ SpecA,
the d × d matrices with entries (id⊗ηi)(δaj) ∈ A and (id⊗ηi)(δp′aj) ∈ k(p
′),
respectively. Thus M(p′) is obtained by applying αp′ to all entries of M . Put
u = detM ∈ A. Then αp′(u) = detM(p
′), and so M(p′) is invertible if and only if
u /∈ p′. In particular, u /∈ p. If u /∈ p′ then δp′a1, . . . , δp′ad are linearly independent
over k(p′). The set Du = {p
′ ∈ SpecA | u /∈ p′} is the required open neighbourhood
of p in SpecA.
(iii) Let U be as in (ii). Taking a smaller neighbourhood, if necessary, we may
assume that dimO(p′) = dimO(p) for all p′ ∈ U . Then δp′a1, . . . , δp′ad are a basis
for O(p′) over k(p′) whenever p′ ∈ U . By Theorem 3.3 π(U) is a neighbourhood of
q = p ∩ AH in SpecAH . There exists s ∈ AH such that q ∈ Ds ⊂ π(U) where Ds
is the subset of prime ideals of AH not containing s. If p′ ∈ SpecA and s /∈ p′ then
p′ ∩AH = p′′ ∩AH for some p′′ ∈ U . Applying (i) with p′′ in place of p, we get the
desired conclusion. 
Proposition 3.5. (i) The function p 7→ dimO(p) is lower semicontinuous, that is,
for each integer m the subset {p ∈ SpecA | dimO(p) ≥ m} is open in SpecA.
(ii) The subset of all H-regular prime ideals is dense and open in SpecA.
(iii) If p′ ∩ AH = p ∩ AH for p, p′ ∈ SpecA then dimO(p′) = dimO(p). For p′
to be H-regular, it is necessary and sufficient that so be p.
Proof. (i) Clear from Lemma 3.4(ii).
(ii) The openness property is clear from the definition. Suppose that U ⊂ SpecA
is any nonempty open subset. Put m = maxp∈U dimO(p). This maximum makes
sense since dimO(p) ≤ n for every p where n is the number of generators for H as a
K-module. The subset V = {p ∈ SpecA | dimO(p) ≥ m} is open by (i). Now U ∩V
is nonempty and consists of H-regular primes. This verifies the density property.
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(iii) The equality of dimensions is proved in Lemma 3.4(i). If p is H-regular and
s is as in Lemma 3.4(iii), then U = {p′′ ∈ SpecA | s /∈ p′′} is a neighbourhood of p′
in SpecA such that the algebras O(p′′) have the same dimension for all p′′ ∈ U . In
this case p′ is H-regular. 
Lemma 3.6. Suppose that AH is local with a maximal ideal q. If there exists an
H-regular p ∈ SpecA lying above q then all prime ideals of A are H-regular.
Proof. If p′ is any maximal ideal of A then p′ ∩AH = q since A is integral over AH .
Then all maximal ideals of A are H-regular by Proposition 3.5(iii), and so are all
prime ideals by (ii). 
4. Projectivity over the subring of invariants
We say that A is H-simple if A has no nonzero proper H-costable ideals.
Lemma 4.1. Suppose that A is H-simple. Then AH is a field and A is finite
dimensional over AH . If p ∈ SpecA and a1, . . . , ad ∈ A are such that δpa1, . . . , δpad
form a basis for O(p) over k(p) then a1, . . . , ad are a basis for A over A
H .
Proof. The hypothesis means that A is a simple object of MHA . Every A-module
endomorphism of A is obtained by the rule a 7→ ca for some c ∈ A. In order that
this map A → A commute with the coaction of H , it is necessary and sufficient
that c ∈ AH . In other words AH is identified with the endomorphism ring of A
as an object of MHA . By Schur’s lemma A
H is a field. Given p, the field AH is
embedded in k(p). We may regard A′ = k(p)⊗AH A as an object of M
H
A using the
operations on the second tensorand. Thus k(p)⊗ 1 ⊂ A′H . Taking any basis of k(p)
over AH , we present A′ as a direct sum of copies of A. Hence A′ is a semisimple
object ofMHA , and every its subobject is a sum of simple subobjects isomorphic to
A. Now any morphism A→ A′ in MHA is of the form a 7→ c⊗ a for some c ∈ k(p).
So it follows that every subobject of A′ is of the form V ⊗AH A where V ⊂ k(p)
is an AH -subspace. Denote by ϕ : A′ → k(p) ⊗ H the k(p)-linear map extending
δp : A → k(p) ⊗ H . Then ϕ is a homomorphism of H-comodule algebras, and so
I = kerϕ is an H-costable ideal of A′. Hence I is a subobject of A′ in MHA . We
deduce that I = V ⊗AH A for some V as above. On the other hand, ϕ is injective
on k(p) ⊗ 1. Since V ⊗ 1 ⊂ I, we get V = 0. Thus ϕ is injective. The image of ϕ
coincides with O(p) by the definition. If δpa1, . . . , δpad form a basis for O(p) over
k(p) then 1⊗ a1, . . . , 1⊗ ad form a basis for A
′ over k(p), and the final assertion is
clear. 
Lemma 4.2. Suppose that A has a maximal ideal p which contains no nonzero
H-costable ideals of A. Then A is H-simple.
Proof. The H-radical of A is contained in every prime ideal of A. The hypothesis of
the lemma implies therefore that A is H-reduced. By Theorem 2.5 A is integral over
AH . Next, the ideal of A generated by p ∩ AH is H-costable and is contained in p.
Hence p ∩ AH = 0. The maximality of p ensures that (0) is a maximal ideal of AH
[4, Ch. V, §2, Prop. 1]. In other words AH is a field. Suppose that I is any proper
H-costable ideals of A. Then I ⊂ p′ for some maximal ideal p′ of A. By Lemma 3.1
δp′(I) = 0. As p
′ ∩AH = 0, Theorem 3.3 shows that p = δ−1
p′
(m) for some maximal
ideal m of O(p′). But then I ⊂ p, and so I = 0 by the hypothesis. 
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Denote byM′ the full subcategory ofMHA consisting of right (H,A)-Hopf mod-
ules M such that M = MHA. The next result generalizes [26, Th. 2.1, Prop. 3.2]
where K was supposed to be an algebraically closed field, A a finitely generated
integral domain and H a commutative Hopf algebra.
Theorem 4.3. Suppose that A is H-reduced and the function p 7→ dimO(p) is
locally constant on the whole SpecA. Then:
(i) A is a finitely generated projective AH-module whose rank at q ∈ SpecAH is
equal to dimO(p) where p is any prime ideal of A lying above q.
(ii) The functor M 7→ MH is an equivalence between M′ and the category of
AH-modules. The inverse functor is N 7→ N ⊗AH A.
(iii) The assignment I 7→ I ∩ AH establishes a bijection between the H-costable
ideals of A and the ideals of AH . The inverse correspondence is J 7→ JA.
Proof. For every s ∈ AH the localization As is an H-reduced H-comodule algebra.
Given M ∈MHA , one has Ms ∈ M
H
As
by Lemma 1.1. If, moreover,M =MHA then
Ms =M
H
s A. To prove (i) it suffices, by [4, Ch. II, §5, Th. 1], to show that for every
q ∈ SpecAH there exists s ∈ AH such that s /∈ q and As is a free A
H
s -module of
rank d = dimO(p) (by Proposition 3.5 d does not depend on a choice of p above
q). In (ii) one first notes that the two functors are well defined; the H-comodule
structure on N ⊗AH A is given by means of the map
id⊗ δ : N ⊗AH A→ N ⊗AH (A⊗H) ∼= (N ⊗AH A)⊗H.
For every M ∈M′ and every AH -module N define
ΨM :M
H ⊗AH A→M, ΦN : N → (N ⊗AH A)
H .
by v ⊗ a 7→ va and v 7→ v ⊗ 1, respectively. Then ΨM is a morphism in M
′ and
ΦN is a homomorphism of A
H -modules. The map ΨM is bijective if and only if for
every q ∈ SpecAH there exists s ∈ AH such that s /∈ q and ΨM ⊗A As is bijective
(cf. [4, Ch. II, §3, Th. 1]). Note that ΨM ⊗A As can be identified with the map
MHs ⊗AHs As → Ms such that v ⊗ a 7→ va. The bijectivity of ΦN can be verified
similarly. Thus, in proving (i) and (ii), we may pass to suitable localizations As.
By the hypothesis all prime ideals of A are H-regular. Taking s as in Lemma
3.4(iii) with respect to any chosen prime ideal of A and replacing A with As, we
reduce the proof to the case in which there exist a1, . . . , ad ∈ A such that for every
p ∈ SpecA the elements δpa1, . . . , δpad form a basis for O(p) over k(p). We fix
a1, . . . , ad.
Let us regard A⊗H as an A-module via left multiplications on the first tenso-
rand. This module is finitely projective since so is the K-module H . Consider its
submodule E ⊂ A⊗H generated by δa1, . . . , δad. If p ∈ SpecA then the Ap-module
Ap ⊗ H obtained by localizing A ⊗H at p is free of finite rank. Furthermore, Ep
may be identified with an Ap-submodule of Ap ⊗H generated by d elements whose
images in k(p) ⊗H are linearly independent over k(p). Then Ep is an Ap-module
direct summand of Ap ⊗ H [4, Ch. II, §3, Cor. 1 to Prop. 5]. In particular, Ep is
a free Ap-module of finite rank. If ϕ : A
d → E is the A-module homomorphism
sending the standard generators of the rank d free A-module Ad to δa1, . . . , δad
then the localizations of ϕ at prime ideals of A are all isomorphisms. Hence ϕ is
itself an isomorphism, i.e., E is a free A-module with δa1, . . . , δad as its basis. By
[4, Ch. II, §3, Cor. 1 to Prop. 12] E is an A-module direct summand of A⊗H .
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Claim 1. Let I(p) be the largest H-costable ideal of A contained in a prime ideal
p. Then δ(A) ⊂ E + I(p)⊗H.
Put I = I(p) and q = p∩AH . The prime ideal pAq of Aq lies above the maximal
ideal qAHq of A
H
q . By Theorem 2.5 Aq is integral over A
H
q , whence pAq is a maximal
ideal of Aq. Next, IAq is the largestH-costable ideal of Aq contained in pAq. Lemma
4.2 shows that the H-comodule algebra A′ = Aq/IAq is H-simple. If p
′ = pAq/IAq,
then there is an isomorphism O(p)→ O(p′) (see Lemma 3.2) such that δpai 7→ δp′a
′
i
where a′i denotes the image of ai in A
′ for each i = 1, . . . , d. Hence δp′a
′
1, . . . , δp′a
′
d
form a basis for O(p′) over k(p′). Applying Lemma 4.1, we deduce that A′ is spanned
over A′H by a′1, . . . , a
′
d. As δ(A
′H) ⊂ A′⊗ 1, it follows that δ(A′) is contained in the
A′-submodule E′ ⊂ A′⊗H generated by δa′1, . . . , δa
′
d. Clearly E
′ coincides with the
image of the localization Eq under canonical map Aq ⊗H → A
′ ⊗H . The kernel of
the latter map is IAq ⊗H . Hence
δ(Aq) ⊂ Eq + IAq ⊗H. (4.1)
Put J = {b ∈ A | ub ∈ I for some u ∈ AH r q}. For every projective A-module P
we have
JP = {x ∈ P | ux ∈ IP for some u ∈ AH r q} (4.2)
(this is clear for free A-modules, hence also for their direct summands). If b ∈ J and
ub ∈ I for u ∈ AH r q then (u ⊗ 1)δ(b) = δ(ub) ∈ I ⊗H . Equality (4.2) applied to
P = A⊗H yields δ(b) ∈ J ⊗H . Thus J is an H-costable ideal of A. On the other
hand J ⊂ p since I ⊂ p and p is prime. It follows that J ⊂ I by the maximality of
I. In fact J = I since the opposite inclusion is obvious. Let a ∈ A. By (4.1) there
exists u ∈ AH r q such that (u⊗ 1)δ(a) ∈ E + I ⊗H . Taking P = (A ⊗H)/E, we
deduce from (4.2) that δ(a) ∈ E + J ⊗H = E + I ⊗H . Claim 1 is proved.
Claim 2. Put B = (A⊗1) ·δ(A) ⊂ A⊗H. Then B is an A-module direct summand
of A⊗H and is a free A-module with δa1, . . . , δad as its basis.
Put J =
⋂
p∈SpecA I(p). Then
JP =
⋂
p∈SpecA
I(p)P (4.3)
for every projective A-module P (the verification reduces again to free A-modules).
Taking P = A ⊗ H , we see that δ(J) ⊂
⋂
p∈SpecA I(p) ⊗ H = J ⊗ H . Thus J is
an H-costable ideal of A. Since J ⊂ p for every p ∈ SpecA, all elements of J are
nilpotent. Hence J = 0 by the assumption on A. Using Claim 1 and (4.3) with
P = (A⊗H)/E, we get
δ(A) ⊂
⋂
p∈SpecA
(E + I(p)⊗H) = E + J ⊗H = E.
Hence B ⊂ E as well. Then B = E since the opposite inclusion is obvious. This
completes the proof of Claim 2.
For each A-module M consider M ⊗ H as an A ⊗ H-module by means of the
operation (v ⊗ g)(a ⊗ h) = va ⊗ gh where v ∈ M , a ∈ A and g, h ∈ H . Put
EM = (M ⊗ 1) · δ(A) ⊂ M ⊗ H , which is a B-submodule. Clearly EM coincides
with the image of the map
M ⊗A B →M ⊗A (A⊗H) ∼=M ⊗H
induced by the inclusion of B into A⊗H . Since B is an A-module direct summand
of A⊗H , the map above is injective, and so EM ∼=M ⊗A B.
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Claim 3. Each element of EM can be written as
∑d
i=1(vi ⊗ 1) · δ(ai) with uniquely
determined v1, . . . , vd ∈M .
This is immediate from the freeness of B over A.
Claim 4. If M ∈ M′ then each element of M can be written as
∑d
i=1 viai with
uniquely determined v1, . . . , vd ∈M
H .
If v1, . . . , vd ∈ M
H and
∑
viai = 0 then
∑
(vi ⊗ 1)δ(ai) = δ(
∑
viai) = 0 in
EM , whence v1 = . . . = vd = 0 by Claim 3. This verifies the uniqueness. Next, we
have δ(M) = δ(MHA) = (MH ⊗ 1)δ(A) ⊂ EM . Given u ∈M , there exist therefore
v1, . . . , vd ∈M such that
δu =
∑
(vi ⊗ 1) · δ(ai). (4.4)
Applying id⊗ε to both sides of this equality, we get u =
∑
viai since (idX ⊗ε)◦δ =
idX for both X = M and X = A. Applying δ ⊗ idH and idM ⊗∆ to both sides of
(4.4), and taking into account the identity (δ ⊗ id) ◦ δ = (id⊗∆) ◦ δ, we get
∑
(δvi ⊗ 1) · (δ ⊗ id)δai =
∑
(vi ⊗ 1⊗ 1) · (δ ⊗ id)δai (4.5)
in M ⊗H ⊗H . Here we consider M ⊗H ⊗H as a right A ⊗H ⊗H-module in a
natural way. Let W denote the A-module M ⊗H on which A operates via the ring
homomorphism δ : A → A ⊗H . Then A ⊗H operates on W ⊗H ∼= M ⊗H ⊗H
via the ring homomorphism δ ⊗ idH , and (4.5) can be rewritten as an equality∑
(wi⊗1)·δ(ai) = 0 in EW where wi = δvi−vi⊗1 ∈W . Claim 3 yields δvi = vi⊗1,
that is, vi ∈M
H for all i. Thus u has the required form, and Claim 4 is proved.
Note that A can be regarded as an object of MHA . Moreover, A ∈ M
′ since
1 ∈ AH . We see, in particular, that each element a ∈ A can be uniquely written as∑
ciai with c1, . . . , cd ∈ A
H . In other words, A is a free AH -module with a1, . . . , ad
as its basis.
Now MH ⊗AH A ∼=M
H ⊕ . . .⊕MH (d copies), and the restriction of ΨM to the
ith summand is given by the map v 7→ vai. Claim 4 shows that ΨM is bijective.
Suppose that N is any AH -module and M = N ⊗AH A. The composite
N ⊗AH A
ΦN⊗id−−−−−−→MH ⊗AH A
ΨM−−−−→M
is then the identity transformation of M . Since ΨM is bijective, so too is ΦN ⊗ id.
Since A is a free AH -module, ΦN is bijective as well. The proof of (i) and (ii) is now
complete.
If I is an H-costable ideal of A, then A/I ∈ M′. As the canonical map A→ A/I
is an epimorphism inM′, the corresponding map AH → (A/I)H is an epimorphism
of AH -modules by (ii). Thus (A/I)H ∼= AH/IH . In the commutative diagram
0 −→ IH ⊗AH A −→ A
H ⊗AH A −→ A
H/IH ⊗AH A −→ 0
ΨA
y ΨA/I
y
0 −−−−→ I −−−−−−−−→ A −−−−−−−−→ A/I −−−−−→ 0
the rows are exact by freeness of A over AH and the vertical arrows are bijective
by (ii). Hence ΨA induces a bijection I
H ⊗AH A ∼= I, which shows that I = I
HA.
Thus I is an M′-subobject of A. By (ii) the M′-subobjects of A are in a bijective
correspondence with the ideals of AH , and (iii) follows. 
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Corollary 4.4. If A is H-reduced and p ∈ SpecA is H-regular then there is an
isomorphism of k(p)-algebras O(p) ∼= k(p)⊗k(q) Aq/qAq where q = p ∩ A
H .
Proof. In view of Lemma 3.2 we may replace A with Aq and p with pAq. So we
may assume that AH is local and q is its maximal ideal. Then all prime ideals of A
are H-regular by Lemma 3.6, so that the hypotheses of Theorem 4.3 are fulfilled. It
follows that A is a free AH -module of rank d = dimO(p). Then dimk(q)A/qA = d.
By Lemma 3.1 q ⊂ ker δp. Therefore δp extends to a homomorphism of k(p)-algebras
ϕ : k(p)⊗k(q) A/qA→ O(p) which is clearly surjective. Comparing the dimensions,
we deduce that ϕ is bijective. 
Consider the map γ : A ⊗ A → A ⊗ H such that a ⊗ b 7→ (a ⊗ 1) · δ(b). One
says that A is an H-Galois extension of AH if γ is surjective [6], [16]. In this case
γ induces a bijection A⊗AH A ∼= A⊗H .
Proposition 4.5. A is an H-Galois extension of AH if and only if O(p) = k(p)⊗H
for all p ∈ SpecA, if and only if O(p) = k(p)⊗H for all maximal ideals p of A.
Proof. The map γ is A-linear with respect to the actions of A by multiplications on
the first tensorands. If γ is surjective then so too is k(p)⊗A γ for every p ∈ SpecA.
The latter can be identified with the map γp : k(p) ⊗ A → k(p) ⊗ H such that
c ⊗ b 7→ (c ⊗ 1)δp(b). The image of γp coincides with O(p), and therefore γp is
surjective if and only if O(p) = k(p)⊗H . Note that the A-module A⊗H is finitely
generated since so is the K-module H . By [4, Ch. II, §3, Prop. 11] γ is surjective
whenever the maps γp are surjective for all maximal ideals of A. 
Remark. If A is H-Galois then dimO(p) = rkp∩K H . The function p 7→ dimO(p)
is therefore locally constant in this case. In fact the conclusions of Theorem 4.3 are
valid for an H-Galois A under much weaker assumptions. One needn’t assume A
to be either H-reduced or even commutative. If A is H-Galois, then A is finitely
projective as a left and as a right AH -module [16, (1.7), (1.8)]. Moreover, the functor
M 7→MH establishes an equivalence betweenMHA and the category of A
H -modules
provided that A is a faithfully flat left AH -module (this is automatic when A is
commutative) [25, Th. 3.7]; similar results can be found in [9, (2.11)], [28, p. 661]. If
A and H are commutative, then the condition that A is H-Galois means precisely
that the finite group scheme SpecH operates freely on SpecA. The corresponding
results on the quotient of this action are contained in [7, Ch. III, §12] and [22,
Ch. III, §2]. Thus Theorem 4.3 generalizes these classical results.
Lemma 4.6. Suppose that A is H-reduced and Noetherian. Let p ∈ SpecA be H-
regular, and let a1, . . . , ad ∈ A be elements such that δpa1, . . . , δpad form a basis
for O(p) over k(p). Then there exist s ∈ AH r p and an integer n > 0 such that
snA ⊂ AHa1 + . . .+A
Had.
Proof. Let s be as in Lemma 3.4(iii). Put
B = (A⊗ 1) · δ(A) and E =
d∑
i=1
(A⊗ 1) · δ(ai)
so that E ⊂ B ⊂ A⊗H . Both B and E are A-submodules of A ⊗H with respect
to the action of A by left multiplications on the first tensorand. Localizing at s, we
obtain a chain of As-modules Es ⊂ Bs ⊂ As⊗H . Clearly Bs = (As⊗ 1) · δ(As) and
Es =
∑d
i=1(As⊗ 1) · δ(a
′
i) where a
′
i denotes the image of ai in As. The H-comodule
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algebra As fulfills the hypotheses under which Claim 2 in the proof of Theorem 4.3
was verified. This claim shows that Bs is an As-module direct summand of As ⊗H
and Bs is a free As-module with δ(a
′
1), . . . , δ(a
′
d) as its basis. In particular, Bs = Es.
Now B is a finitely generated A-module since so is A⊗H and A is Noetherian. Hence
there exists an integer m > 0 such that (sm ⊗ 1) ·B ⊂ E.
Let F be a free A-module with a basis e1, . . . , ed. Consider the A-module ho-
momorphism ϕ : F → A ⊗ H such that ei 7→ δ(ai) for each i = 1, . . . , d, and put
R = kerϕ. The localization of ϕ at s is an isomorphism of Fs onto Bs, whence
Rs = 0. The A-module R is finitely generated as A is Noetherian. It follows that
there exists an integer l > 0 such that slR = 0. Taking n = m + l, we will show
that the conclusion of the lemma is fulfilled.
Put T = A ⊗ H considered as a ring extension of A by means of the ring
homomorphism δ : A→ A⊗H . We claim that T is a projective right A-module with
respect to δ. The K-linear transformation ν of A⊗H such that a⊗h 7→ (1⊗h) · δa
for a ∈ A and h ∈ H is invertible (the assignment a ⊗ h 7→ (1 ⊗ h) · (id⊗σ−1)(δa)
defines the inverse transformation). As ν(ab⊗ h) = ν(a⊗ h) · δb for all a, b ∈ A and
h ∈ H , one sees that ν is an isomorphism between the two A-module structures
on A ⊗H obtained via ring homomorphisms b 7→ b ⊗ 1 and δ, respectively. As H
is K-projective, A ⊗H is projective with respect to the first of these two module
structures, hence also with respect to the second one.
By projectivity of T over A we obtain an exact sequence of T -modules
0→ T ⊗A R→ T ⊗A F
ψ
−→ T ⊗A (A⊗H) ∼= T ⊗H ∼= A⊗H ⊗H
where ψ = id⊗ϕ and the isomorphisms shown are such that y⊗ z in T ⊗A (A⊗H)
goes to (y ⊗ 1) · (δ ⊗ id)(z) in A ⊗H ⊗H where y, z ∈ A⊗H . As δs = s⊗ 1 is in
the center of T , we get
(sl ⊗ 1)T ⊗A R = Tδ(s
l)⊗A R = T ⊗A s
lR = 0.
Note that ψ(1 ⊗ ei) = (δ ⊗ id)(δai) in A ⊗ H ⊗ H for each i = 1, . . . , d. Given
x1, . . . , xd ∈ T , we deduce that
∑
(xi ⊗ 1) · (δ ⊗ id)(δai) = 0⇒
∑
xi ⊗ ei ∈ kerψ ⇒ (s
l ⊗ 1)xi = 0. (4.6)
Let now a ∈ A be any element, and put b = sma. Then δb = (sm ⊗ 1) · δa ∈ E.
We can write therefore δb =
∑
(ci⊗ 1) · δai for some c1, . . . , cd ∈ A. Applying id⊗ε
to both sides of this equality, we get b =
∑
ciai. Applying δ⊗ idH and idA⊗∆, we
get ∑
(δci ⊗ 1) · (δ ⊗ id)δai =
∑
(ci ⊗ 1⊗ 1) · (δ ⊗ id)δai
in A ⊗ H ⊗ H (cf. the proof of Claim 4 in Theorem 4.3). Now (4.6) shows that
(sl⊗ 1) · (δci− ci⊗ 1) = 0 for each i = 1, . . . , d. The last equalities can be rewritten
as δ(slci) = s
lci ⊗ 1, which shows that s
lci ∈ A
H for each i. We deduce that
sna = slb =
∑
slciai is of required form. 
5. Semisimple stabilizer subalgebras and total integrals
For each p ∈ SpecA consider the left coideal subalgebra St(p) ⊂ k(p) ⊗ H∗
corresponding to the right coideal subalgebra O(p) ⊂ k(p) ⊗ H (see Proposition
1.6). We call St(p) the stabilizer subalgebra associated with p. This name is justified
by the next lemma. We may regard k(p)⊗A as an H-comodule algebra with respect
to the map id⊗δ or as a comodule algebra for the Hopf algebra k(p)⊗H over k(p).
Then k(p)⊗A is also a module over k(p)⊗H∗.
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Lemma 5.1. Put A′ = k(p)⊗ A, and let α′p : A
′ → k(p) be the homomorphism of
k(p)-algebras which extends the canonical ring homomorphism αp : A→ k(p). Then
p′ = kerα′p is a maximal ideal of A
′ such that k(p′) ∼= k(p) and St(p′) ∼= St(p).
Furthermore, St(p) is the largest left coideal of k(p)⊗H∗ which leaves p′ stable.
Proof. ClearlyA′/p′ ∼= k(p) so that p′ is a maximal ideal of A′ with residue field k(p).
The map γ : A → A′ defined by the rule a 7→ 1 ⊗ a for a ∈ A is a homomorphism
of H-comodule algebras. Since α′p ◦ γ = αp, we have γ
−1(p′) = kerαp = p and γ
induces an isomorphism k(p) ∼= k(p′). Since k(p) ⊗ 1 ⊂ A′H , Lemma 3.2 yields an
isomorphism O(p) ∼= O(p′). Then St(p) ∼= St(p′) as well. To complete the proof of
the lemma we may pass to base ring k(p) replacing p, A, H with p′, A′, k(p)⊗H ,
respectively. Thus it suffices to consider the case where K is a field and p is a
maximal ideal of A such that k(p) ∼= K.
In this case O(p) = δp(A). Since ε ◦ δp = αp as shown in diagram (3.1), we see
that δp(a) ∈ O(p)
+ for a ∈ A if and only if a ∈ kerαp = p. Hence O(p)
+ = δp(p).
For p to be stable under the action of ξ ∈ H∗ it is necessary and sufficient that
(αp ◦ Lξ)(p) = 0 where Lξ is the transformation of A shown in (1.2). Since
αp ◦ Lξ = (αp ⊗ ξ) ◦ δ = ξ ◦ δp,
this condition can be rewritten as ξ
(
O(p)+
)
= 0. Suppose that C ⊂ H∗ is a left
coideal consisting of linear functions which vanish on O(p)+. If ξ ∈ C and h ∈ H
then ξ ↼ h ∈ C where ξ ↼ h ∈ H∗ is defined by the rule (ξ ↼ h)(g) = ξ(hg) for
g ∈ H . Hence all ξ ∈ C vanish on H · O(p)+ and so belong to St(p). 
Remark. Note that in the situation of Proposition 1.6 dimC = dimH/HB+ =
rkB H = dimH/ dimB. Applying this fact to the orbital subalgebras, we deduce
that
dimO(p) · dimSt(p) = dim k(p)⊗H = rkp∩K H.
One may regard H as a right H-comodule via ∆. Any H-comodule homomor-
phism ϕ : H → A is called an integral. If, in addition, ϕ(1) = 1 then ϕ is a total
integral. As was observed by Doi [8] the comodule algebras admitting a total in-
tegral enjoy remarkable properties. An H-comodule W is called relatively injective
if, whenever U is an H-costable K-module direct summand of an H-comodule V ,
every H-comodule map U →W can be extended to an H-comodule map V →W .
Proposition 5.2. The following conditions are equivalent:
(i) All objects M ∈MHA are relatively injective H-comodules;
(ii) A is a relatively injective H-comodule;
(iii) There exists a total integral ϕ : H → A;
(iv) There exist natural K-linear retractions trM : M → M
H , defined for each
M ∈MHA ;
(v) The functor M 7→MH is exact on MHA ;
(vi) A is a projective object of MHA .
Proof. Equivalences (i)⇔(ii)⇔(iii) are proved in [8, (1.6)].
(iii)⇒(iv) Denote by trM the composite
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M
δ
−−→M ⊗H
id⊗σ
−−−−→M ⊗H
id⊗ϕ
−−−−→M ⊗A −−→M
where the last map is afforded by the A-module structure on M . As was shown in
[10, §1] trM (M) ⊂M
H and all required properties are fulfilled.
(iv)⇒(v) The functor M 7→ MH is clearly left exact. Suppose that ξ : M → N
is an epimorphism in MHA . Given u ∈ N
H , take v ∈ M such that ξ(v) = u.
Then trM (v) ∈ M
H and ξ
(
trM (v)
)
= trN
(
ξ(v)
)
= u. Thus ξ induces a surjection
MH → NH .
(v)⇔(vi) This is clear since every morphism A→M inMHA is given by the rule
a 7→ va where v ∈MH .
(v)⇒(iii) If V,W are two K-modules and V is finitely projective, then there is
a canonical bijection αVW : V
∗ ⊗W → HomK(V,W ) where V
∗ = HomK(V,K).
Suppose that V,W are, moreover, H-comodules. Define an H-comodule structure
on V ∗ such that δη ∈ V ∗ ⊗H , where η ∈ V ∗, corresponds under bijection αVH to
the composite K-linear map
V
δ
−−→ V ⊗H
η⊗σ−1
−−−−→ K ⊗H ∼= H
(note that the antipode σ of H is bijective by [24, Prop. 4]). If V ∗⊗W is equipped
with the tensor product of two comodule structures, then αVW maps (V
∗ ⊗W )H
bijectively onto the set Com(V,W ) of all H-comodule homomorphisms V → W .
As a special case we have V ∗ ⊗ A ∈ MHA where A operates by multiplications on
the second tensorand. Now K is a K-module direct summand of H as ε : H → K
is a retraction. Moreover, K is an H-subcomodule of H . Then the restriction map
H∗ → K∗ is an epimorphism of H-comodules which gives rise to an epimorphism
H∗ ⊗ A → K∗ ⊗ A in MHA . Taking the invariants, we deduce that the restriction
map Com(H,A) → Com(K,A) is surjective. In particular, the H-comodule map
K → A such that 1 7→ 1 extends to an integral ϕ : H → A. 
Remark. The commutativity of A is not needed in this result. The assumption
that H is a finitely projective K-module was used only in the proof of (v)⇒(iii).
Proposition 5.3. If the algebra St(p) is semisimple for some p ∈ SpecA then there
exists an integral ϕ : H → A such that ϕ(1) /∈ p. If the algebras St(p) are semisimple
for all maximal ideals p of A then there exists a total integral ϕ : H → A.
Proof. (i) Consider first a Preliminary Step in which we assume that K is a field
and p is a maximal ideal of A such that A = K + p. Then k(p) ∼= K, and one has
O(p) = δp(A). Let I = ker δp. The H-comodule algebras O(p) and A/I are iso-
morphic, whence the categoryMHA/I is equivalent to the category of St(p)-modules
by Proposition 1.6. As St(p) is semisimple, all St(p)-modules are projective. It fol-
lows that so are all objects ofMHA/I too. In particular, A/I is projective in M
H
A/I .
Then A/I is an injective H-comodule by Proposition 5.2. Hence A/I is an injective
H∗-module. Since H∗ is a Frobenius algebra, A/I is also a projective H∗-module.
It follows that the canonical epimorphism of H∗-modules A → A/I splits, and so
there exists an H-subcomodule V ⊂ A such that A = V ⊕ I. Now V is an injective
H-comodule as it is isomorphic to A/I. Denote by v ∈ V the element which projects
to 1 in A/I. Clearly v ∈ V H . Note that K is a trivial H-subcomodule of H . By
injectivity of V the H-comodule homomorphism K → V such that 1 7→ v extends
to an H-comodule homomorphism ϕ : H → V which can be regarded as an integral
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H → A. We have ϕ(1) = v. By Lemma 3.1 I ⊂ p. It follows that v /∈ p, and the
required property of ϕ is fulfilled.
Consider now the General Case. Let p be given, and put H ′ = k(p) ⊗ H . The
hypotheses of the Preliminary Step are fulfilled for the H ′-comodule algebra A′ =
k(p) ⊗ A over k(p) and its maximal ideal p′ defined in Lemma 5.1. It follows that
there exists an integral ψ : H ′ → A′ such that ψ(1) /∈ p′. Taking the composite with
the map H → H ′ defined by the rule h 7→ 1⊗ h, we obtain an integral χ : H → A′
satisfying χ(1) /∈ p′. Note that the H-comodule homomorphisms are precisely the
H∗-module homomorphisms. By Lemma 1.3 the H∗-module H is finitely projective.
Hence
HomH∗(H,A
′) ∼= k(p)⊗HomH∗(H,A).
If ϕ : H → A is an integral, then 1⊗ ϕ corresponds under this isomorphism to the
integral γ ◦ ϕ : H → A′ where γ : A → A′ is defined by the rule a 7→ 1 ⊗ a for
a ∈ A. There exists therefore ϕ such that (γ ◦ ϕ)(1) /∈ p′. Since γ−1(p′) = p, we get
ϕ(1) /∈ p.
(ii) If a ∈ AH and ϕ, ψ : H → A are two integrals then aϕ and ϕ + ψ are also
integrals. In other words, the set Com(H,A) of all integralsH → A is an AH -module
in a natural way. One sees that the map Com(H,A)→ A such that ϕ 7→ ϕ(1) is a
homomorphism of AH -modules. Its image J is therefore an ideal of AH . If St(p) is
semisimple for some p ∈ SpecA then J 6⊂ p by (i). It follows that J = A as long
as the algebras St(p) are semisimple for all maximal ideals of A. In this case 1 ∈ J ,
and we are done. 
Remark. Conversely, if there exists an integral ϕ : H → A such that ϕ(1) /∈ p,
then it is possible to prove, using Proposition 1.6, that all left k(p) ⊗H∗-modules
are semisimple St(p)-modules. I don’t know if this suffices to assert that St(p) is
semisimple. Koppinen [15, section 5] shows the semisimplicity of coideal subalgebras
in finite dimensional Hopf algebras under additional assumptions. If, however, H is
commutative, then St(p) is a Hopf subalgebra, and the conclusion is true. In this
case one can add another equivalent condition to the list in Proposition 5.2:
(vii) the algebras St(p) are semisimple for all p ∈ SpecA.
We say that the Hopf algebra H is geometrically cosemisimple if for every ring
homomorphismK → E into a field E the Hopf algebraE⊗H overE is cosemisimple,
that is, the dual Hopf algebra E ⊗H∗ is semisimple.
Corollary 5.4. H is geometrically cosemisimple if and only if H∗ contains a right
integral ϕ such that ϕ(1) = 1.
Proof. Apply Proposition 5.3 to A = K equipped with the trivial coaction of H ,
so that KH = K. We have O(p) = k(p) ⊗ 1, hence St(p) = k(p) ⊗ H∗ for each
p ∈ SpecA. If H is geometrically cosemisimple then the algebras k(p) ⊗ H∗ are
semisimple. In this case there exists a total integral ϕ : H → K which is none
other but a right integral in H∗. Conversely, if H∗ has a right integral ϕ satisfying
ϕ(1) = 1, then so too does E ⊗H∗ for any ring homomorphism K → E into a field
E. By [27, Th. 5.1.8] E ⊗H∗ is semisimple. 
As an example consider one special case: Suppose that pK = 0 where p is a
prime integer. Let L be a p-Lie algebra over K whose underlying K-module is
finitely projective. Denote by u(L) the restricted universal enveloping algebra of L.
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Its underlying K-module is finitely projective as well [7, Ch. II, §7, Cor. 3.7]. Put
H = u(L)∗ so that H∗ ∼= u(L). Every homomorphism of p-Lie algebras L→ DerK A
into the p-Lie algebra of K-linear derivations of A gives rise to an action of u(L) on
A which makes A into a u(L)-module algebra, hence into an H-comodule algebra.
If p ∈ SpecA then St(p) is a Hopf subalgebra of k(p)⊗u(L) ∼= u
(
k(p)⊗L
)
since the
latter Hopf algebra is cocommutative. Hence St(p) = u(Lp) where Lp is a [p]-closed
subalgebra of the finite dimensional p-Lie algebra k(p) ⊗ L over k(p). In view of
Lemma 5.1 Lp coincides with the stabilizer of p
′ with respect to the natural action
of k(p)⊗ L on k(p)⊗A.
Corollary 5.5. In order that there exist a total integral u(L)∗ → A it is necessary
and sufficient that Lp be a torus for every maximal ideal p of A.
Proof. As was shown by Hochschild [13] u(Lp) is semisimple if and only if Lp is a
torus. Hence Proposition 5.3 and the Remark following it applies. 
6. Weakly reductive coactions
We say that A is weakly reductive with respect to the coaction of H if for every
H-costable ideal I of A the canonical map ψ : AH → (A/I)H is surjective.
Proposition 6.1. A is weakly reductive with respect to coaction of H in any of the
following three cases:
(a) A has invariant characteristic polynomials and rkqH is invertible in A for
every q ∈ SpecK,
(b) there exists a total integral H → A,
(c) A is H-reduced and St(p) is semisimple for every maximal ideal p of A which
is not H-regular.
Proof. Let I be an H-costable ideal of A.
(a) Denote by m the least common multiple of all rkqH with q ∈ SpecK.
Proposition 2.6 shows that m · (A/I)H ⊂ imψ. The hypothesis of (a) imply that
m−1 ∈ A, hence m−1 ∈ AH . It follows that ψ is surjective.
(b) The surjectivity of ψ is a consequence of condition (v) in Proposition 5.2.
(c) For ψ to be surjective it is necessary and sufficient that so be its localizations
ψq at all maximal ideals q of A
H . By Lemma 1.1 we may identify ψq with the
canonical map (Aq)
H → (Aq/IAq)
H . Replacing A with Aq, we may thus assume
that the ring AH is local with a maximal ideal q. If there exists an H-regular
maximal ideal of A then all prime ideals of A are H-regular by Lemma 3.6, and
the surjectivity of ψ follows from Theorem 4.3(ii). Otherwise the algebras St(p) are
semisimple for all maximal ideals of A, and there exists a total integral H → A by
Proposition 5.3. In this case (b) applies. 
Remark. Suppose that K is field. In this case the second part of (a) means that
charK does not divide dimK H . Condition (b) is fulfilled, for instance, when H is
cosemisimple.
Theorem 6.2. If A is weakly reductive with respect to coaction of H then:
(i) A is integral over AH .
(ii) If p ∈ SpecA and q = p∩AH then k(p) is a finite extension of k(q) of degree
[k(p) : k(q)] ≤ dimO(p).
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(iii) If A is Noetherian then so too is AH and A is a finite AH-module.
(iv) If A is Cohen-Macaulay then so too is AH .
Proof. (i) Denote by R the H-radical of A. As A/R is H-reduced, it has invariant
characteristic polynomials by Theorem 2.5, and so A/R is integral over (A/R)H
by Proposition 2.7. Since A is weakly reductive, we have (A/R)H = B/R where
B = AH + R. It follows that A is integral over B. All elements of R are nilpotent,
hence integral over AH . Then B is integral over AH , and so too is A.
(ii) Let I be the largest H-costable ideal of A such that I ⊂ p. The H-comodule
algebra A′ = Aq/IAq is H-simple by Lemma 4.2. Letting p
′ = pAq/IAq and q
′ =
p′ ∩ A′H , we have k(p′) ∼= k(p) and k(q′) ∼= k(q). The second isomorphism is a
consequence of the surjectivity of the map AH → (A/I)H . We may therefore replace
A with A′ and so assume that A is H-simple. Then the desired conclusion follows
from Lemma 4.1. Indeed, AH is a field, so that q = (0) and k(q) ∼= AH . We have
also dimAH A = dimO(p) and k(p) ∼= A/p.
(iii) Suppose that A is not a finitely generatedAH -module. Since A is Noetherian,
A contains an ideal I, maximal with respect to the properties that I is H-costable
and A/I is not a finitely generated (A/I)H -module. Replacing A with A/I, we
may assume that A/J is a finitely generated (A/J)H -module for every H-costable
nonzero ideal J of A. Since the canonical map AH → (A/J)H is surjective, for any
such a J there exists a finitely generated AH -submodule F ⊂ A which is mapped
onto the whole A/J under the projection A→ A/J , so that A = F + J .
Denote by R the H-radical of A. Suppose that R 6= 0. Then there exists a finitely
generated AH -submodule F ⊂ A such that A = F + R. Let X be a finite set of
generators for the AH -module F . Since A is Noetherian, the ideal R of A has a
finite set of generators, say Y . Denote by B the AH -subalgebra of A generated by
X ∪ Y . As F ⊂ B by construction, we have A = B +R. Since Y ⊂ B, we have also
R = (B+R)Y ⊂ B+R2. An easy induction shows that Rm−1 = (Rm−1 ∩B)+Rm
and A = B + Rm for all m > 0. As R is a finitely generated nil ideal of A, there
exists m such that Rm = 0. Thus A = B, and so A is finitely generated as an
algebra over AH . By (i) A is also a finitely generated AH -module [4, Ch. V, §1,
Prop. 4].
Suppose now that R = 0, that is, A is H-reduced. By Proposition 3.5 A contains
an H-regular prime ideal p. Let a1, . . . , ad ∈ A, s ∈ A
H and n > 0 be as in
Lemma 4.6. The ideal snA of A is H-costable and nonzero. Hence there exists a
finitely generated AH -submodule F ⊂ A such that A = F + snA. From Lemma
4.6 it follows that A = F +
∑
AHai. Thus in both cases we have arrived at a
contradiction.
We can conclude that A is a finitely generated AH -module. By Eakin’s theorem
[11], [19, Appendix], [23] AH is Noetherian.
(iv) By (iii) AH is Noetherian. We have to prove that AHq is Cohen-Macaulay
for every q ∈ SpecAH . Replacing A with Aq, we may thus assume that the ring A
H
is local with a maximal ideal q. If SpecAH = {q} then AH is Artinian, and we are
done. Otherwise, let p1, . . . , pn be all minimal prime ideals of A. By the going-down
property in Theorem 3.3 each pi∩A
H is a minimal prime ideal of AH , whence q 6⊂ pi.
Then q 6⊂
⋃
pi [4, Ch. II, §1, Prop. 2]. The set of zero divisors in A coincides with⋃
pi [19, (16.C)]. It follows that q contains an element x which is not a zero divisor
in A. The factor ring A/xA is Cohen-Macaulay of smaller Krull dimension than A.
Furthermore, (A/xA)H ∼= AH/(xA∩AH ) since A is weakly reductive. Suppose that
a ∈ A is an element such that xa ∈ AH . Then (x⊗ 1)δa = δ(xa) = xa⊗ 1. Since H
is a flat K-module, x⊗1 is not a zero divisor in A⊗H . So it follows that δa = a⊗1,
i.e., a ∈ AH . Thus (A/xA)H ∼= AH/xAH . If the ring AH/xAH is Cohen-Macaulay
then so too is AH since x is not a zero divisor in AH [19, (16.A)]. So we may proceed
by induction on dimA. 
Remarks. If there exists a total integral H → A then AH is an AH -module
direct summand of A. In this case (iv) follows from the Hochster-Eagon theorem
[5, Th. 6.4.5], [14, Prop. 12].
One may also note that all results of section 3 are valid for a weakly reductive
A without the assumption that A has invariant characteristic polynomials. Indeed,
SpecA and SpecAH are homeomorphic to SpecA/R and Spec(A/R)H , respectively,
where R stands for the H-radical of A. So the proofs are obtained by passing to the
H-reduced algebra A/R.
Suppose that pK = 0 where p is a prime integer and L is a finitely K-projective
p-Lie algebra over K operating on A via K-linear derivations. Taking into account
Corollary 5.5, we get
Corollary 6.3. If A is Cohen-Macaulay and Lp is a torus for every maximal ideal
p of A then the subring of L-invariants AL ⊂ A is Cohen-Macaulay.
This generalizes [1, (7.1)] and [2, (3.1)] where the invariants of a single derivation
were considered under more restrictive assumptions on A.
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