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Abstract
In this paper, we study typical ranks of 3-tensors and show that
there are plural typical ranks for m × n × p tensors over R in the
following cases: (1) 3 ≤ m ≤ ρ(n) and (m − 1)(n − 1) + 1 ≤ p ≤
(m − 1)n, where ρ is the Hurwitz-Radon function, (2) m = 3, n ≡ 3
(mod 4) and p = 2n − 1, (3) m = 4, n ≡ 2 (mod 4), n ≥ 6 and
p = 3n − 2, (4) m = 6, n ≡ 4 (mod 8), n ≥ 12 and p = 5n − 4. (5)
m = 10, n ≡ 24 (mod 32) and p = 9n− 8.
1 Introduction
A tensor is another name for a high-dimensional array of datum. Recently
we have witnessed many applications of tensor data in broad fields such as
brain wave analysis, image analysis, web analysis and more.
Given a k-dimensional tensor T = (ti1i2···ik) of size n1×· · ·×nk with entries
in a field K, we identify it with the element x ∈ Kn1 ⊗ · · · ⊗ Knk such that
x =
∑n1
i1=1
· · ·
∑nk
ik=1
ti1···ikei1 ⊗ · · · ⊗ eik , where ei is the i-th fundamental
vector. Therefore x can be expressed as a sum of finite tensors of form
a1 ⊗ · · · ⊗ ak. The rank of x is the smallest number of the tensors of the
form a1 ⊗ · · · ⊗ ak needed to express x as their sum of them. In terms of
high-dimensional array data, T = (ti1···ik) is identified with a1 ⊗ · · · ⊗ ak if
and only if ti1···ik =
∏k
j=1 a
(j)
ij
, where aj = (a
(j)
1 , . . . , a
(j)
nj )
⊤ for j = 1, . . . , k.
Therefore, the rank of a tensor is a measure of its complexity.
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So it is worth studying the maximal rank of tensors of a given size. It
is also important to know the ranks which appear with positive probability
when the entries of a tensor with fixed size vary randomly. These ranks are
called the typical ranks. See for example [Ber1], [Ber2], [Ber3] and [CBDC].
In this paper, we consider typical ranks of 3-tensors, i.e., 3-dimensional
arrays of data. In particular we show the following fact (see Theorems 5.15
and 5.16).
Theorem 1.1 There are at least two typical ranks of m×n×p tensors over
R in the following cases.
(1) 3 ≤ m ≤ ρ(n) and (m− 1)(n− 1) + 1 ≤ p ≤ (m− 1)n, where ρ is the
Hurwitz-Radon function.
(2) m = 3, n ≡ 3 (mod 4) and p = 2n− 1.
(3) m = 4, n ≡ 2 (mod 4), n ≥ 6 and p = 3n− 2.
(4) m = 6, n ≡ 4 (mod 8), n ≥ 12 and p = 5n− 4.
(5) m = 10, n ≡ 24 (mod 32) and p = 9n− 8.
The case where p = (m− 1)n of (1) are already proved in [SSM]. Note that
if m ≤ n and p ≥ (m− 1)n+ 1, then min{p,mn} is the unique typical rank
[Ber1]. Note also that min{p,mn} is the minimal typical rank if and only if
p ≥ (m− 1)(n− 1) + 1 [CGG]. In particular, in any case of Theorem 1.1, p
is the minimal typical rank.
In order to prove this theorem, we introduce the concept of absolutely full
column rank tensors. It is a generalization of absolutely nonsingular tensors
defined in [SSM].
2 Preliminaries
We first recall some basic facts and establish terminology.
Notation (1) We denote by K an arbitrary field and by F the real number
field R or the complex number field C.
(2) We denote by En the n× n identity matrix.
(3) For a tensor x ∈ Km ⊗ Kn ⊗ Kp with x =
∑
ijk aijkei ⊗ ej ⊗ ek, we
identify x with T = (aijk)1≤i≤m,1≤j≤n,1≤k≤p and denote it (A1; · · · ;Ap),
where Ak = (aijk)1≤i≤m,1≤j≤n for k = 1, . . . , p is an m× n matrix, and
call (A1; · · · ;Ap) a tensor.
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(4) We denote the set of m× n× p tensors by Km×n×p.
(5) For anm×n×p tensor T = (A1; · · · ;Ap), an l×mmatrix P and an n×k
matrix Q, we denote by PTQ the l× k× p tensor (PA1Q; · · · ;PApQ).
(6) For m× n matrices A1, . . . , Ap, we denote by (A1, . . . , Ap) the m× np
matrix obtained by aligning A1, . . . , Ap horizontally.
(7) We set Diag(A1, A2, . . . , At) =


A1 O
A2
. . .
O At

 for matrices A1,
A2, . . . , At and define Diag(T1, T2, . . . , Tt) similarly for tensors T1, T2,
. . . , Tt with the same number of slices.
(8) For an m×n matrixM , we denote the m×j (resp. m×(n−j)) matrix
consisting of the first j (resp. last n− j) columns of M by M≤j (resp.
j<M). We denote the i×n (resp. (m− i)×n) matrix consisting of the
first i (resp. last m− i) rows of M by M≤i (resp. i<M).
(9) For an m × n × p tensor T = (A1; · · · ;Ap), we set T≤j :=
((A1)≤j; · · · ; (Ap)≤j).
(10) For an m × n matrix A = (aij) and an s× t matrix B, we denote the
ms× nt matrix 

a11B · · · a1nB
...
...
am1B · · · amnB


by A⊗ B.
(11) Let V andW be algebraic varieties. For a rational map ϕ : V−−→W ,
we denote the domain of ϕ by dom(ϕ).
Definition 2.1 Let x be an element of Km ⊗Kn ⊗Kp. We define the rank
of x, denoted by rankx, to be min{r | ∃ai ∈ K
m, ∃bi ∈ K
n, ∃ci ∈ K
p for
i = 1, . . . , r such that x =
∑r
i=1 ai ⊗ bi ⊗ ci}.
If K′ is an extension field of K and x ∈ Km ⊗Kn ⊗Kp, then we may regard
x as an element of K′m ⊗K′n ⊗K′p. In order to distinguish the rank of x as
a tensor over K and the rank of x as a tensor over K′, we denote by rankKx
and rankK′x respectively if necessary.
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Example 2.2 ([SMS, Example 2.9]) For a 2 × 2 matrix A =
(
0 1
−1 0
)
,
it holds that rankR(E2;A) = 3 and rankC(E2;A) = 2.
Definition 2.3 Let T = (A1; · · · ;Ap) be a tensor. We define the column
rank, denoted column rankT , and the row rank, denoted row rankT , of T by
column rankT := rank


A1
...
Ap

 and row rankT := rank(A1, . . . , Ap) respec-
tively.
Remark 2.4 Let T be a tensor. Then rankT ≥ max{column rankT ,
row rankT}.
Definition 2.5 Two tensors T and T ′ are said to be equivalent if there are
nonsingular matrices P and Q such that T ′ = PTQ.
Remark 2.6 If T and T ′ are equivalent, then rankT = rankT ′.
Definition 2.7 Let m, n and p be positive integers. If a generic m× n× p
tensor over F has rank r, that is, there is a Zariski dense open subset U of
Fm×n×p such that rankT = r for any T ∈ U , we say that the generic rank of
m× n× p tensors over F is r and denote generic rankF(m,n, p) = r.
Definition 2.8 We set typical rankF(m,n, p) = {r | there is a subset S ⊂
Fm×n×p such that S has positive Lebesgue measure and rankFT = r for any
T ∈ S} and we call an element of typical rankF(m,n, p) a typical rank of
m× n× p tensors over F.
We set f1 : F
m × Fn × Fp → Fm×n×p by
((x1, . . . , xm)
⊤, (y1, . . . , yn)
⊤, (z1, . . . , zp)
⊤) 7→ (xiyjzk)
and for t > 1, we set ft : (F
m × Fn × Fp)t → Fm×n×p by
((x1,y1, z1), . . . , (xt,yt, zt)) 7→
t∑
u=1
f1(xu,yu, zu).
Then for T ∈ Fm×n×p, rankT = min{t | T ∈ Imft}.
Remark 2.9 Consider the case where F = C. Then by the theorem of
Chevalley [Che] (see also [Har, Theorem 3.16] or [Mum, (2.31) Proposition]),
Imft is a constructible set of C
m×n×p. Therefore, the following conditions are
equivalent.
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(1) The Zariski closure of Imft is C
m×n×p.
(2) Imft contains a Zariski dense open subset of C
m×n×p.
(3) The Euclidean closure of Imft is C
m×n×p.
In particular, min{t | the Euclidean closure of Imft is C
m×n×p} is the generic
rank of m× n× p tensors over C.
Here we recall the following result of Friedland.
Theorem 2.10 ([Fri, Theorem 7.1]) The space Rm1×m2×m3, m1, m2, m3 ∈
N, contains a finite number of open connected disjoint semi-algebraic sets
O1, . . . , OM satisfying the following properties.
(1) Rm1×m2×m3 r ∪Mi=1Oi is a closed semi-algebraic set R
m1×m2×m3 of di-
mension less than m1m2m3.
(2) Each T ∈ Oi has rank ri for i = 1, . . . ,M .
(3) The number min(r1, . . . , rM) is equal to generic rankC(m1, m2, m3).
(4) max(r1, . . . , rM) is the minimal t ∈ N such that the Euclidean closure
of ft((R
m1 × Rm2 × Rm3)t) is equal to Rm1×m2×m3.
(5) For each integer r ∈ [generic rankC(m1, m2, m3),max(r1, . . . , rM)],
there exists ri = r for some integer i ∈ [1,M ].
Therefore, we see the following fact.
Proposition 2.11 Let r be a positive integer. Then r ∈ typical rankR(m1,
m2, m3) if and only if there is a non-empty Euclidean open subset U of
Rm1×m2×m3 such that for any T ∈ U , rankT = r.
Proof “If” part is immediate from the definition of typical rank. Assume
that r is a typical rank. Then there is a subset S ⊂ Rm1×m2×m3 such that
S has positive Lebesgue measure and rankT = r for any T ∈ S. Since
dim(Rm1×m2×m3 r ∪Mi=1Oi) < m1m2m3, there is i such that S ∩ Oi 6= ∅.
Therefore, Oi is a non-empty Euclidean open set such that rankT = r for
any T ∈ Oi.
In particular, we see the following:
Remark 2.12 If there is the generic rank of m× n× p tensors over F, then
it is the unique typical rank of m× n× p tensors over F.
Remark 2.13 It is known that if p ≥ (m − 1)(n − 1) + 1, then
generic rankC(m,n, p) = min{p,mn} (cf. [CGG, Theorem 2.4 and Remark
2.5]).
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3 Absolutely full column rank tensors
First we recall the following definition.
Definition 3.1 ([SSM]) Let T = (A1; · · · ;Ap) be an n× n× p tensor over
R. T is called an absolutely nonsingular tensor if the equation
det(
p∑
k=1
xkAk) = 0
implies x1 = x2 = · · · = xp = 0.
We generalize this notion and state the following:
Definition 3.2 Let T = (A1; · · · ;Ap) be an l × n × p tensor over R. T is
called an absolutely full column rank tensor or simply an absolutely fullrank
tensor if
rank(
p∑
k=1
xkAk) = n
for any (x1, x2, . . . , xp) ∈ R
p \ {(0, 0, . . . , 0)}.
It follows from the definition that a tensor which is equivalent to an absolutely
fullrank tensor is also absolutely fullrank. Next we note the following lemma
whose proof is straightforward.
Lemma 3.3 Let T = (A1; · · · ;Ap) be an l × n × p tensor over R. Set
Ai = (ai1, . . . ,ain) for i = 1, . . . , p. Then the following conditions are
equivalent.
(1) T is absolutely fullrank.
(2) If
∑p
i=1
∑n
j=1 xiyjaij = 0, where x1, . . . , xp, y1, . . . , yn ∈ R, then
x1 = · · · = xp = 0 or y1 = · · · = yn = 0.
(3)
∑p
i=1 xiAiy 6= 0 for any x = (x1, . . . , xp)
⊤ ∈ Sp−1 and y ∈ Sn−1, where
Sd stands for the d-dimensional sphere.
As a corollary, we see that a tensor obtained by rotating an absolutely fullrank
tensor by 90◦ is also absolutely fullrank. To be precise, we see the following
fact.
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Corollary 3.4 Let T = (A1; · · · ;Ap) be an l × n × p tensor over R. Set
Ai = (ai1, . . . ,ain) for i = 1, . . . , p. And set Bj = (apj ,ap−1,j, . . . ,a1j) for
j = 1, . . . , n and T ′ = (B1; · · · ;Bn). Then T is absolutely fullrank if and
only if so is T ′. In particular, there is an l× n× p absolutely fullrank tensor
if and only if there is an l × p× n absolutely fullrank tensor.
Now we prove the following important fact.
Theorem 3.5 Let l, n, and p be positive integers. Then the set {T ∈
Rl×n×p | T is absolutely fullrank} is a (possibly empty) open subset of Rl×n×p
in the Euclidean topology.
Proof Let T be an l × n × p absolutely fullrank tensor. If T is not an
interior point of the set in question, there is a sequence {Tk} of tensors of
size l × n× p such that Tk → T and Tk is not absolutely fullrank for any k.
Set T = (A1; · · · ;Ap) and Tk = (A
(k)
1 ; · · · ;A
(k)
p ) for each k. Since Tk
is not absolutely fullrank, we see by Lemma 3.3 that there are x(k) =
(x
(k)
1 , . . . , x
(k)
p )⊤ ∈ Sp−1 and y(k) ∈ Sn−1 such that
p∑
i=1
x
(k)
i A
(k)
i y
(k) = 0
for any k. Since Sp−1 and Sn−1 are compact, we may assume, by taking
subsequences if necessary, that {x(k)} and {y(k)} converge.
Set x = limk→∞ x
(k), y = limk→∞ y
(k) and x = (x1, . . . , xp)
⊤. Then
x ∈ Sp−1, y ∈ Sn−1 and
p∑
i=1
xiAiy = lim
k→∞
p∑
i=1
x
(k)
i A
(k)
i y
(k) = 0.
This contradicts the fact that T is absolutely fullrank.
4 Typical ranks of certain 3-tensors
In this section, we consider typical ranks of 3-tensors with fixed sizes with
a certain condition. First consider the following condition of a sequence of
matrices:
Definition 4.1 Let n, l, and m be integers with 0 ≤ l < n and m ≥ 3. Also
let A be an n × (2n − l) matrix and A3, A4, . . . , Am n × n matrices with
entries in R. Set A = (B1, B0, B2), where B1 and B2 are n× (n− l) matrices
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and B0 is an n× l matrix. If
((
B1 O
B1 B0
)
;
(
B0 B2
O B2
)
;
(
A3
A3
)
; · · · ;
(
Am
Am
))
is absolutely fullrank, then we say that the sequence of matrices A, A3, . . . ,
Am satisfies Condition 4.1 with respect to n, l, m.
Using this notion, we state the following:
Theorem 4.2 Let m, n, and p be positive integers with m ≥ 3 and (m −
2)n < p ≤ (m − 1)n. Set l = (m − 1)n − p. If there is a sequence of
matrices A, A3, . . . , Am satisfying Condition 4.1 with respect to n, l, m,
then typical rankR(n, p,m) contains a number larger than p.
In order to prove Theorem 4.2, we first recall our previous results.
Theorem 4.3 ([MSS, Theorem 8]) Let K be an infinite field, and s and
t integers with 0 < s < t. Then there are rational maps ϕ(1) and ϕ(2) from
Ks×t×2 to GL(s;K) and GL(t;K) respectively, such that
((O,Es); (Es, O)) ∈ dom(ϕ
(1)) ∩ dom(ϕ(2)),
ϕ(1)((O,Es); (Es;O)) = Es,
ϕ(2)((O,Es); (Es;O)) = Et,
and
ϕ(1)(T )Tϕ(2)(T ) = ((O,Es); (Es;O))
for any T ∈ dom(ϕ(1)) ∩ dom(ϕ(2)).
By considering ϕ(1)(A2;A1) and ϕ
(2)(A2;A1), where T = (A1;A2), we see the
following:
Theorem 4.4 Let K be an infinite field, and s and t integers with 0 < s < t.
Then there are rational maps ϕ(1) and ϕ(2) from Ks×t×2 to GL(s;K) and
GL(t;K) respectively, such that
((Es, O); (O,Es)) ∈ dom(ϕ
(1)) ∩ dom(ϕ(2)),
ϕ(1)((Es, O); (O,Es)) = Es,
ϕ(2)((Es, O); (O,Es)) = Et,
and
ϕ(1)(T )Tϕ(2)(T ) = ((Es, O); (O,Es))
for any T ∈ dom(ϕ(1)) ∩ dom(ϕ(2)).
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Note that through this theorem, we see that a generic s × t × 2 tensor is
equivalent to ((Es, O); (O,Es)). Therefore, this theorem gives another proof
of the result of [BK]. We also recall the following:
Lemma 4.5 ([MSS, Lemma 9]) Let K be an infinite field and s, t and u
integers with 0 < s < t. Then there is a rational map ϕ0 from K
s×t×u to
GL(t;K) such that
((O,Es);A2; · · · ;Au) ∈ dom(ϕ0) and ϕ0((O,Es);A2; · · · ;Au) = Et
for any s× t matrices A2, . . . , Au and
(A1; · · · ;Au)ϕ0((A1; · · · ;Au)) = ((O,Es); ∗; · · · ; ∗)
for any (A1; · · · ;Au) ∈ dom(ϕ0).
By considering ϕ0(Au;A1; · · · ;Au−1), we see the following:
Lemma 4.6 Let K be an infinite field and s, t and u integers with 0 < s < t.
Then there is a rational map ϕ0 from K
s×t×u to GL(t;K) such that
(A1; · · · ;Au−1; (O,Es)) ∈ dom(ϕ0) and ϕ0(A1; · · · ;Au−1; (O,Es)) = Et
for any s× t matrices A1, A2, . . . , Au−1 and
(A1; · · · ;Au)ϕ0((A1; · · · ;Au)) = (∗; · · · ; ∗; (O,Es))
for any (A1; · · · ;Au) ∈ dom(ϕ0).
Now we state the following result which is easily proved by Lemma 4.6,
Theorem 4.4 and column operations:
Theorem 4.7 Let K be an infinite field, and s, t and u positive in-
tegers with u ≥ 2 and (u − 1)s < t. Set v = t − (u − 1)s and
X = (X1; · · · ;Xu), where X1 = (Es, Os×(t−s)), X2 = (Os×v, Es, Os×(u−2)s),
X3 = (Os×(v+s), Es, Os×(u−3)s), X4 = (Os×(v+2s), Es, Os×(u−4)s), . . . , Xu =
(Os×(t−s), Es). Then there are rational maps ψ
(1) and ψ(2) from Ks×t×u to
GL(s;K) and GL(t;K) respectively, such that X ∈ dom(ψ(1)) ∩ dom(ψ(2)),
ψ(1)(X) = Es, ψ
(2)(X) = Et and for any T ∈ dom(ψ
(1)) ∩ dom(ψ(2))
ψ(1)(T )Tψ(2)(T ) = ((Es, Os×v,M);X2;X3; · · · ;Xu),
where M is an s × (u − 2)s matrix with M≤v = O if t < us or M = O if
t ≥ us.
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Now we state the proof of Theorem 4.2:
Proof of Theorem 4.2 We may assume that Am = En.
Set Y1 = (En, On×(p−n)), Y2 = (On×(n−l), En, On×(m−3)n), Y3 =
(On×(2n−l), En, On×(m−4)n), Y4 = (On×(3n−l), En, On×(m−5)n), . . . , Ym−1 =
(On×(p−n), En), Ym = (A,A3, A4, . . . , Am−1) and Y = (Y1; Y2; · · · ; Ym). Let
ψ(1) and ψ(2) be rational maps from Rn×p×(m−1) to GL(n,R) and GL(p,R)
respectively of Theorem 4.7.
Consider the set U of n × p × m tensors (X1;X2; · · · ;Xm) over R
such that X = (X1; · · · ;Xm−1) ∈ dom(ψ
(1)) ∩ dom(ψ(2)) and if we set
V =
(
ψ(1)(X)X1ψ
(2)(X)
O Ep−n
)−1
, then
((
B1 O
C1 C0
)
;
(
B0 B2
O C2
)
;
(
B3
C3
)
; · · · ;
(
Bm−1
Cm−1
)
;
(
En
En
))
is absolutely fullrank, where ψ(1)(X)Xmψ
(2)(X) = (B1, B0, B2, B3, . . . , Bm−1),
ψ(1)(X)Xmψ
(2)(X)V = (C1, C0, C2, C3, . . . , Cm−1), B0 and C0 are n × l ma-
trices, B1, B2, C1 and C2 are n× (n− l) matrices and B3, . . . , Bm−1 and C3,
. . . , Cm−1 are n × n matrices. Then we see that U is a Euclidean open set
containing Y by Theorem 3.5 since rational maps are continuous.
Now we
Claim If T ∈ U , then rankRT > p.
Assume the contrary and take T ∈ U with rankT ≤ p. Set T =
(X1;X2; · · · ;Xm), X = (X1;X2; · · · ;Xm−1), V , B0, B1, . . . , Bm−1, C0, C1,
. . . , Cm−1 as above and ψ
(1)(X)Tψ(2)(X) = Z = (Z1;Z2; · · · ;Zm). Then by
the definition of U ,((
B1 O
C1 C0
)
;
(
B0 B2
O C2
)
;
(
B3
C3
)
; · · · ;
(
Bm−1
Cm−1
)
;
(
En
En
))
is absolutely fullrank.
Since Z and T are equivalent, rankZ = rankT ≤ p. On the other hand,
since column rankZ = p, we see that rankZ ≥ p. So there are an n × p
matrix P , a p×p matrix Q and p×p diagonal matrices Dk with Zk = PDkQ
for k = 1, 2, . . . , m. Since
Ep =


Z≤n−l1
Z2
...
Zm−1

 =


P≤n−lD1
PD2
...
PDm−1

Q,
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we see that Q is nonsingular and
Q−1 =


P≤n−lD1
PD2
...
PDm−1

 .
Moreover, since
V −1 =


Z1
l<Z2
Z3
...
Zm−1

 =


PD1
l<PD2
PD3
...
PDm−1

Q,
we see that
V −1Q−1 =


PD1
l<PD2
PD3
...
PDm−1

 .
Now set P = (u1,u2, . . . ,up) and Dk = Diag(dk1, dk2, . . . , dkp) for k =
1, 2, . . . , m. Then
PDm = ZmQ
−1
= B1P
≤n−lD1 + (B0, B2)PD2 +B3PD3 + · · ·+Bm−1PDm−1
= (B1, O)PD1 + (B0, B2)PD2 +B3PD3 + · · ·+Bm−1PDm−1.
On the other hand, we see
PDm = (ZmV )(V
−1Q−1)
= (C1, C0)PD1 + C2
l<PD2 + C3PD3 + · · ·+ Cm−1PDm−1
= (C1, C0)PD1 + (O,C2)PD2 + C3PD3 + · · ·+ Cm−1PDm−1.
In particular,(
B1 O
C1 C0
)
PD1 +
(
B0 B2
O C2
)
PD2 +
(
B3
C3
)
PD3 + · · ·
· · · +
(
Bm−1
Cm−1
)
PDm−1 −
(
En
En
)
PDm = O.
(4.1)
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Since rankZ = p, we see that u1 6= 0 and (d11, d21, . . . , dm1) 6=
(0, 0, . . . , 0). Therefore
rank
(
d11
(
B1 O
C1 C0
)
+ d21
(
B0 B2
O C2
)
+ d31
(
B3
C3
)
+ · · ·
+dm−1,1
(
Bm−1
Cm−1
)
− dm1
(
En
En
))
= n,
since
((
B1 O
C1 C0
)
;
(
B0 B2
O C2
)
;
(
B3
C3
)
; · · · ;
(
Bm−1
Cm−1
)
;
(
En
En
))
is absolutely
fullrank. However, by observing the first column of equation (4.1), we see
that (
d11
(
B1 O
C1 C0
)
+ d21
(
B0 B2
O C2
)
+ d31
(
B3
C3
)
+ · · ·
+dm−1,1
(
Bm−1
Cm−1
)
− dm1
(
En
En
))
u1 = 0.
This is a contradiction.
5 Existence of sequences of matrices with
Condition 4.1 and plural typical ranks
In this section, we argue for the existence of a sequence of matrices with
Condition 4.1 and apply the result to show the existence of plural typical
ranks in some sizes of 3-tensors.
First we recall the condition of the sizes of which an absolutely nonsin-
gular tensor exists.
Definition 5.1 Let n be a positive integer. Set n = (2a+ 1)2b+4c, where a,
b and c are integers with 0 ≤ b < 4. Then we define ρ(n) := 8c+ 2b.
ρ(n) is called the Hurwitz-Radon function. Now we recall the following:
Theorem 5.2 ([SSM, Theorem 2.2]) There exists an n×n×p absolutely
nonsingular tensor if and only if p ≤ ρ(n).
For later use we recall a method which can construct an n × n × ρ(n)
absolutely nonsingular tensor explicitly for the case where n = 2d for some
positive integer d. First we state the following:
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Definition 5.3 Let {A1, . . . , As} be a family of n× n matrices with entries
in R. If
(1) AiA
⊤
i = En for 1 ≤ i ≤ s,
(2) Ai = −A
⊤
i for 1 ≤ i ≤ s and
(3) AiAj = −AjAi for i 6= j,
then we say that {A1, . . . , As} is a Hurwitz-Radon family of order n.
The following result immediately follows from the definition.
Lemma 5.4 A subfamily of a Hurwitz-Radon family is a Hurwitz-Radon
family.
Next we note the following lemma which is easily verified.
Lemma 5.5 Let {A1, . . . , As} be a Hurwitz-Radon family of order n. Set
As+1 = En. Then for any x1, . . . , xs+1 ∈ R,(
s+1∑
k=1
xkAk
)(
s+1∑
k=1
xkAk
)⊤
= (x21 + · · ·+ x
2
s + x
2
s+1)En.
In particular, (A1; · · · ;As;En) is an n × n × (s + 1) absolutely nonsingular
tensor.
Set
A =
(
0 1
−1 0
)
, P =
(
0 1
1 0
)
, Q =
(
1 0
0 −1
)
.
Then the the following results hold.
Proposition 5.6 ([GS, Proposition 1.5]) (1) {A} is a Hurwitz-Radon
family of order 2.
(2) {A⊗ E2, P ⊗A,Q⊗A} is a Hurwitz-Radon family of order 4.
(3) {E2⊗A⊗E2, E2⊗P ⊗A,Q⊗Q⊗A, P ⊗Q⊗A,A⊗P ⊗Q,A⊗P ⊗
P,A⊗Q⊗E2} is a Hurwitz-Radon family of order 8.
Theorem 5.7 ([GS, Theorem 1.6]) Let {M1, . . . ,Ms} be a Hurwitz-
Radon family of order n. Then
(1) {A⊗En, Q⊗M1, . . . , Q⊗Ms} is a Hurwitz-Radon family of order 2n.
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(2) If moreover, {L1, . . . , Lt} is a Hurwitz-Radon family of order m, then
{P⊗M1⊗Em, . . . , P⊗Ms⊗Em, Q⊗En⊗L1, . . . , Q⊗En⊗Lt, A⊗Emn}
is a Hurwitz-Radon family of order 2nm.
Now we state a criterion of the existence of a sequence of matrices with
Condition 4.1.
Lemma 5.8 Let n, l, and m be integers with 0 ≤ l < n and m ≥ 3. Then
the following conditions are equivalent.
(1) There is a sequence of matrices satisfying Condition 4.1 with respect to
n, l, m.
(2) There are (n+ l)× n matrices C1, C2 and n× n matrices A3, . . . , Am
such that
(
C1;C2;
(
A3
O
)
; · · · ;
(
Am
O
))
is absolutely fullrank.
Moreover, if m = 3, then the above conditions are equivalent to the following
one.
(3) There is an (n+ l)× n× 3 absolutely fullrank tensor.
Proof We will prove that (1) and (2) are equivalent to the following con-
ditions.
(4) There are n×(n−l) matrices B1, B2, an n×l matrix B0 and n×n matri-
ces A3, . . . , Am such that
((
B1 O
O B0
)
;
(
B0 B2
−B0 O
)
;
(
A3
O
)
; · · · ;
(
Am
O
))
is absolutely fullrank.
(5) There are n × (n − l) matrices B1, B2, an n × l matrix B0 and n × n
matrices A3, . . . , Am such that the columns of B0 are linearly indepen-
dent and
((
B1 O
O El
)
;
(
B0 B2
−El O
)
;
(
A3
O
)
; · · · ;
(
Am
O
))
is absolutely
fullrank.
(6) There are n × (n − l) matrices B1, B2, n × l matri-
ces A1, A2 and n × n matrices A3, . . . , Am such that((
B1 A1
O El
)
;
(
A2 B2
−El O
)
;
(
A3
O
)
; · · · ;
(
Am
O
))
is absolutely fullrank.
(1)⇐⇒(4)⇐=(5)=⇒(6)=⇒(2) are easy. Furthermore, in the case
where m = 3, (2)⇐⇒(3) is also easily verified. For (4)=⇒(5),
note that if the columns of B0 are linearly dependent, then
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((
B1 O
O B0
)
;
(
B0 B2
−B0 O
)
;
(
A3
O
)
; · · · ;
(
Am
O
))
is not absolutely fullrank.
For (6)=⇒(5), one may assume by Theorem 3.5 that the columns of A1+A2
are linearly independent. Then (5) is deduced from row operations. For
(2)=⇒(6), one may assume by Theorem 3.5 that (−n<C2;
n<C1) is in the
intersection of the domains of ϕ(1) and ϕ(2) of Theorem 4.4. Then (6) follows
by Theorem 4.4.
In view of this result, we state the following:
Definition 5.9 Let n, l and m be integers with 0 ≤ l < n and m ≥ 3 and
T = (C1;C2; · · · ;Cm) an (n + l) × n × m-tensor over R. If T is absolutely
fullrank and n<Ci = O for 3 ≤ i ≤ m, we say that T satisfies Condition 5.9.
By Theorem 4.2 and Lemma 5.8, we see the following:
Corollary 5.10 Let m, n and p be integers with m ≥ 3 and (m−2)n < p ≤
(m − 1)n. Set l = (m − 1)n− p. If there is an (n + l)× n×m-tensor with
Condition 5.9, then typical rankR(m,n, p) contains a number larger than p.
Remark 5.11 Suppose (m − 1)(n − 1) + 1 ≤ p ≤ (m −
1)n. Then min(typical rankR(n, p,m)) = min(typical rankR(m,n, p)) =
generic rankC(m,n, p) = p by Theorem 2.10 and Remark 2.13. Therefore
if there is an integer larger than p in typical rankR(m,n, p), then there are
at least two typical ranks.
Here we state some basic facts which are immediately verified.
Lemma 5.12 Let T = (A1;A2; · · · ;Ap) be an l × n × p absolutely fullrank
tensor.
(1) For any positive integer k,
((
A1
O
)
;
(
A2
O
)
; · · · ;
(
Ap
O
))
is an (l+k)×
n× p absolutely fullrank tensor, where O is a k × n zero matrix.
(2) For any integer k with 1 ≤ k ≤ n − 1, T≤k is an l × k × p absolutely
fullrank tensor.
(3) For any integer u, (Eu ⊗ A1; · · · ;Eu ⊗ Ap) is a ul × un× p absolutely
fullrank tensor.
Corollary 5.13 Let n, l and m be integers with 0 ≤ l < n and m ≥ 3.
(1) If there is an n×n×m absolutely nonsingular tensor, then there is an
(n + l)× n×m tensor with Condition 5.9.
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(2) If there is an (n+ l)× n×m tensor with Condition 5.9, then there is
an (n+ l′)×n×m tensor with Condition 5.9 for any l′ with l < l′ < n.
By Corollaries 5.10 and 5.13, we see the following:
Corollary 5.14 Let m and n be integers with 3 ≤ m ≤ ρ(n). Then
typical rankR(m,n, p) contains a number larger than p for any p with
(m− 2)n < p ≤ (m− 1)n.
Therefore, we see the following result by Remark 5.11.
Theorem 5.15 Let m, n and p be integers with 3 ≤ m ≤ ρ(n) and (m −
1)(n − 1) + 1 ≤ p ≤ (m − 1)n. Then there are at least two typical ranks of
m× n× p tensors over R.
We also obtain the following:
Theorem 5.16 Let m, n be integers with m ≤ n. Set p = (m−1)(n−1)+1.
Then there are at least two typical ranks of m× n× p tensors over R in the
following cases.
(1) m = 3, n ≡ 3 (mod 4).
(2) m = 4, n ≡ 2 (mod 4).
(3) m = 6, n ≡ 4 (mod 8).
(4) m = 10, n ≡ 24 (mod 32).
Proof We use the notation of Proposition 5.6 and the paragraph preceding
it.
(1) Set n+1 = 4u, M1 = A⊗E2 and M2 = P ⊗A. Then by Proposition
5.6 (2) and Lemma 5.4, {M1,M2} is a Hurwitz-Radon family of order 4.
Therefore by Lemmas 5.5 and 5.12 (3), we see that T = (Eu ⊗ M1;Eu ⊗
M2;E4u) is an (n + 1) × (n + 1) × 3 absolutely nonsingular tensor. So we
see, by Lemma 5.12 (2), that T≤n is an (n+1)× n× 3-tensor which satisfies
Condition 5.9.
Since (m − 1)n− p = 2n− (2(n− 1) + 1) = 1, we see by Corollary 5.10
that typical rankR(m,n, p) contains a number larger than p. So by Remark
5.11, typical rankR(m,n, p) contains at least two numbers.
(2) Set n + 2 = 4u, M1 = A⊗ E2, M2 = P ⊗ A and M3 = Q⊗ A. Then
by Proposition 5.6 (2), we see that {M1,M2,M3} is a Hurwitz-Radon family
of order 4. Therefore, by Lemmas 5.5 and 5.12 (3), we see that T = (Eu ⊗
M1;Eu⊗M2;Eu⊗M3;E4u) is an (n+2)× (n+2)×4 absolutely nonsingular
16
tensor. So by Lemma 5.12 (2), T≤n is absolutely fullrank. Moreover, since
(2, 1)-entry ofQ is 0, we see that n<(Eu⊗Q⊗A)≤n is a zero matrix. Therefore,
T satisfies Condition 5.9.
Since (m− 1)n− p = 3n− (3(n− 1) + 1) = 2, we see, by Corollary 5.10,
that typical rankR(m,n, p) contains a number larger than p. So by Remark
5.11, typical rankR(m,n, p) contains at least two numbers.
(3) Set n+4 = 8u,M1 = P ⊗Q⊗A, M2 = A⊗P ⊗Q, M3 = E2⊗A⊗E2,
M4 = E2 ⊗ P ⊗ A and M5 = Q ⊗ Q ⊗ A. Then by Proposition 5.6 (3) and
Lemma 5.4, we see that {M1, . . . ,M5} is a Hurwitz-Radon family of order 8.
Therefore, by Lemmas 5.5 and 5.12 (3), T = (Eu⊗M1; · · · ;Eu⊗M5;E8u) is
an (n+4)× (n+4)×6 absolutely nonsingular tensor. So by Lemma 5.12 (2),
we see that T≤n is an (n + 4)× n × 6 absolutely fullrank tensor. Moreover,
since (2, 1)-entries of E2 and Q are 0, we see that T≤n satisfies Condition 5.9.
Since (m− 1)n− p = 5n− (5(n− 1) + 1) = 4, we see, by Corollary 5.10,
that typical rankR(m,n, p) contains a number larger than p. So by Remark
5.11, typical rankR(m,n, p) contains at least two numbers.
(4) Set n+8 = 32u. By Proposition 5.6 (3), we see that there is a Hurwitz-
Radon family {L1, . . . , L7} of order 8. Since {A} is a Hurwitz-Radon family
of order 2, we see by Theorem 5.7 that {P⊗A⊗E8, Q⊗E2⊗L1, . . . , Q⊗E2⊗
L7, A⊗ E16} is a Hurwitz-Radon family of order 32. Therefore, by Lemmas
5.5 and 5.12 (3), T = (Eu⊗A⊗E16;Eu⊗P⊗A⊗E8;Eu⊗Q⊗E2⊗L1; · · · ;Eu⊗
Q⊗E2⊗L7;E32u) is an (n+8)× (n+8)× 10 absolutely nonsingular tensor.
So by Lemma 5.12 (2), we see that T≤n is an (n + 8) × n × 10 absolutely
fullrank tensor. Moreover, since (4, 1), (4, 2) and (4, 3)-entries of Q⊗E2 are
0, we see that T≤n satisfies Condition 5.9.
Since (m− 1)n− p = 9n− (9(n− 1) + 1) = 8, we see, by Corollary 5.10,
that typical rankR(m,n, p) contains a number larger than p. So by Remark
5.11, typical rankR(m,n, p) contains at least two numbers.
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