Abstract. In this work we consider the following class of fractional p&q Laplacian problems
Introduction
In this paper we are concerned with the existence, multiplicity and concentration results of nonnegative solutions for the following class of fractional p&q Laplacian problems
where ε > 0 is a small parameter, s ∈ (0, 1), 1 < p < q < (f 5 ) f (t) t q−1 is increasing for t > 0. The operator (−∆) s t , with t ∈ {p, q}, is the fractional t-Laplacian which may be defined for any u ∈ C ∞ c (R N ) by |u(x) − u(y)| t−2 (u(x) − u(y)) |x − y| N +st dxdy (x ∈ R N ).
When s = 1, equation (1.1) becomes a p&q elliptic problem of the form
As explained in [20] , one of the mean reasons of studying (1.2) is connected to the more general reaction-diffusion system: u t = div(D(u)∇u) + c(x, u) and D(u) = |∇u| p−2 + |∇u| q−2 , which appears in biophysics, plasma physics and chemical reaction design. Indeed, in these applications, u stands for a concentration, div(D(u)∇u) is the diffusion with diffusion coefficient D(u), and the reaction term c(x, u) relates to source and loss processes. We point out that classical p&q Laplacian problems in bounded or unbounded domains have been studied by several authors; see for instance [17, 20, 27, 28, 32, 37, 38, 42] and the references therein. However, the study of the fractional p-Laplacian operator has achieved a tremendous popularity in the last decade. For instance, in [31, 39] the authors studied fractional p-eigenvalue problems. Regularity results for weak solutions have been established in [21, 22, 33, 35] . We also mention [8, 12, 16, 30, 41, 52] for different existence and multiplicity results for problems in bounded domains or in the whole of R N . More in general, nonlocal operators and fractional spaces are extensively studied due to their great application in several contexts such as obstacle problem, optimization, finance, phase transition, material science, anomalous diffusion, soft thin films, multiple scattering, quasi-geostrophic flows, water waves, and so on. For more details we refer to [23, 45] .
When p = q = 2, (1.1) is equivalent to the well-known fractional Schrödinger equation of the type
3)
which appears when we look for standing wave solutions ψ(x, t) = e − ıct ε of the following time dependent fractional Schrödinger equation
The above equation was derived by Laskin and plays a fundamental role in the study of fractional quantum mechanics; see [36] for more details. In the last two decades many authors studied existence, multiplicity and concentration of nontrivial solutions to (1.3) assuming different conditions on the potential V (x) and considering nonlinearities with subcritical or critical growth; see [4, 9, 14, 15, 24, 26, 29, 50] . For instance, in [29] , the authors used Nehari manifold arguments and LjusternikSchnirelmann theory to deduce the existence and multiplicity of solutions to (1.3) requiring that f is a C 1 -function with subcritical growth and verifying the Ambrosetti-Rabinowitz condition [7] : ∃µ > 2 : 0 < µF (t) ≤ tf (t) ∀t > 0.
This assumption is quite natural when we investigate superlinear problems because it guarantees that Palais-Smale sequence of the energy functional associated to the problem under consideration is bounded. However, (AR) is very restrictive and eliminates many nonlinearities. Therefore, several authors sought to introduce conditions weaker than (AR); see for instance [34, 40, 44, 49, 51] .
In the present paper we deal with multiple solutions for the fractional problem (1.1) applying the Ljusternik-Schnirelmann category theory and without requiring (AR). We emphasize that in the papers treating the existence of multiple solutions via Ljusternik-Schnirelmann category, a fundamental step is the verification of (P S) condition (Palais-Smale condition), which is not proved in most papers without (AR), because the Cerami's sequence works better for problem with this type of nonlinearity. For example, in the local setting, in [40] the authors considered a Schrödinger equation under a compactness condition on the potential V . Again, in [51] , the authors proved the (P S) condition for functionals of the type Φ(u) = study of problems like (1.1). We point out that as far as we know, in literature appear only few papers on fractional p&q Laplacian problems [11, 19] , but no results on the multiplicity of solutions for problem (1.1) are available. So the aim of this work is to give a first result in this direction.
Since we deal with the multiplicity of solutions to (1.1), we recall that if Y is a given closed set of a topological space X, we denote by cat X (Y ) the Ljusternik-Schnirelmann category of Y in X, that is the least number of closed and contractible sets in X which cover Y ; see [53] . Now we state our main results.
Theorem 1.1. Assume that (V 0 ) and (f 1 )-(f 5 ) hold. Then, there existsε > 0 such that problem (1.1) has a nonnegative ground state solution u ε for all ε ∈ (0,ε). Moreover, for each sequence ε n → 0, there is a subsequence such that for each n ∈ N, the solution u εn concentrates around a point x 0 ∈ R N such that V (x 0 ) = V 0 . More precisely, there exists C > 0 such that for all δ > 0, there existR > 0 and n 0 ∈ N such that
for all n ≥ n 0 . The proof of the above results is obtained applying variational methods and borrowing some ideas developed in [3] to study a class of quasilinear problems which includes the p&q elliptic case. Anyway, we can not repeat the same arguments exploited in [3] since in our context we have to take care of the appearance of fractional p&q Laplacian operators and that our nonlinearity does not verify (AR). For these reasons, we first prove some technical lemmas which allow us to overcome some difficulties coming from the nonlocal character of the involved fractional operators; see also [16] . Hence, we deal with the existence of solutions for the autonomous problem associated to (1.1). We note that the proof of boundedness of Palais-Smale sequences is completely different from the one given in [3] in which (AR) is not assumed; see Lemma 3.3 . After that, we study the existence of solutions to (1.1) and, taking into account some ideas present in [5, 6] , we consider the concentration behavior of solutions. We note that the concentration phenomenon obtained in this work is in the integral sense and it is not the same considered in [3] . Indeed, in our framework, it seems very hard to prove that the solutions go to zero at infinity because Hölder continuous regularity results like [32] (when s = 1) and [33] (for s ∈ (0, 1) and p = q ∈ (1, ∞)), are not currently available for fractional p&q Laplacian operators. Subsequently, we combine Nehari manifold arguments and Ljusternik-Schnirelmann category theory to deduce a multiplicity result for (1.1). Finally, we use a variant of the Moser iteration argument [46] to get the boundedness of solutions to (1.1).
The paper is organized as follows. In Section 2 we collect some preliminary results. In Section 3 we deal with autonomous fractional p&q Laplacian problems. In Section 4 we give the proof of Theorem 1.1. The Section 5 is devoted to the multiplicity of solutions to (1.1). In the last section we prove the boundedness of solutions to (1.1).
Preliminary
In this preliminary section we recall some facts about the fractional Sobolev spaces and we prove some technical lemmas which we will use later. 
and compactly in L t (B R (0)), for all R > 0 and for any t ∈ [1, p * s ). Proceeding as in [26, 50] we can prove the next compactness-Lions type result.
. Applying Hölder and Sobolev inequality we can infer
τ . Now, covering R N by balls of radius R in such a way that each point of R N is contained in at most N + 1 balls, and using the fact that {u n } is bounded in W s,p (R N ), we find
in view of (2.1). An interpolation argument gives the thesis.
The lemma below provides a way to manipulate smooth truncations for the fractional p-Laplacian. Let us note that this result can be seen as a generalization of the second statement of Lemma 5 in [47] to the case of the space W s,p (R N ) with p = 2.
Proof. Taking into account that φ r u → u a.e. in R N as r → ∞ and u ∈ L p (R N ), and invoking the Dominated Convergence Theorem we have lim r→∞ |uφ r −u| p = 0. Now, we prove that lim r→∞ [uφ r − u] s,p = 0.
Let us note that
Exploiting |φ r (x) − 1| ≤ 2, |φ r (x) − 1| → 0 a.e. in R N and u ∈ W s,p (R N ), from the Dominated Convergence Theorem it follows that B r → 0 as r → ∞. Next, we aim to show that
Firstly, we point out that
Using 0 ≤ φ ≤ 1, |∇φ| ≤ 2 and applying the Mean Value Theorem, we can see that
Regarding the last integral in (2.2) we can note that
By the Mean Value Theorem, and observing that if (x, y) ∈ (R N \ B 2r (0)) × B 2r (0) and |x − y| ≤ r, then |x| ≤ 3r, we get
Note that for any K > 4 it holds
Then, we have the following estimates
, and using Hölder inequality we can see that 
Putting together (2.2)-(2.6) and (2.9), we can infer
from which we deduce that lim sup
Now we prove the following useful result inspired by [1, 43] .
where
Proof. We first consider the case p ≥ 2. In view of the Mean Value Theorem and Young's inequality, we can see that fixed ε > 0 there exists C ε > 0 such that 
Then we have that H ε,n → 0 a.e. in R 2N as n → ∞ and
The Dominated Convergence Theorem yields
From the definition of H ε,n we deduce that
By the arbitrariness of ε we get the thesis. Now we deal with the case 1 < p < 2. Using Lemma 3.1 in [43] , we know that
we can conclude the proof in view of the Dominated Convergence Theorem.
Let us define the space
endowed with the norm
It is easy to check that the next result holds true.
is compactly embedded in L t (R N ) for any t ∈ (q, q * s ). Moreover, the space X ε is continuously embedded in Y ε , therefore, by interpolation, the embedding
The next two results are technical lemmas which will be very useful in this work; their proofs are obtained following the arguments developed by Brezis and Lieb in [18] .
Proof. From the Brezis-Lieb Lemma [18] we know that if t ∈ (1, ∞) and {g n } ⊂ L t (R k ) is a bounded sequence such that g n → g a.e. in R k , then we have
.
in (2.11) we obtain
. In similar fashion we can see that
This ends the proof of lemma.
Proof. Let us note that the proofs of (i) and (ii) follow by Lemma 2.7. Now we prove (iii). Let us note that
where v n = u n − u. Then, combining (2.12) and assumptions (f 2 ) and (f 3 ), we can see that fixed δ > 0 there exists C δ > 0 such that
Applying Young's inequality with η > 0, we can deduce that
which implies that
. As a consequence of the Dominated Convergence Theorem, we get
On the other hand, from the definition of G η,n , it follows that
From the arbitrariness of η we can deduce that (iii) holds true. Finally, we give the proof of (iv).
From the continuity of f , there exists δ = δ(η) ∈ (0, r 0 ) satisfying
Moreover, by (f 3 ) there exists a positive constant c = c(η) such that
In what follows we estimate the following term:
In view of (2.13) and applying Hölder inequality we get
Then (2.14) and Hölder inequality yield
Putting together (2.17), (2.18) and (2.19) we have that
Now, we note that (2.16) implies
so we can see that
where we used the generalized Hölder inequality. Therefore
which combined with (2.20) yields
Now, recalling that u n ⇀ u in W s,p (R N ) we may assume that, up to a subsequence,
It is clear that
provided that n is big enough. Let us define D n := {x ∈ B R (0) :
Observing that |D n | → 0 as n → ∞, we can deduce that
On the other hand, by the Dominated Convergence Theorem we can infer
As a consequence
for n large enough. Putting together (2.23), (2.24) and (2.25) we have
This and (2.22) yield
Taking into account (2.21) and (2.26) we can conclude that for n large enough
The autonomous problem
In this section we consider the autonomous problem associated to (1.1):
for all µ > 0. The corresponding functional is given by
which is well-defined on the space
It is easy to check that J µ ∈ C 1 (X µ , R) and its differential is given by
for any u, ϕ ∈ X µ . Let us define the Nehari manifold associated to J µ
Now we prove that J µ possesses a mountain pass geometry [7] .
Lemma 3.1. The functional J µ satisfies the following conditions:
(ii) there exists e ∈ X µ with e µ > ρ such that J µ (e) < 0.
Proof. (i) From assumptions (f 2 ) and (f 3 ), for any ξ > 0 there exists C ξ such that
Therefore,
Choosing u µ = ρ ∈ (0, 1), by Sobolev embedding we get
Taking into account that r > q, there is α > 0 such that
Then using (f 4 ) and Fatou's Lemma we can deduce that
As a consequence of the mountain pass theorem without (P S) condition (see [53] ) we can find a (P S) cµ sequence {u n } ⊂ X µ , that is
In what follows we give a very useful characterization of c µ .
Proof. Let u ∈ X µ \ {0} and define h(t) := J µ (tu). Then, from the arguments in Lemma 3.1, we know that there exists t 0 > 0 such that h ′ (t 0 ) = 0 and t 0 u ∈ N µ . Let us note that if u ∈ N µ , then hypothesis (f 1 ) ensure that u + = max{u, 0} = 0. Now, we aim to prove that t 0 is the unique critical point of h. Arguing by contradiction, let us take positive t 1 and t 2 such that t 1 u, t 2 u ∈ N µ . Then we have
Subtracting terms by terms the above equalities we have
which allows us to deduce a contradiction. Indeed, if t 1 < t 2 , taking into account that p < q and using (f 5 ) we get
Proof. Assume by contradiction that u n µ → ∞ for some subsequence. Set v n = un un µ
. Then v n µ = 1 for any n ∈ N. Moreover, for each ρ > 0 it holds that
If (3.3) does not hold, then for some ρ > 0 there exist δ > 0 and a sequence {y n } ⊂ R N such that
Letṽ n = v n (· + y n ). Since {ṽ n } is bounded in X µ , we may assume that, up to a subsequence,
Setũ n = u n µṽn . From (f 5 ) we have
Hence, recalling that q > p, u n µ → ∞, J µ (u n ) = c+ o n (1) and applying Fatou's Lemma we obtain
and this is impossible. Thus, (3.3) holds true and by Lemma 2.2 we have that u n → 0 in L m (R N ) for any m ∈ (q, q * s ). From assumptions (f 2 ) and (f 3 ), for any α > 1 and τ > 0, there exists a positive constant C τ such that
and letting the limit as τ → 0 we can infer that
Now, for any R > 0, we note that R un µ ∈ (0, 1) for n large. Let us observe that from p < q and u n µ,p ≤ u n µ it follows that u n p µ,p
and for all R > 1 we also have R q > R p . Using these inequalities and a q + b q ≥ C q (a + b) q for all a, b ≥ 0 and q > 1, we can infer that
Taking the limit as R → ∞ we can deduce that J µ (u n ) → ∞ which gives a contradiction.
Now we prove the next technical lemma which is crucial to show that a (P S) sequence of J µ on N µ is a (P S) sequence of J µ in X µ . 
Proof. Assume that (b) does not hold true. Then, for any R > 0 it holds
Since {u n } is bounded in X µ , from Lemma 2.2 it follows that
Fix ξ ∈ (0, µ). Then, taking into account that {u n } ⊂ N µ and (3.2) we have
and in view of (3.5) we have that u n µ → 0.
Proof. Let {u n } ⊂ N µ be such that J µ (u n ) → c and J ′ µ (u n ) * = o n (1), where J ′ µ (u) * denotes the norm of the derivative of the restriction of J µ to N µ at u. Then, there exists {λ n } ⊂ R such that
where I µ : X µ → R is defined as
From {u n } ⊂ N µ and (f 5 ) it follows that
Since {u n } is bounded and u n µ → 0, by Proposition 1 there exists a sequence {y n } ⊂ R N such thatũ n = u n (· + y n ) is bounded in X µ andũ n ⇀ũ in X for someũ = 0. Consequently, there exists Ω ⊂ R N with positive measure such thatũ > 0 in Ω. Suppose by contradiction that lim sup n→∞ I ′ µ (u n ), u n = 0. Then, using (3.7), (f 5 ) and Fatou's Lemma we have
which gives a contradiction. Hence lim sup n→∞ I ′ µ (u n ), u n < 0 and, as a consequence, λ n = o n (1). This and (3.6) imply that {u n } is a (P S) c sequence for J µ in X µ .
We end this section giving the proof of the existence of a nonnegative ground state solution for autonomous problem (3.1).
Proposition 2. Assume that (f 1 )-(f 5 ) hold. Then, problem (3.1) has a nonnegative ground state solution.
Proof. Applying the Ekeland variational principle [25] , there exist sequences {u n } ⊂ N µ and {λ n } ⊂ R such that
Following the proof of Corollary 1, we can see that λ n = o n (1), so {u n } ⊂ N µ is a (P S) cµ sequence. From Lemma 3.3 {u n } is bounded in X µ , which is a reflexive space, so we may assume that u n ⇀ u in X µ for some u ∈ X µ .
In what follows, we show that J ′ µ (u) = 0. Consider the sequence
, and let
It is easy to check that {h n } is a bounded sequence in L p ′ (R 2N ) with h n → h a.e. in R 2N . Since L p ′ (R 2N ) is a reflexive space, there exists a subsequence, still denoted by
Then, for any φ ∈ X µ , we know that
and we can see that
In a similar way we can prove that
Since it is clear that
and using the fact that J ′ µ (u n ), φ = o n (1), we can deduce that J ′ µ (u), φ = 0 which implies that u is a critical point of J µ . Now, if u = 0, then u is a nontrivial solution to (3.1). Assume that u = 0. Then u n µ → 0 in X µ . Hence, by Proposition 1 there exist a sequence {y n } ⊂ R N and constants R, β > 0 such that
Now, let us defineṽ n (x) := u n (x + y n ). From the invariance by translations of R N , it is clear that ṽ n µ = u n µ , so {ṽ n } is bounded in X µ and there existsṽ such thatṽ n ⇀ṽ in X µ ,ṽ n →ṽ in L m loc (R N ) for any m ∈ [1, q * s ) andṽ = 0 in view of (3.8). Moreover, J µ (ṽ n ) = J µ (u n ) and J ′ µ (ṽ n ) = o n (1), and arguing as before it is easy to check that J ′ µ (ṽ) = 0. Now let u be the solution obtained from the previous study, and we prove that u is a ground state solution. It is clear that c µ ≤ J µ (u). On the other hand, from Fatou's Lemma we can see that
which implies that c µ = J µ (u). Finally we prove that the ground state obtained before is nonnegative. Indeed, taking u − = min{u, 0} as test function in (3.1), and exploiting (f 1 ) and the following inequality
we can see that
Arguing as before, we can deduce the next result. Corollary 2. Let {u n } ⊂ N µ be a sequence satisfying J µ (u n ) → c µ with u n ⇀ u in X µ . If u = 0, then u n → u in X µ for some sequence. Otherwise, there exists a sequence {ỹ n } ⊂ R N such that, up to a subsequence,ṽ n (x) = u n (x +ỹ n ) strongly converges in X µ .
The non autonomous problem
In this section we deal with the following problem
The corresponding functional is given by
It is easy to check that J ε ∈ C 1 (X ε , R) and its differential is given by
for any u, ϕ ∈ X ε . Arguing as in Lemma 3.1 we have that J ε has a mountain pass geometry, and using the mountain pass theorem without (P S) condition (see [53] ) there exists a (P S) cε sequence {u n } ⊂ X ε for J ε , where c ε is the minimax level associated to J ε . Moreover, proceeding as in Lemma 3.3 we can see that {u n } is bounded in X ε . As in Lemma 3.2 we can note that c ε has the following characterization
where N ε = {u ∈ X ε \ {0} : J ′ ε (u), u = 0}. Lemma 4.1. For all u ∈ N ε there is a constant κ > 0, independent of ε, such that
Proof. Since f (t) ≥ 0 for all t ≥ 0, we can see that
If u ε ≥ 1 for all u ∈ N ε , then the proof is done. Otherwise, if there exists u ∈ N ε for which u ε ≤ 1, from (4.2) it follows that c ε ≤ 2C 3 u p ε . Now, we observe that J V 0 (tu) ≤ J ε (tu) for all u ∈ X ε , which gives c V 0 ≤ c ε . Therefore, we have
Arguing as in the proof of Proposition 1 it is possible to prove the following result.
Proposition 3. Let {u n } ⊂ N ε be such that J ε (u n ) → c with u n ⇀ 0 in X ε . Then, one of the following alternatives occurs: (a) u n → 0 in X ε ; (b) there are a sequence {y n } ⊂ R N and constants R, β > 0 such that
Now we show the next lemma which will be useful to understand for which levels the functional J ε verifies the Palais-Smale condition.
Lemma 4.2. Assume that V ∞ < ∞ and let {v n } ⊂ X ε be a (P S) c sequence for
Proof. Let {t n } ⊂ (0, ∞) be such that {t n v n } ⊂ N V∞ . Claim 1: Our aim is to show that lim sup n→∞ t n ≤ 1. Assume by contradiction that there exist δ > 0 and a subsequence, denoted again by {t n }, such that
Since {v n } ⊂ X ε is a bounded (P S) sequence for J ε , we have that
Since t n v n ∈ N V∞ we also have that
Putting together (4.4) and (4.5) we get
Now, using assumption (V 0 ) we can see that, given ζ > 0 there exists R = R(ζ) > 0 such that
From this, taking into account that v n → 0 in L q (B R ) and the boundedness of {v n } in X ε , we can infer
Combining (4.6) and (4.8) we have
Since v n → 0 in X ε , we can apply Proposition 3 to deduce the existence of a sequence {y n } ⊂ R N and two positive numbersR, β such that
Let us considerṽ n = v n (x + y n ). Then we may assume that, up to a subsequence,ṽ n ⇀ṽ in X ε . By (4.10) there exists Ω ⊂ R N with positive measure and such thatṽ > 0 in Ω. From (4.3), (f 4 ) and (4.9), we can infer that
Taking the limit as n → ∞ and applying Fatou's Lemma, we obtain
and this is a contradiction. Now, we will consider the following cases: Case 1: Assume that lim sup n→∞ t n = 1. Thus, there exists {t n } such that t n → 1. Taking into account that J ε (v n ) → c, we have
Let us compute J ε (v n ) − J V∞ (t n v n ):
, and
In similar fashion we can prove that
Since {v n } is bounded in X ε , we can conclude that
Thus, putting together (4.12), (4.13), (4.14) and (4.15) we obtain
At this point, our aim is to show that
Applying the Mean Value Theorem and (3.2) we deduce that
Exploiting the boundedness of {v n } we get the thesis. Now, gathering (4.11), (4.16) and (4.17) we can infer that
and, taking the limit as ζ → 0 we get c ≥ c V∞ . Case 2: Assume that lim sup n→∞ t n = t 0 < 1. Then, there is a subsequence, still denoted by {t n }, such that t n → t 0 (< 1) and t n < 1 for any n ∈ N. Let us observe that
Exploiting the fact that t n v n ∈ N V∞ , and using (f 5 ) and (4.18), we obtain
Taking the limit as n → ∞ we get c ≥ c V∞ .
Now we show the following compactness result. Proof. Let {u n } ⊂ N ε be such that J ε (u n ) → c and J ′ ε (u n ) * = o n (1), where J ′ ε (u n ) * denotes the norm of the derivative of the restriction of J ε to N ε at u. Then, there exists {λ n } ⊂ R such that
where T ε : X ε → R is defined as
From {u n } ⊂ N ε and (f 5 ) it follows that
Since {u n } is bounded in X ε and u n ε → 0, by Proposition 3 there exists a sequence {y n } ⊂ R N such thatũ n = u n (· + y n ) is bounded in X ε andũ n ⇀ũ in X ε for someũ = 0. Therefore, there exists a set Ω ⊂ R N with positive measure such thatũ > 0 in Ω. Suppose by contradiction that lim sup n→∞ T ′ ε (u n ), u n = 0. Then, in the light of (4.20), (f 5 ) and Fatou's Lemma we have
which gives a contradiction. Thus lim sup n→∞ T ′ ε (u n ), u n < 0 and, as a consequence, λ n = o n (1).
If we assume that V ∞ < ∞, then c * ≤ c < c V∞ , and applying Lemma 4.2 we can infer
Now we consider the case V ∞ = ∞. By Lemma 2.6 we have that X ε is compactly embedded in
, which implies that u n → u in X ε . As a byproduct of the above proof, we have the following result.
Corollary 3. The critical points of J ε restricted to N ε are critical points of J ε on X ε .
The forthcoming result regards the existence of a nonnegative ground state solution to (4.1) provided that ε > 0 is small enough. Proof. It is easy to see that J ε has a mountain pass geometry. Thus, there exists a bounded sequence {u n } ⊂ X ε such that
Let us consider the case V ∞ = ∞. Then from Lemma 2.6, up to a subsequence, we get u n → u in L m (R N ) for all m ∈ [p, q * s ), for some u ∈ X ε . Set v n = u n − u. From assumptions (f 2 ) and (f 3 ), and the Dominated Convergence Theorem we can infer
Then v n ε = o n (1), that is u n → u in X ε and we can deduce that J ε (u) = c ε and J ′ ε (u) = 0. Now, if V ∞ < ∞, assume without loss of generality that
Let µ ∈ (V 0 , V ∞ ) and we note that c V 0 < c µ < c V∞ . Let us prove that there exists a function w ∈ X µ with compact support such that
and we consider the function w R (x) = ψ R (x)w µ (x), where w µ is a ground state solution to (3.1). By Lemma 2.3 we can see that
and we consider the function w R (x) = ψ R (x)w(x), where w is a ground state solution to (3.1) with µ = V 0 . By Lemma 2.3 we can see that
For any ε, R > 0 let t ε,R > 0 be such that
Then,
from which we can deduce that for any R > 0 it holds
Indeed,
and using p < q and (f 2 ) we can see that (4.26) holds true. Now, from (4.25) we know that
and taking the limit as ε → 0 and exploiting (4.26), we find
Letting R → ∞ and from (4.24), w ∈ N V 0 and (f 5 ) we can deduce that
(4.27)
Consequently we have
which together with (4.26) implies that lim sup ε→0 c ε ≤ J V 0 (t R w R ). Passing to the limit as R → ∞ and using (4.24) and (4.27) we can see that lim sup ε→0 c ε ≤ c V 0 .
The next result concerns the concentration phenomenon of solutions to (1.1) around the minima points of V .
Proposition 5. Let ε n → 0 and {u εn } ⊂ X εn be such that J εn (u εn ) = c εn and J ′ εn (u εn ) = 0. Then, there exists a sequence {ỹ n } ⊂ R N such thatṽ n (x) = u εn (x +ỹ n ) has a convergent subsequence in X V 0 . Moreover, up to a subsequence, y n → y for some y ∈ R N such that V (y) = V 0 , where y n = ε nỹn , and there exists C > 0 such that for all δ > 0, there existR > 0 and n 0 ∈ N such that
Proof. For simplicity, we set u n := u εn . In view of Lemma 4.4 and arguing as in Proposition 1 we can find a sequence {ỹ n } and constants R, β > 0 such that
Since J εn (u n ) = c εn and J ′ εn (u n ) = 0, and by Lemma 4.4, we deduce that {u n } is bounded in X V 0 . Setṽ n (x) = u n (x +ỹ n ). Then, {ṽ n } is bounded in X V 0 and we may assume thatṽ n ⇀ṽ in X V 0 for someṽ ≡ 0. Now, let t n > 0 be such that v n = t nṽn ∈ N V 0 and we define y n = ε nỹn . Therefore
which implies
Moreover, {v n } is bounded, and we may assume that v n ⇀ v in X V 0 . Since v n V 0 → 0 and {v n } is bounded, there exists t 0 > 0 such that t n → t 0 . In the light of (4.28) and Corollary 2 we can see
In what follows, we show that y n → y for some y ∈ R N such that V (y) = V 0 . Firstly, we prove that {y n } is bounded in R N . We argue by contradiction, and assume, up to subsequence, that |y n | → +∞.
Consider the case V ∞ = ∞. Since J ′ εn (u n ), u n = 0, we can see that
Taking into account (V 0 ),ṽ n →ṽ in X V 0 , (f 2 )-(f 3 ) and using Fatou's Lemma, we obtain
which gives a contradiction. Now, we suppose V ∞ < ∞. Then, by Fatou's Lemma, (V 0 ),ṽ n →ṽ in X V 0 and a change of variable, we can deduce that
which is impossible. Hence, we can find y ∈ R N such that y n → y. Arguing as before, it is easy to check that
Then, for a given δ > 0 there exist R > 0 and n 0 ∈ N such that for all n ≥ n 0
Sinceṽ n (x) = u n (x +ỹ n ) = z n (ε n x + y n ) we can see that
and for some C > 0
for n ≥ n 0 . On the other hand, y n → y with V (y) = V 0 , so we can findR > 0 such that B R (y n ) ⊂ BR(y) for n ≥ n 0 . Consequently, for all n ≥ n 0 it holds
Multiplicity of solutions to (1.1)
This section is devoted to the study of the multiplicity of solutions to (1.1). The next result will be fundamental to implement the barycenter machinery. Since the proof is similar to the one given in Proposition 5 we skip the details.
Proposition 6. Let ε n → 0 and {u n } ⊂ N εn be such that J εn (u n ) → c V 0 . Then, there exists a sequence {ỹ n } ⊂ R N such thatṽ n (x) = u n (x +ỹ n ) has a convergent subsequence in X V 0 . Moreover, up to a subsequence, y n → y ∈ M , where y n = ε nỹn . Now, fix δ > 0 and let ω be a ground state solution of autonomous problem (3.1) with
Let t ε > 0 be the unique number such that
and let us introduce the map Φ ε : M → N ε defined as Φ ε (y) := t ε Υ ε,y . By construction, Φ ε (y) has compact support for any y ∈ M . Then, we can prove that Lemma 5.1. The functional Φ ε satisfies the following limit
Proof. Assume by contradiction that there there exist δ 0 > 0, {y n } ⊂ M and ε n → 0 such that
Let us observe that Lemma 2.3 and the Dominated Convergence Theorem imply
Since J ′ εn (t εn Υ εn,yn ), t εn Υ εn,yn = 0, we can use the change of variable z = εn x−yn εn to see that
Now, let us prove that t εn → 1. Firstly we show that t εn → t 0 < ∞. Assume by contradiction that |t εn | → ∞. Then, using the fact that ψ = 1 in B δ
(0) for n sufficiently large, we can see that (5.5) and (f 5 ) give
wherez is such that ω(z) = min{ω(z) : |z| ≤ δ 2 } > 0. Putting together (f 4 ), p < q, t εn → ∞, (5.3) and (5.4) we can see that (5.6) implies that Υ εn,yn q V,q → ∞ which gives a contradiction. Therefore, up to a subsequence, we may assume that t εn → t 0 ≥ 0. If t 0 = 0, we can use (5.3), (5.4), (5.5), p < q and (f 2 ), to get Υ εn,yn p V,p → 0, that is a contradiction. Hence, t 0 > 0. Now, we show that t 0 = 1. Taking the limit as n → ∞ in (5.5), we can see that
Since ω ∈ N V 0 we have
Putting together (5.9) and (5.8) we find
By (f 5 ), we can deduce that t 0 = 1. This fact and the Dominated Convergence Theorem yield
Hence, taking the limit as n → ∞ in
and exploiting (5.3), (5.4) and (5.10), we can deduce that
which is impossible in view of (5.2).
For any δ > 0, let ρ = ρ(δ) > 0 be such that M δ ⊂ B ρ (0), and let χ : R N → R N be defined as
Finally, let us consider the map β ε : N ε → R N given by
Lemma 5.2. The functional Φ ε verifies the following limit
Proof. Suppose by contradiction that there exist δ 0 > 0, {y n } ⊂ M and ε n → 0 such that
Using the definitions of Φ εn (y n ), β εn , ψ and the change of variable z = εn x−yn εn , we can see that
Taking into account {y n } ⊂ M ⊂ B ρ (0) and the Dominated Convergence Theorem, we can infer that
which contradicts (5.11).
Proof. Let ε n → 0 as n → ∞. For any n ∈ N, there exists {u n } ⊂ N εn such that
Therefore, it suffices to prove that there exists {y n } ⊂ M δ such that
Thus, recalling that {u n } ⊂ N εn ⊂ N εn , we deduce that
which implies that I εn (u n ) → c V 0 . By Proposition 6, there exists {ỹ n } ⊂ R N such that y n = ε nỹn ∈ M δ for n sufficiently large. Thus
Since u n (· +ỹ n ) strongly converges in X V 0 and ε n z + y n → y ∈ M , we deduce that β εn (u n ) = y n + o n (1), that is (5.12) holds true.
Proof of Theorem 1.2. By Lemmas 5.1 and 5.3, we have that β ε • Φ ε is homotopic to the inclusion map id : M → M δ , which implies that
Since the functional J ε satisfies the Palais-Smale condition at level c ∈ (c 0 , c 0 +h(ε)), by LjusternickSchnirelmann theory of critical points we can conclude that J ε has at least cat M δ (M ) critical points on N ε . Therefore, by Corollary 3, J ε has at least cat M δ (M ) critical points in X ε .
6. Regularity of solutions to (1.1)
This last section deals with the regularity of nonnegative solutions to (1.1). More precisely, using a Moser iteration argument [46] we are able to prove the following result.
Lemma 6.1. Let u ∈ X ε be a nonnegative weak solution to (1.1). Then u ∈ L ∞ (R N ) and there
Proof. For any L > 0 and β > 1, we take
where u L = min{u, L}, as test function in (1.1) and we have 
)(y)).
We can also note that Γ(u) ≥ Recalling that 0 ≤ u L ≤ u, we can see that . Then (6.7) becomes
Hence, we can find C 0 > 0 independent of m such that
Taking the limit as m → ∞ we get |u| ∞ ≤ K.
