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In a first-principles study based on many-body perturbation theory, we analyze the optical excita-
tions of azobenzene-functionalized self-assembled monolayers (SAMs) with increasing packing den-
sity and different terminations, considering for comparison the corresponding gas-phase molecules
and dimers. The intermolecular coupling increases with the density of the chromophores indepen-
dently of the functional groups. The intense pi → pi∗ resonance that triggers photo-isomerization is
present in the spectra of isolated dimers and diluted SAMs, but it is almost completely washed out
in tightly packed architectures. Intermolecular coupling is partially inhibited by mixing differently
functionalized azobenzene derivatives, in particular when large groups are involved. In this way,
the excitation band inducing the photo-isomerization process is partially preserved and the effects
of dense packing partly counterbalanced. Our results suggest that a tailored design of azobenzene-
functionalized SAMs, that optimizes the interplay between the packing density of the chromophores
and their termination, can lead to significant improvements in the photo-switching efficiency of these
systems.
I. INTRODUCTION
The goal to exploit the potential of photo-switching
molecules in technological applications was hampered for
a long time by the challenge of realizing well-ordered
functional architectures with high yield [1]. Over the
years, however, azobenzene-functionalized self-assembled
monolayers (SAMs) of alkanethiols have been successfully
synthesized [2–10]. Unfortunately these systems exhibit
the severe drawback of quenched photo-isomerization,
due to steric hindrance between the chromophores and
their promoted coupling in the excited state [11, 12].
To overcome this issue, new experimental strategies have
been developed. Dilution of the azobenzene moieties by
selective functionalization of the alkyl chains, as well as
modification of the substrate morphology and anchor-
ing of the chromophores to large molecular platforms
have considerably improved the switching rate [13–18].
The insertion of small markers covalently bonded to
azobenzene has also been exploited to decrease the in-
termolecular coupling and partially restore the efficient
photo-switching behavior of single molecules [11, 19–
25]. With increasing complexity of the SAMs, also the
need for a microscopic understanding of the physical
mechanisms responsible for the excitation processes in
these materials has concomitantly increased. In a recent
study based on many-body perturbation theory, we have
shown that local-field effects are primarily responsible
for enhancing intermolecular interactions and transition-
dipole coupling, thereby significantly reducing the spec-
tral intensity of the absorption band triggering photo-
isomerization [26]. We have further demonstrated that
the effects of packing density of the chromophores act
∗Electronic address: caterina.cocchi@physik.hu-berlin.de
also in core excitations, by drastically reducing the bind-
ing energies of the electron-hole pairs, owing to the in-
terplay between screening, dipole coupling, and wave-
function overlap [27]. Still, a number of questions re-
mains open, in particular regarding the role of functional
groups covalently attached to azobenzene. Indeed, the
presence of terminating groups is known to significantly
impact the electronic and optical properties of carbon-
based systems [28–31]. When different functionalizations
are mixed in the same SAM sample [24], the system gains
additional complexity and it is expected that the inter-
play with the packing density gives rise to peculiar be-
haviors.
We aim at addressing these issues in a first-principles
work based on a state-of-the-art ab initio methodol-
ogy that explicitly accounts for electron-electron and
electron-hole interactions. First, we clarify how spe-
cific functionalizations of the azobenzene molecules af-
fect the optical excitations upon increasing packing den-
sity. We compare the results obtained for azobenzene-
functionalized SAMs with their gas-phase counterparts
consisting of single molecules and dimers. By analyzing
the absorption spectra and the character of the electron-
hole pairs at decreasing intermolecular distances, we
show that the essential spectral features are determined
by the properties of the azobenzene backbone and there-
fore independent of the terminations. A thorough analy-
sis of the SAMs in relation with the dimer counterparts
sheds light on the effects of intermolecular interactions
and dipole coupling in the presence of different function-
alizations.
II. SYSTEMS
We consider here four systems, as sketched in Fig. 1.
The fundamental building block is an azobenzene deriva-
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FIG. 1: (Color online) Ball-and-stick representations of the
systems considered in this work: (a) gas-phase molecule, (b)
dimer, (c) diluted SAM, and (d) packed SAM. Functional-
ization marked by crosses, with the corresponding functional
groups in panel (e).
tive (Fig. 1a), terminated on one side with a methoxy
(−OCH3) group to reproduce the chemical environment
of the molecule that is covalently attached to the SAM
of alkyl chains [11, 17, 24]. On the opposite end (marked
by a cross) the chromophore is functionalized either
with a trifluoromethyl (−CF3) or with a cyano (−CN)
group, which are used as markers in experimental sam-
ples [11, 22, 24, 32]. We refer to these systems as CF3-
az and CN-az, respectively. H-passivated molecules are
also considered in the context of mixed functionaliza-
tions. The effects of packing densities in H-terminated
systems have been extensively addressed in a previous
publication [26].
Azobenzene-functionalized SAMs are simulated in pe-
riodically repeated unit cells modeled according to
atomic-force and scanning tunneling microscopy mea-
surements [2, 33, 34]. Densely-packed SAMs (indicated
in the following as p-SAMs) include two molecules in an
orthorhombic unit cell of lattice vectors a=6.05 A˚ and
b=7.80 A˚ (Fig. 1d), such that the minimal distance be-
tween the chromophores is less than 4 A˚. In absence of
clear experimental indications about the mutual orienta-
tion of the two chromophores in the unit cell, we have
considered them to be oriented parallel to each other.
Considering that the transition-dipole moments of the
azobenzene derivatives are oriented along the long molec-
ular axis [12], any rotation around that axis is not ex-
pected to affect the optical excitations [35]. Only sizable
changes to the average tilting angle of the molecules with
respect to the substrate could have a significant impact
on the spectra. This scenario is, however, not observed
experimentally at high molecular concentrations [17]. Di-
luted SAMs (d-SAMs) are modeled in the same unit cell
as their packed counterparts, with only one molecule in-
cluded (Fig. 1c). As discussed in Ref. [26], these struc-
tures represent quite a drastic approximation of the ex-
perimental samples, considering the flexible nature of
SAMs and the tendency of the alkyl chains to form is-
lands with different chromophore density. Nonetheless,
this choice allows us to rationalize and understand the
basic physical mechanisms of optical excitations in such
complex materials at increasing packing density of the
chromophores. For comparison, we consider gas-phase
dimers (Fig 1b) where the two molecules retain the same
mutual distance and orientation adopted in the unit cell
of the p-SAM [12]. With this, we can clarify whether
the optical excitations of p-SAMs can be reproduced by
taking into account the interaction of a molecule with
only one nearest neighbor. This procedure is typically
adopted in quantum-chemistry calculations, where the
standard computational tools do not implement periodic
boundary conditions. Larger clusters were adopted in
more recent works, leading to an improved agreement
with experiments [36–38].
To address the effects of different terminations of the
azobenzene derivatives we focus on molecules, dimers,
and SAMs with one type of termination, as well as on
dimers and p-SAMs with mixed functionalizations. In
the former case, both molecules in the unit cell depicted
in Fig. 1 have the same termination. In the latter, each
of the two chromophores is bonded to a different func-
tional group. We consider all three possible combinations
arising by mixing the groups depicted in Fig. 1, namely
CF3-H, CN-H, and CF3-CN dimers and the correspond-
ing p-SAMs. Azobenzene-functionalized SAMs including
a mixing of CF3- and CN-functionalized molecules have
been synthesized and characterized in a recent experi-
mental work [24].
III. THEORETICAL BACKGROUND AND
COMPUTATIONAL DETAILS
Ground-state properties are computed by means
of density-functional theory (DFT) [39], solving the
Kohn-Sham (KS) equations [40] in the framework of
the linearized augmented planewave plus local orbital
(LAPW+lo) method. The electronic structure is cal-
culated from many-body perturbation theory (MBPT)
within the GW approximation [41], through the single-
shot perturbative approach G0W0 [42]. The quasi-
particle (QP) correction to the gap is applied as a
rigid shift to the KS conduction bands, as a starting
point for the solution of the Bethe-Salpeter equation
(BSE) [43, 44], which is adopted to compute optical ex-
citations and absorption spectra, including excitonic ef-
fects. This method has proven to be successful in describ-
3ing optical excitations of molecular materials, from the
gas-phase to the solid state [45–54]. Within the Tamm-
Dancoff approximation the BSE reads in matrix form:∑
v′c′k′
HˆBSEvck,v′c′k′A
λ
v′c′k′ = E
λAλvck, (1)
where v and c label valence and conduction bands, re-
spectively. In spin-unpolarized systems, like those con-
sidered in this work, the effective two-particle Hamilto-
nian [55, 56] takes the following form:
HˆBSE = Hˆdiag + 2Hˆx + Hˆdir. (2)
The diagonal term Hˆdiag accounts for single quasi-
particle transitions, while the other two describe the
electron-hole (e-h) interaction. Specifically, the exchange
term
Hˆx =
∫
d3r
∫
d3r′φvk(r)φ∗ck(r)v¯(r, r
′)φ∗v′k′(r
′)φc′k′(r′),
(3)
includes the short-range part of the Coulomb interaction
v¯ = v − v0, where v0 ≡ v(G = 0) is the long-range
term subtracted from the total potential. Following the
formalism presented in Refs. [57, 58], this choice is al-
lowed when calculating the optical response in terms of
the reducible polarization function, which behaves as the
irreducible one in the optical limit (|q| → 0) [59]. In
this way, the exchange part of the BSE Hamiltonian ac-
counts only for local-field effects (LFE). The attractive
e-h interaction is given by Hˆdir, which includes the stat-
ically screened Coulomb potential W = −1v, where  is
calculated within the random-phase approximation:
Hˆdir=−
∫
d3r
∫
d3r′φvk(r)φ∗ck(r
′)W (r, r′)φ∗v′k′(r)φc′k′(r
′).
(4)
Additional information about the formalism and its im-
plementation in the LAPW+lo framework is reported in
Refs. [56, 60]. The solution of the BSE (Eq. 2) yields sin-
glet excitations. Including only Hˆdiag corresponds to the
independent-particle approximation (IPA). The resulting
spectrum can be used to understand the role of the e-h
interaction. For bound excitons, we evaluate binding en-
ergies (Eb) as the difference between the lowest-energy
transition within the IPA, computed including the QP
correction, and the excitation energies Eλ obtained from
the solution of the BSE. Information about character and
composition of the excitations is given by the eigenvec-
tors Aλ of Eq. 1. They enter the expression of the exciton
wave-function Ψλ(re, rh) =
∑
vckA
λ
vckφck(re)φ
∗
vk(rh),
that is a six-dimensional object depending on the hole
and the electron coordinates. This quantity can be visu-
alized in real-space by fixing a point in the hole distribu-
tion and plotting the corresponding electron distribution,
and viceversa. A more convenient representation is given
in reciprocal space, by means of the weights of each ver-
tical transition at a given k-point:
wλvk =
∑
c
|Aλvck|2, wλck =
∑
v
|Aλvck|2. (5)
The sums in Eq. (5) run over the range of occupied and
unoccupied states considered in the solution of the BSE
(Eq. 1). In this way, the distribution of the hole and of
the electron can be visualized simultaneously on top of
the band structure. The eigenvectors Aλ also enter the
expression of the oscillator strength, given by the square
modulus of
tλ =
∑
vck
Aλvck
〈vk|p̂|ck〉
εck − εvk , (6)
where pˆ is the momentum operator, and εvk and εck are
the QP energies of the involved valence and conduction
states, respectively. To properly account for the non-
locality of the electron self-energy, following the argu-
ments proposed in Ref. [61] a renormalization term is
included in Eq. (6), also for the case where a scissors
operator replaces the QP correction. Optical absorption
spectra are expressed by the imaginary part of the macro-
scopic dielectric tensor:
ImM =
8pi2
Ω
∑
λ
|tλ|2δ(ω − Eλ), (7)
where Ω is the volume of the unit cell and ω is the energy
of the incident photon.
All calculations are performed using the exciting
code [62]. The muffin-tin (MT) radii of C, O, N, F, and
H atoms are set to 1.2, 1.2, 1.1, 1.2, and 0.8 bohr, respec-
tively. A plane-wave basis-set cutoff RMTGmax = 3.5 is
used. For the exchange-correlation potential the local-
density approximation (LDA) is adopted, employing the
Perdew-Wang parameterization [63]. The choice of LDA
over the generalized gradient approximation is not ex-
pected to affect the electronic properties of the systems
(differences in the KS gaps are lower than 0.09 eV), nor
the starting point for the G0W0 calculations [64]. All cal-
culations for the isolated molecules and dimers are per-
formed in supercells including at least 7.40 A˚, 7.65 A˚,
and 6.35 A˚ of vacuum in the x, y, and z direction, re-
spectively, according to the Cartesian axes in Fig.1a, to
avoid spurious interactions between the replicas. Atomic
positions are relaxed until the forces are smaller than
0.025 eV/A˚. Ground-state calculations are performed by
sampling the Brillouin zone (BZ) with a 6×4×1 (3×2×1)
k-point grid in case of packed (diluted) SAMs. The same
meshes are used also in the GW [65] and BSE calcu-
lations [60]. For computing the screened Coulomb in-
teraction, 200 empty states are employed in GW . For
the solution of the BSE, we include 400 empty states in
the SAMs and 500 unoccupied orbitals in the isolated
molecules. Local-field effects are accounted for by em-
ploying about 500 |G + q| vectors in the case of packed
SAMs, about 103 for their diluted counterparts, and more
than 105 for isolated molecules and dimers. These param-
eters ensure convergence within 100 meV of the intense
peaks in the BSE spectrum, within the considered optical
and near-UV region.
4CF3-az molecule
# Excitation energy Binding energy Contributions
S1 1.40 3.93 H → L (99%)
S2 4.07 1.27 H-1 → L (83%)
S3 5.14 0.20
H-1 → L (29%)
H-4 → L+3 (21%)
H-4 → L (14%)
CF3-az dimer
# Excitation energy Binding energy Contributions
S1 1.17 4.02
H → L (47%)
H → L+1 (41%)
H-1 → L+1 (11%)
S2D 3.45 1.74
H-3 → L (18%)
H-5 → L (28%)
H-5 → L+1 (18%)
S2 4.15 1.04
H-2 → L+1 (34%)
H-3 → L (27%)
S3 5.07 0.12 H-2 → L+4 (15%)
CN-az molecule
# Excitation energy Binding energy Contributions
S1 1.25 3.88 H → L (98%)
S2 3.78 1.35 H-1 → L (87%)
S3 4.62 0.50
H-1 → L+3 (20%)
H-1 → L+1 (16%)
H-3 → L (13%)
H-3 → L+5 (13%)
CN-az dimer
# Excitation energy Binding energy Contributions
S1 1.02 3.90
H → L (50%)
H → L+1 (39%)
S2D 3.29 1.63
H-2 → L (48%)
H → L+2 (13%)
H → L+3 (12%)
S2 3.84 1.09
H-1 → L+3 (47%)
H-3 → L (34%)
S3 4.92 –
H-2 → L+3 (15%)
H-3 → L+2 (12%)
TABLE I: Excitation energies, binding energies (for bound
excitons only), and dominant single-particle contributions
(weights in parenthesis) of the excitations of the CF3- and
CN-functionalized azobenzene molecules and dimers marked
in Fig. 2. All energies are expressed in eV.
IV. RESULTS AND DISCUSSION
A. Functionalized azobenzene-derived molecules,
dimers, and SAMs
We start our analysis by considering the optical spec-
tra of functionalized azobenzene derivatives, at increas-
ing packing density of the chromophores. The results are
shown in Fig. 2 for both −CF3 and −CN terminations.
In addition to the solution of the BSE (solid lines) we also
plot the spectrum obtained by neglecting the e-h inter-
action, i.e., only from vertical transitions including the
QP correction (gray area). The comparison between the
two curves is meant to highlight the role of many-body
effects.
Regardless of the functionalization, the spectra of the
molecules are very similar to each other and retain all
the features of the azobenzene backbone [26, 66–69].
The lowest-energy excitation (S1) is dipole forbidden,
stemming from a transition between the non-bonding
(n) highest-occupied molecular orbital (HOMO) and the
lowest-unoccupied one (LUMO), which exhibits pi∗ char-
acter (see also Table I). The energy of this excitation is
drastically underestimated compared to reference results
for azobenzene (see, e.g., Ref. [66]). This behavior is as-
cribed to large extent to the starting-point dependence
of G0W0. Shortcomings of this approach when applied
on top of LDA arise for extremely localized states such
as the n-like HOMO in azobenzene [64]. The near-UV
region is dominated by the strong resonance S2, corre-
sponding to the pi-pi∗ transition between the HOMO-1
and the LUMO, which triggers the photo-isomerization
from the trans to the cis conformation [70]. In both CF3-
az and CN-az molecules this excitation is strongly bound,
with Eb ∼ 1.3 eV (Table I). The optical excitations of the
two molecules are determined by the electronic proper-
ties of the trans-azobenzene backbone, with negligible
influence of the functional groups. This is confirmed by
the character of the molecular orbitals (MOs), plotted
for both systems in Fig. 3. It should be noted though,
that in CN-az the distribution of the bonding orbitals
HOMO-1, LUMO, and LUMO+1 is not restricted to
phenyl rings but spills over to the CN-group. This slight
charge imbalance, however, does not affect significantly
the pi/pi∗ nature of the MOs in comparison with pris-
tine azobenzene [66–68] and in its methoxy-terminated
derivative [26]. More pronounced differences arise at
higher energies, where we find a number of weak exci-
tations exhibiting again pi-pi∗ character. The most in-
tense excitation in this manifold, labeled S3, has binding
energy 0.2 eV in CF3-az and 0.5 eV in CN-az. These
different values can be ascribed to the fact that the in-
volved MOs are more affected by the specific termination
of the azobenzene derivative, being energetically further
away from the gap than those contributing to the S2 res-
onance (Table I).
In the dimers, the overall spectral shape does not
change significantly with respect to the gas-phase
molecules. While the lowest-energy excitation is again
dipole-forbidden, stemming from an n → pi∗ transition,
the intense resonance S2 still dominates the spectrum, at
approximately the same energy as in the isolated com-
pound (Fig. 2). At higher frequencies, we find the S3
excitation, significantly weaker than S2, which is given
by a number of pi → pi∗ transitions. The binding en-
ergies of the excitations in the dimers are slightly de-
creased by approximately 100 meV compared to their
counterparts in the single molecules (Table I). This shift
comes along with a corresponding reduction of the QP
gap, as a consequence of the monomer-monomer inter-
action. Moreover, the doubling of the electronic levels
in the dimers gives rise to a splitting of the excitonic
states. By examining Fig. 3, we notice that in both CF3-
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FIG. 2: (Color online) Optical absorption spectra of the CF3-functionalized (left) and CN-functionalized (right) azobenzene
molecule, dimer, and SAMs, diluted (d-SAM) and packed (p-SAM). ImM is averaged over the three Cartesian components.
The main excitations are marked by vertical bars of height representative of the oscillator strength. Singlet excitons with
vanishing oscillator strength are indicated by arrows. Filled gray areas correspond to the independent-particle approximation
(IPA). For the p-SAMs, the IPA spectrum is scaled by a factor 0.25 with respect to the BSE one. A Lorentzian broadening of
100 meV is applied to all spectra to mimic the excitation lifetime.
az and CN-az the n-like HOMO of the molecule gives
rise to two separate levels, with the corresponding wave-
functions localized on one single monomer. On the other
hand, the pi/pi∗ orbitals in the gap region are clearly delo-
calized on both molecules in the case of CN-az. In CF3-
az this is so for the LUMO and the LUMO+1, while
the pi states HOMO-2 and HOMO-3 tend to segregate
on a single chromophore. This behavior impacts also
the optical excitations, which are split into two com-
ponents, whose intensity is related to the mutual ori-
entation of the molecules in the dimer [35]. Although
this phenomenon, commonly addressed as Davydov split-
ting [71], affects each excitation in the spectrum, here we
analyze its effect only on S2. In the geometry of the
dimers, where the molecules are displaced such that the
respective transition-dipole moments are almost paral-
lel with respect to each other, the higher-energy compo-
nent of the excitations is intense while its lower-energy
counterpart is almost completely dark [35]. In the spec-
tra of Fig. 2 we indicate the latter excitation S2D. Its
composition is analogous to S2, although also additional
single-particle transitions contribute to it (see Table I),
with a corresponding increase of the oscillator strength.
The splitting between S2D and S2 amounts to 0.70 eV
in the CF3-az dimer and to 0.54 eV in the CN-az one.
These values are overestimated with respect to the results
obtained for azobenzene dimers in a recent quantum-
chemical study [72]. Such discrepancies are likely related
to the different methodologies adopted and will be sys-
tematically analyzed in a dedicated work.
To understand the effects of increasing packing density
on the optical excitations of CF3- and CN-functionalized
azobenzene derivatives, we now turn to the diluted and
packed SAMs. The corresponding absorption spectra are
shown in Fig. 2. In the case of the d-SAMs the main
characteristics discussed above in the context of isolated
molecules are still present, as a signature of the weak in-
termolecular interaction. In particular, the dark S1 exci-
tation appears at lowest energy while the intense pi → pi∗
resonance S2 still dominates the near-UV region, followed
by S3 above 5 eV. The effect of dense packing manifests
itself in a reduced binding energy of the main excitations
described above. Except for the dark lowest-energy ex-
citon S1, the two peaks S2 and S3 are blue-shifted by
approximately 0.5 eV compared to the gas-phase. The
closer distance between the chromphores enhances the
6HOMO
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FIG. 3: (Color online) Highest-occupied and lowest-unoccupied molecular orbitals of the CF3-functionalized (left) and CN-
functionalized (right) azobenzene molecule and dimer.
S1 S2 S3
CF3-az
CN-az
FIG. 4: (Color online) Band structure of diluted SAMs. The
Fermi energy (EF ) is set to zero in the mid-gap. Contribu-
tions from individual bands to the main excitons of the spec-
tra are highlighted by colored circles of size representative of
their magnitude.
screening and reduces the QP gap by about 200 meV. As
a consequence, especially for CN-az, the onset of the IPA
spectrum is red-shifted compared to the one of the single
molecule.
The character of the main excitations of the molecules
is preserved in the d-SAM. The extremely low dispersion
of the bands in the gap region (Fig. 4) indicates almost
negligible interaction between these electronic states,
which retain the character of the corresponding MOs in
the gas-phase chromophore (Fig. 3). Hence, the lowest-
energy excitation S1 remains dipole-forbidden, with al-
most exclusive contribution from transitions between the
valence-band maximum (VBM) and the conduction-band
minimum (CBM). The strong S2 resonance dominates
the near-UV region, stemming mainly from transitions
between the VBM-1 and the CBM with additional con-
tributions from deeper occupied bands and higher unoc-
cupied ones. The spectral region above 4.5 eV hosts a
weaker peak, S3, which exhibits a mixed character. The
single-particle transitions mostly contributing to this ex-
citation involve pi-like valence bands below the VBM and
the five lowest conduction bands (pi∗). The exciton con-
tributions spread over the entire BZ indicate the real-
space localization of the excitons in the d-SAM and hence
their molecular-like character.
The interaction between the chromophores gives rise
to much more pronounced effects in the p-SAMs, where
each molecule is surrounded by six nearest-neighbors at
a distance smaller than 4 A˚. In this case, the spectral
shape differs significantly from those of all the other sys-
7S1 S2’ S2 S3
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FIG. 5: (Color online) Band structure of packed SAMs. The Fermi energy (EF ) is set to zero in the mid-gap. Contributions
from individual bands to the main excitons of the spectra are highlighted by colored circles of size representative of their
magnitude.
tems considered so far. The close aggregation of the
chromophores leads to a pronounced intermolecular cou-
pling, which is to a large extent driven by LFE, as ex-
tensively discussed in Ref. [26]. As a consequence, the
spectral weight is significantly blue-shifted and the in-
tense resonance in the near-UV tends to be smeared out,
in agreement with the experimental findings for the CF3-
az SAM [11]. Although a more quantitative compar-
ison with the measurements is obtained from the cal-
culation of the differential reflectance [73], the energies
and the intensities of the excitations are given already
by ImM [26]. In the p-SAM, S1 acquires finite (al-
though very weak) oscillator strength, being activated
by transition-dipole coupling between the chromophores.
Around 3.5 eV an additional peak appears, also due
to transitions between the HOMO- and LUMO-derived
bands. Like S1, these excitations are dipole-allowed only
in the p-SAM, as an effect of the enhanced intermolecular
coupling. The broad band in the near-UV is formed by a
large number of active excitations stemming from a man-
ifold of pi → pi∗ transitions. The binding energy of these
excitations is drastically reduced compared to those in
the d-SAMs and in the gas-phase systems. This results
from the interplay between the increased screening and
the enhanced dipole coupling driven by the LFE and by
the increased wave-function overlap [26]. Also the IPA
onset is much broader in the p-SAM than in the other
systems, due to the larger number of optically allowed
vertical transitions.
By analyzing the band contributions to the main ex-
citations (Fig. 5), we notice that the well-defined peak
stemming from the HOMO-1 → LUMO transition in
the isolated molecule does not appear here. Since each
MO of the gas-phase chromophore is split into two sub-
bands in the p-SAMs, due to the presence of two in-
equivalent molecules in the unit cell, the counterpart of
such a resonance should arise from the VBM-2/VBM-
3 to the CBM/CBM+1. None of the excitations ana-
lyzed in Fig. 5 presents clear contributions from these
bands, regardless of the functionalization. In the broad
absorption band between 4 and 5 eV, we addition-
ally identify S2’, another pi → pi∗ excitation appear-
ing at lower energy compared to S2 representative of
the manifold of excitations in the near-UV region [26].
In the CF3-functionalized p-SAM a non-negligible con-
tribution comes also from the HOMO-derived band
(VBM/VBM-1). In this system the S2 excitation par-
tially retains contributions from the VBM-2/VBM-3 to
the CBM/CBM+1, but such transitions are strongly cou-
pled to higher-energy ones. In the CN-terminated p-
SAM, instead, both S2’ and S2 stem almost exclusively
from deep valence bands targeting the CBM/CBM+1
and, especially in S2, higher-energy unoccupied states.
The higher-energy excitation S3 differs most significantly
between the two p-SAMs (Fig. 5). In the presence of
CF3-termination the involved single-particle transitions
8dimers p-SAMs
FIG. 6: (Color online) Optical absorption spectra of dimers (left) and p-SAMs (right) with mixed functionalizations, expressed
by ImM averaged over the three Cartesian components. Solid lines indicate the solutions of the BSE while filled gray areas
correspond to the independent-particle approximation. Singlet excitons with vanishing oscillator strength are indicated by an
arrow. For the p-SAMs, the averaged spectra of the homogenously functionalized SAMs with the corresponding terminations
are also plotted (dashed lines). A Lorentzian broadening of 100 meV is applied to all spectra to mimic the excitation lifetime.
arise from the VBM-2 and VBM-3 to the manifold of un-
occupied states above the LUMO-derived band. In the
CN-functionalized p-SAM a larger number of transitions
contributes to the corresponding excitation. All the con-
duction states up to the CBM+6 are involved, while in
the valence region the HOMO-derived band and deeper
states below the VBM-4 predominantly contribute. We
also notice that, except for S1, whose band contributions
are almost homogeneously spread in reciprocal space, the
weight of higher-energy excitations tends to be more con-
centrated in specific regions of the BZ, pointing to an
enhanced real-space delocalization of the e-h pairs com-
pared to the d-SAMs.
B. Azobenzene-derived dimers and SAMs with
mixed functionalizations
To investigate the effects of mixing different functional
groups within the same sample, we restrict our attention
to the p-SAMs and to their non-periodic counterparts,
i.e. the dimers, from which we start our analysis. While
the excitations highlighted and discussed in Sec. IV A can
be still identified in Fig 6, the overall spectral shape and
the intensity of the peaks are quite peculiar, especially
in the CF3-H and the CF3-CN dimers. In the near-UV
region the spectrum of these systems is no longer dom-
inated by the sharp S2 resonance but by two peaks of
approximately half its intensity. To elucidate the origin
of this behavior, we consider the composition of the exci-
tations reported in Table II. As discussed for the homo-
geneously functionalized systems in Sec. IV A, each MO
of the molecules generates two electronic levels in the
dimers. Although the spatial distribution of the wave-
function depends on the termination of the azobenzene
molecules, the pi/pi∗ orbitals of homogeneously function-
alized dimers tend to spread over both chromophores, as
a consequence of intermolecular coupling (Fig. 3). This is
not the case of the mixed dimers, where different adjacent
groups reduce the interaction between the chromophores,
thereby partially inhibiting wave-function hybridization
(see Table II, where the predominant localization of each
MO is indicated in square brackets). As a result, two
separate bright resonances with pi → pi∗ character origi-
nate from the transitions between the HOMO–1-like and
the LUMO-like states of each monomer. Hence, for the
CF3-H and the CF3-CN dimers two S2 excitations are
listed in Table II. The energy separation between them
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# Excitation energy Binding energy Contributions
S1 1.14 3.79 H-1 [H-az] → L+1 [H-az] (99%)
S2D 3.28 1.65 H-2 [H-az] → L [CF3-az] (96%)
S2 3.69 1.24 H-2 [H-az] → L+1 [H-az] (56%)
S2 3.98 0.95 H-3 [CF3-az] → L [CF3-az] (71%)
S3 4.33 0.60
H-5 [H-az] → L+1 [H-az] (27%)
H-5 [H-az] → L [CF3-az] (40%)
CN-H
# Excitation energy Binding energy Contributions
S1 1.05 3.79 H-1 [CN-az] → L [CN-az] (96%)
S2D 3.34 1.50 H-2 [H-az] → L [CN-az] (96%)
S2 3.97 0.87
H-2 [H-az] → L+1 [H-az] (52%)
H-3 [CN-az] → L [CN-az] (31%)
S3 4.69 0.15
H-3 [CN-az] → L+4 [CN-az] (21%)
H-3 [CN-az] → L+1 [H-az] (15%)
CF3-CN
# Excitation energy Binding energy Contributions
S1 1.12 3.82 H-1 [CN-az] → L [CN-az] (90%)
S2D 3.26 1.68
H-3 [CN-az] → L [CN-az] (47%)
H-4 [CN-az] → L [CN-az] (26%)
H-2 [CF3-az] → L [CN-az] (11%)
S2 3.88 1.06
H-3 [CN-az] → L [CN-az] (25%)
H-4 [CN-az] → L [CN-az] (26%)
S2 4.16 0.79 H-7 [CF3-az] → L+1 [CF3-az] (12%)
S3 4.73 0.21
H-2 [CF3-az] → L+4 [CF3-az] (22%)
H-7 [CF3-az] → L+1 [CF3-az] (15%)
TABLE II: Excitation energies, binding energies, and dominant single-particle contributions (weight in parenthesis) of the
excitations of the dimers with mixed functionalization marked in Fig. 6. The predominant character of the MOs is reported in
squared brackets. All energies are in eV.
is approximately 300 meV in the BSE spectra, while it
decreases to less than 100 meV in the IPA ones, giving
rise to only one peak in ImM . On the contrary, in the
CN-H dimer the single-particle transitions involving the
pi/pi∗ orbitals localized on each molecule are separated by
more than 150 meV, resulting in two maxima in the IPA
spectrum. However, these transitions couple when ex-
citonic effects are accounted for, thereby generating the
intense S2 resonance in the BSE spectrum (Fig. 6).
In all dimers we can identify the weak Davydov com-
ponent at lower energy compared to S2. Notably, in
these systems S2D stems from transitions between oc-
cupied and virtual MOs localized on different molecules.
Hence, the low intensity of this excitation is not only
determined by the cancellation of transition-dipole com-
ponents, but also by minimized wave-function overlap.
In the CF3-CN dimer S2D has a more mixed charac-
ter, with relevant contributions from pi → pi∗ transitions
between MOs localized on the CN-functionalized chro-
mophore. As a consequence, this excitation gains oscil-
lator strength compared to its counterparts in the other
two dimers, while the other excitations are less signifi-
cantly affected by mixed functionalizations. S1 remains
dipole-forbidden as in the isolated molecule and S3 re-
tains its mixed character (Table II). The excitation en-
ergies are not significantly affected by the presence of
azobenzene derivatives with different terminations. The
absorption onsets of the spectra of the three dimers are
almost aligned with respect to each other, and also the
exciton binding energies are very similar.
Finally, we turn to the p-SAMs with mixed functional-
izations. The resulting absorption spectra are displayed
in the right panel of Fig. 6. In light of the differences be-
tween the homogeneously functionalized and the mixed
dimers discussed above, it is instructive to compare the
spectra of the mixed p-SAMs with those of their coun-
terparts including a single functionalization. To do so,
we plot on top of the ImM of the mixed SAMs the
same quantity obtained by averaging the contributions of
the homogeneously functionalized SAMs with the corre-
sponding terminations. From this analysis it is apparent
that the presence of different terminations in the same
SAM does not change the main characteristics of the
optical absorption. This is consistent with the behav-
ior of the dimers, where the wave-function hybridization
between the chromophore is partially inhibited by the
coexistence of different functionalizations. The localiza-
tion of the electronic states is highlighted in Fig. 7. KS
states with predominant distribution on the H-passivated
azobenzene derivative are marked in gray, while those
mostly on CF3- and CN-terminated molecules are col-
ored in green and blue, respectively. Hybridized bands,
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FIG. 7: (Color online) Band structure of p-SAMs with mixed
functionalization. The Fermi energy (EF ) is set to zero in the
mid-gap. Contributions from individual bands to the main
excitons of the spectra are highlighted by colored circles of
size representative of their magnitude. Green, blue, and gray
circles indicate bands with predominant contribution from the
CF3-, CN-, and H-terminated molecule, respectively. Brown
circles are adopted for hybridized bands, where the single-
particle states are uniformly distributed on both molecules in
the unit cell.
where the electronic wave-function is spread over both
inequivalent molecules, are brown.
We consider first the two mixed SAMs containing H-
passivated chromophores, namely CF3-H and CN-H. In
both cases the two highest valence bands, that stem from
the n-like HOMO of the molecule and the two lowest con-
duction bands, corresponding to the pi∗ LUMO of the gas-
phase azobenzene derivative, are more significantly sep-
arated in energy compared to their homogeneously func-
tionalized counterparts (see Fig. 5 and Ref. [26]). This
is particularly evident in the conduction region, where
the CBM and the CBM+1 never cross. The same behav-
ior occurs also for the pi (pi∗) valence (conduction) states
VBM-2 and VBM-3 (CBM+2 and CBM+3) of the CF3-
H and CN-H SAMs, although in the latter the pi states
VBM-2 and VBM-3 are delocalized on both molecules.
Further away from the gap, hybridization effects become
more prominent, and the bands of both systems are more
delocalized. The situation is different for the CF3-CN
p-SAM, where almost all electronic states displayed in
Fig. 7 (bottom panel), are spread between the two in-
equivalent molecules in the unit cell. This behavior sug-
gests that the combination of two relatively large func-
tional groups, such as −CF3 and −CN, promotes inter-
molecular coupling already at a single-particle level. Re-
markably, the spectra in Fig. 6 given by the averaged con-
tributions of the homogeneously functionalized SAMs are
very similar to those computed for the mixed ones. This
coincidence suggests that the chromophores with a given
functionalization interact weakly with the nearest neigh-
bors carrying a different termination. Like in the homo-
geneously functionalized p-SAMs, S1 is no longer dipole-
forbidden, although significantly weaker than the local
maxima of ImM in the near-UV region. However, both
S2 and S3 give rise to much better defined peaks than
in their homogeneously functionalized counterparts (see
Fig. 2). In addition, at the onset of the IPA spectra of the
CF3-az and CN-az SAMs a strong resonance appears in-
stead of the rather featureless hump. We ascribe this be-
havior to the reduced band hybridization induced by the
presence of different functional groups. More pronounced
differences between the spectra of the mixed SAMs and
the averaged result of the homogeneously functionalized
ones are visible at higher energies. In this region the ex-
citations have a more mixed character [26], with a large
number of interband transitions involved in the forma-
tion of the e-h pairs. The latter are therefore more sig-
nificantly influenced by the specific functionalization of
the azobenzene derivatives compared to the excitons in
the near-UV region, which are driven solely by the KS
states corresponding to the HOMO- and LUMO-derived
bands in the gas-phase compound.
V. SUMMARY AND CONCLUSIONS
In summary, we have performed a detailed analysis
on the optical properties of azobenzene-functionalized
SAMs, addressing the interplay between packing density
of the chromophores and their functionalization with the
−CF3 and the −CN marker groups. We have shown that
the presence of functional groups does not significantly
affect the spectral features, which are instead determined
by the electronic properties of the azobenzene backbone
and by the packing of the chromophores. While the main
absorption band in the near-UV region, which is known
to trigger the photo-isomerization process, dominates the
spectra of the systems with low molecular density, it is
suppressed in the closely-packed SAMs. The enhanced
dipole coupling in the excited states blue-shifts the spec-
tral weight and is responsible for a significant broadening
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of the absorption bands. This finding also suggests that
the correct spectral features of dense SAMs cannot be
reproduced by isolated dimers or small clusters, but are
captured only in a periodic system.
Mixing different functionalizations partially inhibits
the coupling between the chromophores, which thereby
preserve molecular-like features. While separate pi-pi∗
resonances appear in the spectra of the dimers, espe-
cially when the CF3- and CN-functionalized azobenzene
derivatives are mixed with the H-passivated ones, in the
packed SAMs the blue-shift and the broadening of the
main absorption band is not totally quenched. Hence,
the presence of mixed functionalization partially coun-
teracts the intermolecular coupling promoted by the high
molecular density. As an outlook, we expect that ac-
curate molecular-dynamical simulations, already applied
successfully to azobenzene SAMs on gold substrates [74],
would yield a more realistic description of the mixed
SAMs and thereby provide a more accurate starting point
for the analysis of their electronic and optical properties.
To conclude, our results suggest that a tailored inter-
play between steric separation of the chromophores in the
SAM and their functionalization can be adopted to de-
sign well-ordered molecular architectures with improved
photo-switching capabilities.
Input and output files of the calculations are
available free of charge in the NOMAD Repository
(http://nomad-repository.eu/) at the following link:
http://dx.doi.org/10.17172/NOMAD/2017.06.30-1
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