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Attentive Deep Regression Networks for Real-Time
Visual Face Tracking in Video Surveillance
Safa Alver and Ugur Halici
Abstract—Visual face tracking is one of the most important
tasks in video surveillance systems. However, due to the variations
in pose, scale, expression, and illumination it is considered to
be a difficult task. Recent studies show that deep learning
methods have a significant potential in object tracking tasks and
adaptive feature selection methods can boost their performance.
Motivated by these, we propose an end-to-end attentive deep
learning based tracker, that is build on top of the state-of-the-art
GOTURN tracker, for the task of real-time visual face tracking in
video surveillance. Our method outperforms the state-of-the-art
GOTURN and IVT trackers by very large margins and it achieves
speeds that are very far beyond the requirements of real-time
tracking. Additionally, to overcome the scarce data problem in
visual face tracking, we also provide bounding box annotations
for the G1 and G2 sets of ChokePoint dataset and make it suitable
for further studies in face tracking under surveillance conditions.
Index Terms—Channel attention, convolutional neural net-
works, deep learning, video surveillance, visual face tracking.
I. INTRODUCTION
V IDEO surveillance systems are widely deployed in bothpublic and private places for the purpose of verifying
or recognizing the individuals of interest. However, before the
high level recognition or verification tasks, the faces have to be
detected and tracked. Thus face tracking is one of the crucial
tasks in video surveillance systems. Due to the variations in
pose, scale, expression, and illumination it is considered to be
a difficult task by itself.
While the current learning-based video surveillance face
trackers as IVT [1], TLD [2] and DSCT [3], which are
compared by Dewan et al. [4], perform up to certain degrees,
they cannot run at speeds that are required for real-time
tracking (above 25 FPS). Additionally, these learning-based
methods cannot avoid the drifting problem caused by learning
the background or occlusion. Although the color histogram-
assisted face tracker HAKLT proposed by Lan et al. [5] can
perform real-time tracking (above 100 FPS), it makes use of
the semantically weak color information where any similarly
colored distractor around the face can lead to tracking the
wrong target. Importantly, none of the face trackers in these
studies make use of the powerful hierarchical features that can
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serve very well in representing and thus tracking human faces
under various harsh conditions.
Most recently, deep learning [6], [7] based approaches has
yielded significant performance increase in a wide variety
of computer vision tasks as image classification [8], [9],
object detection [10], semantic segmentation [11], [12] and
face verification [13]. Such great successes of deep learning
based approaches is attributed mostly to their generalization
capability and representation power. Despite the difficulties
and challenges present in face tracking, and object tracking
in general, deep learning based approaches have also shown
state-of-the-art results in the recent visual object tracking
(VOT) challenges. Starting from 2015, the deep learning based
trackers have performed among the top in the VOT challenges
[14]–[17]. Further, the ones that are trained in an offline
manner have reached speeds that surpass the real-time tracking
requirements.
These deep learning based approaches use powerful hierar-
chical features that serve well in representing targets. However,
different features may have different effects in tracking differ-
ent objects. Using all of the features is neither efficient nor
effective. Because of this, several adaptive feature selection
methods have been developed [18], [19] and they have been
shown to be useful in object tracking tasks.
Motivated by these, we propose an end-to-end attentive deep
learning based tracker, that is built on top of the state-of-the-
art GOTURN tracker [20], for the task of real-time visual
face tracking under surveillance conditions. We choose the
GOTURN tracker as our starting point due to its high perfor-
mance and simple end-to-end form. Another very important
property is its ability to run at 100 FPS, which makes it one
of the fastest [21] trackers. Evaluation results show that our
proposed tracker outperforms the state-of-the-art GOTURN
and IVT trackers by very large margins. Furthermore, it runs at
speeds (∼140 FPS) that are very far beyond the requirements
of real-time tracking. The main contributions of this letter are
as follows:
• We show that a deep learning based generic object
tracker can be trained to track faces under surveillance
conditions. A thorough search of the relevant literature
had yielded no published study on using deep learning
methods for the task of visual face tracking under surveil-
lance conditions.
• We take the state-of-the-art, real-time, single-target GO-
TURN tracker and improve it using three main exten-
sions. Although we use this network for face tracking,
it can also be used for any real-time single-target visual
object tracking task without any further modification in
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Fig. 1. The network architecture of the proposed AFTN. After the features
are extracted by the pretrained FENs, they are passed as input to the CANs
to get weighted. After weighting, the weighted features are concatenated in
the channel dimension via the FAN and then they are passed to the RN for
regressing the bounding box of the current frame.
the architecture. It just needs to be retrained with the
domain specific dataset in an offline manner.
• We provide bounding box annotations for the G1 and
G2 sets of the ChokePoint dataset [22] and make it
suitable for further studies in visual face tracking under
surveillance conditions. The original dataset only has
person IDs and eye locations, making it incompatible with
the task of visual tracking.
II. METHOD
A. Network Architecture
We propose a face tracking network named Attentive Face
Tracking Network (AFTN) whose architecture is as in Fig.
1. The input to the network is a pair of 224×224 RGB
images that are cropped from the previous and current frames.
These images act as the target object and the search region,
respectively. The output is a tuple with three elements that
describe the location and size of the target’s bounding box
within the 224×224 search region.
After choosing the GOTURN tracker [20] as our starting
point, we extend it using three main extensions. First is the
usage of all low and high level features in the tracking process.
Making use of the lower level features has already been shown
useful in the tracking literature [23], [24]. Second is the usage
of a fusion network in the regression network which is adopted
from the studies of Akkaya and Halici [25], [26]. Third is
the usage of a channel attention mechanism as in the case
of He et al. [18]. However, rather than using it for just the
static channels of the last two layers, we use it to adaptively
weight the dynamically changing channels from all of the
layers. Readers who are interested in the detailed step-by-step
building procedure of AFTN are referred to the MSc thesis
[27] of Alver.
In detail, AFTN is composed of the following four parts:
1) Feature Extraction Network (FEN): The FENs are com-
posed of convolutional (Conv) layers of the pretrained five-
layer VGG-Face [28] network1 and they act as frozen feature
extractors for the previous and current frames. While shallow
layers of the FENs extract simple low-level features as edges
and corners, the deeper layers extract more complex high-level
features as the semantics of the target. Although these high-
level features are very useful in tasks that require semantic
information, their receptive fields in the input are very large,
making them less precise in localizing targets. Therefore, we
use both the high-level and low-level features together. Since
it is not immediately clear which level features will serve well
in tracking, we basically use all them and pass them as inputs
to the channel attention networks for adaptive weighting.
2) Channel Attention Network (CAN): The CANs are sim-
ple two-layer multilayer perceptrons (MLP) that are used for
weighting the input channels. The first fully connected (FC)
layer has 36 units with ReLU activations and the following
FC layer has a single unit with a 0.5 biased sigmoid activation
corresponding to the weight coefficient for the input channel.
These coefficients are then used for weighting the channels
according to their importance in tracking. Since we use 5
different layers from the FENs, there are also 5 different
CANs. CANs are trained during the offline training process.
3) Feature Adaptation Network (FAN): The FAN is used
for concatenating all the weighted features in their channel
dimension. It has no learnable parameters.
4) Regression Network (RN): The RN is composed of a
Conv layer followed by three FC layers and it is used for
regressing the target’s bounding box from the input concate-
nated features. The Conv layer is used as a fusion network for
fusing the spatial and semantic information in the concatenated
features. It has 256 1×1 kernels with stride 1, zero-padding 0,
batch norm with default parameters [29] and ReLU activations.
The first two FC layers have 4096 units with ReLU activations
and 0.5 dropout [30]. The last FC layer has 3 units with
no activations corresponding to the bounding box annotation.
As CANs, the RN is also trained during the offline training
process.
B. Channel Attention Mechanism
For the task of tracking, some channels in the FENs may
be unnecessary or even harmful, whereas some may be very
useful. In order to automate this channel selection process,
we use a channel attention mechanism with details in Fig.
2. Specifically, we first flatten the 6×6 channels and then
pass them through the CANs with biased sigmoid outputs
to obtain their weight coefficients. Sigmoids have a bias to
ensure that no channel is suppressed down to zero. Since the
lower layers in the FENs have channels with sizes 54×54
and 13×13, we first max-pool them to match the 6×6 size of
the last layer and then pass them through the CANs. In more
detail, for the 54×54 channels, we use two cascaded pooling
layers with kernel sizes 6×6 and 3×3 and strides 4 and 2.
1Information on the architecture and the pretrained model in PyTorch can
be reached at: http://www.robots.ox.ac.uk/∼albanie/pytorch-models.html. We
use the vgg-m-face model as it allows fast inference.
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Fig. 2. The channel attention mechanism that generates the weighting
coefficient ωi for the i-th channel.
And for the rest of the 13×13 channels, we use a pooling
layer with kernel size 3×3 and stride 2. After the weighting
coefficients are obtained, the activations in the channels are
multiplied with their corresponding weights. By this way,
while the unnecessary features will get suppressed, the useful
ones will get pushed up.
C. Dataset
In order to test our proposed face tracker, we use the G1 and
G2 sets of the ChokePoint dataset [22]. This dataset contains
30 FPS sequences with frames of size 800×600. However,
the annotations provided with it are only the person IDs and
eye locations that are not compatible with the task of visual
tracking. Thus, we annotate2 the frames in the G1 and G2
sets with bounding boxes and make the ChokePoint dataset
suitable for visual face tracking. This newly formed dataset
consists of 432 different video sequences (216 in G1 and 216
in G2) each having only a single person present at a given
time and 37,307 frames (16,665 in G1 and 20,652 in G2)
with a face. The average length of a sequence is 95.6 frames
for G1 and 77.1 frames for G2. For the evaluation, we use
the baseline verification protocol for the ChokePoint dataset,
where we first use G1 to train our network and use G2 to
evaluate it and then do the reverse. In the end, we report the
average performances of our trackers on the evaluation sets.
D. Offline Training and Online Tracking
In the offline training phase, we randomly choose pairs of
successive frames from our training dataset with a batch size
of 50. We then crop these pair of frames using twice the
size of the previous frame’s bounding box and resize them
to 224×224 (input size of VGG-Face). We also subtract the
mean of the dataset that was used in training VGG-Face. Since
we feed the cropped images to the network, we also transform
the bounding box annotations of the 800×600 images to the
224×224 ones and use these transformed annotations in the
training process. After these preprocessings, we feed the data
batch to the network and compute the L1 loss between the
ground-truth annotations and the predicted ones. We then
backpropagate from this loss and use the Adam optimizer [32]
with a constant learning rate of 1e−5. The training is done for
10 epochs and PyTorch [33] is used for implementation. L2
regularization is applied to the weights with a penalty factor of
1e−3. Importantly, the network is trained in a fully end-to-end
manner.
2We perform the annotation by first using a face detector [31] to detect
the faces and then we manually go over the bounding boxes to correct for
the mistakes that the detector makes. The bounding box annotations can be
reached at: https://github.com/alversafa/chokepoint-bbs
In the online tracking phase, first, the initial two frames are
read from the sequence and the same preprocessing steps in the
offline training phase are applied. Then, both of the frames are
fed to the network to obtain the bounding box of the current
frame within the 224×224 search region. This bounding box
is then transformed back to its corresponding location in
the 800×600 frame. After this, the current frame is used as
the previous frame and a new frame is read as the current
frame. Using the predicted bounding box annotation from
the previous step, the consecutive frames are again cropped-
resized and fed to the network for regressing the bounding
box in the newly read frame. This crop-resize-feed-read cycle
continues for the rest of the frames and by this way tracking
is performed.
E. Evaluation Metrics
In order to compare the performance of trackers, we use
the complementary accuracy and robustness measures that
were proposed by C˘ehovin et al. [34], [35]. However, we
use slightly different metrics to account for the accuracy and
robustness. Specifically, rather than the average overlap, we
use the equivalent3 area under the curve of the True Positive
vs. Region Overlap Threshold (TP vs. ROT) plot to account
for accuracy. And rather than the failure rate with a single
threshold of 0, we use the area above the curve of the Failure
Rate vs. Reinitialization Threshold (FR vs. RT) plot to account
for robustness. This can be seen as an average of the failure
rates for different RTs. These plots have the advantage of
displaying the tracker’s performances for not only one, but
for thresholds ranging from 0 to 1. In the end, we summarize
a tracker’s accuracy and robustness by using the overall score
which is just the average of the two. For the speed comparison,
we use the FPS values of the trackers.
The TP vs. ROT plot for a sequence is obtained by running
a tracker over the sequence and calculating the ratio of
frames where the region overlap between the ground-truth and
tracker’s bounding box is greater than the ROT. In this plot, the
tracker gets reinitialized only if the region overlap becomes 0
(RT is 0). Similarly, the FR vs. RT plot is obtained by again
running a tracker over the sequence and calculating the ratio
of frames where the region overlap fails below the RT. In this
plot, the tracker gets reinitialized if the region overlap falls
below the RT.
III. RESULTS
The accuracy and robustness values of our proposed tracker
(AFTN) are presented in Fig. 3 and Table I. For comparison,
we also provide values of the IVT [1] (using the best hy-
perparameters proposed in the study and forcing it to output
squares for fair comparison) and GOTURN [20] (using VGG-
Face [28] in place of the AlexNet [36] and again forcing it
to output squares for fair comparison) trackers. Among the
other surveillance trackers available in the literature, we do not
perform comparisons with TLD [2] and DSCT [3] trackers as
Dewan et al. [4] have already shown that IVT performs better
3See the supplementary material of C˘ehovin et al. [34], [35] for the proof.
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Fig. 3. The TP vs. ROT (left) and FR vs. RT (right) plots for the IVT,
GOTURN, AFTN (no att), AFTN-c and AFTN trackers. The accuracy and
robustness values of the trackers are given next to their name in the legend.
TABLE I
ACCURACY, ROBUSTNESS, OVERALL SCORES AND SPEEDS OF THE
TRACKERS
Tracker Accuracy Robustness Overall Speed
IVT 0.288±0.054 0.407±0.063 0.348 12.9
GOTURN 0.465±0.107 0.547±0.065 0.506 118.6
AFTN (no att) 0.756±0.075 0.804±0.038 0.780 148.9
AFTN-c 0.767±0.079 0.812±0.036 0.790 183.4
AFTN 0.789±0.059 0.824±0.032 0.807 142.9
than the two. Finally, to examine the effect of the attention
mechanism and the necessity of using of the previous frame,
we also provide values of AFTN (no att) and AFTN-c, which
are the versions of AFTN with no attention and no usage of
the previous frame, respectively.
We see that the proposed AFTN outperforms both IVT
and GOTURN by very large margins (overall score of 0.348,
0.506, and 0.807 for IVT, GOTURN, and AFTN, respectively).
The IVT tracker performs even worse than the GOTURN
tracker. This is expected as traditional trackers like IVT do
not make use of the powerful hierarchical features present in
deep learning based trackers. We also see that taking away the
attention mechanism from AFTN results in a significant drop
in the overall score (from 0.807 to 0.780). Lastly, we see that
although not using the previous frame as input can cause a
drop in the overall score (from 0.807 to 0.790), it can bring a
significant jump in the speed (from 142.9 FPS to 183.4 FPS).
In order to show the effect of the channel attention mecha-
nism, in Fig. 4 we provide detailed information on the average
channel weights of AFTN for the entering and leaving scenar-
ios of person with ID 18.4 First, we see that C1 features get
suppressed more compared to the other levels. This is expected
as lower level features may contain generic information that
is not useful for tracking. We also see that more features
from C1 are suppressed in the leaving scenario compared to
the entering one (with means of 0.85 and 0.92, respectively).
This is also expected as the leaving scenario contains more
distracting office objects in the background and the lower level
features in C1 contain information on them. It should be noted
that the weights for other persons and sequences also show a
similar distribution.
4These scenarios are chosen from the P1E S4 C1 and P1L S4 C1 se-
quences, respectively.
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Fig. 4. The average channel weights (left) of the AFTN in the entering and
leaving scenarios of person with ID 18 (right). CX corresponds to the Xth
Conv layer in the FENs. Red dots are the means.
In Table I, we also provide the speeds of the trackers with
unoptimized codes. It is clear that all of the deep learning
based trackers can run at speeds that are very far beyond the 25
FPS requirement for real-time tracking. This is mainly due to
the following two aspects: the trackers are trained fully offline
with no online updating involved and only a single forward
pass is enough for inferring the bounding box annotations. The
usage of GPUs, rather than CPUs, is another important aspect
that significantly contributes to this. It should be noted that
in order to make a fair speed comparison, we ran all trackers
on a machine equipped with an Intel Core i7-4790K 8 Core
4.00 GHz CPU and a single NVIDIA GeForce GTX Titan X
GPU. We also enabled the benchmark mode of PyTorch during
tracking.
From Table I it is clear that the best performing trackers are
AFTN and AFTN-c. Among these two, the former one has a
higher overall score whereas the latter performs much faster.
So which one of these two trackers should be used? If speed
is a concern, then AFTN-c can be used as its overall score
is comparable to AFTN. However, if the overall score is the
major concern, then AFTN should be preferred as it has the
highest overall score. So the choice of which tracker to use
depends on the objective to maximize.
IV. CONCLUSION
In this letter, we have proposed an attentive deep regression
network, an extended version of the GOTURN tracker, for the
task of real-time visual face tracking in video surveillance.
Experimental results demonstrated that our proposed tracker
outperforms the state-of-the-art GOTURN and IVT trackers by
very large margins and it achieves speeds (∼140 FPS) that are
very far beyond the requirements of real-time tracking. Further,
we demonstrated the usefulness of the attention mechanism by
showing that not using it can result in a significant drop in the
overall score. We also ran experiments to check the necessity
of using the previous frame as input and showed that it might
not be necessary if speed is the major concern. Additionally,
we provided bounding box annotations for the G1 and G2
sets of the ChokePoint dataset and made it suitable for further
studies in surveillance face tracking. As a final comment, we
highlight the need for more empirical benchmarking studies in
(surveillance) face tracking for the rapid advancement of the
field.
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