Abstract-Performance analysis of multiuser orthogonal frequency division multiplexing (OFDM-TDMA) and orthogonal frequency division multiple access (OFDMA) networks in support of multimedia transmission is conducted in this work. We take a cross-layer approach and analyze several quality-of-service (QoS) measures that include the bit rate and the bit error rate (BER) in the physical layer, and packet average throughput/delay and packet maximum delay in the link layer. We adopt a cross-layer QoS framework similar to that in IEEE 802.16, where service classification, flow control and opportunistic scheduling with different subcarrier/bit allocation schemes are implemented. In the analysis, the Rayleigh fading channel in the link layer is modeled by a finite-state Markov chain, and the channel state information (CSI) is assumed to be available at the base station. With the M/G/1 queueing model and flow control results, our analysis provides important insights into the performance difference of these two multiaccess systems. The derived analytical results are verified by extensive computer simulation. It is demonstrated by analysis and simulation that OFDMA outperforms OFDM-TDMA in QoS metrics of interest. Thus, OFDMA has higher potential than OFDM-TDMA in supporting multimedia services.
I. INTRODUCTION

M
ULTIMEDIA delivery is one of the key objectives of next-generation wireless networks. Its success relies on how the underlying network can support different QoS requirements demanded by a variety of multimedia applications. A significant challenge is posted since multimedia applications have very diverse characteristics in terms of physical measures such as bandwidth and delay. Furthermore, it is desirable that the underlying network can serve multiple users and meet their individual QoS requirement. All of these call for a QoSprovisioning broadband network in conjunction with proper multiple access schemes such as Time Division Multiple Access (TDMA) and Frequency Division Multiple Access (FDMA). Recently, OFDM-based networks in combination with TDMA and FDMA have become a popular choice for such an endeavor. The IEEE 802.16 standard, for instance, has adopted OFDM-TDMA and OFDMA (OFDM-FDMA) as two transmission schemes at the 2-11 GHz band [1] . In addition, a QoS framework in the medium access control (MAC) layer has also been integrated with the multiaccess transmission systems in the IEEE 802.16 standard [2] . Multiuser diversity provided by opportunistic scheduling [3] has been incorporated in multiuser OFDM-TDMA and OFDMA networks recently. Its effect on QoS-provisioning is an interesting yet challenging topic. On one hand, by allocating resources to users with better channel quality, the opportunistic scheduling scheme can maximize the overall system throughput [3] . On the other hand, it may degrade other QoS metrics such as delay, since users are suspended from transmission when their channels are poor. The impact of opportunistic scheduling on QoS provisioning is investigated in the course of comparison of OFDM-TDMA and OFDMA in this work. The bit error rate (BER) performance of OFDM-TDMA and OFDMA with multiuser diversity has been studied in previous work, e.g., [4] , [5] . Specifically, uncoded and coded systems with opportunistic OFDMA were shown to outperform those with static OFDM-TDMA by 3 dB and 7 dB at BER = 10 −3 in [4] and [5] , respectively. The BER performance of OFDM-TDMA and OFDMA was also compared in [6] without considering multiuser diversity.
While the BER analysis can be used to characterize the physical layer performance, it is not sufficient to reflect other QoS metrics such as packet throughput and delay in the link layer. The fact that QoS requirements should be treated differently in different layers suggests a cross-layer approach for QoS provisioning and analysis. In fact, the crosslayer approach has been applied to the design and analysis of QoS-featured multiaccess systems by a few researchers recently. For example, the analysis of queueing delay for 802.16 networks was conducted in [7] , [8] by combining linklayer queueing with physical-layer transmission. A vacation queueing model was adopted in [9] to analyze the link-layer queueing performance of OFDM-TDMA systems with roundrobin scheduling. A queueing model for OFDMA systems was used in [10] to design a scheduling scheme that balances multiuser diversity and queueing delay.
Although the packet-level analysis has been conducted for OFDM-TDMA or OFDMA in [7] - [10] , there are a few open issues to be addressed. We discuss these issues and point out our contributions below. First, an analytical framework to account for both OFDM-TDMA and OFDMA systems to facilitate their comparison is missing. By generalizing results in [11] , [12] , we propose a framework to achieve this goal here. Second, performance evaluation of 802.16 has been 0733-8716/07/$25.00 c 2007 IEEE conducted primarily by simulation in the past, e.g., [13] , [14] . We conduct an analysis to demonstrate that OFDMA outperforms OFDM-TDMA in terms of several QoS metrics. This is consistent with the trend of the latest IEEE Standard 802.16e-2005 [15] , which adopts OFDMA as its principal multiaccess scheme. Third, although packet average delay and maximum delay are useful link-layer performance measures for non-real-time (e.g., file transfer and web browsing) and real-time (e.g., voice and video) applications, respectively, most previous work has focused on the packet average delay. The packet maximum delay and the delay violation probability will be examined in this work. Finally, the performance of two well-known scheduling strategies, namely, the round-robin scheduling and the opportunistic scheduling, is examined for OFDM-TDMA and OFDMA networks so as to understand their pros and cons in the context of QoS provisioning.
Our approach to physical and link layer analysis is simply stated as follows. The ideal channel state information (CSI) is assumed to be available at the base station. This is often achieved by feeding the estimated channel information from the receiver back to the transmitter through a control channel. The Rayleigh fading channel is modeled by a finite-state Markov chain [16] to translate the effect of the physical layer to higher layers. Specifically, the channel effect is manifested in the link layer as a time-varying server with the M/G/1 queueing model for the packet throughput-delay analysis. To analyze the packet maximum delay, we adopt and implement a well-known flow control scheme [17] as part of the proposed QoS framework. With such a flow control scheme, we can derive delay bounds based on network calculus results for different scheduling and rate adaptation schemes. All the aforementioned performance metrics provide valuable measures in differentiating OFDM-TDMA and OFDMA in their QoS-provision performance. It is finally concluded that OFDMA has a higher potential in meeting the requirements of multimedia delivery.
The rest of this paper is organized as follows. The system model, which consists of the QoS-aware framework, the flow control regulation scheme, multiple access and resource allocation schemes, is discussed in Sec. II. The physical and link layer analysis for OFDM-TDMA and OFDMA is presented in Sec. III. Simulation results are shown and discussed in Sec. IV. Finally, concluding remarks are given in Sec. V.
II. SYSTEM MODEL The proposed cross-layer QoS framework is shown in Fig. 1(a) , where QoS provision is achieved by packet categorization and service differentiation. Specifically, packets are classified into the premium and the best-effort two classes and better service is granted to the premium class. Particularly, a delay-sensitive service is offered to the premium class by the preemptive priority scheduling mechanism, where premium packets maintain a higher priority for processing in our framework. The reason to choose delay as a main performance metric for service differentiation is that the delivery of many multimedia applications are delay-sensitive. As shown in Fig. 1(b) , a flow control scheme is adopted on top of service differentiation to regulate the end-to-end packet delay of the premium and the best-effort classes. The proposed QoS framework is a simplification of those used in DiffServ [18] and the 802.16 MAC protocol [2] .
A. Flow Control Regulation
A flow control regulator [17] is adopted to process real-time multimedia data so as to keep the delay bound and arrival constraints [19] . As depicted in Fig. 1(b) , X k1 (t) and X k2 (t) are the flow-control regulated premium and best-effort streams of user k, respectively. We write
where r k1 is the predefined average rate of the stream and w k1 is the allowed burst degree. In other words, the input stream has to be regulated so that the output stream, X k1 (t), can meet the imposed rate and burstiness constraints. Likewise, we have
Suppose that the time-varying server process, u k (t), in Fig. 1(b) conforms to a similar but slightly different constraint. That is, we write
where v k is the service lag andū k is the average service rate defined byū
with probability one. We will show in Sec. III-C that the server process u k (t), which is prescribed by actual multiaccess and scheduling schemes, satisfies (2) asymptotically, and parametersū k and v k can be derived analytically.
B. Multiple Access and Scheduling
The multiple access scheme in Fig. 1(a) is accomplished by OFDMA or OFDM-TDMA along with subcarrier/time slot assignment and bit allocation mechanisms. Several different schemes to be examined are summarized in Table I . Note that we use OFDM time slot and OFDM symbol interchangeably in this paper. OFDMA and OFDM-TDMA perform multiple access in a frequency-sharing and a time-sharing manner, respectively. Specifically, OFDMA performs subcarrier assignment while OFDM-TDMA performs time-slot assignment, both statically or dynamically. The difference between static (or round-robin) and dynamic (or opportunistic) assignments lies in whether users' channel conditions are considered. For OFDMA, static assignment allocates an equal, fixed and interleaved set of subcarriers to users while dynamic assignment allocates each subcarrier to the user with the best signal-to-noise ratio (SNR). Likewise, for OFDM-TDMA, static assignment allocates fixed and alternate time slots to users (i.e., round robin) whereas dynamic assignment assigns a time slot to the user with the best channel condition. Besides, the chosen user is allocated all subcarriers exclusively in OFDM-TDMA.
The subcarrier SNR distribution for each multiaccess mode can be obtained as a basis for analysis in Sec. III. For a Rayleigh fading channel, the received SNR, denoted by Γ, is exponentially distributed with the following probability density function (pdf) [16] :
where γ 0 is the average SNR. Note that Eq. (4) holds for subcarrier SNR in a multicarrier system as well [20] . Eq. (4) applies to all modes in Table I except for OFDMA III up to a difference in mean γ 0 which will be verified by simulation. In OFDMA III, recall that the dynamic assignment scheme assigns a subcarrier to the user with the best SNR at that subcarrier. Thus, when K homogeneous users are considered, the post-assignment subcarrier SNR, Γ * , is distributed according to the maximum of K independent and identically distributed (i.i.d.) random variables Γ 1 , · · · , Γ K , which represent the received SNR of users 1, · · · , K and follow the pdf in (4). To derive the pdf of Γ * , we first obtain the cumulative distribution function (cdf):
Then, by differentiating the cdf, we have
C. Bit Allocation
The multiaccess scheme apportions resource among users while the bit allocation scheme chooses the type and order of modulation for each user. We consider squared M -QAM modulations with M = 2 2r , r = 1, · · · , r m , where r m determines the highest modulation allowed. Both fixed and (discrete-rate) adaptive modulation (AM) methods are considered, where only the AM methods take channel conditions into account in adaptive bit allocation [21] . The AM methods are described below. A tight BER approximation for squared M -QAM is given by [21] :
where β is the channel SNR. With continuous-rate adaptation, bit rate R c b is given by the following capacity expression:
Note that (7) is obtained directly by the rearrangement of (6). Discrete-rate adaptation confines the bit rate to integer values (more precisely to 2r, r = 0, · · · , r m ), which is described as follows. First, the set of possible received SNR (i.e., the nonnegative real line) is partitioned into r m + 1 disjoint
with b 0 and b rm+1 set to 0 and ∞, respectively. Second, the boundary points are determined by
Last, when the received SNR falls in R r and the information is successfully fed back to the transmitter, 2r bits are loaded to the corresponding subcarrier. Note that the channel is too poor to support any order of modulation when the SNR falls in R 0 . This leads to the following bit rate expression of discrete-rate adaptation:
where x represents the largest integer that is less than or equal to x. Note that for any P b and β, R 
III. PERFORMANCE ANALYSIS AND COMPARISON
Multiaccess schemes in Table I are analyzed in this section based on the system model introduced in Sec. II. The physical layer performance is considered in Sec. III-A while the link layer performance metrics are examined in Secs. III-B and III-C.
A. Bit Rate and BER Analysis
For the bit rate and BER analysis, we focus on AM-based modes (e.g., OFDMA II-III, OFDM II-III) since non-AM modes are trivial special cases. The theoretical bit rate upper bounds are derived under the assumption of continuous-rate adaptation. However, such bounds also hold for the discreterate adaptation case.
For fixed P b and β, the bit rate per subcarrier with continuous-rate adaptation is given in (7) . With the distribution of β shown in (4) for OFDMA II and OFDM II-III, the bit rate corresponding to these modes is bounded by
The total bit rate R t1 (in the unit of bits/sec) can be obtained by scaling with the total number of subcarriers N and OFDM symbol time T s as
Similarly, the total bit rate for OFDMA III, R t2 , is obtained by replacing Γ by Γ * in (10) and using (5) . That is, we have
For the BER analysis, note that the AM scheme described in Sec. II-C will lead to comparable BER performance for all OFDMA and OFDM modes due to the predetermined P b in place. A more informative comparison in BER can be achieved by fixing a target bit rate for all modes. Towards this end, we adopt a method based on [22] to add and subtract bits from proper subcarriers successively until the target bit rate is achieved. That is, when the actual bit rate is smaller (or larger) than the target bit rate, additional bits are added to (or subtracted from) subcarriers such that the error probability is increased as small as possible (or decreased as far as possible). In other words, additional bits are successively added to (or subtracted from) the subcarrier where the difference between capacity (R c b in (7)) and assigned discrete-rate bits (R d b in (9)) is maximal (or minimal).
The equivalence between "maximizing the difference between capacity and the assigned bits" and "minimizing the bit error rate" is intuitive and it can be formally proved. The proof is however omitted here due to the space limit. This operation to increase (or decrease) the BER when bits are added (or subtracted) will be confirmed by simulation in Sec. IV. Furthermore, the proposed bit rate adjustment method may not be the best solution due to its computational complexity. The main purpose for us to adopt this method is to demonstrate a more meaningful BER comparison by fixing the bit rate. In a realistic system design, if no target bit rate is established as a requirement, such a manipulation is unnecessary.
B. Packet Average Throughput and Delay Analysis
The packet-level average throughput and delay performance is analyzed in this subsection. By delay, we refer exclusively to queueing delay. To complete delay analysis, a proper queueing model for both OFDM-TDMA and OFDMA is needed, and the M/G/1 model [23] is adopted for this purpose. We simplify Fig. 1(a) by including the premium and the best effort in one composite queue. This simplification does not compromise our comparison. In fact, the M/G/1 results as well as the analysis given here are readily extensible to priority queues [23] . To fit the M/G/1 model, the Poisson packet arrival process is assumed to replace the regulated streams as the input to the queue. The average delayW in the M/G/1 model is given by [23] :
where S is the packet service time and λ is the Poisson packet arrival rate. Note that in the case of infinite-sized queues as assumed in this work, the throughput is proportional to the λ value. Therefore, we only need to determine S up to the second moment to complete the throughput-delay relation in (13) . Since a packet is served by subcarrier allocation in OFDM/OFDMA systems, we consider the service time (and thus delay) being measured in the unit of the number of subcarriers. To be more specific, S is defined to be the number of subcarriers N s satisfying
where U is the number of bits loaded in N s subcarriers, I i is the number of bits loaded to subcarrier i, which is identically (but not necessarily independently) distributed over all i, and α is the fixed packet size in bits. The idea can be explained by a typical OFDM transmission system shown in Fig. 2 , where data streams can be grouped in a parallel or a serial manner. The "time unit" in serial and parallel groupings are samples and subcarriers, respectively. With the serial-toparallel (S/P) and the parallel-to-serial (P/S) convertions, the conventional notion of delay in the serial grouping translates to the equivalent delay measured in the number of subcarriers in the parallel grouping, and vice versa. This fits both OFDM-TDMA and OFDMA since we are concerned with the average delay over all users and packets.
We evaluate the first two moments of S in the following. For the first moment, we have
Conditioning on U = α, we have S = N s by definition. It follows that
The second moment can be derived similarly. That is,
The cross-term in (15) represents the cross-correlation among subcarriers, which depends on the coherence bandwidth of the channel. Without further knowledge or assumption about the channel, we may proceed in deriving a lower bound. By the Schwartz inequality and the fact that I i and I j are nonnegative, we have
and consequently,
By substituting (16) into (15), we obtain
To complete the analysis in (14) and (17), we need to obtain the first two moments of I i , i.e. the number of bits loaded to subcarrier i. Apparently, I i depends on the AM scheme in (9), the channel condition given in (4) or (5) and the selected multiaccess mode. To proceed, we model the channel state in the link layer by a finite-state Markov chain, where each state corresponds to a certain channel condition (R 0 , · · · , R rm ) and a particular modulation scheme. The state "0" corresponds to R 0 where no bits are transmitted. The transition probability, which was derived before (e.g., [16] ), is not of our concern here. Our interest is to calculate the steady-state probabilities π r 's, which can be obtained by integrating pdfs in (4) or (5) over disjoint regions R r 's. That is,
where r = 0, 1, · · · , r m . With these π r 's, the first and second moments of I i can be obtained by
Note that the condition on U = α does not change the moments of I i . Finally, by substituting (19) in (14) and (17), and then (14) and (17) in (13), we obtain the theoretical throughput-delay lower bound curves. This result will be verified by computer simulation in Sec. IV.
C. Packet Maximum Delay Analysis
We obtain analytical packet delay bounds for all modes listed in Table I in this subsection. A result from network calculus is described below, which will be used in analysis later. The delay for the premium stream in Fig. 1(b) is bounded by [17] 
if queues are stable (i.e., r k1 + r k2 ≤ū k ) and the first-infirst-out (FIFO) service strategy is employed for each queue. Note that only the delay performance of the premium stream is of our interest. Also, the delay bound in (20) refers to delay experienced by the regulated streams. The waiting time inside the flow control regulator as analyzed in [24] is not of our concern.
Recall that the definition in Sec. II-A is tied with continuous processes. However, the slotted structure of OFDM/OFDMA suggests that the server process be represented by a discretetime random process u k [n], where n is the OFDM time slot index. This change turns all integrations into summations in Sec. II-A while leaving flow control parameters unchanged but in different units. That is, w k1 , w k2 and v k are in the unit of bits and rates r k1 , r k2 andū k are in the unit of bits per time slot. Then, the delay bound in (20) is in the unit of the number of OFDM time slots. Note that there is no discrepancy between the units used in this subsection and those in Sec. III-B, where the number of subcarriers is used, since the number of subcarriers can be translated to an equivalent number of OFDM symbols, and vice versa. The most remarkable difference is that, instead of averaging over all users and packets in presenting the average delay results in Sec. III-B, we must treat each packet and each user individually here since the measure of delay bounds is not an average.
In the following, we obtain deterministic delay bounds for static modes such as OFDMA I and OFDM I, and then derive probabilistic delay bounds for the remaining modes that use dynamic allocation. Note that a smaller delay bound guarantees better worst-case delay performance.
1) OFDMA I and OFDM I:
These two modes employ static multiple access and bit allocation yet in a different fashion. Recall from Fig. 1 that the server process u k (t) is prescribed by actual multiaccess and bit allocation, thus resulting different server processes of OFDMA I and OFDM I as depicted in Fig. 3 for the continuous-time representation and Fig. 4 for the discrete-time representation. From these figures, we observe that the server rate of OFDMA I is a constant, since subcarriers are divided evenly among users in each OFDM time slot. In contrast, in OFDM I, user k's server rate peaks at time slots when user k is in service and remains zero during periods in which other users are served.
To obtain the delay bound in (20), our task is to find the pair (ū k , v k ) that defines the server process (w k1 is controlled and known in the design of a flow-control regulator). Let N server process uk(t)
...
Ts 2Ts
KTs ( be the total number of subcarriers and r the (fixed) number of bits loaded to each subcarrier. Therefore, in each OFDM time slot N × r bits are served. OFDMA I has a constant server rate, i.e.,
Consequently, we have
For OFDM I, the average server rateū k is the same as that in OFDMA I according to (3) . To obtain v k , we need to examine (2) carefully. First, we observe that a sufficiently large v k in the RHS will make (2) always hold since the LHS of (2) is non-negative. However, an arbitrarily large value of v k is not useful in deriving the delay bound in (20) . Thus, we want to find a smallest v k for which (2) is satisfied for any choice of t 1 and t 2 . As depicted in Fig. 3 , our choice of t 1 and t 2 is the pair that spans the widest among any t 1 and t 2 values that enclose a "peak-rate" time slot of OFDM. Since t 2 − t 1 = 2K − 1 is the largest in this case, the associated v k will guarantee that (2) holds also for any other choices of t 1 and t 2 . With such t 1 and t 2 and (2), we have
By arranging the terms and the fact that N × r = Kū k , we have the smallest v k as
Substitutingū k and v k into (20) yields
whereū k = N × r/K. By comparing (21) and (23), we see that OFDMA I has a smaller delay bound than OFDM I by a fixed amount of K − 1. The physical interpretation of this result is that the K − 1 idle time slots in OFDM I account for the K − 1 extra delay bound.
2) OFDMA II and OFDMA III:
To obtain delay bounds for OFDMA III and, as a special case, OFDMA II, we make two assumptions in the asymptotic analysis. The number of subcarriers, N , is large, and the subcarrier channel coefficients are i.i.d. These may be regarded as an ideal approximation to real-world situations. However, as will be demonstrated by simulation in Sec. IV, the theoretically derived delay bounds coincide well with experimental results in both the i.i.d. and the real-world channel setups. Thus, our analysis does provide insights into performance differences among different modes. OFDMA III, unlike OFDMA I, has a time-varying server process due to the fluctuation of user channels. Specifically, the server process u k [n] is a discrete-time random process defined by
where
is the number of bits loaded onto subcarrier i, and D k [n] is the set of subcarriers assigned to user k, both at OFDM time slot n.
, are i.i.d. by our aforementioned assumption. Besides, due to opportunistic selection of users, the probability of each user "winning" a particular subcarrier is 1/K, which leads to the binomiallydistributed 
where N (0, 1) is the standard Gaussian distribution according to the Central Limit Theorem, and
which can be obtained by applying the standard conditional mean and variance procedures to (24) 
Furthermore, by ergodicity (which can be shown by the Law of Large Numbers) we havē
To obtain v k , we resort to the definition in (2) and a proper choice of t 1 and t 2 in Fig. 3 . Then, (2) reduces to
Second, we define the delay violation probability P dv as the probability that the delay bound in (20) is violated. Since w k1 andū k are known or derived in (26), the violation in (20) may only occur when v k is violated, i.e., (27) fails to hold. Then, with P dv being the outage probability in (27) and by plugging the asymptotic distribution of u k [n] into (27), it is straightforward to show
Finally, by substituting (26) and (28) into (20), we obtain
OFDMA II, which is a special case with fixed (28) and then (29) yields the delay bound for OFDMA II.
3) OFDM II and OFDM III:
We first obtain results for OFDM III and then OFDM II as a special case. The server process in OFDM III can be written as
where C(k) is the set of time slots assigned to user k. The average server rate is easily obtained by the definition in (3) asū
To find v k , we follow the analysis for OFDM I with one additional assumption; namely, there exists C idle such that any idle period (when u k [n] = 0 for user k) is, up to a negligible violation probability, of length no greater than C idle × K − 1 time slots. The value of C idle is chosen empirically to ensure the statistics associated with the opportunistic assignment is unchanged.
Similarly to the analysis for OFDM I, v k is derived with judicious choice of t 1 and t 2 applied to (2), i.e.,
we have
Substituting (31) and (33) into (20) gives the delay bound
All the above derivation also applies to OFDM II by setting C idle = 1 due to the static round-robin time-slot assignment in OFDM II. 
IV. SIMULATION RESULTS
In this section, we perform computer simulation to verify the analysis given in Sec. III and make an extensive comparison of the link and the physical layer performance of OFDM-TDMA and OFDMA. The Rayleigh fading channel is adopted and generated by a tapped delay line (TDL) channel model with equally-spaced taps and an exponential power delay profile. The parameters for the TDL channel model are given in Table II . We consider homogeneous users whose channel coefficients are i.i.d. A practical framed structure is considered where, unless otherwise noted, each frame contains ten OFDM symbols. A fast fading channel based on the method described in [3] is implemented. That is, the channel varies, presumably independently, across OFDM frames but remains the same within a frame. We restrict the squared M -QAM modulations to 4-, 16-, 64-and 256-QAM (i.e., r m = 4). Besides, although OFDMA typically has a larger number of subcarriers than OFDM in real-world applications, we use an identical set of parameters for both systems for fair comparison. The parameters of the OFDM system are borrowed from [25] and summarized in Table III. We first examine the total bit rate that can be supported by each mode. Both analytical upper bounds from (11) and (12) and empirical results are shown in Fig. 5 . Note that target BER P b = 10 −3 is set for bit allocation. We observe that, among these four modes, OFDMA III achieves the best performance due to multiuser diversity and frequency diversity that arise from dynamic allocation. Likewise, OFDM III outperforms OFDMA II and OFDM II due to dynamic time-slot allocation. Both OFDMA II and OFDM II perform static multiple access which leads to the same share of resource of each user on the average. Consequently, we observe comparable curves in Figs. 5 and 6 for OFDMA II and OFDM II, where the difference is contributed by randomness in bit allocation. 6 shows the uncoded BER performance when the bit rate is fixed at 4 bits/subcarrier (or roughly 20 Mbits/sec). For K = 4, we see that OFDMA III outperforms OFDM III by 3.5 dB, and OFDM III outperforms OFDMA II and OFDM II by 2 dB when BER = 10 −3 . This result is slightly different from that of [4] due to different settings. We also observe an additional multiuser diversity gain contributed by more users with K = 8. Note that the bit adding and subtracting operations described in Sec. III-A renders BER above P b at the low SNR region since extra bits are added to make up 4 bits/subcarrier.
We choose a fixed packet length of α = 3000 bits and SNR = 16 dB in presenting the packet throughput-delay performance curves shown in Fig. 7 . We see that the performance differences are translated from the physical-layer transmission schemes and they are consistent with the results in Figs. 5 and 6. In particular, given a fixed delay, OFDMA III achieves the largest throughput and, consequently, the best packetlevel throughput-delay performance. As the throughput value approaches capacity, all schemes suffer from a significant amount of delay.
Note that although there is no notion of frames in the analytical M/G/1 model, a frame should be considered in the finite granularity implementation. In the simulation, we consider a practical exhaustive service system where only packets that arrive before or during the current frame can be served in the current frame as shown in Fig. 8 . Packets are multiplexed and served in the frame sequentially in both time and frequency. Besides, the number of packets in a queue is counted frame by frame and averaged to give a finite granularity approximation ofN , the time-average number of packets in the queue. WithN and throughput λ controlled to get different points in the plot, we calculate the average delay by Little's Law [23] :W =N /λ.
Due to the exhaustive service assumption and finite granularity approximation,N is nearly zero at a low throughput value, resultingW ≈ 0. This accounts for the fact that the simulation curve does not obey the analytical lower bound curve when the throughput is low. It is worthwhile to point out that the throughput-delay result here is an average over all users and packets. The result of the individual delay incurred to each user packet is presented next.
We implement the flow control regulator by the "leaky bucket" scheme in [24] . We choose a token pool of size of 3000 tokens. Each token can serve 1 bit of data, from which the burst sizes w k1 and w k2 can be calculated to be 3001 bits. The token arrival rates, which determine the average regulated rates r k1 and r k2 , are chosen such that queues are stable. Moreover, C idle is found empirically to ensure the violation probability less than 10 −2 ; for example, C idle = 4 (or, respectively, 5) for K = 4 (or, respectively, 8). We fix user channel SNR = 16 dB and P dv = 10
to obtain the analytical delay bounds in Sec. III-C, which, after rounded up to the nearest integer number of time slots, are drawn in Fig. 9 for the premium stream. We see from Fig. 9 that OFDMA modes generally have better worst-case delay performance than OFDM modes. The idle periods introduced by round-robin or opportunistic time-slot assignments in OFDM account for the performance gap. The opportunistic assignment, in particular, creates the possibility of a long idle period which explains for the largest delay bounds of OFDM III. Note that, when K = 1, all modes degenerate to the same scheme. As K increases, the delay bound increases because the same resources are shared among an increasing number of competitors.
In Figs. 10 and 11 , we draw the Monte Carlo simulation curves when SNR = 16 dB and K = 4. We see that the analytical delay bounds, obtained from Fig. 9 by fixing K = 4 and shown in the legend of both plots, agree well with the actual packet maximum delay performance. Figs. 10 and 11 provide knowledge of the packet delay distribution by presenting the percentage of packets (y-axis) that experience delay higher than a particular value (x-axis). It is observed that OFDM schemes generally have higher delay variation than OFDMA. For example, OFDM III in Fig. 11 has a large dynamic range in the packet delay while OFDMA III has a much smaller range as shown by the sharper slope of curves in Fig. 10 . This observation suggests that OFDMA Simulation results for SNR = 16 dB and K = 8 are shown in Figs. 12 and 13 to demonstrate the effect of user number K. As compared with the case of K = 4 in Figs. 10 and 11 , an increased individual delay is observed due to a larger number of users. Overall, we observe consistent results for K = 4 and K = 8, and the discussion made for K = 4 holds for K = 8 in Figs. 12 and 13 as well.
V. CONCLUSION
Performance analysis and comparison of OFDM-TDMA and OFDMA centered on scheduling with cross-layer consideration were conducted. Several OFDM/OFDMA modes with different multiaccess and resource allocation schemes were considered along with an analytical framework based on the QoS architecture of IEEE 802. 16 . The analysis and simulation offered a thorough understanding of the system's capability of supporting multimedia delivery from a crosslayer viewpoint involving both link and physical layers. The analytical and empirical results suggest that dynamic OFDMA has a stronger potential to support multimedia transmission than dynamic OFDM-TDMA. It is also observed that the opportunistic assignment can be employed more effectively in OFDMA.
