Introduction {#s1}
============

Pupil size changes primarily as a function of ambient light levels but also in the context of a host of other brain functions that often involve changes in arousal ([@bib36]; [@bib44]). Several early studies ascribed arousal-related modulations of pupil size to the 'mental effort' required to, for example, solve an arithmetic problem or hold items in working memory ([@bib6]; [@bib44]). This view emphasizes the idiosyncratic and cognitive nature of these pupil fluctuations but lacks a precise description of the computations being encoded. Pupil size is also sensitive to stimulus probabilities, typically increasing when unexpected stimuli are presented or expected stimuli are omitted ([@bib35]; [@bib48]; [@bib58]). More recently, arousal-related pupil modulations have been shown to represent critical computations required to learn from, and adapt to, changes in our environment ([@bib40]; [@bib52]; [@bib55]; [@bib57]). This view emphasizes specific computations encoded in pupil size but lacks a clear link to idiosyncratic, cognitive processing. The goal of the present study was to reconcile these different views and synthesize a more comprehensive understanding of the role of pupil-linked arousal systems in cognition.

We build on studies of adaptive decision-making, in which past experiences are used flexibly to update beliefs about the world that guide decisions ([@bib24]; [@bib34]; [@bib68]). In uncertain and changing environments, effective belief-updating strategies need to resist spurious noise while remaining flexible enough to adapt to real changes ([@bib7]; [@bib24]; [@bib51]; [@bib54]). Several key features of these adaptive processes are reflected robustly in dynamic pupil fluctuations. Rapid phasic increases in pupil size occur in response to surprising events that can drive changes in beliefs ([@bib52]; [@bib55]; [@bib57]). Slower tonic increases in pupil size can encode increased belief uncertainty ([@bib40]; [@bib47]; [@bib52]; [@bib71]). These slower pupil changes are also those most closely linked with changes in mental effort ([@bib6]; [@bib44]) and associated with individual differences in cognitive traits such as fluid intelligence ([@bib70]).

However, several key cognitive and idiosyncratic aspects of adaptive decision-making have yet to be linked clearly to pupil modulations. First, adaptive decision-making has been studied primarily in relatively stable environments, in which changes to stimulus properties occur infrequently and are therefore almost always 'surprising' ([@bib24]; [@bib40]; [@bib52]; [@bib55]). These environments thus conflate violations of top-down, cognitive expectations that govern surprise with more basic bottom-up sensory responses to stimulus changes that can also modulate pupil size (e.g., 'startle' or 'orienting' responses; [@bib11]; [@bib61]). Second, adaptive decision-making requires identifying changes in properties of not just observable stimuli but also of latent (i.e., not directly observable) environmental variables that affect uncertainty ([@bib30]; [@bib29]; [@bib40]; [@bib45]). Third, computations related to surprise and uncertainty can be strongly idiosyncratic, reflecting the specific belief-updating strategy being used by the decision-maker to integrate information from the environment ([@bib22]; [@bib23]; [@bib25]).

The current study aimed to overcome these limitations by assessing pupil size under a range of cognitively demanding task conditions and with respect to individual differences in the belief-updating strategy used to solve the task ([@bib30]). A key feature of the task was the use of complementary conditions that had equally predictable stimulus sequences but different relationships between relevant bottom-up stimulus properties and top-down beliefs. We show that across these conditions, the most parsimonious account of task-driven pupil modulations was not in terms of bottom-up stimulus properties. Instead, pupil size reflected the trial-by-trial, top-down belief-updating process, with baseline pupil size encoding the strength of the current belief and stimulus-evoked changes in pupil size encoding violations of the current belief. Moreover, the task conditions that most strongly dissociated bottom-up from top-down processing gave rise to high individual variability in behavior and task-driven pupil modulations, both of which were related systematically to the complexity of each subject's belief-updating strategy. Together these results imply that task-driven changes in pupil-linked arousal can represent a window into the underlying cognitive operations that update and maintain task-relevant beliefs.

Results {#s2}
=======

Seventy-eight subjects performed an auditory predictive-inference task that required them to predict on each trial which of two source locations (left or right) would generate an auditory tone ([Figure 1a](#fig1){ref-type="fig"}). The source generating the tones switched locations from right-to-left or left-to-right at unannounced points throughout the task. The per-trial probability of this source-location switch, or 'hazard rate' (*H*), was fixed at either a low (*H* = 0.01), intermediate (*H* = 0.30), or high (*H* = 0.99) value in blocks of trials that changed at unannounced points throughout the task ([Figure 1b](#fig1){ref-type="fig"}). To make this inference process more challenging, uncertainty was added by playing the tone from the opposite side of the generating source on 20% of trials ('opposite-location trials'). This design allowed us to dissociate top-down expectations from bottom-up stimulus properties (i.e., location switches) and required the subjects to adapt their expectations to the different hazard-rate conditions ([@bib30]; [@bib29]). Specifically, the low versus high hazard-rate conditions produced location switches that were predictably rare or common, respectively, and thus could in principle be used strategically to avoid overreacting to opposite-location trials. In contrast, the intermediate hazard-rate condition was less predictable, such that the best strategy was to predict a repeat of the previous location (similar to *H* = 0.5 for a perceptual-judgment task, which requires decisions based on only the most-recent stimulus; [@bib30], [@bib29]).

![Auditory predictive-inference task and average performance.\
(**a**) Subjects predicted which of two sources would generate a tone on the next trial. After making the prediction, a tone was played in either the left or right ear. (**b**) Subjects completed up to three sessions of 1000 trials each. In each session, subjects were exposed to two hazard rates that would change at unannounced points throughout the session. (**c**) Proportion of subject and simulation correct predictions as a function of trials after a source-location switch, separated by hazard rate. (**d**) Proportion of subject and simulation prediction switches (i.e., changing their prediction from the previous trial) for trials after a source switch, separated by hazard rate. Simulated behavior was generated from the Bayesian learning model fit to data from individual subjects and applied to the same sequences observed by each subject. Error bars in c, d are ± SEM across real or simulated subjects.](elife-57872-fig1){#fig1}

Pupil diameter is sensitive to adaptive, context-dependent expectations {#s2-1}
-----------------------------------------------------------------------

On average, the subjects adjusted their behavior adaptively to different hazard rates. Across subjects, the proportion of correct predictions was above chance for all hazard-rate conditions, with the highest performance for low hazard rates (median \[interquartile range, or IQR\] proportion correct = 0.82 \[0.79--0.85\], 0.59 \[0.56--0.61\], and 0.63 \[0.56--0.67\] for low, intermediate, and high hazard rates, respectively; two-tailed signed-rank test for *H~0~*: median = 0.5, all *p*s \< 4.2×10^−12^; two-tailed paired rank-sum test for *H~0~*: per-subject performance difference between hazard pairs = 0, all *ps* ≤ 0.0009). More specifically, in the low hazard-rate condition, source-location switches from one side to the other were relatively rare and therefore unexpected. Accordingly, performance was low for trials on which the source location switched (because subjects reasonably assumed that the switch on that trial was from the 20% of opposite-location trials) but then gradually increased over several trials as the subject gathered more evidence that a real source-location switch had occurred. In the intermediate hazard-rate condition, although stability was still expected, source-location switches were slightly more expected. Accordingly, subjects had initially low performance for trials on which the source location switched, followed by a higher and more immediate propensity to switch predictions on the next trial. In the high hazard-rate condition, source-location switches were highly expected. Accordingly, subjects showed a relatively high prediction switch rate for trials on which the source location switched, with more errors on the rare non-switch trials (0.63 \[0.56--0.67\] proportion correct, p=3.8×10^−11^). These hazard-dependent behavioral patterns were roughly consistent with simulated behavior from a Bayesian learning model that used trial-by-trial observations to perform inference over both the current source and hazard rate ([Figure 1c,d](#fig1){ref-type="fig"}; [@bib30]).

To relate these adaptive behavioral patterns to pupil changes, we characterized how pupil diameter measured before ('baseline'), during ('evoked'), and after ('next baseline') stimulus presentation on each trial was modulated by task-relevant stimuli (i.e., presentation of the tone and whether or not it switched locations from the previous trial, which could result from either real source switches or opposite-location trials) and behaviors (i.e., whether or not the subject switched predictions from the previous trial). In general, the subjects' pupils dilated in response to tone presentation ([Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}). The magnitude of this evoked pupil response was negatively correlated with the corresponding baseline pupil diameter (median \[IQR\] Spearman's *rho* comparing trial-by-trial baseline pupil diameter to baseline-subtracted evoked change per subject = −0.34 \[−0.41 -- −0.26\], sign-rank test for H~0~: median = 0, p=1.1×10^−10^), as has been reported previously ([@bib16]; [@bib28]). To identify pupil modulations that were distinct from this relationship, we used two sets of linear regressions to relate task-relevant stimulus and behavioral features to: 1) baseline pupil diameter; and 2) changes in pupil diameter that were evoked by the tone presentation, with baseline pupil diameter subtracted out and using baseline pupil diameter as an additional regressor.

Both baseline pupil diameter and evoked pupil responses were affected by whether or not the tone switched locations from the previous trial, in a manner that depended strongly on the hazard-rate condition (i.e., the frequency with which the sound source switched locations). Specifically, in the low and intermediate hazard-rate conditions, the evoked changes in pupil diameter tended to be larger when the tone location switched than when it repeated from the previous trial. This effect persisted into the next baseline for the low, but not the intermediate, hazard-rate condition ([Figure 2](#fig2){ref-type="fig"}). Conversely, in the high hazard-rate condition, the evoked pupil responses were not modulated systematically by whether or not the sound location switched ([Figure 2c](#fig2){ref-type="fig"}), but baseline pupil diameter on the subsequent trial tended to be larger after the source location repeated than when it switched on the previous trial ([Figure 2b](#fig2){ref-type="fig"}).

![Pupil size encoded violations of expectations.\
(**a**) Sequence of tone and prediction events. (**b--d**) Each panel shows two-tailed linear mixed-effects beta weights with binary regressors corresponding to whether or not subjects switched their prediction and whether or not the tone switched sides on that trial, for: (**b**) baseline pupil diameter from the current trial, before the subject heard the tone and made the next prediction; (**c**) baseline pupil diameter from the next trial, after the subject heard the tone and made a prediction; and (**d**) changes in pupil diameter from baseline in a 2 s period after tone onset. In a and b, the regressions accounted for the evoked pupil change from the previous trial; boxplots show median, IQR, IQR x 1.5, and outliers; \*\*: p\<0.01, \*\*\*: p\<0.001 estimated from linear regressions. In c, the regressions accounted for baseline pupil on the current trial along with the evoked pupil and baseline from the previous trial; lines and shading correspond to mean ± SEM across subjects, and straight lines above (for positive betas) and below (for negative betas) beta values indicate significant timepoints (FWE corrected p\<0.05).](elife-57872-fig2){#fig2}

Both baseline pupil diameter and evoked pupil responses were similarly affected by whether or not the subject predicted that the sound source would switch locations from the previous trial, also in a manner that depended strongly on the hazard-rate condition. These effects reflected top-down, hazard-specific expectations that were distinct from the effects of switches in tone-source location, described above ([Figure 2](#fig2){ref-type="fig"}). Specifically, in the low and intermediate hazard-rate conditions, in which switches were unexpected, the baseline pupil diameter (measured prior to the subject hearing the tone and then making a prediction on that trial) was larger on trials in which the subject would then hear the tone and subsequently predict that the source location would switch versus repeat on the next trial ([Figure 2b](#fig2){ref-type="fig"}). The subsequent evoked pupil response showed an additional modulation in the same direction, corresponding to larger evoked dilations when the subject predicted a location switch versus repeat ([Figure 2c](#fig2){ref-type="fig"}). In contrast, in the high hazard-rate condition, in which switches were expected, baseline and evoked changes in pupil diameter tended to be larger when predictions repeated from the previous trial ([Figure 2a,c](#fig2){ref-type="fig"}). These effects also tended to persist into the next baseline pupil diameter ([Figure 2b](#fig2){ref-type="fig"}).

These stimulus- and behavior- driven effects on pupil were distinguishable from each other because the two were not always aligned; that is, tone and prediction switches did not always occur at the same time because of the generative noise, and because subjects made errors. Thus, another way of identifying whether and how pupil diameter was modulated in a context dependent manner was to characterize modulations by tone-location switch versus repeat, correct predictions versus errors, and their interactions ([Figure 2---figure supplement 2](#fig2s2){ref-type="fig"}). These analyses showed consistent increases in evoked pupil response after errors in all three hazard-rate conditions. Additionally, these pupil responses to errors were modulated by the hazard rate, such that pupils tended to dilate more to errors on tone-switch trials in the low hazard-rate condition, and to errors on tone-repeat trials in the high hazard-rate condition (measured as the tone-switch by error interaction in all three hazard conditions; [Figure 2---figure supplement 2](#fig2s2){ref-type="fig"}). Together these results show that pupil size was modulated by not just low-level stimulus properties (tone-location switches) but also context-specific predictions and their violations, corresponding to location switches when stability was expected and repetitions when instability was expected.

Pupil diameter and response times encode adaptive, trial-by-trial belief updating {#s2-2}
---------------------------------------------------------------------------------

To better relate the task-dependent pupil modulations to the specific belief-updating strategies each individual subject used to derive hazard-specific predictions, we fit each subject's trial-by-trial sequence of behavioral choices (predictions) with a Bayesian learning model that performs inference over both the source location and hazard rate ([@bib30]). A key parameter in the model controls the width of the distribution of prior probabilities that subjects assign to different hazard rates, with wider prior distributions leading to model predictions that adapt more effectively to changes in hazard rate than narrower prior distributions ([Figure 3---figure supplement 1a](#fig3s1){ref-type="fig"}). The model combines this prior distribution with each new observation (i.e., on which side the tone is played) to update the strength of its belief about the current source location and hazard rate. Using the per-subject model fits, we quantified belief strength on each trial as the log-odds-ratio that source 1 versus 2 would generate the next tone ([@bib32]). We quantified surprise on each trial as the negative log probability that the observed tone was predicted ([@bib25]; [@bib43]; [@bib55]), which reflected the degree to which the new observation did not match the current belief about location ([Figure 3---figure supplement 1b](#fig3s1){ref-type="fig"}).

Baseline and evoked pupil diameter encoded belief strength and surprise, respectively, from this belief-updating process ([Figure 3a,b](#fig3){ref-type="fig"} shows results from linear regressions of pupil diameter that accounted for relationships between baseline and evoked pupil diameter as in [Figure 2](#fig2){ref-type="fig"}; [Figure 3---figure supplement 2](#fig3s2){ref-type="fig"} shows comparable results using a linear regression of the first temporal derivative of evoked changes in pupil diameter, which is thought to be less susceptible to baseline effects; [@bib18]; [@bib35]; [@bib49]; [@bib77]). This encoding was similar for the three hazard-rate conditions, implying that the hazard-dependent effects of prediction and tone switches on pupil depicted in [Figure 2](#fig2){ref-type="fig"} reflected a common underlying relationship between pupil and belief updating. In particular, baseline pupil diameter was negatively correlated with the idiosyncratic model-derived belief strength (i.e., inverse uncertainty derived from subject-specific model fits), such that baseline pupil diameter was smaller when beliefs about the next source were more certain ([Figure 3a](#fig3){ref-type="fig"}). After the tone was heard, evoked changes in pupil diameter were closely associated with surprise, with more surprising stimuli evoking larger pupil dilations with a time course similar to the switch modulations ([Figure 3b](#fig3){ref-type="fig"}). Evoked change also reflected information about the prediction belief strength before having heard the tone, such that pupils dilated slightly less after tone onset if beliefs were very strong, regardless of surprise. Thus, on each trial, baseline and evoked changes in pupil diameter reflected top-down computations of uncertainty and surprise, respectively, in a manner that depended on the context in which the stimuli were experienced.

![Pupil size encoded belief strength and surprise.\
Each panel shows two-tailed linear mixed-effects beta weights estimating the influence of subject absolute belief strength and surprise on: (**a**) baseline pupil diameter, after accounting for the evoked pupil change from the previous trial; (**b**) evoked change in pupil diameter, after accounting for baseline pupil on the current trial along with the baseline pupil and the evoked pupil from the previous trial; (**c**) log RT (i.e., the time taken to make a prediction before hearing the tone); and (**d**) log RT on the next trial. Note that surprise depended on the current belief strength that was present before tone onset, which likely explains the small modulations by surprise in the high-hazard baseline pupil and low-hazard prediction RT. In a, c, and d, boxplots show median, IQR, IQR x 1.5, and outliers; \*\*: p\<0.01, \*\*\*: p\<0.001. In b, lines and shading correspond to mean ± SEM across subjects, and straight lines above (for positive betas) and below (for negative betas) beta values indicate significant timepoints (FWE corrected p\<0.05).](elife-57872-fig3){#fig3}

Similar effects were evident in the subjects' behavioral response times (RTs), which tended to be shorter on trials when beliefs were more certain and longer on trials following the occurrence of a surprising stimulus ([Figure 3c,d](#fig3){ref-type="fig"}). These RT effects testify to the behavioral relevance of these model-derived quantities but did not alone account for their relationships with pupil size: although there was a modest trial-to-trial correlation between the RT after hearing the tone and changes in pupil diameter on the same trial (median \[IQR\] Spearman's *rho* computed per subject = 0.11 \[0.06--0.18\] for baseline pupil and 0.12 \[0.07--0.18\] for evoked pupil, sign-rank test for *H~0~*: median = 0, all *p*s \< 3.7×10^−7^), baseline and evoked pupil changes showed the same strong modulations by belief strength and surprise, respectively, even when accounting for trial-by-trial RTs (Fig. [Figure 3---figure supplement 3](#fig3s3){ref-type="fig"}). Thus, task-dependent pupil modulations provided more information about the belief-updating process than simply how that process affected RT.

Pupil dynamics reflect individual differences in belief-updating complexity {#s2-3}
---------------------------------------------------------------------------

The preceding analyses showed group-level relationships between trial-by-trial belief updating dynamics and pupil diameter. However, the nature of this belief-updating process varied considerably across subjects. We reported previously that a major component of individual variability on this kind of task can be ascribed to differences in the complexity of each subject's belief-updating strategy ([@bib30]). Complexity measures the amount of past information a given belief-updating strategy encodes to predict future events, which captures the flexibility with which new observations are used to update the belief ([@bib8]; [@bib27]; [@bib50]). Complex strategies can be helpful if the past features they encode are useful for prediction (e.g., tracking today's temperature, barometric pressure, and weather trends to predict tomorrow's weather) but can also lead to errors if the past features they encode are irrelevant (e.g., using today's European weather trends to predict tomorrow's weather in New York). Thus, a key signature of this form of complexity is a trade-off that is well known in statistics and machine learning between: 1) bias, or the (in) ability to flexibly update beliefs given new, relevant observations; and 2) variance, or the propensity to over-adjust beliefs given new, irrelevant (e.g., noisy) observations ([@bib9]). This bias-variance trade-off was evident in the present data set, such that subjects who tended to adjust their beliefs appropriately to real changes in hazard rate (low bias) also tended to have more variable choices even when the hazard rate remained fixed (high variance; [Figure 4---figure supplement 1](#fig4s1){ref-type="fig"}). Below we show that the corresponding individual differences in belief-updating complexity were reflected in certain features of task-driven pupil modulations.

We characterized individual differences in belief-updating complexity using an information-bottleneck analysis ([@bib56]; [@bib69]). Specifically, we quantified for each subject the mutual information between the sequences of task conditions on the previous trial (i.e., the sound location and hazard rate, which together we refer to as the past 'feature' *F*) and their current predictions (*R*), after subtracting the information contained in the sound sequence ([Figure 4a,b](#fig4){ref-type="fig"}; [@bib13]; [@bib69]). This method provided a model-agnostic measure of the extent to which each subject's predictions relied on both stimulus and hazard-rate information, while also accounting for differences in the specific stimulus (tone-location) sequences that each subject experienced ([@bib30]). Unlike other measures of complexity that are based on a model's functional form (e.g., Bayesian model-selection methods; [@bib1]; [@bib50]; [@bib63]), this method provided a principled and data-driven measure of individual differences in belief-updating complexity that required no assumptions about the specific strategy each subject was using to perform the task ([@bib8]; [@bib13]; [@bib26]; [@bib69]). Consistent with definitions of model complexity in information theory and Bayesian model selection, more complex belief-updating strategies, such as those that explore larger hypothesis spaces, encode more information from the past to make predictions ([@bib8]; [@bib26]; [@bib50]). As expected given this definition of complexity, subjects using more complex strategies tended to have behavioral patterns that depended more strongly on the hazard-rate condition ([Figure 4c](#fig4){ref-type="fig"}).

![The subjects differed in belief-updating complexity.\
(**a**) The information-bottleneck measure of complexity, computed as the mutual information between past task features (the combination of the binary tone location, *x,* and hazard rate, *H,* from previous trials) and the current binary prediction, *r.* (**b**) To account for idiosyncratic differences in the sequences of tones that each subject heard, the mutual information between adjacent tones in the actual sequence ('Sequence *I~past~*') was subtracted from their respective model complexity. The result corresponds to the degree to which subjects encoded hazard-related information in their predictions. (**c**) Average task performance plotted for groups of subjects split by complexity tercile (in bits). Subjects with more complex belief-updating strategies showed stronger hazard-modulated behavior.](elife-57872-fig4){#fig4}

These individual differences in belief-updating complexity were reflected in task-driven pupil modulations. Specifically, we used linear regression to relate changes in baseline pupil diameter from individual subjects to trial-by-trial estimates of belief strength that were computed using a particular, high-complexity learning model (i.e., the Bayesian learning model introduced above with a wide prior over hazard rate, which was not fit to subject data but rather used as reference strategy; [Figure 3---figure supplement 1a](#fig3s1){ref-type="fig"}) applied to each subject's task sequence. This relationship between baseline pupil fluctuations and complex belief strength became systematically stronger (more negatively correlated) for subjects who were using increasingly complex belief-updating strategies ([Figure 5](#fig5){ref-type="fig"}). This finding is consistent with our other findings, described above, that: 1) there was, on average, a negative correlation between trial-by-trial baseline pupil diameter and belief strength determined via fits of the Bayesian learning model to each subject's behavioral data ([Figure 3](#fig3){ref-type="fig"}); and 2) the subjects' belief-updating strategies varied considerably in complexity ([Figure 4a](#fig4){ref-type="fig"}). That is, given that each subject's pupil modulations reflected their own belief-updating strategy, and given that those strategies differed in complexity across subjects, it followed that their pupil modulations, measured with respect to a fixed referent strategy, reflected the complexity of their strategy. A similar relationship with complexity was not evident in the surprise-modulated evoked-pupil responses ([Figure 4b](#fig4){ref-type="fig"}), possibly reflecting relatively stronger bottom-up modulation in evoked versus baseline pupil. Together these results imply that certain features of trial-by-trial pupil dynamics can encode the idiosyncratic complexity of the cognitively driven belief-updating processes.

![Individual differences in belief-updating complexity were reflected in across-hazard modulations of baseline, but not evoked, pupil diameter.\
(**a**) Strength of modulation of baseline pupil diameter by absolute belief strength from the complex learning model plotted as a function of the subject's belief-updating complexity. Subjects using simple strategies tended to have baseline pupil dynamics that were uncorrelated with the complex model's belief-updating process, whereas subjects using complex strategies tended to have baseline pupil dynamics that were anti-correlated (i.e., pupils were less dilated when the model predicted higher belief certainty) with the complex model's belief-updating process. The solid line is a linear fit. (**b**) Strength of modulation of peak evoked changes from baseline by surprise from the complex learning model plotted as a function of the subject's belief-updating complexity. Evoked changes in pupil diameter tended to be modulated positively by surprise in the complex model, regardless of the subject's belief-updating complexity. Points correspond to data from individual subjects. In both panels, the ordinates show the strength (computed via linear regression) of pupil modulations with respect to a particular, complex belief-updating strategy: the Bayesian model with a wide prior on hazard ([Figure 3---figure supplement 1](#fig3s1){ref-type="fig"}).](elife-57872-fig5){#fig5}

To better understand the trial-by-trial nature of these idiosyncratic, cognitively driven pupil modulations, we examined how complexity related to both behavior and changes in pupil diameter within each of the three hazard-rate conditions. Because our measure of complexity was determined by assessing patterns of choices across hazard-rate conditions, we first had to establish how it related to individual differences in performance within each hazard-rate condition. In general, subjects with more complex strategies tended to make predictions that better matched the objective hazard rate (assessed by fitting the normative choice model to behavior with subjective hazard rate as a free parameter in hazard-specific blocks; [@bib29]; [Figure 6a](#fig6){ref-type="fig"}) and have higher overall accuracy ([Figure 6b](#fig6){ref-type="fig"}) in each of the three hazard-rate conditions.

![Individual differences in within-hazard performance reflected differences in belief-updating complexity.\
The two panels show complexity (abscissa) compared to: (**a**) subjective hazard rate determined from fits of the normative choice model (colored dotted lines correspond to objective hazard-rate values), and (**b**) proportion correct responses (colored dotted lines correspond to mean proportion correct responses from the Bayesian learning model with a wide prior over hazard rate). Points are data from individual subjects. Lines are linear fits. Note that subjective hazard rates and overall performance were relatively more variable and further from normative values for the high versus low and intermediate hazard-rate conditions.](elife-57872-fig6){#fig6}

Strikingly, however, both of these behavioral effects were most pronounced for the high hazard-rate condition. Several lines of evidence suggest that these effects reflected higher cognitive demands for the high hazard-rate condition, which as emphasized above ([Figures 2](#fig2){ref-type="fig"} and [3](#fig3){ref-type="fig"}) was the only condition that involved a conflict between bottom-up stimulus changes and top-down expectation violations, such that effective belief updating could not rely on stimulus changes alone to signal surprise. First, subjective hazard rates were most variable and most strongly mis-matched to objective values (dotted lines in [Figure 6a](#fig6){ref-type="fig"}) in the high hazard-rate condition (*F*-test comparing the variance of fits for each hazard rate condition: low versus high, p=2.2×10^−10^; intermediate versus high, p=1.0×10^−13^; low versus intermediate, p=0.179). Second, performance accuracy was furthest from the ceiling provided by a fully adaptive Bayesian learning model in the high hazard-rate condition (median \[IQR\] difference in accuracy compared with wide-prior model depicted in [Figure 3---figure supplement 1a](#fig3s1){ref-type="fig"} = 0.11 \[0.08--0.15\], 0.04 \[0.03--0.07\], and 0.29 \[0.25--0.36\] for the low, intermediate, and high hazard-rate conditions, respectively; two-tailed paired Wilcoxon tests comparing the difference in high versus low and intermediate hazards conditions, all *p*s \< 8.5×10^−10^). Third, RTs were slowest in the high-hazard condition (median \[IQR\] RT for all trials and subjects = 478 \[381--560\], 507 \[415--635\], and 641 \[513--790\] ms for the low, intermediate, and high hazard-rate conditions, respectively; two-tailed paired sign-rank test for *H~0~*: median difference = 0, all *ps* \< 0.0007). Thus, despite the fact that the same level of accuracy could, in principle, be achieved in the high and low hazard-rate conditions, and that both conditions were more predictable than the intermediate hazard-rate condition, subjects had more difficulty learning in the high hazard-rate condition. Accordingly, only the best-performing subjects, who used the most complex belief-updating strategies, developed expectations for the highly unstable (high-hazard) condition that were as effective as the expectations developed by virtually all of the subjects for the highly stable (low-hazard) condition.

Consistent with these observations, individual differences in belief-updating complexity were reflected in pupil diameter in the high, but not the low or intermediate, hazard-rate condition. Specifically, subjects with more complex belief-updating strategies were able to learn much more appropriate expectations and thus perform closer to ceiling than subjects with less complex strategies in the high hazard-rate condition. For these subjects with complex strategies, tone switches versus repeats tended to more strongly reinforce their belief (i.e., reduce their uncertainty) that the source had switched, which corresponded to smaller baseline pupil diameter on the next trial ([Figure 7a](#fig7){ref-type="fig"}). Based on these more appropriate expectations, subsequent tone switches versus repeats tended to be less surprising, which corresponded to smaller evoked pupil responses ([Figure 7b](#fig7){ref-type="fig"}). In contrast, these relationships were not evident in the low and intermediate hazard-rate conditions, in which almost all subjects used strategies that led to near-ceiling levels of performance. These across-hazard differences have important implications for understanding the nature of cognitive demands that drive pupil modulations that we discuss below.

![Individual differences in belief-updating complexity were reflected in within-hazard modulations of both baseline and evoked pupil diameter in the high hazard-rate condition that required a dissociation of top-down expectations from bottom-up stimulus changes.\
The two panels show (**a**) baseline and (**b**) evoked changes in pupil responses on tone switch versus repeat trials as a function of belief-updating complexity. Pupil measurements were computed as residuals from a linear model that accounted for nuisance variables including the baseline pupil diameter (for evoked changes) and the evoked change in pupil diameter from the previous trial ([Equation 14](#equ14){ref-type="disp-formula"}). Points indicate data from individual subjects. Lines are linear fits for cases for which *H~0~*: Spearman correlation coefficient (*rho*, indicated for each data set)=0, p\<0.05.](elife-57872-fig7){#fig7}

It was also notable that this relationship between belief-updating complexity and pupil diameter in the high hazard-rate condition was evident in both baseline and evoked pupil diameter. The relationship was stronger for baseline pupil diameter, which drove the complexity-dependent, across-hazard relationships between belief strength and baseline pupil shown in [Figure 5a](#fig5){ref-type="fig"}. In contrast, the slightly weaker relationship for evoked pupil did not produce a comparable complexity-dependent, across-hazard relationship between surprise and evoked pupil ([Figure 5b](#fig5){ref-type="fig"}), reflecting the fact that the evoked pupil responses were more strongly stimulus driven ([Figure 2](#fig2){ref-type="fig"}) and slightly less variable across subjects ([Figure 7](#fig7){ref-type="fig"}) than baseline pupil. Thus, under conditions in which individual differences in top-down belief-updating strategies had a substantial impact on behavior (i.e., in the more difficult high hazard-rate condition), an individual's strategy affected both how the pupil responded to task-relevant stimuli and then, to an even greater extent, modulations in the subsequent baseline pupil size that anticipated deployment of that strategy.

Discussion {#s3}
==========

We examined relationships between pupil size and belief updating in human subjects performing an on-line predictive-inference task and report three primary findings. First, task-driven modulations of pupil size reflected context-dependent violations of learned expectations and not just bottom-up stimulus changes. Second, these cognitively driven changes in both baseline and evoked changes in pupil size could be parsimoniously understood as representing belief strength and surprise, respectively, associated with the subjects' trial-by-trial inferences about latent, task-relevant properties of the environment (in this case, a joint inference about the location of the source that would generate the next sound and the hazard rate that governed how often the location of the source switched from one side to the other). Third, these pupil dynamics reflected not just average belief-updating processes but also how they were implemented by individual subjects, further testifying to their behavioral and cognitive relevance. In particular, individual differences in belief-updating complexity were reflected in both baseline and evoked pupil responses under conditions in which the belief-updating process could not rely on bottom-up stimulus changes alone to identify surprising violations of expectations (the high hazard-rate condition).

These results help to clarify the nature of cognitive modulations of pupil size, including baseline or tonic values that have been associated with 'mental effort' ([@bib6]; [@bib44]). According to our results, these modulations do not simply reflect: 1) objective task difficulty, because in our study objective difficulty was equivalent in the low and high hazard-rate conditions that had substantially different pupil responses; 2) overall performance, because performance was similar in the intermediate and high hazard-rate conditions that also had substantially different pupil responses; or 3) RTs, which were only weakly related to pupil diameter on a trial-by-trial basis. Instead, our results suggest that tonic pupil-linked arousal is closely associated with a belief-updating process that aims to reduce uncertainty by interpreting new data according to multiple possible hypotheses (i.e., different hazard rates), which is consistent with a recent proposal that pupil-linked arousal encodes periods of information gain ([@bib76]). Our results extend this idea by showing that pupil modulations are also sensitive to the complexity of the belief-updating process, which may be related to traditional notions of cognitive load ([@bib6]; [@bib44]). These ideas are related to previous findings showing that pupil dynamics can reflect uncertainty related to under-sampling ([@bib52]; [@bib40]) and to subjective estimates of environmental volatility ([@bib72]), which is a component of the belief-updating process that our subjects appeared to be using to solve the task.

A striking feature of the pupil-linked belief-updating process in our task was an asymmetry in how effectively it was applied to the different task conditions. As we reported previously, subjects tended to adapt incompletely to relatively predictable environments, including over-estimating low hazard rates and under-estimating high hazard rates ([@bib30]; [@bib29]; [@bib37]). Here we showed that, despite the fact that those two hazard-rate conditions were equally predictable, these incomplete adaptations were asymmetric between the two conditions, with considerably worse and more variable performance in the high hazard-rate condition. This asymmetry was mirrored in pupil responses, with weaker overall modulations by surprise that varied systematically across subjects with belief-updating complexity in the high hazard-rate condition. These asymmetric modulations of pupil and behavior reflected the fact that in the low hazard-rate condition, belief updating could use congruent bottom-up and top-down information (i.e., stimulus changes were surprising), whereas in the high hazard-rate condition, belief updating was based on top-down processing that was incongruent with bottom-up information (i.e., stimulus repeats were surprising). Thus, the high hazard-rate condition promoted a greater sensitivity of both behavior and pupil dynamics to individual differences in top-down belief-updating strategies. It would be interesting to see if such an asymmetry occurs more generally when bottom-up and top-down information processing is and is not in conflict, including in the context of other proposed roles for pupil-linked arousal changes such as reductions in choice biases ([@bib17]).

Our findings also provide insights into the neural mechanisms that underlie adaptive and dynamic belief-updating processes. Increases in pupil size have been tied to higher levels of activation of the brainstem nucleus locus coeruleus (LC), which is the primary source of norepinephrine (NE) to the brain ([@bib17]; [@bib35]; [@bib42]; [@bib48]; [@bib36]). Adaptive gain theory proposes that tonic release of NE occurs during periods of active exploration ([@bib3]; [@bib2]). This idea is consistent with our finding of increased baseline pupil size under conditions of low belief (high uncertainty). Specifically, although physical exploration is absent in our task, there may be a form of 'mental exploration' that occurs when beliefs are weak and alternative explanations for the observed data are sought in terms of the hypothesis space of possible hazard rates (e.g., the prior distribution over hazard rates in our Bayesian learning model; [@bib14]; [@bib30]; [@bib73]). Our results suggest that this covert process, like active exploration in adaptive gain theory, may involve increases in activation of the LC-NE system (and possibly the basal forebrain-acetylcholine neuromodulatory system, which has also been linked to pupil dynamics; [@bib60]) during periods of high uncertainty ([@bib74]).

Phasic, event-driven release of NE, possibly corresponding to evoked pupil changes in response to surprise as described in our and other studies ([@bib35]; [@bib52]; [@bib55]; [@bib57]), may play a complementary role in adaptive inference. Instead of promoting exploration, phasic NE release is thought to result in widespread network 'resets' that interrupt and initiate the reorganization of neural networks engaged during a task, possibly reducing previously learned biases and enhancing the relevance of new observations ([@bib10]; [@bib17]; [@bib61]). Our results suggest that this kind of network reset can occur for not just an abrupt, surprising change in sensory input, but also an abrupt, surprising lack of change in sensory input.

Sensitivity to such different kinds of violations of expectations would require the LC and other relevant brain systems to have access to a flexible, complexity-dependent combination of bottom-up and top-down information. One possible source of such information is the anterior cingulate cortex (ACC; [@bib3]), which is reciprocally connected with the LC and has been proposed to guide executive control, allocating when and how executive resources are used during cognitively demanding tasks ([@bib24]; [@bib64]; [@bib65]; [@bib66]). During adaptive decision-making, the ACC and the anterior insula are active when changes are detected and mental models are updated ([@bib7]; [@bib20]; [@bib45]; [@bib55]; [@bib62]; [@bib67]). Moreover, these kinds of signals have been linked directly with computations related to surprise and uncertainty ([@bib45]; [@bib53]). The ACC and anterior insula mediate activation of prefrontal cortical regions, such as the anterior and dorsolateral prefrontal cortex ([@bib4]; [@bib19]; [@bib33]; [@bib46]; [@bib67]), that are involved in the prospective and counterfactual reasoning that are characteristic of the exploratory strategies humans use to update mental models ([@bib15]; [@bib19]; [@bib20]; [@bib38]; [@bib39]; [@bib67]; [@bib75]). Our results suggest that increased activity in the LC, along with the network of brain regions with which it connects, could be more engaged in subjects with more complex mental models, guiding some of the idiosyncratic strategies observed between subjects.

In summary, the results of this study provide new insights into the cognitive signals that drive pupil diameter, including combinations of bottom-up and top-down processing that are used in idiosyncratic ways to update and maintain appropriate beliefs about an environment. These results can help guide future research to examine how dynamic modulation of physiological arousal influences the information processing trade-offs humans use when learning in dynamic and uncertain environments.

Materials and methods {#s4}
=====================

Auditory predictive-inference task {#s4-1}
----------------------------------

Seventy-eight University of Pennsylvania undergraduates (49 male, 29 female) performed an auditory predictive-inference task that required them to predict the source location (left or right) of the subsequently presented auditory tone on each trial. On each trial, the subject made a prediction via left and right buttons on a game pad to indicate which source they thought would generate the next tone. Three seconds after each prediction, a 300 ms auditory tone (196 Hz) was played in either the left or right ear via headphones. The next trial then started with no inter-trial interval; thus, RTs were measured from the onset of the tone on the previous trial to the onset of the button press on the current trial. Subjects were encouraged to maintain fixation on a white fixation circle presented on a blue screen placed in front of them throughout the task but were allowed self-timed breaks by breaking fixation after making a prediction. Visual and auditory stimuli were generated using SnowDots stimulus presentation software in MATLAB (<https://github.com/TheGoldLab/Lab-Matlab-Control>; copy archived at <https://github.com/elifesciences-publications/Lab_Matlab_Control>; [@bib31]).

Subjects were informed that the left source had an 80/20 probability of generating left/right tones, respectively, and that the right source had an 80/20 probability of generating right/left tones, respectively. Subjects were also informed that one source was generating tones on each trial, and that the sources would sometimes switch. Subjects were also informed that the rate of these switches, or 'hazard rate', would also switch, such that on some trials, the sources switched either infrequently (*H* = 0.01; low hazard rate), at an intermediate rate (*H* = 0.3; intermediate hazard rate), or very frequently (*H* = 0.99; high hazard rate). Subjects performed 1--3 sessions of 1000 trials each, with each session occurring on a separate day. Although all subjects were scheduled to participate in all three sessions, most completed only one (*n* = 39) or two (*n* = 29) sessions but were still included in the analyses (linear mixed-effects models described below were used to account for missed sessions). Two of the three hazard rates were included in each session, and the hazard rates themselves also switched infrequently throughout the session. Session order was counterbalanced between subjects. The sequence of sound-source locations were different across the three sessions for each subject but were the same across subjects. The exact sequences of tones, sources, and hazard rates for each of the three sessions are displayed in [Figure 1b](#fig1){ref-type="fig"}.

Subjects received \$10 USD per hour of participation with an additional performance bonus for accumulated correct predictions (total per session payout was \$10--20 USD). The study protocol was reviewed and approved by the University of Pennsylvania's Institutional Review Board (IRB Protocol \# 816727). All subjects provided written informed consent prior to participating in the study.

Measuring pupil diameter {#s4-2}
------------------------

Of the 78 total subjects, 55 had their pupils recorded while performing the task. Pupils were recorded using either a Tobii T60-XL sampling both eyes at 60 Hz (*n* = 45), or an SR Research Eyelink 1000+ sampling the right eye at 1000 Hz (*n* = 10). Signals from the Eyelink were subsequently down sampled to 60 Hz to make them comparable to signals from the Tobii. Baseline pupil diameter was measured as the mean pupil diameter 0--100 ms prior to tone onset. Evoked changes were measured from baseline-subtracted pupil diameter during a 2 s window after tone onset.

Pupil processing {#s4-3}
----------------

We removed pupil samples corresponding to: 1) abnormally fast changes in pupil diameter (defined as ±3 SD from the median temporal derivative), such as around blink events, and 2) any additionally samples in which the eye position fell 10% of the screen diameter away from the fixation point. Eye movements in the x and y direction were regressed from the remaining samples and missing values were then linearly interpolated and filtered using a first-order Butterworth filter with a 4 Hz cutoff ([@bib12]; [@bib40]; [@bib52]). Trials with \>50% missing/interpolated samples were omitted from further analysis (\~9% of trials were omitted; [@bib12]).

Complexity measure {#s4-4}
------------------

We used a data-driven approach to measure belief-updating complexity based on the principles of predictive information and the information bottleneck ([@bib8]; [@bib30]; [@bib69]). The information-bottleneck method seeks the smallest compression *Z* of past observations that retain maximum predictability about the future. This compression represents a 'model' that encodes the past observations ([@bib13]; [@bib69]). The size of the compression (*I~past~*), corresponding to the model's complexity, is measured (in bits) as the mutual information between the *Z* and past observations *X~past~*, *I~past~* = *I*(*X~past~; Z*).

Belief-updating complexity was measured as the extent to which a subject's responses *R* (a prediction of the left or right source) on the current trial *t* encoded past stimulus features *F* from past trials *t'\<t*:$$I_{past} \equiv I\left( {F_{t^{\prime} < \, t};R_{t}} \right) = \sum\limits_{r \in R}\sum\limits_{f \in F}Pr(r,f)\, log_{2}\left\lbrack \frac{Pr(r,f)}{Pr(r)Pr(f)} \right\rbrack$$

The features *F* consisted of all six possible combinations of tone side (left or right) and hazard rate (0.01, 0.3, or 0.99) on each trial. Information-theoretic quantities such as mutual information can be biased by small sampling errors. Although this influence was mitigated in part by the fact that the sequence of tones was held constant in each session for each subject, not all subjects participated in all sessions. We therefore corrected for these biases by subtracting the mutual information contained within the sequence of tones themselves, *I(tones~t′\<t~;tones~t~)*, from each subject's *I~past~* ([@bib30]). The remaining information corresponds to the amount of information subjects encode about the task hazard rate, beyond that provided by the stimuli.

Normative choice model {#s4-5}
----------------------

To determine each subject's subjective hazard rate corresponding to each objective hazard-rate condition, we fit their predictions to a normative choice model with hazard rate as a free parameter, as we have done previously ([Figure 6a](#fig6){ref-type="fig"}; [@bib30]; [@bib29]). For this task, the subject's goal was to predict which of two sources would generate a tone on the current trial. The model characterizes the belief *L* on trial *t* as the log-posterior-odds that the next tone will be generated by the first or second source:$$L_{t} = \psi_{t}\left( {L_{t - 1},H_{t}} \right) + LLR_{t}$$where $\psi_{t}$ indicates the log-prior-odds that either source will generate the next tone and $LLR_{t}$ indicates the log evidence that the tone was generated by the first or second source. Given that there are only two states, we assigned positive log-prior-odds to the probability that a tone would be generated by the right source. The log-prior-odds $\psi$ were computed using the log-posterior-odds from the previous trial *L~t-1~* and incorporating the current hazard rate *H~t~*:$$\psi_{t}\left( {L_{t - 1},H_{n}} \right) = L_{t - 1} + \log\left\lbrack {\frac{1 - H_{t}}{H_{t}} + exp( - L_{t - 1})} \right\rbrack - log\left\lbrack {\frac{1 - H_{t}}{H_{t}} + exp(L_{t - 1})} \right\rbrack$$

The posterior belief for a trial *t* was then calculated as the log-prior-odds plus the evidence provided on each trial, calculated as the log-likelihood ratio that the current tone (*x~t~*) was generated by the left or right source (*z~1~* and *z~2~* respectively)$$LLR_{t} = \log\left\lbrack \frac{Pr(x_{t}|z_{1})}{Pr(x_{t}|z_{2})} \right\rbrack$$

Subjective estimates of each separate hazard rate ([Figure 6a](#fig6){ref-type="fig"}) were computed by fitting the model in [Equation 3](#equ3){ref-type="disp-formula"} separately for each hazard-rate condition, keeping *H* as a free parameter in each case (i.e., three free parameters, one for each value of *H*). The model was fit to choice behavior by writing the probability of choosing the right source as a logistic function of the log-prior-odds $\psi_{t}$ as the decision variable, given that the subject's responses were made before hearing a tone on each trial:$$\Pr(\hat{c_{t}}) = 1/(1 + \exp\lbrack - \psi_{t}\rbrack)$$

Fitting was performed using gradient decent with multiple starting points to find values of the three free parameters, (three values of *H* for each respective hazard rate) that minimize the cross entropy:$$e = - \sum\limits_{t}\left( {1 - c_{t}} \right)\log(1 - pr(\hat{c_{t}})) + c_{t}\, log(Pr(\hat{c_{t}}))$$

We also fit a variant of this model to assess each subject's bias-variance trade-off; that is, the relationship between their adaptivity to changes in hazard rate and their choice variability ([@bib30]). This model used the same computations as from [Equations 2--4](#equ2 equ3 equ4){ref-type="disp-formula"}, but calculated subjective estimates of the log hazard-rate odds on trial *t* (*J~t,subjective~* = log\[*H~t,subjective~*/(1- *H~t,subjective~*)\]) as a linear function of the current, objective log-hazard rate odds (*J~t,objective~*):$$J_{t,subjective} = J_{default} + m_{H} \times J_{t,objective}$$where *J~default~* indicates the intercept and *m~H~* indicates the slope of the regression, which describes the subject's adaptivity to changes in the task hazard rate. Choices were generated by adding a free parameter $v$ capturing noise in the decision variable (i.e., choice variability):$$\Pr(\hat{c_{t}}) = 1/(1 + \exp\lbrack - \psi_{t}/v\rbrack)$$

Although a lapse term was previously included in this model ([@bib30]), adding this term did not improve our model fits and thus was not included here (BICs were lower for a model with choice variability and no lapse compared to a model with choice variability and lapse in 63 of 78 subjects; paired Wilcoxon signed-rank test comparing BICs: p=0.0004). Parameters from this winning 'adaptivity' model were highly recoverable ([Figure 4---figure supplement 2a](#fig4s2){ref-type="fig"}), as we reported previously ([@bib30]).

Bayesian learning model {#s4-6}
-----------------------

We used the same hierarchical Bayesian on-line inference algorithm used previously as a normative learning model for the current task ([@bib30]). This model predicts which of the two sources *z* is most likely to generate a tone on the next trial. This model assumes that the likelihood that the sources switch is governed by a hazard rate (*H*), which it must learn, and that there is a fixed probability *K* that *H* changes from trial to trial.

For each subject, *H* was assumed to be generated from a beta distribution ${Pr}_{0}\left( H \right) = Beta\left( {\alpha,\beta} \right)$ with mean *μ* and precision *ϕ* parameters, such that $\alpha = \mu\phi$ and $\beta = \left( 1 - \mu \right)\phi$. The goal was to actively infer which of the two possible sources *z* (right or left) would generate the next tone *x*. Tones were $Bernoulli\left( p \right)$ distributed, with *p*=0.8. To infer the next tone, we sought a distribution over source-space for a given trial *t*, using all of the previously heard tones thus far $\Pr\left( z_{t} \middle| x_{1:t - 1} \right)$:$$\Pr(H_{t},z_{t}|x_{1:t - 1},\mu,\phi,K,p) = \frac{\Pr(H_{t},z_{t},x_{1:t - 1}|\mu,\phi,K,p)}{\int_{0}^{1}{dH_{t}}\sum\limits_{z_{t - 1}}{\Pr(H_{t},z_{t},x_{1:t - 1}|\mu,\phi,K,p)}}$$

The numerator can be re-written recursively as:$$\begin{matrix}
{\Pr(H_{t},z_{t},x_{1:t - 1}|,\mu,\phi,K,p) = \int_{0}^{1}{dH_{t - 1}\Pr(H_{t}|H_{t} - 1,K)}} \\
{\sum\limits_{z_{t - 1}}\Pr(z_{t}|z_{t - 1},H_{t})\Pr(H_{t},z_{t},x_{1:t - 1}|,\mu,\phi,K,p)} \\
\end{matrix}$$

Where the transition probabilities in hazard-rate space are defined as:$$\Pr(H_{t}|H_{t - 1},K) = \begin{Bmatrix}
{1 - K + K\Pr\limits_{0}(H_{t})} & {H_{t} = H_{t - 1}} \\
{K\Pr\limits_{0}(h_{t})} & {H_{t} \neq H_{t - 1}} \\
\end{Bmatrix}$$and the transition probabilities in source space are defined as:$$\Pr(z_{t}|z_{t - 1},H_{t}) = \begin{Bmatrix}
{(1 - H_{t})} & {z_{t} = z_{t - 1}} \\
H_{t} & {z_{t} \neq z_{t - 1}} \\
\end{Bmatrix}$$

The normative model's belief $L_{t}$ about the location of the source on trial *t* after hearing a tone was computed as the log-posterior-odds of each state:$$\begin{matrix}
{L_{t} = LLR_{t} + \psi_{t}} \\
{LLR_{t} = \log\left\lbrack \frac{\Pr(x_{t}|z_{1})}{\Pr(x_{t}|z_{2})} \right\rbrack} \\
{\psi_{t} = \log\left\lbrack \frac{\begin{matrix}
{\int_{0}^{1}{dH_{t}}\int_{0}^{1}H_{t - 1}\Pr(H_{t}|H_{t - 1},K)} \\
{\sum\limits_{z_{t - 1}}{\Pr(z_{1t}|z_{1:t - 1},H_{n})\Pr(H_{t - 1},z_{t - 1},x_{1:t - 1}|\mu,\phi,K,p)}} \\
\end{matrix}}{\begin{matrix}
{\int_{0}^{1}{dH_{t}}\int_{0}^{1}H_{t - 1}\Pr(H_{t}|H_{t - 1},K)} \\
{\sum\limits_{z_{t - 1}}{\Pr(z_{2t}|z_{1:t - 1},H_{n})\Pr(H_{t - 1},z_{t - 1},x_{1:t - 1}|\mu,\phi,K,p)}} \\
\end{matrix}} \right\rbrack} \\
\end{matrix}$$

This model was fit with four free parameters: µ, $\phi$, $K$ governing the learning process and an additional choice variability parameter, $v$, identical to the one in [Equation 8](#equ8){ref-type="disp-formula"}. The model was fit by minimizing the cross-entropy function in [Equation 6](#equ6){ref-type="disp-formula"}. As with the adaptivity model, a lapse parameter was omitted, because adding this term did not improve our fits (BICs were lower for the choice variability only model for 65 of 78 subjects; paired signed-rank test comparing BICs: *p*=4.5x10^−5^). Parameters from this model were highly recoverable ([Figure 4---figure supplement 2b](#fig4s2){ref-type="fig"}), as we reported previously ([@bib30]).

This Bayesian model was used to derive individual dynamic changes in belief strength and surprise for the pupil analyses in [Figure 3](#fig3){ref-type="fig"}. Belief strength was measured as the absolute value of the trial-by-trial log prior odds ($\left| \psi_{t} \right|$; [@bib49]), and surprise was computed using the information theoretic "surprisal", measured as $- {\ln{\left\lbrack {\Pr\left( x_{t} \middle| z_{t},H_{t} \right)} \right\rbrack}}$ ([@bib25]; [@bib43]; [@bib55]).

The simulations used to compute normative surprise and belief strength in [Figure 5](#fig5){ref-type="fig"}, and benchmarks for accuracy in [Figure 6a](#fig6){ref-type="fig"}, were generated using a Bayesian model with a prior defined by parameters $\mu = 0.5$ and $\phi = 2$, which weighs all hazard rates equally while performing inference (see [Figure 3---figure supplement 1](#fig3s1){ref-type="fig"}).

Individual differences analyses {#s4-7}
-------------------------------

Individual differences in pupil responses were calculated using mixed-effects models implemented with the 'lme4' package ([@bib5]) in the R statistical language ([@bib59]). These models included both fixed-effects (e.g., tone switch and prediction switch variables) and nuisance regressors ([@bib40]):$$Pupil = \beta_{0} + \beta_{1 - n} + \beta_{nuisance} + u_{0} + u_{1 - n} + u_{nuisance}$$where $\beta_{1 - n}$ indicates the *n* fixed-effects regressors, $\beta_{nuisance}$ indicates analysis-specific nuisance regressors, and $u$ indicate random intercepts and random slopes for each fixed effects and nuisance regressor of interest. The fixed effects from these models were used to assess overall trends (e.g., influence of switches or computational variables). The individual subject slopes were used to assess individual differences in pupil dynamics. When measuring baseline pupil diameter, previous change in pupil diameter from baseline (i.e., peak pupil after tone onset on the previous trial minus previous baseline) was used as a nuisance regressor. When measuring evoked changes, baseline pupil diameter from the current trial, pupil change from the previous trial, and baseline pupil from the previous trial were added as nuisance regressors ([@bib40]).

Significance testing for the linear mixed effects models was done using the 'lmerTest' package ([@bib41]), which computes *p* values for *F* and *t* statistics using Satterthwaite's method for approximating degrees of freedom ([@bib21]).
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**Acceptance summary:**

This paper presents a rigorous investigation of the relationship between pupil-linked arousal and dynamic belief updating in humans. The authors present the most conclusive evidence so far, that pupil-linked arousal reflects a high-level form of surprise in the belief updating process, conclusively ruling out low-level change in sensory input as a possible driver. They go on to show that individual differences in the complexity of the updating process.

**Decision letter after peer review:**

\[Editors' note: the authors submitted for reconsideration following the decision after peer review. What follows is the decision letter after the first round of review.\]

Thank you for submitting your work entitled \"Pupil diameter encodes the idiosyncratic, cognitive complexity of belief updating\" for consideration by *eLife*. Your article has been reviewed by three peer reviewers, including Tobias H Donner as the Reviewing Editor and Reviewer \#1, and the evaluation has been overseen by a Senior Editor. The following individual involved in review of your submission has agreed to reveal their identity: Sander Nieuwenhuis (Reviewer \#2).

Our decision has been reached after consultation between the reviewers. Based on these discussions and the individual reviews below, we regret to inform you that your work will not be considered further for publication in *eLife*.

Reviewers agreed that the study was interesting and generally well done. However, reviewers \#2 and \#3 felt that this work was better suited for a more specialised journal than *eLife*. In the discussion leading up to this decision, reviewer \#2 stated: The first half of the Results section mainly replicates already published findings (Nassar et al., 2012; Glaze et al., 2015), while the new findings in the second half of the Results section are probably hard to understand for the broad readership of *eLife*. I also found the first major conclusion, that evoked pupil-linked arousal is more sensitive to \"high-level\" surprise than to low-level changes in sensory stimulation rather unsurprising. In general, I thought that the science was great but the paper not very suited for *eLife*. Reviewer \#3 made suggestions for reframing the paper in a way, they felt, would make it more accessible for a broad readership (focussing on general take-home messages rather than framing conclusions with respect to specific models). All reviewers also made a number of suggestions regarding the presentation and analyses that are detailed in the individual reviews below. We hope that these will be useful for you.

Reviewer \#1:

This is timely work into the involvement of pupil-linked arousal systems in dynamic belief updating. The novelty of this study is twofold:

1\) Demonstration that pupil diameter is sensitive to \"high-level\" surprise (deviations from expectations about state), as opposed to low-level changes in sensory stimulation. The comparison between high and low hazard rate contexts was necessary for this.

2\) Linking these cognitive pupil diameter modulations to individual differences in internal model complexity. This point is conceptually extremely interesting; in practice I found their results in this part difficult to interpret.

In addition, there are some replications of effects reported in Glaze et al., 2018.

Overall, I feel this work merits publication at *eLife*, however, after some substantial revisions.

1\) Quantification of pupil measures.

I suspect that the way the authors quantify baseline diameter and evoked pupil responses will induce strong (negative) correlations between both measures, as has been reported many times in the literature (Gilzenrath et al., 2010; de Gee et al., 2014). The source of this anti-correlation is not fully understand (it may be trivial or even artifactual), and it generally complicates the interpretation of their correlations with computational variables.

-- The authors should report these correlations.

-- I encourage them to replace their \"evoked pupil change\" with the 1st temporal derivative of the pupil signal in the post-tone interval; this measure has many advantages as a metric of phasic arousal: it is more temporally precise, it more specifically tracks norepinephrine (rather than ACh) transients, and, most critically, it tends to decorrelate measures of phasic arousal from baseline diameter measures of tonic arousal, see de Gee et al., 2019.

-- For all tonic arousal effects it would be interesting to see effects for the previous baseline, not only the current and next baseline (this could show, for instance, if switches in response hand are preceded or succeeded by an increase of baseline arousal).

2\) Split by choice variability.

Split into high vs low variability subjects seems ad hoc. No motivation is provided for doing so in Results, beyond this: \"some participants had very high choice variability, and the interesting relationships reported here were present for low variability participants but not high variability participants\".

If model complexity is really a useful construct that captures key features of how individuals perform a task like this, then shouldn\'t it encompass not just low variability participants, but high variability participants also?

3\) Individual differences.

The pupil individual difference effects in Figure 6 are highly specific, examining the relationship between estimated model complexity and particular pupil effects within each H condition. If pupil-linked arousal plays a critical role in context-dependent belief updating, wouldn\'t one expect pupil changes across H conditions to correlate with changes in behaviour/belief updating across conditions? Such an analysis would get even closer to the claim that pupil-linked arousal is involved in adaptation of the inference process to different environmental contexts.

4\) Interpretation of hazard rate condition differences.

In Discussion, authors speculate that relatively poorer performance in high H condition is due to a failure to engage arousal systems, which in turn produces less effective adaptation to that particular context. But the direction of causality could be reversed -- participants might inherently underestimate the H in this context (perhaps due to strong priors for more stable environments encountered in everyday life), and that their level of surprise/arousal is actually appropriate given their subjective H. I suggest this possibility be acknowledged and given equal weight in the Discussion.

5\) Is it possible that in Figure 1B, the dashed and dotted lines for H=.99 have been flipped?

Reviewer \#2:

This paper reports a highly detailed analysis of the fundamental concepts that are reflected in pupil diameter. The study has a rather large sample size. The first part of the Results section presents findings that are a bit trivial and other findings that replicate the authors\' previous work (mainly Nassar et al., 2012 and Glaze et al., 2015). But the paper also presents a number of novel analyses showing how the arousal system encodes complex context-dependent measures of uncertainty and belief updating. I am not able to judge the details of the complexity measure analyses and the \"adaptivity model\" (Materials and methods).

1\) The paper aims to provide a unified framework for understanding pupil effects in terms of both inference processes and more traditional notions of mental effort and cognitive load. I encourage the authors to discuss how their framework accounts for the typical findings that gave rise to those traditional notions. In addition, could they briefly discuss the relationship between their framework and this paper from Karl Friston\'s group: Vincent et al., 2019 (https://www.ncbi.nlm.nih.gov/pubmed/31276488).

2\) It would be good if the authors are more explicit in the Results section about which findings are \"old\" and where the new findings start.

3\) Subsection "Pupil diameter is sensitive to adaptive, context-dependent expectations" and Figure 2C: \"These effects persisted into the next baseline pupil, with larger pupil dilation after both stimulus and prediction switches on low and intermediate hazard-rate trials.\" Do these findings reflect real baseline shifts? Or are three seconds simply not enough for the pupil response to the previous tone stimulus to return to baseline?

Reviewer \#3:

In this study Filipowicz and colleagues investigated the relationship between pupil dilation, perceptual surprise and belief updating in \~80 human participants. The used an auditory one-arm bandit task with variable hazard rate. Baseline pupil and phasic pupil response to stimuli were investigated. A number of mathematical models are proposed to account for within-and between subject variation in pupil response.

I was very interested to read this study which is close to my area of research. However, I was not convinced that it would command sufficient interest outside the immediate field to merit publication in *eLife*. The first reason for this assessment is that the study is a detailed investigation of an experimental effect (pupil dilation in response to learning conditions and surprise) rather than addressing a deeper hypothesis about the brain or behaviour per se. The second reason is that the bulk of the results are presented in relation to specific models and again I am not convinced that non-specialist readers would know how to generalize these (although this could possibly be addressed by a re-write that emphasises the take-home points). Thirdly, in some cases, if a study addressed a relatively non-innovative question but had a rare or technically excellent dataset I would still think it might be a good fit for *eLife*, but the data in this study would not be hard to collect for most cog neuro labs.

I have the following specific comments:

1\) Figure 1 and related text

Subjects (and the model) seem to hugely under-estimate the Hazard rate in high H=0.99 condition and overestimate it in low H=0.33 condition (based on Figure 1D). How can this be explained?

2\) Figure 2 and related text

It seems to me that this non-model-based analysis needs more unpacking.

-- The pupil effects are not broken down into correct (prediction and stimulus = same location) and incorrect trials but I would expect a large difference in the phasic response between these trial types. This should interact with hazard rate as in low H=0.01 case, prediction switch trials should often be correct as they will follow multiple stimulus shifts. Could correct v incorrect be included in the regression model?

-- The task gives quite a few rich comparisons that could be explored before getting stuck in to the modelling.

I would have liked to see more basic contrasts presented, eg:

-- Compare the phasic pupil response for unexpected switches (in H=0.01) and unexpected repeats (in H=0.99) which nicely mirror each other.

-- Compare baseline pupil on prediction-switch trials that follow a stimulus switch (presumably, mainly in the H=0.01 condition) and on prediction-switch trials that follow a stimulus repeat (presumably, mainly in the H=0.99 condition).

-- Compare phasic pupil response following stimulus switches that will and will not be followed by a prediction switch.

These are results in themselves and would give the reader a better sense of the data without having to interpret in the light of models etc.

3\) Figure 3 and related text

As for Figure 2, can surprise (based on model beliefs) be teased apart from correct vs incorrect (ie simply whether the prediction and stimulus were in the same location)?

4\) Model complexity

I am struggling to understand how model complexity was defined exactly (Figure 4A). What is meant by the mutual information between the features of past trials and the current response -- surely there must be some intervening policy that predicts the correct response based on these past features -- what is it? Am I right in thinking that the model complexity captures both the extent of the integration kernel, or also so qualitative features of model complexity (e.g. another level in model hierarchy that tells you that you should alternate n the H=0.99 condition)? What aspects of the model complexity measure capture these two processes and can they be teased apart?

5\) Figure 4 and related text

The relationship between three model based parameters in Figures 4C,D,E looks suspiciously good to me! Could this have arisen because these parameters to some extent capture similar features in the data, rather than separate but correlated cognitive processes? If the authors were to simulate agents who varied on only one or two of the parameters (choice variability/adaptivity/model complexity), to what extent would they be able to recover parameter fits that vary only in that one parameter?

6\) Figure 5

Can the model based results be related back to raw behaviour? How should Figures 1C,D differ for subjects showing high and low model complexity?

7\) Figure 7

Am I right in thinking the y-axis on this figure is mean pupil size (or mean phasic pupil response) as a subject-measure? How is this defined given that the raw pupil size on the eye tracker depends mainly on irrelevant factors like the distance from the camera to the eye and the size of the eye? I\'m sure there is a sensible definition but I didn\'t manage to find it in the text. Further, might you not expect an inverted U (Yerkes-Dodson) relationship between pupil dilation and model complexity?

\[Editors' note: further revisions were suggested prior to acceptance, as described below.\]

Thank you for submitting your article \"Pupil diameter encodes the idiosyncratic, cognitive complexity of belief updating\" for consideration by *eLife*. Your article has been reviewed by two peer reviewers, including Tobias H Donner as the Reviewing Editor and Reviewer \#1, and the evaluation has been overseen by Timothy Behrens as the Senior Editor.

The reviewers have discussed the reviews with one another and the Reviewing Editor has drafted this decision to help you prepare a revised submission.

We would like to draw your attention to changes in our revision policy that we have made in response to COVID-19 (https://elifesciences.org/articles/57162). Specifically, we are asking editors to accept without delay manuscripts, like yours, that they judge can stand as *eLife* papers without additional data, even if they feel that they would make the manuscript stronger. Thus the revisions requested below only address clarity and presentation.

Summary:

This is a very rigorous study of the involvement of pupil-linked arousal systems in belief updating. The novelty of this work lies in two central points:

1\) Phasic responses of pupil-linked arousal systems reflect a high-level form of surprise, as opposed to simply environmental change. (The high-hazard condition included here was critical to reach this conclusion.)

2\) The model-free analyses of \"complexity\" pinpointed idiosyncratic way, in which individual participants address the cognitive demands of the inference task studied here.

Essential revisions:

You have addressed most of the reviewer concerns in a rigorous and comprehensive fashion. Yet, we felt, that the following conceptual points would deserve further attention in the presentation and discussion of your current findings.

1\) Complexity measure and pupil. Please do more to explain/make intuitive your complexity measure. An example would be welcome. Everyone should be able to understand the most novel finding.

2\) Pupil response to the "absence of change". It has already been shown that the pupil responds to the unexpected absence of a stimulus (Qiyuan et al., 1985): There\'s nothing on the screen during the inter-trial interval and then, against expectations, no stimulus is presented. This is another example of \"there is no sensory change but still a clear pupil response\", indicating that the pupil responds to the violated expectation and not to bottom changes in sensory input.

3\) Discussion of effort and load. In a new discussion paragraph, you now exclude a number of operationalizations of effort/load as an explanation for your findings. This is quite helpful. However, you end the Abstract mentioning that you will provide a unified framework for understanding effects of new inputs on arousal systems \"in terms of both inference processes aimed to reduce belief uncertainty and more traditional notions of mental effort\". We took that to mean that you will offer new interpretations of classical pupil findings, that have previously been explained in terms of effort or load. As far as we see, there is no such unified framework presented in the paper. We feel the last sentence of the Abstract should be toned down.

10.7554/eLife.57872.sa2

Author response

\[Editors' note: the authors resubmitted a revised version of the paper for consideration. What follows is the authors' response to the first round of review.\]

> Reviewer \#1:
>
> This is timely work into the involvement of pupil-linked arousal systems in dynamic belief updating. The novelty of this study is twofold:
>
> 1\) Demonstration that pupil diameter is sensitive to \"high-level\" surprise (deviations from expectations about state), as opposed to low-level changes in sensory stimulation. The comparison between high and low hazard rate contexts was necessary for this.
>
> 2\) Linking these cognitive pupil diameter modulations to individual differences in internal model complexity. This point is conceptually extremely interesting; in practice I found their results in this part difficult to interpret.
>
> In addition, there are some replications of effects reported in Glaze et al., 2018.
>
> Overall, I feel this work merits publication at eLife, however, after some substantial revisions.
>
> 1\) Quantification of pupil measures.
>
> I suspect that the way the authors quantify baseline diameter and evoked pupil responses will induce strong (negative) correlations between both measures, as has been reported many times in the literature (Gilzenrath et al., 2010; de Gee et al., 2014). The source of this anti-correlation is not fully understand (it may be trivial or even artifactual), and it generally complicates the interpretation of their correlations with computational variables.

We agree and apologize for the confusion. We do indeed find a strong negative correlation between baseline pupil diameter and our measure of baseline-subtracted evoked change. Therefore, all of our analyses of baseline-subtracted evoked change include baseline as a nuisance regressor. We have revised the Results and Materials and methods sections to make this point more clearly.

> -- The authors should report these correlations.

We now report the correlations between baseline and evoked changes in pupil in the Results section.

> -- I encourage them to replace their \"evoked pupil change\" with the 1st temporal derivative of the pupil signal in the post-tone interval; this measure has many advantages as a metric of phasic arousal: it is more temporally precise, it more specifically tracks norepinephrine (rather than ACh) transients, and, most critically, it tends to decorrelate measures of phasic arousal from baseline diameter measures of tonic arousal, see de Gee et al., 2019.

We now include a complimentary analysis of the derivative of pupil responses, which shows the same strong surprise effects as our analysis of evoked pupil (new Figure 3---figure supplement 2). We report in the Results section that this measure is also negatively correlated with baseline pupil diameter.

> -- For all tonic arousal effects it would be interesting to see effects for the previous baseline, not only the current and next baseline (this could show, for instance, if switches in response hand are preceded or succeeded by an increase of baseline arousal).

We again apologize for the confusion. The baseline pupil diameter analysis in Figure 2A corresponds to the analysis the reviewer is suggesting: baseline arousal is higher when participants make the less common prediction type (prediction switches in the low/intermediate hazard, and prediction repeats in the high hazard), *before* the tone is heard. This result implies that tonic arousal is higher when subjects are more uncertain and more likely to make the less common predictions. We have clarified this result and our interpretation in the text.

> 2\) Split by choice variability.
>
> Split into high vs low variability subjects seems ad hoc. No motivation is provided for doing so in Results, beyond this: \"some participants had very high choice variability, and the interesting relationships reported here were present for low variability participants but not high variability participants\".
>
> If model complexity is really a useful construct that captures key features of how individuals perform a task like this, then shouldn\'t it encompass not just low variability participants, but high variability participants also?

We agree that this analysis was somewhat ad hoc and confusing and have removed it from the paper.

> 3\) Individual differences.
>
> The pupil individual difference effects in Figure 6 are highly specific, examining the relationship between estimated model complexity and particular pupil effects within each H condition. If pupil-linked arousal plays a critical role in context-dependent belief updating, wouldn\'t one expect pupil changes across H conditions to correlate with changes in behaviour/belief updating across conditions? Such an analysis would get even closer to the claim that pupil-linked arousal is involved in adaptation of the inference process to different environmental contexts.

We have made extensive revisions to the text, analyses, and figures to expand upon and clarify this important point. These changes include:

-   A new figure (Figure 5) showing that belief-updating complexity is represented in baseline pupil diameter when considering all trials across hazard-rate conditions, as the reviewer suggests. As described in the text: "given that each subject's pupil modulations reflected their own belief-updating strategy, and given that those strategies differed in complexity across subjects, it followed that their pupil modulations, measured with respect to a fixed referent strategy (i.e., from the Bayesian model using a wide prior over hazard rate), reflected the complexity of their strategy."

-   A more thorough description of why the within-hazard effects are specific to the high hazard condition. In brief, that is the only condition with a mismatch between bottom-up change and top-down surprise. Because of this mismatch, individual differences in topdown strategies play a much larger role in how subjects treat tone switch versus nonswitch trials in the high versus other hazard conditions. Consequently, it follows that only in the high-hazard condition do we see systematic, complexity-dependent differences in how the pupil responds to tones on switch versus non-switch trials.

> 4\) Interpretation of hazard rate condition differences.
>
> In Discussion, authors speculate that relatively poorer performance in high H condition is due to a failure to engage arousal systems, which in turn produces less effective adaptation to that particular context. But the direction of causality could be reversed -- participants might inherently underestimate the H in this context (perhaps due to strong priors for more stable environments encountered in everyday life), and that their level of surprise/arousal is actually appropriate given their subjective H. I suggest this possibility be acknowledged and given equal weight in the Discussion.

We agree and have substantially revised the Discussion accordingly.

> 5\) Is it possible that in Figure 1B, the dashed and dotted lines for H=.99 have been flipped?

We have checked and all of the lines in this figure were correctly displayed.

> Reviewer \#2:
>
> This paper reports a highly detailed analysis of the fundamental concepts that are reflected in pupil diameter. The study has a rather large sample size. The first part of the Results section presents findings that are a bit trivial and other findings that replicate the authors\' previous work (mainly Nassar et al., 2012 and Glaze et al., 2015). But the paper also presents a number of novel analyses showing how the arousal system encodes complex context-dependent measures of uncertainty and belief updating. I am not able to judge the details of the complexity measure analyses and the \"adaptivity model\" (Materials and methods).
>
> 1\) The paper aims to provide a unified framework for understanding pupil effects in terms of both inference processes and more traditional notions of mental effort and cognitive load. I encourage the authors to discuss how their framework accounts for the typical findings that gave rise to those traditional notions. In addition, could they briefly discuss the relationship between their framework and this paper from Karl Friston\'s group: Vincent et al., 2019 (https://www.ncbi.nlm.nih.gov/pubmed/31276488).

We thank the reviewer for this useful suggestion and have expanded on this point in the Discussion.

> 2\) It would be good if the authors are more explicit in the Results section about which findings are \"old\" and where the new findings start.

We have substantially revised our presentation of the results, relegating most of the "old" findings to the supplemental materials (or removed them entirely) and focusing on just the novel findings.

> 3\) Subsection "Pupil diameter is sensitive to adaptive, context-dependent expectations" and Figure 2C: \"These effects persisted into the next baseline pupil, with larger pupil dilation after both stimulus and prediction switches on low and intermediate hazard-rate trials.\" Do these findings reflect real baseline shifts? Or are three seconds simply not enough for the pupil response to the previous tone stimulus to return to baseline?

We did not test longer inter-trial intervals and thus do not know how long these effects last. However, we emphasize that these baseline pupil modulations were measured after taking into account the strong positive correlation between baseline pupil and the previously evoked change in pupil (i.e., the previous evoked change was included as a nuisance regressor in the linear model). Thus, these effects were not simply the persistence of the evoked change. We have clarified these points in the figure legend.

> Reviewer \#3:
>
> In this study Filipowicz and colleagues investigated the relationship between pupil dilation, perceptual surprise and belief updating in \~80 human participants. The used an auditory one-arm bandit task with variable hazard rate. Baseline pupil and phasic pupil response to stimuli were investigated. A number of mathematical models are proposed to account for within-and between subject variation in pupil response.
>
> I was very interested to read this study which is close to my area of research. However, I was not convinced that it would command sufficient interest outside the immediate field to merit publication in eLife. The first reason for this assessment is that the study is a detailed investigation of an experimental effect (pupil dilation in response to learning conditions and surprise) rather than addressing a deeper hypothesis about the brain or behaviour per se. The second reason is that the bulk of the results are presented in relation to specific models and again I am not convinced that non-specialist readers would know how to generalize these (although this could possibly be addressed by a re-write that emphasises the take-home points). Thirdly, in some cases, if a study addressed a relatively non-innovative question but had a rare or technically excellent dataset I would still think it might be a good fit for eLife, but the data in this study would not be hard to collect for most cog neuro labs.
>
> I have the following specific comments:
>
> 1\) Figure 1 and related text
>
> Subjects (and the model) seem to hugely under-estimate the Hazard rate in high H=0.99 condition and overestimate it in low H=0.33 condition (based on Figure 1D). How can this be explained?

We thank the reviewer for bringing up this interesting and important point, which we have also reported for other tasks with similar statistical structures (Glaze et al., 2015; Kim et al., 2017). In our 2018 paper (Glaze et al) that focused on the bias-variance trade-off, we showed that this observation can be accounted for (providing a "how" if not necessarily a "why") via the normative learning model we use in the present study, in terms of a prior over hazard rate that tends to be centered around 0.4--0.5 for most subjects. We have previously speculated (in Kim et al) that this value may be the default for many people because it might minimize computational costs (e.g., Drugowitsch et al., 2012; Shenhav et al., 2013). We are actively working on this question.

We now cover this point explicitly in the Discussion.

> 2\) Figure 2 and related text
>
> It seems to me that this non-model-based analysis needs more unpacking.
>
> -- The pupil effects are not broken down into correct (prediction and stimulus = same location) and incorrect trials but I would expect a large difference in the phasic response between these trial types. This should interact with hazard rate as in low H=0.01 case, prediction switch trials should often be correct as they will follow multiple stimulus shifts. Could correct v incorrect be included in the regression model?
>
> -- The task gives quite a few rich comparisons that could be explored before getting stuck in to the modelling.
>
> I would have liked to see more basic contrasts presented, eg:
>
> -- Compare the phasic pupil response for unexpected switches (in H=0.01) and unexpected repeats (in H=0.99) which nicely mirror each other.
>
> -- Compare baseline pupil on prediction-switch trials that follow a stimulus switch (presumably, mainly in the H=0.01 condition) and on prediction-switch trials that follow a stimulus repeat (presumably, mainly in the H=0.99 condition).
>
> -- Compare phasic pupil response following stimulus switches that will and will not be followed by a prediction switch.
>
> These are results in themselves and would give the reader a better sense of the data without having to interpret in the light of models etc.

We appreciate the very useful suggestions and now include more extensive analyses and discussions of the basic task-driven pupil dynamics before considering the learning model, including results from a linear regression with tone switch/repeat, correct/error, and the interaction between the two as regressors (Figure 2---figure supplement 2).

> 3\) Figure 3 and related text
>
> As for Figure 2, can surprise (based on model beliefs) be teased apart from correct vs incorrect (ie simply whether the prediction and stimulus were in the same location)?

As noted above, we now show pupil modulations by correct versus errors (and their interaction with tone switch/repeat trials; Figure 2---figure supplement 2). These modulations are consistent with the surprise-driven modulations we show in Figure 3. Note that in this task there is no separate feedback about correct or error responses separate from the sound presentation on the next trial, so high surprise (a violation of the prediction) is very strongly correlated with errors.

> 4\) Model complexity
>
> I am struggling to understand how model complexity was defined exactly (Figure 4A). What is meant by the mutual information between the features of past trials and the current response -- surely there must be some intervening policy that predicts the correct response based on these past features -- what is it? Am I right in thinking that the model complexity captures both the extent of the integration kernel, or also so qualitative features of model complexity (e.g. another level in model hierarchy that tells you that you should alternate n the H=0.99 condition)? What aspects of the model complexity measure capture these two processes and can they be teased apart?

We apologize for the confusion and have substantially revised our description of the complexity measure to improve clarity. In short, yes, this measure is based on the assumption that the subject is using a policy (we use the term "strategy" to be more general) that makes predictions based on those features. Critically, however, as we note in the text, this method "requires no assumptions about the specific strategy the subject is using to perform the task (Bialek, Nemenman and Tishby, 2001; Chechik et al., 2005; Filipowicz et al., 2020; Tishby et al., 2000)." That is, with this measure we capture the amount of information the policy encodes but nothing about its form (although note that in Glaze et al., 2018, we showed that in the context of this kind of task, this measure is closely related to the width of the prior in the normative learning model, which we refer to in the present manuscript).

> 5\) Figure 4 and related text
>
> The relationship between three model based parameters in Figures 4C,D,E looks suspiciously good to me! Could this have arisen because these parameters to some extent capture similar features in the data, rather than separate but correlated cognitive processes? If the authors were to simulate agents who varied on only one or two of the parameters (choice variability/adaptivity/model complexity), to what extent would they be able to recover parameter fits that vary only in that one parameter?

We have included parameter recovery analyses for both the adaptivity model and Bayesian updating model (Figure 4---figure supplement 1) to show that our parameters are highly recoverable, and the correlations between adaptivity and choice variability are not due to biases in the model specification (as we showed in Glaze et al., 2018).

> 6\) Figure 5
>
> Can the model based results be related back to raw behaviour? How should Figures 1C,D differ for subjects showing high and low model complexity?

Subjects with more complex beliefs show stronger hazard-dependent behavior (i.e., they adapt better to changes in hazard rate). We have included a panel showing changes in subject behavior as a function of different complexity terciles (Figure 4B).

> 7\) Figure 7
>
> Am I right in thinking the y-axis on this figure is mean pupil size (or mean phasic pupil response) as a subject-measure? How is this defined given that the raw pupil size on the eye tracker depends mainly on irrelevant factors like the distance from the camera to the eye and the size of the eye? I\'m sure there is a sensible definition but I didn\'t manage to find it in the text. Further, might you not expect an inverted U (Yerkes-Dodson) relationship between pupil dilation and model complexity?

The goal of this figure was primarily to demonstrate that the effects we observed in Figure 6 were due to real differences between tone switch and non-switch trials rather than some idiosyncrasies in overall baseline or evoked changes. However, our experimental set up does not allow us to make specific claims about how pupil diameter differs as a function of complexity, particularly not without accounting for all of the factors the reviewer mentions (e.g., viewing distance, eye size, etc). We have therefore removed this figure and mention of these analyses from our manuscript.

\[Editors' note: what follows is the authors' response to the second round of review.\]

> Essential revisions:
>
> You have addressed most of the reviewer concerns in a rigorous and comprehensive fashion. Yet, we felt, that the following conceptual points would deserve further attention in the presentation and discussion of your current findings.
>
> 1\) Complexity measure and pupil. Please do more to explain/make intuitive your complexity measure. An example would be welcome. Everyone should be able to understand the most novel finding.

We have included a more detailed explanation and example of our complexity measure in subsection "Pupil dynamics reflect individual differences in belief-updating complexity" of the revised manuscript.

> 2\) Pupil response to the "absence of change". It has already been shown that the pupil responds to the unexpected absence of a stimulus (Qiyuan et al., 1985): There\'s nothing on the screen during the inter-trial interval and then, against expectations, no stimulus is presented. This is another example of \"there is no sensory change but still a clear pupil response\", indicating that the pupil responds to the violated expectation and not to bottom changes in sensory input.

We have added a sentence to the Introduction to highlight this finding and have added this reference.

> 3\) Discussion of effort and load. In a new discussion paragraph, you now exclude a number of operationalizations of effort/load as an explanation for your findings. This is quite helpful. However, you end the Abstract mentioning that you will provide a unified framework for understanding effects of new inputs on arousal systems \"in terms of both inference processes aimed to reduce belief uncertainty and more traditional notions of mental effort\". We took that to mean that you will offer new interpretations of classical pupil findings, that have previously been explained in terms of effort or load. As far as we see, there is no such unified framework presented in the paper. We feel the last sentence of the Abstract should be toned down.

We have revised the last sentence of the Abstract.

[^1]: These authors contributed equally to this work.
