Two-phase sampling designs are developed and investigated for use in the context of a rheumatology study where interest lies in the association between a biomarker with an expensive assay and disease progression. We derive optimal phase-II stratum-specific sampling probabilities for analyses from parametric maximum likelihood (ML), mean score (MS), inverse probability weighted (IPW), and augmented IPW (AIPW) estimating equations. The easy-to-implement optimally efficient design for the MS estimator is found to be asymptotically optimal for the IPW and AIPW estimators we consider, and is shown to result in efficiency gains over balanced and simple random sampling even when analyses are likelihood-based. We further demonstrate the robustness of this optimal design and show that it results in very efficient estimation even when the model or parameters used in its derivation are misspecified.
INTRODUCTION
Two-phase designs involve the collection of inexpensive auxiliary data in a phase-I sample. These data are exploited to help inform the selection of individuals for inclusion in a phase-II subsample in which expensive covariates are measured (Chatterjee, Chen, & Breslow, 2003) . This sampling framework can be practically efficient whenever the cost of measuring a specific covariate of interest is high relative to the cost of measuring the response and associated auxiliary covariates (Reilly & Pepe, We consider the case in which the response and prognostic variables are discrete and let g(X|V ; β)
denote the the conditional density of X given V , let P (V ; γ) denote the marginal probability mass function of V , let θ = (α , β ) and let Ψ = (α , β , γ ) . We suppose that Y and V are known for all N individuals in a phase-I sample {(Y i , V i ), i = 1, . . . , N }, but the covariate X can only be observed for a subset of individuals due to budgetary constraints. Let R i = 1 if individual i is selected for inclusion in the phase-II sample (and hence for measurement of X i ), and let R i = 0 otherwise. Thus, the data ultimately consist of N individuals: n = N i=1 R i of whom provide complete data (Y, X, V ), and (N − n) of whom provide information only on (Y, V ).
We consider Bernoulli sampling wherein all sampling decisions are independent. The key feature of the two-phase design is that the researcher can define the sampling probabilities at the second phase in terms of the phase-I data through specification of the selection model π(Y, V ; δ) = P (R = 1|Y, V ; δ).
Note that the covariate X is missing at random (Little & Rubin, 2002) when P (R = 1|Y, X, V ) = P (R = 1|Y, V ), as assumed in the framework of this two-phase design. With discrete (Y, V ), individuals in the phase-I sample can simply be divided into strata defined by (Y, V ), where (3) will give stratum-specific selection probabilities. We consider optimal two-phase designs which select individuals in phase-II so that the asymptotic variance of the estimator of a particular component of α is minimized.
FRAMEWORKS FOR ANALYSIS
If the data {(Y i , X i , V i ), i = 1, 2, . . . , N } were available for a random sample of size N from a population, the corresponding complete-data conditional likelihood would be
Provided β is functionally independent of α, the solution to the score equation
yields the maximum likelihood estimator α.
ANALYSIS VIA MAXIMUM LIKELIHOOD
When X i is known only if R i = 1, the observed-data conditional likelihood is
1−R i (Robins, Rotnitzky, & Zhao, 1994) . Since δ is functionally independent of θ, we need only consider the observed-data partial likelihood
Response-dependent two-phase sampling designs 4 which requires specification of both the response model (1) and the nuisance covariate model (2) (Lawless, Kalbfleisch, & Wild, 1999) . The ML estimate θ ml may be found by solving the score equations corresponding to (5) directly or via an EM algorithm (Dempster, Laird, & Rubin, 1977) . The limiting distribution of θ ml depends on (1)-(3) so that asymptotically
where
, and S i (θ) is a contribution to the score function from a single individual obtained from the observed-data likelihood in (5). Note that A(Ω) is a function of the full parameter set Ω since the expectation is taken with respect to (R, Y, X, V ).
A model for the nuisance distribution of X|V is required for (5), and misspecification becomes a real concern when X is continuous because it is then not possible to specify a saturated model for X|V (Reilly & Pepe, 1995; Robins, Rotnitzky, & Zhao, 1995) . One way to overcome this difficulty is through semiparametric restricted maximum likelihood (SPML), which involves maximization of
over the set of all discrete distributions G supported by the observed values of X. The complete-data likelihood can again be maximized by an EM algorithm (Zhao, Lawless, & McLeish, 2009) or via profile likelihood (Breslow & Holubkov, 1997; Scott & Wild, 1997) .
ANALYSIS VIA THE MEAN SCORE METHOD
Under the EM algorithm, the contribution to (4) for an individual with unknown X is replaced with the conditional (given the observed data) expectation of their score contribution, as in the estimating equations
The MS method of Reilly & Pepe (1995) involves estimating this expectation empirically in a single step (Lawless, Kalbfleisch, & Wild, 1999) . With discrete phase-I data, this expectation E X|Y,V [·] can be estimated using the empirical conditional mean within strata defined by (Y, V ), and the MS estimating equations can be simplified to
where π(Y, V ; δ) is the empirical estimate of the stratum-specific selection probabilities based on phase-II data (Reilly & Pepe, 1995) . The solution is denoted α ms and asymptotically,
, and P (y, v; Ψ) is the joint probability that (Y = y, V = v). Since the covariate of interest is missing at random with known phase-II selection probabilities π(Y i , V i ; δ) that can be bounded away from zero, a consistent estimator can be obtained simply by suitably weighting the contributions to the complete-case estimating function as in the inverse probability weighted (IPW) estimating equation, (Robins, Rotnitzky, & Zhao, 1994) . Note that it is not necessary to model the nuisance covariate model (2) to construct (7), so the analysis via IPW estimating equations is potentially more robust than analysis via parametric ML. The price for this robustness is that the IPW estimator is less efficient since none of the partial information available from the incomplete observations is exploited. Furthermore, when some phase-II selection probabilities are close to zero, the IPW estimator can perform poorly as estimates are greatly influenced by observations taken from these less frequently sampled strata (Tsiatis, 2006) . By comparing (6) and (7), it can be seen that the MS estimating equations are IPW estimating equations, but with sampling weights estimated; in general, estimation of δ results in an estimator with greater asymptotic efficiency (Robins, Rotnitzky, & Zhao, 1994; Lawless, Kalbfleisch, & Wild, 1999) . By a series of conditioning arguments one can show that
So, if α ipw is the IPW estimator of α that uses known stratum-specific selection probabilities defined by δ, asymptotically
3.4 ANALYSIS VIA AUGMENTED INVERSE PROBABILITY WEIGHTED ESTIMATING EQUATIONS Robins, Rotnitzky, & Zhao (1994) proposed augmented inverse probability weighted estimating equations (AIPW) of the form
using an arbitrary fixed function φ(
The resulting AIPW estimator, α aipw , has the property that √ N ( α aipw − α) is asymptotically normal with mean 0 and varianceĀ
In the absence of further auxiliary covariates, the optimal choice for the function φ(·) in (8) Robins, Rotnitzky, & Zhao, 1994; Tsiatis, 2006) . The double robustness property means that this AIPW estimator will remain consistent if either the selection model or the model for estimating φ opt S is correctly specified (Bang & Robins, 2005; Tsiatis, 2006) . When selection probabilities are known, AIPW estimators may be particularly Response-dependent two-phase sampling designs 6 appealing since, unlike the ML estimator, they will necessarily be consistent; the specification of φ(·) will determine the efficiency of the estimators arising from (8).
In practice, Robins, Rotnitzky, & Zhao (1994) recommend estimating φ opt S with an empirical esti-
There has been some recent discussion on the utility of iteratively updating the estimate of φ opt S as α is estimated (Lumley, Shaw, & Dai, 2011; Scott & Wild, 2011) . In our simulations (not shown), we found that such an iterative procedure results in perceivable smallsample efficiency gains for the AIPW estimator. Furthermore we note here that iteration is necessary to ensure the double robustness property of this AIPW estimating function since the expectation of the estimating function otherwise reduces to
which is zero only if the selection model π(X i , V i ; δ) is correctly specified. Note that while φ opt S allows for the most efficient possible estimation of α amongst estimating equations of the form (8) (i.e., amongst estimating equations based on the optimal full-data estimating function S i ), we remark that it is possible in principle to achieve greater efficiency by deriving the optimal incomplete-data estimating function S eff and its corresponding optimal augmentation term φ eff S eff (Robins, Rotnitzky, & Zhao, 1994) ; see Yu & Nan (2006) for an accessible discussion of this point. This process, however, can require computationally-intensive iterative techniques (Robins, Rotnitzky, & Zhao, 1994; Tsiatis, 2006) and is rarely used in practice (Carpenter, Kenward, & Vansteelandt, 2006) . Due to these limitations and practical challenges, we henceforth restrict attention to the commonly used, efficient, but potentially sub-optimal, augmented estimating equations of the form (8) that utilize the optimal full-data estimating function S i and φ opt S . This estimating function is called the efficient augmented estimator by Kulich & Lin (2004) .
More details on the derivation of asymptotic theory discussed in this section can be found in McIsaac (2012).
ASYMPTOTICALLY OPTIMAL PHASE-II SAMPLING DESIGNS
We consider six sampling designs which exploit phase-I data in different ways: simple random sampling, balanced sampling, optimal ML sampling, optimal MS sampling, optimal IPW sampling, and optimal AIPW sampling. In each optimal design, the selection models are derived to minimize the asymptotic variance of the estimator for the parameter associated with the biomarker of interest; that is, we wish to find the selection probabilities π(Y, V ; δ) which will result in the most precise estimates of a particular component of α. These optimal designs require information on the phase-I stratum sizes and require specification of (unknown) parameter values. In contrast, simple random sampling does not exploit the phase-I information, and balanced sampling only requires knowledge of the sizes of the phase-I strata.
We reflect the budgetary constraints that limit the number of individuals that can be sampled in the second phase by specifying some 0 < P R ≤ 1 so that
where it is assumed that N yv , the number of individuals in the phase-I sample with (Y = y, V = v), is known at the design stage.
Optimal designs for the MS method are discussed by Reilly & Pepe (1995) and Whittemore & Halpern (1997) , amongst others. However, the optimal designs discussed here differ in that our budgetary constraint (10) is based on the observed phase-II stratum sizes, whereas Reilly & Pepe (1995) and Whittemore & Halpern (1997) base their constraint on the expected stratum sizes, as in
where Ψ is assumed to be known a priori or estimated from pilot data. We focus on the budgetary constraint in (10) for two reasons: (i) it has practical appeal when phase-I data are known, and (ii) it facilitates an exploration of the sensitivity of designs to changes in the parameters specified at the design stage. To illustrate this second point, note that our budgetary constraint in (10) does not depend on Ψ, but (11) is a function of the parameters used at the design stage. Therefore, misspecification of the unknown Ψ at the design stage would affect not only the optimal design for a given budgetary constraint, but also cause misspecification of the constraint itself! In fact, it can be seen that the optimal designs derived by Whittemore & Halpern (1997) (their Table IV ) do not sample the expected number of individuals from their observed phase-I data (their Table I ) due to differences between the expected and observed phase-I stratum sizes. The distinction between the use of (10) and (11) would become even more important if one were to consider basic stratified sampling (i.e. fixing the actual phase-II sample size rather than the expected sample size) or phase-I data that do not arise from a simple random sample (i.e. if N yv /N was not a good estimate of P (y, v; Ψ)).
SIMPLE RANDOM SAMPLING
Under simple random sampling, the phase-II selection probabilities are the same for all individuals, so the R i are i.i.d. Bernoulli random variables with mean P R (i.e. π(y, v) = P R for all y, v). This design is easy to implement and renders covariate data missing completely at random (Little & Rubin, 2002) . This naive sampling scheme will be used as a baseline to assess the efficiency gains of more refined designs. Breslow & Cain (1988) and Breslow & Chatterjee (1999) advocate use of phase-II sampling probabilities which are inversely proportional to the size of the strata (i.e. π(y, v) = c · N −1 yv where c = P R N/ Y,V 1), so that an equal number of completely observed individuals are expected in each stratum. While not necessarily efficient, this design is thought to offer a "reasonable compromise between the competing demands of efficiency and the need to check model assumptions" (Breslow & Chatterjee, 1999) .
BALANCED SAMPLING

OPTIMAL SAMPLING FOR ANALYSIS VIA ML
The asymptotic variance of the ML estimator (given in Section 3.1) is a function of the phase-II selection probabilities, so the optimal design for estimation of the parameter of interest via ML can be obtained for any specified set of parameters Ψ by identifying the phase-II selection probabilities π(Y, V ; δ) satisfying the budgetary constraints in (10) which minimize the entry in A(Ω) −1 reflecting the asymptotic variance of the estimator of interest, say A(Ω)
. By introducing a new parameter λ and using Lagrange multipliers, the optimal selection probabilities can be found as stationary points of
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OPTIMAL SAMPLING FOR ANALYSIS VIA THE MS METHOD
The optimal stratum-specific selection probabilities π(Y, V ; δ) satisfying (10) and resulting in the most efficient MS estimator for the parameter of interest are a stationary point of
The fact thatĀ(Ψ) is functionally independent of δ means that a closed-form solution exists and, following some straightforward algebra, the optimal π(y, v; δ) for MS estimation can be written
Here it is easy to see the appeal of (11) since this alternative budgetary constraint will result in N yv /N being replaced with P (y, v; Ψ), which will allow for simplification of the optimal design (see Reilly & Pepe, 1995) . As noted earlier, however, only budgetary constraint (10) will properly fix the expected sample size and cost given observed N yv and prespecified Ψ. The form of the optimal design in (12) can easily be extended for any specified linear function, h, of elements of the asymptotic variance matrix by replacing {V} [k,k] with h(V); in particular, analogs of A-optimality and C-optimality (Emery & Nenarokomov, 1999) can be achieved by taking h(V) = trace(HVH ) with H = I or H = diag{α} −1 , respectively. We do not pursue this here but there may be settings where interest lies in precise estimation of means, in which case this general approach could be useful.
OPTIMAL SAMPLING FOR ANALYSIS VIA IPW ESTIMATING EQUATIONS
Similar arguments can be used to show that the asymptotically-optimal selection probabilities for efficient IPW estimation of our estimator of interest are stationary points of
and the optimal π(y, v; δ) for IPW estimation is
In the consideration of optimal designs for binary data that follows, tedious but straightforward algebra shows that the asymptotically-optimal designs for MS and IPW estimation of our parameter of interest (α 2 ) are identical. This phenomenon does not hold more generally; in particular, solutions to the analogs of (12) and (13) were always equal to at least seven decimal places, so somewhat surprisingly, we do not see here asymptotic efficiency gains for estimation of α 2 resulting from estimation of δ. Therefore, for our present purposes, the optimal designs for analysis via the MS method and for analysis via IPW estimating equations are identical.
OPTIMAL SAMPLING FOR ANALYSIS VIA AIPW ESTIMATING EQUATIONS
As with ML, constrained numerical minimization procedures could be used to find the optimal choice of phase-II selection probabilities for analysis via AIPW estimating equations; for any specified Ψ, the optimal π(Y, V ; δ) minimize the [k, k] entry of (9) subject to the budgetary constraint in (10). However, the AIPW estimator considered here is asymptotically equivalent to the MS estimator in the presence of discrete phase-I data (Robins, Rotnitzky, & Zhao, 1994) and therefore the asymptoticallyoptimal stratum-specific sampling probabilities for AIPW estimation of the parameter of interest can also be found explicitly through (12); the optimal design for analysis via the MS method is, therefore, also optimal for analyses via the AIPW (and IPW) estimating equations considered in this paper.
OPTIMAL DESIGNS IN THE PSORIATIC ARTHRITIS STUDY
Here, we explore the utility of these asymptotically optimal phase-II sampling probabilities in a biomarker study for joint damage in psoriatic arthritis. We consider a phase-I sample of 504 patients who attended the University of Toronto Psoriatic Arthritis Clinic between 2003 and 2008. Information was recorded at a baseline visit on the patients' ESR levels and the extent of damage to the patients' joints. These patients also provided blood samples at the baseline visit which may be assayed to obtain the level of the biomarker MMP-3. At a follow-up visit roughly 2 years after the baseline assessment, it was determined whether there had been an increase in the number of damaged joints representing disease progression. Thus the data consist of a binary response Y indicating disease progression over the 2-year follow-up period, an inexpensive binary covariate V which indicates elevated ESR at baseline, and an expensive covariate X related to baseline MMP-3 levels. The response model of interest is
where expit(z) = exp(z)/(1 + exp(z)), and we are particularly interested in efficient estimation of α 2 . The observed phase-I stratum sizes were (N 00 , N 01 , N 10 , N 11 ) = (196, 143, 61, 104) , where N yv denotes the number of patients with (Y i , V i ) = (y, v). MMP-3 levels are measured on a continuous scale, but are often dichotomized. Therefore, we consider optimal designs for both the situation where X is binary and where X is continuous.
Complete information was gathered for an additional pilot study of 53 PsA patients. In what follows, we take parameter estimates from the pilot study as true values and demonstrate the potential efficiency gains of optimal phase-two designs in this setting. We further examine the robustness of the optimal designs to misspecification of the parameter values used at the design stage, and explore how the potential efficiency gains of optimal designs differ when design parameters are estimated using pilot studies of different sizes.
EMPIRICAL PROPERTIES OF PHASE-II DESIGNS
We first investigate whether the empirical variation of the estimates of the parameter of interest are aligned with what is anticipated from the asymptotic results. Simulation studies were conducted for settings with binary and continuous X variables. In both cases, optimal designs were derived for each method of analysis with budgetary constraints reflected through the specification of P (R = 1) = 0.25.
For the simulation study with binary X, 1000 complete datasets of size N were generated according to response model (1) and covariate distributions P (X = 1|V ; β) = expit(β 0 + β v V ), and
The parameter values Ψ 0 = (α 1 , α 2 , α 3 , β 0 , β v , γ 0 ) = (−1.95, 1.00, 0.90, 1.05, −0.41, −0.04) were obtained from analysis of the PsA pilot data where MMP-3 levels were dichotomized based on whether they exceed two standard deviations above the mean of controls (as specified by researchers at the PsA clinic). For the simulation study with continuous X, 1000 complete datasets of size N were generated according to response model (1) and covariate distributions given by (14) and
so that V remained binary, but X|V followed a gamma distribution with shape β 0 and scale β 1 + β v V . The parameters used in generating these data were Ψ c0 = (α 1 , α 2 , α 3 , β 0 , β 1 , β v , γ 0 ) = (−2.18, 0.03, .84, 1.40, 10, 5, −.04)', where values of β were chosen to reflect the distribution of actual MMP-3 values given ESR status seen in the PsA pilot data. Phase-I data were considered for each simulated dataset and phase-II samples were selected according to each of the four unique designs: simple random sampling (SRS); balanced sampling (Bal); the asymptotically-optimal design for estimation of α 2 via ML (Opt ml ) and the asymptotically-optimal design for estimation of α 2 via the MS, IPW, or AIPW estimating equations (Opt ms ). Each of the 1000 simulated incomplete datasets were analyzed via ML, MS, IPW, and AIPW estimating equations; when X was continuous, SPML was used in place of ML. The empirical standard errors (ESE) for estimators of α are presented in Table 1 .
To avoid undesirable degenerate designs with near-zero selection probabilities in some strata (as discussed in Breslow & Cain, 1988) , we constrain the stratum-specific selection probabilities to be at least 0.05; in our simulations, this restriction only affected the Opt ml design. This constraint additionally ensured that samples could be analyzed with the IPW estimating equations, where near-zero selection probabilities are especially problematic. Of course, selection probabilities were also constrained to be at most 1; violations to these constraints can be avoided by proceeding along the boundaries, as in Reilly & Pepe (1995) . The stratum-specific selection probabilities π = [π(0, 0), π(0, 1), π(1, 0), π(1, 1)] employed by the SRS design were π srs = [0. 25, 0.25, 0.25, 0.25] . The balanced and optimal designs were based (at least in part) on phase-I data, so these designs depended on each simulated dataset. The average selection probabilities over the 1000 simulated datasets with binary X for the Bal, Opt ml , and The asymptotic variances of MS, IPW, and AIPW estimators of α 2 are equal, but for α 1 and α 3 the asymptotic variance of the IPW estimator is much greater than that for MS and AIPW estimators. With N = 500 (see Table 1 ), the MS estimating equations often resulted in much smaller empirical standard errors than the AIPW estimating equations; the MS estimator appears to have better small sample properties than the asymptotically equivalent AIPW estimator. We also explored the smallsample properties of an AIPW estimator where the approximation of φ opt S was updated iteratively with the estimator of α. This iterative AIPW estimator did have better small sample properties than the noniterative AIPW estimator; the iterated AIPW estimator is reported in Table 1 for the simulations with continuous X because several AIPW estimates found without iteration were so poor that reporting an empirical standard error would be almost meaningless. A similar improvement in the small sample properties of AIPW estimators was achieved by using α ms instead of α ipw to estimate φ opt S ; in this case, the MS and AIPW estimates were generally equivalent to at least 7 decimal places. Interestingly, the finite-sample efficiency of the IPW estimators of α 2 was actually generally greater here than the efficiency of either the MS or AIPW estimators, despite the fact that the latter methods of analysis are generally more asymptotically efficient. Table 1 : Empirical standard errors resulting from analyzing 1000 simulated datasets consisting of N = 500 individuals while employing four different phase-II sampling designs with an expected phase-II sample size of P (R = 1) = 0.25.
Method of Analysis
Binary Covariate X a For the results reported in the top half of the table, X was binary; for the results reported in the bottom half of the table, X|V followed a gamma distribution. With a continuous X, we consider SPML instead of fully parametric ML. b For continuous X, 10 iterations were used in the estimation of φ opt S in order to address some particularly poor non-iterative AIPW estimates.
As expected, the asymptotically-optimal designs resulted in the smallest empirical standard errors in the estimates of α 2 for the respective method of analysis in simulations where N was very large (not shown). However, the Opt ms design actually demonstrated the greatest efficiency for estimation of α 2 with small sample sizes (N = 500) for both a binary and a continuous X. This apparent superefficiency of the Opt ms design suggests that it may be more appealing than Opt ml in small samples, regardless of whether a likelihood or weighted estimating function based analysis is to be carried out.
In all cases, the Opt ms design resulted in more efficient estimators of α 2 than either SRS or the balanced design; this design also generally resulted in more efficient estimators for α 1 , but the balanced design was often more efficient for estimation of α 3 . If efficient estimation of α 3 were also of primary importance, as note in Section 4.4, the definition of optimality could be modified and the optimal designs could be revised accordingly. While the Opt ml design resulted in inefficient estimators from analyses based on weighted estimating equations, the Opt ms design was more efficient than either the SRS or balanced designs for estimation of the parameter of interest even for ML estimators.
ROBUSTNESS OF OPTIMAL DESIGNS TO MISSPECIFICATION
In the previous simulations, optimal designs were derived using the true parameter values, which are of course unknown in practice. In this section we explore the sensitivity of optimal phase-II sampling designs to misspecification of models and parameter values at the design stage. This section, therefore, represents an analysis of the sensitivity of designs to estimates of parameter values which are elicited from existing literature or expert knowledge. Table 2 contains the asymptotic relative efficiencies (relative to simple random sampling) for estimation of α 2 with binary X when the supposedly-optimal designs have been derived based on misspecified parameter values. The asymptotic relative efficiency (ARE) of the estimator α 2 under the Opt ml design, for example, would be calculated as asvar( α 2 ; δ ml )/asvar( α 2 ; δ srs ) where asvar( α 2 ; δ ml ) is the asymptotic variance of α 2 under the Opt ml design -smaller AREs therefore correspond to more efficient designs. Here, the asymptotic variance of the ML and MS estimators under SRS are equivalent to 10 decimal places. The first column contains the results when the design is based on the 'true' parameter values (obtained from analysis of the PsA pilot data). The other columns display the relative efficiency for estimating this true α 2 when designs are derived to be optimal for incorrectly-specified parameter values. To provide a framework for the study of misspecification, we used incorrect parameter sets obtained as estimates from employing unwarranted independence assumptions when analysing the PsA pilot data.
Even when the parameter set was grossly misspecified (when it was mistakenly assumed that X⊥V and Y ⊥(X, V )), the 'optimal' designs were still asymptotically more efficient than SRS for their respective methods of analysis (see Table 2 ). In fact, the Opt ms designs were always more efficient than SRS for both considered methods of analysis regardless of the misspecification. These Opt ms designs were also more efficient than the balanced design for analysis via the MS method, while the Opt ml design was again often quite inefficient for analysis via MS. The Opt ms design was also often more efficient than the balanced design for analysis via ML, and when the balanced design was asymptotically more efficient, the efficiency gains were small. In addition, the Opt ms was asymptotically more efficient than the Opt ml for analysis via ML when the misspecification was large.
In Table 3 we display the empirical standard errors from a simulation study using continuous X in which the optimal designs are derived using an incorrectly modelled covariate distribution. Note that the incorrect specification of the model for X|V will not affect the consistency of our estimators since this model is only used for specifying the π(Y, V ; δ).
As before, the optimal designs were derived under the assumption that X|V followed a gamma distribution. However, datasets of N = 500 individuals were simulated based on a log-normal model for X|V . The parameters used in generating the simulated data (Ψ c1 = (α 1 , α 2 , α 3 , β 0 , β 1 , β v , γ 0 ) = (−2.18, 0.03, .84, 0.73, 2.77, 2.37, −.04) ) were chosen so that the mean and variances of X|V would be approximately equal to the mean and variances of the gamma distributed X|V that was previously considered. For the simulated data, phase-II samples were selected using SRS, balanced, and the misspecified Opt ms and Opt ml designs; these four potential two-phase samples were each analyzed using SPML, MS, IPW, and AIPW estimating equations. This simulation represents what would arise if the optimal designs were derived for the PsA study under the mistaken assumption that MMP-3 followed a gamma distribution given ESR status, when in reality it followed a log-normal distribution. The optimal designs resulted in very efficient estimators of α 2 despite the fact that they were derived based on an incorrect specification of the covariate distribution. In fact, the misspecified Opt ml design was the most efficient design for the SPML estimators and performed almost as well as the balanced design for the other methods of analysis. Importantly, the misspecified Opt ms design was still more efficient than the SRS and balanced designs for all methods of analysis. As before, the optimal designs did not necessarily increase the efficiency for estimation of parameters other than α 2 .
ROBUSTNESS OF OPTIMAL DESIGNS TO USE OF PILOT DATA
As mentioned above, the derivation of true optimal sampling designs requires a priori knowledge of parameter values which will generally be unknown. We have shown in the previous section that the Opt ms design seems to be fairly robust to misspecification at the design stage. In practice, when a priori knowledge of the necessary parameters is not available, it is possible to derive optimal designs by estimating parameter values from a small validation sample (Reilly & Pepe, 1995) . However, if optimal designs are sensitive to the small changes in design parameters that will inevitably result from the use of pilot data, then these optimal designs will be of little practical use. Here we explore the efficiency of optimal designs when they are based on parameter estimates from pilot studies of different sizes. We considered external pilot studies of size m, where m ∈ {50, 200, 500, 1000}. For each pilot study, we simulated data (Y, X, V ) for m individuals using parameter values estimated from the PsA pilot data taken as the true values and we added two observations (corresponding to a large and a small X value) to each of the 4 strata defined by the phase-I data (Y, V ) in order to achieve greater stability in our estimates (Pepe, Reilly, & Fleming, 1994) . Table 3 : Empirical standard errors resulting from analyzing 1000 simulated datasets with a phase-I sample size of N = 500 when X|V followed a log-normal distribution. a The simulated X|V followed a log normal distribution, but optimal designs were derived assuming X|V followed a gamma distribution. b Ten iterations were used in the estimation of φ opt S in order to address some particularly poor non-iterative AIPW estimates.
These simulated data were then used to find Ψ, a ML estimate. Optimal designs were derived using Ψ and the asymptotic variances of estimators of the true α 2 that would result from employing these designs were recorded. This process was repeated 1000 times for each size of the pilot study. The results of these simulations are presented in Figure 1 for the scenario with a binary X and in Figure 2 for a continuous X.
The Opt ml design was very inefficient for analysis via the MS method regardless of the size of the pilot study used to estimate the parameters used in deriving the optimal design; the Opt ml design was also often inefficient for analysis via ML when the size of the pilot study was small. The Opt ms design, however, was generally more efficient than both SRS and the balanced design for analyses via both ML and the MS method regardless of the size of the pilot studies. Furthermore, the efficiency resulting from the Opt ml design was more variable than that from the Opt ms design. Thus, the Opt ms design appears to be more robust to the small changes that occur when pilot data are used to estimate design parameters, however, the Opt ml design was still generally the most efficient design for ML estimators.
CONCLUSIONS AND RECOMMENDATIONS FOR THE PSA STUDY
We have derived closed-form asymptotically-optimal two-phase sampling designs to guide the selection of individuals for measurement of expensive covariates when analyses are carried out using MS, IPW or the most common AIPW estimators. Such optimal designs can be found numerically when analyses are to be carried out via ML and other AIPW. We have presented these derivations in the context of budgetary constraints that differ from what has been traditionally used in the MS literature and shown that while this results in a slightly more complex design, it allows for the expected study size to be fixed for any given set of phase-I data. We have further shown that the easy-to-implement optimal design for MS analysis is quite robust to misspecification of the design parameters and results in greater efficiency than other general sampling designs when using any of the considered methods of analysis. While this design is not asymptotically optimal for ML analysis, the simplicity and demonstrated robustness of this design make it appealing for use in practice where necessary design parameters are unknown a priori. [0.12, 0.30, 0.35, 0.35] if the effect of MMP-3 is to be modelled as a continuous covariate. The efficiency gains from this selection model could be quite substantial regardless of whether analysis is to be carried out using likelihood or weighted estimating equation approaches. Furthermore, these designs should work quite well even if the parameter estimates taken from the pilot data are poor.
We focussed here on the implementation of optimal designs in the presence of discrete phase-I data. If phase-I data are continuous, then discretization of these data will allow for the simple form of this design to be retained, though the efficiency and robustness of such a design need further exploration. Similar suggestions for discretization have been made for the purpose of analysis (Lawless, Kalbfleisch, & Wild, 1999) ; by discretizing only at the design stage, we avoid the potential resulting loss of efficiency in analysis noted by Chatterjee, Chen, & Breslow (2003) . 
