We study the probability for snow cover at a climate station. Connecting stations with the same probability yields the corresponding snow line (a figure between zero and unity). The climatological snow lines in the Alps are implicit in the state function of snow duration. This function, specified by just five parameters, depends upon the mountain temperature, a linear combination of the mean temperature over Europe and the 3D-coordinates of the stations. The influence of external parameters other than temperature (like snowfall, melting processes, station exposition) is treated as stochastic. The five state function parameters are gained for both winter (DJF) and summer (JJA) through a fitting algorithm from routine snow depth observations in 1961-2010 in Austria and Switzerland. Any desired snow line is defined by a linear surface with a characteristic value of the mountain temperature. The snow line appears when there is a cut between the surface and the orography. Temperature sensitivity of snow cover duration, analytically derived from the state function, is extreme at the median snow line (snow probability 0.50). Alpine-wide mean altitude of the median snow line is 793(±36)m in winter and 3.083(±1.121)m in summer. The snowline field slopes gently from west to east across the Alps (downward in winter, upward in summer) and oscillates up and down with the sea- • C in winter and 123 (±18) m/ • C in summer. Global warming causes the snow lines to shift upward with time; in parallel, the area of the Alps that is at least 50 % snow covered in winter shrinks by −7.0 (±4.1) %/10 years.
Introduction
The snow limit concept represents the intuitive notion that there is a well-defined transition between snowcovered ground and ground free of snow. The position where this transition happens is often clearly visible in the field, particularly in the mountains, sometimes locally with an accuracy of less than a meter. Connecting these positions yields the snow limit. This concept has been applied from the daily time scale over monthly to annual and decade-long periods. For example, it has been used by Hann (1883) and various subsequent authors. Further, in the geographical literature, Louis (1955) has analyzed the notion of the snow limit in detail; Louis considered, with focus upon the budgets of glaciers, the climatological snow limit as the position at which total snowfall and total ablation are in balance. A worldwide map of the snow limit (in relation to the tree line) has been provided by Hermes (1955) .
We have recently ) studied the snow limit concept in the more general context of the snow line. The basis of the snow line is the relative seasonal snow duration, obtained from daily routine measurements of the snow depth at a climate station. We interpret this as the probability to encounter snow cover. Connecting stations with the same probability yields the corresponding snow line (a figure between zero and unity-see also the equivalent definition in the Dictionary of Earth Science, Parker (1997) ). The snow limit is adopted for the specific value of 50 %; we refer to it as the median snow line. At the median snow line, the probability to encounter snow is equal to the probability to encounter no snow.
There is a physical reason for the significance of this boundary. The median snow line should be located where the sensitivity to temperature is extreme. In high and cold mountain regions with sizeable snow cover, the snow duration should be insensitive to an external large-scale warming or cooling; a similar reasoning applies to warm climate stations in the lowlands where there is no snow cover at all. Extreme temperature sensitivity should be found somewhere in between. This is in accord with general climatological experience (e.g., Laternser and Schneebeli (2003) , Scherrer et al. (2004) , and Durand et al. (2009)) .
With this qualitative background, Hantel and Maurer (2011) have developed the quantitative state function of snow duration for the coherent mountain region of the Alps, for the climate period 1961-2000. The corresponding theory yields a formula for the state function which implies the definition of the snow lines and implies further that the snowline f ield is controlled by the mountain temperature, a linear combination of European temperature and 3D-station coordinates.
In this study, we want to corroborate these results, with the following innovative components. First, we will present evaluations for the 50-year climate epoch in 1961-2010, both for winter (DJF) and summer (JJA), for the Alpine region consisting of Austria (A) and Switzerland (CH); the results will be quite well in accord with our previous evaluations. Further, we will describe and implement a modified fitting algorithm to derive the parameter estimates for the state function; this theoretically improved method does not much change the results but in addition yields statistically sound estimates of the explained variance (Appendix 1). Finally, we will extend the mean snowline surfaces, valid for the entire Alpine region, into a couple of selected individual valleys; this may demonstrate the applicability, including its limits, of the present approach to the climate of a local station.
The paper is organized as follows: In the next section, we give a skeleton review of the model, stratified into its different levels of application. Data management is covered in Section 3. In accord with our basic hypothesis (i.e., the dependence of the snowline field solely upon the mountain temperature), we use as observed temperature data only the mean seasonal temperature, averaged over Europe, and as observed snow data only the daily snow depth at the climate stations (plus, of course, the 3D-station coordinates); other possible input parameters (e.g., local station temperature, snowfall, quantities describing the melting process, or the exposition of a climate station to radiation) are not used. In Section 4, we present standard ("naive") statistics without reference to the model. The model results come in Section 5 for the entire Alpine region and in Section 6 for the selected Alpine valleys. Trend estimates are discussed in Section 7. An outlook is given in Section 8.
Review of the model
The snowline model as we want to use it here ) is based upon a snow cover model, originally designed for Austrian data by Hantel (1992) , further developed in paper I (Hantel et al. (2000) ), extended to Swiss data in paper II (Wielke et al. (2004) along with Wielke et al. (2005) ) and applied to all-Alps data in paper III (Hantel and Hirtl-Wielke (2007) ). The unifying concept is the hypothesis that the seasonal snow cover at a climate station is primarily controlled by the seasonal surface air temperature of the station. The station temperature, however, can eventually be replaced by the montain temperature, a linear combination of the area mean surface temperature T over Europe and the 3D-station coordinates. In this section, we review three different applications of the model, schematically sketched in Fig. 1. 2.1 Laboratory model (see Fig. 3 of Hantel and Hirtl-Wielke (2007)) In the physical laboratory (first column of Fig. 1 ) with actual temperature ϑ, we observe two phases ν of pure water: liquid water (ν = 0) for ϑ above t 0 = 0 • C and ice (ν = 1) for ϑ below t 0 . The probability P to encounter ice is equal to the ensemble average ν . We further assume that there are stochastic temperature fluctuations, normally distributed, with ensemble mean ϑ and standard deviation . For this setting, P is controlled by the temperature parameters as follows:
is the Gaussian error function defined as (Bronstein et al. (1999) ):
Fig. 1 Poster of different model versions. The unifying theoretical concept is a Gaussian error function (χ).
It serves as an exact description of ice probability P with χ( ϑ , ε) in the laboratory (f irst column) and as logistic function N with χ(t) to describe snow probability as a function of local temperature t at individual climate stations (second column). With the mountain temperature τ and with χ(τ ), the error function serves as state function N to describe a relative seasonal snow duration, gained from snow data (plus European temperature and 3D-station coordinates), without using t (third column)
This model (Hantel and Hirtl-Wielke (2007) ) yields the probability to observe ice in the laboratory. Fig. 4 of Hantel et al. (2000) ) Application of the model Eq. 1 to station data is straightforward (second column of Fig. 1 ). We replace the standard deviation by the negative parameter s 0 = −( √ 2π) −1 and put
Climate station model (see
N is the snow duration function. Its parameters s 0 and t 0 are fitted to seasonal snow cover n and mean temperature t, observed at a given climate station.
The parameters s 0 and t 0 should principally not differ from climate station to climate station. In other words, data from different stations at different elevations can be lumped together into N. This has, e.g., been done in Fig. 1 of Hantel and Hirtl-Wielke (2007) 
The model in Eq. 4 can be used for a multilinear regression analysis of t. The parameters a, b , and c would be the constants of this expansion. They would be gained through fitting the observed t against the predictor function τ .
In our application of the model (third column of Fig. 1 ), we go a step beyond: We will get the expansion parameters a, b , and c not from the observed t but from the observed n, by replacing t through τ in Eq. 3; t 0 is replaced by the reference constant τ 0 . This yields, with as in Eq. 2, the state function of snow duration:
N(τ ) is specified through the parameter vector
Time θ is implicit in the data vector (n, T, x, y, z) through the time dependence of the largescale European temperature T(θ ). The parameter vector is estimated from the data vector trough a pertinent fitting routine (see Section 3.8).
With the strategy summarized in Fig. 1 , we will fulfill the following goals:
-Split the station temperature t, through the concept Eq. 4 of mountain temperature τ , into a European scale and a local scale component; -Show that τ (which now replaces t) can be gained from the snow duration data;
-Represent the snow cover of the entire Alps with one nonlinear profile, the state function N(τ ) of snow duration; -Show that N is controlled by European temperature T; -Specify the median snow line by choosing τ = τ 0 in Eq. 4; the corresponding linear function of x, y, z for fixed T generates the median snow line (see Figs. 12 and 13 below).
The progress achieved is that all relevant properties of the snow cover, including the snowline field, across the 50-year observation period, can be analytically derived from the state function N(τ ). We begin with the slope profile of the state curve:
χ is specified through Eq. 5. As noted in Hantel et al. (2000) , the partial derivative of N with respect to T (understood for fixed station vector x, y, z) is equal to the slope with respect to τ . We interpret these derivatives as sensitivities. Thus, the first equation of Eq. 6 represents the entire sensitivity of Alpine climatological snow cover with respect to the European temperature. The sensitivity is maximum for τ =τ 0 , adopted at the altitude of the median snow line; above and below the sensitivity decreases and becomes zero at very low and very high altitudes. The half width of the sensitivity profile, transformed from the argument τ to the altitude argument z, is
D does not depend on τ and thus is independent also upon T. By solving Eq. 4 for z = H, we find the altitude of an arbitrary snow line n:
τ (n) in this formula follows from Eq. 5 as the inverse N −1 (n) of the state function. The function H, for fixed T, is a linear surface which, by cutting across the orography of the Alps, generates the pertinent snow line (Figs. 12 and 13 ). Temperature sensitivity of the snowline altitude, along with the slope components of the surface in eastward and northward direction, is given through
These formulae will be used below. Further derivatives with respect to altitude z (i.e., vertical gradient) and with respect to time θ (i.e., trend) can be found from the formulae in Eqs. 4, 5, and 6:
This implies that both gradient and trend of N are extreme at the median snow line (i.e., at χ = 0); above and below both decrease to zero with half-width D.
Finally, the trend of the altitude of a given snow line follows from Eq. 8:
This implies that the altitudes of all snow lines have the same trend. In order to use Eqs. 10 and 11 for trend estimates, it is not sufficient to apply the present model. Also, required is an external estimate of the European temperature trend dT/dθ (e.g., from climatological data of the past or from a climatological model forecast).
Data management
The data vector (n, T, x, y, z) is organized around the independent arguments x,y, and z (which are the 3D-coordinates of the climate station) and time θ. Resolutions of θ used in this study are 1 day (θ * * ), 1 month (θ * ), and one season (θ without superscript, winter = DJF and summer = JJA), 1 different for temperature and for snow. by 10 years was easy to achieve. On the other hand, the extension of the database for Germany, France, Slovenia, and Italy would have been more involved and we skipped it for the present study. This is justified since the results of the 40-year period considered in Hantel and Maurer (2011) do not significantly differ if we either use the all-Alps data or only data from A + CH. Both show essentially the same result within data accuracy as seen in columns 1 and 3 of Table 1 . Thus, by restricting the present evaluation to the climate stations from Austria and Switzerland, we will yet be able to obtain results representative for the entire Alps.
European temperature
We adopt, in the same manner as in Hantel and Maurer (2011) , the monthly gridded Climate Research Unit (CRU) temperatures (Brohan et al. (2006) ) with a horizontal resolution of 0.5
• as a temperature database. These we linearly average in horizontal direction over the Alpine-dominated part of central Europe (5.5
• -17.5
• E and 43.5
• -49.5
• N, identical to the rectangle sketched in Figs 
Snow duration and threshold
Original observation is snow depth h, measured daily (time parameter θ * * ) at each climate station (coordinates of available stations x * * , y * * , z * * ). From h, a daily value ν = 1 or ν = 0, depending upon threshold, is derived. The seasonal average of ν is the snow duration: n = ν. Thus, n = n(θ, x * * , y * * , z * * ) with yearly resolution (one value per season and station).
The impact of the threshold for discriminating h has been investigated by several authors. For example, Haiden and Hantel (1992) used a 1-cm data set, while Fliri (1992) recommends a minimum of 2 cm. Beniston (1997) has considered snow depth thresholds from 1 up to 150 cm.
Here, we choose 5 cm for winter, following paper I and Hantel and Maurer (2011) , and 2 cm for summer, following Fliri (1992) and Gottfried et al. (2011) ; the latter authors have demonstrated (Table S5 in supplementary data of their paper) that in summer, the impact of the threshold upon the results is minor for thresholds from 1 to 4 cm.
Saturation of snow data
Snow duration data n = 0 and n = 1 are called saturated. They do not carry relevant information which (Hantel et al. 2000) makes them unacceptable as measurements. This point has been extensively discussed in paper I and again by Gottfried et al. (2011) and Hantel and Maurer (2011) . The reason is that the daily snow "observation" parameter ν is Bernoulli distributed and as such has a parabolic variance distribution with variance zero for both ν = 0 and ν = 1. It follows that saturated observations have infinite accuracy which would make their contribution infinite in the cost function of the subsequent data fit. Saturated data are dropped at the beginning of the evaluation procedure. The original data minus the saturated data will be referred to as the processed data. Saturation is by far the most important reason for excluding station seasons or even the complete data of one station (compare Table 2 and Appendix 2). Each of the remaining stations contains at least one unsaturated n value (most of them contain many more). for Austria plus Switzerland as a function of altitude. The figure shows that in winter, the altitude of the median snow line is approximately located in the center of the station data whereas in summer it is located higher than most of the observed data. Thus, the winter state function will be superior in accuracy to the summer state function.
Correlation criteria for climate stations
In order to enhance data quality, we have calculated the linear correlation coefficient r between T and n and have investigated the impact of excluding stations with r > 0 ("weak correlation condition") and with r > −0.3 ("strong correlation condition"). We used the strong condition in paper I for the Austrian data set and in paper II for the Swiss data set. In our recent evaluations with the all-Alps data set, we used the weak condition, both for winter ) and summer (Gottfried et al. (2011)).
In the present study, r was determined for both seasons and is reproduced for winter in Fig. 3 versus altitude. The stations that violate the two correlation conditions (red and blue rhomboids) tend to be concentrated at greater altitudes; these are mainly located in the inner Alpine valleys (see particularly Fig. 4) . Further, the correlation of most of the red stations is based on only a few station seasons (see Appendix 2).
The impact of the two correlation criteria upon the number of stations used is summarized in Table 2 . We introduced the criteria in paper I mainly for the purpose to improve the data quality. Starting from 76 unsaturated stations in Austria for winter, our weak Table 2 ). The present data reduction for winter (first line of Table 2 ) starts from 142 processed stations leading to 128 stations which obey the weak criterion and to 91 stations which obey the strong criterion; this corresponds to a net reduction by 36 % of the processed stations. For the purposes of the present study, we adopt the strong correlation criterion, essentially for the same reasons that have been considered relevant in paper I. Justification for our approach was that it excluded a priori erroneous and/or misleading data and enhanced the negative slope dependence of n upon T in the data set. A significant positive slope dependence (i.e., increase in n accompanied by increase in T) appeared only possible if the snow duration is governed by the amount of snowfall and not by the temperature after the snowfall, as assumed throughout our model (which includes the present model suite); this would imply that the snowfall amount is higher for high temperatures (e.g., due to the additional effect of moisture). It now appears that it is indeed the snowfall mechanism which causes some of the positive and most of the slightly negative correlation stations seen in Fig. 3 .
In accord with papers I and II, stations that violate the strong correlation criterion (red and blue dots in Fig. 3 ) will be excluded in the present evaluation. As Table 2 shows, 3,463 station seasons (out of 4,509, corresponding to 77 %) survive our strong correlation criterion in winter (58 % in summer); thus, our remaining database is still more than sufficient. Geographic arrangement of the stations is shown in Figs. 4 and 5. These arguments in favor of our strict data quality requirements may not appear urgent because including the stations that violate the correlation conditions does not conspicuously change the eventual parameters of the fit that yields the snowline surface as given by Eq. 8. This is seen in Table 1 above (second to fourth columns): The parameters of the state function do not significantly differ if the weak or the strong correlation condition is enforced. In other words, the parameters of the state function do not yield a useful argument why the correlation criterion in one of its versions should be adopted or not. Instead, a useful argument will be the distribution function of residuals (Figs. 9 and 11) .
The processed data minus the stations that violate the strong correlation criterion will be referred to as the selected data (identical to the last column of Table 2 ).
Eventual database of present snowline climatology
The specification of the data input and subsequent data flow for the present evaluation may now be summarized as follows: 
Fitting algorithm
An innovative ingredient of this study is the numerical fitting procedure to obtain the parameter vector Q for the state function. In our recent work (papers I-III and also in Hantel and Maurer (2011)), we have followed the strategy to minimize the cost function defined as the mean quadratic difference between the observed snow duration and the model state function; the errors were estimated with the bootstrap method (Efron and Tibshirani (1998) ). Limitation of this standard strategy is that the difference between the observed snow duration and the model state curve is not normally distributed. When the observations become rectified with the inverse state function, however, these rectified observations can then be modeled with the rectified state function which boils down to a linear regression problem; the corresponding distribution of the eventual residuals of the response variable should be automatically normal (not demonstrated here but we have checked that). A comprehensive description of the so-called generalized linear models can be found in Fahrmeir and Tutz (2001) . The formal details of our present approach are summarized in Appendix 1. The results are not significantly different compared with our earlier results. The main progress of the new linear fitting procedure (as we call it, compared to our previous nonlinear procedure) is that we now have normally distributed "observations." This implies that the bootstrap method will not be required anymore; instead, the error estimate is available from the regression formulae. Further, we get a theoretically sound estimate of the explained variance. These estimates (see below) are consistently 50 % and better which, in light of the amount of data (3,463 in winter and 447 in summer), make our subsequent results highly significant.
Naive statistics
We begin with some preliminary evaluations of the processed data; the correlation criterion is not yet applied and the model equations for τ and N are not used. Rather, we apply standard statistical measures in order to obtain background parameters as a basis for later verification. For this purpose, we run, with the processed data vector {n(θ, x * * , y * * , z * * ), T(θ ), x * * , y * * , z * * } just introduced, a couple of preliminary ("naive") evaluations. Figure 6 shows the simplest approach to obtain the snow lines: Plot the observed snow cover duration n versus altitude z in all years for the entire period, irrespective of the horizontal coordinates x and y. Fit the data with a pertinent model and obtain every desired snow line. The fit curve P(z) for n must not be linear since n is the mean of the binary stochastic variable ν. For variables of this type, a logistic curve is the proper fitting function (Hosmer and Lemeshow (2000) ). Out of the class of logistic curves (Mazumdar (1999) ), we take here the error function.
Snow duration versus altitude
3 This type of plot requires only snow and altitude data, no temperature. It is identical to the original snowline determination of Hantel and Maurer (2011) (Fig. 2) .
Also drawn in Fig. 6 are the median snow lines for the extreme seasons. The altitude H is equal to the reference parameter z 0 of the interpolating error function (see legend of Fig. 6 ). z 0 represents the altitude of the extreme slope of the fitting curve. We find 705 m in winter and 2,585 m in summer. This allows to calculate the ratio
This is the simplest approach to obtain an estimate of the temperature sensitivity of the snow lines. It may be compared with the result 166(±5)m/ • C which we will find below from the complete model evaluation.
Snow duration versus temperature
The next obvious naive diagram (not shown in this paper) is to plot n against temperature, either for station temperature t (Fig. 1 of paper III) or for European temperature T (Fig. 4 of paper I) . Note, however, that n values from different climate stations can be lumped together into the same n, t plot but not into the same n, T plot because n, T plots are generally different for different climate stations.
On the other hand, t and T are linearly correlated for different climate stations with about the same slope (Fig. 6 of paper III) . This is the reason why t can be replaced in our model through the mountain temperature. Figure 7 shows the simplest approach to obtain an estimate of the time trend of the snow duration. Following the method of pairwise slopes (Dery et al. (2005) as done in Gottfried et al. (2011)), we use all possible time trend estimates in the vicinity of the median snow line to get the pdf of the trend of the median snow duration. There is a faint indication of a negative trend (i.e., 3 Choice of the error function has been convenient in our programming but is not mandatory here. Since we do not yet apply our model of Fig. 6 , one could take other logistic functions for the interpolation as well; the altitudes of the snow lines would then become dependent upon the logistic function chosen. Abscissa drawn is restricted to interval ±1/10 years; therefore, somewhat less than 100 % of n differences available are plotted −3.3 %/10 years, equivalent to a reduction of 3 days of snow cover duration per 10 years, both for winter and summer), as expected from global warming. However, the trend in Fig. 7 over the 50 years 1961-2010 is largely insignificant, in both seasons. Note that all processed station seasons have been used for the pdf.
Distribution of n-trend estimates

Snowline climate of the Alps 1961-2010
The snowline climate of the Alps is eventually con- Hantel and Maurer (2011) ). For example, we find for the snow duration sensitivity s 0 = −0.18(± 0.004)
• C −1 while Hantel and Maurer (2011) reported s 0 = −0.17(± 0.01)
• C −1 . In light of the different data and the different evaluation procedure, this must be considered a robust result.
The scatter of the data in Fig. 8 should be Gaussian in τ direction since observed temperature fluctuations are about normally distributed. Figure 9 demonstrates that the pdf is indeed normal. Main reason for this desirable result is that we have excluded the snow duration data which violate the correlation criteria; including these 4 All error estimates in this paper are given as one standard deviation. would destroy the normality of the pdf in Fig. 9 (not demonstrated here). The observed and modeled mountain temperatures in Fig. 9 are defined as
The input data (n i , T i , x i , y i , z i ) are valid for one specific station season (index i); the components of the parameter vector Q implicit in τ obs and in N −1 are from the fit for winter. Note that the normality of Fig. 9 is achieved without station temperature information; further, it is not enforced by the fitting routine.
The latter result may be summarized by saying that the snow duration preserves the information of local temperature. This is supported by the parameter c which represents the vertical lapse rate of temperature. The estimates for c in Table 3 come close to the observed mean value (c = −6.5
• C/km in the standard atmosphere; see, e.g., Reuter et al. (2001) , p. 166). The parameter −1/c in Table 3 is given by the formula in Eq. (9) which shows the temperature sensitivity of the altitude of the snow lines (not just of the median snow line but of all snow lines). Its value in winter in Table 3 , second column, is 166 m/
• C. This result compares favorably with the estimate of 150 m/
• C reported by Beniston (2010) and also compared with the preliminary estimate of 112 m/
• C, which we have found in Fig. 6 according to Eq. (12).
The first three columns of Table 3 allow to compare the impact of the threshold in winter. Using the 3σ criterion for significance, the difference between the para- (Fig. 5, second column) . The present estimates are not significantly different from their estimates (they find D = 992 m, H = 2.897 m).
This brings us to Fig. 10 which shows the state function of snow duration for summer. 5 Since the data situation for summer is considerably poorer than for winter (only about a tenth of station seasons were available, the position of observed data was below the median snow line), the parameters are considerably less accurate. This is also seen in Fig. 11 . The deviation of the mountain temperature from the fitted curve has an approximate Gaussian profile indeed but gets shifted to the right of zero. This effect must be attributed to a systematic bias towards warm temperatures in Fig. 10 due to climate stations at low (and consequently relatively warm) altitudes with comparatively long snow duration caused by winter snow which still has not melted. This systematic effect is virtually absent in winter. 5 The shading in Figs. 8, 10 is constructed as follows: For an arbitrary n the width of the shading in τ -direction is made proportional to (1 − n)n which is the theoretical variance of a Bernoullidistributed quantity like the snow cover duration. The factor of proportionality is chosen such that 68 % of all data points fall into the shaded area.
Snowline surfaces for winters and summers in 1961-2010
The altitude of a snow line n has been defined above in the formula in Eq. 8. The corresponding mountain temperature is specified through the inverse of the state function as τ (n) = N −1 (n). For example, for n = 0.5, the fitted N from Fig. 8 yields τ = τ 0 = −4.51
• C. The snow line altitude H(x, y) according to Eq. 8 is a planar surface that penetrates across the orography of the Alps; the snow line is generated by the cut between the surface and the orography. Physically, the function H(x, y) is an isothermal surface defined by constant τ . Shown in Fig. 12 is the median snow line of winter. It is similar to the winter snowline pattern as published recently by Hantel and Maurer (2011) . The difference The snow lines for higher snow probabilities are located above the median snow line. For example, the altitude of the snow line 90 % is about 500 m higher than the median snow line (plot not reproduced). This quantifies the altitude difference for different snow lines. Figure 13 shows the median snow line for summer. Its mean altitude of 3,083 m indicates that snow cover probability in summer is restricted to the highest summits. This result, well in accord with general experience, may be useful for ecological purposes (Gottfried et al. (2011) , their estimate of the median snow line altitude is 2,897 m). Since the database in summer is considerably smaller than in winter, the parameters of the snow line in summer have a limited significance.
While Fig. 12 represents the mean winter snowline conditions in the Alps for the period 1961-2010, we can also ask for the mean position in individual years, simply by picking the actual T in the mountain temperature for the specific year. In warm winters, the snowline surface rises; in cold winters, it sinks. The cutting of the snowline surface (i.e., the plane marked by the red boundary) across the topography of the Alps (i.e., the white circumference) generates a corresponding change of the snow-covered surface from year to year (i.e., the gray surface in Figs. 12 and 13) . The time series of this area is drawn in Fig. 14 through implementing T of the actual year into Eq. 8. For example, the cold winter in 1963 showed about 2.4 times the mean area above the median snowline surface. Conversely, the warm winter in 2007 showed just 55 % of the mean area of 133,500 km 2 .
Extension into individual valleys
With due caution, the snow lines can be used to illustrate the snow cover situation of individual Alpine We would expect that the mean snowline surface, valid for the Alps, cannot possibly coincide with the actual snow situation in Innsbruck. In order to quantify the anticipated systematic and stochastic shift, we define the equivalent altitude H * of Innsbruck. H * is gained by projecting the relative snow duration n, measured in Innsbruck in each individual year, upon the state curve in Fig. 8 ; the emerging value of τ on the abscissa is then transformed into H * through the formula in Eq. 8, plus using the coordinates x and y of Innsbruck and the European temperature T of the individual year. The values of H * for individual years obtained in this manner are plotted in Fig. 16 . The mean equivalent altitude is higher than the true altitude h of the station. This implies that the mean snow situation of Innsbruck is somewhat underestimated by our Alpine fit: The true snow cover at this station is such as if the station would be located 128 m higher. This is equivalently visible in the mean observed versus modeled snow cover duration in 1961-2010 in Innsbruck: n = 0.42 versus N = 0.33.
This difference is in accord with the accuracy of the parameters that specify the state function N(τ ). 
Trend of snow lines
The climate epoch in 1961-2010 is characterized by climate warming which can also be found in the snow cover. The fact that the snowline climate of the Alps is externally controlled by the European temperature in our model allows to estimate trends of snow cover duration and of snowline altitude, provided that the time trend of the European temperature is specified externally.
We adopt here the trend dT/dθ = (0.30 ± 0.17)
• C/10a of the CRU temperature for 1961-2010. The previous estimate for the winters of the 40-year period 1961-2000 used in Hantel and Maurer (2011) had been dT/dθ = (0.44 ± 0.32)
• C/10a; note the instability of these figures against changing the database. With the present trend estimate, using formulae Eqs. 10 and 11, we find for winter the following equations:
The first figure is to be compared with the estimate n/ θ = −(0.033 ± 0.157)/10a in Fig. 7 ; both are statistically equal. The estimate for the trend of N applies at the altitude of the median snow line, i.e., it is the extreme trend of N in the entire field; above and below the median snow line, it decreases gradually to zero, with half-width D. Conversely, the trend of H as represented by the second figure of Eq. 14 is valid for all snow lines from 0 to 1. It is directed upward but numerically weak. Equivalent calculations can be made with dT/dθ = (0.34 ± 0.13)
• C/10a for summer (adopt s 0 and c in Table 3 ) with about the same result.
Both estimates in Eq. 14 point into the expected direction: The snowcover duration decreases and the snowline altitude increases under the influence of global warming. However, the estimates are insignificant because the external temperature trend is insignificant.
A further trend, indirectly made visible by the snow lines, is the trend of the relative area above the median snow line adopted in individual years. It can be deduced from Fig. 14 and shows an insignificant decrease of −7.0(±4.1) %/10a.
Another application of our model would be to forecast the likely snow duration of the next season. Applications of that kind are principally possible with the output of present numerical weather prediction models but at present have a limited value due to the comparatively poor performance of seasonal temperature forecasts T for Europe. By specifying the desired snow line (e.g., the median snow line n = 0.5) and inserting it, together with the seasonal forecast of T, into formula Eq. 8, we would get the sloping surface H (n, T, x, y) for the Alps in the season ahead.
Final remarks, conclusions, and outlook
The present study of the snowline climatology of the Alps has been based on the intuitive concept of the snow limit. This notion of snow research reaches far into meteorology (Steinacker (1983) ), hydrology (Bloeschl and Sivapalan (1995) ), climatology in general (Hann (1883); Hann (1908) ), mountain weather and climate (Barry (1992) Lemke et al. (2007) ; Clow (2010)), to name just a few fields. Here, we have been interested in the length of time in a given season during which the snow on the ground exceeds a certain threshold. We have considered only the state component in the snow budget (i.e., the depth of the existing snow cover); this includes the tacit assumption that the measured snow cover is always in equilibrium with environmental temperature. Neither the f lux component (i.e., the snow fall) nor the source component (the phase changes, i.e., the freezing/melting/evaporation processes at work in the snowpack) has been the subject of this study (for the terminology of state, flux, and source quantities in geophysical fluid budgets, see chapter 1 in the LandoltBörnstein volume on the climate at the earth's surface (see Hantel (2005) ). Thus, the present model is only applicable on time scales well above the daily scale.
We have introduced the notion of the snow line by connecting places at which the probability to encounter snow has a certain fixed value. The snow probability of a season can vary between 0 ("never snow") and 1 ("always snow"). This includes the snow limit as the special probability of 50 % for snow which constitutes the concept of the median snow line. Observational basis has been the daily snow depth data from the routine climate stations. Together with the mountain temperature, we have designed a model that compresses all quality-controlled seasonal snow probabilities (3,463 in winter, 447 in summer) into the state function N(τ ) that is specified through just five Alpine-wide parameters. This is an enormous data reduction. Yet our model allows to derive from N(τ ), through analytical means, various climatically relevant quantities. These include the temperature sensitivity of snow cover duration and snow line dynamics at all altitudes as well as the slope of the snow line surfaces in horizontal direction; further, they yield trend estimates.
Limitations of the present theory include the following: -Snow amount is not necessarily correlated with snow cover duration. So one should be cautious in using the present results as implications that concern snow amount or snow height. -The accumulation (snow fall) and ablation process (snow melt) is not explicitly included in the model.
What we imply is that the corresponding growing and decaying phases cancel each other in a more or less stochastic way. This is a first approximation at best. -The eventual Alpine-wide parameter vector Q = (s 0 , τ 0 , a, b, c) cannot possibly reproduce the snow duration characteristics at a local climate station. So one should be cautious in interpreting the present results locally. -The key hypothesis of this study has been that the most influential quantity that controls the snow duration is the seasonal mean of temperature, averaged over Europe. While this applies quite well for the dynamics of the median snow line, the limits of this hypothesis should be kept in mind. One should be particularly cautious in interpreting our results in altitudes far off the altitude of the median snow line.
The notion of the snow probability is yet applicable on the local scale in the field as well as on the regional scale. It can be extended to land surface observations from satellite, as evidenced by satellite pictures which show the daily snow limit as a sharp line. For example, the MODIS satellite maps, on a worldwide scale, map the snow limit with a ground resolution of 4 km (which can be downscaled to below 1-km resolution; see also NOAA/NESDIS/OSDPD/SSD (2004)). A recent application is the study of Kaur et al. (2010) in the Indian Himalayas. These authors use satellite measurements of monthly snow cover; the snow limit is specified as the location that separates snow-covered from snowfree areas.
This concept is also used by Parajka et al. (2010) who successfully try to estimate snow cover from MODIS satellite data during cloud cover. They introduce a regional snowline method to distinguish between land pixels and snow pixels and find, for example, the altitude of the snow line on 23 January 2003 at about 900 m (subjectively estimated from Fig. 3) ; this is 100 m above our 50-year winter average of the median snow line.
Satellite time series of the snow limit and of snow probability at the ground, up to now, are still too short for climate studies of several decades. It is for this reason that we have restricted the present 50-year study to station data input. However, remote observations from satellite have the potential to yield a completely uniform and homogeneous observational background. Thus, in the long run, snow and snowline quantities will presumably be studied on basis of remote satellite observations. Open Access This article is distributed under the terms of the Creative Commons Attribution License which permits any use, distribution, and reproduction in any medium, provided the original author(s) and the source are credited.
Appendix 1-Generalized linear model
The estimate of the parameter vector Q=(s 0 , τ 0 , a, b , c) for the state function N rests upon the selected data vector D i ={n i , T i , x i , y i , z i }. The fitting algorithm of our model uses the function as defined in Eq. 2. It constitutes a relationship between n and χ as defined in Eq. 5; χ is a linear transformation of the mountain temperature, Eq. 4. We repeat here the corresponding formulae for convenience: 
Our theory consists in modeling the predictand n with the multivariate predictor τ which again is calculated from the measured (T, x, y, z). The measured n can be used in two different modes:
Observed snow duration: n i ; transformed snow duration:
Both n i and η i represent the same observed snow duration, but both constitute different fitting modes: The nonlinear mode and the linear mode. Before discussing these, we consider the a priori error of n i . Since the snow duration is Bernoulli distributed, the variance of n i is
as noted in paper I; M is a normalization constant. The variance of the transformed snow duration η i is then
This relation follows from the slope of along with Eq. 17. The nonlinear fit (see Table 5 ) yields the parameter vector Q through minimizing the cost function based on the observed n i ; the linear fit yields the parameter vector Q through minimizing the cost function based on the transformed η i .
Both estimates Q and Q are principally different. Which one is better? In our previous work, we have used the standard estimate Q . In the present study, we have switched to Q. The linear fit has a considerably improved theoretical founding. Since the Gaussian error function belongs to the family of responses with exponential probability density functions, the concept of generalized linear models is applicable as described by Fahrmeir and Tutz (2001) . Fitting observations to functions of this type requires to rectify the originally measured data with the inverse of the pertinent model function (in our case, −1 ) and to fit the rectified data in the familiar framework of a linear (in our case multilinear) regression model. The ultimate reason for the superiority of the fit in the rectified mode is that the data distribution in this mode is normal while in the nonlinear mode it is not; thus, the maximum likelihood principle necessary for the eventual inference of the parameter vector applies only in the rectified mode.
The differences between Q and Q are yet below the significance level (compare fourth column of Table 1 with second column of Table 3 ). All evaluations reported in the present study have been done with the linear fit.
6 Q is then used for the plots of the state function N(τ ) for both seasons (Figs. 8 and 10 ). 
