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の高速化手法を提案する．既存のレイアウト手法である RCMと比較し，提案手法は PPRを約 2倍高速化することが
実験により確認された．
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PageRank (PPR) [17] を用いると頂点同士の関連度を得るこ
とができる．PPR は個人の嗜好に合わせた検索 [17]，商品の
















れ，xk+1 = Axk を xが収束するまで繰り返す反復法が解法と
して一般的に用いられる．実世界のグラフの隣接行列は疎行列





A[i; j]xk[j] for i 2 [0; n) (1)
ただし N(i) は頂点 ID が i である頂点と隣接する頂点の集合
である．N(i)は疎であるため，式 1において xk[j]に対するア
クセスは低い局所性を示す．例えば N(100) = f9; 833; 8534g




グラフ処理および SpMV の局所性を高める手法として Re-
verse Cuthill-McKee (RCM ) [14]などによるリオーダリングが
広く用いられている [9,12,16,18,28]．グラフにおけるリオーダ
リングとは，頂点 iに隣接する頂点が iと近い ID番号を持つ
ように頂点 IDを振り直す操作である．このような頂点 IDの
振り直しを行うことで，式 1における xk へのアクセスはより
高い局所性を示すようになる．例えば N(100) = f99; 101; 102g



































層においてクラスタのメンバが連続した ID を持つように ID
の再割り当てを行う．生徒の階層的クラスタの例でいえば，各
クラスの生徒が通し番号の IDを持ち，各学年や学校の単位で























2. 関 連 研 究
PPR は与えられたクエリに対して応答する分析手法である
ため，前処理を追加することで後続のクエリ処理を高速化する








































3. 事 前 準 備
本章では本論文の高速化対象である PPR，疎行列向けデー






析手法である．計算時の入力は有向グラフ G = (V;E) (V は
頂点の集合，E はエッジの集合)，テレポート係数 c，及びク
エリとしての嗜好ベクトル q (jqj = 1)であり，それらを基に
Personalized PageRank ベクトル (PPV ) s が出力される．s
は式 2を収束するまで繰り返し計算することで求められる．
sk+1 = (1  c)Wsk + cq (2)
ここでW はエッジ (i; j) 2 EについてW [i; j] = 1=d+(j)で定







AA = {0.1, 0.2, 1.0, 2.0, 2.1}
JA = { 1, 2, 0, 0, 1}
IA = { 0, 2, 3, 5}
図 1 CSR の例
実世界のグラフでは jEj  jVj2 であるためW は疎行列となる．
また cの値は一般的に 0.15が用いられる [17]ことから，本論
文でもそれに倣う．PPRでは式 2の SpMVであるWsk がボ
トルネックとなるため，本論文ではリオーダリングによる局所
性の向上によって高速化を目指す．
3.2 Compressed Sparse Row
疎行列をメモリ上で効率よく表現するために CSRが広く用
いられている．CSR は 3 つの配列 AA, JA, IA を用いて疎行
列を表現する．例として図 1に行列 Aを CSRで表した．配列
AAには行列 A中の非零要素が行メジャーで格納されている．
配列 JAの k番目の要素 JA[k]は AA[k]の値が何列目の値であ
るかを保持する（注1）．配列 IAは AA，JAの要素と行の対応を
保持する．i行目の非零要素はAA[IA[i] : : : IA[i+1] 1]に，非



























Q(u; v)が最も大きい隣接頂点を v と置く．Q(u; v)
は次のように定義される:
（注1）：ここでは C 言語等を想定し 0 列目から開始している (zero-based)．








ただし，wuv はエッジ (u; v)の重み，mは全エッジの重
みの和，du; dv はそれぞれ uと vの重み付き次数である．
（ 4）もし Q(u; v)が正なら，頂点 uを v へ集約する．集約
後の頂点 vは集約前に uと vが持っていた両方のエッジ
を併せ持ち，uと v から成る一つのクラスタを代表する
頂点となる．






















2 ; : : :  Vを最も浅い階層にあるクラスタとする．
ある階層 nのクラスタ C(n)i は階層 n+1の互いに交わらないク
ラスタの和集合として定義され，C(n)i = C
(n+1)





り当てる．つまり C(n)i に含まれる頂点の IDが連続値であり，
C(n+1)j1 , C
(n+1)
















旧ID 6 4 9 11 0 5 13 15 2 3 8 10 12 1 7 14
























と頂点 uとその隣接頂点 v の IDが接近することから，uと v
の新しい IDの差は 64ビットより小さい整数に格納できる可能
性が高まる．この性質を利用するため，64より小さいビット数
 を定め，隣接行列を遠距離 CSR と近距離 CSR の 2 つに分
割する．遠距離 CSRは通常の CSRと同じ構造を持ち，IDの
差が  ビットより大きい整数となるエッジの情報を保持する．
一方，近距離 CSRは IDの差を  ビットで表現可能なエッジ
の情報を保持するため，配列 JAに  ビットの整数を用いて隣
接頂点間の IDの差を格納する． は 64より小さいため，これ
により JAのサイズを削減できる．最も高い圧縮率を実現する
 はグラフデータとリオーダリングアルゴリズムによって変化






グラフ名 頂点数 エッジ数 説明
berkstan [3] 685,230 7,600,595 Web グラフ
uk-2002 [2] 18,520,486 298,113,762 Web グラフ
uk-2005 [2] 39,459,925 936,364,282 Web グラフ
webbase [2] 118,142,155 1,019,903,190 Web グラフ
ljournal [3] 4,847,571 68,993,773 ソーシャルネットワーク
orkut [3] 3,072,441 117,185,083 ソーシャルネットワーク
patents [3] 3,774,768 16,518,948 特許の引用ネットワーク





+ cq[i] for i 2 [0; jVj) (4)














な限り均一にする必要がある．そこで，スレッド 1; 2; : : : ; tに
割り当てる行の区間を [0; 1); [1; 2); : : : ; [t 1; t)と置き，
それぞれの i を次のように定める:8>><>>:
0 = 0





















において jsk+1   skj < 10 8 が成立したときとする．6.2節に
おけるキャッシュミス回数の計測にはPerformance Application
Programming Interface (PAPI) [8]を，メモリ帯域の計測には
インテル VTune Amplier XE 2013 [1]を使用した．
実験はソケットを 2 つ持つ non-uniform memory access
(NUMA) 環境において行った．NUMA 環境ではメモリが
表 2 実 験 環 境
CPU Intel Xeon E5-2697v2 12 コア 2 ソケット































図 3 Naive を 1 とした 24 スレッド時の PPR クエリ処理速度





ド 1に割り当てるため 12スレッドまでは NUMAの影響を受




手法の処理速度を評価するため 24 スレッド実行時の PPR

























































































































































表 3 評 価 結 果
(a) 24 並列時の PPR 処理時間 [秒] (b) 圧縮によるサイズ削減率 (括弧内は近距離エッジ率) (c) リオーダリング時間 [秒] (d) nQ
グラフ名 Naive RCM LLP Proposed RCM LLP Proposed RCM LLP Proposed Proposed
berkstan 0.36 0.13 0.15 0.07 36.2% (64.8%) 53.3% (89.6%) 58.2% (96.7%) 0.4 13.4 1.1 4
uk-2002 67.73 7.73 16.73 3.88 33.7% (56.0%) 48.8% (77.4%) 62.8% (97.2%) 18.1 1942.9 71.8 2
uk-2005 235.55 29.45 31.94 18.24 38.0% (58.4%) 57.3% (85.3%) 59.5% (88.3%) 52.2 6360.9 240.0 2
webbase 272.84 46.36 58.69 21.47 21.0% (46.4%) 50.5% (90.0%) 54.5% (96.0%) 109.3 9248.8 735.7 3
ljournal 9.21 3.61 4.22 2.94 5.4% (17.0%) 27.2% (48.2%) 32.5% (55.8%) 4.4 220.2 18.5 3
orkut 19.70 9.29 8.76 8.01 6.8% (11.0%) 20.1% (28.9%) 29.0% (40.9%) 7.1 729.9 26.9 3


























ている [4]．つまり 12スレッド時の Naiveと Prop-NC，及び























要である．そこでリオーダリング時間 (表 3 (c))と 1回の PPR
処理時間 (表 3 (a))を比較する．提案手法によるリオーダリン




nQtNQ > tR + nQtRQ
この不等式を満たす nQ を表 3 (d)に示した．nQ は最も小さい
場合で uk-2005と uk-2005において 2，最も大きい場合におい
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