Abstract-Multiprocessor SOC platforms have been adopted for a wide range of high-performance applications, like automotive and avionic systems. Task assignment and processing unit allocation are key steps in the design of predictable and efficient embedded systems. Given the execution modes of applications, we propose a methodology to compute a task to processing element mapping, such that the expected average power consumption is minimized. Changing usage scenarios are represented by varying execution probabilities of modes. Statically precomputed template mappings for each execution probability are stored on the system and applied at runtime, allowing the system to adapt to changing environmental conditions. The underlying model considers static (leakage) and dynamic power. This study shows that deriving approximative solutions with a constant worst-case approximation factor in polynomial time is not achievable unless = , even if a feasible task mapping is provided as an input. A polynomial-time heuristic algorithm is proposed that applies a multiple-step heuristic to derive template mappings. At runtime a manager monitors the system and chooses an appropriate precomputed template, hence low power-consumption is maintained over the systems lifetime. Experimental results reveal the effectiveness of the proposed algorithm by comparing the derived solutions to the optimal ones, obtained via an integer linear program (ILP).
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I. INTRODUCTION
M ULTIPROCESSOR SYSTEM-on-CHIPs (MPSoCs) typically are composed of multiple processors (processing units), memories, and a communication infrastructure. Heterogeneous MPSoCs contain different types of processing units. Therefore, system designers can take advantage of their properties when mapping tasks to specific processor types and optimize criteria such as computational performance, cost and energy consumption. A number of commercial multimedia platforms use MPSoCs to meet performance demands, e.g., NXP Nexperia and ST Nomadik [1] . Power management and energy awareness are important design issues for embedded systems as well as for server systems. Power consumption not only influences the battery lifetime of mobile devices or the cost of operating a server farm, but also influences the lifespan of systems, due to increased heat buildup. Power consumption is caused by a dynamic and a static part [2] , [3] . In nanometer manufacturing, leakage current significantly contributes to the static power consumption and cannot be neglected. Dynamic power consumption is related to a processing unit's utilization.
Power-aware and energy-efficient scheduling for multiprocessor systems has been explored widely in recent years in both academics and industry, especially for real-time systems, e.g., [3] - [5] , whereas [6] provides a comprehensive survey. However, only a few results have been developed for power-awareness or energy-efficiency in heterogeneous multiprocessor systems. For example, in [7] - [10] , heuristics and approximation algorithms to minimize the dynamic energy consumption are studied, considering dynamic voltage scaling (DVS) systems.
Unfortunately, in nanometer manufacturing, leakage current contributes significantly to the power consumption of a system e.g., [2] . Xu et al. [11] and Chen et al. [3] apply DVS techniques and turn off processors to reduce the energy consumption in homogeneous multiprocessor systems. Rusu et al. [10] develop heuristic power-aware strategies for server farms with heterogeneous servers.
Related approaches focus on a model where tasks have to be activated within a specified time span, i.e., with an activation pattern that is known in advance. In multimedia applications, such as mobile phones and Software-Defined-Radio (SDR) systems, it is uncommon to assume a fixed task set, since these applications: (a) are usually composed of multiple execution modes and (b) have heavily varying execution patterns over their lifespan. In this paper, we study how to map applications to processing units, where applications are defined as sets of tasks, and run in one out of a set of modes. Each mode is assigned an execution probability. Concrete activation and active times are not known a priori. Scenarios define the possible combinations of modes that execute concurrently. Consequently, a mode change of an application results in a transition to another scenario. As a result, sequences of scenario transitions can be identified and a particular scenario can be attained by a sequence of mode changes. This model is common in various application 1551 -3203/$26.00 © 2010 IEEE domains such as multimedia processing, media terminals, mobile phones, and software defined radio (SDR) [12] - [15] , just to name a few.
For example, a single SDR application consists of a set of tasks and several of these applications are typically executed concurrently. In addition, modes of a particular application cannot execute concurrently. A single SDR application often represents a signal or media processing algorithm which involves the parallel execution of tasks. Often, the corresponding execution times, power consumption, and rate characteristics have been specified or can be obtained very accurately. The underlying hardware platform is given as a library of available processing unit types. Deriving the actual hardware platform by instantiating processing units is part of the mapping problem.
Given a set of applications and the underlying heterogeneous MPSoC hardware platform as a library of available processing unit types, there is a large degree of freedom in mapping the individual tasks to the allocated processing elements. Adapting to varying resource requirements dynamically allows optimizing the average power consumption. The mapping of tasks to the computational resources admits a fine-grained power management by switching off processing units that are not used or slowing down processing units that are not fully utilized. The mapping process creates a feasible hardware platform from a library of processing unit types by instantiating processing units and determines a task assignment that satisfies the computational demands of the scenarios, while minimizing the static and dynamic power consumption.
In this paper, we consider two approaches to compute the task to processing element assignment. First, tasks are assigned to one particular processing element, independently from the actual Scenario. We denote this problem as the global static power-aware mapping problem. This approach requires little memory to store the mapping, but results in increased power consumption once the system diverges from the anticipated usage pattern, i.e., once the modes execution probabilities change. Second, depending on the current scenario, a new task is assigned to different processing elements. We denote this problem as the dynamic power-aware scenario-mapping problem. This approach requires memory to store different precomputed template mappings for each scenario, but allows to adapt the task allocation to different usage patterns, i.e., to store different mappings for different execution probabilities. We assume tasks to be resident, i.e., once a task is mapped onto a processing element, it cannot be remapped to any other processing element. As a result, a particular mapping for each sequence of scenario transitions needs to be computed, taking into account the possible future developments of the system.
The objective of both problems is to derive an optimal hardware platform and an optimal task mapping, such that the average power consumption is minimized, while satisfying the execution constraints of all possible scenario sequences.
The major contributions of this paper are the following.
• We show that there is no polynomial-time approximation algorithm with constant approximation factor unless .
• We propose a multiple-step approach to solve the global static power-aware mapping problem in polynomial time by: 1) computing an initial solution which assigns the tasks to their most effective processing unit types and 2) applying a greedy heuristic algorithm to remap tasks, thereby reducing the expected average power consumption.
• We propose a dynamic mapping process that is described by an offline and an online part. The offline part computes template mappings for each scenario sequence by applying the multistep approach developed for the global static power-aware mapping problem. In the online part, a manager observes mode changes and chooses an appropriate precomputed template.
• Adaptivity to changing execution probabilities is introduced. Templates for different execution probabilities are computed and stored on the system. • Experiments show the effectiveness of the proposed algorithm in terms of expected average power consumption and computation time. In distinction to previous work in [18] and [19] , where the same application model and hardware model is used, this work presents a number of essential extensions. The dynamic mapping approach in [19] considers a static mapping approach to be available. Only little detail is given, on how such an approach has to look like. In this paper, we present a static mapping approach, and detail the adoptions that are required such that it can be applied in the dynamic mapping approach. These changes include the adaption of the algorithm to support the application model with mode changes modeled as state machines and the consideration of tasks changing their probability of execution depending on the sequence of scenario transition under investigation. In addition, the runtime environment required to support a dynamic mapping approach is explained in detail and examples are demonstrated.
The rest of this paper is organized as follows: Section II gives an overview of related problems and approaches and Section III introduces the models and defines the studied problem. Section IV presents the proposed algorithms for the global static power-aware mapping problem, while Section V introduces the adapted algorithms to solve the dynamic power-aware scenario-mapping. Section VI provides experiments for performance evaluation using SDR applications and Section VII concludes this paper.
II. RELATED WORK
Work highly related to the probabilistic application model is done by Kim et al. [1] and Schmitz et al. [16] . Specifically, in [1] , a heuristic algorithm to reduce the dynamic energy consumption, which is related to the utilization, is proposed. This is done by adding processing elements up to an area constraint, thereby reducing the average utilization. Their application model considers probabilities of execution for modes. The power model presented in this paper considers static and dynamic power as part of the objective to be minimized. In contrast, [1] only considers dynamic power consumption in the objective and an area constraint that has to be satisfied. Schmitz et al. [16] consider probabilistic execution of multimode applications. They propose a genetic algorithm and four different mutation strategies to reduce the energy dissipation.
Xu et al. [11] and Chen et al. [3] explore how to execute tasks and turn off processors in homogeneous multiprocessor systems. These works focus on developing schedules for a fixed set of tasks, e.g., a single application with known activation and execution time or a set of periodically executing tasks, e.g., [17] .
There are several research results for energy-efficient and power-aware designs in heterogeneous multiprocessor systems with non-negligible leakage power consumption, see, e.g., [10] and [17] . In these approaches, static usage scenarios are assumed and probabilities of applications are not considered. As a result, all modes could run concurrently, which is not the case in our proposed system model. This not only results in an over-dimensioned MPSoC platform but also in a non-optimal task mapping which overestimates the average power consumption. It is implausible for the considered application domain, e.g., SDR systems, to assume that all applications are active all the time. Static mapping has been studied in [18] . In this paper, we combine and extend these results with a dynamic approach that has been studied in [19] .
Other dynamic mapping methodologies have been studied more recently. These studies basically split in two directions. Some tackle the problem by defining efficient heuristics to assign new arriving tasks onto processing units at runtime, e.g., [20] and [21] . Online heuristics cannot guarantee schedulability, e.g., Moreira et al. evaluate their approaches by computing the mapping success rate in [20] and [21] . Others analyze applications offline and compute schedules and allocations that are then stored on the system, e.g., [22] - [24] . In [22] , Benini et al. propose to compute system configurations and derive task allocations and schedules for each of them. At runtime, transitions between allocations are assigned a migration cost. This work assumes that tasks can be migrated from one processing unit to another, once the system configuration changes. The decision whether tasks are migrated or not depends on precomputed migration costs. We assume tasks to be resident, i.e., task migration is prohibited. This increases the complexity of the problem, since we have to consider possible future scenario transitions when we assign a task to a processing unit. Execution probabilities are neglected in [22] , which might lead to adverse system configurations. Migration costs might be low compared to the increased dynamic power dissipation that results from not reallocating tasks that execute very frequently.
III. SYSTEM MODEL
In this section, the hardware as well as the application models with the underlying assumptions and terminology is introduced.
The hardware model describes processing units selected from a set of processing unit types. Processing units are described by their computational resources and by their power consumption. The application model considers multiple concurrently executing applications, composed of tasks. Applications execute in one mode out of a set of modes. Therefore, for each application, one single mode is executing at a time. Table I gives an overview of regularly used variables. A formal problem statement and a complexity analysis of the optimal solution are given at the end of the section.
A. Hardware Model
The hardware platform is based on a set of available processing unit (PU) types. A PU type is characterized by its available computational resources per time unit , e.g., measured in terms of operations or execution cycles per time unit, and its static and dynamic power consumption: and , respectively. Consider a task with a computational demand of (measured in operations or executions per time unit) on a specific resource type with available computational resources . Over a time , the computational demand and available computational resources accumulate to and , respectively. Under the assumption that a task performs correctly as long as its computational demand is satisfied, the utilization of a resource instance by this task can be formulated as . Static power consumption describes the leakage power consumed by a processing unit type, independent of whether tasks are executed or not. Dynamic power consumption describes the additional power consumed by a processing unit type depending on its utilization.
As an example, suppose that a PU type has a utilization of , i.e., tasks are executing for an fraction of the time span . Then, is the average power consumption of the processing unit. The corresponding energy consumption for time units is . Given the available PU Types, a concrete hardware platform is constructed by instantiating processing units with unit types from . Any number of instances is allowed for each PU type. Constructing a feasible hardware platform is part of the mapping problem.
B. Application and Scenario Specification
An application is described as a set of nodes, each node representing a task. A task in the given task set is described by its computational resource demand per time unit on a By definition, the total resource demands of tasks mapped on a processing unit cannot exceed the available computational resources. As a result, the total utilization of tasks mapped on a processing unit is constrained not to exceed 100%. For each task , we assume that there is at least one PU type with utilization ; otherwise, there is no feasible solution for completing the task in time.
represents the set of concurrent applications executing on the hardware platform. An application is described by the given set of tasks .
is constituted by a set of modes. Each mode defines a use-case of an application, and, hence, has its own functionality. In other words, for an application , a mode defines the active tasks, see Fig. 1 for an example. Applications have sets of initial and final modes. Initial modes define the start of an application. In Fig. 2 , applications are composed of three modes. Modes and are the initial and modes and are the final modes of applications and , respectively. Tasks can be active in multiple modes of an application, see task in Application in Fig. 1 . Conclusively, only one mode of an application can be active at a time. As an example consider an application implementing a radio standard, such as Wireless Local Area Network (WLAN). The application might be described by modes such as synchronize or receive and there might be a functional dependency. Such an exclusion condition is common in SDR (Software Defined Radio) applications, where tasks such as Fast Fourier Transform (FFT) and decode [14], [25] are shared by multiple modes. This situation is depicted for sync/send and receive in Table II, is defined as a scenario in this paper. All possible scenarios can be derived by computing the cross product of the applications representative graphs, i.e., . Therefore, is the set of scenarios and a node in is a scenario. A directed edge in graph represents a possible transition from one scenario to another.
As an example, suppose that consists of two applications and represented by graphs and respectively. The resulting cross product is , as shown in Fig. 3 . The initial and final modes of applications define the initial and final modes of graph . The number of nodes in graph is . A path through the graph is a sequence of transitions, starting at node and leading to another node , following the edges in . Thus, a path describes a sequence of scenarios and the set of all feasible paths is denoted . This includes the assumption that mode changes are ordered, i.e., they do not happen at exactly the same time. As an example, consider the cross product in Fig. 3 and the mode transitions start 1 and start 2. Executing these transitions leads to node no matter in which order they are executed. However, their order of execution determines the path through the graph in Fig. 3 that has to be considered. Under the condition that paths are loop free, the number of paths is finite.
Modes of an application are denoted and each mode has an execution probability, such that the share of time a mode is active is denoted as . Modes of different applications are statistically independent, and therefore the probability of a scenario is derived as the product of its constituting modes (2) Conclusively, the execution probability for a task can be computed, where
C. Problem Definition
The problem explored in this paper is to find a mapping of tasks in onto a hardware platform which consists of processing units from a given set of PU types . The selection of used processing unit types and the corresponding number of processing units is part of the problem. As described above, applications are characterized by their probabilities of execution. Therefore, the objective is to minimize the average expected power consumption. Once the time span of the system execution is known, the expected average energy consumption can be computed.
Besides selecting the optimal number of processing units, the mapping needs to determine the binding of a task to an allocated processing unit of PU type . A task is mapped onto a PU while respecting the maximum utilization constraint for all possible scenarios.
We assume that the number of possible instances per PU type is limited to be no more than and for each task there is at least one PU type on which it can be executed, i.e.,
. Hence, there exists a feasible solution to the mapping problem and any feasible solution will at most use instances of PU type . Therefore, we consider . The binary variables indicate which processing unit task is mapped to. Let if task is assigned to PU and otherwise. Once we have , task consumes a portion of the dynamic power on PU . This portion is related to the tasks utilization and its probability of execution . Furthermore, indicates that task is present in scenario , and otherwise. The binary variable indicates which processing units are involved in which scenarios, i.e., whether they need to execute at least one task in a specific scenario. We define if there exists a task mapped onto PU (i.e., ) such that (i.e., it is present in scenario ) and otherwise. Once we have , static power is consumed on whenever scenario is executed, i.e., with probability . The total utilization of the tasks in Scenario mapped onto PU is constrained to be no more than 100% when , or 0% when . As a result, the expected average power consumption for a mapping described by and can be determined as in (4a), where the first and the second term represents the static and the dynamic power consumptions, respectively. The optimization problem can then be phrased by the following integer linear programming (ILP):
where (4b) guarantees that no scenario violates the utilization constraints, and (4c) specifies that a task is mapped on exactly one processing unit.
We denote this problem as the global static power-aware mapping problem.
This static mapping considers a set of applications with a probability distribution and computes the set of scenarios from that. All tasks that are active in these scenarios are considered for computing a static task to processing unit allocation. The probability of execution for tasks is considered to be known a priori, and taken into account for computing the task allocations. Diverging probability distributions in the actual system might result in significantly increased power dissipation. Since modes of an application can only execute in mutual exclusion, not all tasks of an application can be active at a time. Considering all tasks for the allocation process would limit the degree of freedom. Hence, the performance of the resulting mapping would degrade.
We propose a dynamic approach, which takes advantage of the applications structure. The Scenario sequences , derived in Section V-A, represent possible execution paths of a system. Instead of computing a global static mapping, we compute a static mapping for each feasible sequence of scenarios , using the algorithms developed for the global static power-aware mapping problem, called templates. Since a scenario sequence represents one possible execution path of a system, not all tasks and scenarios are included, hence, the problem size is reduced and the degree of freedom for the mapping algorithms increases. Since probability distributions of applications are typically neither known nor static, we compute different template mappings for a set of representative probability distributions. The mappings are stored in a table on the system, and a manager chooses the appropriate template at runtime. We denote this problem as the dynamic power-aware scenario-mapping problem.
A scenario sequence contains scenarios , which we denote and . Therefore, (4) has to be adapted to consider only tasks that are active in scenarios . That is, in (4a), (4b), and (4e) is replaced by and (4) is applied to each scenario sequence . As a result, the expected average power consumption for the dynamic poweraware scenario-mapping problem is stated as (5) For each sequence a template mapping is computed, and thus for each considered execution probability distribution there are template mappings. As an example, consider a radio application. Sometimes synchronization is performed very frequently due to bad signal reception. At times, data transmission is active more often. Thus, the modes probability distributions change and only a subset of tasks is active at a time. Static task allocation can only cover one of the previously shown use-cases and might result in increased power dissipation for the other. Deriving template mappings for all the scenario sequences and the different execution probabilities of modes allows maintaining low power consumption over a systems lifetime and varying usage patterns.
Note that dynamic power management (DPM) is not adopted in the studied problem since the necessary timing information of applications is not contained in the problem definition. Extensions to adopt dynamic voltage scaling (DVS) can be integrated into our approaches, but are omitted due to space limitation.
The problem of mapping tasks to a heterogeneous hardware platform is -hard in a strong sense, since a special case of the problem with one scenario and one processing unit type is the bin packing problem.
Corollary 1:
There does not exist any polynomial-time approximation algorithm with a constant approximation factor for the power-aware scenario-mapping problem, unless . According to the -completeness of the derivation of feasible solutions for the global static power-aware mapping problem when is less than , for the rest of this paper, we focus our study on the case that is not specified, i.e., . If is specified, our remapping algorithm in Section IV can be revised to try to fit the required demand, but there is no feasibility guarantee.
IV. GLOBAL STATIC POWER-AWARE MAPPING PROBLEM
As it is difficult to derive solutions with worst-case guarantees in polynomial time, this section presents an efficient multistep heuristics to derive approximative solutions for the global static power-aware mapping problem. We first derive initial solutions based on linear programming relaxation, and then perform task remapping to improve the solutions.
A. Initial Solutions
To derive a feasible initial solution, we can first relax the integral constraints in (4d) and (4e) so that and can be any fractional variable. That is, constraints (4d) and (4e) in (4) are replaced by (6a) (6b)
In contrast to (4), the new problem formulation is not upperbounded anymore, as can take any positive value. Therefore, constraint (4b) can be removed. Additionally, constraint (4c) can be replaced by . As a consequence of the unboundedness of tasks are assigned to PU types, rather than to instances thereof. Essentially, this means that portions of a task might be mapped onto different processing unit types, but these portions must sum up to 100%. Consequently, the term representing the static power consumption in the objective function is not constraint at all anymore and scenarios and their probabilities of execution are no longer an influential factor in the optimization process.
As a result, the optimal solution for the relaxed problem is equivalent to the following linear program:
where the variable indicates the portion of task that is assigned to execute on PU type . By applying the extreme point theory [26] , it is clear that there exists an optimal solution for (7) which maps every task to the PU type that has the minimum static and dynamic power consumption . Algorithm 1 presents the pseudocode of the procedures to derive an initial solution for the global static power-aware mapping problem. Steps 1 2 in Algorithm 1 derive an assignment of tasks to PU types, where Steps 3-17 allocate processing unit instances for tasks as described in the following. is created, and the task is mapped onto this new instance. This process is repeated for each task and each PU type until all tasks in are assigned to an instance of a processing unit. In case there are already multiple instances of a PU type available, tasks can be assigned to any concrete instance, as long as the utilization constraint is not violated.
Clearly, the derived solution is feasible for the global static power-aware mapping problem. There is at least one available processing unit type for each task , such that the tasks' utilization on processing unit type is less than 100%. Hence, there is a feasible solution with at most processing units. In Algorithm 1, Line 3 has to be executed at most times. Line 6 executes at most times and the search for an instance such that the utilization constraint is satisfied for all scenarios in Line 8 is in
. Therefore, the time complexity is .
B. Task Remapping
In (7), tasks are mapped to their most power efficient PU type. This may distribute the tasks over a large amount of PU types and instances thereof, which results in those PUs to be low utilized. According to our power model, a PU consumes static power, once it is switched on. Distributing tasks over a large amount of low utilized PUs leads to a high contribution of static power consumption to the expected average power consumption. Equation (7) disregards that fact, and thus might underestimate the objective.
We propose an approach to improve the solution iteratively by applying a multiple-step procedure. Given an initial solution, derived from Algorithm 1, we iteratively improve the solution by considering the remapping of tasks. Task remapping is done by considering sets of tasks that are assigned to a Scenario on a specific PU . Let be the set of tasks assigned on PU in Scenario . The remapping procedure attempts to remap all the tasks in to other PUs, in order to reduce the expected average power consumption. To reduce the time complexity for remapping, only PUs are considered as valid target units that already host all Scenarios to which the tasks in are assigned to. Tasks in can only be mapped onto PU if the following condition applies: The sets of tasks for Scenarios , where , are non-empty sets. Among all task sets we choose to remap the set of tasks first, that yields the highest reduction of expected average power consumption. This remapping step iterates until no further performance gain can be achieved.
The pseudocode for remapping is presented in Algorithm 2, where the detail of Step 3 will be presented in Algorithm 3 later. To reduce the time complexity for remapping, we only consider non-empty sets . In Algorithm 2, we use to denote the number of allocated units of PU type in the initial solution. We now present how to determine the highest expected average power reduction of task set , i.e., the implementation of Step 3 in Algorithm 2. Suppose that is the utilization of tasks in , i.e., . Furthermore, once tasks assigned to Scenario are mapped onto PU , we set as 1, while is 0, otherwise. A set of tasks can only be remapped to a processing unit if is 1. This allows satisfying the previously defined condition, that tasks can only be remapped if all the scenarios they are assigned to are hosted on the target processing unit.
The optimal solution for remapping task set can be formulated by the following integer linear programming:
Note that is not a variable in the programming shown in (8), but is derived from the initial mapping.
As the number of tasks in task set is significantly reduced compared to , it is possible to derive optimal solutions of (8) . However, the ILP in (8) has to be executed many times (in ) to determine which remapping is the best so far. Once the resulting task set is remapped, the ILP has to execute again, to find the next set of tasks for remapping. As a consequence, applying an ILP solver to exactly solve (8) with high complexity is impractical. This paper presents how to perform task remapping by applying a heuristic approach as shown in Algorithm 3. Algorithm 3 has as an input the set of tasks that shall be remapped. In Step 2, task with the lowest utilization is retrieved. Furthermore is defined to be the scenarios task is present in. The next steps perform the search for a processing unit , where the utilization of task is minimized and there exists an instance of PU type such that the utilization constraints for all Scenarios are satisfied. Furthermore, the target and the origin PU cannot be the same unit . If such a PU cannot be found (Step 5), remapping fails and the algorithm continues with the next task in the input task set. Otherwise (Step 7), the remapping is performed and task is removed from the set of tasks to be remapped. This process repeats, as long as there are task in the input task set. The ap-proach aims at reducing the number of low utilized PUs in order to reduce static power consumption. A set of tasks is remapped to another processing element, if the benefit of saving the current PU's static power consumption outweighs the penalty of increased dynamic power consumption on the target PU.
In Fig. 4 , the initial mapping of tasks to resource instances is shown on the left. Based on that, two examples for the remapping process are presented. Scenario , , , and are mapped onto resource instances , , and , as shown in Fig. 4 , and the remapping process starts with task in scenario on resource instance (e.g., Line 2 in Algorithm 3 returns ). This task belongs only to scenario , but since all tasks of a scenario are remapped, not just single tasks, the dependent scenarios for all the tasks in have to be considered as well. It turns out, that task belongs to scenarios and , and therefore, both scenarios are considered for the remapping process. As a result, the task set to be remapped for scenario is and the task set to be remapped for scenario is . In the next step, Step 4 in Algorithm 3, a resource instance that could host the task sets without violating its utilization constraints is found. Let this resource instance be in Fig. 4 , since does not host either nor and therefore could not host any tasks belonging to these scenarios. Scenario on resource instance hosts the task set , and after a successful mapping would also host the task set . Similarly, for scenario and task sets and . As a result, resource instance does not host scenarios and anymore. Therefore, this resource instance can be switched off for a time span, corresponding to the active time of scenarios and . Hence, static power consumption is reduced. The reduced power consumption and for scenarios and , respectively, is a result of reduced static power consumption on resource instance . In case there are multiple resource instances, where task sets and could be remapped to, the one resource instance that results in the minimum reduced expected average power consumption is chosen, see Line 9 in Algorithm 2. The second task set in Fig. 4 that should be remapped belong to scenario on resource instance . The only other resource instance where scenario is active, is resource instance . Additionally, there are no other scenarios involved, since no task in scenario on is active in any scenario other than . Similarly to the previous example, the tasks in scenario on are reassigned to resource instance . As a result, resource instance can be switched off for a time span that corresponds to the active time of scenario . The resulting task to processing unit allocation is presented in Fig. 4 on the right. In these two examples, we assume that the saving that results from switching off resource instances outweighs the penalty of increased dynamic power consumption that results from executing tasks on other resource instances. However, this is not a requirement of our approach, but a simplification in order not to overload the figures. Remapping of tasks is only performed once the reduced expected power consumption actually results in decreased power consumption; otherwise the tasks remain on their original resource instance.
In Algorithm 3, the number of tasks in at Line 1 is at most . In Line 4, for all task sets (at most ) and all scenarios (at most ), the processing element with the lowest utilization for task has to be found, such that the utilization constraint is satisfied. This search is in . As a result, the time complexity of Algorithm 3 is in . Algorithm 3 is used in Algorithm 2 as a subroutine. The loop in Line 1 is executed at most times, since for all possible task set the reduced expected average power consumption needs to be computed. While the loop in Line 2 is executed for at most times. Since this loop dominates the complexity of Algorithm 2, its time complexity is . Only one of the computed solution in Algorithm 2 is applied, namely, the one that yields the lowest expected average power consumption. In order to derive the next set of tasks and their respective remapping possibilities, Algorithm 2 has to be executed again. This procedure is repeated once for all scenarios and processing element instances, at most . As a result, the remapping process has a time complexity of .
V. DYNAMIC POWER-AWARE SCENARIO-MAPPING PROBLEM
This section describes our proposed dynamic approach. Based on the graph representing the scenarios and their valid transitions, the offline part computes the set of loop free paths through the graph, i.e., the scenario sequences . For each scenario sequence, a static mapping, using the algorithms presented to solve the global static power-aware mapping problem, is computed and stored on the system as template. The online part monitors the scenario transitions and, once a new scenario becomes active, chooses an appropriate mapping from the precomputed templates, see Fig. 5 . We show how to derive a finite set of paths through the graph representing the possible scenarios and how to adapt the global static mapping approach for dynamic behavior.
A. Scenario Sequence Generation
Consider the cross product in Fig. 3 as an example. We construct all possible paths from the initial to the final state. The initial and final modes of applications and in Fig. 2 are known, thus the initial and final states of graph are and , respectively. Considering loop free paths only, i.e., paths that traverse a state at most once, results in a finite set of paths.
Deriving the set of paths can be formulated by a recursive algorithm, as shown in Algorithm 4. Consider as the set of initial states and as the set of final states. The set of paths from all to all is the set of scenario sequences and is one unique sequence of scenarios. We apply Algorithm 4 to any combination of initial and final states in and , respectively. In our example in Fig. 3 
B. Deriving Templates and the Hardware Platform
The template mappings for our dynamic approach are computed by applying the global static mapping procedure to each scenario sequence . A scenario sequence describes the transitions from an initial scenario to another scenario , and denotes the set of scenarios that is traversed in this scenario sequence. Each scenario of that sequence activates and deactivates some tasks. This results in a set of tasks that has to be considered for allocation. The tasks in all belong to scenarios in the scenario sequence , but not all scenarios that activate a task are traversed by the sequence . The execution probability of task has to be recomputed, such that only those scenarios are considered that are actually traversed by (9) The mapping process is applied and a task allocation for each sequence is derived. The static mapping approach, as formulated in (4), is changed such that only those scenarios are considered, that are traversed in sequence . That is, the objective in (4a) is changed to (10) Note that only those scenarios are considered that are traversed by scenario sequence . Furthermore, the set of tasks considered for the mapping process is limited to those tasks activated by scenarios , i.e., task set . Based on this formulation, the algorithms presented in Section IV can be applied correspondingly. Optimally solving the dynamic power-aware scenario-mapping problem means applying the ILP solver, as described in (4), to each scenario sequence . Similarly, solving the problem with a heuristic means, applying the heuristic in Algorithms 1 and 2 to each scenario sequence.
The process of deriving all templates for all scenario sequences can be formulated as in Algorithm 5.
Algorithm 5: compute_templates

Input:
; Global: Output: templates for 1: for all combinations of and do 2: 3: 4: end for 5: for each do 6: initialize , 7: compute and for each task 8: 9: store mapping in , as template for 10: end for Once a scenario is attained, there exists a precomputed template mapping for each sequence of scenario transitions that might have been executed before. As an example, consider a system transitioning to scenario . This scenario was considered for template mappings in all the scenario sequences that traverse . Therefore, once a scenario is attained, the preceding sequence of scenario transitions is included in . The tasks activated in Scenario are mapped according to the template computed for scenario sequence . Once the system transitions to scenario , then the tasks activated in this scenario are mapped according to the template computed for scenario sequence . Note the scenario sequence and scenario sequence traverse the same scenarios up until scenario , i.e., scenario and . As a result, up until scenario these sequences represent the same set of scenario transitions. Hence, the tasks in scenario are mapped, such that a transition to all succeeding scenarios, including is feasible. See  Fig. 6 for an example. Consider the scenario attained by the scenario sequence . Once arriving in , there are two possibilities to continue. First, transition to , or second, transition to . The path transitioning to needs not to be considered for the scenario sequences , since this scenario was already traversed by the sequence of scenario transitions so far. Hence, the mapping of the tasks activated by is already known for this sequence. Green nodes represent system restart, red nodes represent cycles that can be skipped, and blue nodes represent accepting states.
At runtime, once a scenario is reached, there exists a mapping for the tasks that are activated by that scenario, for all scenario transitions that can lead to this scenario and for all mapping decisions that have been taken so far. Consider scenario in the product graph in Fig. 3 and the possible scenario sequences that could lead to this scenario, as shown in Fig. 6 (which represents a partial unfolding of the graph in Fig. 3 only, due to space limitations). Then, it can be seen that there are multiple scenario sequences that contain . Now consider a transition from scenario to and then to . At each transition to a scenario, a template mapping has to be chosen by the runtime environment, depending on the sequence of preceding scenario transitions. This template was computed offline, such that all tasks that are activated by succeeding scenarios can still be mapped, i.e., the subgraph for which the current scenario represents the root is considered in the mapping process. As a result, no matter which sequence of scenario transitions is executed in the system, there is a template mapping for scenario (S1, S2), but those templates take very different future developments into consideration. As an example, the mapping of tasks activated in scenario is different for scenario sequence and since in the latter, the number of possible future developments is significantly reduced compared to the first case.
1) Upper Bound on the Number of Scenario Sequences:
Consider the graphs and representing applications and , respectively. Furthermore, consider Graph , as the maximum number of outgoing transitions for each state in and as the length of the longest loop-free path to reach the final state. Then, the number of paths to get from an initial state to a final state can be bounded by (11) This number is exponential in the number of scenarios, i.e., the number of applications that execute concurrently. For our example in Fig. 3 , each state has two outgoing transitions, therefore, the number of paths is bounded by . The actual number of paths is significantly smaller, since in reality we are only considering loop-free paths, but not all paths of length are loop free. Conclusively, once a state is traversed that has already been seen on the current path, this path can be omitted.
Tighter bounds on the number of paths can be derived by considering the subtrees that are omitted due to cycles and the structure of our proposed application model. However, deriving this tighter bound is out of scope.
In Fig. 6 , we show the unfolding of graph representing the cross product of the example in Fig. 3 . Due to space constraints, we only show the expansion into one subtree. It can be seen that there is a finite number of loop free paths from the initial state to the final state. Green nodes in the graph represent the initial state and once the system transitions to that, it is restarted. Red nodes represents a transition to a scenario that has already been traversed, therefore a loop is detected. Blue nodes represent the accepting state.
2) Deriving a Hardware Platform: Each sequence results in a distinct mapping and therefore a distinct PU allocation. The resulting hardware platform is made up of processing unit types and their corresponding number of instances . Assuming the maximum number of instances from all computed mappings results in a single hardware platform that guarantees feasibility for any scenario sequence .
C. Online Mapping
Templates are stored on the system and a manager observes scenario transitions. Based on this observation a precomputed template is chosen.
There is one mapping for each scenario sequence and the number of such sequences is bound by (11) . However, in our example in Fig. 3 , the number of templates is 12, representing a much lower number than suggested by (11) for and . Storing template mappings for two applications, constituted by a total of 34 tasks and an assumed hardware platform of 20 processing units, requires 1 kb of memory, or 12 times the amount required by a global static mapping.
Consider a scenario sequence and a resulting template mapping . This template mapping assigns the tasks that are active in the scenarios that constitute to processing elements, such that task is mapped onto processing element , if and otherwise. Furthermore, consider an associative array to store mappings, such that and . Furthermore, consider the observer to know the current system state , i.e., the current scenario and the sequence of scenario transitions so far. Then, at a transition from a scenario to another scenario , the online manager updates the current system state, such that . In case , i.e., the system transitions to an initial scenario, system state is reset to . Matching the current system state with the index of the associative array allows retrieving the template that was TABLE III  SIMULATION SETUP FOR WLAN, DVB-H, AND UWB APPLICATIONS   TABLE IV  PARAMETERS FOR GENERATING THE PROCESSING UNIT TYPES precomputed for the current scenario sequence. The system state as well as every scenario sequence start with a scenario . As a result, any of the matching scenario sequences can be used to retrieve the tasks' mapping by reading their respective . Conclusively, the runtime environment needs to be aware of the current system state. Then, template mappings can be retrieved in constant time.
D. Templates for Different Probability Distributions
For different execution probability distributions optimal template mappings are generated according to the proposed methodology and stored on the system. In addition to monitoring the sequence of scenarios, the online manager also needs to store the execution frequency of each individual scenario, e.g., by incrementing a counter each time a particular scenario is activated. Based on this information, the online manager can then choose the best fitting template. The global static power-aware mapping problem does not allow providing additional mappings and therefore can only guarantee efficient execution for a single probability distribution.
VI. PERFORMANCE EVALUATION
This section provides the simulation results by means of realistic SDR (software defined radio) applications. Specifically, Wireless Local Area Network (WLAN), as described in [14] , Digital Video Broadcast-Handhelds (DVB-H), as described in [25] , and Ultra Wideband (UWB), as described in [15] , are adopted in the simulations.
A. Simulation Setup
The simulation setup is characterized in Table III . For each application, a set of tasks is extracted and the required computational resource demand of task on processing unit type is generated, see Table IV . We simulate systems with two applications (either WLAN and DVB-H or WLAN and UWB), and three modes in each application (init, send/sync and receive). Each application is composed by three modes, see Fig. 2 , and parameters are generated as random variables.
Experiments are executed for different PU type library sizes, reaching from 2 available types to 30. The modes execution probabilities have been varied and experiments were executed for six different execution distributions. For each distinct library size, we created 1000 system instances. As a result, 6000 realizations per PU type library size were computed. Each instance uses a different set of application parameters and a different library of PU types to construct the hardware platform.
B. Global Static Power-Aware Mapping
The initial mapping, see Algorithm 1, denoted as "INIT," the heuristic mapping process, see Algorithm 2, and the optimal solution, see (4), denoted as "OPTIMAL" are evaluated. The heuristic mapping performance is evaluated as an average, maximum and minimum case. The average case (denoted "HEURISTIC-average") is the average performance computed from all realizations simulated for a specific PU types library size. The maximum (denoted "HEURISTIC-maximal") characterizes the worst performance for a specific PU types library size and the minimum (denoted "HEURISTIC-minimum") characterizes the best performance from all realizations for a given library size.
For each simulation, the time consumed to compute the results is evaluated. For the optimal case, we terminate the ILP after a reasonable amount of time and do not consider those experiments for our results. Fig. 7 represents the simulation results for systems with WLAN and UWB applications. With increasing PU types library size the performance of the initial mapping is deteriorating. The heuristic performance stays below a factor of 4 even for the maximal case and a large number of PU types. The average heuristics' performance is below 2 for PU type library size smaller than 15 PU types and below 3 for libraries of less than 30 PU types. The performance degradation is very slow, compared to the initial mapping. This shows the effectiveness of the proposed multistep heuristic. The initial mapping degrades very fast, due to the fact that tasks are mapped onto processing unit types, that result in minimized dynamic power consumption for that task. As a result, a large number of processing unit instances is created, each hosting only a small number of tasks, i.e., the processing units utilization is small. Conclusively, the overall power consumption increases, due to many low utilized processing unit instances, each consuming static power. Fig. 8 represents the timing evaluation of the remapping process for systems with WLAN and UWB applications. Already at two available PU types the heuristic mapping process is faster than the optimal. At a library size of 5 PU types, the heuristic process is already one magnitude and at a library size of 10 PU types 2 magnitudes faster than the optimal algorithm. It can be noted that at a library size of about 25, the time to compute the heuristic remapping process stays constant and the gap between minimal and maximal time elapsed to compute the results for the heuristic approach diminishes. Increasing the absolute number of tasks makes the problem harder, and thus the performance for systems with WLAN and DVB-H is slightly worse. Fig. 9 shows the simulation results for systems with WLAN and DVB applications. Here, we show results for two different probability distributions. The performance of the initial mapping deteriorates quickly. The heuristic approach still achieves a power performance which is less than 3.5 times worse than the optimal solution. For Distribution B, the approximation factor stays below 2.5. Again, the effectiveness of the multistep heuristics is apparent, despite the fact that no polynomial-time approximation algorithm with a constant approximation factor exists. Fig. 10 represents the timing evaluation for systems with WLAN and DVB-H applications. The increasing number of tasks, compared to the system with WLAN and UWB presented in Fig. 8 , results in a slightly increased computation time for the heuristic and the optimal approach. As in the previous example, the heuristic approach outperforms the optimal mapping by 2 magnitudes in terms of time consumption. The second axis in Fig. 10 corresponds to the number of resource instances that were used in the resulting hardware platform. We denote the number of resource instances that result from the heuristic approach as "Number of PUs-Heuristic," while the number of resource instances that result from the optimal approach is denoted "Number of PUs-optimal." While for the heuristic approach the number of resource instances rises with an increasing number of available PU Types, the optimal approach uses a constant amount of resource instances. The heuristic approach suffers from this effect, since an increased number of resource instances results in increased static power consumption.
The optimal approach uses an ILP solver to compute the task allocations. The solver is stopped after 20 min, in order to limit the total amount of time required to perform the experiments. If the computation of the optimal result is terminated prematurely, the result is not included in our experiments. Prematurely terminated computations account for up to 6% for systems with WLAN and DVB-H applications. For PU library sizes below 10 this share is reduced to 1% and for libraries with less than five available PU types no computation had to be terminated. For systems with WLAN and UWB this performance is enhanced, as the number of tasks is reduced. Prematurely terminated computations for those simulations account for up to 3% and fall below 1% for libraries with less than ten available PU types.
As shown in the simulation results, the proposed algorithm can derive feasible solutions, and the resulting expected average power consumption of a solution is between 1.1 and 3.5 times of the optimal solution in average cases. The solution stays below twice of the optimal solution for libraries with less than ten PU types. In terms of computation time a speed up of 2 magnitudes is achieved in comparison to the optimal solution for large PU type libraries. Even though we have proved the non-approximability in polynomial-time, the derived solutions are quite promising.
C. Dynamic Power-Aware Scenario-Mapping
In this section, we show how the dynamic power-aware scenario-mapping compares to the previously analyzed global static mapping approach. We reuse the previously computed instances of the problem (1000 instances for six different probability distributions), and compute a template mapping for each sequence , resulting in a corresponding average expected power consumption. For our particular experimental applications, there are 12 scenario sequences. The overall power dissipation can be computed by the sum of the sequences' power dissipation and their respective probability. Providing templates for different probability distribution increases the computation time and the memory requirement linearly with the number of considered distributions.
In Fig. 11 , we compare the average expected power consumption of the dynamic power-aware scenario mapping approach to the global static mapping approach, assuming a WLAN and an UWB application execute concurrently. We report the average expected power consumption, where "global static optimal" represents the expected average power consumption of the global static mapping, solved using (4). Similarly, "global static heuristic" represents the expected average power consumption of the global static mapping, solved using the proposed heuristic, while "dynamic optimal (ILP)" and "dynamic heuristic" represent the results for the optimal approach and heuristic approach applied to each scenario sequence, respectively.
In Fig. 11 , the dynamic optimal approach performs best. The dynamic optimal approach results in a decreased average expected power consumption of about 35% (34% and 36% in Fig. 11 ) compared to the global static optimal approach. The dynamic heuristic approach results in an up to 19% increased average expected power consumption in comparison to the global static optimal approach for large problem instances of more than 13 available PU Types. For smaller problem instances, the dynamic heuristic approach can reduce the average expected power consumption up to 30% compared to the global static optimal approach. Finally, both the dynamic optimal and the dynamic heuristic approach clearly outperform the global static heuristic approach.
In Fig. 12 , we compare the performance of the global static mapping approaches to the performance of the dynamic approaches, assuming a WLAN and a DVB-H application execute concurrently. The baseline represents the results of the dynamic power-aware scenario-mapping problem, solved using the optimal approach, i.e., applying (4) to each scenario sequence and is denoted "Dynamic Optimal (ILP reference)." The global static mapping, solved using (4), is denoted as "Global Static Optimal (ILP)," and results in an average expected power consumption that is almost twice the baseline. The heuristic approaches, denoted "Dynamic Heuristic" and "Global Static Heuristic" for the dynamic scenario-mapping and the global static mapping approach, respectively, show a similar relationship. Until a PU Library size of 13, the dynamic heuristic approach outperforms the global static optimal approach. Finally, the expected average power consumption of the initial mapping for the dynamic approach is reported, denoted as "Dynamic Initial."
In Fig. 13 , the baseline represents the results of the global static optimal approach for a single probability distribution. Despite the results in Fig. 12 , the dynamic heuristic approach can only outperform the global static optimal approach for small problem instances. However, the dynamic optimal approach shows to be as efficient as for the problem instance in Fig. 12 , with an improvement in terms of power consumption close to 45%.
Large problem instances cannot be computed using the optimal, ILP-based, approaches since they fail to compute results in time. Corresponding evaluations are shown in the previous set of experiments for the global static mapping approach. Therefore, heuristics have to be used to compute a mapping and hardware architecture. However, for larger problem instances, heuristic approaches can be used to derive results, and the dynamic heuristic approach performs significantly better than the global static heuristic approach, see Fig. 12 .
Fig. 14 presents the time required to compute the templates for the dynamic power-aware scenario mapping problem, using the heuristic and the optimal approaches. We compare to their corresponding approaches for the global static mapping problem. Instead of a single global mapping, we have to compute 12 templates. Therefore the required computation time increases compared to the global static mapping approach. However, there are 12 templates to compute but the required computation time is only ninefold, while the absolute amount of time to compute the templates using the heuristic stays well below 1 second even for large processing unit libraries. In addition, in Fig. 14 , we report the number of processing unit instances in the resulting hardware platform. Similarly to Fig. 10 , once the heuristic approach is applied, the number of processing unit instances rises with the amount of available processing unit types.
Conclusively, computing a template mapping for a single scenario sequence is less challenging than computing a global static mapping. In the experiments for the global static mapping approach, it is shown that the optimal global static mapping fails to deliver results in up to 6% due to complexity reasons. The dynamic approach is able to compute optimal templates for all instances and all PU type library sizes in the experiments.
VII. CONCLUSION
This paper explores the power-aware scenario-mapping problem to design embedded systems with applications specified by their execution probabilities. Multiple concurrently executing multimode applications result in a set of scenarios and each scenario can be attained by sequences of mode changes. We show that there is no polynomial-time approximation algorithm with a constant approximation factor and provide a polynomial-time heuristic algorithm. The initial solution is based on the relaxation of the integer linear programming of the studied problem, while the multiple-step remapping procedure is developed to improve the quality of the derived solution. A dynamic mapping strategy is proposed, where static mappings for scenario sequences are computed and stored as templates on the system. A manager observes mode changes at runtime and chooses an appropriate precomputed template to assign newly arriving tasks to processing units. The dynamic template based mapping can achieve a reduction on average expected power consumption of 40%-45%, while keeping the introduced overhead to store the template mappings as low as 1 kb. Template mappings for different usage patterns introduce adaptivity to the system and allow maintaining low-power consumption over the systems life time.
