In this paper, we study time reversal in the reflection of an acoustic wave in a one-dimensional random medium with an embedded reflector. The main result is that time reversal allows us to find the location of a reflector even in the absence of a coherent reflection. We carry out the analysis in the asymptotic regime of separation of scales, where the probing pulse is large compared to the medium inhomogeneities but small relative to the depth of the reflector. In the limit, the quantity of interest, namely the density of the time reversal refocusing kernel, is given as a solution to a deterministic system of transport equations, which is solved by using Monte Carlo simulations.
Introduction
Detection and imaging of an object embedded into a random medium is a long standing, important and complicated problem. Its relevance to various fields ranging from seismic to radar and medical applications is hard to overemphasize. The experiment is typically designed as follows. An acoustic pulse is sent into the medium and the reflections generated by the inhomogeneities of the latter as well as by the object are recorded. The recorded signal is then analysed with the purpose of identifying a foreign inclusion whose acoustic properties are clearly distinct from those of the background.
A distinctive feature of all imaging methods proposed to date has been the availability of a direct reflection from the object of interest. (See [1] for the case of imaging in clutter and [2] for the case of imaging in a finely layered medium.) A coherent reflection is physically produced by a large contrast in the acoustic impedance between the object and its background. While such a contrast alone does not guarantee a quality image, it helps us significantly to
• solve the detection problem, i.e. establish the presence of an object;
• time the reflections and thus approximate the distance from the object to the receiver. The imaging method proposed in this paper relies on acoustic time reversal. Time reversal of an acoustic wave has been observed, studied and used in various contexts including imaging [3] . A time reversal mirror is a device capable of recording a signal, reversing it in time and sending the resulting signal back into the medium. A celebrated result of the time reversal experiment is the refocusing of the scattered signal. Even more surprisingly, in certain regimes, the shape of the refocused signal depends only on statistics of the medium but not on its particular realization. By comparing the initial pulse with its refocused version, one can then study the part of the medium travelled by the pulse.
In this paper, we consider a situation where an object embedded into a one-dimensional random medium has the same or a similar impedance as the rest of the medium. We show that while a travelling wave produces no coherent reflection when meeting the object, and consequently all the recorded signal is completely noise-like, we can detect its presence and identify its location by relying solely on incoherent reflections. By time reversing those reflections and back-propagating them into the medium, we ensure that the second reflected signal contains a deterministic (coherent) component. This component may be written as a convolution of the initial pulse with a kernel. This so-called refocusing kernel depends only on the macroscopic properties of the part of the medium that generated the incoherent reflections. By varying the size of the recording time window, we create a sequence of refocusing kernels affected by various depths in the medium.
A sudden change in the background physical parameters or in the statistics of the superimposed noise results in a jump in the density of the kernel. The time of the jump indicates the location of the reflector, while its amplitude may be used to extract the reflector's physical parameters.
In section 2, we start by looking at the detection problem in a constant medium having in mind to set up the context for the problem. In section 3, we introduce the relevant machinery, such as the propagator and the reflection coefficient, and recap the case of a coherent reflection in a random medium. Section 4 is devoted to a description of time reversal which is the basis for the main results that follow. Section 5 describes the time reversal based detection procedure for a weak reflector when no coherent arrival is available. Finally, section 6 extends that method to the case of a jump in medium statistics.
Reflector in a homogeneous medium
In order to introduce notations, we briefly review in this section the mathematical setup of an acoustic pulse scattered by an interface between two homogeneous media. We consider a one-dimensional medium characterized by its density ρ and bulk modulus K, as follows:
where ρ j , K j , j = 1, 2, are positive constants ( figure 1 ).
An acoustic wave that propagates through this medium is then governed by the equations:
supplemented by appropriate boundary conditions at z = 0 and z = −L to be specified later. We look for a solution {p = p(t, z), u = u(t, z)} that is continuous everywhere on [−L, 0] and continuously differentiable on [−L, 0]\{−L 1 }. The medium acoustic impedance I and the wave speed of propagation c are defined by
and we denote
The wave is decomposed into its left-and right-going components, A and B respectively, defined by
so that
Assume that a pulse f (t) is sent into the medium at z = 0 and no energy comes into the slab from the left, i.e. at z = −L. These assumptions result in the following boundary conditions:
and the problem (2) is now well posed. Observe that these boundary conditions are equivalent to having an infinite medium on the left matching medium 1 at −L and an infinite medium on the right matching medium 2 at the surface, z = 0. In other words, the depth L does not play a particular role in the problem. Our quantity of interest is the reflected wave A(t, 0). At the interface z = −L 1 we have
and
The continuity of u and p at the interface z = −L 1 gives, after a classical computation, that
where Figure 2 . A random medium with an interface inside is probed with a pulse.
Consequently, for z > −L 1 we have
Therefore, our quantity of interest, the reflected wave at the surface z = 0 is given by
Thus if there is a contrast of impedances (I 1 = I 2 ⇒ R 21 = 0), sending a wave into a piecewise constant medium results in its part coming back after twice the time it takes to reach the interface. In the case of matched impedances (I 1 = I 2 ⇒ R 21 = 0), the entire wave passes the interface (with a change in velocity), and no reflection is generated. It is clear that the latter situation makes detection of the interface impossible, since no information is available at the surface (z = 0) for analysis.
With a random medium, reflections are generated not only by the interface between the media, but also by the inhomogeneities of the medium. The main goal of this paper is to show that incoherent reflections due to the inhomogeneities in the medium provide us with information that can be used to detect the presence of an interface.
Reflectors in a random medium
As in the previous section, we will consider a medium with a piecewise constant background, but this time the bulk modulus is randomly fluctuating around its constant local background level (figure 2). For simplicity of presentation, we will assume that the density remains piecewise constant without any fluctuations:
where the background density,ρ(z), and homogenized bulk modulus,K(z), are as in the previous section:
The process ν is assumed to be centred, stationary, and having strong mixing properties given later. In addition, we consider the regime of separation of scales introduced in [4] . The correlation length of the inhomogeneities is represented by ε 2 , where ε 1. We further assume that a pulse f ε (t) ≡ f t ε impinges on the medium at z = 0 which gives rise to an acoustic wave propagating according to (2) .
The parameter ε is dimensionless and serves to separate scales in the problem. The correlation length ε 2 (size of a typical inhomogeneity) of the medium is much smaller than the typical wavelength ε of the pulse, which in turn is much smaller than the distance of propagation L 1 to the interface.
Propagator and the reflected wave
We first introduce the propagator in the case of a constant background medium corresponding toρ 1 =ρ 2 ≡ρ andK 1 =K 2 ≡K. We decompose the wave into left-and right-going parts and look at the frequency modes,â ε (ω, z) andb ε (ω, z), along the characteristics of the homogenized system. These modes satisfy the following ordinary differential equation:
with
With the boundary conditionŝ
corresponding to a pulse coming from the right and a radiation condition on the left, the problem is well posed. Heref (ω) is the usual unscaled Fourier transform of f (t).
In order to solve the two-point boundary value problem defined above, it is convenient to turn it into an initial value problem by introducing a propagator [4] ,
The propagator is a 2 × 2 matrix, which is the solution to the following initial value problem:
One can check that
with |α| 2 − |β| 2 = 1, since the trace of the matrix Q ε is zero.
The reflection coefficient The quantity of interest is the reflected wave A(t, 0), which admits the following representation:
Strong reflector
We show first that if there is a contrast of average impedances (
then once the wave hits the interface, a coherent reflection is generated. It will then propagate back to the surface and be recorded there after twice the travel time to the interface. The coefficients of the medium are given by (13) and (14). The propagator P ε (ω, −L, 0) can then be split into a product of three propagators that correspond to medium 1, the interface, and medium 2. More precisely,
where
Here the interface propagator is given by
Note that ifĪ 1 =Ī 2 , the interface propagator becomes diagonal. The propagators P ε 1 and P ε 2 satisfy the following equations:
The propagators defined above admit the representations:
. It then follows from equation (26) that we can define the transmission, T ε (ω, −L, 0), and reflection, R ε (ω, −L, 0), coefficients over the entire space −L z 0, which will satisfy the following equation:
Solving for R ε (ω, −L, 0), we get
Introducing the notations
we obtain
In order to study the reflected wave
we use the approach taken in [5] . The moments of A(t, 0) involve moments of the form
for n distinct frequencies ω 1 , . . . , ω n . These moments involve sums of expectations of products of reflections and transmission coefficients. These expectations can be factorized because the coefficients associated with medium 1 are asymptotically independent from the coefficients associated with medium 2. An application of Itô's formula establishes that an expectation involving a product of reflection and transmission coefficients vanishes as ε → 0 as soon as the product contains reflection coefficients. Only one term of the expansion of R ε does not involve a reflection coefficient, and it is given by −
, coming from the D 2 R I term with k = 0 in the series. As a result the problem is reduced to the identification of the limits of the moments
for n distinct frequencies (ω j ) 1 j n . This study follows the same lines as the one performed in [5] . We get that the phase compensated moments
converge to limits given by
HereT (ω) is a random variable given bỹ
where the coefficient γ is the positive integrated autocorrelation
and W (z) is a standard Brownian motion. Substituting into the integral representation (44) of the reflected wave, this shows that the following coherent reflected pulse can be observed around the time t 0 = 2L 1 /c 2 :
At any other observation times t 0 = 2L 1 /c 2 the reflected wave vanishes in the limit ε → 0 because of the remaining rapid phase in the integral representation. In particular this implies that, even with random inhomogeneities in the medium, the arrival time of the coherent reflection can be used to identify the depth of the jump in the background parameters with a precision of order ε due to the random time shift. The limiting coherent reflected front can be written as
where D z and z are defined as
and N D is the centred Gaussian distribution with variance D 2 . The reflection coefficient
corresponds to that introduced in (10). It is the reflection coefficient corresponding to the case where the interface separates two homogeneous media with the impedancesĪ 2 andĪ 1 . The reflected pulse front has a deterministic shape imposed by the convolution with the Gaussian kernel N D 2L 1 , and it is random only through the random time shift 2 L 1 . The result that we obtain in the random case is not surprising once the behaviour of a transmitted pulse front is understood. Indeed the reflected front does a round trip in the random medium to go from the surface z = 0 to the interface z = −L 1 and come back. The deterministic spreading thus corresponds to a travel distance of 2L 1 , and the random time shift is simply twice the one-way shift because the wave travels in the same medium.
In the case of no contrast of average impedances (R 21 = 0), this analysis shows that there is no coherent front reflected to the surface z = 0. However, we will show that the incoherent reflected wave due to scattering by the inhomogeneities contains information about the change in the medium, in this case, a jump in the average sound speed without a contrast of impedance. In order to extract this information, we use a time reversal technique.
Time reversal in reflection for a constant background
In this section we briefly present the time reversal analysis for the one-dimensional medium with a constant background [6] . As before, we consider a pulse of the form f impinging upon a slab [−L, 0] at z = 0. As the wave propagates through the random medium, it get scattered by inhomogeneities. The reflected wave, A(t, 0), admits the representation:
. A piece of the reflected wave is then recorded at the surface to yield
where G(t) is a cut-off function, e.g.
The recorded signal is reversed in time to form a new pulse
which is then sent back into the medium. Its propagation through the slab gives rise to a new reflected wave at the surface, A new (t, 0). We observe these reflections around time t obs on the scale ε, i.e. we introduce the quantity
A change of variables
Note that if t obs = t 1 the integral vanishes as ε → 0 because of the highly oscillating exponent inside. If, on the other hand, t obs = t 1 , we observe a refocused pulse
It follows from (60) that S ε (t 1 +εσ ) is characterized by the behaviour of the cross moments of R ε (ω, −L, 0) at close frequencies ω ± εh 2 .
Moments of the reflected coefficient
We follow the analysis of [4] . Define U 
where 1 0 (p) = 1, when p = 0 and 0 otherwise. We now remove the fast phase by introducing the following shifted Fourier transform with respect to the variable h.
Then a direct computation reveals that
Here δ 0 (τ ) is the 'continuous' delta function. We now look at the limiting behaviour of V 
where γ is as in the previous section. We now proceed with computing the moments. , z) ]. This family satisfies a closed system of transport equations with the zero initial condition: (ω, τ, z) ]. It also satisfies a closed system of transport equations:
I. Consider a family of momentsW
In particular the second moment of the reflection coefficient has the following limit as ε → 0:
Probabilistic representation of W p
The solution to the infinite-dimensional system of transport equations may be given a neat probabilistic interpretation. The latter gives rise to an efficient Monte Carlo type numerical scheme in general, and even yields an explicit formula for some particular cases. When no exact formulae are available, as is the case in the next section, a trajectory analysis stemming from this representation enables us to extract features of the solution that are crucial for solving the posed detection problem. We begin by introducing a Markovian jump process (N z ) z −L constructed as follows. The jump times are distributed exponentially with the intensity
2 , where p ∈ N * is the current state of the process. In particular, p = 0 is an absorbing state. At a jump time, the process then changes its state to P ± 1 with probability 1 2 .
Construct another process, (
The pair (N z , T z ) is then a Markov process by itself. Its infinitesimal generator is given by
The Feynman-Kac formula [7] then gives that the solution to (66) can be written as
Integrating with respect to τ and setting z = 0, we have
A couple of observations about W p are in order in light of its probabilistic representation. By construction of (N z ), W p (ω, τ, z) = 0 when τ < 0. Also any realization of (N z ) that contributes to the right-hand side of (71) satisfies . Recall that L was introduced as an artificial non-physical parameter in order to help set up the problem mathematically. As τ is related in practice to the time of recording, it remains finite. Thus for any practical τ , the formula (71) holds true if L is chosen a priori large enough. We show now that by taking L → ∞ (half-space approximation), we may write an explicit formula for W p (ω, τ, 0). The formula remains true for a finite medium so long as τ is appropriately bounded.
We first use the homogeneity of (N z ) to shift it in z, that defines
Upon continuing trajectories of (Ñ z ) to z > L, we note that this process is recurrent. In particular, it will reach the absorbing state 0 at a large enough (although random) z, and hence the following random variable is well defined:
By taking L → ∞ we then obtain
where f µ p (z) stands for the probability density function of µ p . An application of FeynmanKac formula similar to the case of W p reveals that the collection of functions {f µ p } satisfies (66) but with
For the cumulative distribution functions of µ p , F µ p (τ ), we then have
By direct verification, one obtains that the solution to (75) is given by
and thus
Characterization of the refocused pulse
It follows from (60) that
By taking the limit as ε → 0, we obtain
This defines a deterministic shape, and one can show that the higher moments of S ε converge to the respective powers of that shape. By combining that together with the tightness of S ε in the space of continuous functions endowed with the usual sup-norm, one obtains that
where (ω, τ ) ≡ W 1 (ω, τ, 0). We can equivalently write that
where the Fourier transform of K satisfieŝ
K is called the refocusing kernel and is its density in the Fourier domain.
Weak reflector
We consider now the case studied in section 3, i.e. an interface between two random media with constant background parameters but now with no contrast of impedance so that there is no reflected coherent front as explained at the end of section 3. We call such a reflector weak because a wave hitting passes through with a change in velocity while generating no coherent reflection. We therefore cannot rely upon a direct arrival for the purposes of detection and location of such an interface. Instead we will show that the incoherent data can be used for these purposes.
Reflection coefficient in a medium with a reflector
We assume the medium is given by (13) and (14) with I 1 = I 2 and c 1 = c 2 . We now consider the propagator,
and introduce the corresponding transmission and reflection coefficients defined by
We consider the following cases: 
Here
and we have used the geometric series expansion as well as the identity
In addition, a straightforward computation yields
By differentiating (87) and using (89) and (90) along with the identity
we get that
By combining I and II, we obtain that
wherec
The analysis of time reversal follows closely the case of a constant background. Because all transformations introduced in section 4.1 are local in z, it follows that the same analysis will carry through. Time reversal experiment therefore results in a pulse which converges to a deterministic shape as ε → 0. That shape can be written in the integral form (81), where (ω, τ ) ≡ W 1 (ω, τ, 0) can be obtained as a solution to the transport equations (66) with the background velocityc(z) given by (94).
Probabilistic representation
We now use the probabilistic representation of the solution to (66) to solve the same equations but with a jump in the coefficientc. We first solve the equations in medium 1 . Since the solution for finite τ does not depend on L so long as the latter is large enough, we may set L → ∞. Denoting the solution by W (1) p , we obtain
We next solve the transport equations in medium 2 with the background velocityc 2 and the initial condition W (1) 
Here N (2) z is a Markov process constructed as before withc =c 2 . We would like to compare the solution to the transport equation with a jump in the coefficientc, corresponding to a medium with a reflector to the equations with a constant (2) (ω,τ ) .
Here we assume γ ω 2 = 2, L 1 = 1,c 1 = 1.3 andc 2 = 1. background velocityc 2 that reflects an empty medium. Towards that end, we write our solutions as
where W (2) p (ω, τ, −L 1 ) (and in particular (2) (ω, τ )) is a solution to the constant background problem withc 2 . Consider trajectories of N (2) that are factored into the expectation in (97).
(i) If a trajectory N (2) z is such that N (2) 0 = 0, it does not contribute to the expectation because W (1) We can use (ii.1) to explicitly compute the size of the jump in at τ = 
In order to illustrate the theory developed above, we compute the refocusing densities for the constant background case and the weak interface by using (70) and (96). Many realizations of the jump processes are generated and the expectations are approximated with finite averages. The results are presented in figures 4 and 5. A clear jump is observed exactly at the time that it takes the wave to travel to the interface and back to the surface.
We finally recall that the presence of a dissipative layer results in a jump in the derivative of [8] . A weak reflector introduced here creates a jump in directly. The latter is clearly (2) (ω,τ ) .
Here we assume γ ω 2 = 2, L 1 = 1,c 1 = 1.7 andc 2 = 2.
easier to detect in practice when ε ≈ 0 but still positive, as has been observed numerically in [9] .
Expanding window time reversal experiment
Following [8] , we consider a family of expanding cut-off window functions
For the same initial pulse, this family corresponds to a continuous family of time reversal experiments, which in turn gives rise to a collection of refocused signals:
The refocused signal s τ will contain no reflections from the embedded layer if τ < Taking the Fourier transform of (100), we obtain
Also, sinceK
we have ∂ ∂τK (ω, τ ) = (ω, τ ).
Thus by performing a sufficient number of time reversal experiments with an increasingly large cut-off window, we are able to extract the density (ω, τ ) to a satisfactory resolution.
Summary of detection algorithm
The above discussion on detection of a weak reflector embedded into a random medium characterized by the speed of sound propagationc 2 can be summarized in the form of the following algorithm.
We now continue by letting L → ∞, which enables us to obtain an explicit formula for
