For the third term on the RHS of (39), by 2) of Lemmas 1 and 4 we have (41) where is given in Theorem 1. Therefore, by substituting (36), (37), (40), and (41) into (39), we have (42) From (1), (42), and Condition A3), we then have (43) Now, starting from (43) and repeatedly using (1), (2), and (23) we have which implies that (44) Finally, it follows from (4), (33), and (44) that Therefore,
For the third term on the RHS of (39), by 2) of Lemmas 1 and 4 we have (41) where is given in Theorem 1. Therefore, by substituting (36), (37), (40), and (41) into (39), we have 
IV. CONCLUDING REMARKS
In this paper, we have studied the adaptive control of a class of discrete-time stochastic nonlinear systems whose nonlinearities satisfy the linear growth condition. (This condition cannot be essentially relaxed in general as recently shown in [13] .) The prediction/WLSbased adaptive control is shown to be globally stable in the presence of random noise. Of course, there are many problems which still remain open. For example, 1) it would be of considerable interest to find a simple recursive procedure for calculating the optimal prediction-based adaptive predictors (14) and 2) it is not clear if the WLS algorithm used in the controller design can be replaced by the standard LS. These belong to a further investigation.
I. INTRODUCTION
The paper deals with output feedback control for achieving an approximated feedback linearization of a given nonlinear singleinput/single-output (SISO) discrete-time system. The control scheme is the usual one based on an approximated observer coupled with the dynamic feedback proposed in [2] . Throughout the paper we will denote by the quadratic approximation of a given discrete-time nonlinear system, assumed to be controllable and observable in its first approximation.
takes the form (1) where and are matrices of appropriate dimensions, the triplet is controllable and observable, is invertible (this is always the case for systems under sampling), and denotes the usual sensorial product. The basic idea is the choice of the observer and the dynamical control law so as to obtain an observer error dynamics and closedloop dynamics which is not affected by quadratic terms. The approach that is here proposed for state estimation is a direct extension to higher order terms of the classical linear one. The elimination of the quadratic terms in the observer error dynamics improves the filtering performances with a filtering performance close to the linear situation. This is not the case for the implicit method for state estimation proposed in [6] where the solution is exact but without filtering abilities. In [13] , the authors proposed a state estimation based on the Newton algorithm and, as in [4] , highlighted the link between this observer and the filtering properties. However, in this case the solution is not exact and closed-loop stability problems may appear. With respect to these contributions, our control scheme guarantees, at least in an approximated sense, the stability of the overall control system and filtering properties too.
In Section II, a quadratic observer with a dead beat part is introduced. In Section III, an observer coupled with a dynamic state feedback [2] is given to ensure quadratic feedback linearization. The approach follows the lines of [11] and [12] where higher order linearization in continuous time is studied. An example with a simulation illustrates the control scheme.
II. OBSERVER WITH A QUADRATIC DEAD BEAT PART
Starting from (1), let us define the quadratic observer (2) where with
and where are the chosen matrices. From (1) and (2), with we obtain (4) with If 1) 2)
3)
hold true, we obtain
Because of the observability assumption, this approximated linear error dynamics can be arbitrarily assigned and and can be computed as
The previous arguments show the following.
Proposition 1: Given a nonlinear discrete-time system, observable in its first approximation with invertible linear drift, an approximated observer with locally stable error dynamics (5) can be computed.
Remark: The dead beat part is in the spirit of [6] , [7] , [1] , and [5] .
Example: Consider the system (6) which is not observable for The term in (6) implies that we cannot use the exact solution proposed in [14] for generalized Hammerstein systems. However, around the equilibrium linear controllability and observability are verified so that one sets Moreover, in order to verify conditions 1)-3), one chooses with, for example, and so as to obtain stable (i.e., the two eigenvalues are equal to 0.5) and equal to zero since and are zero. Finally, one finds the observer dynamics
III. APPROXIMATED OUTPUT FEEDBACK LINEARIZATION AND OBSERVER-BASED CONTROL
First of all, we recall from [2] that any linearly controllable quadratic dynamics can be linearized under dynamic state feedback.
Let the discrete-time quadratic dynamic feedback be of the form (7) where and is the external control. are functions of appropriate dimensions, homogeneous of order denoted by Theorem 1 [2] : Discrete-time dynamics, controllable in first approximation, can be transformed under diffeomorphism and dynamic state-feedback into the following extended linear dynamics: (8) where the pair is controllable. Hereafter, the arguments of the proof, detailed in [2] , are illustrated through an example.
Example: System (6), transformed under quadratic feedback of the form (7), takes the extended form As shown in [12] for the continuous-time case and in [2] for the discrete-time case, any coordinates changing (where denotes the identity operator and any function of order two) does not modify the linear part. Consequently, setting and one obtains the linear part in the desired form (i.e., equal to where is a controllable Brunowsky pair and the identity matrix) Setting now the coordinate change with and one obtains so that, in the original coordinates, the choice gives the linear controllable dynamics Now, for causality aspects one modifies the observer (2) in order to get a new one depending only on the delayed output measures with at least steps.
For this, let the modified observer dynamics be (9) where is substituted by and by (10) with the defined as in (3) (11) with Doing so, one implicitly introduces a state predictor ( steps) in the observer scheme.
Comparing and one sets the following equality at the first order:
where is only a function of the output at time Consequently, may be considered as a prediction of from As is a function of the output and of the input only and is equal to one implicitly has a prediction included in the matrix Putting one gets (12) If (13) one obtains (14) Lemma 1: As is invertible, and the linear observability condition is verified, then (13) is verified.
The proof follows directly from the fact that is invertible for any Hereafter, we use the same technique as in [8] , which is to design the feedback in order to assign the observer behavior. Thus, the dynamics (9) coupled with the feedback (7) realizes the announced compensator (15) Theorem 2: Given a discrete-time system which is controllable and observable in a first approximation, there exists an output dynamic feedback of the form (15) which assures feedback linearization at the second order.
More precisely, the closed-loop control system takes the form (16) where is a controllable pair, a given stable matrix, and a bounded matrix. Remark: Equation (15) where the in the last line of (denoted by ) stands for any real coefficient and Let us iteratively build the diffeomorphism
Step 1: Setting (where may be different from ) we obtain (where denotes the th component of ). Now, for the sake of simplicity let us denote as and set to obtain
Step 2: For the dynamics of we have and taking we obtain
Component by component, we have the following.
Step : Let us now compute the quadratic dynamic feedback. Since is equal to one rewrites the observer as follows:
Similarly to the control design without observer, only one linear dynamic extension is needed on i.e., In order to highlight the benefit of the output dynamic feedback of the form (15) , one has tested and compared for system (2) the quadratic control law (18)-(20) with the linear one. In these simulations the desired trajectory is chosen equal to all the eigenvalues of the closed-loop dynamics are equal to 0.5, and all the initial conditions are taken equal to zero. In Fig. 1 , one sees that the tracking error is smaller with the quadratic control law ("--") than with the linear one.
Remark: For a greater trajectory amplitude the system may be unobservable; this occurs for
IV. CONCLUSIONS
In this paper, a quadratic observer coupled with a quadratic dynamic feedback is proposed to achieve quadratic approximated feedback linearization with stability.
The approach proposed here in the context of quadratic approximations could be generalized to higher order approximations similar to [10] (with only an dimensional control for an order approximation) and around an equilibrium manifold in the same philosophy as in [9] , [15] , and [3] .
