An integral transform method is used to obtain continuous time series of wave amplitude and period from ocean wave measurements. The joint statistics of these two variables are determined and directly compared with the theoretical probability densities predicted by Longuet-Higgins (1975, 1983) . Good agreement is found for data from both calm and hurricane sea states. This method avoids the ambiguities in the definitions of wave amplitude and period found in earlier comparisons of field data with theory.
asymmetry about the mean frequency in the joint statistics as found in wave data of finite bandwidth spectra.
In the above derivation, the joint distribution of zerocrossing amplitudes and periods were obtained from an asymptotic expansion (as the bandwidth approaches zero) of the joint distribution of the continuous amplitude and phase function. This approximation led to limitations on the bandwidth for which the expressions are valid. Moreover, the zerocrossing definitions become arbitrary as the waves become irregular and have multiple extrema in between crossings. We shall therefore make a more direct comparison between theoretical densities and wave data. Instead of the zero-crossing wave, we will define the amplitude and period as time series which can be deduced from the water surface elevation record A band pass was then applied to the spectrum. The moments #r for each bandpass were evaluated. The Hilbert transform was taken, and the wave amplitude and period derived as discussed in the appendices. Histograms for these two parameters were then plotted using only those data points inside the tapered ends of the cosine window. The range of wave period was, however, limited to the fundamental range, as discussed in Appendix C, and all wave periods outside this range were discarded. Their joint densities are presented as contour maps in which, as in the histogram for wave periods, only data points with periods inside the fundamental range (2/f, 50 s) were used (f is the sampling frequency in samples per second). This restriction on the range of wave period required a modified expression for the theoretical densities, as derived in Appendix C. A smoothing technique was employed in the contouring in which the modified joint density value at each grid point was a weighted average of its original value and its eight neighboring points, i.e., to (g, rr) . Alternatively, we could have decreased this lower bound to At by defining the range of phase change to (g, 2rr). However, this would give a resolution of wave period below the corresponding Nyquist frequency (= 1/2At) which is the limit on frequency resolution in the frequency domain. Furthermore, phase changes in the range (rr, 2rr) can as well be interpreted as values in the range (-r r, 0) corresponding to negative frequencies [e.g., Melville, 1983]. To avoid this ambiguity, we limited the range of phase changes to (g, Note that the derivation of the theoretical densities requires that the wave field can be formulated as in (1) by assuming random phases •b,. This necessarily requires the waves to be linear. It is shown, from the storm data, that the same theory can also be applied to sea states in which linear wave theory is no longer strictly valid. (A crude measure of the nonlinearity is given by the characteristic wave slope as defined by (10) and presented in Table 1 .) It should be noted that estimating the wavelengths from the wave periods and the dispersion relationship gives an upper bound of the wave length in a wave field with an angular spread of wave incidence. (It can be easily shown, for the simple case of a two-wave system with same frequencies but different angles of incidence, that the apparent wave number calculated from records at three adjacent gages decreases from their actual value to zero as the angle included between the waves increases from 0 to rr (see, for example, Shum [1984] ).) A study of the wavenumber distribution was performed on the Pacific Ocean data using records from three wave gages. It was found that the angular spread increased with bandwidth. The estimation of nonlinearity using (10) should therefore be limited to narrow band spectra.
The hurricane wave record is from that of a growing sea as Camille approached. This time-varying excitation departs from the basic assumption of stationarity in spectral analysis, and the duration we chose (1.14 hours) is a compromise between requirements of stationarity and statistical significance. Compared with statistical analysis of wave periods using zero-crossing waves, our present method gives a larger density value for low-frequency waves. The reason is that each wave is counted as one entry in the zero-crossing wave period statistics, while in our present method all data points are spaced equally apart in time and therefore long-period waves have more entries. This consideration applies to wave amplitude statistics as well, since large waves are associated more with low-frequency waves. However, the correspondence between the two methods in wave amplitude statistics are not as straightforward as in the case of wave periods.
From Figure 3 it is found that the maxima of the wave envelope and underlying wave record do not always coincide. This phenomenon becomes more pronounced as the spectral bandwidth increases, and some of the larger values of the envelope may not be realized by the actual waves. The statistics of this end, elope function may overpredict zero-crossing amplitudes in the high values, as is observed in previous field studies [e.g., Forristall, 1978] .
The high significance levels found in the chi-square tests suggest that the proposed theoretical models should be rejected as the distribution of the data. It is found that a significant contribution to these high Z2 values come from only a few intervals which have large discrepancies between theory and statistics (e.g., about T = 0.9 in Figure 7 and T = 0.7 in Figure 9 ). Direct comparison of Z2 values for the four wave bands studied using the same number of data points (,-, 3200) and degrees of freedom (24) are shown in Table 2 , from which it can be seen that the ;•2 values are not simply related to bandwidth or nonlinearity. From the graphs of amplitude distributions (Figures 4, 5, 6, and 14) , it is seen that the location in the sample space (i.e., the nondimensional amplitudes) of the major discrepancies varies. Since the theoretical distribution (B2) does not depend on any parameters, there are no apparent remedies to correct for these high •2 values. We are unable to explain the failure in this •2 test despite the apparent good agreement observed in the graphs.
APPENDIX A' REVIEW OF HILBERT TRANSFORM
The Hilbert transform technique has been used previously in the study of amplitude and frequency modulation in water waves, for example, by Naess [1982] and Melville [1983] . A review of this transform is given below. Let S(t) be a complex signal with •(t) and r/(t) its real and imaginary parts. Given only the real part •(t) of the time history of S(t), r/(t) is, in general, undetermined. However, for the special case in which the Fourier Transform of S(t) has no negative frequency components, r/(t) (and thus S(t)) can be found from •(t) by the Hilbert transform technique. It was first proposed by Dugundji [1958] . A detailed account of this transform as applied to digital time series can be found in the work of Oppenheim and Schafer [1975] .
Let the wave record •(t) be the real part of the complex signal S(t) having Fourier coefficients Cn e such that 
