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Introduction
"Y’know,” he said, “it’s very hard to talk quantum using a language
originally designed to tell other monkeys where the ripe fruit is."
Discworld – Night Watch (2002)
Terry D. J. Pratchett
S’
il est une annonce qui a fait grand bruit récemment dans le monde de la
physique quantique, c’est bien celle faite par un groupe de chercheurs travaillant
chez Google : ils ont démontré, sur leur puce supraconductrice Sycamore de 53
qubits, l’exécution en environ 200 secondes d’un algorithme quantique que le meilleur
supercalculateur classique actuellement disponible mettrait 10 000 ans à effectuer [Arute
et al. (2019)], affirmant ainsi avoir réalisé ce que J. Preskill avait nommé la "suprématie
quantique" [Preskill (2012, 2018)]. Cette affirmation a ensuite été contestée, notamment
par le concurrent IBM, puisque le temps de calcul sur le supercalculateur a pu être
diminué à un peu plus de deux jours
1
. Un autre reproche alors émis réside dans le choix
de l’algorithme quantique utilisé : il présente peu d’intérêt pratique, et surtout est peu
sensible aux erreurs et ne nécessite donc pas de codes correcteurs.
Si nous ne nous permettrons pas d’entrer dans ce débat quant à la bonne dénomination
du résultat de l’équipe de Google, cette prouesse expérimentale nous permet à la fois de
nous émerveiller devant le chemin parcouru depuis les débuts de la physique quantique,
apparue il y a seulement un siècle de cela, et également de souligner toute la difficulté à
aboutir à l’ordinateur quantique universel, tel qu’imaginé par R. Feynman [Feynman
(1982)], qui serait par exemple capable de prédire l’évolution d’un grand nombre de
particules quantiques en interaction. Un tel ordinateur, universel et tolérant aux erreurs,
nécessite en effet le contrôle d’un très grand nombre de particules quantiques, soumises
à la décohérence, et l’implémentation de codes correcteurs coûteux en ressources. De
telles contraintes avaient d’ailleurs fait dire à S. Haroche et J.-M. Raimond dès 1996 que
l’ordinateur quantique était un "cauchemar d’expérimentateur" [Haroche et Raimond
(1996)], et sa réalisation, si tant est qu’elle arrive, n’est pas attendue avant de nombreuses
années. En revanche, une variante plus modeste de l’ordinateur quantique universel,
l’ordinateur quantique analogique, a déjà été démontrée. Ce champ de recherche, celui de
la simulation quantique [Cirac et Zoller (2012) etGeorgescu et al. (2014)], bénéficie de la
très grande maturité atteinte aujourd’hui en termes de contrôle des systèmes quantiques,
1. Ce qui est quand même toujours 1000 fois plus long que le temps d’exécution sur Sycamore !
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que nous pouvons à présent utiliser pour imiter d’autres systèmes physiques, moins
contrôlables et qu’on ne sait pas simuler par un ordinateur classique.
Plusieurs plateformes sont utilisées comme simulateurs quantiques : atomes neutres,
ions piégés, circuits supraconducteurs, boites quantiques, etc. Dans ce contexte, les atomes
froids permettent de réaliser des systèmes remarquablement bien contrôlés :
— Grâce aux techniques de refroidissement et de piégeage développées avant les
années 2000, il est à présent possible de manipuler les atomes au niveau de l’atome
unique. On peut ainsi piéger dans une pince optique un seul atome [Beugnon
et al. (2007) et Grünzweig et al. (2010)] ou deux atomes en interaction [Gaëtan
et al. (2009),Wilk et al. (2010) et Sompet et al. (2019)] ; on peut également observer
directement les sites individuels d’un réseau optique dans des microscopes à gaz
quantique [Bakr et al. (2009) et Sherson et al. (2010)] ou encore déplacer les atomes
un par un pour former des structures arbitraires sans défaut [Endres et al. (2016) et
Barredo et al. (2018)].
— Contrairement aux électrons d’un cristal, on peut modifier les interactions inter-
atomiques par des résonances de Feshbach [Chin et al. (2010)] ou en utilisant les
interactions entre états de Rydberg [Browaeys et Lahaye (2020)].
— L’utilisation de réseaux optiques pour piéger les atomes est particulièrement adaptée
pour simuler les systèmes de la matière condensée, ces potentiels périodiques, créés
à partir d’ondes lumineuses, étant "parfaits" (pas de phonon) et pouvant être
manipulés à souhait (contrôle, entre autres, de leur période spatiale, de leur
profondeur, de leur position et de leur géométrie).
Les gaz d’atomes ultrafroids ont ainsi permis plusieurs percées marquantes dans le
champ de la simulation quantique ces deux dernières décennies [Bloch et al. (2012)].
Une de ces premières réalisations spectaculaires est l’observation de la transition de
phase superfluide-isolant de Mott en 2002 [Greiner et al. (2002)]. Encouragés par ce
résultat, plusieurs axes de recherche pour la simulation avec des atomes ultrafroids se
sont par la suite développés : la physique en basse dimension, avec la réalisation d’un
gaz de Tonks-Girardeau à 1D [Paredes et al. (2004)] ou l’observation de la transition
Berezinskii-Kosterlitz-Thouless à 2D [Hadzibabic et al. (2006) et Cladé et al. (2009)] ;
les problématiques de localisation dans des milieux désordonnés, avec l’étude de la
localisation d’Anderson à 1D [Billy et al. (2008) et Roati et al. (2008)], à 2D [Manai et al.
(2015)] et à 3D [Chabé et al. (2008), Kondov et al. (2011), Jendrzejewski et al. (2012) et
Semeghini et al. (2015)] ; les gaz d’atomes fortement corrélés, avec par exemple les gaz
fermioniques dans le régime unitaire qui présentent des propriétés thermodynamiques
universelles, également vérifiées dans les étoiles à neutrons [Ho (2004), Nascimbène et al.
(2010) et Navon et al. (2010)].
Comme nous l’avons déjà évoqué, des atomes froids placés dans un réseau optique
sont particulièrement adaptés pour simuler les problèmes de la matière condensée,
cette configuration rappelant les électrons piégés par le réseau cristallin [Lewenstein
et al. (2007)]. Outre le modèle de Bose-Hubbard [Greiner et al. (2002)] ou de Fermi-
Hubbard [Mazurenko et al. (2017)], ils permettent par exemple d’étudier les différentes
phases rencontrées dans les systèmes magnétiques [Struck et al. (2011, 2013)]. Malgré
la neutralité des atomes utilisés, ce type d’étude est rendu possible par l’application de
champs magnétiques artificiels [Lin et al. (2009) et Dalibard et al. (2011)], qui peuvent
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entre autres être obtenus en modulant périodiquement la position du réseau optique
[Struck et al. (2012) et Görg et al. (2019)]. Plus généralement, la modulation temporelle
des paramètres expérimentaux peut conduire à une description du système par un
Hamiltonien effectif : il devient donc possible de façonner les équations d’évolution grâce
à ces modulations en temps.
Pour aboutir à un Hamiltonien effectif, la modulation est dans la majorité des cas
traitée comme une perturbation, soit parce que l’amplitude de modulation est faible, soit
parce qu’il y a séparation des échelles de temps, ce qui permet de ne considérer qu’une
dynamique effective moyennée pour les atomes. À l’extrême opposé, certains systèmes
ont été étudiés dans un régime de forte modulation, conduisant à une dynamique
classique complètement chaotique. C’est le cas du rotateur frappé (ou kicked rotor), pour
lequel a lieu la localisation dynamique [Moore et al. (1994) et Ringot et al. (2000)]
ou la transition d’Anderson [Chabé et al. (2008) et Manai et al. (2015)]. Dans ces cas,
le chaos joue le rôle de désordre, et on peut donc simuler la physique des milieux
désordonnés. Il existe cependant un régime intermédiaire, dans lequel on ne peut pas
traiter la modulation comme une perturbation et qui présente à la fois des trajectoires
régulières et des trajectoires chaotiques : il s’agit du régime mixte. Relativement peu
exploré, ce régime permet pourtant d’étudier de nouveaux mécanismes de transport, à
savoir l’effet tunnel dynamique [Heller et Davis (1981)] et l’effet tunnel assisté par le
chaos (ou chaos-assisted tunneling) [Tomsovic et Ullmo (1994)], qui ont tous les deux été
observés expérimentalement au début des années 2000 [Hensinger et al. (2001a) et Steck
et al. (2001)].
C’est dans ce contexte, celui la simulation quantique et à l’interface entre régime
perturbatif et dynamique mixte, que se situent les travaux présentés dans ce manuscrit.
Effectuée au sein de l’équipe Atomes froids du Laboratoire Collisions Agrégats Réactivité,
ma thèse traite de la dynamique d’un gaz quantique, un condensat de Bose-Einstein
de rubidium 87, piégé dans le potentiel périodique d’un réseau optique 1D dont les
paramètres sont modulés dans le temps. Plus précisément, le réseau optique peut être
périodiquement modulé en amplitude (on fait alors varier sa profondeur) ou en phase (on
fait alors varier sa position). De manière plus générale, les thématiques de recherche de
notre équipe s’articulent autour du développement de nouveaux outils pour le contrôle
des gaz quantiques, utilisés comme des simulateurs quantiques. La mise en œuvre de ces
techniques requiert en général l’étude de phénomènes physiques à leur niveau le plus
fondamental. Par exemple, en développant une nouvelle méthode de calibration de la
profondeur du réseau optique, l’équipe a également eu l’occasion de mesurer le temps
que mettaient les atomes à traverser, par effet tunnel, une barrière de potentiel du réseau
optique [Fortun et al., 2016]. Au début de ma thèse en 2017, le dispositif expérimental
fonctionnait depuis déjà deux ans. Je suis donc arrivé à un moment charnière : ayant
mené un certain nombre de travaux dans le régime perturbatif, l’équipe souhaitait élargir
ses études au domaine des systèmes mixtes. Les premières expériences dans ce régime
ont été réalisées au cours de ma thèse.
Par conséquent, mon manuscrit présente deux axes de recherche, qui comprennent au
total cinq travaux différents. Ces travaux se distinguent en fonction de la profondeur s du
réseau optique, exprimée en unité d’énergie
2 EL  h2/(2md2) où d est la période spatiale
2. Précisons dès maintenant que EL  4ER , où ER  h2/(2mλ2) est l’énergie de recul associée à un
photon du réseau, ce dernier étant le résultat d’interférences entre deux lasers de longueur d’onde λ.
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du réseau, et des paramètres de modulation utilisés, ramenés aux grandeurs typiques du
réseau. Nous comparons d’une part la fréquence de modulation ν à la fréquence associée
à la dynamique du centre de masse des atomes dans le réseau, notée νCdM, que nous
aurons l’occasion de définir plus précisément par la suite ; cette fréquence νCdM est très
proche de la fréquence de la première transition interbande. D’autre part, l’amplitude
de modulation est comparée aux paramètres du réseau que sont sa période spatiale d
et sa profondeur s : une amplitude de modulation égale à l’unité revient à moduler le
réseau sur une amplitude égale à sa profondeur pour la modulation d’amplitude, et sur
une amplitude égale à sa période spatiale en modulation de phase. Le premier axe de ma
thèse est dédié au régime perturbatif, auquel je consacre deux chapitres. La physique à
l’œuvre dans ce régime, obtenu pour des réseaux faiblement ou modérément profonds
(s . 10), dépend du rapport ν/νCdM :
— Pour ν < νCdM et de faibles profondeurs s < 4, la modulation de phase du réseau
conduit à la renormalisation du taux tunnel intersite. Lorsque le taux tunnel effectif
devient négatif, nous assistons à une transition de phase quantique vers un nouvel
état appelé état alterné (ou staggered state). Nous avons étudié la cinétique de cette
transition.
— Pour ν ∼ νCdM et des profondeurs intermédiaires s . 10, la modulation du réseau
induit des transitions interbandes. Nous les avons étudiées, en comparant les
résultats expérimentaux de notre spectroscopie de bandes au cas du système idéal
infini sans interaction interatomiques, puis avec des simulations numériques prenant
en compte les interactions et le confinement.
— Pour ν  νCdM et des profondeurs intermédiaires 5 . s . 8, le réseau modulé
en phase est perçu par les atomes comme un réseau statique de profondeur
renormalisée. Nous avons vérifié cette propriété, mais également observé l’effet du
micro-mouvement, mouvement rapide des atomes à la fréquence de modulation et
de faible amplitude, habituellement négligé.
Dans le régime résonant ν ∼ νCdM, nous avons également exploité les transitions
interbandes pour démontrer une nouvelle méthode de refroidissement, qui a lieu dans
l’espace réciproque. L’amplitude de modulation alors utilisée est suffisamment grande
pour qu’on ne puisse plus parler de perturbation, néanmoins comme nous utilisons de
faibles profondeurs (s ≈ 2) nous ne sommes pas dans le cas d’une dynamique mixte. Ce
sujet, un peu à part, est représentatif de la volonté de notre équipe de développer des
techniques complémentaires à l’usage de la communauté des gaz quantiques piégés dans
des réseaux optiques.
Le deuxième axe de recherche exploré au cours de ma thèse concerne le transport
quantique d’ondes de matière dans le régime mixte (donc en présence de chaos), auquel
je consacre deux autres chapitres. Pour atteindre ce régime, nous utilisons un réseau
optique très profond (10 . s . 40) dont nous modulons fortement la profondeur, dans le
régime de fréquence proche de résonance ν ∼ νCdM. En réunissant ces conditions, nous
obtenons à la limite classique un système mixte qui, comme le pendule modulé, présente
des trajectoires régulières et des trajectoires chaotiques. Les premières forment des îlots
réguliers, alors que les secondes constituent une mer chaotique, qui est ergodique. Les
centres des îlots réguliers, qui définissent les nouvelles positions stables du système,
évoluent avec les paramètres de modulation selon un diagramme de bifurcation, que nous
avons étudié expérimentalement en premier lieu.
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La présence d’une dynamique mixte à la limite classique peut radicalement modifier
l’évolution d’une fonction d’onde, de nature quantique. De manière analogue au double-
puits, il est possible d’observer de l’effet tunnel entre deux îlots réguliers de l’espace
des phases. Quand ce transport est assuré par deux états quantiques seulement, on
parle d’effet tunnel dynamique. La présence d’une mer chaotique rend ce transport plus
riche, car un troisième état provenant de la mer chaotique peut intervenir et médier
l’effet tunnel : il s’agit de l’effet tunnel assisté par le chaos. Or, cet état chaotique étant
très sensible aux paramètres expérimentaux, il devient possible de faire varier le taux
tunnel entre les îlots par plusieurs ordres de grandeur. On retrouve là l’idée du "contrôle
par le chaos" [Ott et al. (1990)], où on met à profit la grande sensibilité des systèmes
chaotiques pour modifier leur état de manière contrôlée, et éventuellement atteindre
des variations difficilement accessibles avec un système purement régulier. Pour ce sujet,
il a été nécessaire de marier deux communautés : celle des gaz quantiques et celle du
chaos quantique. À cet effet, nous avons collaboré avec B. Georgeot, G. Lemarié et
M. Martinez de l’équipe Cohérence Quantique du Laboratoire de Physique Théorique
de Toulouse. Cette association fructueuse a permis l’observation pour la première fois
des résonances de l’effet tunnel assisté par le chaos. Ces résonances du taux tunnel,
caractéristique emblématique de ce type d’effet tunnel, n’avaient pas été obtenues sur
les deux expériences pionnières [Hensinger et al. (2001a) et Steck et al. (2001)] qui
utilisaient toutes deux des îlots réguliers symétriques en impulsion. Nous avons fait le
choix d’îlots symétriques en position, que des études préalables avaient montré plus
robustes vis-à-vis des contraintes expérimentales [Dubertrand et al. (2016)]. De plus,
nous pouvons considérer cette configuration comme un super-réseau effectif, dont l’une
des deux périodes spatiales est ajustable et dont le taux tunnel est contrôlable. Un tel
réseau flexible présente un intérêt pour la simulation quantique.
L’ensemble des expériences qui seront détaillées dans ce manuscrit sont résumées
grâce à la figure présentée sur la page suivante, qui rend compte des différents régimes
précédemment évoqués selon la fréquence (axe horizontal) et l’amplitude (axe vertical) de
modulation. Cette figure reviendra tout au long du manuscrit, pour guider le lecteur.
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Plan du manuscrit
Mon manuscrit est divisé en trois parties, comportant chacune deux chapitres. La
première partie décrit l’ensemble du dispositif expérimental, à savoir la production d’un
condensat de Bose-Einstein et le réseau optique. La deuxième partie traite de l’ensemble
des résultats obtenus dans le régime perturbatif, tandis que la troisième et dernière partie
est consacrée en totalité à l’effet tunnel assisté par le chaos.
Le chapitre 1 est dédié à la production du condensat de Bose-Einstein. J’y rappelle les
grandes étapes de la séquence expérimentale permettant d’atteindre la dégénéres-
cence quantique d’un gaz de rubidium 87, ainsi que les propriétés qui caractérisent
ce gaz quantique dégénéré.
Le chapitre 2 décrit le réseau optique, outil au cœur de l’ensemble des études menées
pendant ma thèse. Je rappelle son montage, mais surtout je décris les améliorations
apportées au contrôle de la profondeur, rendues nécessaires pour l’observation de
l’effet tunnel assisté par le chaos. Je détaille également la méthode de calibration de
la profondeur du réseau, mise au point par l’équipe, et le formalisme associé.
Le chapitre 3 regroupe les expériences effectuées en modulation de phase et d’ampli-
tude, dans le régime résonant avec les transitions interbandes mais ne présentant
pas de dynamique chaotique. J’y expose les résultats de notre spectroscopie de
bandes par excitation des transitions interbandes, soumises à des règles de sélection.
Nous avons mis à profit ces règles de sélection en validant une nouvelle technique
de refroidissement, qui s’apparente à une évaporation dans l’espace réciproque.
Le chapitre 4 traite de la modulation de phase du réseau optique, lorsque les fréquences
de modulation sont hors résonance vis-à-vis de la structure de bandes. Nous
explorons les deux régimes extrêmes : pour une fréquence de modulation faible,
nous étudions la cinétique de transition vers les états alternés ; lorsque la fréquence
de modulation est très élevée nous pouvons renormaliser la profondeur du réseau
optique et étudier l’effet du micro-mouvement.
Le chapitre 5 s’intéresse à la dynamique classique de notre système dans le régimemixte.
J’y définis un ensemble d’outils et de représentations utiles pour l’étude de systèmes
mixtes, en particulier le portrait de phase stroboscopique. J’explicite également
l’évolution des trajectoires classiques, et je retrouve le diagramme de bifurcation
des positions stables de notre système. Nous avons mesuré expérimentalement ce
diagramme de bifurcation en utilisant les atomes comme sonde dans l’espace des
phases mixtes : je présente l’ensemble de ces résultats.
Le chapitre 6 vient clore lemanuscrit enprésentant les résonancesde l’effet tunnel assisté
par le chaos que nous avons mesurées. Je rappelle d’abord les mécanismes à l’œuvre
dans ce transport quantique, qui est médié par un troisième état en provenance
de la mer chaotique. Je montre finalement les quatre résonances observées, ainsi
que les spectres en quasi-énergie et l’identification des états impliqués dans l’effet
tunnel.
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Dispositif expérimental

CHAPITRE1
Condensat de Bose-Einstein dans un
piège hybride
– It’s something. It’s not light, it’s not shadow, or some trick of the mind.
Pass through walls, check. Outside the visible spectrum, check. [...] You
know what that means? It means this stuff isn’t natural. Someone made it.
It’s man-made.
– Man-made how?
– Okay. You have solid, liquid, gas. Lava can turn into rock. Ice can turn into
water. Metals can melt. These are natural states. But there are unnatural
states. Artificial states, man-made states. Condensate. Bose-Einstein
condensate. A state of matter that was predicted by Nath Bose and Albert
Einstein. It has some very unusual properties.
Spectral (2016)
Film réalisé par Nic Mathieu
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1.1 Rappels sur la condensation de Bose-Einstein 13
L
a première réalisation expérimentale d’un condensat de Bose-Einstein fête en cette
année 2020 ses 25 ans. En effet, c’est en 1995, d’abord dans le groupe d’E. Cornell
et de C. Wieman avec du rubidium 87 [Anderson et al. (1995)], puis dans le
groupe de W. Ketterle avec du sodium 23 [Davis et al. (1995b)], que la condensation
a été observée pour la première fois. Cette prouesse, qui a valu à ces trois physiciens
le prix Nobel de physique en 2001, est le résultat de plusieurs décennies d’efforts pour
refroidir des ensembles atomiques. Ils ont donc bénéficié des progrès préalables qu’ont
connu les techniques de refroidissement laser et de piégeage d’atomes, qui avaient valu à
S. Chu, C. Cohen-Tannoudji et W. D. Phillips le prix Nobel de physique de 1997. Cette
observation expérimentale a marqué un jalon important d’une histoire démarrée 70 ans
auparavant, lorsqu’A. Einstein introduisit le concept de condensation de bosons en 1925
[Einstein (1925)].
Depuis, la communauté des gaz quantiques a continué d’évoluer. De nombreux
laboratoires
1
disposent de nos jours de dispositifs permettant d’atteindre le régime de
dégénérescence quantique. La condensation, qui a d’abord eu lieu pour des atomes
alcalins, concerne à présent de nombreuses espèces, ce qui permet par exemple l’étude de
gaz dits dipolaires [Lahaye et al. (2009)] avec du chrome, de l’erbium ou du dysprosium.
On sait également réaliser des gaz ultra froids dégénérés de fermions, dont les premières
réalisations datent de 1999 avec des atomes de potassium 40 [DeMarco et Jin (1999)], à
partir desquels on peut par exemple créer des condensats moléculaires [Greiner et al.
(2003)].
L’équipe Atomes froids du Laboratoire Collisions Agrégats Réactivité s’inscrit dans
cette communauté des gaz quantiques. Installée à Toulouse depuis 2009, elle dispose d’un
dispositif expérimental de condensation de rubidium 87 dont la dernière reconstruction
s’est terminée en 2015. Ce premier chapitre est consacré à la description du montage
expérimental chargé de produire les condensats. Après avoir rappelé quelques éléments
théoriques autour de la condensation de Bose-Einstein, je décris le dispositif en même
temps que je déroule une séquence expérimentale typique. La dernière partie du chapitre
traite de l’imagerie utilisée sur l’expérience. Dans un souci de concision, un certain
nombre de détails seront omis, ils pourront être trouvés dans les thèses des précédents
doctorants chargés de la reconstruction [Condon (2015) et Fortun (2016)].
1.1 Rappels sur la condensation de Bose-Einstein
La condensation de Bose-Einstein est une transition de phase quantique au cours de
laquelle, par un effet de saturation des états excités, un nombre macroscopique de bosons
vient peupler l’état fondamental. Dans cette section nous revenons sur les principes
théoriques permettant de rendre compte de la condensation.
Pour cela, nous commençons par rappeler la définition de quelques grandeurs ca-
ractéristiques des gaz quantiques. Nous retrouvons par la suite grâce aux statistiques
quantiques le phénomène de condensation d’un gaz idéal de bosons dans un piège har-
monique. Nous discutons également, de manière plus qualitative, l’effet des interactions
(en approximation de champ moyen) sur la fonction d’onde d’un condensat. Cela nous
1. Visiter par exemple https://everycoldatom.com/.
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permet en particulier d’évoquer l’approximation de Thomas-Fermi, qui décrit bien notre
système en général.
Ces rappels étant loin d’être exhaustifs, le lecteur désireux d’en savoir plus pourra se
référer au grand nombre de cours et d’ouvrages de référence disponibles sur ce sujet
[Cohen-Tannoudji (1997, 1998), Cohen-Tannoudji et Guéry-Odelin (2016) et Pitaevskii
et Stringari (2016)].
1.1.1 Quelques longueurs caractéristiques des gaz quantiques
Considérons d’abord un gaz constitué de N atomes de masse m dans une boite de
volume V . Ce gaz est caractérisé par sa densité atomique n  N/V et sa température T.
Nous pouvons associer à ce gaz un ensemble de longueurs caractéristiques :
— ` la distance moyenne entre particules, que l’on déduit de la densité atomique :
`  n−1/3; (1.1)
— λdB la longueur d’onde thermique de de Broglie, qui fait intervenir la masse des
atomes et la température du gaz :
λdB 
√
2π~2
mkBT
; (1.2)
— a la longueur de diffusion en ondes s, utilisée pour caractériser les interactions
comme nous le verrons par la suite. Pour le rubidium 87 cette longueur vaut
a  5.3 nm [Egorov et al. (2013)].
Les deux longueurs ` et λdB sont associées respectivement à la nature classique et
quantique de la matière. Nous pouvons introduire la densité dans l’espace des phasesD,
une grandeur sans dimension qui fait intervenir ces deux longueurs :
D  nλ3
dB
. (1.3)
Lorsque λdB  ` (doncD  1), le gaz peut être décrit classiquement, ses propriétés étant
expliquées par la théorie cinétique des gaz et la statistique de Maxwell-Boltzmann. Le
régime pour lequel λdB & ` (c’est-à-direD & 1) correspond au régime de dégénérescence
quantique : il faut dans ce cas faire appel aux statistiques quantiques pour décrire
correctement le comportement du gaz. C’est dans ce régime que nous nous plaçons dans
la suite.
1.1.2 Gaz idéal sans interaction
Considérons à présent un gaz idéal de N bosons dans un piège harmonique en trois
dimensions, isotrope
2
et de fréquence angulaire ω. Puisqu’il n’y a pas d’interactions,
2. Le cas anisotrope se traite en prenant la moyenne géométrique des fréquences angulaires : ω̄ 
(ωxωyωz)1/3 et en séparant les contributions de chaque degré de liberté dans l’expression des énergies
propres En .
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l’Hamiltonien total peut se mettre sous la forme Ĥ 
∑N
i1 ĥ
(i)
, où ĥ(i) satisfait l’équation
de Schrödinger à un corps :
ĥ(i) |ψ(i)n 〉  En |ψ(i)n 〉 (1.4)
avec |ψ(i)n 〉 la fonction d’onde décrivant la particule i dans l’état de vibration n. Les
énergies correspondantes sont bien connues :
En  ~ω
(
nx + ny + nz +
3
2
)
(1.5)
où nx , ny et nz sont des entiers positifs, et n  nx + ny + nz désigne le nombre de quanta
de vibrations. L’état fondamental est donc associé à l’énergie E0  3
2
~ω, tandis que les
états excités sont caractéristés par leur énergie En  n~ω + E0 et leur dégénérescence gn
selon :
gn 
(n + 1)(n + 2)
2
. (1.6)
Puisque nous avons affaire à des bosons, l’occupation des niveaux d’énergie suit la
statistique de Bose-Einstein, initialement proposée par S. N. Bose en 1924 pour des
photons [Bose (1924)] et étendue par la suite aux atomes parA. Einstein [Einstein (1925)].
Le nombre moyen d’atomes Nn ayant une énergie En est donné par :
Nn(T, µ) 
gn
exp[β(En − µ)] − 1
(1.7)
avec β  1/(kBT) et µ le potentiel chimique, paramètres associés respectivement à la
conservation de l’énergie et du nombre d’atomes. Or quel que soit le niveau d’énergie
considéré, on ne peut avoir un nombre d’atomes négatif. Cette contrainte appliquée au
niveau fondamental conduit à une borne supérieure pour le potentiel chimique µ :
N0(T, µ) 
1
exp[β(E0 − µ)] − 1
≥ 0⇒ µ < E0. (1.8)
avec N0(T, µ) le nombre d’atomes occupant l’état fondamental. Exprimons également le
nombre d’atomes occupant l’ensemble des états excités :
Nexc(T, µ) 
∑
n,0
gn
exp[β(En − µ)] − 1

∑
n,0
gn
exp[β(n~ω + E0 − µ)] − 1
(1.9)
avec bien sûr la relation N  N0 + Nexc. Le nombre d’atomes dans les états excités est une
fonction monotone croissante de µ. Par conséquent, il existe pour cette grandeur une
valeur maximale obtenue pour µ  E0 :
Nmax(T)  Nexc(T, µ  E0) 
∑
n,0
gn
exp[βn~ω] − 1 . (1.10)
Le nombre d’atomes dans les états excités est donc borné par une fonction Nmax(T)
monotone croissante : lorsque la température diminue, le nombre maximum d’atomes
pouvant occuper ces états diminue. Dans le cas d’un système 3D auquel nous nous
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intéressons ici
3
, Nmax(T) ne peut prendre que des valeurs finies. Il existe alors une
température critique TC telle que :
Nmax(T  TC)  N. (1.11)
On trouve, dans la limite semi-classique ~ω  kBT, l’expression suivante pour cette
température critique :
kBTC ≈ 0.94~ωN1/3. (1.12)
Nous aboutissons à un phénomène de saturation, dû aux statistiques quantiques,
qui implique qu’on ne peut pas mettre un nombre arbitraire d’atomes dans les états
excités puisqu’il existe une valeur maximale. Ce nombre maximum diminue avec la
température, jusqu’à atteindre la valeur seuil Nmax(T  TC)  N pour la température
critique TC. Ainsi, pour une température inférieure à la température critique, les états
excités ne peuvent pas accueillir tous les atomes et l’état fondamental contient auminimum
N0  N − Nmax(T) atomes. Plus précisément, on peut montrer que la fraction d’atomes
dans l’état fondamental s’écrit :
N0
N
 1 −
(
T
TC
)
3
. (1.13)
Il y a donc accumulation d’atomes dans l’état fondamental, qui est peuplé de manière
macroscopique lorsque T < TC : c’est le phénomène de condensation de Bose-Einstein.
=
Calculons les ordres de grandeur des différentes quantités mises en jeu, en consi-
dérant les valeurs typiques N  105 atomes dans un piège isotrope de fréquence
angulaire ω ≈ 2π × 50 Hz :
— TC ≈ 100 nK;
— pourT  0.5TC ≈ 50nK il y a environ 90%des atomesdans l’état fondamental ;
— ~ω/kB ≈ 2 nK  TC, nous sommes donc bien dans la limite semi-classique.
Les atomes dans l’état fondamental constituent le condensat, généralement désigné
comme une onde de matière cohérente (par analogie avec l’onde lumineuse issue d’un
laser) de taille macroscopique. Le condensat est décrit par une seule fonction d’onde
|Ψ〉 : l’Hamiltonien total Ĥ s’écrivant comme la somme des Hamiltoniens à un corps, la
fonction d’onde exacte du condensat à température nulle est simplement le produit des
fonctions d’onde à une particule dans l’état fondamental :
|Ψ〉 
N⊗
i1
|ψ(i)
0
〉 . (1.14)
Les atomes dans les états excités, non condensés, constituent la fraction thermique.
3. La dimensionalité a son importance : on montre par exemple qu’à la limite thermodynamique, un
gaz de bosons idéal dans une boite peut condenser à 3D, mais qu’il n’y a pas de condensation à 1D ni à 2D
[Cohen-Tannoudji et Guéry-Odelin (2016)].
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1.1.3 Gaz avec interactions : équation de Gross-Pitaevskii
Ajoutons à présent des interactions entre atomes, dont on rend compte par un potentiel
d’interaction à deux particules V(®ri − ®r j). Dans ce cas, l’expression de la fonction d’onde
du condensat Eq. 1.14 n’est plus valable, et il est en général impossible d’en obtenir une
expression analytique. On fait donc appel à plusieurs approximations.
En premier lieu, l’approximation des gaz dilués na3  1 permet de restreindre les
interactions à des collisions à deux corps. Pour étudier les propriétés collisionnelles de
ces gaz, on utilise pour la fonction d’onde un développement en ondes partielles. À la
limite des basses énergies, c’est-à-dire pour les gaz ultra-froids que nous considérons,
seules les ondes s entrent en jeu. Sous ces hypothèses, nous pouvons donc remplacer le
potentiel d’interaction par un pseudo-potentiel de type contact :
V(®ri − ®r j)  gδ(®ri − ®r j) avec g 
4π~2a
m
. (1.15)
La force de ces interactions est caractérisée par le terme de couplage g, qui fait intervenir
la longueur de diffusion a en ondes s. Cette longueur de diffusion étant positive pour le
rubidium 87 considéré ici, il s’agit d’interactions répulsives.
La deuxième approximation consiste à utiliser une approche variationnelle pour
trouver l’état fondamental du système. On restreint la recherche de solutions à des états
similaires à l’Eq. 1.14, c’est-à-dire à des états pour lesquels tous les atomes sont décrits
par la même fonction d’onde
4
. Sous ces hypothèses, la méthode variationnelle conduit à
l’équation de Gross-Pitaevskii, qui s’écrit en représentation position :[
− ~
2
2m
∆ + Vext(®r) + g |Ψ(®r , t)|2
]
Ψ(®r , t)  i~∂Ψ(®r , t)
∂t
, (1.16)
où Vext(®r) désigne le potentiel extérieur (pris ici indépendant du temps) et Ψ(®r , t) la
fonction d’onde du condensat. Dans le régime stationnaire, cette dernière peut se mettre
sous la forme Ψ(®r , t)  Ψ0(®r) e−iµt/~, ce qui conduit à l’équation de Gross-Pitaevskii
stationnaire : [
− ~
2
2m
∆ + Vext(®r) + g |Ψ0(®r)|2
]
Ψ0(®r)  µΨ0(®r). (1.17)
On ne s’intéresse ici qu’aux solutions réelles de l’équation de Gross-Pitaevskii stationnaire.
La fonction d’onde du condensat peut dans ce cas être reliée à la densité atomique via :
Ψ0(®r) 
√
n(®r). (1.18)
i
Comparé à l’équation de Schrödinger, l’introduction d’interactions à deux corps se
traduit dans l’équation de Gross-Pitaevskii par le terme supplémentaire g
Ψ0(®r)2.
Ce terme, qui peut également s’écrire gn(®r), traduit un potentiel effectif dépendant
de la densité atomique locale n(®r) : on rend compte des interactions par un champ
moyen.
4. Cette approximation est également connue sous le nom d’approximation de Hartree.
18 Chap 1. Condensat de Bose-Einstein dans un piège hybride
1.1.4 Effet des interactions et limite de Thomas-Fermi
Pour terminer ces rappels, nous faisons quelques raisonnements qualitatifs à une
dimension afin de comprendre l’effet des interactions sur l’état fondamental du système.
Pour cela nous nous attardons sur les deux cas d’école que sont le puits de potentiel
et le piège harmonique. Le premier cas nous permettra de comprendre l’origine de
l’approximation de Thomas-Fermi, que nous appliquerons ensuite au deuxième cas pour
aboutir à l’expression de la fonction d’ondeΨTF très utilisée pour les gaz de bosons.
Puits de potentiel
Considérons le cas simple à une dimension d’un puits de potentiel défini selon :
Vext(x) 

0 pour 0 < x < L,
+∞ sinon.
(1.19)
On impose également des conditions aux limites de Dirichlet : Ψ0(0)  Ψ0(L)  0. En
l’absence d’interaction, l’équation de Gross-Pitaevskii stationnaire Eq. 1.17 se réduit à
l’équation de Schrödinger, et on retrouve la solution bien connue :
Ψ
(g0)
0
(x) ∝ sin(πx/L). (1.20)
En présence d’interactions, on obtient pour la fonction d’onde près des bords du puits :
Ψ
(g,0)
0
(x) ∝ tanh(x/(
√
2ξ)) (1.21)
où l’on a fait apparaitre une longueur caractéristique ξ appelée longueur de relaxation 5,
qui dépend du terme de couplage g selon ξ ∝ g−1/2.
L’allure des densités correspondantes n(x)  |Ψ0(x)|2 est tracée Fig. 1.1(a). Dans la
boite de potentiel, l’effet des interactions répulsives est clair : le système est plus homogène
afin de minimiser l’énergie d’interaction, excepté sur une distance ξ près des bords de la
boite. Plus les interactions sont fortes, plus la distance ξ est faible et plus les atomes se
distribuent uniformément dans le piège. En d’autres termes, en présence d’interactions
répulsives, la densité atomique est plus uniforme et présente moins de variations spatiales.
Or on peut montrer que l’énergie cinétique dépend du gradient de la densité
6
. L’énergie
cinétique peut donc devenir négligeable comparée à l’énergie d’interaction, ce qui nous
amène à ignorer ce terme dans l’équation de Gross-Pitaevskii.
5. On parle également de longueur de cicatrisation (ou healing length), car il s’agit de la longueur au-delà
de laquelle on perd l’information sur les conditions de bord.
6. Plus précisément on a [Cohen-Tannoudji (1998)] :
Ecin  〈Ψ0 | −
~2
2m
∂2
∂x2
|Ψ
0
〉  ~
2
2m
∫
+∞
−∞
(
∂
∂x
√
n(x)
)
2
dx.
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Figure 1.1 | Profils de densité atomique théoriques dans deux types de pièges uni-
dimensionnels en présence d’interactions. (a) Densité correspondant à
l’état fondamental dans un puits de potentiel (trait noir), solution de l’équa-
tion de Gross-Pitaevskii (Eq. 1.17), en l’absence d’interaction (tirets bleus)
et avec interactions (trait orange). On définit également la longueur de
relaxation ξ. (b) Densité correspondant à l’état fondamental dans un piège
harmonique (trait noir) en présence d’interactions et dans l’approximation
de Thomas-Fermi (parabole concave, trait orange). La valeur du potentiel
chimique µ est indiquée par un trait horizontal vert.
Potentiel harmonique
Considérons à présent un potentiel harmonique Vext(x)  1
2
mω2x2. Nous utilisons
à nouveau l’équation de Gross-Pitaevskii Eq. 1.17 mais nous négligeons ici l’énergie
cinétique sous l’effet des interactions. Nous obtenons alors la limite de Thomas-Fermi, dont
la solutionΨTF satisfait l’équation :[
1
2
mω2x2 + g |ΨTF(x)|2
]
ΨTF(x)  µTFΨTF(x). (1.22)
Cette dernière équation se résout aisément, et nous trouvons l’expression suivante pour
la fonction d’onde :
ΨTF(x) 

√
1
g
(
µTF −
1
2
mω2x2
)
si µTF > Vext(x),
0 sinon.
(1.23)
Le nuage dans le piège harmonique a donc une distribution en forme de parabole
inversée, dont une représentation est donnée Fig. 1.1(b). Soulignons toutefois que cette
approximation n’est pas vérifiée en tout point du condensat : au voisinage des bords de la
parabole, la densité tendant vers 0, on comprend qu’on ne peut plus négliger l’énergie
cinétique. L’approximation par une parabole inversée n’est donc plus valable au voisinage
de ses bords [Dalfovo et Stringari (1996) et Riou (2006)].
Cette description est valide s’il y a "suffisamment d’interactions". De manière plus
formelle, la condition suivante doit être vérifiée [Pitaevskii et Stringari (2016)] :
N
a
aOH
 1 (1.24)
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où aOH 
√
~/(mω) est la longueur de l’oscillateur harmonique quantique associé au
piège harmonique et a la longueur de diffusion en ondes s définie précédemment.
=
Sur notre dispositif expérimental, nous utilisons des fréquences de piégeage
comprises entre 5 et 50 Hz. Dans le pire des cas (ω  2π × 5 Hz), le nombre
d’atomes N doit donc vérifier :
N  1000.
Les plus petits condensats que nous avons utilisés contenant N  3 × 104, la
condition est bien validée.
1.2 Séquence expérimentale pour produire un condensat
Comme nous l’avons rappelé au début de la section précédente, il est nécessaire d’avoir
une densité dans l’espace des phasesD de l’ordre de l’unité pour atteindre la condensation.
D’après sa définition Eq. 1.3, on peut chercher à augmenter la densité atomique n ou
encore augmenter la longueur d’onde thermique de de Broglie λdB en diminuant la
température T du gaz. Ainsi, grâce aux techniques de piégeage et de refroidissement
développées ces dernières années, nous parvenons par exemple à diminuer la température
du gaz de plus de neuf ordres de grandeur
7
, passant d’une température ambiante à une
température inférieure à 100 nK.
Dans cette deuxième section, je rappelle les étapes successives de la séquence expéri-
mentale que nous réalisons afin d’atteindre le régime de dégénérescence quantique et
ainsi produire un condensat de Bose-Einstein de rubidium 87. J’ai choisi de découper la
description de cette séquence en trois blocs :
— une première sous-section est dédiée au refroidissement laser, qui constitue le
premier type de refroidissement que nous mettons en œuvre. À l’issue de ces étapes
nous atteignons une température d’environ 50 µK.
— la deuxième partie de la séquence consiste en un refroidissement par évaporation
forcée dans un piège magnétique quadrupolaire à l’aide d’un rayonnement micro-
onde. En fin d’évaporation nous avons un nuage à une température d’environ
30 µK.
— nous terminons la séquence avec une deuxième évaporation forcée, cette fois-ci dans
un piège hybride qui consiste en la somme du piège magnétique quadrupolaire
et d’un confinement optique. Cette dernière étape nous permet de franchir la
température critique de l’ordre de la centaine de nanokelvins et d’obtenir des
condensats.
Avant de détailler la séquence expérimentale, je commence par une brève description du
cœur du dispositif et de son système à vide.
7. À titre de comparaison, il n’y a qu’un ordre de grandeur entre la température ambiante et la température
à la surface du Soleil.
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Figure 1.2 | Schéma 3D du cœur du dispositif et de son système à vide. Un MOT 2D
produit en 1© un jet atomique de rubidium en refroidissant les atomes selon
les deux directions transverses x et z. Les atomes sont poussés selon l’axe y
vers le centre de la cellule en verre en 4© où ils sont capturés dans leMOT 3D.
L’ensemble du dispositif est maintenu sous vide grâce à trois pompes
ioniques (PI), complétées pour les pompes PI1 et PI2 par des pompes NEG.
Les chiffres se réfèrent aux différentes partie du système à vide décrites
dans le texte.
1.2.1 Description générale du dispositif
Le dispositif expérimental principal, visible sur la Fig. 1.2, consiste en un piègemagnéto-
optique bidimensionnel (MOT 2D), construit par le SYRTE, et d’un piège magnéto-optique
tridimensionnel (MOT 3D) dans une cellule en verre.
Le MOT 2D est alimenté par un four à atomes dans lequel du rubidium est chauffé à
environ 100°C. Grâce à des faisceaux refroidisseurs, amenés par fibre optique, ainsi qu’au
faisceau repompeur qui entre directement par le hublot central du dispositif du SYRTE, le
MOT 2D produit un jet d’atomes refroidis selon les directions transverses x et z et poussés
selon l’axe y jusqu’auMOT 3D par un faisceau résonant appelé faisceau pousseur, superposé
au faisceau repompeur. Les différents éléments du système à vide qui relient le MOT 2D et
le MOT 3D se répartissent en quatre parties :
1. La chambre initiale où nous réalisons le MOT 2D. Les faisceaux refroidisseurs
proviennent directement de deux fibres optiques (visibles sur la Fig. 1.2). Le vide
dans cette chambre est assuré par une première pompe ionique PI0.
2. Le MOT 2D est relié à une première croix par un tube à vide différentiel. Sur cette
croix est branchée une deuxième pompe
8
, constituée à la fois d’une pompe ionique
PI1 et d’une pompe NEG (Non Evaporable Getter).
3. Cette première croix communique avec une deuxième croix via un nouveau tube à
vide différentiel. Une troisième pompe
9
ionique PI2, également complétée par une
pompe NEG, est reliée à cette deuxième croix.
8. NEXTorr D 100-5
9. NEXTorr D 200-5
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4. Une cellule en verre, qui constitue la chambre d’expérience, termine cet ensemble à
vide. Cette cellule, de section carrée, mesure 10 cm de long et 3 cm de côté extérieur,
avec une épaisseur de paroi de 5 mm. C’est ici que nous piégeons les atomes dans
le MOT 3D, avant d’effectuer les différentes étapes de refroidissement présentées
ci-après jusqu’à atteindre la condensation. Des lasers de différentes longueurs
d’onde (780 et 1064 nm) étant utilisés dans nos expériences, la cellule en verre n’a
pas subi de traitement anti-reflet.
Grâce à ce dispositif de double vide différentiel, la cellule en verre est maintenue sous
ultra-vide (soit une pression inférieure à 10
−10
mbar).
1.2.2 Piège magnéto-optique et refroidissement laser
Le dispositif expérimental est composé de deux MOTs. Ces pièges exploitent les forces
radiatives, issues de l’interaction lumière/matière, pour manipuler les degrés de liberté
externes d’un atome. Les techniques de refroidissement et de piégeage avec des lasers,
développées il y a maintenant plus de trente ans, sont largement documentées [Cohen-
Tannoudji (1990), Townsend et al. (1995) et Dalibard (2015)]. Nous ne ferons pas
une revue exhaustive du refroidissement laser, nous nous contenterons de donner les
ingrédients nécessaires à la compréhension du dispositif expérimental et des différentes
étapes de la séquence.
Principe
Rappelons ici très brièvement les mécanismes permettant d’expliquer le MOT. Nous
simplifierons les explications en considérant un atomeàdeuxniveaux (un état fondamental
de moment cinétique nul et un état excité de moment cinétique égal à 1) se déplaçant
selon la direction x à une vitesse vx . La différence d’énergie entre les deux états atomiques
est E  hν0, et l’état excité a une durée de vie τ  1/Γ. La force F qui s’exerce au sein d’un
MOT,
F  −αvx − κx , (1.25)
a deux composantes : la première est une force de frottement visqueux à l’origine du
refroidissement, la deuxième est une force de rappel responsable du piégeage. Nous nous
appuierons sur la Fig. 1.3 pour illustrer l’origine de ces deux effets.
refroidissement : Plaçons-nous d’abord dans le référentiel du laboratoire, et considé-
rons la situation où l’atome est éclairé par deux lasers contra-propageants, dits faisceaux
refroidisseurs (Fig. 1.3(a)). Ces lasers sont de même fréquence ν et sont désaccordés dans
le rouge : leur fréquence est telle que ν < ν0, donc le désaccord δ  ν − ν0 est négatif.
Cependant, dans le référentiel de l’atome, ces deux lasers ne sont pas à la même fréquence
(Fig. 1.3(b)) : compte-tenu de l’effet Doppler, l’onde laser qui va à l’encontre de l’atome est
perçue par ce dernier comme étant à une fréquence plus élevée. Ce laser sera donc, pour
l’atome, plus proche de résonance d’une quantité (vx/c)ν. Symétriquement, l’onde laser
se propageant dans le même sens que l’atome est perçue par celui-ci à une fréquence
inférieure, éloignée de résonance de la même quantité (vx/c)ν. Par conséquent, l’atome
est plus susceptible d’absorber des photons provenant du laser venant à sa rencontre.
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Figure 1.3 | Schéma de principe du refroidissement et du piégeage dans un MOT.
Principe d’une mélasse optique : deux lasers contra-propageants de même
fréquence éclairant un atome en mouvement dans le référentiel du la-
boratoire (a) seront perçus de fréquences différentes par l’atome dans
son référentiel (b) à cause de l’effet Doppler. En choisissant un désaccord
δ  ν − ν0 négatif, l’atome absorbe préférentiellement un photon allant à
son encontre, entrainant son ralentissement. (c) Principe d’unMOT : l’atome
peut absorber un photon σ+ du faisceau venant de la gauche ou σ− du
faisceau venant de la droite. La dégénérescence des sous-états magné-
tiques étant levée par application d’un gradient de champ magnétique,
un atome à x > 0 absorbera de préférence un photon σ− car la transition
|F  0,mF  0〉 → |F  1,mF  −1〉 est plus proche de résonance. Ce pho-
ton venant de droite, l’atome sera ramené au centre. Un raisonnement
similaire peut être fait pour un atome en x < 0.
Lorsque l’atome absorbe un tel photon, il subit un recul : par conservation de la
quantité de mouvement, son impulsion après absorption est diminuée de l’impulsion
du photon hν/c. L’atome subit ensuite un deuxième transfert d’impulsion lorsqu’il émet
spontanément un photon dans une direction aléatoire de l’espace, cette émission ayant
lieu de manière équiprobable pour deux directions opposées. Après un grand nombre
de cycles absorption/émission spontanée, ces deux processus n’ont pas le même effet
moyen : l’effet de recul dû à l’absorption est toujours opposé au mouvement de l’atome
et s’additionne, tandis que le transfert d’impulsion associé à l’émission spontanée se
moyenne à zéro. La lumière exerce ainsi sur les atomes une force moyenne appelée force
de pression de radiation. Dans le cas de deux lasers contra-propageants, le déséquilibre
entre les deux forces de pression de radiation dû au déplacement de l’atome se traduit
par une force visqueuse de forme −αvx (d’où le terme de mélasse optique). Cette force
réduit la dispersion en vitesse de l’ensemble atomique et assure donc le refroidissement
du nuage.
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Il existe une température minimale TDop, appelée température Doppler à cette méthode
de refroidissement. Son origine est l’ensemble des chocs aléatoires dûs à l’émission
spontanée : bien que l’émission spontanée n’ait pas d’effet sur la vitesse moyenne, elle
est responsable d’une diffusion de l’atome dans l’espace des impulsions
10
. En utilisant
le formalisme du mouvement brownien, nous aboutissons à l’expression suivante pour
cette température limite [Dalibard (2015)] :
kBTDop 
~Γ
2
. (1.26)
=
Pour le rubidium 87, le temps de vie de l’état excité vaut τ  26.2 ns et la largeur
naturelle associée est Γ  2π × 6.07 MHz. La température Doppler a donc pour
valeur TDop  147 µK.
Nous verrons dans la séquence expérimentale qu’il est possible d’atteindre dans le MOT
des températures inférieures à TDop par des processus sub-Doppler.
piégeage : Pour le refroidissement nous n’avons considéré que les deux niveaux de
l’atome : nous devons à présent également prendre en compte son moment cinétique. La
force de pression de radiation ne dépendant que de la vitesse des atomes, un ingrédient
supplémentaire est nécessaire afin d’ajouter une dépendance spatiale à la force et de
confiner les atomes en un point donné. Cet ingrédient consiste en un champ magnétique
inhomogène
®B(x) s’annulant en x  0 : ce point devient la position d’équilibre. En effet,
la dégénérescence des sous-états magnétiques étant levée par effet Zeeman, l’énergie des
niveaux internes de l’atome varie en fonction de la position de ce dernier. En combinant
cet effet et l’utilisation de polarisations circulaires droite et gauche pour les deux lasers
contra-propageants, on crée un déséquilibre des forces de pression de radiation en tout
point x , 0. Ainsi, un atome éloigné de l’origine, même s’il est au repos, absorbera
préférentiellement un photon qui tendra à le ramener vers le centre du piège.
Les raisonnements que nous avons suivis à une dimension se généralisent bien à trois
dimensions : un MOT 3D nécessite trois paires de faisceaux refroidisseurs, afin de refroidir
les atomes selon les trois degrés de liberté externes. La configuration habituelle utilise
trois directions orthogonales les unes des autres, mais ce n’est pas la géométrie qui a été
retenue sur notre dispositif comme décrit dans la suite.
Mise en œuvre expérimentale
Les premières étapes de refroidissement laser nécessitent donc deux éléments : trois
paires de faisceaux dont la fréquence, l’intensité et la polarisation sont soigneusement
contrôlées, et un gradient de champ magnétique.
En pratique, le rubidium 87 possède de nombreux niveaux atomiques. On ne s’in-
téressera qu’à la raie D2 constitué de l’état fondamental 52S1/2 et de l’état excité 52P3/2,
et dont la structure hyperfine est rappelée Fig. 1.4. La transition utilisée pour le refroi-
dissement est la transition entre les états hyperfins |F  2〉 → |F′  3〉. Lors des cycles
10. Le processus d’émission spontanée peut donc être pris en compte à travers une force de Langevin.
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Figure 1.4 | Raie D2 de la structure hyperfine du rubidium 87. La transition de re-
froidissement est la transition |F  2〉 → |F′  3〉 de fréquence associée
ν0. Les faisceaux refroidisseurs, de fréquence ν, sont désaccordés d’une
quantité |δ | vers le rouge par rapport à la transition de refroidissement. Les
faisceaux repompeurs sont résonants avec la transition |F  1〉 → |F′  2〉.
Les faisceaux pousseur et imageur sont résonants avec la transition de
refroidissement. Source : [Steck (2001)].
absorption/émission spontanée, il arrive que des atomes se désexcitent vers l’état |F  1〉
du niveau fondamental. Cet état est un état noir car il n’existe pas de transition atomique
correspondant à la longueur d’onde des faisceaux refroidisseurs depuis l’état |F  1〉. Par
conséquent, les atomes finissent par s’y accumuler après un grand nombre de cycles et il
n’y a plus d’effet de refroidissement. Pour remédier à ce phénomène, nous ajoutons des
faisceaux repompeurs, résonants avec la transition |F  1〉 → |F′  2〉, chargés de renvoyer
les atomes dans le cycle de refroidissement. À ces deux types de faisceaux s’ajoutent
également le faisceau pousseur, chargé d’entrainer les atomes du MOT 2D vers le MOT 3D,
ainsi que le faisceau imageur utilisé dans l’imagerie par absorption (voir section 1.3). Tous
deux sont résonants avec la transition |F  2〉 → |F′  3〉.
Ces faisceaux sont préparés sur deux tables optiques distinctes, dont les schémas sont
disponibles en annexe A :
— la table "refroidisseur" prépare d’une part un unique faisceau refroidisseur pour
le MOT 3D (il sera divisé en trois paires plus tard), d’autre part les deux faisceaux
refroidisseurs du MOT 2D, le faisceau pousseur et le faisceau imageur. On utilise
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Figure 1.5 | Schéma 3D du piège magnéto-optique tridimensionnel. Le MOT 3D est
constitué de six faisceaux refroidisseurs (une paire de faisceaux horizontaux
et deux paires de faisceaux dans le plan (yOz)) et de deux faisceaux repom-
peurs (confondus avec les faisceaux refroidisseurs horizontaux). Parmi les
faisceaux refroidisseurs, deux bras d’une même paire sont de polarisation
circulaire opposée. Deux bobines en configuration anti-Helmholtz d’axe
commun (Ox) produisent un gradient de champ magnétique. Figure tirée
de [Condon (2015)].
pour cela une diode laser
11
dont la fréquence est asservie sur la transition |F  2〉 →
|F′  2〉 par un montage de spectroscopie par absorption saturée. Le signal d’erreur
est obtenu grâce à un amplificateur à détection synchrone
12
, tandis que la rétro-
action est assurée par un circuit électronique qui agit directement sur le courant de
la diode. Les fréquences des différents faisceaux sont ensuite ajustées grâce à des
modulateurs acousto-optiques (AOMs). La puissance laser est amplifiée par deux
amplificateurs optiques
13
. Pour le faisceau refroidisseur du MOT 3D, un AOM utilisé
en double-passage nous permet d’asservir l’intensité du faisceau et de modifier
dynamiquement sa fréquence.
— la table "repompeur" prépare les faisceaux repompeurs pour le MOT 2D et le MOT 3D.
Lemontage est assez semblable à la table refroidisseur : une diode laser
14
est asservie
en fréquence sur le cross-over |F  1〉 → |F′  1, 2〉 par un montage similaire à la
première table, puis des AOMs sont utilisés pour ajuster la fréquence des lasers. La
puissance optique est là aussi amplifiée grâce à un amplificateur optique
15
, tandis
qu’un des AOMs sert à asservir l’intensité du faisceau repompeur du MOT 3D.
Les faisceaux des deux tables sont ensuite amenés par fibre optique sur une troisième table
optique où se situe le système à vide. Sur cette table d’expérience, le laser refroidisseur
11. Toptica DL Pro
12. SRS Lock-In Amplifier SR830
13. Sacher Lasertechnik TEC 400 de 2 W et 2.5 W.
14. Toptica DL Pro
15. Toptica BoosTA Pro de 3 W (puissance maximale de sortie après isolateur optique intégré : 2.5 W).
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du MOT 3D est divisé en trois paires directement en sortie de fibre, puis chaque faisceau
est préparé (diamètre de faisceau de 2 cm, polarisations circulaires). Les trois paires se
croisent au niveau de la cellule en verre selon la géométrie représentée Fig. 1.5. Le MOT 3D
est ainsi formé d’une paire de faisceaux horizontaux selon l’axe x et de deux paires dans
le plan (yOz) formant un angle d’environ 30° avec la verticale. Cette géométrie non
orthogonale permet de conserver un accès optique selon l’axe vertical pour d’éventuels
besoins futurs. Le faisceau repompeur duMOT 3D, divisé en deux sur la table d’expérience,
est superposé aux faisceaux refroidisseurs horizontaux. Tous les lasers se croisent donc
au centre de la cellule en verre, qui correspond également au zéro du champ magnétique
produit par une paire de bobines, visible sur la Fig. 1.5, en configuration anti-Helmholtz.
Séquence expérimentale – 1ère partie
La première partie de la séquence expérimentale, dédiée au refroidissement laser, est
décrite ci-dessous. Dans la marge sont indiqués le nombre d’atomes N et la température
T du gaz typiques à la fin de chaque étape. Cette séquence est également résumée sur la
Fig. 1.6.
chargement du mot : Nous chargeons leMOT 3D grâce au flux d’atomes provenant du
MOT 2D. Pour cela, tous les faisceaux hors imageur (refroidisseurs 2D et 3D, repompeurs
2D et 3D et pousseur) ainsi que les gradients de champ magnétique sont allumés pendant
7 s environ. Les faisceaux refroidisseurs 3D ont chacun environ 10 mW de puissance en
entrée de cellule, correspondant à une intensité de 3 mW/cm
2
. Ils sont désaccordés de
δ  −2Γ pendant cette étape. Le gradient de champ magnétique du MOT 3D est d’environ
10 G/cm. N & 1.5 × 109
T & 250 µK
dark mot : Nous appliquons ensuite la technique du dark MOT, initialement proposée
par [Ketterle et al. (1993)]. Dans cet article, les auteurs expliquent qu’à des températures
suffisamment basses, il n’est pas nécessaire de saturer les transitions atomiques puisque
les forces de pression de radiation, même à faible intensité, permettent toujours d’assurer
le confinement des atomes une fois ces derniers suffisamment ralentis. Nous réduisons
donc pendant 20 ms l’intensité des faisceaux refroidisseurs d’un facteur ≈ 2 et celle des
faisceaux repompeurs d’un facteur ≈ 20. De part la réduction drastique du nombre de
photons repompeurs, les atomes sont optiquement pompés dans l’état noir |F  1〉, et
n’effectuent plus qu’un nombre limité de cycles d’absorption/émission spontanée. Cette
diminution du nombre de cycles est utile, car chaque photon réémis au sein du nuage est
susceptible d’être absorbé par un autre atome, ce qui se traduit par une force effective
répulsive entre les atomes [Walker et al. (1990)]. Par cette technique, la taille du nuage
est réduite sans perte d’atomes ni chauffage, ce qui augmente la densité atomique. N  1.3 × 109
T  250 µK
mélasse dynamique : J. Dalibard et C. Cohen-Tannoudji ont expliqué en détail
les méchanismes de refroidissement sub-Doppler pouvant avoir lieu dans une mélasse
optique, en fonction de la polarisation utilisée pour les faisceaux refroidisseurs [Dalibard
et Cohen-Tannoudji (1989)]. Pour notre configuration σ+− σ−, la température d’équilibre
calculée Tsub-Dop est proportionnelle à I/δ, où I est l’intensité des faisceaux refroidisseurs
et δ leur désaccord par rapport à la transition de refroidissement |F  2〉 → |F  3〉. Dans
le but de diminuer encore la température du nuage, nous augmentons donc linéairement
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Figure 1.6 | Première partie de la séquence expérimentale : refroidissement laser.
Sont représentés la puissance et le désaccord des faisceaux refroidisseurs,
la puissance des faisceaux repompeurs et les champs magnétiques. Après
un chargement du MOT 3D de 7 s, nous augmentons la densité atomique
avec une étape de dark MOT puis nous réduisons la température avec une
étape de mélasse dynamique. Les atomes sont préparés dans l’état |F  1〉
par une phase de dépompage.
le désaccord en 15 ms, passant de δ  −2Γ à δ  −5Γ, tout en réduisant encore l’intensité
des faisceaux refroidisseurs d’un facteur 10 environ par une rampe linéaire.N  1.2 × 109
T  50 µK
dépompage : Il s’agit ici de la dernière étape avant de charger les atomes dans le piège
magnétique. Comme nous le verrons à la section suivante, le piégeagemagnétique dépend
des sous-états magnétiques de la structure atomique. Nous procédons donc à une étape
de dépompage de 5 ms, pendant laquelle les faisceaux repompeurs sont coupés. Sous
l’effet des faisceaux refroidisseurs seuls, les atomes s’accumulent dans l’état hyperfin
|F  1,mF  0,±1〉, et sont prêts à être capturés dans le piège magnétique pour une
première étape de refroidissement par évaporation.N  1.2 × 109
T  50 µK
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Figure 1.7 | Schéma de principe du refroidissement par évaporation. (a) Deux atomes
piégés dans le potentiel de profondeur U0 interagissent par collision
élastique. La particule la plus énergétique après collision peut quitter le
piège. À profondeur fixée, le gaz, une fois thermalisé, possède une certaine
distribution en vitesse f (v). (b) On force l’évaporation en diminuant la
profondeur du piège. On sacrifie les atomes les plus énergétiques (donc
on tronque la distribution f (v), en rouge, pour les grandes vitesses) pour
ne garder qu’un nuage d’atomes d’énergie totale bien plus faible. Après
rethermalisation, la nouvelle distribution f (v), en bleue, présente une
dispersion plus faible : la température du nuage est diminuée.
1.2.3 Mécanisme général du refroidissement par évaporation
Les premières étapes de la séquence expérimentale que nous venons de présenter
reposent sur le refroidissement laser. Ce type de refroidissement, même s’il permet
d’atteindre des températures sub-Doppler
16
, limite la densité dans l’espace des phases
D atteignable. En effet, les cycles d’absorption/émission spontanée sur lesquels reposent
la force de pression de radiation s’accompagnent nécessairement d’une diffusion en
impulsion des atomes du nuage. Cette diffusion constitue une limitation intrinsèque
pour la densité atomique et la température atteignables au sein d’un MOT. Pour continuer
à augmenter la densité dans l’espace des phases, nous utilisons donc la technique de
refroidissement par évaporation, décrite de manière qualitative sur la Fig. 1.7.
Considérons comme état initial un gaz d’atomes confinés dans un piège conservatif
(c’est-à-dire dérivant d’un potentiel) de profondeur U0 constante pour l’instant. Le
refroidissement par évaporation libre peut se décomposer en deux étapes [Davis et al.
(1995a)] : (i) les atomes piégés interagissant par collisions élastiques, il arrive que certains
atomes acquièrent une énergie suffisante pour quitter le piège. Ces derniers sont alors
perdus, mais emportent avec eux une grande quantité d’énergie ; (ii) l’énergie totale
16. Il existe également des techniques de refroidissement laser sub-recul, c’est-a-dire permettant d’atteindre
des températures T < TR où TR est la température de recul. Cette dernière est définie par kBTR/2  ER , où
l’énergie de recul ER  ~2k2R/(2m) est l’énergie portée par un seul photon refroidisseur, de vecteur d’onde
kR  2π/λ [Bardou et al. (1994)].
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des atomes restants diminue. Grâce aux collisions élastiques, le gaz rethermalise et
sa température moyenne diminue. Ce processus se répète et le système tend vers une
température d’équilibre déterminée par la profondeur du piège U0. En effet, lorsque 17
kBT  U0 les collisions élastiques ne peuvent plus fournir l’énergie suffisante pour
permettre aux atomes de quitter le piège et l’évaporation s’arrête. On obtient à l’équilibre
thermique une distribution en vitesse donnée.
Pour atteindre des températures plus faibles, on peut forcer l’évaporation en diminuant
la profondeur du piège au cours du temps. Cela revient à tronquer peu à peu la distribution
en vitesse du nuage dans les hautes vitesses. Le gaz continuant de thermaliser, on
obtient une distribution de plus faible dispersion, ce qui traduit une diminution de la
température.
1.2.4 Évaporation forcée dans le piège magnétique
Au terme des premières étapes de la séquence expérimentale liée au refroidissement
laser, les atomes ont été préparés par l’étape de dépompage dans l’état hyperfin |F  1〉.
Ceci constitue notre point de départ pour la première évaporation que nous allons
effectuer. Nous utilisons pour cela un piège conservatif d’origine magnétique afin de
capturer les atomes, et nous procédons à leur évaporation grâce à un rayonnement
micro-onde. La mise en oeuvre expérimentale sur notre dispositif de cette technique,
initialement proposée par [Hess (1986),Hijmans et al. (1989) et Pritchard et al. (1989)]
puis réalisée quelques années plus tard pour des atomes d’hydrogène [Setija et al. (1993)],
est détaillée dans cette section.
Principe
piégeage magnétique : Considérons un champ magnétique ®B(®r) résultant d’une
configuration quadrupolaire, de la forme :
®B(®r)  b′
©­­«
x/2
y/2
−z
ª®®¬ (1.27)
au voisinage de l’origine. Un atome dans un état hyperfin |F,mF〉 va interagir avec ce
gradient de champ par son moment magnétique. Il en découle un potentiel Umag(®r) de la
forme :
Umag(®r)  gFmFµB | ®B(®r)|  gFmFµBb′
√
x2 + y2
4
+ z2 (1.28)
où gF est le facteur de Landé de l’état considéré et µB  9.27 × 10−24 J/T est le magnéton
de Bohr. Ainsi, en fonction du signe du produit gFmF (qui dépend de l’état hyperfin
dans lequel l’atome se trouve), l’atome sera attiré (gFmF > 0) ou repoussé (gFmF < 0) par
le minimum du champ magnétique (qui correspond dans notre cas au zéro du champ
quadrupolaire). Compte-tenu du facteur de Landé gF  −1/2de l’état fondamental |F  1〉
(voir Fig. 1.4), seuls les atomes dans le sous-état magnétique mF  −1 seront piégés
17. Sur les échelles de temps des expériences d’atomes froids, on a typiquement U
0
/(kBT) ≈ 10.
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Figure 1.8 | Schéma de principe de l’évaporation micro-onde. (a) Structure interne
des états hyperfins |F  1〉 et |F  2〉 en fonction de la norme du champ
magnétique appliqué. (b) Potentiel magnétique ressenti par les atomes dans
les états |F  1,mF  −1〉 et |F  2,mF  −1〉. Un rayonnement micro-onde
d’énergie E  hν permet d’exciter la transition seulement pour les atomes
situés à une distance r du centre du piège.
près du zéro de champ. Par le même raisonnement, les atomes de l’état |F  2,mF  −1〉
(facteur de Landé associé gF  1/2) seront expulsés du piège. Nous exploitons le caractère
anti-piégeant de cet état excité pour forcer l’évaporation au moyen d’un rayonnement
micro-onde.
évaporation micro-onde : Considérons les deux états évoqués ci-dessus, à savoir
l’état des atomes piégés par le gradient de champ magnétique |F  1,mF  −1〉 et l’état
anti-piégeant |F  2,mF  −1〉. Nous pouvons provoquer la transition entre ces états en
illuminant le nuage d’un rayonnement micro-onde polarisé linéairement : les atomes ainsi
excités quittent le piège (voir Fig. 1.8). L’énergie de cette transition E(1,−1)→(2,−1) dépend
de la distance r de l’atome au centre du piège selon :
E(1,−1)→(2,−1)(r)  E(1,0)→(2,0) − µBB(r)  E(1,0)→(2,0) − µBb′r (1.29)
avec E(1,0)→(2,0) l’énergie de transition en champ nul (ou, de manière équivalente, entre
sous-états magnétiques mF  0) et r 
√
x2+y2
4
+ z2. Nous connaissons avec précision
l’énergie de la transition en champ nul et la fréquence associée : E(1,0)→(2,0)/h  6.83 GHz
[Steck (2001)]. En exploitant la dépendance spatiale de l’énergie de transition Eq. 1.29,
nous pouvons choisir d’enlever seulement les atomes les plus loin du centre du piège,
c’est-à-dire les plus énergétiques. Nous réalisons alors bien une évaporation forcée
sélective dans l’espace des positions.
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Figure 1.9 | Schéma 3D des bobines du piège magnétique. Les trois paires de bo-
bines d’axe (Oz) réparties symétriquement de part et d’autre de la cellule
sont en configuration anti-Helmholtz et permettent de produire un piège
magnétique de type quadrupolaire (Eq. 1.27). La paire la plus intérieure
sert jusqu’à la fin de la séquence, tandis que les deux paires extérieures
servent à comprimer le piège avant l’évaporation micro-onde. Figure tirée
de [Condon (2015)].
i
L’intérêt d’un rayonnement micro-onde comparé à une onde radio-fréquence
est double. D’abord le couplage électromagnétique du rayonnement micro-onde
avec les différents éléments électriques présents sur le dispositif expérimental est
faible. De plus, la puissance de l’onde émise est bien plus homogène au cours de
l’évaporation, car la fréquence varie peu de manière relative.
Mise en œuvre expérimentale
Le gradient de champ magnétique est produit par trois paires de bobines placées au-
dessus et en-dessous de la cellule et utilisées en configuration anti-Helmholtz (voir Fig. 1.9).
Elles produisent au centre de la cellule un champ magnétique de type quadrupolaire
(Eq. 1.27). Chaque bobine consiste en un enroulement d’un tube de cuivre refroidi grâce
à une circulation d’eau à l’intérieur du tube et branché à une alimentation
18
délivrant un
courant Iquad. Le courant maximum pouvant circuler dans les bobines est de 160 A, ce qui
correspond à un gradient de b′
max
 300 G/cm.
18. Delta Electronika SM 15-200D
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Le champmicro-onde est généré par une chaîne de production détaillée dans [Condon,
2015]. Un générateur radio-fréquence
19
piloté par un programme LabView produit
d’abord une onde radio-fréquence de fréquence initiale ν(i)
RF
 960 MHz. Cette fréquence
est ensuite multipliée par 7 (on obtient alors une onde micro-onde de fréquence ν(i)
MW

7 × ν(i)
RF
 6.72 GHz), avant que le signal ne subisse plusieurs étapes de filtrage et
d’amplification. Le rayonnement est émis par un cornet micro-onde placé devant la
cellule. Nous effectuons l’évaporation en augmentant progressivement la fréquence de
l’onde micro-onde jusqu’à ν
( f )
MW
 6.82 GHz, diminuant de fait le rayon d’évaporation. La
séquence expérimentale correspondante est détaillée ci-dessous.
Séquence expérimentale – 2ème partie
La deuxième partie de la séquence expérimentale est décrite maintenant. Elle est
également représentée sur la Fig. 1.10.
chargement du piège magnétique : Après l’étape de dépompage, nous coupons
abruptement les faisceaux refroidisseurs du MOT 3D qui étaient utilisés pour le refroi-
dissement laser. Nous allumons en même temps l’alimentation de la paire de bobines
la plus proche de la cellule : il circule alors un courant de 65 A dans ces bobines, ce
qui correspond à un gradient b′ ≈ 62 G/cm. Nous transférons ainsi pendant 500 ms les
atomes, initialement préparés dans l’état |F  1〉, du MOT 3D vers le piège magnétique :
nous perdons une partie des atomes, puisque ceux de projection mF  +1 sont dans un
état anti-piégeant. Afin de maximiser le nombre d’atomes et minimiser le chauffage du
nuage atomique pendant le transfert, nous nous assurons également pendant cette étape
qu’il y a bien adaptation demode (oumode matching), c’est-à-dire que les centres des pièges
(MOT 3D et piège quadrupolaire) sont bien superposés et que le confinement magnétique
est bien adapté à la taille et à la température du nuage. Une bobine supplémentaire, dite
compensatrice et d’axe (O y), est ici utilisée à cet effet. N  6 × 108
T  140 µK
compression du piège : Dans le but d’améliorer la dynamique d’évaporation, nous
augmentons le taux de collisions entre atomes. Pour cela, nous comprimons le piège
magnétique en augmentant linéairement pendant 100 ms le courant dans les deux paires
de bobines restantes jusqu’à atteindre 120 A dans ces bobines. Le gradient de champ
magnétique en fin de compression vaut b′ ≈ 250 G/cm. N  6 × 108
T  190 µK
évaporation micro-onde : Nous procédons à l’évaporation forcée dans le piège
quadrupolaire comprimé. Le générateur produit une onde radio-fréquence dont la
fréquence augmente linéairement entre ν(i)
RF
 960 MHz et ν
( f )
RF
 973.9 MHz en 12 s. En
sortie de chaîne électronique, la fréquence initiale de l’onde micro-onde envoyée sur les
atomes vaut ν(i)
MW
 6.72 GHz et la fréquence finale vaut ν
( f )
MW
 6.82 GHz. Comme nous
l’expliquons dans la section suivante, nous arrêtons l’évaporation à ce stade, bien avant
d’avoir atteint la condensation du nuage d’atomes, car nous subissons un chauffage par
pertes Majorana au centre du piège. Pour poursuivre le refroidissement du nuage, il est
nécessaire de le transférer dans un autre piège : le piège hybride. N  8 × 107
T  55 µK
19. Agilent E4428C
34 Chap 1. Condensat de Bose-Einstein dans un piège hybride
Gradient piège 
magnétique
Puissance
faisceau
refroidisseur
Fréquence
onde MW
6.82 GHz
t
100 ms
Compression
12 s
Évaporation MW
//
//
500 ms
Chargement piège mag.
62 G/cm
250 G/cm
6.72 GHz
5 ms
Dépompage
Figure 1.10 | Deuxième partie de la séquence expérimentale : refroidissement par
évaporation dans le piège magnétique. Sont représentés le gradient de
champ magnétique et la fréquence de l’onde micro-onde illuminant les
atomes. Après l’étape de dépompage (rappelée en début de schéma),
les atomes sont chargés dans le piège magnétique en coupant les fais-
ceaux refroidisseurs et en allumant le gradient de champ. S’ensuit une
étape de compression, afin d’améliorer l’évaporation qui a lieu grâce au
rayonnement micro-onde.
1.2.5 Évaporation forcée et condensation dans le piège hybride
Nous avons supposé jusqu’ici que le sous-état magnétique des atomes dans le piège
quadrupolaire était conservé, or il peut arriver que ce ne soit pas le cas. En effet,
le champ magnétique changeant rapidement de direction au niveau de son zéro, le
moment magnétique des atomes au voisinage du centre du piège peut ne pas suivre
adiabatiquement l’orientation du champ et il y a dans ce cas retournement de spin
(ou spin-flip) : ce phénomène est appelé transition Majorana. Les atomes ayant subi un
retournement de spin se trouvent dans un état anti-piégeant et sont perdus [Petrich et al.,
1995]. Ces pertes concernant essentiellement les atomes proches du zéro de champ, c’est-
à-dire ayant une faible énergie cinétique, elles provoquent par conséquent un chauffage
du nuage d’atomes.
Tout au long de l’évaporation forcée dans le piège magnétique, il y a donc compétition
entre le refroidissement de l’ensemble atomique par évaporation et son chauffage par
pertes Majorana. Or, plus la température du nuage diminue, plus les atomes passent
du temps près du zéro de champ et sont susceptibles d’être perdus. Nous stoppons
l’évaporation dans le piège quadrupolaire lorsque refroidissement et chauffage du nuage
se compensent. Pour pouvoir continuer à diminuer efficacement la température du nuage
atomique, nous utilisons un deuxième type de piège dit hybride, combinant un champ
magnétique et un piège dipolaire.
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De manière similaire aux deux sous-sections précédentes, nous rappelons d’abord
rapidement les mécanismes mis en œuvre pour le piégeage d’atomes par un laser de
grande puissance et loin de résonance, qui constitue le piège dipolaire. Nous verrons
également comment refroidir le nuage d’atomes dans ce cas. Nous décrivons ensuite la
mise en place expérimentale du piège hybride. Nous terminons par la description de la
3
ème
et dernière partie de la séquence qui nous permet d’atteindre la condensation de
Bose-Einstein.
Principe
piégeage dipolaire : Le piégeage des atomes par un laser loin de résonance a pour
origine l’interaction entre le champ électrique inhomogène
®E(®r) du laser et le moment
dipolaire de l’atome induit par ce laser. Il en résulte un potentiel qui s’exprime d’une
manière générale comme [Grimm et al. (2000) et Dalibard (2013)] :
Udip(®r)  −
1
2ε0c
Re [α(ω)] I(®r) (1.30)
avec ε0 la permittivité du vide, c la vitesse de la lumière, α la polarisabilité de l’atome et
I l’intensité du champ défini par I(®r)  2ε0c | ®E(®r)|2. Dans un formalisme semi-classique
(c’est-à-dire en considérant un atome à deux niveaux dans un champ classique), le calcul
de la polarisabilité α permet d’aboutir à une relation du type :
Udip(®r) ∝
I(®r)
∆
(1.31)
où ∆  ω − ω0 est le désaccord entre le laser utilisé et la transition atomique. Cette
expression résume les deux ingrédients clés du piégeage par un laser loin de résonance :
la force dipolaire
®Fdip  −®∇Udip(®r) issue de ce potentiel est proportionnelle au gradient
d’intensité, et le signe du désaccord∆ contrôle le type d’interaction, attractive ou répulsive,
entre les atomes et les régions de forte intensité lumineuse. Pour trouver la valeur du
coefficient de proportionnalité entre le potentiel dipolaire et l’intensité, il nous faut
prendre en compte la structure interne atomique et les caractéristiques du laser. Dans le
cas du rubidium 87, un calcul quantitatif par la méthode de l’atome habillé est présenté
dans l’annexe C de [Reinaudi (2008)] et aboutit à la relation :
Udip(®r)  ζ × I(®r) (1.32)
avec ζ ≈ −2.1 × 10−36 J/(W/m2) pour un laser de longueur d’onde λ  1064 nm polarisé
linéairement. Il s’agit dans ce cas d’un désaccord dans le rouge (∆ < 0), les atomes seront
donc attirés et piégés dans les régions où l’intensité lumineuse est maximale comme le
suggère le signe de ζ.
Considérons pour le laser un faisceau gaussien se propageant selon l’axe x, le profil
d’intensité qui lui correspond est :
I(®r)  2P
πw2(x) exp
(
−
2(y2 + z2)
w2(x)
)
(1.33)
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avec P la puissance du laser et w(x) le rayon à 1/e2 du faisceau à la position x. Le rayon
varie selon la relation :
w(x)  w0
√
1 +
(
x
zR
)
2
(1.34)
où w0 est le waist du laser et zR  πw2
0
/λ est la longueur de Rayleigh associée. Un tel
faisceau désaccordé dans le rouge piège donc les atomes autour de la position ®r  ®0.
évaporation dans le piège hybride : La profondeur du piège dipolaire est reliée à la
puissance parUdip
0
(x)  2χP/πw2(x). Pour diminuer la profondeur et forcer l’évaporation,
on diminue donc la puissance du laser. On permet ainsi aux atomes les plus énergétiques
de s’échapper selon le processus décrit section 1.2.3.
i
Au voisinage du centre du piège dipolaire, la fréquence angulaire longitudinale
ωx du piège dipolaire varie avec la puissance laser P selon ωx ∝
√
P/w3
0
. Ainsi,
contrairement à l’évaporation dans le piège magnétique où profondeur et confine-
ment sont indépendants, les fréquences de piégeage diminuent tout au long de
l’évaporation dans un piège dipolaire : plus nous avançons dans l’évaporation,
plus celle-ci perd en efficacité. Nous devons donc démarrer l’évaporation avec de
très bonnes conditions initiales (N, T) pour que cet effet ne soit pas limitant.
Mise en œuvre expérimentale
Le potentiel associé au piège hybride est la somme de trois contributions : les potentiels
dus à la gravité Ugrav(®r)  m gz, au confinement magnétique Umag(®r) et au piège dipolaire
Udip(®r).
Le champ magnétique est produit par la paire de bobines qui se trouve au plus près de
la cellule seulement. Le gradient de champ magnétique utilisé ne compense pas tout à
fait la gravité. Par conséquent, les atomes tombent lentement du piège magnétique vers le
piège hybride, dans lequel ils sont maintenus grâce au piège dipolaire placé sous le zéro
de champ magnétique.
Le piège dipolaire est constitué de deux faisceaux gaussiens croisés issus d’un laser
20
de longueur d’onde λ  1064 nm et de puissance maximale Pmax  20 W, mais dont nous
n’utilisons que 17 W. Ce laser a été installé pendant ma thèse en remplacement d’un laser
de puissance maximale plus faible Pmax  5 W qui ne permettait plus de condenser de
manière efficace. Nous avons réutilisé le précédent montage optique, dont un schéma est
disponible sur la Fig. 1.11.
Le premier faisceau dipolaire est horizontal : il est aligné selon l’axe (Ox) (sens de
propagation vers les x positifs, voir Fig. 1.11), décalé d’environ 100 µm en-dessous du zéro
de champ magnétique. Il entre dans la cellule en verre en formant un angle d’environ 1°
avec la normale à la cellule pour éviter les effets d’interférences dûs à une rétro-réflection
20. Azurlight Systems ALS-IR-1064-20-I-SF
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Figure 1.11 | Schéma du montage optique utilisé pour le piège dipolaire. Un cube
placé à la sortie d’un laser de puissancemaximale 20Wpermet de préparer
deux trajets : le trajet rouge correspond au faisceau horizontal actuellement
utilisé sur le dispositif, que nous recyclons après la cellule pour former un
faisceau "vertical" (non représenté sur le schéma) ; le trajet jaune représente
un nouveau faisceau horizontal rentrant sur le côté opposé de la cellule,
afin d’utiliser par la suite un piège entièrement contenu dans le plan
horizontal. Ce faisceau n’a pas encore été aligné sur les atomes. La zone
grisée représente une partie sur-élevée du montage.
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θ
x
y
z
Figure 1.12 | Schéma 3D du piège hybride. Le faisceau dipolaire passe une première
fois dans la cellule selon l’axe horizontal (Ox), puis il est recyclé pour
former un faisceau "vertical" contenu dans le plan (xOz) et formant un
angle θ ≈ 30° avec l’axe (Oz). Parmi les trois paires de bobines du piège
magnétique, seule la paire intérieure est utilisée pour le piège hybride.
Figure tirée de [Condon (2015)].
du faisceau
21
. Le faisceau est focalisé au centre de la cellule avec un waist de w
0,h  75 µm
et sa puissance maximale en entrée de cellule est P
0,h  10.3 W. Cette puissance est
contrôlée grâce à un AOM
22
à 40 MHz sur lequel nous rétro-agissons à partir d’une
mesure de la puissance du faisceau avant la cellule (une petite partie du faisceau est
déviée vers une photodiode par une lame 1%).
Nous recyclons ensuite le laser en sortie de cellule pour réaliser un deuxième faisceau
dit "vertical" (il forme en réalité un angle de θ ≈ 30° avec la verticale) passant une seconde
fois dans la cellule selon la géométrie représentée Fig. 1.12. Son waist vaut w0,v  30 µm
et la puissance maximale utilisable sur les atomes est P0,v  5.3 W. Sa puissance est
contrôlable par un AOM
23
à 80 MHzmais il n’y a pas de circuit d’asservissement. Nous ne
modifions pas l’efficacité de diffraction de cet AOM au cours de l’évaporation : ce faisceau
étant recyclé, sa puissance diminue de concert avec le faisceau dipolaire horizontal. Grâce
à ce faisceau vertical, nous augmentons le confinement des atomes selon l’axe longitudinal
du faisceau horizontal et améliorons la dynamique d’évaporation en maintenant un plus
grand taux de collisions.
Les deux faisceaux (horizontal et vertical) se croisent au centre de la cellule. La position
de leurs waists peut être contrôlée finement grâce aux platines de translation sur lesquelles
sont fixées les lentilles servant à faire converger les lasers. Dans le cas où les waists sont
superposés, le faisceau vertical est responsable d’une perte d’atomes au centre du piège
optique par le processus suivant : (i) après chargement du piège hybride, un grand
21. Rappelons que la cellule n’a pas subi de traitement anti-reflet.
22. AA Opto-Electronics MQ40-B5A2-L1064-WSc
23. AA Opto-Electronics MT110-B50/A1-IR
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nombre d’atomes est piégé dans le bras vertical. À puissance maximale, le piège associé
au faisceau vertical est suffisamment profond pour retenir ces atomes contre la gravité ;
(ii) lorsque nous procédons à l’évaporation, la puissance du faisceau vertical diminue.
Les atomes qui étaient initialement piégés dans ce bras tombent alors sous l’effet de la
gravité et sont perdus. Pour éviter ces pertes, nous avons décidé de ne pas superposer
les waists : le waist du faisceau vertical se situe 4.5 mm au-dessus du waist du faisceau
horizontal. De cette manière, le piégeage des atomes lors du chargement du piège hybride
n’est assuré que par le bras horizontal, mais nous continuons à bénéficier d’une bonne
dynamique d’évaporation grâce au faisceau vertical.
Lors de l’installation du nouveau laser, nous avons également préparé un deuxième
chemin optique permettant d’amener un nouveau faisceau dipolaire horizontal. Nous
n’avons pas encore mis en service ce deuxième bras horizontal, mais l’objectif à long
terme est de changer de configuration et de passer à un piège croisé entièrement compris
dans le plan horizontal (xO y). Nous espérons ainsi augmenter le volume de capture et
charger plus efficacement le piège hybride. De plus, cette configuration abandonne l’idée
du recyclage du premier faisceau, ce qui rend indépendantes les puissances des deux
faisceaux horizontaux.
Séquence expérimentale – 3ème partie
La troisième et dernière partie de la séquence expérimentale, correspondant à l’évapo-
ration dans le piège hybride, est décrite ci-dessous. Elle est également représentée sur la
Fig. 1.13.
décompression du piège magnétique : Afin de préparer le nuage à la deuxième
évaporation, nous décomprimons le piège magnétique. Nous diminuons donc linéaire-
ment le courant circulant dans les bobines : pour les deux paires de bobines extérieures
ce courant est amené à zéro, tandis que nous maintenons un courant de 60 A dans la
troisième paire de bobines (les plus proches de la cellule). Cette étape dure 1 s, et nous
terminons cette étape avec un gradient b′ ≈ 60 G/cm. N  8 × 107
T  40 µK
chargement du piège hybride : Nous transférons en 1 s les atomes du piège
magnétique décomprimé vers le piège hybride. À cet effet, nous réduisons linéairement
le courant de la paire de bobines encore allumées jusqu’à une valeur de 30 A, de sorte à
obtenir un gradient de champ magnétique tel que gFmFµBb′ ≈ 0.9m g, soit b′ ≈ 28 G/cm.
Les atomes tombent jusqu’à être piégés dans le faisceau dipolaire horizontal, qui a
été allumé tôt dans la séquence (juste après la fin du chargement du MOT 3D) afin de
stabiliser sa puissance. Seuls 20% des atomes initialement dans le piège magnétique sont
capturés
24
. N  1.5 × 107
T  20 µK
24. Lorsque nous voulons mesurer le nombre d’atomes capturés par le piège hybride, nous ajoutons juste
après son chargement une étape de maintien d’une durée de 250 ms. Nous nous débarrassons ainsi des
atomes non piégés qui, rappelons-le, tombent lentement sous l’effet combiné de la gravité et du gradient de
champ magnétique.
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Figure 1.13 | Troisième partie de la séquence expérimentale : refroidissement par
évaporation dans le piège hybride. Sont représentés le gradient de champ
magnétique et la puissance des faisceaux dipolaires. Après une étape
de décompression du piège magnétique, le piège hybride est chargé en
diminuant le gradient de champ magnétique jusqu’à compenser à peine
la gravité. Les atomes sont alors retenus grâce au piège dipolaire, dont
le laser est allumé tôt dans la séquence. L’évaporation se poursuit en
diminuant la puissance du laser, jusqu’à atteindre la condensation.
évaporation dipolaire : La dernière étape d’évaporation, dans le piège hybride,
s’effectue en diminuant la puissance optique des faisceaux dipolaires. Le faisceau vertical
étant recyclé du faisceau horizontal, les deux puissances diminuent de la même manière
selon la formule :
Ph/v(t)  P0,h/v ×
1
(1 + t/τ)η (1.35)
où τ et η sont des paramètres que nous optimisons expérimentalement. Nous utilisons
actuellement τ  3.5 s et η  4. Cette évaporation dure 6.1 s, correspondant à une
diminution de la puissance d’un facteur ≈ 60. À l’issue de cette évaporation, nous avons
atteint la condensation.N  2 × 105
T < TC
1.3 Détection d’un nuage d’atomes : système d’imagerie
Tout au long de la séquence expérimentale que nous venons de décrire, il nous faut
pouvoir imager le nuage atomique et extraire de cette image des informations quantitatives
comme le nombre d’atomes et la température du gaz. Nous utilisons sur notre dispositif
expérimental une imagerie par absorption, relativement courante sur ce type d’expérience.
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Figure 1.14 | Principe du temps de vol et de l’imagerie par absorption. À la fin d’une
séquence expérimentale, nous effectuons un temps de vol : tous les pièges
sont coupés et le nuage tombe sous l’effet de la gravité. Il rentre en ex-
pansion au cours de la chute, puis est éclairé après un temps tToF par
un faisceau imageur d’intensité Iin(x , y) résonant avec une transition ato-
mique. À l’aide d’un montage optique (voir Fig. 1.15), le profil d’intensité
Iout(x , y) après traversée du nuage est récupéré sur une caméra CCD.Nous
en déduisons la densité atomique nc(x , y) intégrée selon l’axe z (densité
colonne).
Après en avoir rappelé le principe, nous décrivons rapidement le montage expérimental,
puis nous terminons cette section en rappelant comment accéder au nombre d’atomes et à
la température du nuage sur une image d’absorption obtenue après temps de vol (ToF).
1.3.1 Principe
Le principe de fonctionnement de l’imagerie par absorption est illustré sur la Fig. 1.14.
Lorsque nous voulons imager le nuage d’atomes, nous l’éclairons avec un faisceau, dit
faisceau imageur, collimaté et résonant avec une transition atomique : les atomes absorbent
efficacement les photons de ce faisceau. Nous imageons ensuite sur une caméra CCD
l’ombre des atomes (due à l’absorption puis la rediffusion par émission spontanée des
photons) à partir de laquelle il nous est possible de déduire la densité atomique.
Plus précisément, on considère un faisceau imageur collimaté de longueur d’onde
λ et se propageant selon l’axe z, illuminant un gaz d’atomes caractérisé par sa densité
atomique n(x , y , z). Le profil d’intensité du faisceau avant traversée du nuage est Iin(x , y).
L’information que l’on récupère sur la caméra est intégrée selon l’axe de propagation du
faisceau. On introduit donc la densité atomique colonne nc(x , y) :
nc(x , y) 
∫
n(x , y , z)dz. (1.36)
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Lorsque l’intensité Iin du faisceau imageur est faible devant l’intensité de saturation,
l’absorption de la lumière suit la loi de Beer-Lambert :
Iout(x , y)  Iin(x , y) e−σ0nc(x ,y) (1.37)
où σ0 est la section efficace d’absorption à résonance. On définit alors la densité optique
OD(x , y) par :
OD(x , y)  ln
(
Iin(x , y)
Iout(x , y)
)
, (1.38)
qui nous permet de retrouver la densité colonne nc(x , y) selon :
nc(x , y) 
1
σ0
OD(x , y). (1.39)
i
La section efficace d’absorption à résonance σ0 est donnée par :
σ0  C ×
3λ2
2π
où le coefficient C permet de tenir compte de la structure interne de l’atome
et dépend à la fois de la polarisation du nuage d’atomes (répartition dans les
sous-niveaux Zeeman) et de la polarisation du faisceau imageur.
=
Dans le cas d’un faisceau imageur de polarisation linéaire, résonant avec la transition
|F  2〉 → |F′  3〉 (soit λ ≈ 780 nm) qui éclaire un nuage d’atomes de rubidium
87 dans l’état |F  2〉 non polarisé (répartition équiprobable dans les sous-états
magnétiques mF), le coefficient C vaut C  7/15 [Riou (2006)]. On trouve alors :
σ0 ≈ 0.136 µm2. (1.40)
En pratique, il nous faut tenir compte : (i) des imperfections du faisceau imageur et
(ii) du courant d’obscurité de la caméra et d’une éventuelle lumière parasite pouvant
induire un bruit de fond IFond(x , y). Nous prenons donc en réalité trois images, dans
l’ordre suivant :
— Une image en présence du nuage atomique, obtenue en éclairant le gaz d’atomes
avec le faisceau imageur. L’intensité résultante est IAt(x , y)  Iout(x , y) + IFond(x , y).
— Une image prise en l’absence d’atomes mais toujours en présence du faisceau
imageur. L’intensité résultante est INo At(x , y)  Iin(x , y) + IFond(x , y).
— Une image prise sans atomes et sans faisceau. L’intensité résultante est IFond(x , y).
On retrouve à partir de ces trois images la densité optique par le simple calcul :
OD(x , y)  ln
(
INo At(x , y) − IFond(x , y)
IAt(x , y) − IFond(x , y)
)
. (1.41)
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Figure 1.15 | Schéma du montage optique utilisé pour le système d’imagerie. Vue
de dessus des deux trajets optiques : l’imagerie MOT (de grandissement
0.3) permet de suivre la séquence expérimentale jusqu’au chargement du
piège hybride, tandis que l’imagerie BEC (de grandissement 2.5) nous
permet d’imager les atomes lors des dernières étapes.
1.3.2 Montage expérimental
Lemontage optiqueutilisé pour l’imagerie est rappelé Fig. 1.15.Nous avons la possibilité
d’utiliser deux chemins optiques avec des grandissements différents :
— En imagerieMOT, le grandissement de 0.3 nous permet d’imager les atomes pendant
les premières étapes de la séquence expérimentale jusqu’au chargement du piège
hybride. Le faisceau imageur est dans ce cas presque parallèle à l’axe (Ox) ;
— En imagerie BEC, le grandissement de 2.5 nous permet d’imager les atomes pendant
la deuxième évaporation (dans le piège hybride) jusqu’à l’obtention du condensat.
Le trajet optique a été conçu pour être le plus orthogonal possible à l’axe (Ox) dans
cette configuration, compte tenu des contraintes d’accès optique dues aux différents
éléments du dispositif.
Sur les deux trajets, le faisceau imageur est compris dans le plan horizontal et est récupéré
en bout de chemin optique par une caméra CCD
25
.
Le faisceau imageur, préparé sur la table "refroidisseur", est résonant avec la transition
|F  2〉 → |F′  3〉. Or, au cours de la séquence, les atomes sont pompés dans l’état
|F  1〉 et y restent a priori jusqu’à l’étape d’imagerie. Si nous appliquons le protocole
d’imagerie décrit précédemment avec le faisceau imageur seul, nous n’imageons que les
éventuels atomes résiduels de l’état |F  2〉, ce qui est utile pour effectuer un diagnostic de
certaines étapes de la séquence expérimentale (comme l’étape de dépompage, voir section
1.2.2). Afin d’imager les atomes dans |F  1〉, nous allumons les faisceaux repompeurs du
MOT 3D en plus du faisceau imageur à chacune des images prises en présence de faisceau
25. Basler A100f Series de 1392 × 1040 pixels carrés de côté 6.45 µm.
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(soit les images correspondant à IAt et INo At). Grâce à cela, les atomes sont repompés vers
l’état |F  2〉 et absorbent efficacement les photons du faisceau imageur.
Les trois images nécessaires au calcul de la densité optique sont prises avec un temps
d’exposition de 40 µs, et sont séparées 26 de 127 ms.
1.3.3 Analyse par temps de vol
Dans la majorité des expériences que nous effectuons, nous utilisons un ToF. Cette
opération consiste à couper soudainement tous les pièges retenant les atomes et à laisser
ces derniers tomber en chute libre avant de prendre une image d’absorption (voir Fig. 1.14).
La durée du ToF peut être choisie : nous la faisons varier entre 5 et 30 ms typiquement
27
,
la majorité des images étant prises à un ToF de 25 ms.
Considérons un atome du nuage juste avant le ToF, à une position initiale x0 et
une vitesse initiale v0 selon l’axe x. Après un temps tToF, la position de l’atome est
x(tToF)  x0 + v0 × tToF. Lorsque les temps de chute sont suffisamment longs pour pouvoir
négliger x0, la distribution spatiale des atomes sur l’image d’absorption prise après ToF,
c’est-à-dire la densité colonne nc , reflète la distribution initiale en vitesse du nuage : on
dit généralement que procéder à un ToF revient à effectuer la transformée de Fourier
spatiale de la fonction d’onde initiale. Cette affirmation est vraie lorsque le temps de vol
est long et en négligeant les interactions interatomiques. Nous accédons de cette manière
aux grandeurs caractéristique de l’ensemble atomique.
Cas d’un nuage thermique
Considérons dans un premier temps un nuage thermique, soit T  Tc . La distribution
en impulsion de ce nuage étant donnée par la distribution de Maxwell-Boltzmann, la
densité colonne nc s’exprimera selon une loi gaussienne :
nc(x , y)  n(0)c exp
(
−(x − x0)
2
2∆x2
−
(y − y0)2
2∆y2
)
, (1.42)
où n(0)c représente la densité maximale au centre du nuage, x0 et y0 les coordonnées de ce
centre, ∆x et ∆y les tailles du nuage dans les deux directions.
La grandeur mesurée sur une image d’absorption est la densité optique OD définie
Eq. 1.38, que nous savons reliée à la densité colonne nc (Eq. 1.39). Nous pouvons donc en
déduire le nombre total d’atomes dans le nuage thermique en calculant :
Ntherm 
∬
+∞
−∞
nc(x , y)dxdy 
1
σ0
∬
+∞
−∞
OD(x , y)dxdy. (1.43)
26. Il s’agit du plus petit temps possible entre deux prises d’images successives sur la caméra CCD.
27. Nous profitons du temps de vol des atomes pour ouvrir les diaphragmes mécaniques des faisceaux
imageur et repompeur, qui ne peuvent pas être plus rapides que 5 ms. Si nous voulons imager les atomes
après un temps de vol inférieur à 5 ms, nous devons rajouter en fin de séquence, juste avant le ToF, une étape
de maintien des atomes dans le piège hybride pour nous permettre d’ouvrir les diaphragmes plus tôt.
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Si nous ajustons la densité optique mesurée expérimentalement avec la distribution gaus-
sienne définie Eq. 1.42 (éventuellement corrigée d’un offset constant pour supprimer un
bruit de fond), nous trouvons finalement que ce nombre d’atomes s’exprime simplement
comme :
Ntherm 
2π
σ0
n(0)c ∆x∆y. (1.44)
Cet ajustement nous fournit également les moyens de mesurer la température du nuage
d’atomes. En effet, ce nuage, de rayon initial ∆x0 selon l’axe x, rentre en expansion au
cours de la chute. Sa taille ∆x évolue comme :
∆x(tToF) 
√
∆x2
0
+ ∆v2x t2ToF (1.45)
où ∆vx est la dispersion en vitesse associée à la température T. Ces deux grandeurs sont
liées par le théorème d’équipartition de l’énergie :
1
2
m∆v2x 
1
2
kBT, (1.46)
où m est la masse d’un atome et kB la constante de Boltzmann. Nous trouvons donc
finalement :
T 
m∆x2
kB t2
ToF
(1.47)
lorsque le temps tToF est suffisamment grand pour pouvoir négliger le rayon initial ∆x0.
La mesure de la taille ∆x du nuage atomique après ToF nous permet donc de mesurer sa
température
28
. En pratique, nous traçons généralement ∆x2  f (t2
ToF
) et nous ajustons le
résultat par une fonction linéaire, dont la pente sera directement kBT/m.
Cas d’un condensat
Si nous considérons un condensat de Bose-Einstein, nous ne pouvons plus utiliser la
distribution de Maxwell-Boltzmann. En nous plaçant dans le régime de Thomas-Fermi,
évoqué section 1.1.4, nous pouvons écrire l’expression de la densité spatiale du condensat
in situ, dans un piège harmonique :
n(3D)
TF
(x , y , z)  n0
[
1 −
(
x − x0
Rx
)
2
−
(
y − y0
Ry
)
2
−
(
z − z0
Rz
)
2
]
, (1.48)
avec n(0)c la densité au centre du nuage, x0, y0 et z0 les coordonnées de ce centre et Ri
les rayons (dits de Thomas-Fermi) du nuage dans la direction i. Rappelons que cette
expression est valable dans le volume défini par :(
x − x0
Rx
)
2
+
(
y − y0
Ry
)
2
+
(
z − z0
Rz
)
2
≤ 1, (1.49)
et que la densité est nulle en dehors.
28. Nous pouvons faire la même mesure selon l’autre axe, c’est-à-dire en utilisant ∆y. Pour un nuage
thermique, on trouve le même résultat puisqu’alors ∆x  ∆y.
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Pour pouvoir intégrer la densité selon l’axe z, il nous faut tenir compte de ce volume.
Les limites d’intégration sont donc telles que :(
z − z0
Rz
)
2
 1 −
(
x − x0
Rx
)
2
−
(
y − y0
Ry
)
2
, (1.50)
c’est-à-dire que l’on intègre dans l’intervalle [z0 − `z , z0 + `z], où `z est défini par `z 
Rz
√
1 −
(
x−x0
Rx
)
2
−
(
y−y0
Ry
)
2
. Alors, la densité intégrée devient :
n(2D)
TF
(x , y) 
∫ z0+`z
z0−`z
n(3D)
TF
(x , y , z)dz

4
3
n0Rz
[
1 −
(
x − x0
Rx
)
2
−
(
y − y0
Ry
)
2
]
3/2
.
(1.51)
Grâce à une loi d’échelle, on montre [Castin et Dum (1996)] que la densité colonne nc
mesurée après ToF conserve la même forme, soit :
nc(x , y)  n(0)c max
[
1 −
(
x − x0
σx
)
2
−
(
y − y0
σy
)
2
, 0
]
3/2
(1.52)
où σi est le rayon de la distribution après ToF dans la direction i. Pour déterminer le
nombre d’atomes dans le condensat NBEC, il suffit d’intégrer cette densité deux fois :
— On intègre ladensité colonne nc selon ladirection y, dans l’intervalle
[
y0 − `y , y0 + `y
]
avec `y  σy
√
1 −
(
x−x0
σx
)
2
:
n(1D)
BEC

∫ y0+`y
y0−`y
nc(x , y)dy 
n(0)c
σ3y
× 2
∫ `y
0
[
`2y − y2
]
3/2
. (1.53)
i
On peut montrer que l’on a :∫ a
0
(
a2 − x2
)
3/2
dx 
3π
16
a4 (1.54)
en utilisant le changement de variable x  a sin(t).
Avec l’identité ci-dessus, on aboutit à une expression pour le profil unidimensionnel
du condensat :
n(1D)
BEC
(x)  3π
8
n(0)c σy max
[
1 −
(
x − x0
σx
)
2
, 0
]
2
. (1.55)
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— Le nombre d’atomes est finalement obtenu en intégrant le profil unidimensionnel
selon la direction x. On trouve :
NBEC 
2π
5σ0
n(0)c σxσy , (1.56)
expression dans laquelle nous avons pris en compte la section efficace d’absorption
σ0. La densité au centre n
(0)
c ainsi que les rayons σx et σy sont obtenus en ajustant à
la densité optique OD mesurée une fonction suivant l’Eq. 1.52.
1.4 Conclusion
J’ai dédié ce premier chapitre exclusivement au dispositif expérimental, déjà opéra-
tionnel à mon arrivée puisque sa construction s’est terminée en 2015.
J’ai d’abord rappelé le phénomène de condensation d’un gaz de bosons piégés. Nous
avons vu qu’il faut obtenir une densité dans l’espace de l’ordre de l’unité pour atteindre le
régime de dégénérescence quantique. C’est là tout l’objectif de la séquence expérimentale,
que j’ai décrite en trois blocs successifs : une première étape de refroidissement laser ;
une deuxième étape de refroidissement par évaporation dans un piège magnétique
quadrupolaire ; une dernière étape au cours de laquelle nous effectuons une étape
d’évaporation dans un piège hybride, constitué du piège magnétique décomprimé et
d’un piège dipolaire. Je me suis attardé en particulier sur le piège dipolaire, que nous
avons amélioré au cours de ma thèse en installant un nouveau laser et en préparant une
nouvelle géométrie. Toutes ces étapes nous permettent de produire des condensats de
Bose-Einstein de rubidium 87 d’environ N  2×105 atomes demanière stable et répétable.
La dernière partie de ce chapitre explique comment nous imageons le gaz d’atomes au
cours de la séquence, ainsi que les informations que nous pouvons extraire d’un temps
de vol.
Nous continuerons dans le chapitre suivant à décrire le dispositif, en nous focalisant
cette fois-ci sur le réseau optique.

CHAPITRE2
Réseau optique pour gaz quantiques :
montage expérimental et calibration
Now I explicitly go to the question of how we can simulate with a computer
– a universal automaton or something – the quantum-mechanical effects. If
you have a single particle, ψ is a function of x and t, and this differential
equation could be simulated just like my probabilistic equation was before.
That would be all right and one has seen people make little computers
which simulate the Schrödinger equation for a single particle. But the full
description of quantum mechanics for a large system with R particles is
given by a function ψ(x1 , x2 , ..., xR , t) which we call the amplitude to find
the particles x1 , x2 , ..., xR, and therefore, because it has too many variables,
it cannot be simulated with a normal computer with a number of elements
proportional to R or proportional to N. [...] And therefore, the problem is,
how can we simulate the quantum mechanics? [...] Can you do it with a
new kind of computer – a quantum computer? Now it turns out, as far as I
can tell, that you can simulate this with a quantum system, with quantum
computer elements.
Simulating physics with computers (1982)
Richard P. Feynman
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D
epuis la réalisation expérimentale des condensats de Bose-Einstein, un outil s’est
largement développé et généralisé dans la communauté des atomes froids : les
réseaux optiques. Ils consistent en un potentiel périodique, issu d’interférences
entre plusieurs lasers, dans lequel on vient piéger un gaz quantique décrit par une
fonction d’onde ψ. Un tel système rappelle les gaz d’électrons dans les solides étudiés
en matière condensée, et peut en imiter les propriétés. Ces dispositifs sont donc une
réalisation possible de ce que R. Feynman a théorisé dans les années 1980 : un simulateur
quantique [Feynman (1982)].
Bien que ces "cristaux de lumière" soient une plateforme unique pour le domaine
des simulations quantiques [Bloch et al. (2012)], leur utilisation couvre un large champ
d’étude [Bloch (2005)]. Cela s’explique par leur grande flexibilité, puisque les propriétés
des réseaux optiques, qu’ils soient 1D, 2D ou 3D, sont hautement contrôlables. Il est de nos
jours possible de générer des réseaux de géométries variées (carré, triangulaire, ou encore
nid d’abeille [Tarruell et al. (2012)]) ; certains protocoles expérimentaux permettent
également de rendre le potentiel dépendant du spin de l’atome, ce qui est par exemple
utilisé pour réaliser des marches aléatoires quantiques [Karski et al. (2009)]. Dans les
gaz de bosons ultra-froids, les interactions interatomiques conduisent à d’importants
effets non-linéaires, autorisant une analogie avec les jonctions Josephson des systèmes
supraconducteurs [Anderson et Kasevich (1998) et Cataliotti et al. (2001)]. Dans un
régime de fortes interactions, on assiste à une "fermionisation" d’un tel gaz (gaz de
Tonks-Girardeau [Paredes et al. (2004)]). En combinant gaz dégénéré de fermions et
réseau optique, on arrive à imager directement la surface de Fermi et voir la transition
vers un isolant de bande [Köhl et al. (2005)]. On peut également étudier dans le réseau la
compétition entre les interactions sur site et l’effet tunnel intersite, mécanisme à l’origine
de la transition de Mott, aussi bien pour des bosons [Greiner et al. (2001)] que des
fermions [Jördens et al. (2008)]. La combinaison des réseaux optiques avec des lentilles à
grande ouverture numérique permet même à présent d’observer des sites individuels du
réseau dans les microscopes à gaz quantiques [Bakr et al. (2009), Sherson et al. (2010),
Weitenberg et al. (2011) et Haller et al. (2015)].
Ce deuxième chapitre est consacré à cet outil devenu incontournable dans les labora-
toires d’atomes froids. La première section me permet de rappeler et définir des notions
importantes pour l’étude des gaz quantiques dans un potentiel périodique. Je consacre
ensuite la deuxième section au dispositif expérimental utilisé pour le réseau optique
dans notre expérience. Je m’attarde particulièrement sur les moyens que nous utilisons
pour contrôler la position et la profondeur du réseau optique, puisque ces dispositifs
sont au cœur des travaux présentés dans ce manuscrit. Je termine en explicitant trois
méthodes expérimentales qui nous permettent de calibrer la profondeur du réseau, qui
est un paramètre clé dans l’ensemble des travaux effectués dans les réseaux. La dernière
méthode présentée, qui repose sur le déphasage soudain du réseau, est particulièrement
détaillée, puisqu’elle a été développée par l’équipe ces dernières années.
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2.1 Particule quantique dans un potentiel périodique : éléments de théo-
rie
2.1.1 Définition des grandeurs caractéristiques du réseau optique
Avantde rappeler quelques éléments théoriques, définissonsdès àprésent les grandeurs
qui seront utilisées tout au long de cemanuscrit. Pour toutes nos études, on considérera un
atomedemassem, placédans lepotentiel périodiqued’un réseauoptiqueunidimensionnel
qui s’exprime, dans le cas statique, comme :
V(x)  −V0 cos2
(πx
d
)
, (2.1)
avec V0 la profondeur du réseau et d son pas. Nous définissons alors un certain nombre
de paramètres associés au réseau :
— une vitesse vL  hmd ;
— un vecteur d’onde kL  2πd ;
— une énergie EL  1
2
mv2L 
~2k2L
2m 
h2
2md2 ;
— une fréquence νL 
EL
h 
h
2md2 .
Nous avons pour habitude d’exprimer la profondeur du réseau en unités de EL sous la
forme du paramètre s  V0/EL.
!
Comme nous le verrons dans la section 2.2, le pas d du réseau optique sur notre
dispositif expérimental s’écrit d  λ/2, où λ est la longueur d’onde des faisceaux
dont les interférences produisent le réseau. On peut donc également définir, à
partir du vecteur d’onde kR  2π/λ, l’énergie de recul ER :
ER 
~2k2R
2m
 EL/4, (2.2)
qui est utilisée dans la littérature comme unité naturelle pourmesurer la profondeur
du réseau. Ainsi, la transition superfluide/isolant de Mott [Greiner et al. (2002)],
qui a lieu pour une profondeur d’environ V0/ER  13 correspond dans notre
langage à s  V0/EL  3.25.
La décomposition en série de Fourier de ce potentiel périodique, qui s’écrit :
V(x)  −V0
2
− V0
4
(
e
ikL x + e−ikL x
)
, (2.3)
sera utile par la suite.
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2.1.2 Théorème de Bloch
Rappelons ici succinctement le théorème de Bloch [Bloch (1929)], résultat essentiel
pour l’étude des potentiels périodiques. Si on considère un atome dans un potentiel
périodique unidimensionnel V(x), de périodicité spatiale d, l’Hamiltonien associé à la
particule s’exprime comme :
Ĥ 
p̂2
2m
+ V̂(x) (2.4)
avec la relation V(x + d)  V(x). Puisque l’Hamiltonien est invariant par translation
discrète d’une période spatiale d, nous savons que l’opérateur translation T̂d  e−idp̂/~
commute avec Ĥ, et qu’il existe par conséquent une base commune dans laquelle ces
deux opérateurs sont diagonaux. Les fonctions de cette base sont les ondes de Bloch, qui
peuvent se mettre sous la forme :
ψk(x)  uk(x) eikx , (2.5)
produit d’une fonction périodique (uk(x + d)  uk(x)) et d’une onde plane de vecteur
d’onde k ( eikx). Par abus de langage, on appellera parfois "quasi-moment" la quantité k,
même si ce terme doit normalement se référer à la grandeur p  ~k.
2.1.3 Équation centrale et structure de bandes
La fonction u étant périodique, on peut la décomposer en série de Fourier :
uk(x) 
∑
j∈Z
c j(k) ei× jkL x , (2.6)
soit
ψk(x) 
∑
j∈Z
c j(k) ei(k+ jkL)x (2.7)
avec c j les coefficients de Fourier. Une onde de Bloch de vecteur d’onde k est donc une
superposition d’ondes planes, de vecteurs d’onde associés k + jkL , j ∈ Z. L’atome peuple
ainsi plusieurs états d’impulsion, chaque état ayant une impulsion quantifiée :
p j  ~(k + jkL), j ∈ Z. (2.8)
Par conséquent, une image prise après ToF (qui donne accès à l’espace des impulsions)
d’un condensat chargé dans le réseau optique révèle des ordres de diffraction, caractérisés
par leur indice j et séparés d’une distance ∆xL  vL × tToF. On notera Pj la population
normalisée
1
dans l’ordre j. Un exemple d’image est visible Fig. 2.1(b), avec une mesure
expérimentale des populations Pj .
Le développement en série de Fourier (Eq. 2.7) de la fonction d’onde ψk(x)montre éga-
lement une invariance par translation dans l’espace réciproque k → k + kL. On restreindra
donc le vecteur d’onde k dans la première zone de Brillouin : k ∈ [−kL/2; kL/2].
1. On a
∑
j Pj  1.
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Figure 2.1 | Résultats de l’équation centrale Eq. 2.10. (a) Structure de bandes calculée
pour une profondeur s  3.2. (b) Populations normalisées Pj dans les
ordres de diffraction j. Pour chaque ordre, la barre de gauche (bleue)
représente le module carré du coefficient de Fourier |c(n0)j (k  0)|2 obtenu
numériquement pour s  3.2, correspondant à une onde de Bloch dans
la bande fondamentale (n  0) et à quasi-moment nul (k  0). La barre
de droite (orange) est la mesure expérimentale de la population relative
que l’on obtient en chargeant un condensat dans un réseau optique à cette
profondeur en utilisant la montée adiabatique décrite section 2.2.3. L’image
expérimentale correspondante est représentée dans le coin supérieur droit.
En utilisant l’Hamiltonien Eq. 2.4 et le résultat du théorème de Bloch (Eq. 2.5) dans
l’équation de Schrödinger indépendante du temps, on trouve une équation aux valeurs
propres pour la fonction périodique u :
Ĥψk(x)  Ekψk(x) ⇒
[ (p̂ + ~k)2
2m
+ V(x)
]
uk(x)  Ek uk(x). (2.9)
Cette équation a une infinité de solutions, indexées par un indice n ∈ N et rangées par
ordre croissant en énergie.
Finalement, en utilisant dans l’Eq. 2.9 les décompositions en série de Fourier des
fonctions u (Eq. 2.6) et V (Eq. 2.3), on arrive à l’équation centrale qui lie entre eux les
différents coefficients de Fourier c(n)j :[(
j +
k
kL
)
2
− V0
2EL
]
c(n)j (k) −
V0
4EL
(
c(n)j−1(k) + c
(n)
j+1(k)
)

E(n)k
EL
c(n)j (k), (2.10)
où c(n)j (k) désigne, pour la n-ième solution de l’Eq. 2.9, le coefficient de Fourier associé à
l’onde plane de vecteur d’onde k + jkL. Cette équation centrale peut se mettre sous la
forme d’une matrice tridiagonale et se résoudre numériquement pour une profondeur
s  V0/EL donnée. Nous obtenons alors des solutions E(n)k qui forment la structure de
bandes, dont un exemple est montré Fig. 2.1(a) pour une profondeur de s  3.2. La bande
de plus basse énergie est la bande fondamentale indexée par n  0, les bandes supérieures
avec n > 0 correspondent aux bandes excitées.
2.2 Mise en œuvre expérimentale du réseau optique 55
La résolution numérique nous donne également accès aux coefficients de Fourier
c(n)j (k). Faisons l’hypothèse que le condensat dans le réseau est décrit par une onde de
Bloch, dans la bande fondamentale (n  0) et à quasi-moment nul (k  0). Dans ce cas, la
population Pj de l’ordre de diffraction j associé à l’impulsion p j  j × ~kL est directement
donnée par :
Pj 
c(n0)j (k  0)2 . (2.11)
Sur la Fig. 2.1(b), nous comparons les populations Pj mesurées expérimentalement après
chargement adiabatique du condensat (décrit section 2.2.3) dans le réseau optique à une
profondeur de s  3.2 aux coefficients de Fourier obtenus numériquement pour cette
profondeur. Nous constatons un très bon accord, malgré un écart de quelques pourcents
entre les grandeurs numériques et expérimentales. Une légère asymétrie est par exemple
visible entre les ordres +1 et −1, ce qui n’est pas attendu d’un chargement adiabatique.
Plusieurs défauts expérimentaux (condensat pas au repos avant la montée du réseau,
adiabaticité de cette montée ou encore fiabilité de détection des atomes) peuvent être à
l’origine de cette asymétrie. Néanmoins la description du condensat par une unique onde
de Bloch à {n  0, k  0} reste une bonne approximation, et permet de décrire une grande
partie des travaux présentés dans ce manuscrit. Nous nous servirons à nouveau de cette
description lorsque nous présenterons notre méthode de calibration de la profondeur du
réseau optique en section 2.3.3.
2.2 Mise en œuvre expérimentale du réseau optique
2.2.1 Interférences et potentiel périodique
Comme nous l’avons vu au chapitre 1, l’utilisation de lasers loin de résonance permet
d’induire un moment dipolaire électrique dans l’atome, dont l’interaction avec le champ
électrique du laser conduit à une force conservative : la force dipolaire. Nous exploitons à
nouveau cette force pour créer le réseau optique, comme illustré sur la Fig. 2.2.
Considérons les champs électriques de deux ondes électro-magnétiques contra-
propageantes issues d’un même laser. On les assimile à deux ondes planes progressives
monochromatiques, de même polarisation linéaire ®ε et même vecteur d’onde kR  2πλ , se
propageant dans le vide selon l’axe x en sens opposés. Leurs phases à l’origine respectives
sont ϕ1 et ϕ2. En notation complexe, ils s’expriment donc comme :
®E1(x , t)  E0 ei(kR x−ωt+ϕ1)®ε et ®E2(x , t)  E0 ei(−kR x−ωt+ϕ2)®ε. (2.12)
L’intensité lumineuse I(x) est le résultat d’interférences entre ces deux ondes, et est
proportionnelle au module carré du champ électrique total
®E  ®E1 + ®E2, qui vaut :
| ®E(x)|2  2|E0 |2
[
1 + cos
(
2π
(λ/2)x + (ϕ1 − ϕ2)
)]
. (2.13)
L’interaction dipolaire entre le laser et le dipôle atomique est à l’origine d’un potentiel
proportionnel à l’intensité lumineuse : il s’agit ici du réseau optique. Ainsi, en définissant
V0  sEL ∝ |E0 |2 la profondeur du réseau optique, d  λ/2 sa période spatiale et
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Figure 2.2 | Réalisation d’un potentiel périodique par interférence d’ondes lumi-
neuses. (a) L’interférence de deux lasers contra-propageants conduit à une
onde stationnaire dont l’intensité lumineuse varie périodiquement dans
l’espace. Chaque laser est caractérisé par son intensité I(t) et sa phase
ϕi(t), ces deux grandeurs pouvant dépendre du temps. L’intensité des
deux lasers est égale et varie de manière commune, tandis que les phases
sont contrôlées séparément. (b) Potentiel V(x) résultant de l’interaction
dipolaire entre l’onde stationnaire et les atomes (Eq. 2.14). Nous pouvons
modifier la profondeur s(t) du potentiel en changeant l’intensité des lasers
et la position ϕ(t) du potentiel par l’intermédiaire des phases des lasers.
ϕ  (ϕ1 − ϕ2)/2 la différence de phase entre les deux faisceaux, le potentiel prend bien la
forme d’une onde stationnaire :
V(x)  −V0
2
[
1 + cos
(
2π
d
x + 2ϕ
)]
 −sEL cos2
(πx
d
+ ϕ
)
. (2.14)
La profondeur s du réseau optique peut être contrôlée par l’intensité des lasers utilisés,
tandis que le terme de phase ϕ permet de déplacer spatialement le potentiel périodique.
Voyons à présent la mise en place expérimentale du réseau, ainsi que les dispositifs de
contrôle de ses paramètres.
2.2.2 Montage optique
Le montage optique utilisé, bien détaillé dans les thèses de mes prédécesseurs [Fortun
(2016) etMichon (2018)], est rappelé sur la Fig. 2.3. Le laser employé ici est un laser fibré
2
de longueur d’onde λ  1064 nm et de puissance maximale P  15 W. Il est diffracté
par un premier AOM
3
à 80 MHz, avant d’être divisé en deux par un cube polarisant
pour former les deux bras du réseau. Nous ajustons la lame demi-onde placée avant ce
cube de sorte à égaliser la puissance optique : chaque bras (que nous désignons par bras
"canal" ou bras "rugby"
4
) a en entrée de cellule une puissance maximale de P  2.3 W.
Après la séparation, chaque faisceau suit un trajet relativement similaire : il passe par
un deuxième AOM
5
à 160 MHz, avant d’être focalisé dans la cellule (waist de 150 µm)
2. IPG Photonics YLR-15-1064-LP-SF
3. AA Opto-Electronic MQ80-A0,3-L1064-Z20-WLg
4. Les côtés correspondants de la table optique étant orientés vers le canal du Midi et un terrain de rugby
respectivement !
5. AA Opto-Electronic MT200-A0,5-1064
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Figure 2.3 | Schéma du montage optique utilisé pour le réseau. Le laser de puissance
15 W est diffracté par un premier AOMa à 80 MHz utilisé pour contrôler
l’intensité lumineuse (et, par conséquent, la profondeur du réseau). Nous
séparons ensuite grâce à un cube polarisant le laser en deux bras ("canal"
et "rugby"), dont nous contrôlons les phases respectives avec les AOMbc
et AOMbr à 160 MHz. Enfin les faisceaux sont focalisés dans la cellule
d’expérience, où leurs interférences produisent le potentiel périodique. La
zone grisée représente une partie sur-élevée du montage.
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par une lentille placée sur une platine de translation. Le réseau est superposé au faisceau
dipolaire horizontal, c’est-à-dire selon l’axe (Ox) de la cellule. Une lame de verre, dont
la normale fait un angle avec le faisceau incident du réseau, est également présente
sur chaque trajet, ce qui permet un alignement beaucoup plus fin que par les miroirs
[Fabre (2012)]. Enfin, nous nous assurons que les faisceaux ont la même polarisation
en maximisant leur transmission à travers un cube polarisant en entrée de cellule. Le
potentiel périodique ainsi obtenu a une périodicité spatiale de d  λ/2  532 nm.
L’alignement des faisceaux du réseau nécessite plusieurs étapes :
— d’abord un réglage grossier, en superposant "à l’œil" les deux bras du réseau au
laser du piège dipolaire horizontal ;
— nous ajustons la position verticale de chaque bras indépendamment, en utilisant le
protocole suivant : nous repérons d’abord la position de référence du condensat,
obtenue après ToF en fin d’évaporation dipolaire. Nous lançons ensuite une nouvelle
séquence expérimentale où nous rajoutons après l’évaporation dipolaire une étape
de quelques millisecondes pendant laquelle le faisceau dipolaire est coupé, et est
remplacé instantanément par un des bras du réseau. Nous corrigeons la position
verticale de ce bras de sorte à piéger le condensat à la même position que la position
de référence ;
— enfin, nous superposons finement les faisceaux selon l’axe horizontal. Cet axe cor-
respondant essentiellement à l’axe de la profondeur pour notre système d’imagerie,
nous ne pouvons pas voir directement l’effet de ce degré de liberté sur la position
du condensat comme c’est le cas pour l’axe vertical. Nous choisissons alors de
maximiser les interférences entre les deux bras en maximisant la profondeur du
réseau vue par les atomes. Nous utilisons pour cela la diffraction du condensat par le
potentiel périodique dans le régime de Raman-Nath, que je rappellerai section 2.3.1.
En itérant les réglages verticaux et horizontaux, nous parvenons à obtenir une profondeur
maximale d’environ s  V0/EL ≈ 50 à pleine puissance optique (soit une profondeur
V0 ≈ 200ER si exprimée en énergie de recul).
2.2.3 Contrôle des paramètres du réseau
Contrôle de la profondeur
Nous venons de le rappeler par le calcul des interférences : la profondeur du réseau
est directement proportionnelle à l’intensité des faisceaux utilisés pour former le réseau
optique. Afin de contrôler cette intensité, nous exploitons la diffraction par le premier
AOM (noté AOMa), commun aux deux bras. Cet AOMa reçoit un signal sinusoïdal à 80 MHz,
dont l’amplitude règle la quantité de lumière qui sera diffractée dans l’ordre +1 que nous
récupérons pour la suite du montage. Contrôler la profondeur du réseau optique revient
donc à moduler l’amplitude du signal sinusoïdal à 80 MHz par la courbe souhaitée.
Au début de ma thèse, le signal à 80 MHz était généré par un oscillateur contrôlé
en tension (VCO), tandis que la modulation d’amplitude était assurée par un dispositif
électronique qui comprenait un atténuateur et un mixeur reliés à un ensemble de
générateurs de fonction. L’évolution souhaitée s(t) de la profondeur en fonction du temps
était obtenue en programmant astucieusement ces derniers [Michon (2018)]. Ce dispositif
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a permis plusieurs études, mais a fini par atteindre ses limites lorsque nous avons étudié
l’effet tunnel assisté par le chaos. En effet, cette étude requiert un contrôle très précis de
s(t), avec en particulier une modulation périodique de la profondeur pendant un nombre
fixé de périodes et un contrôle sur la phase initiale de la modulation. Ces deux conditions
ne pouvaient pas être remplies de manière simple avec le montage électronique présent à
mon arrivée dans l’équipe.
J’ai donc repensé la chaine de contrôle de la profondeur, ce qui a mené à une
simplification de l’électronique. Le signal à 80 MHz est maintenant produit par un
générateur AA Opto-Electronic MODA80-B4-43 relié à l’AOMa sans dispositif électronique
intermédiaire. Ce générateur possède une entrée "Modulation In" qui permet de moduler
l’amplitude du signal qu’il produit par application d’une tension comprise entre 0 et 5 V
sur cette entrée. Nous y avons relié un générateur de fonction arbitraire Keysight 33600A
entièrement piloté par un programme LabView et déclenché par un signal TTL. Ainsi,
nous pouvons mettre en forme une courbe arbitraire et l’envoyer sur l’entrée "Modulation
In", modulant par conséquent l’intensité lumineuse diffractée par l’AOMa afin d’obtenir
la courbe de profondeur s(t) souhaitée. Ce nouveau montage est plus souple que le
précédent, puisque nous n’utilisons plus les signaux de base du générateur mais plutôt
des fonctions arbitraires qu’il suffit de programmer dans le logiciel de contrôle.
Néanmoins, la réponse optique à la sortie de l’AOMa n’est pas linéaire avec la tension sur
l’entrée "Modulation In". J’ai caractérisé cette réponse (voir Fig. 2.4(a)), ce qui nous permet
d’établir une plage sur laquelle la réponse est linéaire : c’est le cas lorsque la tension est
comprise entre 1.3 et 3.3 V environ. Lorsque nous souhaitons moduler la profondeur du
réseau optique, nous nous assurons donc de rester entre ces bornes afin d’obtenir une
modulation fidèle
6
. Je montre en Fig. 2.4(b) et Fig. 2.4(c) deux exemples expérimentaux
d’évolution de la profondeur en fonction du temps s(t) en présence de modulation. Ces
courbes, obtenues grâce à des photodiodes placées sur chaque bras du réseau peu avant
la cellule (voir Fig. 2.3), nous permettent de vérifier le bon déroulé de la séquence et
l’enregistrement de la courbe s(t) pour une analyse ultérieure éventuelle. Deux types de
modulation sont actuellement implémentées : sinusoïdale et carrée. Chacune peut être
finement paramétrée : sur l’exemple de la modulation sinusoïdale Fig. 2.4(b) nous avons
choisi 10 périodes de modulation, avec une phase initiale de 90°.
6. Une étape de déconvolution, qui prend en compte les non-linéarités, a également été ajoutée afin de
s’affranchir de ces limites. Néanmoins, comme elle n’a pas été suffisamment testée, nous ne l’avons pas
encore utilisée.
60 Chap 2. Réseau optique pour gaz quantiques
0
0.5
1
1.5
1.1 1.21
Temps (ms)
1
1.2
0.8
T
en
si
o
n
 n
o
rm
al
is
ée
T
en
si
o
n
 n
o
rm
al
is
ée
(b)
Courbe synthétiseur
Photodiode réseau
Temps (ms)
0.2 0.40 0.6 0.8 1.21
0
0.5
1
1.5
1.1 1.21
Temps (ms)
1
1.2
1.4
T
en
si
o
n
 n
o
rm
al
is
ée
T
en
si
o
n
 n
o
rm
al
is
ée
(c)
Courbe synthétiseur
Photodiode réseau
T
en
si
o
n
 p
h
o
to
d
io
d
e 
(V
)
1 2 3 4 50
Tension entrée ʺModulation Inʺ (V)
0
0.2
0.4
0.6 (a)
Figure 2.4 | Caractérisation du nouveau dispositif de contrôle de la profondeur du
réseau optique. (a)Mesure de la réponse du contrôleur AAOpto-Electronic
MODA80-B4-43. Les points bleus sont les mesures avec une photodiode
de l’intensité lumineuse diffractée par l’AOMa en fonction de la tension
appliquée sur l’entrée "Modulation In" du contrôleur de l’AOMa. La droite
orange est un ajustement linéaire de la zone centrale. La réponse est linéaire
pour une tension comprise entre 1.3 et 3.3 V environ (pointillés verticaux).
(b) et (c) Exemples de courbes s(t) obtenues avec le nouveau montage
électronique. Sur chacun des exemples, on monte d’abord l’intensité du
réseau adiabatiquement (Eq. 2.17), puis on la module par une fonction
sinus ou carrée. La courbe orange est la tension délivrée par le générateur
de fonction arbitraire, l’intensité lumineuse correspondante que nous avons
mesurée est tracée en bleue. En encart : zoom sur la modulation. Les
tensions ont été normalisées par la tension mesurée pour la profondeur
statique s.
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Les travaux présentés dans ce manuscrit ont été obtenus pour une modulation
sinusoïdale de la profondeur autour de la profondeur statique s, de la forme :
s(t)  s [1 + ε0 sin(ωt)] (2.15)
où ε0 est l’amplitude de modulation et ω  2πν est la fréquence angulaire associée à la
fréquence de modulation ν.
!
Pour tous les chapitres suivants, lorsque nous modulerons la profondeur, l’am-
plitude de modulation ε0 sera exprimée comme une fraction de la profondeur
statique s. Nous avons par exemple sur la Fig. 2.4(b) ε0  0.25, ce qui signifie que
la profondeur du potentiel varie entre 0.75s et 1.25s.
Préalablement à la modulation du réseau, nous chargeons les atomes dans le réseau de
manière adiabatique, de sorte à transférer le condensat dans l’état de Bloch {n  0, k  0}
comme nous avons pu le vérifier au début de ce chapitre (section 2.1.3). Le critère
d’adiabaticité [Denschlag et al. (2002)] pour un quasi-moment nul k  0 peut s’écrire
comme :
dV(x , t)
dt

E2L
~
. (2.16)
Il faut donc que le temps caractéristique de montée du réseau soit grand devant ~/EL ≈
20 µs. Nous utilisons pour cette montée une courbe en S de la forme :
s(t)  s
[
(κ + 1)
( t
τ
)κ
− κ
( t
τ
)κ+1]
, (2.17)
où κ et τ sont des paramètres que nous ajustons pour modifier respectivement la pente et
la durée de la courbe. Les valeurs κ  11 et τ  1 ms que nous utilisons habituellement
génèrent la montée représentée sur les courbes des Fig. 2.4(b) et (c). Compte-tenu de la
réponse non linéaire de l’AOMa, la rampe obtenue expérimentalement est plus rapide
que celle attendue théoriquement. Nous constatons toutefois sur la rampe réelle que
la variation la plus forte de la profondeur dure environ 300 µs, vérifiant le critère
d’adiabaticité précédemment énoncé. Nous avons aussi vérifié expérimentalement que ce
protocole n’induisait pas de chauffage. Pour cela, nous chargeons un condensat pur dans
le réseau optique en utilisant l’Eq. 2.17 et les paramètres ci-dessus, puis nous maintenons
les atomes dans le réseau pendant plusieurs millisecondes (typiquement 5 ms). Nous
déchargeons ensuite le condensat du réseau optique en utilisant une rampe symétrique à
la montée. Nous effectuons un ToF de 25 ms avant de prendre une image d’absorption,
sur laquelle aucune fraction thermique (qui indiquerait un chauffage du nuage) n’est
visible.
Contrôle de la position
La position du potentiel périodique peut être modifiée par la différence de phase
entre les deux bras du réseau. Nous contrôlons cette différence directement via les deux
AOMs à 160 MHz (notés AOMbc et AOMbr pour les bras "canal" et "rugby" respectivement),
reliés à un ensemble de synthétiseurs Keysight 33600A tous synchronisés en phase (voir
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Figure 2.5 | Schéma du montage électronique utilisé pour contrôler la position du
réseau. L’AOMbr du bras "rugby" est relié au générateur "Référence", utilisé
comme origine des phases. Deux générateurs sont utilisés pour l’AOMbc du
bras "canal" : un des générateurs est en phase avec la référence, tandis qu’un
déphasage ϕ(t) est appliqué sur l’autre. Il peut s’agir d’une différence
de phase fixe ou périodique. Un switch rapide contrôlé par un signal
TTL permet de changer de source sur le bras "canal". Avant d’être envoyé
à son AOM, chaque signal passe par un doubleur de fréquence puis un
amplificateur.
Fig. 2.5). Plus précisément, l’AOMbr n’est relié qu’à un seul synthétiseur dont le signal sert
de référence. L’AOMbc est contrôlé par deux synthétiseurs dont nous ajustons les phases :
l’un des deux synthétiseurs est exactement en phase avec la référence, tandis que nous
choisissons une phase ϕ(t) sur le deuxième. Un commutateur rapide 7 contrôlé par un
signal TTL permet d’utiliser l’un ou l’autre des synthétiseurs. Tous ces générateurs étant
utilisés à 80 MHz, leurs signaux sont doublés en fréquence, puis amplifiés, avant d’être
envoyés aux AOMs.
La phase ϕ(t) appliquée peut être de deux natures :
— un déphasage fixe ϕ(t)  ϕ0. On déplace alors quasi-instantanément la position du
réseau d’une quantité ∆x proportionnelle à ϕ0 (voir Eq. 2.18 ci-après) ;
— une modulation périodique ϕ(t)  ϕ0 sin(ωt). La position du réseau est dans ce
cas modulée autour de sa position d’origine avec une amplitude ∆x ∝ ϕ0 et à une
fréquence ν  ω/(2π).
!
Tout au long de ce manuscrit, le terme ϕ0 sera donné en degrés. La fonction cos2
qui définit le potentiel périodique (Eq. 2.1) étant π-périodique, un déphasage de
ϕ0  180° correspond à un décalage d’une période d du réseau. On peut donc
aisément calculer le déplacement du réseau :
∆x 
ϕ0
180
d. (2.18)
7. ZASWA-2-50-DR+
2.3 Calibration de la profondeur du réseau 63
2.2.4 Applications numériques des grandeurs associées au réseau
Pour terminer cette partie sur le montage expérimental, calculons les grandeurs
associées au réseau définies section 2.1.1 avec le pas d  532 nm et la masse de l’atome
de rubidium m  1.443 × 10−25 kg. Ces grandeurs caractéristiques reviendront par la
suite :
=
vL = 8.63 mm/s
kL = 1.18 × 107 m−1
EL = 5.37 × 10−30 J
νL = 8111.25 Hz
2.3 Calibration de la profondeur du réseau
Un paramètre crucial pour toutes les études faites dans ce manuscrit est la profondeur
du réseau optique, soit le paramètre s. En principe, connaissant les caractéristiques
des faisceaux utilisés pour créer le réseau optique (longueur d’onde, puissance, waist,
polarisation, alignement) et les grandeurs associées aux transitions atomiques, il est
possible de déterminer par le calcul la valeur de la profondeur. En pratique, il est difficile
d’estimer précisément la profondeur réelle par ce moyen, puisque nous ne pouvons pas
mesurer les propriétés des faisceaux du réseau optique au centre de la chambre à vide,
dont les parois en verre peuvent modifier les faisceaux. Il est donc nécessaire d’utiliser les
atomes pour effectuer une mesure in situ de la profondeur du réseau optique.
Un ensemble de techniques ont été développées ces dernières décennies [Morsch et
Oberthaler (2006)] pour déterminer in situ avec précision ce paramètre. Ces méthodes
variées reposent pour la plupart sur l’étude des figures d’interférences résultant de
l’interaction d’un condensat et du réseau optique et visibles après ToF. Après un bref
rappel de certaines de ces techniques (diffraction de Raman-Nath et expansion après
chargement), je décris dans cette dernière section une nouvelle méthode de calibration
qui a été développée dans l’équipe.
2.3.1 Diffraction du condensat sur le potentiel périodique
La première méthode de calibration que je rappelle ici repose sur un phénomène de
diffraction pour lequel les rôles de la lumière et de la matière sont inversés. En effet, en
pulsant un réseau optique de profondeur s pendant une durée τ relativement faible,
l’interaction du condensat avec le réseau conduit à la diffraction de Kapitza-Dirac de
l’onde de matière par le réseau optique [Gould et al. (1986)]. Ce phénomène peut être
utilisé pour retrouver la valeur du paramètre s.
Considérons l’équation de Schrödinger dépendante du temps :
i~
∂ψ
∂t
 Ĥψ  − ~
2
2m
∂2ψ
∂x2
+ V(x , t)ψ (2.19)
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où V(x , t)  −sEL cos2(πxd ) pendant la durée du pulse et V(x , t)  0 sinon. Durant ma
thèse, nous avons surtout utilisé des temps d’interaction τ très courts, ce qui nous place
dans le régime de diffraction Raman-Nath [Oberthaler et al. (1999) et Ovchinnikov
et al. (1999)]. Dans cette approximation, nous négligeons le terme d’énergie cinétique de
l’Eq. 2.19, qui s’intègre simplement et donne :
ψ(x , t  τ)  eisEL cos2(πx/d)τ/~ψ(x , t  0). (2.20)
i
Rappelons l’identité de Jacobi-Anger :
e
iz cos(θ)

+∞∑
n−∞
inJn(z)einθ (2.21)
où Jn(z) est la n-ième fonction de Bessel de première espèce.
Après linéarisation du cos
2
et en utilisant la relation rappelée ci-dessus, on trouve
l’expression de la fonction d’onde après interaction dans la base des ondes planes :
ψ(x , τ)  eisELτ/(2~)
+∞∑
j−∞
i jJj
(
sELτ
2~
)
e
j×ikL xψ(x , 0). (2.22)
Pulser le réseau modifie donc les populations dans les ordres de diffraction. Plus précisé-
ment, après un temps d’interaction τ, la population dans l’ordre j sera proportionnelle
à
Jj( sELτ
2~ )
2. Ainsi, en traçant l’évolution des populations des ordres de diffraction en
fonction de la durée du pulse τ, puis en ajustant les résultats avec la fonction de Bessel
adéquate, il est possible de retrouver la profondeur s du potentiel utilisé.
En pratique, nous n’utilisons plus que rarement cette méthode pour déterminer la
profondeur, puisque nous lui préférons la méthode basée sur le déplacement soudain
du réseau, que j’expliquerai section 2.3.3. En revanche, nous utilisons la diffraction
Raman-Nath pour avoir une première estimation de la profondeur avant une mesure
plus précise, ou encore pour aligner le réseau. Pour cela, nous cherchons en général à
déterminer le temps de pulse τ  τ0 le plus court tel qu’il n’y a plus d’atomes dans l’ordre
central de diffraction j  0. Dans ce cas, la relation suivante est vérifiée :J0 ( sELτ0
2~
)2  0. (2.23)
Or les zéros de la fonction de Bessel J0 sont bien connus. Son premier zéro étant
atteint pour un argument x0 ≈ 2.4, nous avons de cette manière une estimation de la
profondeur :
s ≈ 2~
ELτ0
x0 ≈ 2.4 ×
2~
ELτ0
. (2.24)
Ce résultat découle d’une approximation : nous négligeons ici l’énergie cinétique. Cette
hypothèse est donc d’autant plus vraie que le temps τ d’interaction avec le réseau est
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court devant la période d’oscillation naturelle Tres du nuage d’atomes dans les puits du
réseau.
!
En approximant le potentiel d’un site du réseau autour de son minimum par un
piège harmonique, on trouve l’expression classique pour la fréquence du piège
associé au réseau :
νres 
h
2md2
√
s  νL
√
s (2.25)
avec νL la fréquence caractéristique définie section 2.1.1. On a donc Tres  1/νres 
1/(νL
√
s).
=
s νres (kHz) Tres (µs) τ0 (µs)
3 14 71.2 47.1
10 25.7 39 9.4
50 57.4 17.4 1.9
Nous constatons que l’hypothèse τ  Tres est d’autantmieux vérifiée que la profondeur
est grande. Dans le régime des temps d’interaction longs (donc a fortiori pour les
profondeurs faibles), on ne peut plus négliger le terme associé à l’énergie cinétique. La
résolution de l’équation de Schrödinger passe dans ce cas par le formalisme des équations
de Mathieu [McLachlan (1947) et Horne et al. (1999)].
2.3.2 Expansion du condensat après chargement
Une deuxième méthode utilisée pour déterminer la profondeur du réseau optique
repose sur l’analyse des populations des ordres dediffraction obtenus après un chargement
adiabatique d’un condensat dans le réseau optique : nous augmentons l’intensité des
faisceauxdu réseau avec la courbe lente vueprécédemment (Eq. 2.17) jusqu’à la profondeur
s désirée, puis nous coupons soudainement tous les pièges afinde laisser le nuaged’atomes
s’étendre pendant une chute libre. Nous effectuons ainsi un ToF, en général de l’ordre
de 25 ms, qui nous renseigne sur les états d’impulsion de la fonction d’onde sous la
forme d’ordres de diffraction. Les populations Pj dans ces ordres permettent alors de
déterminer s.
Les auteurs de [Pedri et al. (2001)] donnent une relation entre la profondeur s du
réseau optique et la grandeur
˜Pj  Pj/P0, qui correspond à la population dans l’ordre j
normalisée
8
par la population dans l’ordre 0. Cette relation s’écrit :
˜Pj  e−2 j
2/
√
s . (2.26)
8. Cette normalisation implique que
∑
j
˜Pj , 1. En particulier ˜P0  1.
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Une fois inversée, nous avons directement une expression de la profondeur en fonction
de la grandeur mesurable
˜Pj :
s 
(
2 j2
ln( ˜Pj)
)
2
. (2.27)
Pour arriver à ce résultat, les auteurs décrivent la fonction d’onde totale par une
somme de fonctions gaussiennes localisées sur chaque site du réseau. Si l’approximation
gaussienne fonctionne bien pour les grandes profondeurs (où la fonction d’onde est
effectivement bien localisée sur les minima du réseau), elle ne suffit pas dans le régime
des faibles profondeurs s < 5 où l’effet tunnel tend à délocaliser la fonction d’onde sur
plusieurs puits du réseau. Les auteurs de [Cristiani et al. (2002)] donnent une expression
corrigée de l’Eq. 2.27 :
scorr 
(
2 j2
ln( ˜Pj)
)
2
˜Pj
1/4
. (2.28)
Cette méthode de calibration, que nous avons utilisée sur notre expérience, présente
plusieurs avantages : elle est rapide à mettre en œuvre et, contrairement à la méthode
par diffraction (réseau pulsé), la mesure de la profondeur se fait dans des conditions
similaires aux expériences effectuées par la suite (montée adiabatique du réseau). Sur la
Fig. 2.6 nous traçons
˜P±1 (c’est-à-dire la population dans les ordres ±1 normalisée par la
population dans l’ordre 0) en fonction de la profondeur s. Cette dernière a été mesurée
par la troisième méthode de calibration qui repose sur un déplacement soudain du réseau
optique et qui est expliquée dans la section suivante. Les points expérimentaux sont
comparés à deux courbes théoriques, très proches l’une de l’autre : en trait plein orange est
indiquée la prédiction de l’Eq. 2.28, tandis que les tirets bleus donnent le résultat obtenu
directement à partir des coefficients de Fourier de l’onde de Bloch {n  0, k  0}. Plus
précisément, on résout l’équation centrale Eq. 2.10 pour 0 < s < 16 et un quasi-moment
nul, puis on trace la grandeur :
˜P±1 
P±1
P0

c(n0)j±1 (k  0)2c(n0)j0 (k  0)2 . (2.29)
Les ordres +1 et −1 sont ici complètement équivalents, puisqu’un chargement adiabatique
du réseau peuple les ordres de manière symétrique.
On observe un bon accord global entre les mesures expérimentales et les deux courbes
théoriques, ne permettant pas de les discriminer. Néanmoins, il semble que malgré la
correction apportée à l’Eq. 2.27, les mesures des populations à faible profondeur (s < 5)
soient en meilleur accord avec les résultats obtenus à partir de l’équation centrale. La
méthode de calibration basée sur un déplacement quasi-instantané du réseau optique,
que j’explique ci-dessous, repose entièrement sur un développement à partir de l’équation
centrale.
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Figure 2.6 | Calibration de la profondeur du réseau par la méthode de l’expansion
du condensat. Nous traçons les mesures expérimentales de la population
relative
˜P±1 (voir Eq. 2.26) pour différentes profondeurs s mesurées avec
la méthode du déplacement soudain du réseau (voir section 2.3.3). Ces
résultats sont comparés à la prédiction de laméthode par expansion Eq. 2.28
(trait orange), donnée par [Cristiani et al. (2002)], et à l’Eq. 2.29 (tirets bleus)
basée sur le calcul des coefficients de Fourier par résolution de l’équation
centrale (Eq. 2.10).
2.3.3 Déplacement soudain du réseau optique
La dernière méthode que je présente a été développée et étudiée par l’équipe, puis
expliquée dans deux articles [Fortun et al. (2016) et Cabrera-Gutiérrez et al. (2018)].
Elle repose sur l’étude de l’oscillation de la fonction d’onde dans le réseau optique après
un déplacement soudain du réseau. Le protocole expérimental est le suivant : après
chargement adiabatique du condensat dans le réseau, nous changeons abruptement la
phase relative entre les deux bras du réseau d’une quantité fixée ϕ0 telle que −90° ≤ ϕ0 ≤
90°. Cela a pour effet de déplacer le potentiel périodique d’une distance∆x plus petite que
le pas du réseau (typiquement quelques dizaines de nanomètres). Nous laissons ensuite
les atomes évoluer dans ce potentiel translaté pendant un temps t variable (entre quelques
dizaines et quelques centaines de microsecondes, en fonction de la profondeur), avant
d’effectuer un ToF. Nous observons alors une évolution des populations dans les ordres
de diffraction (dont un exemple est montré Fig. 2.7 pour une profondeur de s  4.4).
Une interprétation de cette évolution en termes d’oscillation du centre de masse et
d’effet tunnel a déjà été exposée dans les thèses de mes prédécesseurs. Ces observations
ont notamment permis la mesure directe du temps de traversée d’une barrière d’énergie
par effet tunnel [Fortun et al. (2016)]. Lors de cette étude, l’équipe a également montré
que dans la gamme de profondeur étudiée (s < 5) l’ordre central de diffraction (ordre 0)
évoluait périodiquement, sa fréquence d’oscillation n’étant dictée que par la profondeur
68 Chap 2. Réseau optique pour gaz quantiques
0
20
40
60
80
100
T
em
p
s 
d
e 
m
ai
n
ti
en
 t
 (
µ
s)
-2 -1 0 1 2
p/(ħkL)
(b)(a)
0
0.05
0.10
0.15
t (µs)
0 40 80
0
0.05
0.10
0.15 0.8
0.6
0.4
0.2
0
t (µs)
0 40 80
0.8
0.6
0.4
0.2
0 0
0.2
0.4
0.6
t (µs)
0 40 80
Figure 2.7 | Calibration de la profondeur du réseau par déplacement soudain du
réseau. (a) Oscillation des atomes dans le réseau translaté. Nous déplaçons
le réseau de ϕ0  34° à l’instant t  0, puis nous maintenons le condensat
pendant un temps t variable dans le réseau translaté avant de faire un ToF de
25ms. Chaque ligne correspond à une image d’absorption obtenue après ToF
pour le temps de maintien t et intégrée selon la direction perpendiculaire à
l’axe du réseau. (b)Mesure des populationsPj dans les ordres de diffraction
en fonction du temps de maintien dans le réseau translaté. Nous avons
également ajusté une fonction sinusoïdale (courbe orange) à l’évolution de
la population P0(t) de l’ordre central de diffraction. Cette population oscille
à une fréquence de 24.25 ± 0.60 kHz, ce qui correspond à une profondeur
de s  4.39 ± 0.14.
du réseau : ni la fréquence νext du confinement harmonique extérieur 9, dans la limite
νext  νL, ni la force des interactions interatomiques, ni l’angle de déphasage ϕ0
initialement appliqué ne modifient cette fréquence. Ce résultat en fait une méthode
remarquablement robuste pour la calibration de la profondeur du réseau optique.
Cette équivalence univoque entre fréquence d’oscillation de l’ordre 0 et profondeur
trouve son origine dans la structure de bandes, puisque les travaux réalisés dans l’équipe
ontmontré qu’à basseprofondeur, la fréquenced’oscillationde l’ordre central dediffraction
était liée à la différence d’énergie entre la bande fondamentale et la deuxième bande
excitée. Or nous avons vu section 2.3.2 que les coefficients de Fourier obtenus à partir
de l’équation centrale permettent de rendre compte des populations observées dans les
ordres de diffraction après un chargement adiabatique. Toutes ces indications suggèrent
que l’évolution des populations dans les ordres après déplacement soudain du réseau
doit pouvoir s’expliquer dans le contexte des ondes de Bloch. Le développement que
je présente ci-dessous, fait en majeure partie par V. Brunaud, doctorant dans l’équipe
de 2017 à 2018, s’inspire du traitement d’un chargement soudain du réseau effectué par
[Denschlag et al. (2002)].
9. Le confinement extérieur change le nombre de puits peuplés dans le réseau. Or des simulations
numériques ont montré qu’un nombre minimum de puits peuplés (entre 2 et 4 puits) était nécessaire pour
observer l’émergence de ces oscillations, voir Sup. Mat. de [Fortun et al. (2016)]).
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Développement théorique et comparaison aux mesures expérimentales
Considérons le chargement adiabatique du condensat dans le réseau optique, puis
une translation de ce potentiel d’une quantité ∆x à l’instant t  0. Comme en section
2.1.3, nous faisons l’hypothèse que la fonction d’onde juste après le chargement est bien
décrite par une onde de Bloch dans la bande fondamentale n  0 à quasi-moment nul
k  0. Nous avons donc :
ψ(x , t  0−)  ψ(n0)k0 (x) 
∑
j∈Z
c(n0)j (k  0) e
j×ikL x . (2.30)
L’invariance par translation discrète étant vérifiée tout au long de l’évolution, nous avons
conservation du quasi-moment k  0 (voir section 3.1.1 du chapitre 3). Nous allégeons
donc les notations pour la suite en ne précisant plus la dépendance en k.
Juste après translation du réseau, la fonction d’onde s’écrit dans le référentiel du
réseau :
ψ(x , t  0+)  ψ(x + ∆x , t  0−) 
∑
j∈Z
c(n0)j e
j×ikL x
e
j×ikL∆x . (2.31)
Le condensat est alors mis hors-équilibre et ne peut plus être décrit par une fonction
d’onde dans la bande fondamentale seulement : la fonction d’onde qui décrit le condensat
se projette vers les bandes d’énergies supérieures. La fonction d’onde totale est ainsi une
superposition des fonctions propres ψ(n) d’énergie propre E(n), et l’évolution temporelle
se fait selon :
ψ(x , t > 0) 
∑
n∈N
αnψ
(n)(x) e−i E
(n) t
~ . (2.32)
En utilisant la décomposition en série de Fourier (Eq. 2.7) de chaque fonction ψ(n),
on trouve finalement l’expression de la fonction d’onde totale dans la base des ondes
planes :
ψ(x , t > 0) 
∑
j∈Z
(∑
n∈N
αn c
(n)
j e
−i E(n) t~
)
e
j×ikL x . (2.33)
La population dans l’ordre de diffraction j en fonction du temps est donc donnée par :
Pj(t) 
∑
n∈N
αn c
(n)
j e
−i E(n) t~
2 (2.34)
avec, rappelons-le, les coefficients de Fourier c(n)j associés à la bande n pour k  0, et
les poids αn de chaque bande dans la décomposition de la fonction d’onde totale juste
après déplacement du réseau. Ces poids peuvent être calculés en projetant l’Eq. 2.31 sur
l’état ψ(n) :
αn  〈ψ(n) |ψ(t  0+)〉 
∑
j∈Z
c(n)j
∗
c(n0)j e
j×ikL∆x . (2.35)
Connaissant l’angle de déphasage appliqué ϕ0, on peut déduire le déplacement ∆x
du réseau (voir Eq. 2.18). La résolution de l’équation centrale fournit ensuite toutes les
grandeurs nécessaires pour calculer numériquement l’évolution des populations Pj(t)
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Figure 2.8 | Évolution temporelle des ordres de diffraction après déplacement sou-
dain du réseau : analyse par les ondes de Bloch. Données similaires à la
Fig. 2.7. En (b), Nous avons tracé en plus desmesures expérimentales (points
bleus) le résultat numérique obtenu avec l’Eq. 2.34 pour une profondeur de
s  4.4 et un déphasage ϕ0  34° (courbes oranges).
dans les différents ordres. Reprenons les données de la Fig. 2.7 obtenues à une profondeur
de s  4.4, et calculons les Pj(t). Ces résultats numériques sont comparés aux données
expérimentales sur la Fig. 2.8 : l’accord y est excellent. Insistons sur le fait qu’il n’y a aucun
paramètre ajustable hormis la profondeur, obtenue à partir de l’oscillation de l’ordre
central et qui peut être confirmée par les autres méthodes précédemment évoquées.
Une fois notre approche validée, nous avons étudié plus en détail la robustesse de cette
méthode vis-à-vis de la profondeur du réseau et du déphasage appliqué. Pour cela, nous
avons calculé numériquement l’évolution temporelle P0(t) et P±1(t) des ordres 0 et ±1
respectivement, pour 0.5 < s < 50 et avec trois déphasage différents : ϕ0  10°, ϕ0  25°
et ϕ0  70°. Pour chaque évolution, les fréquences d’oscillations sont extraites par FFT.
Ces résultats sont indiqués Fig. 2.9.
Pour un déphasage allant jusqu’à 25°, l’oscillation de l’ordre central ne présente qu’une
seule fréquence dominante sur toute la plage de profondeur étudiée, et cette fréquence
ne change pas avec l’angle utilisé. Nous observons un comportement similaire pour les
ordres ±1, en notant toutefois le poids plus important de fréquences secondaires. Ces
résultats numériques indiquent que notre méthode de calibration est à la fois valide
sur une large gamme de profondeur et robuste vis-à-vis de l’angle appliqué (dans le
régime des petits angles). Pour un déphasage initial plus grand (ϕ0  70°), l’évolution
des populations est plus complexe, ce qui se traduit dans le spectre en fréquence par la
présence de nombreuses branches.
Comment interpréter ces spectres en fréquence, que ce soit la fréquence unique pour
les petits angles ou les nombreuses branches visibles pour ϕ0  70°? Pour cela, deux
ingrédients sont nécessaires. Nous pouvons d’abord évaluer les coefficients |αn |2, qui sont
les contributions des différentes bandes, en fonction de l’angle appliqué. Nous donnons
sur la Fig. 2.10(a) ces coefficients pour s  26 avec deux angles différents : ϕ0  24° et
ϕ0  47°. On constate que dans le régime des petits déphasages, le nombre de bandes
sur lesquelles l’état initial se projette est limité (typiquement jusqu’à n  3). Ce n’est
plus vrai pour des angles plus grands, où la fonction d’onde se projette vers des bandes
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Figure 2.9 | Spectres en fréquence des évolutions temporelles des populations des
ordres de diffraction. La ligne du haut correspond à la population P0, la
ligne du bas à la population P±1. Le calcul est fait pour une profondeur
0.5 < s < 50 et pour trois déphasages différents : ϕ0  10° (gauche),
ϕ0  25° (milieu) et ϕ0  70° (droite). Les niveaux de gris correspondent à
une échelle décimale.
supérieures (n > 3). On comprend alors les nombreuses fréquences présentes dans le
spectre pour ϕ0  70° : un plus grand nombre de fréquences interbandes, associées aux
énergies E(n) dans l’Eq. 2.34, est impliqué dans l’évolution des populations.
Nous pouvons également nous intéresser aux coefficients |c(n)
0
|2 qui participent à
l’évolution de l’ordre central j  0 (voir Eq. 2.34). Nous les avons représentés Fig. 2.10(b)
pour la même profondeur s  26. En raison de la parité des ondes de Bloch, seules les
coefficients associés aux bandes n  0, 2, 4, etc. sont non nuls. Par conséquent, lorsque
l’angle appliqué est petit (projection limitée aux bandes n ≤ 3), seules les bandes
n  0 (bande fondamentale) et n  2 (deuxième bande excitée) participent de manière
significative à la dynamique de l’ordre central de diffraction. Il en résulte une oscillation
périodique de la population dans l’ordre 0, à la fréquence :
ν0 
E(n2)(k  0) − E(n0)(k  0)
h
. (2.36)
Les coefficients |c(n)±1 |2 associés à l’évolution des ordres ±1 ne bénéficient pas de règles
de parité aussi strictes. Par conséquent, comparé à l’ordre 0, les contributions des bandes
supérieures seront plus rapidement visibles, notamment aux grandes profondeurs et
grands déphasages. Néanmoins, dans le régime des petits angles, la contribution des
bandes n ≥ 2 reste faible et un raisonnement similaire à celui fait pour l’ordre 0 conduit à
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Figure 2.10 | Analyse détaillée d’une oscillation dans le réseau translaté pour deux
déphasages différents. (a) Contribution |αn |2 de la bande n à la fonction
d’onde totale après déphasage, pour des angles ϕ0  24° (barres bleues,
gauche) et ϕ0  47° (barres rouges, droite). (b) Coefficients de Fourier
|c(n)
0
|2 associés à l’ordre central ( j  0) pour les différentes bandes n. (c)
et (d) Évolution des ordres −1 (gauche), 0 (milieu) et +1 (droite) après
déphasage du réseau à l’instant t  0 d’un angle ϕ0  24° et ϕ0  47° pour
(c) et (d) respectivement. Les points bleus sont les mesures expérimentales,
tandis que les courbes oranges sont les résultats numériques calculés à
partir de l’Eq. 2.34. Tous les résultats présentés dans cette figure sont
obtenus pour une profondeur de s  26.
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une fréquence dominante pour l’oscillation des ordres ±1 :
ν±1 
E(n1)(k  0) − E(n0)(k  0)
h
. (2.37)
Nous donnons Fig. 2.10(c) et (d) deux exemples d’oscillations des ordres 0 et±1 obtenus
dans un réseau de grande profondeur s  26 pour deux déphasages différents : ϕ0  24° et
ϕ0  47° respectivement. Pour l’angle le plus faible la population de l’ordre central évolue
bien avec une fréquence dominante, même si l’effet de bandes supérieures commence à
être visible à cette haute profondeur. L’évolution des ordres ±1 fait quant à elle clairement
intervenir plusieurs fréquences. Lorsque nous augmentons l’angle de déphasage, le poids
des bandes supérieures est renforcé, ce qui est à l’origine des oscillations plus complexes
que nous observons. Ces mesures sont une illustration des spectres de fréquence donnés
Fig. 2.9. Nous constatons d’ailleurs sur les oscillations un accord remarquable entre les
points expérimentaux et les résultats numériques, avec pour seul paramètre ajustable la
profondeur du réseau optique.
Fréquence caractéristique du centre de masse
Pour terminer ce chapitre, revenons à une vision classique qualitative de l’oscillation
et essayons de répondre à la question suivante : quel lien pouvons-nous faire entre les
fréquences que nous venons de définir (ν0 et ν±1, fréquences associées à l’oscillation
des états d’impulsion p0  0 et p±1  ±~kL respectivement), définies par la structure de
bandes, et la fréquence νCdM d’oscillation du centre de masse des atomes au sein d’un
puits?
Soit TCdM  1/νCdM la période d’oscillation du centre de masse du paquet d’atomes
dans un puits du réseau. Définissons l’origine des temps telle que t  0 concorde avec
le déphasage soudain du réseau optique. Nous pouvons suivre une seule oscillation du
centre de masse en la découpant en cinq étapes, schématisées sur la Fig. 2.11 :
1. À t  0, les atomes se trouvent sur un des bords du potentiel, à vitesse nulle ;
2. À t  TCdM/4, les atomes ont accéléré jusqu’au fond du puits du réseau. Ce
point correspond à un extremum de leur impulsion (que nous supposerons, pour
simplifier, égale à |~kL | en valeur absolue) ;
3. À t  TCdM/2, les atomes atteignent à vitesse nulle la position symétrique de leur
position initiale : il s’agit d’un point de rebroussement ;
4. À t  3TCdM/4, les atomes ont à nouveau accéléré jusqu’au fond du puits du réseau.
Leur vitesse est une fois de plus extrémale, mais de signe opposé à l’étape 2 ;
5. À t  TCdM les atomes sont revenus à leur point de départ avec une vitesse nulle :
c’est un point de rebroussement.
Nous avons représenté sur la Fig. 2.11 la position x(t) et l’impulsion p(t) d’une particule
classique au cours de deux périodes d’oscillation. Intéressons-nous en particulier à
l’impulsion : on constate qu’après une seule oscillation, l’impulsion de la particule s’est
annulée deux fois. En revanche, les valeurs extrémales de l’impulsion sont périodiquement
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Figure 2.11 | Description classique de l’oscillation du centre de masse dans un puits
du réseau.Nous avons représenté l’évolutionde x(t) et p(t)d’une particule
classique dans un puits du réseau au cours de deux oscillations du centre
de masse. Sur la première oscillation, nous montrons schématiquement
les cinq étapes décrites dans le texte. Sur la courbe p(t) nous indiquons la
périodicité de la composante nulle de l’impulsion (flèches bleues, période
1/ν0) et des composantes extrémales (flèches oranges, période 1/ν±1).
atteintes, avec la même période que le centre de masse. De ce simple raisonnement
classique, on aboutirait donc naturellement aux relations :
νCdM ≈ ν0/2 et νCdM ≈ ν±1. (2.38)
Toutefois, ce résultat étant le fruit d’une représentation classique de l’oscillation du
centre de masse, il nous faut nuancer ces propos. Soulignons d’abord que cette vision
n’est valable que dans le régime des petits angles de déphasage, lorsqu’il n’y a qu’une
seule fréquence dominante dans l’évolution des populations. Notons également que les
fréquences ν0/2 et ν±1 ne sont pas égales : nous traçons sur la Fig. 2.12(a) ces fréquences,
directement calculées à partir de la structure de bandes, en fonction de la profondeur
s du réseau optique. Pour comparaison, nous indiquons sur le même graphique le
résultat classique νres obtenu Eq. 2.25 en approximant le puits du réseau par un potentiel
harmonique. Sur la Fig. 2.12(b), nousmontrons l’évolution de la différence∆ν  ν±1−ν0/2
avec la profondeur.
Nous pouvons distinguer deux régimes, à faible et à grande profondeur :
— À mesure que la profondeur s augmente, l’écart entre ν0/2 et ν±1 diminue. Chaque
puits du réseau est de mieux en mieux décrit par un piège harmonique découplé
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Figure 2.12 | Comparaison des deux fréquences caractéristiques ν0/2 et ν±1. (a) Évo-
lution des fréquences ν0/2 (tirés bleus) et ν±1 (trait rouge), calculées selon
les Eq. 2.36 et 2.37, en fonction de la profondeur s du réseau optique. Une
structure de bandes en insert rappelle la définition de ces fréquences. Nous
indiquons également en pointillés noirs le résultat classique νres obtenue
dans l’approximation harmonique (Eq. 2.25). (b) Différence∆ν  ν±1−ν0/2
entre ces deux fréquences en fonction de la profondeur s du réseau. Le
trait pointillé horizontal indique la valeur limite νL/8 (où νL est définie
section 2.1.1).
des autres puits et on tend alors vers le résultat de l’intuition classique ν0/2 ≈ ν±1
pour s → +∞. Remarquons quand même que cette différence ne tend pas vers 0,
mais vers νL/8, avec νL  EL/h (voir section 2.1.1) : comme démontré en annexe B,
il s’agit là d’un effet des non-linéarités du potentiel sinusoïdal.
— Pour les faibles profondeurs (s . 5) ces deux fréquences sont notablement différentes,
la plus grande différence étant obtenue pour s  0. Dans une telle gamme de
profondeur, l’effet tunnel n’est pas négligeable et il existe un couplage entre les
différents sites du réseau : on ne peut plus considérer un puits du réseau comme un
piège harmonique isolé et le raisonnement classique n’est plus valable.
Finalement, nous choisissons de définir la fréquence de l’oscillation du centre de masse
(appelé mode dipolaire) par la plus petite fréquence parmi ces deux, soit :
νCdM 
ν0
2

E(n2)(k  0) − E(n0)(k  0)
2h
. (2.39)
Dans le régime des grandes profondeurs, cette valeur est presque confondue avec ν±1,
cette dernière correspondant à la fréquence de la première transition interbande (entre la
bande fondamentale n  0 et la première bande excitée n  1) à quasi-moment nul. Il
s’agit donc en quelque sorte de la plus petite fréquence naturelle du système.
i
Dans le régime des petits angles, le déplacement du réseau peut s’exprimer comme
une perturbation impaire
a
et peut donc, d’après les règles de sélection que nous
établirons au chapitre 3, coupler la bande fondamentale n  0 et la première bande
excitée n  1. Si nous mesurons dans ce régime l’évolution de l’impulsion moyenne
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p(t)  ∑ j Pj(t)p j , nous obtenons effectivement une oscillation à la fréquence ν±1 :
nous aurions ainsi pu légitimement choisir cette fréquence pour caractériser le
centre de masse. Nous avons fait le choix de considérer ν0/2 car il s’agit de la plus
petite fréquence naturelle du système. En particulier et comme nous le verrons
dans le chapitre suivant, il s’agit de la plus petite transition interbande que nous
arrivons à exciter. Cette fréquence caractérise donc à la fois l’évolution du centre de
masse selon le raisonnement fait Fig. 2.11 et le passage vers le régime de transitions
interbandes.
a. Le potentiel du réseau non perturbé étant de la forme V(x)  V
0
cos(x), après déphasage ce
potentiel peut s’approximer par V(x + ε) ≈ V
0
cos(x) − εV
0
sin(x) ≡ V(x) + δV(x).
2.4 Conclusion
Nous avons consacré ce chapitre au réseau optique, outil incontournable dans le
domaine des gaz ultrafroids et dont je me suis servi pour mes travaux de thèse. La
première section a eu deux objectifs : d’abord définir les grandeurs caractéristiques
associées au réseau, puis rappeler les points importants du formalisme des ondes de
Bloch, avec un accent mis sur l’équation centrale dont nous nous sommes beaucoup servi
pour la calibration de la profondeur du réseau. Nous avons ensuite rappelé le montage
expérimental utilisé pour former le réseau. Le dispositif de contrôle de la profondeur
du réseau a tout particulièrement été détaillé puisqu’il a été repensé pendant ma thèse,
l’ancien dispositif n’étant pas assez précis pour l’observation de l’effet tunnel assisté par
le chaos dont je parlerai par la suite. Nous avons terminé ce chapitre par des méthodes
permettant de mesurer la profondeur du réseau optique. La dernière méthode exposée,
qui repose sur un déplacement soudain du réseau, a été développée par l’équipe et
est robuste vis-à-vis des interactions interatomiques et du confinement extérieur. Les
évolutions des ordres de diffraction sont en effet uniquement dictées par la structure de
bandes, qui dépend elle-même de la profondeur. Nous avons vu le formalisme permettant
d’expliquer ces évolutions, même dans le cas où le réseau est fortement translaté.
Je conclus ainsi la première partie du manuscrit dédiée au dispositif expérimental. Je
consacre les chapitres suivants aux résultats expérimentaux que j’ai obtenus pendant ma
thèse et qui traitent de la dynamique d’un condensat de Bose-Einstein dans un réseau
optique dont les paramètres (position et profondeur) sont modulés périodiquement.
Dans ce chapitre dédié au réseau, nous avons fait apparaitre Eq. 2.39 une fréquence
naturelle νCdM du système qui caractérise l’évolution du centre demasse des atomes après
translation du réseau, et qui correspond également à l’entrée dans le régime résonant avec
la structure de bandes. Je distinguerai donc les différents travaux réalisés en fonction de
la fréquence de modulation ν appliquée au réseau vis-à-vis de cette fréquence naturelle
νCdM. Je diviserai également les études en deux familles : la partie II est dédiée aux
modulations perturbatives, en ce sens qu’elles n’induisent pas de dynamique chaotique ;
la partie III sera consacrée aux modulations générant du chaos, au moins partiellement,
dans le système, soit le régime d’une dynamique mixte.
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CHAPITRE3
Modulation résonante : excitations
interbandes et refroidissement dans
l’espace réciproque
– This is indeed a mystery. What do you imagine that it means?
– I have no data yet. It is a capital mistake to theorize before one has data.
Insensibly one begins to twist facts to suit theories, instead of theories to
suit facts.
The Adventures of Sherlock Holmes – A Scandal in Bohemia (1891)
Arthur I. C. Doyle
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A
près avoir dédié la première partie du manuscrit au dispositif expérimental, je
débute avec ce chapitre la présentation des résultats concernant la dynamique
d’un condensat de Bose-Einstein placé dans un réseau optique unidimension-
nel dépendant du temps. L’expression générale du potentiel du réseau, qui nous suivra
tout au long de ce manuscrit, est :
V(x , t)  −sEL [1 + ε(t)] cos2
(πx
d
+ ϕ(t)
)
,
où ε et ϕ désignent respectivement le contrôle de l’amplitude et de la phase du réseau.
Dans ce chapitre, je présente un premier ensemble de résultats expérimentaux obtenus
par modulation périodique de ces paramètres. Nous nous plaçons spécifiquement dans le
régime où la fréquence de modulation ν ∼ νCdM, c’est-à-dire dans le cas où la modulation
est résonante avec les fréquences caractéristiques de la structure de bandes, élément
central de ce chapitre.
Grâce à leur grande flexibilité, les réseaux optiques sont des systèmes idéaux pour
sonder et manipuler la structure de bandes qui les caractérisent. Éventuellement couplés
à des faisceaux de Bragg, ils permettent par exemple de mesurer les spectres d’excitation
des gaz quantiques dans les phases superfluide ou isolant de Mott [Schori et al. (2004),
Stöferle et al. (2004) et Kollath et al. (2006)], et d’étudier des processus d’excitations
multibandes [Clément et al. (2009),Heinze et al. (2011) et Fabbri (2012)] ou à plusieurs
phonons [Weinberg et al. (2015)]. L’utilisation de modulations résonantes avec les
transitions interbandes favorise également l’hybridation de bandes, utilisée pour créer
du magnétisme artificiel [Parker et al. (2013) et Clark et al. (2016)] ou pour générer des
structures de bandes complexes avec de nouvelles propriétés topologiques [Zhang et
Zhou (2014), Zheng et Zhai (2014) et Kang et al. (2020)].
Pour les profondeurs de réseau que nous considérons, la modulation résonante
correspond à des fréquences de l’ordre de la dizaine de kilohertz. Dans ce régime de
fréquence, et compte tenu des protocoles expérimentaux et des amplitudes de modulation
utilisés, nous nous trouvons dans un régime où la modulation, traitée comme une
perturbation, peut fournir efficacement de l’énergie aux atomes lorsque des conditions de
résonance sont remplies : nous excitons alors des transitions interbandes. Nous verrons
que ces transitions, pour un quasi-moment nul, sont soumises à des règles de sélection
dues à la parité des modulations employées. La première section de ce chapitre est
consacrée à l’établissement de ces règles de sélection.
Dans la deuxième section, nous étudions expérimentalement les transitions interbandes.
Nous soumettons les atomes aux deux types de modulation du réseau, de phase et
d’amplitude, qui sont complémentaires. Nous réalisons ainsi la spectroscopie de bandes
du réseau, sur une grande gamme de profondeur, et nous comparons nos résultats à la
structure de bandes calculée pour un système idéal (extension infinie et sans interaction).
Nous approfondissons ensuite notre étude en considérant les interactions interatomiques
ainsi que le confinement extérieur. Nous trouvons, par des simulations numériques et par
des résultats expérimentaux, que certaines transitions interbandes semblent immunes à
ces éléments, tandis que d’autres y sont sensibles. Nous interprétons ces comportements
en reliant les transitions considérées à des modes d’excitation du condensat.
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Dans la dernière section du chapitre, nous nous écartons du régime perturbatif car
nous augmentons l’amplitude de modulation. Pour les expériences présentées dans cette
section, nous ne travaillons plus avec des condensats purs mais avec des nuages atomiques
présentant une fraction thermique. En effet, nous avons testé une nouvelle méthode de
refroidissement par évaporation dans l’espace réciproque, imaginée par l’équipe et qui
exploite les transitions interbandes et leurs règles de sélection. Cette technique consiste
à promouvoir sur des bandes d’énergie supérieures les atomes ayant la plus grande
énergie. Après filtrage des atomes excités, le nuage restant possède une énergie totale
plus faible. Je donnerai les résultats expérimentaux indiquant qu’il y a alors effectivement
une diminution de la température.
3.1 Règles de sélection
Le potentiel associé au réseau optique modulé, que nous avons rappelé en introduction
de ce chapitre, s’écrit :
Vε,ϕ(x , t)  −sEL [1 + ε(t)] cos2
(πx
d
+ ϕ(t)
)
(3.1)
avec ε(t) la modulation en amplitude et ϕ(t) la modulation en phase. Nous nous
intéressons à des modulations sinusoïdales de fréquence ν  ω/(2π) :
ε(t)  ε0 sin(ωt) ou ϕ(t)  ϕ0 sin(ωt), (3.2)
où les amplitudes de modulation ε0 et ϕ0 (définies section 2.2.3 du chapitre 2) sont
suffisamment faibles pour traiter la modulation demanière perturbative. Cesmodulations
peuvent coupler différentes bandes d’énergie du réseau optique via des phonons, ce qui
conduit les atomes à effectuer des transitions interbandes assistées par phonons. Le terme
de couplage associé à la transition entre deux bandes n et n′ et pour deux quasi-moments
k et k′ est :
δVn ,n′,k ,k′  〈ψ(n
′)
k′ |
(
Vε,ϕ(x , t) − V0,0(x)
)
|ψ(n)k 〉 , (3.3)
où
{
|ψ(n)k 〉
}
sont les ondes de Bloch, déjà rappelées au chapitre 2 et que nous pouvons
décomposer grâce au théorème de Bloch sous la forme ψ(n)k (x)  u
(n)
k (x)e
ikx
, avec u(n)k une
fonction ayant la même périodicité que le réseau : u(n)k (x + d)  u
(n)
k (x). La probabilité de
transition entre les états |ψ(n)k 〉 et |ψ
(n′)
k′ 〉 est alors directement donnée par :
Pn ,n′,k ,k′  |δVn ,n′,k ,k′ |2. (3.4)
Rappelons également que pour k  0, les états de Bloch possèdent la même parité que
leur indice de bande. Par conséquent, certains couplages ne sont pas autorisés pour des
raisons de symétrie. Nous en déduisons des règles de sélection propres aux deux types
de modulation, que nous établissons dans la suite de cette section.
3.1 Règles de sélection 83
3.1.1 Conservation du quasi-moment
Dans le cas du réseau statique, le théorème de Bloch est une conséquence de l’invariance
par translation discrète du système. Cette propriété permet en particulier d’affirmer
que l’Hamiltonien Ĥ et l’opérateur de translation discrète T̂d commutent :
[
Ĥ , T̂d
]
 0.
L’ensemble des états propres commun à ces deux opérateurs constitue les ondes de
Bloch.
Considérons comme état initial à t  0 une onde de Bloch de quasi-moment k :
ψ(n)k (x , t  0)  u
(n)
k (x , t  0)e
ikx
et rappelons l’équation aux valeurs propres associée à
l’opérateur translation :
T̂dψ
(n)
k (x , t  0)  e
−ikdψ(n)k (x , t  0), (3.5)
la valeur propre e
−ikd
étant associée au quasi-moment k. Pour connaitre l’état du système
après évolution dans le réseau modulé, il faut appliquer l’opérateur d’évolution Û(t) :
ψ(n)k (x , t)  Û(t)ψ
(n)
k (x , t  0). (3.6)
Or, pour tout temps t, la relation de commutation
[
Ĥ(t), T̂d
]
 0 est vérifiée puisque
l’invariance par translation discrète est conservée, entrainant également la relation[
Û(t), T̂d
]
 0 ∀t. Nous pouvons alors calculer :
T̂dψ
(n)
k (x , t)  T̂dÛ(t)ψ
(n)
k (x , t  0)  Û(t)
[
T̂dψ
(n)
k (x , t  0)
]
 e
−ikdψ(n)k (x , t). (3.7)
La fonction d’onde après évolution dans le réseau modulé est toujours état propre
de l’opérateur translation, de quasi-moment k inchangé. Il y a donc conservation du
quasi-moment k′  k : seules des transitions "verticales" sur la structure de bandes sont
possibles. Nous avons vu au chapitre 2 que le chargement adiabatique du condensat
dans le réseau peuplait l’état de Bloch {n  0, k  0}. Nous établirons donc les règles de
sélection pour un quasi-moment constant k  0.
3.1.2 Modulation de phase
Considérons le cas particulier d’une modulation sinusoïdale de la phase seulement. Le
potentiel du réseau s’écrit alors :
V0,ϕ(x , t)  −sEL cos2
(πx
d
+ ϕ0 sin(ωt)
)
 − sEL
2
− sEL
2
cos(kLx + 2ϕ0 sin(ωt))
 − sEL
2
− sEL
2
[
cos(kLx) cos(2ϕ0 sin(ωt)) − sin(kLx) sin(2ϕ0 sin(ωt))
]
.
(3.8)
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i
Rappelons à nouveau la relation de Jacobi-Anger, vue au chapitre 2 :
e
iz cos(θ)

+∞∑
n−∞
inJn(z)einθ (3.9)
où Jn(z) est la n-ième fonction de Bessel de première espèce. Ces fonctions ont
entre autres propriétés :
— Jn(−x)  (−1)nJn(x)
— J−n(x)  (−1)nJn(x)
En utilisant les propriétés ci-dessus, on peut montrer que l’on a les relations suivantes :
cos(z sin(ωt))  J0(z) + 2
+∞∑
n1
J2n(z) cos(2nωt);
sin(z sin(ωt))  2
+∞∑
p0
J2p+1(z) cos((2p + 1)ωt).
(3.10)
En remplaçant z  2ϕ0 on retrouve les deux termes de l’équation 3.8, que nous pouvons
remplacer par les expressions 3.10. Nous obtenons finalement :
V0,ϕ(x , t)  −
sEL
2
− sEL
2
{
cos(kLx)J0(2ϕ0)
+2 cos(kLx)
+∞∑
n1
J2n(2ϕ0) cos(2nωt)
−2 sin(kLx)
+∞∑
p0
J2p+1(2ϕ0) cos((2p + 1)ωt)
 .
(3.11)
Seuls les premiers termes de chaque développement contribuent de manière signifi-
cative puisque Jp(x) ∼ xp pour x proche de zéro et que nous nous plaçons ici dans un
régime perturbatif. Nous distinguons trois types de contribution, en fonction de l’ordre
de la fonction de Bessel :
1. La première ligne de l’Eq. 3.11 correspond au terme d’ordre zéro, dont l’effet est
la renormalisation de la profondeur du réseau optique. La profondeur effective
s’exprime comme seff  sJ0(2ϕ0).
=
La plus grande modulation de phase utilisée dans les expériences présentées
dans cette partie a une amplitude de ϕ0  7° ≈ 0.039π. Cela correspond à :
J0(2ϕ0) ≈ 0.985.
Le processus de renormalisation est donc ici négligeable (voir Fig. 3.1). Il sera
traité plus en détails dans le chapitre 4.
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Figure 3.1 | Fonction de Bessel d’ordre zéro de première espèce J0. Les pointillés
noirs indiquent la valeur correspondant à la plus grande amplitude de
modulation utilisée. L’encart représente un zoom sur 0 ≤ x ≤ 0.3.
2. Les termes d’ordre pair (deuxième ligne de l’Eq. 3.11) sont associés à des excitations
avec un nombre pair de phonons. Parmi tous les éléments du développement, le
premier terme (n  1) est celui qui contribue le plus. L’excitation associée est à la
fréquence 2ω, révélant un processus à deux phonons. Les fonctions de Bloch u(n)k0
ayant les parités de leur indice de bande, les termes de couplage à deux phonons
entre bandes successives et à k  k′  0 s’écrivent :
〈u(n+1)k0 |
(
V0,ϕ(x , t)
)
2 ph.
|u(n)k0〉 ∝ 〈u
(n+1)
k0 | cos(kLx) |u
(n)
k0〉  0;
〈u(n+2)k0 |
(
V0,ϕ(x , t)
)
2 ph.
|u(n)k0〉 ∝ 〈u
(n+2)
k0 | cos(kLx) |u
(n)
k0〉 , 0.
(3.12)
Ainsi, en modulation de phase, des transitions à deux phonons sont attendues entre
les bandes vérifiant ∆n  n′ − n  2p ∀p ∈ N∗.
3. Les termes d’ordre impair (dernière ligne de l’Eq. 3.11) sont associés à des excitations
à un nombre impair de phonons. À nouveau, le premier terme (p  0), associé à la
fréquence ω, contribuant de manière majoritaire, nous ne considérerons que des
transitions à un phonon. Un calcul similaire au cas à deux phonons donne :
〈u(n+1)k0 |
(
V0,ϕ(x , t)
)
1 ph.
|u(n)k0〉 ∝ 〈u
(n+1)
k0 | sin(kLx) |u
(n)
k0〉 , 0;
〈u(n+2)k0 |
(
V0,ϕ(x , t)
)
1 ph.
|u(n)k0〉 ∝ 〈u
(n+2)
k0 | sin(kLx) |u
(n)
k0〉  0.
(3.13)
Dans ce cas, des transitions à un phonon sont attendues entre les bandes vérifiant
∆n  n′ − n  (2p + 1)∀p ∈ N.
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3.1.3 Modulation d’amplitude
Plaçons-nous à présent dans le cas d’une modulation périodique de la profondeur du
réseau optique. Le potentiel vu par les atomes s’exprime comme :
Vε,0(x , t)  −sEL [1 + ε0 cos(ωt)] cos2
(πx
d
)
 − sEL
2
[1 + ε0 cos(ωt)] (1 + cos(kLx)) .
(3.14)
En exploitant la parité des états de Bloch, les probabilités de transitions s’écrivent :{
〈u(n+1)k0 |Vε,0(x , t) |u
(n)
k0〉 ∝ 〈u
(n+1)
k0 | cos(kLx) |u
(n)
k0〉  0;
〈u(n+2)k0 |Vε,0(x , t) |u
(n)
k0〉 ∝ 〈u
(n+2)
k0 | cos(kLx) |u
(n)
k0〉 , 0.
(3.15)
Par conséquent, les règles de sélection en modulation d’amplitude pour k  k′  0 sont
simples : seules des transitions à un phonon pour des bandes vérifiant ∆n  2p ∀p ∈ N∗
sont autorisées.
3.1.4 Bilan des règles de sélection
Résumons les règles de sélection que nous avons obtenues :
!
Modulation de phase
∆n  2p ∆n  2p + 1
1 phonon Interdites Autorisées
2 phonons Autorisées Interdites
Modulation d’amplitude
∆n  2p ∆n  2p + 1
1 phonon Autorisées Interdites
2 phonons Interdites Interdites
Nous n’avons considéré pour l’instant que le cas d’un système idéal :
— nous supposons un réseau infini et sans confinement harmonique supplémentaire,
autrement dit la symétrie de translation discrète est bien vérifiée ;
— il n’y a pas d’interactions entre atomes.
Nous avons effectué un travail de spectroscopie de bandes, au cours duquel nous avons
effectivement retrouvé les règles de sélection tout en montrant la nécessité d’aller au-delà
des approximations mentionnées ci-dessus pour décrire complètement nos résultats
expérimentaux. La section 3.2 de ce chapitre est dédiée à cette étude.
Insistons également sur le fait que les règles ne sont valables qu’à quasi-moment nul. Nous
constatons sur la Fig. 3.2 que les probabilités de transitions entre la bande fondamentale
et les deux première bandes excitées, calculées numériquement sur toute la 1
ère
zone
de Brillouin, ne se comportent strictement selon les règles de sélection précédemment
établies que pour k  0. Cet effet a d’ailleurs été exploité pour un nouveau protocole de
refroidissement que je décrirai à la section 3.3.
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Figure 3.2 | Probabilités de transition interbande à un phonon entre la bande fonda-
mentale et les deux première bandes excitées sur l’intégralité de la 1
ère
zone de Brillouin. Le trait plein (resp. tirets) est associé à la transition entre
la bande fondamentale et la première bande excitée 0 → 1 (resp. bande
fondamentale et deuxième bande excitée 0→ 2). Les résultats sont obtenus
pour unemodulation de phase en (a) et une modulation d’amplitude en (b).
3.2 Spectroscopie de bandes
Nous avons établi, au cours de la section précédente, que des couplages peuvent
exister entre les différentes bandes lorsqu’on module le réseau optique, soit en phase,
soit en amplitude. Dans cette deuxième section, nous mettons en œuvre sur le dispositif
expérimental ces deux types de modulations dans le régime de transitions interbandes,
c’est-à-dire pour des fréquences demodulation ν ∼ νCdM. Nous pouvons ainsi directement
tester expérimentalement la validité des règles de sélection, obtenues dans le contexte
d’un système idéal.
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Dans un premier temps, nous observons des résonances, marquées par la déplétion de
l’ordre de diffraction central, dues aux transitions interbandes à k  0. Nous faisons alors
la spectroscopie de bandes de notre système, en mesurant les fréquences des transitions
interbandes tout en variant la profondeur du réseau optique. En comparant ces résultats
avec la structure de bandes du système idéal, nous constatons que, si les règles de sélection
sont majoritairement bien respectées, certaines transitions normalement interdites à k  0
sont néanmoins excitées. Ces observations sont unemotivation pour aller au-delà du cadre
du système idéal. En prenant en compte les interactions interatomiques et le confinement
extérieur dans des simulations numériques en champ moyen, nous approfondissons
l’étude des transitions à quasi-moment nul. Nous étudions tout particulièrement l’effet du
confinement extérieur, dont les fréquences de piégeage sont pourtant un ordre de grandeur
plus faibles que celles du réseau optique, sur la largeur des transitions. Nous ferons alors
le lien entre ces observations et les modes d’excitation collective du condensat.
3.2.1 Transitions interbandes à quasi-moment nul
Protocole expérimental
Après les différentes étapes d’évaporation, nous obtenons un condensat de Bose-
Einstein pur d’environ 10
5
atomes dans le piège hybride (piège magnétique et piège
dipolaire croisé). Nous ajoutons ensuite le réseau optique, selon une des deux séquences
représentées Fig. 3.3 : après chargement adiabatique du condensat dans le potentiel
du réseau optique à une profondeur s, nous modulons le réseau soit en phase soit en
amplitude. Nous modulons à une fréquence ν, avec une amplitude ϕ0 (phase) ou ε0
(amplitude), pendant une durée tmod, puis nous coupons abruptement tous les pièges
pour effectuer un ToF. Nous prenons finalement une image d’absorption de la figure de
diffraction résultante.
Pour une profondeur fixée nous répétons le protocole en variant la fréquence de
modulation sur la gamme typique 0 < ν < 50 kHz. Nous effectuons ce travail pour
plusieurs profondeurs.
Vérification expérimentale des règles de sélection
La modulation du réseau optique à différentes fréquences induit des transitions
interbandes assistées par phonons entre l’état de la bande fondamentale {n  0, k  0}
(peuplé par le chargement adiabatique) et des états excités {n′ > n , k′  k  0}. Les
paramètres expérimentaux utilisés pour le réseau optique sont les suivants :
Modulation de phase Modulation d’amplitude
Profondeur 1.3 < s < 7.3 1.1 < s < 10.1
Durée de modulation 1 ms < tmod < 5 ms 3 ms < tmod < 15 ms
Amplitude de modulation 2.5° < ϕ0 < 7° 0.05 < ε0 < 0.07
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Figure 3.3 | Protocole expérimental utilisé pour étudier les transitions interbandes
à quasi-moment nul.Nous chargeons d’abord adiabatiquement les atomes
dans le réseau optique jusqu’à la profondeur s (voir chapitre 2 Eq. 2.17), puis
nous démarrons soit (a) la modulation de phase à profondeur constante,
soit (b) la modulation d’amplitude à phase constante. La modulation est
caractérisée par son amplitude (a) ϕ0 ou (b) ε0, sa fréquence ν et sa durée
tmod. Finalement, tous les pièges sont éteints et les atomes tombent en chute
libre, effectuant ainsi un temps de vol. En insert : exemples de transitions
interbandes à k  0 ayant lieu au cours de la modulation entre la bande
fondamentale et les premières bandes excitées.
Des exemples de résultats expérimentaux sont indiqués Fig. 3.4(a) (modulation d’am-
plitude, s  2.1) et Fig. 3.4(b) (modulation de phase, s  1.7). Nous retrouvons sur les
images d’absorption prises après ToF une figure de diffraction associée à la structure
périodique du réseau, avec des ordres séparés d’une distance ∆xL  vL × tToF.
Loin de résonance, les populations relatives de ces ordres de diffraction Pj mesurées
expérimentalement ne varient pas avec la fréquence de modulation ν employée, et nous
retrouvons dans ce cas les populations attendues après un chargement adiabatique dans
le réseau à la profondeur considérée et correspondant à l’état {n  0, k  0}. À résonance,
nous fournissons par la modulation de l’énergie aux atomes, ce qui entraine une déplétion
de l’ordre central de diffraction (d’impulsion nulle), et corrélativement une augmentation
de la population des ordres supérieurs. Cet effet est clairement visible avec les deux types
de modulation, comme le montrent les images expérimentales Fig. 3.4(a1) et Fig. 3.4(b1).
Nous exploitons cette signature expérimentale en traçant, pour une profondeur donnée,
la population P0 de l’ordre 0 en fonction de la fréquence ν appliquée, puis en ajustant une
fonction gaussienne au voisinage des résonances (par exemple autour de 14 et 35 kHz
pour la Fig. 3.4(a2)). Nous déterminons, grâce au centre de la gaussienne, les fréquences de
transition interbande pour une profondeur du réseau statique s donnée, et nous répétons
ce processus pour différentes profondeurs du réseau optique. L’ensemble de ces résultats
est résumé Fig. 3.4(c). Nous y comparons nos mesures aux fréquences attendues, calculées
à partir de la structure de bandes pour un quasi-moment nul : seules les transitions à
un phonon sont considérées pour la modulation d’amplitude, tandis qu’en modulation
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Figure 3.4 | Spectroscopie de la structure de bandes. (a) et (b) Exemples de résultats
expérimentaux montrant des transitions interbandes, en modulation d’am-
plitude à s  2.1 et en modulation de phase à s  1.7 respectivement. Sur
les images (a1) et (b1), chaque ligne correspond à une image d’absorption
obtenue après modulation à une fréquence ν puis temps de vol, et intégrée
dans la direction transverse au réseau. Les populations normaliséesP0 dans
l’ordre central sont tracées en (a2) et (b2). Grâce à un ajustement gaussien
autour des zones de déplétion deP0, onmesure les fréquences de résonance.
(c) Ensemble des résonances mesurées expérimentalement en fonction de la
profondeur du réseau optique s, pour la modulation d’amplitude (triangles
noirs) et la modulation de phase (carrés pleins bleus et carrés creux rouges ;
les premiers correspondent à une transition autorisée, les seconds à une
transition interdite). Nous calculons numériquement à partir de la structure
de bandes les fréquences de transitions autorisées à k  0 pour les deux
types de modulation (amplitude : tirets noirs, phase : traits bleus).
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de phase la transition 0→ 2 à deux phonons est indiquée en plus des excitations à un
phonon. Elle correspond à la branche de plus basse fréquence.
Les fréquences obtenues expérimentalement sont en très bon accord avec celles
attendues théoriquement. Les règles de sélection sont plutôt bien respectées : seules des
excitations à un phonon ont lieu en modulation d’amplitude, tandis que la modulation
de phase peut induire des excitations à deux phonons, bien que celles-ci soient plus rares
et d’amplitude plus faible. Cependant, nous avons aussi observé à basse profondeur
(s  1.5 et 1.7) des transitions normalement interdites en modulation de phase (carrés
creux rouges). Nous attribuons cet effet au confinement extérieur, que nous n’avions
pas considéré jusqu’à présent : à faible profondeur du réseau optique l’invariance par
translation discrète est plus facilement brisée par le potentiel associé au piège hybride, ce
qui affaiblit les règles de sélection et permet d’exciter des transitions interdites.
Les excitations à résonance révèlent donc directement la structure de bandes, mais
un seul type de modulation ne permet pas de retrouver tout le spectre du fait des règles
de sélection : les deux types de modulation sont ainsi complémentaires. Dans la suite,
nous nous concentrons sur des effets nécessitant d’aller au-delà du cas idéal, et plus
particulièrement sur l’effet du confinement extérieur sur les résonances.
3.2.2 Au-delà du système idéal
Simulations numériques en champ moyen
Afin de nous rapprocher de manière réaliste des conditions expérimentales, nous
avons utilisé des simulations numériques qui rendent compte à la fois des interactions
interatomiques et du confinement extérieur dû au piège hybride. Nous résolvons pour
cela l’équation de Gross-Pitaevskii (Eq. 1.16 du chapitre 1), prise à une dimension. Ces
simulations donnent accès à l’énergie totale de la fonction d’onde après évolution, pendant
un temps fixe, dans le potentiel du réseaumodulé pour une profondeur et un confinement
donnés. Un exemple est montré Fig. 3.5, pour lequel nous avons pris des paramètres
typiques des expériences. Nous y indiquons les résultats obtenus sans interaction (terme
de couplage g  0, tirets rouges) et en présence d’interactions (terme de couplage g , 0,
trait noir).
Concentrons-nous dans un premier temps sur les simulations avec interactions. Pour
les deux types de modulation, les pics principaux vérifient bien les règles de sélection
établies section 3.1 et retrouvées expérimentalement :
— la modulation de phase (Fig. 3.5(a)) induit des résonances à un phonon pour les
transitions 0 → 1 et 0 → 3 ainsi que des transitions à deux phonons pour les
excitations 0→ 2 et 0→ 4 ;
— la modulation d’amplitude (Fig. 3.5(b)) suit des règles de sélection strictes et
opposées à la modulation de phase : seules les transitions à un phonon vérifiant
∆n  2p sont induites.
Néanmoins, certaines transitions a priori interdites sont également excitées. C’est le
cas par exemple en modulation de phase des transitions à un phonon 0→ 2 (cas sans
interaction, tirets rouges) et 0→ 4 (avec interactions, trait noir). Nous avons vérifié que
l’amplitude de ces résonances dépendait de la fréquence du piège harmonique νext dû au
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Figure 3.5 | Étude numérique des transitions interbandes en présence de confine-
ment extérieur et d’interactions interatomiques. Nous traçons l’énergie
totale de la fonction d’onde après modulation du réseau, en fonction de la
fréquence de modulation renormalisée ω/ω̃ (avec ω̃  2π× 6.55 kHz) pour
la modulation de phase (a) et d’amplitude (b). Ces résultats ont été calculés
pour une profondeur s  4.86, dans le cas d’un confinement harmonique
de fréquence νext  13.8 Hz. Les amplitudes de modulation sont ϕ0 ≈ 5°
et ε0  0.04 respectivement. On compare le cas sans interaction (tirets
rouges) au cas en présence d’interactions (trait plein noir). Les disques
noirs indiquent les fréquences des transitions à 1 et 2 phonons, calculées à
partir de la structure de bandes pour cette profondeur.
confinement extérieur. Nous pouvons ainsi confirmer que les violations des règles de
sélection, déjà observées expérimentalement et obtenues ici numériquement, trouvent
leur origine dans la brisure de la symétrie par translation discrète du système.
Restreignons-nous aux transitions autorisées par les règles de sélection, et comparons
les cas avec et sans interaction. Nous constatons que certaines transitions ne sont pas du
tout affectées, comme la transition 0 → 2 pour les deux types de modulation (à deux
phonons pour la modulation de phase, à un phonon pour la modulation d’amplitude),
ou la transition à un phonon 0→ 1 pour la modulation de phase. Ceci est à mettre en
regard des excitations à plus hautes fréquences 0→ 3 (phase) et 0→ 4 (amplitude), qui
sont bien mieux définies spectralement lorsqu’il y a des interactions.
Une interprétation de l’élargissement des raies en l’absence d’interactions est repré-
sentée Fig. 3.6. La fonction d’onde de l’état fondamental du condensat dans un potentiel
harmonique extérieur est beaucoup plus étendue lorsqu’il y a des interactions qui,
rappelons-le, sont répulsives. En ajoutant le réseau optique, le condensat occupe plus
de puits, ce qui le rapproche d’un système idéal invariant par translation discrète. Les
transitions interbandes s’en trouvent ainsi mieux définies.
3.2 Spectroscopie de bandes 93
+
+
=
=
(a)
(b)
Figure 3.6 | Effet des interactions sur la population dans le réseau optique. La fonc-
tion d’onde dans un potentiel harmonique est moins large lorsqu’il n’y
a pas d’interaction (a) qu’en présence d’interactions (b). Il en résulte un
nombre différent de sites peuplés dans le réseau optique.
Effet du confinement extérieur
Dans les résultats expérimentaux présentés en début de section, nous ne nous étions
intéressés qu’à la fréquence correspondant au sommet des pics associés aux transitions
interbandes, retrouvant en grande partie les règles de sélection précédemment établies
dans un formalisme à un corps. Or, nous venons de voir numériquement que les spectres
en fréquence contiennent également des informations sur la dynamique à N corps à travers
la largeur des pics de résonance. Les simulations numériques prédisent en particulier un
phénomène non trivial : parmi les transitions interbandes autorisées, certaines résonances
semblent totalement immunes aux interactions, tandis que d’autres à l’inverse y sont
sensibles.
Pour vérifier expérimentalement ce phénomène, nous changeons le confinement
harmonique extérieur produit par le piège hybride. En choisissant de conserver ou
d’enlever le faisceau dipolaire vertical, nous pouvons utiliser deux fréquences de piège
harmonique différentes : ν(1)
ext
 4 Hz (piège hybride dit décomprimé, faisceau dipolaire
horizontal seul) et ν(2)
ext
 50 Hz (piège hybride dit comprimé, piège dipolaire croisé). Pour
enlever le faisceau vertical, nous ajoutons après l’évaporation dipolaire une étape de
400 ms pendant laquelle la puissance du faisceau vertical est réduite linéairement.
L’effet du confinement extérieur sur les transitions interbandes autorisées que nous
étudions peut sembler négligeable de prime abord, compte tenu des différences de
fréquences de piégeage entre ce potentiel harmonique et le potentiel du réseau. Un calcul
d’ordre de grandeur classique semble nous en convaincre :
=
Comme nous l’avons vu au chapitre 2, l’approximation harmonique d’un site du
réseau autour de son minimum conduit à une fréquence :
νres  νL
√
s
qui donne νres  14 kHz pour s  3. En comparaison, nous réalisons les expériences
en utilisant deux configurations du piège dipolaire, avec des fréquences de piègeage
de ν(1)
ext
 4 Hz ou ν(2)
ext
 50 Hz.
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Figure 3.7 | Effet du confinement extérieur sur la population dans le réseau optique.
La taille du condensat variant avec la fréquence de piégeage du potentiel
harmonique (piège décomprimé en (a), comprimé en (b)), on modifie par le
confinement extérieur le nombre de sites peuplés et la densité atomique
intrasite.
Toutefois, le confinement harmonique associé au piège hybride conduit à des conditions
de piégeage inhomogènes dans le réseau. Dans le régime de Thomas-Fermi, la taille du
condensat, caractérisée par le rayon de Thomas-Fermi RTF, varie comme RTF ∝ 1/νext.
Modifier le confinement extérieur change par conséquent le nombre de puits peuplés
dans le réseau optique ainsi que la densité atomique dans chaque puits, ce qui a un effet
direct sur la dynamique à N corps par les interactions interatomiques (voir Fig. 3.7).
Nous avons étudié expérimentalement l’effet du confinement extérieur sur les transi-
tions interbandes. Nous nous sommes pour cela concentrés sur deux résonances autorisées
particulières, l’une semblant immune aux interactions et l’autre y étant sensible. Nous
avons donc d’abord scanné la transition 0→ 1 en modulation de phase (immune aux
interactions), puis la transition 0→ 4 en modulation d’amplitude (sensible aux interac-
tions). Pour chacune des résonances, nous suivons l’évolution de l’ordre de diffraction
peuplé le plus élevé en fonction de la fréquence de modulation, et nous répétons la
mesure pour les deux confinements ν(1)
ext
 4 Hz et ν(2)
ext
 50 Hz. Ces résultats, présentés
Fig. 3.8, sont comparés à des simulations numériques effectuées avec les mêmes conditions
expérimentales, dans les cas avec et sans interactions.
La première résonance que nous avons scannée, en modulation de phase, est obtenue
avec les paramètres de modulation suivants : ϕ0  5°, tmod  1 ms et une fréquence
de modulation ν comprise entre 8 kHz et 16 kHz. La résonance correspondante 0→ 1
est excitée aux alentours de ν  12.6 kHz, comme attendu pour la profondeur utilisée
s  3.1. Les largeurs des pics, mesurées grâce à un ajustement gaussien, sont 1.2 kHz
et 1.4 kHz pour ν(1)
ext
et ν(2)
ext
respectivement : les pics obtenus sont similaires pour les
deux confinements harmoniques testés. Les simulations numériques mises en regard
montrent un bon accord avec les spectres expérimentaux. Cette résonance se révèle donc
bien immune aux modifications du confinement. Ceci peut s’expliquer par le lien entre
cette transition interbande et le mode d’oscillation du centre de masse des atomes dans
chaque site du réseau, dit aussi mode dipolaire ou mode de Kohn, qui est insensible aux
interactions interatomiques [Dalfovo et al. (1999)]. C’est ce même mode qui est excité lors
d’un faible déplacement soudain du réseau optique : nous avions constaté section 2.3.3 que
la dynamique était dans ce cas associée aux transitions 0→ 1 et 0→ 2. La modulation de
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Figure 3.8 | Effet du confinement extérieur sur les transitions interbandes. Les gra-
phiques de gauche montrent les populations normalisées dans les ordres
d’impulsion élevée, mesurées expérimentalement. Les résultats des simu-
lations numériques, à droite, représentent l’énergie totale de la fonction
d’onde après modulation du réseau avec (trait bleu) et sans (tirets noirs)
interactions, pour des paramètres similaires aux expériences. (a) Excitation
de la transition 0→ 1 en modulation de phase pour s  3.1. (b) Excitation
de la transition 0→ 4 en modulation d’amplitude pour s  3. Pour chaque
excitation, nous avons répété l’expérience avec ν(1)
ext
 4 Hz ((a1) et (b1)) et
ν(2)
ext
 50 Hz ((a3) et (b3)).
phase du réseau utilisée ici, d’amplitude relativement faible (2.5° < ϕ0 < 7°), excite donc
principalement le mouvement d’oscillation du centre de masse, rendant cette transition
interbande immune aux interactions.
Cette conclusion n’est pas valable pour la deuxième résonance étudiée, à savoir
la transition 0 → 4 en modulation d’amplitude. Pour cette deuxième résonance, les
paramètres de modulation sont ε0  0.06 et tmod  10 ms, et les pics observés sont centrés
sur la fréquence attendue ν  38.9 kHz pour la profondeur utilisée (s  3). Contrairement
à la transition étudiée en modulation de phase, on observe ici une variation de la largeur
de la transition avec le confinement extérieur : on mesure des largeurs de 2.4 kHz et
7.8 kHz pour ν(1)
ext
et ν(2)
ext
respectivement. Nous avons la confirmation par les simulations
numériques de cet effet d’élargissement.
Comment interpréter cette observation, et quels renseignements pouvons-nous tirer
de la confrontation entre résultats expérimentaux et numériques? Rappelons d’abord
que lorsqu’on augmente le nombre de sites peuplés dans le réseau, on se rapproche du
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cas idéal du réseau infini, et la résonance est mieux définie. Deux tendances se dégagent
alors des résultats numériques des Figs. 3.8(b2) et (b4) :
— Pour un confinement donné, la largeur spectrale de la transition est plus fine
lorsqu’il y a des interactions interatomiques. Comme nous l’avons illustré Fig. 3.6,
les interactions répulsives tendent à augmenter le nombre de puits peuplés.
— Pour une constante d’interaction fixée, plus le confinement harmonique est faible,
plus la transition est fine spectralement. En effet, diminuer le confinement harmo-
nique revient à peupler un plus grand nombre de puits du réseau comme nous
l’avons vu Fig. 3.7.
En modifiant expérimentalement les fréquences de piégeage du piège hybride, nous
avons un effet combiné sur le confinement et la densité atomique que nous ne pouvons
pas découpler. Nous remarquons néanmoins que les simulations numériques en présence
d’interactions rendent mieux compte de la largeur observée expérimentalement. Cela
indique que les deux ingrédients, confinement et interactions, sont nécessaires pour
expliquer la largeur de l’excitation observée.
Cette transition est donc bien sensible aux interactions. Par un raisonnement similaire
à celui mené ci-dessus pour les transitions à des basses fréquences, on s’attend à ce que
des transitions à des fréquences plus élevées correspondent à des excitations de modes
d’oscillation plus élevés au sein des puits. Or contrairement au mode dipolaire, ces modes
d’excitations sont sensibles aux interactions.
3.3 Évaporation dans l’espace réciproque
Dans cette dernière section, je décris une nouvelle méthode de refroidissement utilisée
directement dans le réseau optique modulé en amplitude, et qui exploite les règles de
sélection vues précédemment.
Cette méthode repose sur le principe suivant : par un choix judicieux de modulation,
on satisfait une condition de résonance seulement pour les atomes ayant le plus grand
quasi-moment k, c’est-à-dire ayant une énergie plus grande que l’énergie moyenne, afin
de les exciter vers des bandes supérieures. Une fois excités, ces atomes sont filtrés, puis
les collisions élastiques permettent la rethermalisation du nuage restant.
À ce titre, cette méthode rappelle le processus de refroidissement par évaporation
dans l’espace réel, très utilisé dans le domaine des atomes froids, en particulier afin
d’atteindre le régime de dégénérescence quantique. Néanmoins, notre méthode s’en
distingue par plusieurs aspects. D’abord, la robustesse de cette méthode repose sur les
règles de sélection : en choisissant de manière appropriée les paramètres de modulation
et les résonances excitées, nous pouvons cibler des transitions interdites à k  0. Nous
utilisons cette propriété pour protéger les atomes dont le quasi-moment est proche
de zéro, c’est-à-dire essentiellement des atomes de la fraction condensée. Une autre
particularité de cette méthode est que la sélection n’est pas spatiale mais se fait dans
l’espace réciproque : tout le nuage perçoit la modulation en même temps. Enfin, la
méthode que nous proposons est générique, en ce sens qu’elle n’exploite pas les degrés
internes de l’atome. Elle est donc indépendante de l’espèce atomique utilisée.
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Les résultats que je présente dans cette section découlent d’un travail purement expéri-
mental. En particulier, aucune analyse théorique préalable n’avait été faite concernant
les collisions élastiques entre atomes pouvant avoir lieu durant le protocole. Bien que
ces collisions soient nécessaires à la rethermalisation du gaz et jouent donc un rôle
important dans la méthode de refroidissement, elles peuvent également être responsables
d’un chauffage du nuage si ces collisions entrainent une perte d’atomes de la phase
condensée. Ma tâche a donc été de trouver le bon régime de paramètres, directement
par des observations expérimentales. Ceci s’est fait en plusieurs étapes, que je décris
ci-après.
3.3.1 Protocole expérimental
Considérons un nuage d’atomes de rubidium partiellement condensé dans le piège
hybride décomprimé (ν(1)
ext
 4 Hz), que l’on charge adiabatiquement dans le réseau
optique. Dans ce cas, la fonction d’onde occupe la bande fondamentale de la structure de
bandes, avec une certaine largeur en quasi-moment ∆k, due à la fraction thermique du
nuage, centrée sur k  0. Nous appliquons ensuite pendant un temps tmod unemodulation
de l’amplitude du réseau, dont la fréquence de modulation est scannée en résonance avec
des bandes excitées. Plus précisément, la modulation s’exprime comme :
ε(t)  ε0 sin(2πν(t)t) (3.16)
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Figure 3.9 | Protocole expérimental utilisé pour les expériences de refroidissement
dans l’espace réciproque. Après chargement adiabatique du réseau, nous
modulons sa profondeur en variant linéairement la fréquence de modula-
tion (frequency chirp), de sorte à être à résonance pour les classes d’impulsion
k , 0 qui correspondent aux atomes de plus grande énergie. Le déchar-
gement du réseau accélère ensuite les atomes excités, que nous séparons
spatialement des atomes au repos avec un maintien dans le piège hybride
d’une durée thold.
avec ε0 l’amplitude de modulation et ν(t)  νi + (ν f − νi)t/(2tmod) sa fréquence. Il s’agit
là d’une vobulation de la fréquence de modulation (ou frequency chirp) entre la fréquence
initiale νi et la fréquence finale ν f (voir Fig. 3.9). Nous choisissons ces fréquences autour
de transitions interdites à k  0, ce qui nous permet d’utiliser une modulation résonante
avec des atomes dont le quasi-moment est de plus en plus faible tout en protégeant la
population d’atomes condensés dont le quasi-moment est proche de zéro.
i
Deux échelles de temps sont impliquées dans la vobulation en fréquence :
— la durée de la vobulation ttmod ;
— la période de modulation, qui varie au cours du temps : T(t)  1/ν(t).
La durée de vobulation est choisie grande devant la période de modulation :
tmod ∼ 10 ms  T(t) ∼ 0.1 ms.
Une fois les atomes excités, nous devons les séparer spatialement des atomes restés au
repos afin d’observer un éventuel refroidissement du nuage après rethermalisation. Pour
cela, nous procédons à un déchargement adiabatique du réseau optique, en utilisant la
courbe symétrique à la courbe de chargement du réseau donnée par l’Eq. 2.17.
Le déchargement adiabatique du réseau, ou band mapping, est une technique qui a été
utilisée pour la première fois dans le courant des années 2000 et qui a permis d’observer
les différentes zones de Brillouin de gaz de bosons et de fermions [Greiner et al. (2001)
et Köhl et al. (2005)]. Dans notre cas, nous utilisons cette technique pour accélérer les
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atomes excités par la vobulation vers les bandes supérieures. En effet, les atomes excités
dans la bande n, piégés dans le réseau optique, se déplacent à une vitesse locale (ou
vitesse de groupe) donnée par la pente locale de la structure de bandes :
v 
vL
2
∂E(n)
∂k
(3.17)
avec vL  h/md la vitesse caractéristique associée au réseau optique, E et k l’énergie et le
quasi-moment adimensionnées par EL et kL respectivement. Du fait de l’ouverture des
gaps d’énergie, les bandes s’aplatissent et la vitesse des atomes excités dans le réseau est
relativement faible. À l’inverse, lorsque nous diminuons adiabatiquement la profondeur
du réseau optique jusqu’à s  0, nous conservons à la fois les populations dans les
différentes bandes et le quasi-moment. Ainsi, un atome initialement dans la bande n avec
le quasi-moment k occupe après déchargement un état d’impulsion p  ~(k ± nkL) : les
atomes dans les bandes excitées sont ainsi accélérés.
=
Considérons un réseau de profondeur s  3 et des atomes excités dans la bande
n  1. Dans le réseau, la vitesse de groupe maximale est de l’ordre de :
vmax 
vL
2
max
k
(
∂E(1)
∂k
)
≈ vL
2
× 0.3 ≈ 1.3 mm/s. (3.18)
Après déchargement adiabatique, ces mêmes atomes excités dans la bande n  1
ont une vitesse v comprise dans l’intervalle :
vL/2 ≈ 4.3 mm/s ≤ v ≤ vL ≈ 8.6 mm/s. (3.19)
Nous ajoutons ensuite un temps de maintien thold dans le piège hybride décomprimé,
afin de laisser le temps aux atomes excités et aux atomes au repos de se séparer. Les
atomes excités étant toujours piégés dans le piège hybride, nous choisissons par sécurité
un temps de maintien thold plus court que le quart de période T/4 ≈ 60 ms (où T  1/ν(1)
ext
)
des atomes dans ce piège pour éviter le retour des atomes excités au centre du piège.
Finalement, pour accéder à la distribution en impulsion du nuage d’atomes au repos et
mesurer sa température, nous prenons une image d’absorption après ToF.
3.3.2 Protection du condensat vis-à-vis de la modulation
Dans un premier temps, nous avons voulu vérifier la protection des atomes condensés
grâce aux règles de sélection. Pour cela, nous avons utilisé un nuage dont la fraction
condensée était de 40%, dans un réseau optique de profondeur s  2.7. Après char-
gement adiabatique, nous démarrons la modulation avec les paramètres suivants :
ε0  0.38, tmod  6 ms, νi  11 kHz et une fréquence finale ν f que nous avons fait varier
entre 11.2 et 17.6 kHz. Ces fréquences correspondent à des excitations entre la bande
fondamentale (n  0) et les deux premières bandes excitées (voir Fig 3.10(a)). Rappelons
qu’en modulation d’amplitude, la transition 0 → 1 est interdite mais que 0 → 2 est
autorisée. Après déchargement adiabatique du réseau, nous laissons les atomes évoluer
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modulation d’amplitude. (a) Structure de bandes pour un réseau de
profondeur s  2.7, sur laquelle sont représentées les résonances excitées
par la vobulation. Le gap entre les deux premières bandes excitées (n  1
et n  2) est indiqué par l’aire rouge. La transition 0 → 2 autorisée
à k  0, qui a lieu à 16.7 kHz, est indiquée par une flèche rouge. (b)
et (c) Exemples d’images d’absorption obtenues lorsque nous arrêtons
la vobulation respectivement avant (ν f  15.5 kHz < 16.7 kHz, image
du haut) et après (ν f  17 kHz > 16.7 kHz, image du bas) la transition
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un temps thold  20 ms dans le piège hybride décomprimé. Une image est prise après un
ToF de 25 ms.
Deux exemples d’images après ToF sont montrées Fig. 3.10(b) et (c), pour des fréquences
finales de vobulation ν f  15.5 kHz et ν f  17 kHz respectivement. Nous distinguons
en plus du nuage central deux nuages latéraux qui correspondent aux atomes excités
par la modulation, puis accélérés par le déchargement adiabatique. Sur la première
image, la modulation a été en résonance avec la première bande excitée jusqu’à k  0
(ν f  15.5 kHz > 11.8 kHz, où 11.8 kHz correspond à la transition 0 → 1 à k  0).
Néanmoins la transition 0→ 1 en modulation d’amplitude est interdite à k  0, ce que
confirme l’image après ToF : seuls des atomes thermiques peuplent les nuages latéraux.
En revanche, en continuant à augmenter la fréquence finale ν f , nous excitons la transition
0 → 2 attendue à 16.7 kHz pour k  0, qui, elle, n’est pas protégée par une règle de
sélection. Par conséquent, la deuxième image d’absorption montre clairement des atomes
condensés dans les nuages excités.
De manière plus quantitative, nous pouvons suivre les populations relatives dans les
trois paquets d’atomes, comme montré Fig. 3.10(d). Après une diminution du nombre
d’atomes dans le nuage central (et corrélativement une augmentation dans les nuages
latéraux) tant que ν f < 11.8 kHz, les populations restent constantes lorsque les fréquences
utilisées correspondent au gap entre les bandes 1 et 2 (11.8 kHz < ν f < 16 kHz). À
partir de ν f  16 kHz, une forte diminution du nombre d’atomes dans l’ordre central est
observée, ce qui correspond à la chute du nombre d’atomes condensés due à la transition
autorisée à k  0.
Ainsi, la baisse initiale du nombre d’atomes dans le nuage central, tant que nous
n’avons pas excité la transition interbande 0→ 2 autorisée à k  0, traduit le transfert vers
la bande n  1 d’atomes thermiques de plus grand quasi-moment. Les atomes restant,
dans le nuage au centre de l’image, correspondent à des atomes dont le quasi-moment est
proche de zéro et qui sont protégés de la modulation. Cette première expérience montre
qu’il est donc possible d’exciter seulement les atomes thermiques tout en protégeant les
atomes les moins énergétiques, dans ce cas la fraction condensée du nuage, grâce aux
règles de sélection.
3.3.3 Refroidissement dans le réseau
Afin de montrer un effet de refroidissement, nous avons utilisé des excitations vers des
bandes plus hautes en énergie. Nous avons chargé dans un réseau optique de profondeur
s  2.2 un nuage partiellement condensé de température initiale T  130 nK, mesurée
grâce à la fraction thermique du nuage.
=
Considérons la bande fondamentale de la structure de bandes, dans la limite où s
tend vers 0. En prenant E(n0)k0  0, la hauteur de la bande est simplement :
∆E(n0)  E(n0)kkL/2 − E
(n0)
k0 
~2(kL/2)2
2m

h2
8md2
. (3.20)
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Cette largeur correspond à une température de T  ∆E(n0)/kB  97 nK. En
chargeant un nuage de température T  130 nK dans le réseau optique, nous
peuplons ainsi complètement la bande fondamentale, et partiellement la première
bande excitée.
Nous utilisons pour cette expérience les fréquences de modulation suivantes : νi 
25 kHz et ν f que nous faisons varier dans l’intervalle [27; 37.5 kHz]. Les transitions
associées à ces fréquences sont représentées Fig. 3.11. Nous y distinguons les transitions
résonantes avec les atomes de la bande fondamentale n  0 d’une part, et avec les atomes
de la première bande excitée n  1 d’autre part :
— Si nous considérons comme bande de départ la bande fondamentale (Fig. 3.11(a)),
ce choix de fréquence de vobulation permet d’exciter la transition 0→ 3, dont la
composante à k  0 est protégée par les règles de sélection, tant que ν f < 36.3 kHz.
Au-delà de cette valeur, lamodulation est transitoirement résonante avec la transition
0→ 4 qui elle est autorisée à k  0.
— Si nous considérons comme bande de départ la première bande excitée (Fig. 3.11(b)),
la modulation est résonante avec la transition 1→ 4 sur une partie seulement de la
1
ère
zone de Brillouin, soit −0.3 < k/kL < 0.3.
Les autres paramètres de modulation sont ε0  0.37, tmod  10 ms et thold  30 ms.
i
Notons que ce choix de transition, compte-tenu de la profondeur du réseau, limite la
protection de la classe d’atomes à k  0 par les règles de sélection car les fréquences
des transition 0→ 3 et 0→ 4 à quasi-moment nul sont très proches. Néanmoins,
nous avons constaté que :
— Si nous transférons les atomes vers la bande n  3, celle-ci est suffisamment
haute pour que nous puissions facilement séparer atomes excités et atomes
au repos avec le déchargement adiabatique.
— Si nous voulons avoir un écart plus grand entre les bandes n  3 et n  4 nous
devons aller vers de plus grandes profondeurs du réseau. Par exemple, pour
avoir une différence d’au moins 3 kHz entre ces deux bandes il nous faut une
profondeur s > 7.2. Or nous avons constaté que pour de telles profondeurs, la
fraction d’atomes thermiques que nous arrivions à transférer vers les bandes
excitées diminuait pour une amplitude de modulation constante. Si nous
augmentons cette amplitude, nous observons alors plutôt du chauffage.
Ce choix de paramètres résulte donc d’un compromis auquel nous avons abouti
expérimentalement.
Après déchargement du réseau et maintien dans le piège hybride décomprimé, nous
obtenons à nouveau trois nuages. Nous n’analysons que le nuage central, c’est-à-dire les
atomes qui n’ont pas été excités par la modulation, afin d’extraire à partir d’un ajustement
bimodal standard le nombre d’atomes thermiques, le nombre d’atomes condensés ainsi
que la température du nuage. Ces grandeurs sont tracées en fonction de la fréquence
finale de vobulation sur la Fig. 3.12. Nous avons également pris un ensemble de données
pour lequel la modulation est remplacée par un temps de maintien dans le réseau de
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Figure 3.11 | Transitions interbandes utilisées dans l’expérience de refroidissement
dans le réseau optique. Nous indiquons la structure de bandes pour un
réseau de profondeur s  2.2, sur laquelle sont représentées les résonances
excitées par la vobulation. Nous excitons des transitions interbandes à
partir (a) de la bande fondamentale n  0 et (b) de la première bande
excitée n  1. Sur les deux structures de bandes, les bandes vertes (resp.
rouges) correspondent aux bandes dont la transition est interdite (resp.
autorisée) à k  0 depuis la bande de départ considérée. Par un souci
de lisibilité nous n’avons représenté que les transitions pour des valeurs
négatives du quasi-moment. Sur (a) la transition autorisée 0→ 4 à k  0,
dont la fréquence associée est 36.3 kHz, est représentée par une flèche
rouge.
durée équivalente, afin de nous assurer que seule la modulation est à l’origine des effets
observés.
En comparant les images d’absorption obtenues avec et sans modulation (Fig 3.12(a)),
nous constatons que la modulation affecte bien les ailes thermiques du nuage, qui
semblent grandement réduites, sans pour autant modifier la partie condensée. Cela est
confirmé par les mesures des populations thermiques et condensées montrées Fig 3.12(b),
pour ν f < 34 kHz. En augmentant la fréquence finale de modulation, de plus en plus
d’atomes thermiques sont résonants avec la modulation. Ils sont alors promus sur une
bande supérieure et filtrés par le déchargement du réseau. Ainsi, le nombre d’atomes
dans la partie thermique décroit continument avec ν f jusqu’à être quasiment divisé par
deux par rapport au nombre d’atomes thermiques mesuré sans modulation. Ce n’est pas
le cas de la fraction condensée, dont le nombre d’atomes reste constant et comparable aux
expériences de référence sans modulation. Nous démontrons de cette manière que nous
pouvons extraire les atomes les plus énergétiques du réseau optique : il s’agit bien d’un
filtrage par classe de vitesse.
Nous mesurons également la température des atomes grâce à la fraction thermique.
Nous constatons que pour ν f < 34 kHz la température obtenue avecmodulation du réseau
optique est systématiquement inférieure à celle mesurée en l’absence de modulation : la
diminution observée est d’environ 20%.
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Figure 3.12 | Résultats expérimentaux de refroidissement dans l’espace réciproque
d’un nuage partiellement condensé. (a) Images d’absorption et leurs
coupes selon les traits blancs obtenues sans modulation (a1-a3) et avec
modulation pour ν f  33 kHz (a2-a4). (b) Mesure du nombre d’atomes
thermiques, du nombre d’atomes condensés et de la température en
fonction de la fréquence finale ν f utilisée pour la vobulation. Les points
oranges correspondent aux mesures obtenues avec la modulation. Ces
résultats sont à comparer auxmêmes grandeurs obtenues sansmodulation,
dont nous avons représenté la moyenne (tirets bleus) et l’écart-type (aire
bleue). Les tirets bleus verticaux indiquent le point représenté en (a2-a4).
La ligne rouge verticale, placée à 36.3 kHz, correspond à la fréquence de
la transition 0→ 4 autorisée à k  0.
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L’effet des règles de sélection est à nouveau vérifiée avec cette expérience. Pour cette
profondeur, la transition 0→ 4 autorisée à k  0 a lieu à 36.3 kHz. Lorsque la fréquence
finale de vobulation approche cette valeur (c’est-à-dire pour ν f ≥ 34 kHz), nous voyons
clairement que la partie condensée est drastiquement dépeuplée. Puisque la modulation
enlève dans ce cas des atomes ayantmoins d’énergie que l’énergiemoyenne, la température
est nécessairement impactée et il s’ensuit un chauffage du nuage : nous mesurons une
augmentation de la température de 30% lorsque la résonance est atteinte.
Toutes ces observations suggèrent donc que notre protocole de filtrage dans l’espace
réciproque s’accompagne également d’un processus de rethermalisation, qui repose
vraisemblablement sur des collisions à deux corps. Il faut néanmoins garder en tête que
le gaz n’est probablement pas à l’équilibre thermique au moment où nous effectuons le
ToF, et que la mesure de la température consiste plutôt en une mesure "instantanée" à un
moment donnée du processus de refroidissement. Pour s’assurer du retour à l’équilibre
thermique, un développement théorique plus complet est nécessaire afin d’estimer les
taux de collisions. Le protocole expérimental pourra être amélioré en conséquence.
3.3.4 Vers la condensation de Bose-Einstein
Puisque nous venons de démontrer que notre protocole permettait à la fois filtrage et
rethermalisation, nous avons voulu vérifier s’il y avait un gain de densité dans l’espace
des phases. Nous avons donc essayé, comme preuve de principe, de condenser un nuage
purement thermique en appliquant notre protocole.
Pour cela, nous avons arrêté l’évaporation du nuage dans le piège hybride juste au-
dessus du seuil de condensation, puis nous avons enlevé le faisceau dipolaire vertical.
Nous démarrons ainsi l’expérience avec un nuage thermique constitué de 7 × 104 atomes
à une température de T  160 nK dans le piège hybride de fréquence ν(1)
ext
 4 Hz. Nous
appliquons ensuite le protocole de refroidissement complet (chargement, modulation,
déchargement,maintien dans le piège hybride décomprimé) dans un réseaude profondeur
s  1.8 et avec les paramètres de modulation suivants : tmod  10 ms, ε0  0.32,
νi  25.7 kHz et ν f  33.9 kHz. La profondeur et les fréquences utilisées étant relativement
similaires à la section précédente, les transitions interbandes impliquées sont celles déjà
indiquées sur la Fig. 3.11, soit les transitions 0→ 3 et 1→ 4. Le temps de maintien est de
thold  25 ms, plus court que le quart de période de l’oscillation dans le piège hybride
décomprimé estimé à T/4 ≈ 60 ms. Enfin nous prenons une image d’absorption après
un ToF de 25 ms. Afin de confirmer l’effet de la modulation, nous répétons le protocole
à l’identique sauf pour l’étape de modulation, qui est remplacée par un maintien d’un
temps équivalent dans le réseau. Nous nous assurons ainsi que la modulation est bien à
l’origine des résultats observés Fig. 3.13.
Nous voyons sur les images d’absorption un pic de densité apparaitre lorsque nous
appliquons la modulation, caractéristique d’une condensation partielle du nuage. Nous
mesurons 2.8 × 103 atomes condensés et 5.6 × 104 atomes thermiques dans l’exemple
présenté Fig. 3.13.
Insistons sur le fait que les deux protocoles, avec et sans modulation, sont identiques.
En particulier, nous observons la condensation partielle du nuage dans un potentiel
harmonique similaire, à savoir le piège hybride décomprimé. Il ne peut donc pas s’agir
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Figure 3.13 | Résultats expérimentaux de refroidissement dans l’espace réciproque
d’un nuage au seuil de condensation. (a) et (b) Images d’absorption
obtenues respectivement sans et avec modulation. Les coupes respectives
selon les tirets blancs sont indiqués en (c) et (d).
d’une condensation par augmentation de la température critique grâce au confinement
extérieur, mais bien d’une diminution de la température du nuage. Néanmoins, le nuage
étant juste au-dessus du seuil de condensation avant le protocole de refroidissement, de
légères fluctuations pourraient être envisagées comme responsables de cette condensation
partielle. Pour nous assurer de l’effet du protocole et tenir compte d’une éventuelle dérive
lente de l’expérience, nous avons répété les mesures en alternant les cas avec et sans
modulation. Nous n’avons observé de gain de densité marqué que sur les images obtenues
après modulation.
Cette méthode s’inscrit dans l’effort de la communauté pour trouver des techniques de
refroidissement de plus en plus poussées. Citons par exemple :
— Les travaux accomplis depuis les années 2000 pour produire un condensat dans un
piège tout optique, via une évaporation forcée [Barrett et al. (2001) etHung et al.
(2008)] ou encore en exploitant des raies atomiques étroites (atome de strontium
[Stellmer et al. (2013)]).
— Il existe également d’autres techniques permettant de refroidir directement dans
un réseau optique, en exploitant l’anharmonicité des puits du réseau [Poli et al.
(2002)] ou en appliquant la technique de refroidissement Raman par bande latérale
[Hamann et al. (1998), Vuletić et al. (1998),Han et al. (2000) et Kerman et al. (2000)],
récemment démontrée dans un piège dipolaire [Urvoy et al. (2019)]. Cette dernière
technique ne repose plus sur l’évaporation des atomes, mais exploite cette fois-ci
leur structure interne. C’est ce qui a permis d’atteindre la dégénérescence quantique
d’atomes de rubidium 87 dans un piège tout optique [Hu et al. (2017)]. En se passant
d’évaporation, on évite la perte d’atomes et on obtient en général des protocoles
plus rapides. Cela se fait au détriment de l’aspect générique, puisqu’on repose alors
sur les niveaux atomiques propres à chaque espèce.
— Le piégeage cohérent de population sélectif en vitesse [Aspect et al. (1988)], dont
notre méthode rappelle certains aspects. Cette autre technique de refroidissement
repose sur l’accumulation des atomes dans un état noir correspondant à une vitesse
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nulle. On retrouve là l’idée de protection d’une certaine classe de vitesse vis-à-vis
du protocole de refroidissement.
3.4 Conclusion
Ce troisième chapitre m’a permis de présenter un premier ensemble de résultats
expérimentaux, obtenus par modulation périodique des paramètres du réseau optique
pour des fréquences résonantes avec la structure de bandes et en l’absence de chaos. Ces
travaux ont fait l’objet de deux publications [Arnal et al. (2019) et Cabrera-Gutiérrez
et al. (2019)].
Nous avons établi en début de chapitre les règles de sélection des transitions interbandes
qu’une telle modulation peut induire. Nous avons ensuite effectué la spectroscopie de la
structure de bandes pour différentes profondeurs du réseau optique, en appliquant une
modulation de la position ou de la profondeur du réseau. Cette étude a été l’occasion de
montrer la complémentarité des deux types de modulation, mais également d’expliquer
l’effet du confinement extérieur sur la largeur des résonances observées en considérant
l’effet combiné du confinement et des interactions interatomiques. Les outils alors mis en
place ont servi dans un deuxième temps à proposer et valider un nouveau protocole de
refroidissement par évaporation dans l’espace réciproque. Cette technique repose sur
un filtrage dans l’espace des impulsions : nous excitons les atomes les plus énergétiques
vers des bandes supérieures, tout en exploitant les règles de sélection pour protéger de
la modulation les atomes les moins énergétiques. Nous avons mené des expériences de
preuve de principe, où nous observons une réduction de la partie thermique du nuage
atomique, une diminution de sa température et même la condensation partielle d’un
nuage thermique par cette méthode.
Ces études nous ont permis de valider les dispositifs de contrôle expérimental du
réseau optique, ainsi que de tester les premiers effets d’une modulation proche de
résonance. Nous reviendrons sur ce régime dans la partie III lorsque nous traiterons de
l’effet tunnel assisté par chaos, avec toutefois des gammes de profondeur différentes ainsi
que des protocoles adaptés.

CHAPITRE4
Modulation de phase hors résonance :
d’une nouvelle phase quantique à la
signature du micro-mouvement
It doesn’t matter if you’re the slowest kid in gym class or the fastest man
alive, every one of us is running.
The Flash – Saison 1 épisode 3 (2014)
Épisode réalisé par Jesse Warn
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N
ous nous sommes intéressés, au cours du chapitre précédent, aux deux
types de modulation du réseau optique (en amplitude et en phase), dans un
domaine de fréquence où la modulation est résonante avec les transitions
interbandes. Ce domaine est caractérisé par la fréquence νCdM, définie au chapitre 2,
associée au mouvement du centre de masse de la fonction d’onde lorsque les atomes sont
soudainement placés hors d’équilibre dans le réseau optique. Dans ce nouveau chapitre,
nous nous consacrons exclusivement à la modulation de phase, cette fois-ci dans les deux
domaines hors résonance, soit ν < νCdM et ν  νCdM.
Le forçage temporel de systèmes quantiques est un outil puissant, car il permet
d’accéder à de nouvelles propriétés et éventuellement de nouveaux états de la matière
[Dalibard et al. (2011) et Eckardt (2017)]. La physique du système peut être capturée
par un Hamiltonien effectif, qui peut mimer un Hamiltonien d’intérêt : c’est le principe
de la simulation quantique. Ces techniques sont par exemple utilisées pour créer du
magnétisme artificiel [Struck et al. (2011, 2012) et Görg et al. (2019)] ou des dimensions
synthétiques pour l’étude de propriétés topologiques [Price et al. (2017)]. Dans ce chapitre,
nous étudions deux Hamiltoniens effectifs :
— Dans le cas d’une modulation lente de la phase du réseau optique (ν < νCdM), la
dynamique atomique à un corps est bien décrite par un Hamiltonien de Hubbard
dont le terme de saut par effet tunnel, ici réel, est renormalisé. Lorsque ce taux
tunnel effectif devient négatif, une transition de phase s’opère, les atomes relaxant
vers un nouvel état stable appelé état alterné (ou staggered state). J’exposerai dans
une première section les résultats que nous avons obtenus concernant la dynamique
de nucléation de ces états. En particulier, nous avons mis en lumière les deux
ingrédients clés de cette transition de phase : le rôle des fluctuations quantiques
ou thermiques comme élément déclencheur de la transition, faisant suite à une
inversion de la courbure de bande. Comme nous le verrons, cette inversion a d’abord
été obtenue dans l’approximation mono-bande, mais également dans un régime de
fréquences résonantes avec des transitions interbandes.
— Dans le cas d’une modulation rapide de la phase du réseau optique (ν  νCdM), la
dynamique des degrés de liberté lents, liés au centre demasse, est obtenue enmoyen-
nant le potentiel modulé. Les atomes évoluent alors dans un réseau optique effectif
statique dont la profondeur est renormalisée. Je présenterai dans une deuxième
section nos résultats expérimentaux qui confirment cet effet, mais également un
approfondissement qui permet de rendre compte du micro-mouvement, c’est-à-dire
du mouvement des atomes à fréquence rapide et de faible amplitude. Nous avons
en effet observé l’influence du micro-mouvement sur les populations des états
d’impulsion.
Notons que les travaux de l’équipe concernant ces deux sujets ont débuté bien avant
mon début de thèse. Dans un souci d’auto-cohérence, je rappellerai donc les concepts
nécessaires à leur compréhension ainsi que les résultats principaux obtenus par l’équipe,
mais je me concentrerai principalement sur les approfondissements que nous avons
obtenus au cours de ma thèse. Plus de détails sont disponibles dans les manuscrits de
mes prédécesseurs [Fortun (2016) et Michon (2018)].
Soulignons également que les études présentées dans ce chapitre ont bénéficié de la
collaboration avec P. Schlagheck, de l’Université de Liège, pour les développements
théoriques ainsi que les simulations numériques.
112 Chap 4. Modulation de phase hors résonance
4.1 Modulation basse fréquence : nucléation d’états alternés
Nous considérons dans cette première section la modulation de phase du réseau
optique dans un régime où la fréquence de modulation est plus petite que les fréquences
de transition interbandes, soit ν < νCdM. Étant loin de résonance, la modulation de phase
n’induit pas de transitions interbandes et nous pouvons donc restreindre la description
du système à la bande fondamentale : il s’agit de l’approximation mono-bande. Dans
cette approximation, nous montrerons que la modulation de phase est à l’origine d’une
renormalisation du taux tunnel dans le réseau optique.
La possibilité de réduire à souhait le taux tunnel effectif dans des réseaux dépendants
du temps, jusqu’à éventuellement l’annuler (destruction cohérente de l’effet tunnel)
[Kierig et al. (2008)], a fourni à la communauté des gaz quantiques de nouveaux moyens
pour contrôler les ondes de matière. Ce nouveau type de contrôle a ainsi permis de
revisiter la transition superfluide/isolant de Mott, d’abord théoriquement [Eckardt et al.
(2005) et Creffield et Monteiro (2006)] puis expérimentalement [Zenesini et al. (2009)].
Cette renormalisation peut également conduire à un taux tunnel effectif négatif : dans
ce cas, le système est mis hors équilibre et relaxe vers un nouvel état dit état alterné (ou
staggered state). La nucléation d’états alternés a été observée pour la première fois dans le
courant des années 2000, d’abord dans l’équipe de S. Chu [Gemelke et al. (2005)], puis
dans celle d’E. Arimondo [Lignier et al. (2007) et Creffield et al. (2010)].
νCdM
Régime
perturbatif
Forte
modulation
Dyn
am
iq
ue
 m
ix
te
1
0
0.5
Amplitude 
de modulation
//
Fréquence 
de modulation
h/d
h/d
t
h/d
Micro-m
ou
v
em
ent
C
h
ao
s-A
ssis
ted Tunneling
États altern
és
R
ef
ro
idi
ssement
Spectro
sco
p
ie
4.1 Modulation basse fréquence : nucléation d’états alternés 113
Après avoir rappelé l’origine de la renormalisation du taux tunnel, nous nous inté-
ressons dans la suite à la dynamique de formation des états alternés. En particulier, en
comparant nos résultats expérimentaux à des simulations numériques obtenues en allant
au-delà du champ moyen, nous avons mis en lumière le rôle des fluctuations, quantiques
ou thermiques, comme élément déclencheur de la transition vers les états alternés. Nous
avons également observé leur nucléation dans un régime où l’approximation mono-
bande n’est plus valable. Ces résultats permettent de mieux comprendre les mécanismes
fondamentaux mis en œuvre lors de la formation de ces nouveaux états quantiques.
4.1.1 Quelques éléments de théorie
Hamiltonien de Hubbard
Nous rappelons ici en quelques équations la démarche pour obtenir l’Hamiltonien de
Hubbard, qui permet de décrire le déplacement des atomes au sein d’une seule bande
du réseau optique par effet tunnel. Nous nous plaçons pour l’instant dans le cas à une
particule (donc sans interaction) et avec un réseau statique. Nous débutons ainsi avec
l’Hamiltonien initialement rencontré au chapitre 2 :
Ĥ 
p̂2
2m
+ V̂(x), (4.1)
où V désigne le potentiel sinusoïdal du réseau, de pas d.
Jusqu’à présent, nous n’avons utilisé que la base des ondes de Bloch
{
|ψ(n)k 〉
}
pour
décrire le condensat. Dans cette partie, nous introduisons une nouvelle base
{
|w(n)l 〉
}
constituée par les fonctions de Wannier, qui correspondent à des états localisés sur les
sites du réseau optique [Dalibard (2013)]. L’état de Wannier |w(n)l 〉, associé à la nème
bande d’énergie et localisé sur le site l du réseau, est défini en représentation position
par :
w(n)l (x) 
1√
kL
∫ kL/2
−kL/2
ψ(n)k (x) e
−ildk dk. (4.2)
Nous avons donc deux bases avec lesquelles travailler. Nous associons des opérateurs
création et annihilation à chacune de ces bases : les opérateurs ân ,k et â†n ,k détruisent et
créent des atomes dans l’onde de Bloch |ψ(n)k 〉 tandis que les opérateurs b̂n ,l et b̂
†
n ,l agissent
sur les états de Wannier |w(n)l 〉. En appliquant les relations de changement de base
1
, on
trouve les relations suivantes entre ces opérateurs :
ân ,k 
1√
kL
∑
l∈Z
e
ildk b̂n ,l ,
â†n ,k 
1√
kL
∑
l∈Z
e
−ildk b̂†n ,l .
(4.3)
1. Pour rappel : ân ,k 
∑
l∈Z 〈w
(n)
l |ψ
(n)
k 〉 b̂n ,l .
114 Chap 4. Modulation de phase hors résonance
L’Hamiltonien rappelé Eq. 4.1 est, par définition, diagonal dans la base des ondes de
Bloch, il s’écrit donc également :
Ĥ 
∑
n∈N
∫ kL/2
−kL/2
E(n)k |ψ
(n)
k 〉 〈ψ
(n)
k | dk

∑
n∈N
∫ kL/2
−kL/2
E(n)k â
†
n ,k ân ,k dk
(4.4)
en seconde quantification. Nous effectuons alors le changement de base en utilisant les
relations 4.3, ce qui nous conduit à l’expression :
Ĥ 
∑
n∈N
∑
l ,l′∈Z
Jn(l − l′)b̂†n ,l′ b̂n ,l (4.5)
où Jn(l) est défini selon :
Jn(l) 
1
kL
∫ kL/2
−kL/2
E(n)k e
ildk dk. (4.6)
L’interprétation physique des termes de l’Hamiltonien Eq. 4.5 est claire : ils décrivent
le saut du site l vers le site l′ d’un atome appartenant à la nème bande d’énergie. La
probabilité de ce saut est donnée par le taux tunnel Jn(l − l′), qui dépend donc à la fois de
la distance entre les deux sites et de la bande d’énergie considérée. Remarquons également
avec l’Eq. 4.6 que le taux tunnel et le spectre d’énergie sont reliés par une relation de type
transformée de Fourier. En inversant cette équation et parce que les couplages tunnels
sont ici réels, nous obtenons :
E(n)k 
∑
l∈Z
Jn(l) e−ildk
 Jn(0) +
∑
l∈N∗
2Jn(l) cos(ldk).
(4.7)
À ce stade, nous allons faire deux hypothèses que nous conserverons pour toute la
suite, même dans le cas du réseau modulé :
1. Nous nous plaçons dans le régime des liaisons fortes, valable lorsque le réseau
est assez profond (s  1) ; dans ce cas le taux tunnel depuis un site l décroit
exponentiellement avec la distance. Nous ne considérerons alors que les sauts vers
le premier voisin |l′ − l | ≤ 1 et prendrons les autres couplages nuls.
2. Comme évoqué en introduction, nous faisons l’approximation mono-bande, en
nous limitant à la bande fondamentale n  0. Cette hypothèse est vraie tant que la
modulation n’induit pas de transition interbandes, c’est-à-dire pour le régime de
fréquence ν < νCdM que nous considérons pour l’instant 2. Nous n’indiquons plus
dans la suite l’indice de bande.
2. Nous présenterons par la suite des résultats expérimentaux où nous avons testé les limites de cette
hypothèse.
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Figure 4.1 | Bande fondamentale Ek pour différentes profondeurs. (a) La bande fon-
damentale, en unités de EL, est tracée pour les profondeurs s  0.5, s  1 et
s  2. La valeur moyenne de la bande est choisie telle que l’énergie est nulle
en k  0. (b) Bande fondamentale tracée en unités de J pour les mêmes
profondeurs. Le taux tunnel J est déterminé grâce à la largeur de la bande,
dont la valeur moyenne est ici prise égale à 0. On indique également en
tirets noirs l’expression de l’Eq. 4.9 attendue dans le régime des liaisons
fortes.
Il n’y a donc plus que les deux contributions J0(0) et J0(1). La première contribution
consiste en une énergie constante correspondant à la valeur moyenne de la bande
fondamentale sur la 1
ère
zone de Brillouin : sa valeur pourra être choisie librement. En
définissant un unique couplage tunnel J  | J0(1)| > 0, nous réduisons finalement l’Eq. 4.5
à l’Hamiltonien de Hubbard :
ĤH  −J
∑
l∈Z
[
b̂†l b̂l+1 + b̂
†
l+1 b̂l
]
. (4.8)
La bande fondamentale prend alors la simple forme d’un cosinus :
Ek  −2J cos(kd), (4.9)
le minimum d’énergie étant atteint pour k  0 (puisque J est positif) et la largeur totale
de la bande étant ∆Ek  4J. Nous avons tracé sur la Fig. 4.1(a) la bande fondamentale en
unités de EL pour plusieurs profondeurs (s  0.5, s  1 et s  2), en imposant une énergie
nulle pour k  0. La largeur de la bande ∆Ek , et par conséquent le taux tunnel J, diminue
quand la profondeur augmente, ce qui se comprend parfaitement : plus le réseau est
profond, plus la barrière de potentiel entre deux sites voisins est haute, réduisant d’autant
plus la probabilité de saut d’un atome par effet tunnel.
= À partir de la structure de bandes Fig. 4.1(a) nous pouvons évaluer le taux tunnel J.
Il vaut ainsi J/h ≈ 60 Hz pour la profondeur s  2.
Nous traçons également en Fig. 4.1(b) la bande fondamentale pour cesmêmes profondeurs
en unités de J (déduit de la largeur de la bande), en imposant une énergie moyenne nulle
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sur la 1
ère
zone de Brillouin. À mesure que la profondeur du réseau optique augmente la
forme de la bande tend vers l’expression Eq. 4.9, justifiant ainsi le régime des liaisons
fortes.
Renormalisation du taux tunnel
Considérons maintenant le réseau modulé en phase
3
, dont le potentiel s’écrit :
V(x , t)  −sEL cos2
(πx
d
+ ϕ0 cos(ωt)
)
 − sEL
2
− sEL
2
cos
(
kLx + 2ϕ0 cos(ωt)
)
.
(4.10)
En négligeant le premier terme (énergie constante), nous pouvons nous ramener à la
forme suivante :
V(x − x0(t))  −
sEL
2
cos (kL(x − x0(t))) (4.11)
où nous avons fait apparaitre explicitement le déplacement de la position du réseau grâce
à la fonction x0 :
x0(t)  −
2
kL
ϕ0 cos(ωt). (4.12)
L’Hamiltonien du système dans le cas du réseau modulé est alors :
Ĥ 
p̂2
2m
+ V̂(x − x0(t)) (4.13)
et correspond au réseau en mouvement dans le référentiel du laboratoire. Nous pouvons
transformer cetHamiltonien Ĥ enunHamiltonien équivalent ˆ̃H grâce àune transformation
unitaire et qui s’interprète simplement commeun changement de référentiel.Nouspassons
ainsi du référentiel du laboratoire au référentiel en mouvement avec le réseau optique.
Nous ne détaillons pas ici cette transformation, explicitée dans [Dalibard (2013)], nous
donnons simplement le résultat :
ˆ̃H 
p̂2
2m
+ V̂(x) − F(t)x̂ (4.14)
avec F(t)  −m Üx0(t). Il s’agit là d’un résultat remarquable : le réseau optique en mouve-
ment dans le référentiel du laboratoire correspond, dans le référentiel associé au réseau, à
un réseau optique statique auquel s’ajoute une force d’inertie F dépendante du temps.
Contrairement à l’Hamiltonien de départ Ĥ, ce nouvel Hamiltonien ˆ̃H n’est plus invariant
par translation discrète. Il ne commute donc pas avec l’opérateur translation discrète T̂d , et
le quasi-moment k n’est plus conservé au cours du temps dans ce référentiel (voir section
3.1.1). L’évolution temporelle du quasi-moment est dans ce cas donnée par [Eckardt et al.
(2009) et Dalibard (2013)] :
k(t)  k0 +
1
~
∫ t
0
F(t′)dt′, (4.15)
3. Contrairement aux autres parties du manuscrit, nous considérons ici une modulation en cosinus
plutôt qu’en sinus. Ceci rend les calculs présentés dans cette section plus simples, mais ne change en rien la
physique du système.
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où k0 est le quasi-moment initial. Appliqué à notre modulation de phase, le quasi-moment
évolue comme :
k(t)  k0 −
2mω
~kL
ϕ0 sin(ωt). (4.16)
Comment étudier la dynamique d’un tel système? Ce dernier est ici caractérisé par
deux échelles de temps :
1. Le mouvement intersite des atomes dans le réseau optique statique est décrit par
des sauts par effet tunnel d’un site à l’autre. Le couplage tunnel J fournit donc
un premier temps caractéristique du mouvement des atomes entre les sites du
réseau en l’absence de modulation. Nous avons vu précédemment que la fréquence
associée à ce couplage est de l’ordre de ≈ 50 Hz.
2. Le forçage temporel impose un deuxième temps d’évolution caractéristique, que
l’on retrouve par exemple dans le défilement du quasi-moment (Eq. 4.16) lorsque le
réseau est modulé en phase. La fréquence de modulation ν est de l’ordre ≈ 1 kHz.
Nous avons donc J/h  ν : une telle séparation des échelles de temps permet demoyenner
l’évolution due à l’effet tunnel sur une période de la modulation rapide de phase. Ainsi,
l’évolution moyenne dans le réseau modulé est similaire à la dynamique dans le réseau
statique pour peu que l’on remplace la relation de dispersion de la bande fondamentale
par sa moyenne temporelle [Eckardt et al. (2009)] :
Ẽk0 
〈
Ek(t)
〉
T 
1
T
∫ T
0
−2J cos (k(t)d) dt . (4.17)
i
La fonction de Bessel J0 de première espèce d’ordre zéro peut s’écrire :
J0(ξ) 
1
π
∫ π
0
cos (ξ sin(x)) dx. (4.18)
En utilisant l’identité ci-dessus et en posant :
ξ 
2mdωϕ0
~kL
 2πϕ0
hν
EL
, (4.19)
nous effectuons l’intégration Eq. 4.17 en incluant l’expression du quasi-moment Eq. 4.16.
Nous obtenons finalement :
Ẽk0  −2JJ0(ξ) cos(k0d). (4.20)
Cette expression de la bande fondamentale moyennée sur une période de modulation
est similaire à celle obtenue dans le cas du réseau non modulé, si on considère un taux
tunnel effectif :
Jeff  JJ0(ξ). (4.21)
En modifiant les paramètres de modulation (amplitude ϕ0 et fréquence ν), on peut
donc modifier la valeur du taux tunnel effectif. Trois situations émergent alors :
118 Chap 4. Modulation de phase hors résonance
-2
0
2
-1/2 1/20
k0/kL
p/(ħkL)
-2 -1 0 1 2
-2 -1 0 1 2
p/(ħkL)
ξ = 0
ξ = 3.25
(a)
(b)
(c)
Figure 4.2 | Inversion de la courbure de la bande fondamentale et résultat sur la
distribution en impulsion. (a) Bande fondamentale, en unités du taux
tunnel J, dans le réseau optique en l’absence de modulation (trait bleu,
ξ  0) et en présence de modulation (tirets rouges, ξ  3.25). (b) Image
d’absorption (et coupe correspondante) obtenue après ToF lorsque nous
chargeons les atomes dans le réseau optique, sans modulation. (c) Image
d’absorption (et coupe correspondante) obtenue après ToF lorsque nous
chargeons les atomes dans le réseau optique dont nous modulons la phase
pendant tmod  10 ms, les autres paramètres de modulation étant choisis
tels que ξ  3.25.
1. Pour 0 ≤ ξ < 2.4, nous avons 0 < J0(ξ) ≤ 1 : le taux tunnel effectif reste positif mais
son amplitude est diminuée ;
2. Pour ξ ≈ 2.4, le premier zéro de la fonction de Bessel est atteint J0(ξ) ≈ 0 : l’effet
tunnel est supprimé, c’est le phénomène de localisation dynamique [Eckardt et al.
(2009)] ;
3. Pour 2.4 < ξ < 5.5, nous avons −0.4 < J0(ξ) < 0 : le taux tunnel effectif devient
négatif.
C’est ce dernier cas qui nous intéresse. En effet, lorsqu’on change le signe de Jeff on inverse
la courbure de la bande fondamentale, qui ne présente alors plus un seul minimum en
k  0 mais deux minima en k  ±kL/2 (voir Fig. 4.2(a)). Cela se traduit dans l’espace
des impulsions par de nouveaux pics à p  ±~kL/2, situés à mi-chemin des ordres
correspondant au réseau statique. Ces pics sont par exemple visibles sur la Fig. 4.2(c), qui
est à comparer au cas statique Fig. 4.2(b). Cette nouvelle figure de diffraction est associée
à un nouvel état quantique que l’on qualifie d’état alterné [Lignier et al. (2007)]. Cette
dénomination trouve son origine dans la fonction d’onde du nouvel état fondamental
du système : dans le cas où Jeff < 0, la fonction d’onde de l’état fondamental voit sa
phase changer de π de site en site, d’où un signe alterné de la fonction d’onde entre sites
voisins.
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Effet des interactions et prise en compte des fluctuations
Comme nous l’avons vu en section 3.1.1, la modulation de phase préserve la périodicité
du réseau optique, ce qui impose la conservation du quasi-moment
4
. La modulation
seule du réseau ne peut donc pas expliquer la présence des états alternés d’impulsion
p  ±~kL/2. La symétrie de translation peut cependant être spontanément brisée par les
interaction interatomiques, la transition vers les états alternés se faisant dans ce cas par
l’intermédiaire de collisions. Plutôt que de considérer l’Hamiltonien de Hubbard Eq. 4.8,
nous rendons compte des interactions avec l’Hamiltonien de Bose-Hubbard :
ĤBH  −Jeff
∑
l∈Z
[
b̂†l b̂l+1 + b̂
†
l+1 b̂l
]
+
U
2
∑
l∈Z
b̂†l b̂
†
l b̂l b̂l , (4.22)
qui a été comme précédemment moyenné sur une période de modulation, b̂†l et b̂l étant
les opérateurs (définis auparavant) création et annihilation d’un atome du condensat sur
le site l du réseau. Ici Jeff désigne toujours le taux tunnel effectif, tandis que U correspond
à l’énergie d’interaction intra-site.
i
Précisons que la renormalisation du taux tunnel a été obtenue dans un formalisme
à une particule, mais que ce résultat reste valable en présence d’interactions à deux
corps [Eckardt et al. (2005) et Lellouch et al. (2017)].
Dans ce manuscrit, nous avons jusqu’à présent supposé que tous les atomes du
condensat étaient dans le même état (ou mode) à une particule : le mode condensé.
Cependant, il existe dans le condensat des excitations élémentaires dues aux fluctuations
quantiques faisant intervenir les états excités (ou modes excités). Or on peut montrer
que l’augmentation de la population des états alternés s’accompagne d’une perte de
cohérence [Michon et al. (2018)], signifiant qu’il y a dépeuplement du mode condensé au
profit des modes excités. En plus des interactions, nous devons donc également considérer
ces excitations élémentaires. Pour les décrire, nous adoptons l’approche de Bogoliubov,
valable dans le régime des gaz dilués na3  1 (avec n la densité atomique et a la longueur
de diffusion), et qui va au-delà du champ moyen.
Dans ce formalisme, les excitations élémentaires sont décrites par des quasi-particules,
les phonons de Bogoliubov, qui sont une superposition d’une particule dans un état excité
et d’un trou dans le mode condensé. Ainsi, même à T  0, ces excitations élémentaires
sont présentes à cause des fluctuations quantiques et tous les atomes ne sont pas dans le
mode condensé : c’est la déplétion quantique. On peut néanmoins montrer que le nombre
d’atomes en dehors dumode condensé est très faible [Cohen-Tannoudji etGuéry-Odelin
(2016)]. De manière analogue aux atomes du condensat, on définit les opérateurs δ̂l et
δ̂†l qui, respectivement, annihilent et créent une quasi-particule dans le site l du réseau.
4. Nous avons démontré la conservation du quasi-moment dans le référentiel du laboratoire. Or nous
venons de voir que ce n’était pas le cas dans le référentiel du réseau (Eq. 4.16). On retrouve dans ce référentiel
la conservation du quasi-moment si on se limite à une vision "stroboscopique" du système, c’est-à-dire qu’on
ne considère que les temps t tels que t  nT, n ∈ N avec T la période de modulation. Cette propriété est une
conséquence du formalisme de Floquet.
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Les excitations élémentaires sont alors prises en compte en écrivant par exemple pour
l’opérateur b̂l :
b̂l(t) 
(√
n + δ̂l(t)
)
e
−iµt/~
(4.23)
avec n la densité dans un site du réseau (on suppose que le réseau est peuplé de manière
homogène) et µ  −2Jeff + nU le potentiel chimique. Le premier terme du membre de
droite correspond au seul mode condensé, tandis qu’on inclut les modes excités avec
l’opérateur δ̂l . Nous décomposons ce dernier dans l’espace réciproque par :
δ̂l(t) 
1√
kL
∫ kL/2
−kL/2
Λ̂(k , t) eik×ld dk. (4.24)
Les opérateurs Λ̂(k , t) décrivent ici le transfert d’un atome d’un mode excité avec le
quasi-moment k vers le mode condensé à k  0 [Castin et Dum (1997)]. On peut en
déduire l’évolution au cours du temps de la population des états excités associée au
quasi-moment k par la grandeur 〈Λ̂†(k , t)Λ̂(k , t)〉. Ce calcul, détaillé dans [Michon (2018)],
conduit finalement à :
〈Λ̂†(k , t)Λ̂(k , t)〉  (nU)2
(
sin(Ωk t)
Ωk
)
2
(4.25)
avec les fréquences
Ωk 
1
~
√
4Jeff (1 − cos(kd)) [Jeff (1 − cos(kd)) + nU] (4.26)
qui forment le spectre de Bogoliubov. Ainsi, lorsque Ωk est positif, nous obtenons les
modes d’oscillation collective au sein du condensat, qui se traduisent par un déplacement
périodique des atomes entre lemode condensé et lesmodes excités. Nous nous intéressons
pour notre part aux états alternés, caractérisés par p  ±~kL/2 soit k  ±π/d. Le spectre
se réduit dans ce cas à :
Ωk±π/d 
1
~
√
8Jeff (2Jeff + nU). (4.27)
On constate à partir de cette expression que si les conditions suivantes sont satisfaites :{
Jeff < 0
nU > −2Jeff
(4.28)
alorsΩk±π/d devient imaginaire.Dans ce cas, l’Eq. 4.25 décrit une croissance exponentielle
des états excités à k  ±π/d (et corrélativement un dépeuplement exponentiel du mode
condensé) : c’est la nucléation des états alternés.
!
En résumé, lorsqu’il y a inversion du signe du taux tunnel effectif en présence
d’interactions, le spectre d’énergie des excitations élémentaires présente des fré-
quences complexes. Ce mécanisme est à l’origine d’une instabilité dynamique, pour
laquelle on observe une croissance exponentielle des modes excités même si ceux-ci
sont initialement très faiblement peuplés. Cette croissance est la plus forte pour
les modes staggered à k  ±π/d, et ce sont les fluctuations quantiques qui sont à
l’origine d’un peuplement initial non nul de ces modes.
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En revenant à une vision où la courbure de la bande fondamentale est inversée par le
changement de signe du taux tunnel effectif, le mécanisme de nucléation consiste en
l’interaction de deux atomes du condensat, initialement dans l’état métastable à k  0,
qui viennent alimenter les états alternés d’impulsions opposées : il s’agit là d’un exemple
de mélange à quatre ondes [Gemelke et al. (2005) et Campbell et al. (2006)]. Notons
également qu’une telle transition de phase par instabilité dynamique se retrouve dans la
formation de vortex dans des condensats mis en rotation [Haljan et al. (2001), Madison
et al. (2000) et Sinha et Castin (2001)].
La formation des états alternés n’est pas instantanée mais résulte d’une dynamique.
En effet, lorsque nous changeons le signe de Jeff, les atomes, initialement dans la bande
fondamentale à k  0, sont soudainement placés dans un état métastable (extremum
d’énergie correspondant à un maximum à k  0) et vont relaxer vers les états alternés
après un certain temps. Afin d’étudier quantitativement la dynamique de cette nucléation,
il nous faut porter une attention particulière aux interactions interatomiques ainsi
qu’aux fluctuations quantiques. Nous avons pour cela collaboré avec P. Schlagheck,
théoricien à l’Université de Liège et spécialiste de la méthode Wigner tronquée (ou
Truncated Wigner) [Steel et al. (1998) et Sinatra et al. (2002)]. Cette méthode permet
d’échantillonner la fonction d’onde du condensat autour de son évolution moyenne
et inclut donc les fluctuations quantiques. Les simulations numériques effectuées par
cette méthode dans le formalisme de Bogoliubov donnent une prédiction assez fiable du
temps de nucléation, qu’une approche de champ moyen (évolution selon l’équation de
Gross-Pitaevskii définie section 1.1.3) ne pourrait pas fournir, notamment car elle ne rend
pas compte du peuplement initial des modes excités par la déplétion quantique. Nous
nous sommes intéressés à la cinétique de nucléation des états alternés en fonction de
divers paramètres expérimentaux, tout en comparant nos résultats expérimentaux avec
les simulations numériques obtenues par la méthode Wigner tronquée. Ces dernières
ont été effectuées à température nulle (T  0), et ne prennent donc en compte que les
fluctuations quantiques au sein du nuage et non les fluctuations thermiques. L’ensemble
des résultats est présenté dans la sous-section suivante.
4.1.2 Résultats expérimentaux
Protocole expérimental et grandeur mesurée
Le protocole expérimental utilisé pour étudier la dynamique de formation des états
alternés est rappelé Fig. 4.3 : nous chargeons adiabatiquement les atomes dans un
réseau de profondeur s, puis nous enclenchons la modulation de phase. Les paramètres
de modulation, que nous contrôlons, sont l’amplitude ϕ0 et la fréquence ν, ainsi que
le temps de modulation tmod que nous faisons varier pour reconstruire la cinétique.
Après modulation nous coupons abruptement tous les pièges pour prendre une image
d’absorption après ToF.
Un exemple de résultat expérimental, avec formation d’états alternés, est présenté
Fig. 4.3(b) et Fig. 4.4(a). Nous voyons clairement qu’il existe un temps de nucléation :
pour des temps de modulation courts nous retrouvons les pics de diffraction associés aux
impulsions p j  j~kL ( j ∈ Z) identiques au réseau statique, avant d’observer l’émergence
d’ordres intermédiaires, situés en p  ±~kL/2.
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Figure 4.3 | Protocole expérimental utilisé pour mesurer la cinétique de formation
des états alternés. (a) Nous chargeons d’abord adiabatiquement les atomes
dans le réseau optique de profondeur s, puis nous modulons périodique-
ment la phase (c’est-à-dire la position) du réseau, avec une amplitude ϕ0
et une fréquence ν, pendant un temps de modulation tmod. Nous coupons
ensuite abruptement tous les pièges pour effectuer un ToF. (b) Exemple de
formation d’états alternés.
i
L’oscillation rapide visible sur la distribution en impulsion est une conséquence
de la modulation de phase du réseau optique. Pour établir l’Hamiltonien effectif
nous avons considéré la dynamique moyennée des atomes dans le référentiel du
réseau, dans lequel la distribution en impulsion du système effectif est statique. Ce
changement de référentiel s’est fait grâce à une transformation de jauge : si nous
appliquons la transformation inverse pour revenir au référentiel du laboratoire
(dans lequel sont prises les images expérimentales) nous obtenons une oscillation
périodique de la distribution en impulsion.
Pour caractériser la dynamique, nous avons choisi de définir le temps de nucléation
comme l’instant à partir duquel les populations des états d’impulsion entière, associés au
réseau statique, deviennent moins importantes que celles des états d’impulsion demi-
entière, associés à l’état alterné. Pour quantifier ce temps, nous mesurons la population
relative P0 de l’ordre d’impulsion nulle, ainsi que les populations relatives S+ et S− des
états staggered. Nous traçons ensuite P0 et (S+ + S−) en fonction du temps de modulation,
et définissons le temps de nucléation comme le moment où ces deux grandeurs se croisent
(voir Fig. 4.4(b)).
Cinétique de nucléation des états alternés
L’étude complète du temps du nucléation de ce nouvel état quantique a largement été
décrite dans la thèse d’E. Michon [Michon (2018)]. Nous donnons ici un rappel rapide
de ces résultats, résumés sur la Fig. 4.5 et tous obtenus pour une profondeur s  2.6.
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Figure 4.4 | Formation d’états alternés et mesure du temps de nucléation. (a) Résultat
expérimental de formation d’états alternés, obtenus avec un réseau de
profondeur s  1.9, et des paramètres de modulation ν  3 kHz et ϕ0  80°,
correspondant à ξ  3.25 et Jeff/J  −0.33 . Chaque ligne correspond à
une image expérimentale intégrée selon la direction perpendiculaire au
réseau et obtenue pour un temps de modulation variable. On définit les
populations S+ et S− comme les états d’impulsion demi-entière p/(~kL) 
±1/2. (b) Évolution de la population de l’ordre central P0 et des états
alternés (S+ + S−) en fonction du temps de modulation. On définit le temps
de nucléation comme l’instant où ces populations se croisent (environ
2.5 ms ici).
Le premier résultat, visible sur la Fig. 4.5(a), représente le temps de nucléation mesuré
expérimentalement lorsque l’amplitude de modulation ϕ0 est variée, tout en gardant la
fréquence de modulation ν  1.5 kHz constante. Nous changeons alors l’argument ξ de
la fonction de Bessel, ce qui modifie la valeur du taux tunnel effectif selon l’Eq. 4.21. Les
valeurs de ϕ0 sont choisies telles que Jeff < 0, et nous nous intéressons particulièrement
aux valeurs de ξ proche du premier zéro de la fonction de Bessel (voir encart de la
Fig. 4.5(a)). Ce premier zéro est atteint pour ϕ?
0
≈ 118.6°. Un développement plus poussé
que ce qui a été présenté dans les sections précédentes prévoit une évolution du temps
de nucléation comme tnuc ∼ (ϕ0 − ϕ?
0
)−1/2, c’est-à-dire une divergence du temps de
nucléation à mesure qu’on s’approche de la valeur ϕ?
0
[Michon et al. (2018)]. C’est bien
ce qui est observé expérimentalement, en accord avec les simulations numériques. Ces
simulations sont effectuées pour deux nombres d’atomes différents, mais ne montrent
pas de différence appréciable à la divergence. De plus, le bon accord entre les points
expérimentaux et les simulations numériques suggèrent que les fluctuations thermiques,
absentes des simulations, jouent un rôle mineur dans le processus de nucléation pour ce
jeu de données.
En modifiant les fréquences du piège dipolaire, et donc le confinement du condensat
initial avant chargement dans le réseau, nous pouvons changer la densité atomique
intrasite (voir section 3.2.2) et étudier son effet sur la dynamique de nucléation. En
utilisant différentes puissances dans les faisceaux dipolaires (horizontal et vertical), nous
obtenons des condensats dont la densité au centre du nuage
5
varie entre 10
13
at/cm
3
et
5. La densité a été caractérisée par un protocole d’imagerie à haute intensité, détaillée dans [Reinaudi
(2008) et Michon (2018)]
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Figure 4.5 | Temps de nucléation des états alternés en fonction de plusieurs para-
mètres expérimentaux. Les panneaux (a), (b), et (c) partagent le même axe
des ordonnées. Les panneaux (c) et (d) partagent le même axe des abscisses.
Nous avons mesuré expérimentalement le temps de nucléation (losanges
noirs) en fonction : (a) de l’amplitude de modulation ϕ0 à fréquence de
modulation ν  1.5 kHz constante ; (b) de la densité atomique initiale du
condensat npic (n0  1013 at/cm3) avec ϕ0  135° et ν  1.5 kHz (ξ  2.74
et Jeff/J  −0.16) ; (c) de la fréquence de modulation ν en gardant le rapport
Jeff/J  −0.33 constant (ξ  3.25), ce qui est obtenu en adaptant également
l’amplitude de modulation ϕ0 selon la courbe noire du panneau (d). Les
aires blanches (resp. grises) du panneau (d) indiquent les régions où Jeff < 0
(resp. Jeff > 0). Ces résultats expérimentaux sont comparés aux simula-
tions numériques impliquant la méthode Wigner tronquée effectuées pour
deux nombres d’atomes différents : N  105 (trait bleu/triangles bleus)
et N  5 × 104 (tirets bleus/triangles bleus inversés). Tous les résultats
présentés dans cette figure sont obtenus pour une profondeur de s  2.6.
5.5 × 1013 at/cm3 environ avant chargement dans le réseau optique. Les paramètres de
modulation sont ν  1.5 kHz et ϕ0  135° (correspondant à ξ  2.74 et Jeff/J  −0.16).
À mesure que la densité augmente la transition s’accélère, ce qui est attendu aussi
bien théoriquement que numériquement (voir Fig. 4.5(b)). On remarque toutefois un
désaccord pour les plus hautes densités : le temps de nucléation semble saturer sur les
simulations numériques alors que nous observons une dynamique de plus en plus rapide
sur l’expérience. Les fluctuations thermiques sont à l’origine de ce désaccord : lorsque
nous comprimons le condensat pour augmenter la densité, nous chauffons également
le nuage. Or la méthode Wigner tronquée est ici effectuée à température nulle, elle
n’intègre donc pas les fluctuations thermiques, plus grandes quand la température du
nuage augmente. Ce sont ces fluctuations qui sont responsables de l’accélération de la
dynamique à haute densité, tandis que les fluctuations quantiques dominent pour les
points à faible densité atomique. Nous observons ainsi directement sur ces résultats le
rôle des fluctuations comme mécanisme déclencheur dans le processus de nucléation,
ainsi que le passage des fluctuations quantiques aux fluctuations thermiques.
Le dernier résultat concernant la dynamique est présenté Fig. 4.5(c). Cette expérience
consiste à mesurer le temps de nucléation pour différentes fréquences de modulation ν
en maintenant l’argument de la fonction de Bessel ξ constant. Pour cela nous adaptons
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Figure 4.6 | Nucléation d’états alternés pour différentes fréquences de modulation
à taux tunnel effectif constant. Images d’absorption, intégrées selon l’axe
perpendiculaire au réseau optique, obtenues pour différents temps de
modulation dans un réseau de profondeur s  1.9 et avec les paramètres
de modulation : (a) ν  2 kHz, ϕ0  120°, (b) ν  3 kHz, ϕ0  80°, (c)
ν  4 kHz, ϕ0  60°, (d) ν  5 kHz, ϕ0  48°. Le taux tunnel effectif est
constant et vaut Jeff/J  −0.33.
l’amplitude de modulation ϕ0 selon la formule :
ϕ0  160 ×
1.5
ν
(4.29)
avec ϕ0 en degrés et ν en kilohertz, ce qui assure d’avoir ξ  3.25 et Jeff/J  −0.33 fixés.
La dynamique dans ce cas est inchangée, ce qui est attendu intuitivement puisque le taux
tunnel effectif est alors constant. Les temps de nucléation mesurés sont du même ordre de
grandeur que le résultat numérique mais sont systématiquement plus courts. À nouveau,
les simulations numériques n’incluant que les fluctuations quantiques, elles ne peuvent
fournir qu’une borne supérieure au temps de nucléation, la dynamique pouvant être
accélérée par des effets thermiques.
Formation d’états alternés par transition interbandes
Le développement théorique rapidement rappelé dans la section 4.1.1 précédente
repose sur un traitement mono-bande où seule la bande fondamentale est prise en compte.
Cette hypothèse est justifiée tant que la fréquence de modulation ν est petite devant
les fréquences typiques des transitions interbandes, représentés par la fréquence νCdM
définie Eq. 2.39 du chapitre 2. Nous avons voulu tester expérimentalement les limites de
cette hypothèse.
Nous avons déjà constaté sur la Fig. 4.5(c) qu’à une profondeur s  2.6, correspondant
à une fréquence νCdM  8.1 kHz, nous pouvions nucléer les états alternés jusqu’à une
fréquence de modulation ν  4 kHz. Nous avons répété une expérience similaire à s  1.9
(fréquence associée νCdM  6.6 kHz), avec des fréquences de modulation ν égales à 2, 3, 4
et 5 kHz, tout en adaptant l’amplitude de modulation ϕ0 de sorte à conserver un taux
tunnel effectif négatif constant (ξ  3.25 et Jeff/J  −0.33). Les résultats expérimentaux
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Figure 4.7 | Nucléation d’états alternés par transition interbande. (a) Résultat expéri-
mental de nucléation d’états alternés par transition interbande : chaque
ligne correspond à une image d’absorption intégrée obtenue en variant le
temps de modulation dans le réseau optique. Les paramètres expérimen-
taux sont s  3.7, ϕ0  5° et ν  13.6 kHz. (b) Population normalisée dans
l’ordre 0 et dans les états staggered en fonction du temps de modulation. Le
temps de nucléation est d’environ 3 ms dans ce cas.
ainsi obtenus sont montrés Fig. 4.6 : si la formation d’états alternés ne fait aucun doute
pour ν  2 kHz et ν  3 kHz, ceux-ci sont bien moins visibles pour ν  4 kHz et ne sont
pas du tout nucléés avec ν  5 kHz. Nous en déduisons une règle empirique, déterminée
expérimentalement : la nucléation d’états alternés dans l’approximation mono-bande,
c’est-à-dire avec Jeff < 0, n’a lieu que pour des fréquences de modulation ν . νCdM/2,
définissant ainsi la gamme de validité de cette approximation. En d’autres termes, tant
que la fréquence de modulation est inférieure à environ la moitié du gap entre la bande
fondamentale n  0 et la première bande excitée n  1, nous pouvons limiter notre
traitement à la seule bande fondamentale et la nucléation des états alternés a lieu dès
qu’on inverse la courbure de cette bande.
D’autre part, nous avons observé expérimentalement une résurgence du phénomène
de nucléation dans le régime des transitions interbandes. La Fig. 4.7 montre une telle
nucléation pour les paramètres de modulation ν  13.6 kHz et ϕ0  5°, dans un réseau
de profondeur s  3.7 (fréquence associée νCdM  10.6 kHz). L’amplitude de modulation
utilisée est faible, les taux tunnels des différentes bandes sont donc peu modifiés : les
bandes possèdent les mêmes courbures que dans le cas du réseau non modulé. La
fréquence de modulation est résonante avec la transition n  0 → n′  1 pour cette
profondeur, les atomes sont donc excités vers la première bande excitée qui présente un
maximum en k  0. On retrouve de cette manière la situation décrite Fig. 4.2 qui rend
possible la nucléation des états alternés.
!
Nous montrons par cette expérience que l’ingrédient clé du phénomène de nucléa-
tion est bien l’inversion de la courbure de bande. Cette inversion peut être obtenue
grâce à la modulation de phase de deux manières distinctes :
(i) Pour ν . νCdM/2, toute la dynamique peut être restreinte à la bande fonda-
mentale, c’est l’approximation mono-bande. Un choix adapté de fréquence
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et d’amplitude de modulation permet de renormaliser le taux tunnel de la
bande fondamentale à une valeur négative, ce qui inverse brusquement la
courbure de la bande, plaçant les atomes dans un état métastable à k  0.
Ils relaxent ensuite vers l’état alterné, avec pour élément déclencheur les
fluctuations quantiques ou thermiques.
(ii) Pour ν ∼ νCdM, plusieurs bandes doivent être considérées pour décrire le
système. En particulier, si la modulation est résonante avec la transition
n  0 → n′  1, les atomes sont transférés vers la première bande excitée.
Pour une faible amplitude de modulation, les bandes sont peu perturbées
par la modulation et on retrouve les courbures des bandes du réseau statique.
La première bande excitée présentant son maximum à k  0, les atomes sont
à nouveau dans un état métastable et la nucléation peut avoir lieu (à nouveau
grâce aux fluctuations).
Notons toutefois que les simulations numériques présentées pour le régime ν . νCdM/2
ne peuvent pas être transposées au régime des transitions interbandes ν ∼ νCdM. En
effet, ces simulations sont faites dans l’approximation mono-bande, qui n’est alors plus
valide. Des méthodes numériques adaptées, qui n’étaient pas disponibles au moment
de ce travail, ont depuis été développées. Elles permettront dans le futur une étude plus
complète des mécanismes de nucléation dans ce régime.
4.2 Modulation haute fréquence : étude statistique d’un Hamiltonien
effectif
Dans cette deuxième section, nous continuons de considérer la dynamique d’atomes
placés dans un réseau optique modulé en phase, mais nous nous plaçons dans le régime
des grandes fréquences de modulation. Rappelons une nouvelle fois l’Hamiltonien
associé :
Ĥ 
p̂2
2m
+ V̂(x , t) (4.30)
où V désigne le potentiel du réseau modulé, dont nous reprenons l’expression introduite
au chapitre 3 :
V(x , t)  − sEL
2
− sEL
2
cos
(
kLx + 2ϕ0 sin(ωt)
)
. (4.31)
Comme nous l’avons déjà évoqué, nous pouvons définir plusieurs temps caractéris-
tiques pour cet Hamiltonien, avec en particulier :
— Celui associé au mouvement lent des atomes ; il s’agit par exemple du temps
d’oscillation du centre de masse de la fonction d’onde après un décalage soudain
du réseau. Nous avons vu chapitre 2 que nous pouvions associer la fréquence νCdM
à ce mouvement.
— Un temps caractérisant la modulation du réseau optique, associé à la fréquence
ν  ω/(2π). Nous considérerons ici une modulation de phase rapide, c’est-à-
dire vérifiant ν  νCdM. Le temps caractéristique associé se rapporte donc à un
mouvement rapide des atomes, appelé micro-mouvement.
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Nous pouvons faire une nouvelle hypothèse de séparation des échelles de temps, en
distinguant les temps caractérisant les degrés de liberté lents et rapides, et qui permet de
ne considérer pour le mouvement lent qu’un potentiel moyenné dans le temps.
L’utilisation de potentiels moyennés n’est pas nouvelle : les pièges TOP (Time-Orbiting
Potential), qui consistent en un piège magnétique tournant, ont été proposés dès 1995
[Petrich et al. (1995)] pour s’affranchir des pertes Majorana lors de l’évaporation forcée
et ont permis la première réalisation expérimentale d’un condensat de Bose-Einstein
quelques mois plus tard [Anderson et al. (1995)]. Plus récemment, ces techniques ont par
exemple servi à créer des potentiels à géométrie variée pour des atomes froids, pouvant
par exemple servir de guide d’ondes de matière [Lesanovsky et Klitzing (2007) et
Henderson et al. (2009)]. En ce qui concerne notre étude, nous verrons en sous-section
4.2.1 qu’une modulation rapide de la phase du réseau optique induit une renormalisation
de sa profondeur. Nous avons vérifié expérimentalement cette renormalisation.
Le formalisme du potentiel moyenné, où l’on considère un Hamiltonien effectif pour
les degrés de liberté lents seulement, est suffisant pour rendre compte qualitativement
et quantitativement d’un grand nombre d’expériences. Cette approche n’en reste pas
moins incomplète, étant donné qu’elle passe sous silence l’effet du micro-mouvement. Ce
mouvement rapide, à la fréquence de modulation et de faible amplitude, émerge dans
plusieurs domaines : on le retrouve aussi bien dans le piégeage de particules chargées
[Cirac et al. (1994) et Berkeland et al. (1998)] qu’au sein de la communauté des atomes
froids, où le micro-mouvement a par exemple été étudié dans les pièges TOP [Müller et al.
(2000)] ainsi que dans des systèmes de Floquet [Anisimovas et al. (2015) et Desbuquois
et al. (2017)]. À l’aide d’une étude statistique, nous avons mis en évidence section 4.2.2
une signature du micro-mouvement dans notre système.
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4.2.1 Hamiltonien effectif : renormalisation du potentiel
En première approximation, on peut ne considérer pour les degrés de liberté lents
qu’un potentiel effectif moyenné. Grâce à cette hypothèse de séparation des échelles de
temps, nous remplaçons le potentiel du réseau dépendant du temps Eq. 4.31 par un
potentiel effectif indépendant du temps, tel que :
Veff(x) 
1
T
∫ T
0
V(x , t)dt (4.32)
où T  1/ν est la période de la modulation. En réutilisant le développement sur les
fonctions de Bessel du potentiel modulé donné Eq. 3.11 du chapitre 3, nous effectuons l’in-
tégrale ci-dessus : tous les termes du développement associés aux transitions interbandes
se moyennent à zéro, et il ne reste plus que la contribution de la fonction de Bessel d’ordre
zéro. En omettant l’énergie constante −sEL/2, le potentiel effectif prend simplement la
forme :
Veff(x)  −
seffEL
2
cos(kLx), (4.33)
soit un potentiel périodique statique, de profondeur effective seff dont la valeur ne dépend
que de l’amplitude de modulation :
seff  sJ0(2ϕ0). (4.34)
Nous aboutissons finalement pour les degrés de liberté lents à un Hamiltonien effectif
indépendant du temps :
Ĥeff 
p̂2
2m
− seffEL
2
cos(kLx). (4.35)
La modulation rapide de la phase a donc pour conséquence, pour le mouvement
lent, de renormaliser la profondeur du réseau optique par une fonction de Bessel. Nous
pouvons distinguer deux effets :
1. Un changement de la profondeur en valeur absolue, soit |seff |  s |J0(2ϕ0)| ;
2. La fonction de Bessel pouvant prendre des valeurs négatives, nous pouvons égale-
ment "inverser le signe" de la profondeur effective. Ce changement de signe résulte
en une inversion des positions des maxima et des minima du potentiel effectif.
Nous étudions ci-après ces points séparément, en utilisant deux protocoles expérimentaux
différents, dans les deux sous-sections suivantes.
Vérification expérimentale du potentiel moyenné
L’Hamiltonien effectif obtenu Eq. 4.35 est la somme de l’énergie cinétique et d’un poten-
tiel périodique. Il est donc tout à fait pertinent d’appliquer le théorème de Bloch, comme
nous l’avons fait au chapitre 2. En considérant les atomes dans la bande fondamentale et
à quasi-moment nul (c’est-à-dire dans l’état {n  0, k  0}), la fonction d’onde résultante,
pour cet Hamiltonien effectif, s’écrit :
ψeff(x) 
∑
j∈Z
c j(seff) ei jkL x , (4.36)
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Figure 4.8 | Protocole expérimental utilisé pour vérifier la renormalisation de la pro-
fondeur du réseau optique par modulation rapide. (a) Pour cette étude la
phase du réseau optique est constamment modulée (avec une amplitude ϕ0
et à une fréquence ν) : les atomes sont donc chargés adiabatiquement dans
ce réseau modulé, puis maintenus 2 ms, avant d’effectuer un ToF. (b) Image
d’absorption obtenue après un ToF de 25 ms, après chargement dans un
réseau de profondeur s  6.7 modulé en phase (2ϕ0  190° et ν  500 kHz).
(c) Populations correspondantes des ordres de diffraction mesurées expé-
rimentalement (barres bleues, gauche) et obtenue numériquement (|c j |2
calculés avec l’Eq. 2.10 pour s  2.3 ; barres oranges, droite).
où les coefficients de Fourier c j sont liés aux populations relatives des ordres de diffraction
parPj  |c j |2. Ces coefficients dépendent de la profondeur effective (et doncde l’amplitude
de la modulation de phase appliquée), et nous pouvons les calculer numériquement
en résolvant l’équation centrale Eq. 2.10 pour une profondeur |seff | donnée. D’après
l’expression de ψeff, nous nous attendons donc intuitivement à retrouver des ordres
de diffraction, associés aux états impulsion p j  j~kL, dont les populations reflètent la
profondeur effective |seff |.
Le protocole expérimental que nous utilisons pour vérifier la renormalisation de la
profondeur est schématisé Fig. 4.8(a) : après production du condensat, nous chargeons de
manière adiabatique le nuage d’atomes dans le réseau optique à une profondeur s donnée.
Nous maintenons ensuite les atomes dans le réseau pendant 2 ms, puis nous coupons de
manière abrupte tous les confinements pour effectuer un ToF. Pendant toute la durée de la
séquence, la phase du réseau est constamment modulée avec une amplitude ϕ0 et une
fréquence ν : nous chargeons et maintenons donc les atomes dans le réseau modulé en
phase. Précisons que la profondeur du réseau aura été préalablement déterminée par la
méthode du déplacement soudain du réseau expliquée en section 2.3.3 du chapitre 2.
Un exemple d’image d’absorption, obtenue après cette séquence expérimentale pour
s  6.7, 2ϕ0  190° et ν  500 kHz est montrée Fig. 4.8(b) : nous retrouvons bien la même
figure d’interférences que celle d’un réseau statique. Nous mesurons expérimentalement
4.2 Modulation haute fréquence : étude statistique d’un Hamiltonien effectif 131
Fréquence de modulation ν (kHz)
5004003002001000
0.1
0.2
0.3
Figure 4.9 | Validité en fréquence du régime de renormalisation de la profondeur.
Population normalisée moyenne P±1 mesurée expérimentalement (points
bleus) en fonction de la fréquence de modulation. Les paramètres sont
s  7.3 et 2ϕ0  190°. Le trait horizontal indique la valeur attendue
pour une profondeur |seff |  s |J0(2ϕ0)|  2.5, obtenue par résolution de
l’équation centrale Eq. 2.10. Les barres d’erreur correspondent à une erreur
de détection des atomes, estimée en variant la fenêtre d’intégration des
ordres de diffraction.
les populations relativesPj , et nous comparons sur la Fig. 4.8(c) ces valeurs expérimentales
aux coefficients de Fourier |c j |2 calculées pour une profondeur |seff |  s |J0(2ϕ0)|  2.3.
Les populations mesurées concordant avec celles d’un réseau statique à la profondeur
|seff |, elles traduisent bien sur cet exemple la renormalisation de la profondeur. Nous
constatons également que les populations sont quasiment symétriques par rapport à
l’ordre central j  0, ce qui est attendu si nous peuplons un état à k  0. Nous avons
choisi d’utiliser la valeur moyenne dans les ordres ±1 :
P±1 
P1 + P−1
2
. (4.37)
pour caractériser la profondeur effective |seff | du réseau optique et vérifier, en valeur
absolue, la renormalisation du potentiel.
Sur ce premier exemple, cette renormalisation a été obtenue avec ν  500 kHz. Nous
avons voulu déterminer expérimentalement dans un premier temps le domaine en
fréquence sur lequel cette approche est valide. Pour cela, nous répétons le protocole
précédent dans un réseau de profondeur s  7.3, avec une amplitude de modulation fixée
à 2ϕ0  190°, et nous varions la fréquence de modulation entre 25 kHz et 500 kHz. Nous
comparons sur la Fig. 4.9 la population moyenne P±1 mesurée au coefficient de Fourier
|c1 |2 calculé pour la profondeur effective |seff |  2.5 qui correspond aux paramètres
utilisés. Nous constatons un très bon accord entre les grandeurs expérimentales et
numérique pour les hautes fréquences, c’est-à-dire de 100 à 500 kHz. Pour les plus faibles
fréquences utilisées (ν ≤ 100 kHz), ces grandeurs ne correspondent plus : nous observons
expérimentalement une augmentation des populations des ordres ±1, qui traduit en fait
une excitation du nuage d’atomes par modulation résonante. En effet, à la profondeur
utilisée s  7.3 est associée la fréquence νCdM  18 kHz : lorsque ν ≤ 100 kHz nous
entrons dans le régime des transitions interbandes pour lequel le formalisme du potentiel
moyenné n’est plus justifié. Ainsi, pour la gamme de profondeur explorée dans cette
section, une fréquence demodulation de ν  250 kHz ou ν  500 kHz assure la validité de
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Figure 4.10 | Renormalisation de la profondeur du réseau optique par modulation
rapide. (a) Profils dediffraction obtenuspourune fréquencedemodulation
constante ν  500 kHz et une amplitude variable. La grandeur P±1
correspondante aux profils est tracée en (b). Les valeurs expérimentales
(étoiles bleues) sont comparées à la prédiction numérique (trait noir).
la renormalisation de la profondeur Eq. 4.34. Ce sont ces fréquences que nous utiliserons
pour la suite.
Maintenant que le domaine de validité en fréquence est établi, nous vérifions Fig.4.10
la dépendance de la renormalisation du potentiel avec l’amplitude de modulation : nous
utilisons lemême protocole Fig. 4.8(a) avec une fréquence demodulation ν  500 kHz fixée
et une amplitude de modulation ϕ0 variable, en utilisant un réseau dont la profondeur
est s  6.4. L’ensemble des images expérimentales obtenues est résumé Fig.4.10(a). De
la même manière que précédemment nous mesurons pour chaque image obtenue la
population moyenne P±1, que nous traçons cette fois en fonction de l’amplitude de
modulation ϕ0 appliquée. Les points expérimentaux sont comparés sur la Fig.4.10(b)
au coefficient de Fourier |c1 |2 calculé numériquement pour la profondeur effective
correspondante à l’amplitude de modulation selon seff  s |J0(2ϕ0)| : l’accord entre
les données expérimentales et numériques est très bon. Nous remarquons également
qu’il existe des amplitudes de modulation pour lesquelles les ordres de diffraction ±1
disparaissent. Ces points correspondent aux zéros de la fonction de Bessel pour lesquels
seff  0. Il s’agit là d’un résultat notable : pour ces amplitudes de modulation les atomes
ne "voient" plus le réseau.
Par cette série d’expériences nous avons ainsi vérifié la renormalisation de la profondeur
en valeur absolue et son domaine de validité. L’effet du changement de signe de la fonction
de Bessel, lorsque nous croisons un des zéros de la fonction, ne nous est pas accessible par
ce protocole expérimental. En effet, le changement de signe revient à translater le réseau
optique d’une distance ∆x  d/2, puisque les positions des minima et des maxima sont
inversées. Or, la modulation de phase étant présente avant le branchement adiabatique du
réseau optique, les atomes sont chargés dans un réseau optique initialement translaté de
∆x, ce qui n’a aucune incidence sur la figure de diffraction. Nous avons donc eu recours à
un autre type d’expérience pour retrouver cet effet.
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Figure 4.11 | Protocole expérimental utilisé pour vérifier l’inversion de signe par
modulation rapide. (a) Le protocole est le suivant : nous chargeons
adiabatiquement les atomes dans le réseau dont la phase est modulée
à une fréquence ν  500 kHz et une amplitude 2ϕ1  110°. Après
chargement nous changeons soudainement l’amplitude de modulation
(quench) à 2ϕ2  180°, puis nous maintenons pendant un temps variable
les atomes dans le réseau pour étudier leur dynamique. Nous effectuons
finalement un ToF. (b) Schéma de principe du quench : les amplitudes de
modulation sont choisies telles que la profondeur ne change pas en valeur
absolue, mais de sorte qu’il n’y ait qu’une inversion de signe. Cela place
instantanément les atomes au sommet des puits du réseau.
Vérification expérimentale du changement de signe
Afinde vérifier l’effet dû au changement de signe de la fonctiondeBessel, nous adaptons
le protocole expérimental comme présenté Fig. 4.11(a) : nous chargeons les atomes dans
le réseau optique tout en modulant la phase à une fréquence constante ν  500 kHz avec
une amplitude ϕ1. Une fois les atomes chargés dans le réseau modulé, nous changeons
soudainement l’amplitude de modulation de ϕ1 à ϕ2, puis nous maintenons les atomes
dans le réseau un temps tmaintien varié entre 0 et 120 µs. Nous procédons enfin au ToF et à
l’imagerie par absorption.
Comme indiqué sur la Fig. 4.11(b), les amplitudes de modulation 2ϕ1  110° et
2ϕ2  180° sont choisies de sorte que |J0(2ϕ1)| ≈ |J0(2ϕ2)| : la profondeur effective ne
change donc pas en valeur absolue lorsque nous modifions l’amplitude de modulation et
garde sa valeur |seff | ≈ s0
eff
. En revanche le signe de la fonction de Bessel, prise à ces deux
amplitudes de modulation, doit être inversé. Ce faisant, nous réalisons un déplacement
quasi-instantané du réseau optique d’une distance ∆x  d/2 par le changement soudain
de l’amplitude de modulation : il s’agit d’une forme de quench. Cette expérience a été
conduite dans un réseau de profondeur s  5, soit s0
eff
 1.4. Par souci de comparaison,
nous réalisons également une expérience témoin : nous répétons le protocole à l’identique,
avec les mêmes paramètres expérimentaux, mais nous n’effectuons pas le changement
d’amplitude de modulation. Les atomes sont donc maintenus dans un réseau modulé
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Figure 4.12 | Résultat expérimental dequenchparmodulation rapidedephase.Nous
chargeons les atomes dans le réseau modulé en phase avec une amplitude
2ϕ1  110°, puis nous les maintenons pendant un temps tmaintien variable
avant de faire un ToF de 25 ms. (a) L’amplitude de modulation est gardée
constante à 2ϕ1 tout au long de l’expérience. (b) À tmaintien  0 l’amplitude
de modulation est brusquement changée à 2ϕ2  180° pour laquelle la
profondeur effective change de signe mais garde la même valeur absolue.
Nous traçons également la différence de population P+1 − P−1 au cours
du temps pour (c) l’expérience témoin et (d) le quench. Sur ces deux
panneaux la moyenne de la différence de population est indiquée par un
trait horizontal bleu clair.
à une amplitude ϕ1 constante. Les résultats de ces deux expériences sont comparés
Fig. 4.12.
L’interprétation des images expérimentales est claire : dans l’expérience témoin, les
atomes ne subissent pas de quench et restent au repos dans lesminima du potentiel effectif,
nous n’observons donc aucune dynamique. À l’inverse, les images d’absorption montrent
bien une oscillation des atomes dans le réseau modulé après changement soudain de
l’amplitude de modulation. Cette oscillation est compatible avec une translation de
∆x  d/2 du réseau optique : l’évolution des populations est relativement symétrique par
rapport à l’ordre central, ce qui est attendu si les atomes sont initialement placés sur les
maxima de potentiel. Nuançons d’ores et déjà cette observation, car nous observons une
asymétrie sur les états d’impulsion au cours de cette évolution. Nous reviendrons sur ce
point par la suite.
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Nous avons ainsi complètement vérifié l’Eq. 4.34 : la profondeur effective suit effecti-
vement une fonction de Bessel lorsque nous varions l’amplitude de modulation, signe
compris. Néanmoins, comme nous venons de l’évoquer, nous constatons Fig. 4.12(b) une
légère asymétrie de l’oscillation des atomes après quench. Cette observation est confirmée
en traçant sur la Fig. 4.12(d) la différence de population entre les ordres +1 et −1 après le
quench de l’amplitude de modulation : les ordres d’impulsion négative sont plus peuplés
que les ordres positifs, et ce de manière systématique. Nous constatons qu’en moyenne
cette différence est de l’ordre de 7% en faveur de l’ordre −1. Classiquement, la séparation
du paquet d’onde au sommet du potentiel a une sensibilité exponentielle au déphasage
appliqué. Néanmoins, l’inversion de signe conduit normalement à un déplacement du
réseau exactement égal à d/2. La différence de populations mesurée ne peut donc pas être
expliquée par le formalisme du potentiel effectif seul. Nous avons choisi d’aller au-delà
de ce formalisme et d’étudier l’effet du micro-mouvement dans la dynamique observée,
afin de voir s’il permet de rendre compte de cette asymétrie.
4.2.2 Étude du micro-mouvement par une analyse statistique
Dans la sous-section précédente, nous avons adopté une description effective du système
pour étudier le dynamique des degrés de liberté lents dictée par l’Hamiltonien effectif :
Ĥeff(x , p) 
p̂2
2m
− seffEL
2
cos (kLx) (4.38)
indépendant du temps. Nous avons également donné l’expression de la fonction d’onde
pour l’état fondamental associée à cet Hamiltonien effectif grâce au théorème de Bloch :
ψeff(x) 
∑
j∈Z
c j(seff) ei jkL x . (4.39)
Notre objectif dans cette sous-section est d’aboutir à une description plus complète de la
dynamique en nous concentrant sur l’Hamiltonien exact dépendant du temps :
Ĥ(x , p , t) 
p̂2
2m
− sEL
2
cos
(
kLx − 2ϕ0 sin(ωt)
)
, (4.40)
qui prend alors en compte le micro-mouvement. Nous ne connaissons pas a priori la
fonction d’onde ψ pour l’état fondamental associée à cet Hamiltonien exact.
Dans un premier temps, nous nous concentrons sur le développement théorique
permettant de trouver l’expression de cette fonction d’onde ψ. Dans ce but, nous utilisons
une théorie de perturbation adiabatique, justifiée par la séparation des échelles de temps
ν  νCdM. Nous confrontons ensuite les mesures expérimentales des populations des
états d’impulsion aux prédictions obtenues grâce à l’expression de ψ. Cependant, la
dynamique dumicro-mouvement, incluse dans l’Hamiltonien exact, a lieu sur une échelle
de temps comparable à la période de modulation T  1/ν ≈ 2 µs, mais nous ne contrôlons
pas la modulation de phase sur des échelles de temps aussi courtes. Nous comparons donc
résultats expérimentaux et prédictions théoriques au travers d’une étude statistique.
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Description théorique du micro-mouvement
Pour définir toutes les grandeurs nécessaires et illustrer la démarche que nous allons
suivre, nous nous reposons sur le diagramme ci-dessous :
Hamiltonien effectif : Hamiltonien exact incluant le micro-mouvement :
Fonction dʹonde non perturbée : Fonction dʹonde perturbée :
Le système était précédemment décrit par l’Hamiltonien effectif Ĥeff, dont la fonction
d’onde non perturbée est ψeff. Pour déterminer l’expression de la fonction d’onde ψ, nous
traitons la modulation comme une perturbation adiabatique. Ce choix se justifie par la
séparation des échelles de temps : la modulation externe se fait à une fréquence beaucoup
plus grande que la fréquence de la dynamique interne ν  νCdM. Nous nous plaçons dans
le cas particulier de la théorie quantique de la perturbation adiabatique (adiabatic quantum
perturbation theory) [Rahav et al. (2003)] dans laquelle le paramètre de perturbation est
non pas l’amplitude de la modulation mais l’inverse de la fréquence de modulation. Nous
développerons donc les différentes grandeurs du problème en puissances inverses de la
fréquence angulaire de modulation ω. Dans ce cadre, la transformation de la fonction
d’onde non perturbée ψeff vers la fonction d’onde perturbée ψ se fait grâce à un opérateur
Û dépendant du temps. C’est cette transformation, unitaire (car les fonctions d’onde ψeff
et ψ sont de même norme), que nous cherchons à déterminer dans la suite.
L’opérateur Û étant unitaire, nous pouvons l’écrire sous la forme :
Û(t)  lim
t0→−∞
Û(t0 , t) avec Û(t0 , t)  T̂ exp
[
− i
~
∫ t
t0
K̂(ωt′)dt′
]
, (4.41)
où T̂ est l’opérateur d’ordonnancement du temps et K̂ est le générateur de cette trans-
formation unitaire. Grâce au développement limité de l’exponentielle, nous obtenons
l’expression :
Û(t) ≈ 1 − i
~ω
∫ ωt
−∞
K̂(θ′)dθ′ + O(ω−2) (4.42)
en nous arrêtant au premier ordre en ω−1.
i
L’opérateur T̂ garantit que Û satisfait à une équation de type Schrödinger :
i~
dÛ(t)
dt
 K̂(ωt)Û(t), (4.43)
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dans laquelle intervient le générateur K̂. À ce titre, on qualifie également K̂ de
pseudo-Hamiltonien.
L’Hamiltonien exact Ĥ perturbé par la modulation est périodique en temps, il faut
donc retrouver cette périodicité dans l’opérateur Û : Û(t0 , t + 2π/ω)  Û(t0 , t). Cette
condition impose que K̂ soit périodique et de moyenne nulle, soit :
K̂(θ + 2π)  K̂(θ) et
∫ π
−π
K̂(θ)dθ  0. (4.44)
Pour déterminer l’expression de l’opérateur Û, partons de la fonction d’onde en
présence de la perturbation ψ et considérons la transformation de jauge ψ 7→ ψ̃  Û†(t)ψ
obtenue à partir de l’opérateur unitaire Û†. L’Hamiltonien exact Ĥ se transforme alors en
l’Hamiltonien
ˆ̃H suivant :
ˆ̃H(t)  Û†(t)Ĥ(t)Û(t) + i~dÛ
†(t)
dt
Û(t). (4.45)
En utilisant l’Eq. 4.43 dans l’expression pour
ˆ̃H ainsi que le développement de l’Eq. 4.42,
on trouve :
ˆ̃H(x , p , t)  Û†(t)
[
Ĥ(x , p , t) − K̂(ωt)
]
Û(t)
≈ Ĥ(x , p , t) − K̂(ωt) + O(ω−1)
(4.46)
à l’ordre le plus bas en ω−1. Nous sommes donc passés de l’Hamiltonien en présence
de modulation Ĥ à l’Hamiltonien transformé ˆ̃H à l’aide de la transformation de jauge
ψ 7→ ψ̃  Û†(t)ψ. Nous déterminons l’expression de K̂ à partir de l’Eq. 4.46 en imposant
les deux conditions suivantes : (i) l’Hamiltonien transformé
ˆ̃H doit être indépendant du
temps et (ii) l’Eq. 4.44 doit être satisfaite pour assurer la périodicité de l’opérateur unitaire
Û. Ces deux conditions conduisent naturellement à :
K̂(ωt)  − sEL
2
cos(kLx − 2ϕ0 sin(ωt)) +
sJ0(2ϕ0)EL
2
cos(kLx), (4.47)
où le premier terme dumembre de droite permet de supprimer la dépendance temporelle
de
ˆ̃H, tandis que le deuxième terme assure d’avoir une moyenne nulle pour K̂. En se
rappelant que seff  sJ0(2ϕ0), cette expression est également égale à :
K̂(ωt)  Ĥ(x , p , t) − Ĥeff(x , p), (4.48)
et nous identifions dans ce cas
ˆ̃H ≡ Ĥeff d’après l’Eq. 4.46. Nous trouvons alors né-
cessairement que la fonction d’onde après transformation de jauge ψ̃ correspond à la
fonction d’onde non perturbée : ψ̃ ≡ ψeff. Laméthode de la perturbation adiabatique, dans
laquelle nous avons cherché, par le développement d’un opérateur unitaire, à trouver
un Hamiltonien effectif indépendant du temps (seule condition que nous imposons ici,
avec celle de la périodicité), nous redonne donc le même résultat que l’approche plus
138 Chap 4. Modulation de phase hors résonance
naïve du potentiel moyen. Tout son intérêt est qu’elle nous donne accès à une meilleure
description de l’évolution du système.
Pour pouvoir décrire le micro-mouvement, nous souhaitons déterminer l’expression
de la fonction d’onde perturbée ψ. Il nous suffit pour cela d’inverser la transformation de
jauge précédente, soit :
ψ̃ 7→ ψ  Û(t)ψ̃  Û(t)ψeff. (4.49)
Il est donc nécessaire de déterminer l’expression de Û(t), ce que nous faisons à partir
des Eqs. 4.41 et 4.48. Le calcul détaillé est disponible en annexe C, et nous aboutissons à
l’expression :
Û(t)  1 +
s~k2L
8mω
∑
n∈N∗
Jn(2ϕ0)
n
(
e
inωt − (−1)n e−inωt
) (
(−1)n eikL x + e−ikL x
)
(4.50)
où interviennent à nouveau les fonctions de Bessel Jn . En réutilisant ce résultat ainsi que
l’Eq. 4.39 pour ψeff, nous trouvons donc finalement la décomposition sur les ondes planes
de la fonction d’onde ψ associée à l’Hamiltonien exact Ĥ :
ψ(x , t) 
∑
j∈Z
[
c j(seff) +
s~k2L
8mω
∑
n∈N∗
Jn(2ϕ0)
n
(
e
inωt − (−1)n e−inωt
)
×
(
(−1)n c j−1(seff) + c j+1(seff)
)]
e
i jkL x .
(4.51)
Chaque terme de la somme correspond à un état d’impulsion p j  j~kL, de population
associée Pj . Nous constatons que par rapport au résultat attendu Pj(seff)  |c j(seff)|2
dans un réseau statique de profondeur |seff |, l’inclusion du micro-mouvement introduit
des contributions supplémentaires oscillantes. Pour les états d’impulsion p/(~kL)  ±1
étudiés précédemment, cela se traduit par des populations :
P±1 
c1(seff) + s~k2L
8mω
∑
n∈N∗
Jn(2ϕ0)
n
(
e
inωt − (−1)n e−inωt
)
×(∓1)n
(
c0(seff) + (−1)n c2(seff)
)2 , (4.52)
où nous avons utilisé la propriété c− j  c j pour aboutir à cette expression. Grâce à celle-ci,
nous pouvons donc estimer l’effet du micro-mouvement sur les populations relatives des
ordres latéraux.
Revenons d’abord sur la population moyenne dans ces ordres, définie Eq. 4.37. En
utilisant l’Eq. 4.52 dans cette définition, nous trouvons simplement :
P±1  |c1(seff)|2 + O(ω−2). (4.53)
Les premiers termes additionnels, proportionnels à ω−2, sont négligeables. Si cette
grandeur nous a bien permis, dans la section précédente, de vérifier la renormalisation
de la profondeur du réseau par la modulation de phase, l’effet du micro-mouvement sur
cette grandeur est trop faible pour que nous puissions l’observer par ce moyen.
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En revanche, le micro-mouvement peut induire un déséquilibre entre les populations
des ordres+1 et−1. Nous évaluons cette asymétrie en calculant la différence de population
P+1 − P−1, ce qui donne grâce à l’Eq. 4.52 :
P+1(t) − P−1(t)  −c1(seff)
[
c0(seff) − c2(seff)
] s~k2L
mω
+∞∑
l0
J
2l+1(2ϕ0)
(2l + 1) cos
(
(2l + 1)ωt
)
. (4.54)
i
Le calcul de toutes les grandeurs présentées dans cette section (Û , ψ,P±1, etc.) est
développé en détail dans l’annexe C.
Contrairement à la population moyenne, il reste des termes à l’ordre ω−1. Nous pouvons
estimer numériquement l’évolution de cette différence au cours d’une période de mo-
dulation : c’est ce qui est fait Fig. 4.13(a) pour des paramètres s  6.25, 2ϕ0  87° (nous
avons donc |seff |  3.1) et deux fréquences de modulation ν  250 kHz et ν  500 kHz.
L’évolution que nous obtenons est très similaire à un cosinus. Ceci est dû à l’amplitude
de modulation utilisée : la somme de l’Eq. 4.54 est dans ce cas dominée par le terme l  0,
associé à cos(ωt).
=
Lorsque 2ϕ0  87° nous avons :
J1(2ϕ0)
1
≈ 0.56 
J3(2ϕ0)
3
≈ 0.02.
Pour ce choix d’amplitude de modulation, la différence de population entre les deux
ordres peut donc s’approximer par :
P+1(t) − P−1(t) ≈ −∆Pmax cos(ωt) (4.55)
avec
∆Pmax  c1(seff)
[
c0(seff) − c2(seff)
] s~k2L
mω
J1(2ϕ0). (4.56)
Cette différence est de l’ordre de 5% pour les paramètres utilisés sur la Fig. 4.13(a), ce qui
estmesurable expérimentalement. Nous constatons aussi sur cette figure la dépendance de
l’asymétrie observée avec la fréquence demodulation : pour une fréquence demodulation
deux fois plus grande l’amplitude de l’asymétrie ∆Pmax est divisée par deux, comme
attendu selon l’Eq. 4.56.
Nous traçons également Fig. 4.13(b) la différence maximale de population entre l’ordre
+1 et l’ordre −1 au cours d’une période de modulation, soit maxT(|P+1(t) − P−1(t)|),
en fonction de l’amplitude de modulation ϕ0 et pour une fréquence de modulation
fixée à ν  500 kHz. L’asymétrie due au micro-mouvement variant avec l’amplitude de
modulation utilisée, nous nous plaçons dans la suite au voisinage du premier maximum
de cette courbe pour maximiser l’effet du micro-mouvement.
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Figure 4.13 | Résultats numériques sur l’asymétrie des populations des ordres due
au micro-mouvement. (a) Différence de population entre les ordres +1
et −1 au cours d’une période de modulation, pour des fréquences de
modulation ν  250 kHz (tirets rouges) et ν  500 kHz (trait bleu). Les
autres paramètres sont s  6.3 et 2ϕ0  87° (seff  3.1). Nous indiquons
en train noir l’approximation Eq. 4.55 pour ν  250 kHz. (b) Différence
maximale de population entre les ordres +1 et −1 au cours d’une période
de modulation, en fonction de l’amplitude de modulation ϕ0 appliquée.
Nous avons fixé ν  500 kHz et s  6.4. Les tirets verticaux indiquent la
valeur 2ϕ0  87° utilisée expérimentalement.
Mise en évidence expérimentale du micro-mouvement
Le développement théorique que nous venons de présenter suggère qu’il existe une
légère asymétrie entre les ordres +1 et −1, due au micro-mouvement du condensat dans
le réseau optique, qui évolue au cours de la modulation. Afin d’augmenter nos chances
d’observer cet effet, nous choisissons l’amplitude de modulation 2ϕ0  87°, proche du
premier maximum de la courbe Fig. 4.13(b). La différence de population varie alors en
bonne approximation selon l’Eq. 4.55.
La modulation de phase étant constamment allumée, nous n’avons pas le contrôle sur
la phase initiale ni sur la phase finale de la modulation. Nous ne pouvons donc pas choisir
de terminer la modulation à une phase ωt précise, ce qui nous aurait a priori permis de
retrouver directement la courbe de la Fig. 4.13(a). Il nous faut donc plutôt procéder à une
analyse statistique des résultats expérimentaux. Pour cela, nous nous sommes inspirés
du test de Kolmogorov-Smirnov [Massey Jr (1951)], qui permet de comparer les résultats
statistiques obtenus à partir d’un échantillon par rapport à une distribution de probabilité
de référence. Étudions un exemple concret avec la Fig. 4.14.
Soit une variable aléatoire X, d’univers {x}, suivant une loi de probabilité fX(x). On
définit par FX la fonction de distribution cumulative (ou fonction de répartition) de la
variable X selon :
FX(x)  P(X ≤ x), (4.57)
où P(X ≤ x) désigne la probabilité d’obtenir un résultat inférieur ou égal à x. L’analyse
statistique que nous proposons de faire repose simplement sur la comparaison de la
distribution cumulative d’un ensemble de résultats expérimentaux avec celle calculée
à partir de la loi de probabilité attendue. Nous tirons partie de la convergence de
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Figure 4.14 | Exemple de test statistique de type Kolmogorov-Smirnov.Nous traçons
la distribution cumulative d’une variable aléatoire X suivant une loi
normale centrée réduite (courbes bleues) pour 10, 50 et 100 échantillons
(de gauche à droite). La courbe rouge correspond à une fonction d’erreur,
qui est la distribution cumulative attendue pour cette loi.
la distribution cumulative expérimentale vers la distribution théorique, dont se sert
typiquement un test de Kolmogorov-Smirnov. Générons par exemple des points aléatoires
suivant une loi normale centrée réduite (X ∼ N(0, 1)) : la distribution cumulative
résultante est représentée Fig. 4.14 (courbes bleues) pour 10, 50 et 100 points de gauche à
droite. Ces courbes tendent vers la courbe rouge, qui représente la distribution cumulative
de la loi normale centrée réduite : il s’agit dans ce cas particulier de la fonction d’erreur.
Remarquons le très bon accord entre les courbes rouges et bleues même avec un nombre
réduit d’échantillons, ce qui permet de valider la loi de probabilité théorique malgré un
nombre relativement faible d’échantillons.
Afin d’appliquer cette analyse à notre étude, nous réalisons deux expériences. La
première consiste à appliquer le même protocole que celui présenté Fig. 4.8(a) avec un
réseau de profondeur s  6.6 et une amplitude de modulation 2ϕ0  87°, ce qui conduit
à une profondeur renormalisée de seff  3.3. Nous prenons 80 images d’absorption,
avec ν  250 kHz puis à nouveau avec ν  500 kHz. La deuxième expérience sert de
témoin : nous accumulons 80 images d’absorption selon le même protocole mais sans
modulation de phase. Nous utilisons un réseau de profondeur s  3.1 comparable à la
profondeur effective de la première expérience. Nous pouvons ainsi vérifier l’effet du
micro-mouvement dans un réseau pour des profondeurs équivalentes, et ceci pour deux
fréquences de modulation. L’ensemble de ces résultats est présenté Fig. 4.15.
Sur les panneaux Fig. 4.15(a-c) nous indiquons les mesures expérimentales des po-
pulations P+1 et P−1 en l’absence de modulation et avec modulation de phase, pour les
deux fréquences de modulation. Ces points sont distribués autour d’une valeur moyenne
P±1 ≈ 0.16, qui est le résultat attendu pour une profondeur moyenne s ≈ 3.2. Alors que
les points se répartissent selon une loi gaussienne dans le cas non modulé, nous obtenons
des distributions radicalement différentes lorsque nous modulons le réseau, dont la pro-
fondeur effective est pourtant similaire à l’expérience témoin. Nous traçons Fig. 4.15(d-e)
les fonctions de distribution cumulatives Σ de la différence entre les ordres +1 et −1
obtenues expérimentalement. En l’absence de modulation, nous retrouvons la fonction
d’erreur caractéristique d’une loi gaussienne. Ce n’est pas le cas dans les cas modulés, où
les fonctions de répartition sont cette fois en très bon accord avec la prédiction analytique.
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Figure 4.15 | Étude statistique révélant le micro-mouvement. Première ligne : me-
sures expérimentales des populations P+1 et P−1 dans un réseau : (a) de
profondeur s  3.1 non modulé ; (b) et (c) de profondeur s  6.6 modulé
en phase avec une amplitude 2ϕ0  87° (seff  3.3) et à une fréquence
ν  250 kHz et ν  500 kHz respectivement. Deuxième ligne : fonctions
de distribution cumulatives de la différence de population (P+1 − P−1)
calculées à partir des mesures expérimentales (courbes en escalier), en
l’absence demodulation (courbe grise commune) et dans le réseaumodulé
à (d) ν  250 kHz et (e) ν  500 kHz. La prédiction analytique obtenue à
partir de l’Eq. 4.54 est indiquée par la courbe lisse noire.
Cette dernière est obtenue par inversion de l’Eq. 4.54 dans l’intervalle 0 ≤ ωt ≤ π en
supposant que la phase finale de modulation ωt au moment où les confinements sont
coupés suit une distribution de probabilité uniforme
6
. Pour l’amplitude de modulation
utilisée ici, nous pouvons approximer l’asymétrie par l’Eq. 4.55, ce qui donne une fonction
de distribution cumulative :
Σ(∆P) ≈ π−1 arccos(−∆P/∆Pmax). (4.58)
La prédiction analytique de la Fig. 4.15 ressemble donc à un arccosinus. L’amplitude
∆Pmax de la fonction, définie Eq. 4.56, dépend de la fréquence comme ω−1, ce qui est
également vérifié expérimentalement.
Le bon accord observé entre les fonctions de répartition expérimentales et théoriques,
ainsi que la vérification de la dépendance de ∆Pmax avec la fréquence de modulation,
6. Nous ne contrôlons pas la phase à l’origine de la modulation, ce qui explique que nous obtenons une
phase aléatoire uniformément distribuée dans l’intervalle [0, 2π[ en fin de séquence.
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confirment donc la présence du micro-mouvement. La méthode statistique employée ici
pour révéler cet effet est tout à fait remarquable car elle fournit une signature claire et
non ambigüe du micro-mouvement.
Retour sur l’asymétrie après quench
Cette analyse plus approfondie du micro-mouvement, au-delà du formalisme du
potentiel moyenné, était motivée par l’asymétrie observée Fig. 4.12(b) et (d) : après un
changement soudain de l’amplitude de modulation, la dynamique des atomes dans
le potentiel moyenné n’était pas complètement symétrique. Nous avons mesuré un
déséquilibre des populations, l’ordre −1 étant en moyenne 7% plus peuplé que l’ordre
+1.
À la lumière des expériences dédiées au micro-mouvement, il est clair que ce dernier
ne peut pas expliquer de manière satisfaisante l’asymétrie préalablement observée, et
ceci pour deux raisons :
— L’asymétrie mesurée pour une fréquence de ν  500 kHz, et avec une amplitude
de modulation 2ϕ0  87° choisie proche de l’asymétrie maximale attendue, est
d’au plus 3% environ. Compte-tenu de l’amplitude de modulation utilisée dans
l’expérience de quench (2ϕ0  180°), le micro-mouvement ne serait responsable, au
mieux, que d’une différence de 2% (voir Fig. 4.13(b)).
— Étant donné l’absence de contrôle sur la phase de la modulation, le déséquilibre
dû au micro-mouvement sur une image d’absorption prise après ToF est orienté
de façon aléatoire (la phase finale ωt étant uniformément distribuée) et ne peut
donc pas rendre compte de l’observation expérimentale préalable, où l’ordre −1
était systématiquement plus peuplé.
Nous ne pouvons donc pas attribuer l’asymétrie observée dans l’expérience de quench au
micro-mouvement. Il existe d’autres origines possibles à cette observation, notamment
des défauts techniques expérimentaux. Détaillons ici une de ces possibilités.
Comme nous l’avons vu en section 2.2.3 du chapitre 2, le contrôle de la phase du
réseau est réalisé à l’aide de plusieurs synthétiseurs et d’un commutateur rapide. Plus
précisément, le quench est obtenu grâce aux deux synthétiseurs, dont les horloges sont
synchronisées, reliés à l’AOMbc. Ces deux générateurs sont utilisés enmodulation de phase,
à la même fréquence de modulation mais avec une amplitude différente : il nous suffit de
basculer d’un synthétiseur à l’autre pour effectuer le quench. Or nous ne contrôlons pas la
différence de phase fixe qu’il peut exister entre les deux modulations. Il est donc probable
que le changement d’amplitude de modulation s’accompagne également d’un saut de
phase. Ainsi, l’inversion du signe de la profondeur, qui correspond à une translation
du réseau optique de ∆x  d/2, se double ainsi d’un déplacement supplémentaire non
contrôlé ∆x′. Les atomes ne sont alors pas exactement au sommet des puits, expliquant
l’asymétrie observée. Les deux synthétiseurs étant utilisés avec les mêmes paramètres
de fréquence, la relation de phase est conservée au cours du temps : le déplacement
∆x′ est dans ce cas le même à chaque expérience, favorisant de manière systématique le
déséquilibre des populations vers l’ordre −1 par exemple.
Une vérification de cette hypothèse nécessite un contrôle beaucoup plus précis sur la
modulation de phase, en particulier sur des échelles de temps comparables à la période
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de modulation T  1/ν ≈ 2 µs. Ce contrôle n’est pas encore disponible, mais différentes
améliorations du dispositif expérimental sont actuellement en cours d’implémentation.
4.3 Conclusion
Au cours de ce chapitre, nous avons exploité le contrôle des paramètres du réseau,
tout particulièrement sa position (par l’intermédiaire de la phase), pour étudier différents
Hamiltoniens effectifs. Ces expériences, bien que restreintes au régime perturbatif,
montrent toute la richesse que recèle la dynamique d’un condensat de Bose-Einstein dans
un potentiel périodique modulé dans le temps.
Dans un premier temps, nous avons travaillé dans le régime où la fréquence de modu-
lation est faible vis-à-vis des transitions interbandes : ν < νCdM. La dynamique atomique
est ici bien décrite en se restreignant à la bande fondamentale. Le taux tunnel, lié à la
courbure de cette bande, devient un paramètre contrôlable, ce qui nous permet de nucléer
des états alternés. Nous avons montré quels étaient les ingrédients nécessaires à cette
nucléation : les interactions atomiques par les fluctuations (quantiques ou thermiques),
ainsi que l’inversion de la courbure de bande. Cette dernière condition a également été
remplie dans un régime multibande, en excitant les atomes vers la première bande excitée
avec une fréquence de modulation ν ∼ νCdM.
Nous avons ensuite considéré le régime opposé en fréquence, soit ν  νCdM. Deux
échelles de temps, l’une lente et l’autre rapide, se distinguent alors. En première approxi-
mation, nous pouvons remplacer le potentiel modulé du réseau par un potentiel statique
de profondeur renormalisée pour les degrés de liberté lents des atomes. Nous avons bien
vérifié expérimentalement cet effet. Il existe également un micro-mouvement, associé au
degrés de liberté rapides, dont nous avons révélé l’effet sur les populations des ordres de
diffraction grâce à une étude statistique des images d’absorption obtenues.
Ces résultats, qui ont fait l’objet de deux publications [Michon et al. (2018) et Arnal
et al. (2020)], offrent plusieurs perspectives. Ainsi, un contrôle plus précis de lamodulation
de phase permettrait de trancher sur l’origine de la légère asymétrie observée. Nous
pourrions aussi imaginer des modulations plus complexes, où l’on déclencherait une
oscillation du centre de masse cette fois-ci contrôlée (c’est-à-dire avec un déphasage fixé),
dans le potentiel modulé. La nucléation des états alternés peut également être étudiée plus
spécifiquement dans le régime des transitions interbandes, avec les méthodes numériques
adéquates. Enfin, la dynamique de nucléation peut être modifiée par la présence de
désordre, ce qu’il serait envisageable de sonder expérimentalement.
L’étude de systèmes quantiques dans des milieux désordonnés est devenue un sujet
principal dans l’équipe. C’est à cette thématique, sur laquelle je me suis concentré pendant
la deuxième moitié de ma thèse, que je consacre la dernière partie du manuscrit.
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CHAPITRE5
Signature expérimentale de
bifurcations dans un espace des
phases mixte
– I’m still not clear on chaos.
– It simply deals with unpredictability in complex systems. The shorthand is
the butterfly effect : a butterfly can flap its wings in Peking and in Central
Park you get rain instead of sunshine. Was I going too fast? [. . . ] Give me
that glass of water, we’ll conduct an experiment. [. . . ] Put your hand flat
like a hieroglyphic. A drop of water falls on your hand. Which way will the
drop roll off? Which finger?
– Thumb, I’d say.
– Freeze your hand. Don’t move. I’ll do the same thing, start with the same
place again. Which way, now?
– Let’s say back the same way.
– It changed. Why? Because tiny variations, the orientation of the hairs on
your hands, the amount of blood distending your vessels, imperfections in
the skin... [. . . ] never repeat and vastly affect the outcome. That’s what?
– Unpredictability.
Jurassic Park (1993)
Film réalisé par Steven Spielberg
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L
orsque l’on parle de chaos, il est difficile de ne pas faire référence à "l’effet papillon",
rendu populaire par E. N. Lorenz lors d’une conférence en 1972. Ce dernier
débuta en effet sa présentation en posant la question suivante : "Does the flap
of a butterfly’s wings in Brazil set off a tornado in Texas?", renvoyant à la question de la
prédictibilité d’un système dynamique chaotique.
Je profite de cette introduction pour faire une distinction nécessaire. Un système dit
chaotique présente une très grande sensibilité aux conditions initiales : deux états du
système caractérisés par des conditions initiales pourtant très proches vont rapidement
(de manière exponentielle) conduire à des trajectoires différentes. Si on considère une
trajectoire spécifique du système, il est donc très difficile d’obtenir son évolution sur des
temps courts de manière fiable, car il faudrait connaitre parfaitement toutes les conditions
initiales. La prédiction est ainsi limitée au court terme, raison pour laquelle on ne peut
prévoir la météo qu’il fera au-delà de quelques semaines : c’est bien ce phénomène qu’a
voulu illustrer Lorenz en posant sa question un peu provocatrice. Néanmoins, même dans
des systèmes chaotiques, les effets à très long terme résultent de propriétés statistiques et
vont donc être robustes vis-à-vis des variations des conditions initiales. Ceci permet aux
climatologues d’obtenir une tendance climatique parfaitement prédictible sur des temps
beaucoup plus longs, malgré le caractère imprédictible de la météo à temps courts.
Notons bien que les comportements chaotiques peuvent émerger de systèmes purement
déterministes, et pas nécessairement aussi complexes que dans le cas de la météorologie.
Des systèmes plus simples, comme un pendule magnétique placé au-dessus de deux
aimants ou encore un pendule double, possèdent également un caractère chaotique
[Shinbrot et al. (1992) et Croquette (2009)]. Il existe en fait une dimension minimale 1
pour observer du chaos : dans le cas d’un Hamiltonien statique, il faut au minimum un
système de dimension D  2 ; dans le cas d’un Hamiltonien dépendant du temps, un
système 1D suffit. C’est dans ce deuxième cas, noté D  1 + 1 (une dimension spatiale
et une dimension temporelle), que nous nous trouvons, puisque nous considérons la
dynamique d’un condensat de Bose-Einstein dans un réseau optique unidimensionnel
fortementmodulé dans le temps. Nous nous intéressons, dans ce chapitre et le suivant, à la
modulation d’amplitude seulement, dans un régime de paramètres différents des travaux
présentés jusqu’ici : compte-tenu des paramètres expérimentaux utilisés (profondeur du
réseau et amplitude demodulation), nous entrons dans le régime dit mixte. La dynamique
classique est dans ce cas riche, puisque coexistent des trajectoires stables et des trajectoires
chaotiques.
Dans ce premier chapitre dédié au régime mixte, je me concentrerai sur la description
classique de la dynamique. J’établirai d’abord l’Hamiltonien d’intérêt sous sa forme
adimensionnée, qui nous suivra jusqu’à la fin du manuscrit. Je définirai également un
ensemble de termes et concepts utiles à l’étude de systèmes chaotiques, comme le portrait
de phase stroboscopique. Je consacre la troisième section de ce chapitre à la détermination
du diagramme de bifurcation de notre système : nous déterminerons les points d’équilibre
du système et l’évolution de leur nature (équilibre stable ou instable) en fonction des
paramètres expérimentaux. Enfin, je présenterai les résultats obtenus sur le dispositif
expérimental qui nous permettent de retrouver ce diagramme de bifurcation. Nous
1. La dimension minimale est une condition nécessaire, mais pas suffisante !
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verrons que notre système s’apparente alors, de manière effective, à un super-réseau dont
l’une des deux longueurs caractéristiques est contrôlable expérimentalement.
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5.1 Adimensionnement de l’Hamiltonien
Toute l’étude de la dynamique que nous ferons repose sur la résolution des équations
d’évolution àpartir d’unHamiltonien adimensionné.Nous nous proposons de le retrouver,
ce qui nous donnera l’occasion de définir les trois paramètres importants dont dépend la
dynamique du système.
Nous modulons périodiquement la profondeur du réseau. Nous avons déjà rencontré
le potentiel associé, qui s’écrit :
V(x , t)  −sEL [1 + ε(t)] cos2
(πx
d
)
 − sEL
2
[1 + ε(t)] cos (kLx) −
sEL
2
.
(5.1)
En négligeant le dernier terme (constant) du potentiel du réseau et en appliquant la
modulation ε(t)  ε0 cos(ωt), dont l’amplitude ε0 constitue un premier paramètre
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important, l’Hamiltonien total que nous considérons est :
H(x , p , t) 
p2
2m
− sEL
2
[1 + ε0 cos(ωt)] cos (kLx) . (5.2)
En utilisant les variables sans dimension suivantes :
x̃  kLx 
2π
d
x , t̃  ωt , p̃ 
dx̃
dt̃

2π
mωd
p , (5.3)
nous trouvons l’Hamiltonien adimensionné :
˜H(x̃ , p̃ , t̃) 
p̃2
2
− γ
[
1 + ε0 cos(t̃)
]
cos(x̃). (5.4)
Nous avons introduit ici le deuxième paramètre sans dimension γ. Il caractérise la
profondeur du réseau "habillé par la modulation" selon l’expression :
γ  s
( νL
ν
)
2
(5.5)
où νL désigne la fréquence caractéristique associée au réseau (voir section 2.1.1 du
chapitre 2) et ν  ω/(2π) est la fréquence de modulation.
À partir des variables sans dimension, nous pouvons définir le troisième paramètre. Il
s’agit d’une constante de Planck effective, dont l’expression s’obtient grâce au commuta-
teur :
~eff  −i
[
x̃ , p̃
]
 2
( νL
ν
)
. (5.6)
i
Dans ce chapitre et le chapitre suivant, nous utiliserons indifféremment les variables
avec et sans dimension. Pour alléger l’écriture, nous abandonnons la notation "tilde"
pour la suite, mais les unités seront précisées le cas échéant.
Il existe donc trois paramètres qui caractérisent l’évolution du système selon l’Ha-
miltonien que nous venons de définir : γ, ε0 et ~eff. Leurs valeurs peuvent être choisies
expérimentalement de manière indépendante à travers la profondeur du réseau s, la
fréquence de modulation ν et l’amplitude de modulation ε0. Il nous faut distinguer :
— Le couple de paramètres (γ, ε0) gouverne la dynamique classique du système, et
en particulier son degré de "chaoticité". En effet, en fonction des valeurs choisies,
le système peut être complètement régulier, ou présenter à la fois des trajectoires
régulières et chaotiques : nous parlons alors de système mixte. Nous détaillons la
dynamique classique attendue ainsi que les outils nécessaires à son analyse dans la
section suivante.
— De la même manière qu’un état gaussien de taille minimale (c’est-à-dire à la limite
de Heisenberg) est représenté par un disque d’aire proportionnelle à ~ dans un
portrait de phase traditionnel (x , p) (dont la définition sera rappelée section 5.2.1),
la valeur de ~eff représente l’aire typique d’un tel état dans le portrait de phase
du système adimensionné. C’est donc un paramètre expérimental supplémentaire,
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associé à la dynamique quantique, qui permet de contrôler le passage du régime
classique au régime quantique.
Pour ces expériences, nous avons également besoin du contrôle sur la phase du réseau
optique. En effet, comme nous le verrons par la suite, il est nécessaire de contrôler
précisément la position initiale des atomes dans les puits du réseau. L’Hamiltonien
adimensionné total s’écrit donc finalement :
H(x , p , t) 
p2
2
− γ [1 + ε0 cos(t)] cos(x + 2ϕ(t)) (5.7)
où, pour ce chapitre et le suivant, le contrôle sur la phase se résume simplement à un saut
de phase brusque : ϕ(t)  ϕ0H(t) avecH la fonction de Heaviside.
!
Les trois paramètres que nous venons de définir étant importants, résumons ici
leur expression en fonction des grandeurs expérimentales :
γ  s
( νL
ν
)
2
; ε0 ; ~eff  2
( νL
ν
)
(5.8)
5.2 Outils pratiques pour l’étude d’un système dynamique
5.2.1 Cas sans modulation : espace des phases
Considérons dans un premier temps le cas sans modulation, c’est-à-dire imposons
ε(t) ≡ 0. L’Hamiltonien adimensionné se réduit à :
H(x , p) 
p2
2
− γ cos(x). (5.9)
En utilisant les équations de la mécanique hamiltonienne, la dynamique du système
s’obtient par résolution des équations différentielles suivantes :
Ûx  ∂H
∂p
 p ,
Ûp  −∂H
∂x
 −γ sin(x).
(5.10)
Nous retrouvons dans ce cas les équations d’évolution du pendule simple. L’état de ce
système dynamique est complètement déterminé par ses deux degrés de liberté x et p :
ces grandeurs définissent un espace appelé espace des phases 2, dans ce cas de dimension
2. Si nous nous donnons un point de cet espace, de coordonnées (x0 , p0), l’évolution du
système à partir de ce point (conditions initiales) définit une trajectoire dans l’espace des
phases, et la représentation géométrique de l’ensemble de ces trajectoires constitue le
portrait de phase [Gié et Sarmant (1992)].
2. On parle également de plan de phase (x , p) dans le cas où il n’y a que deux degrés de liberté comme ici.
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Figure 5.1 | Exemples d’espaces des phases. (a) Espace des phases associé à l’Hamil-
tonien sans modulation Eq. 5.9. On retrouve une dynamique similaire à
celle d’un pendule, avec le point stationnaire (x  0, p  0) qui correspond
à un équilibre stable. La séparatrice correspond à la trajectoire tracée en
rouge. (b) Portrait de phase stroboscopique de l’Hamiltonien modulé avec
(γ  0.40, ε0  0.27). Ce portrait de phase est mixte, car on observe des
orbites régulières (trajectoires bleues) et une mer chaotique (points roses).
Les lettres désignent les différents types d’îlots stables (voir texte).
Pour le cas sans modulation que nous considérons pour l’instant, le portrait de phase
est donné Fig. 5.1(a). Plusieurs remarques sont à faire :
— Les trajectoires étant périodiques en x (même évolution que le pendule simple),
nous ne représentons la dynamique qu’au sein d’un puits du réseau, c’est-à-dire
pour
3 −π ≤ x ≤ π.
— Puisque la dynamique est unidimensionnelle et que l’énergie totale est constante, le
système possède suffisamment de constantes du mouvement : il est dit intégrable au
sens de Liouville. Toutes les trajectoires sont donc régulières et la dynamique ne
présente aucun caractère chaotique.
— La position centrale (x  0, p  0) du portrait de phase est un point stationnaire, et
correspond à une position d’équilibre stable : les atomes placés au fond du puits
sans vitesse initiale y restent à tout temps.
— La position de bord (x  ±π, p  0) est également un point stationnaire, mais il
correspond ici à un équilibre instable. La trajectoire issue de ce point s’appelle la
séparatrice, car elle correspond à la trajectoire limite distinguant les deux types de
trajectoires définies ci-après.
— Nous pouvons distinguer deux types de trajectoires régulières en fonction du type
de mouvement [Gié et Sarmant (1992)] : (i) le mouvement oscillatoire, représenté
par des trajectoires fermées entourant le point stationnaire central. Pour le pendule
simple, cette situation décrit l’oscillation du pendule autour de sa position d’équi-
libre. Dans le cas d’un atome dans le réseau optique, ce mouvement correspond
au cas où la particule est piégée dans un des puits de potentiel ; (ii) le mouvement
révolutif, dont les trajectoires ne croisent jamais l’axe p  0 et qui sont localisées
aux grandes impulsions. Ce mouvement décrit un pendule simple effectuant une
rotation complète autour de son point d’attache, ou bien un atome dont l’énergie
cinétique est suffisante pour parcourir librement le réseau de puits en puits.
3. Avec dimensions : −d/2 ≤ x ≤ d/2
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Dans la suite, nous étudions le cas avec modulation, qui induit des trajectoires
chaotiques en plus des trajectoires régulières. Nous introduirons à cette occasion le
portrait de phase stroboscopique, qui présente plusieurs similitudes avec le portrait de
phase que nous venons de présenter.
5.2.2 Cas avec modulation : portrait de phase stroboscopique
Revenons maintenant à l’Hamiltonien Eq. 5.7 avec une modulation non nulle. La
dynamique classique est dans ce cas obtenue à partir des équations différentielles
suivantes : {
Ûx  p ,
Ûp  −γ(1 + ε0 cos(t)) sin(x).
(5.11)
Contrairement au cas précédent, l’énergie n’est ici pas conservée : il n’y a alors plus assez
de constantes dumouvement. Ce système présente donc un caractère non intégrable, mais
aussi des non-linéarités dues au terme sin(x) : il réunit deux ingrédients pouvant conduire
à l’émergence d’une dynamique chaotique. Et en effet, en fonction des paramètres (γ, ε0)
utilisés et des conditions initiales du système, celui-ci peut évoluer selon des trajectoires
stables ou chaotiques.
Pour étudier la réponse du système au forçage temporel, nous introduisons à présent
une nouvelle représentation, le portrait de phase stroboscopique. La méthode de construction
de cette représentation est illustrée à l’aide de la Fig. 5.2. Considérons comme exemple
deux conditions initiales, c’est-à-dire deux points à t  0 dans le plan de phase (x , p),
qui constitue un espace de dimension 2. Ajoutons à cet espace une troisième dimension
avec la variable de temps t. À partir des deux conditions initiales, nous obtenons, après
évolution du système selon l’Hamiltonien Eq. 5.7, deux trajectoires (bleue et rose sur la
Fig. 5.2) dans l’espace (x , p , t) de dimension 3. Le portrait de phase stroboscopique est
construit en procédant à des coupes de l’espace (x , p , t) à intervalle de temps régulier :
dès que le temps t  tn  nT, où n ∈ N et T est la période de modulation, nous mesurons
l’état du système (x(tn), p(tn)), ce qui correspond à un nouveau point dans le plan de
phase. Nous reportons ce point dans le plan de phase, et nous accumulons tous les points
obtenus pour tout temps tn . Autrement dit, les trajectoires continues du portrait de phase
traditionnel sont ici remplacées par un ensemble de points résultant de l’intersection
périodique, avec une période T, des trajectoires de l’espace (x , p , t) avec le plan de phase
(x , p). Nous visualisons de cette manière la dynamique du système à la même période
que le forçage extérieur. La Fig. 5.1(b) est ainsi obtenue en répétant cette procédure pour
un grand nombre de conditions initiales et pour des temps longs, à paramètres (γ, ε0)
donnés.
En comparant les Figs. 5.1(a) et (b), nous distinguons sur le portrait de phase strobo-
scopique plusieurs structures qui rappellent le portrait de phase traditionnel obtenu sans
modulation. Nous retrouvons par exemple aux grandes impulsions les trajectoires stables
du mouvement révolutif (whispering galleries) : des atomes avec suffisamment d’énergie
cinétique continuent de se propager de site en site dans le réseau modulé. Nous voyons
également apparaitre sur la Fig. 5.1(b) des îlots de stabilité (structures bleues fermées
indiquées par des lettres) qui traduisent unmouvement stable, similaire au cas du pendule
simple, autour de points stationnaires. Par exemple, dans le cas de la Fig. 5.1(b), des atomes
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Figure 5.2 | Principe de construction d’un portrait de phase stroboscopique. Consi-
dérons deux conditions initiales différentes, représentées par deux points
dans l’espace des phases à t  0. Nous laissons évoluer le système sous
l’effet de l’Hamiltonien Eq. 5.7. Tous les temps tn  nT avec n ∈ N, nous
ajoutons sur le portrait de phase la coordonnée (x(tn), p(tn)) de chacune
des trajectoires obtenues, qui peut être stable (en bleu) ou chaotique (en
rose).
initialement placés près du centre (x  0, p  0) restent au voisinage de ce point tout au
long de la modulation en suivant une orbite stable quasi-périodique. Notons la présence
sur ce portrait de phase stroboscopique de deux paires d’îlots symétriques : des îlots (D)
et (E) symétriques en impulsion (x  0, p  ±p∗) ainsi que des îlots (B) et (C) symétriques
en position (x  ±x?, p  0). Ce sont ces derniers îlots, symétriques en position, qui nous
intéresseront dans toute la suite du manuscrit. Ces structures régulières sont immergées
dans une mer chaotique (ensemble de points roses), constituée de trajectoires apériodiques
et sensibles aux conditions initiales. Les deux types de trajectoires coexistant, ce portrait
de phase stroboscopique est dit mixte.
i
Pour déterminer le caractère régulier ou chaotique d’une trajectoire (et ainsi lui
assigner la couleur bleue ou rose comme sur la Fig. 5.1(b)), nous mesurons son
degré "d’exploration" du plan de phase. Pour cela, nous divisons le plan (x , p)
en cellules élémentaires, et nous mesurons pour chaque trajectoire le nombre de
cellules différentes traversées. Ce nombre est faible pour les trajectoires régulières,
qui explorent une petite surface dans le plan de phase, tandis que les trajectoires
chaotiques traversent un grand nombre de cellules différentes.
Attardons-nous sur les différents îlots de stabilité, indiqués sur la Fig. 5.1(b) par des
lettres de (A) à (E). En adoptant une vision stroboscopique de la dynamique, nous perdons
une partie de l’information, comme par exemple des comportements sous-harmoniques.
Prenons donc le temps de décrire l’évolution de ces différents îlots, qui n’ont pas le même
comportement au cours d’une période de modulation :
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— L’îlot central (A) correspond à un mouvement quasi-périodique de l’atome autour
de la position (x  0, p  0). Une particule initialement placé dans cet îlot revient
dans ce même îlot central, dans la même cellule du réseau, après une période de
modulation.
— Les îlots (B) et (C) symétriques en x tournent autour du point central (x  0, p  0) :
après une période de modulation, l’îlot de gauche (B) est devenu l’îlot de droite
(C) et inversement, au sein du même puits. Les deux îlots retrouvent donc leur
position initiale après deux périodes de modulation. Un atome initialement placé
dans un de ces îlots "saute" donc de l’un à l’autre à chaque période de modulation,
mais reste dans l’îlot initial si le système est observé toutes les deux périodes. Cette
dynamique, perdue dans le portrait de phase stroboscopique, est expliquée en détail
dans la section 5.3.3.
— Les îlots (D) et (E) symétriques en p sont caractérisés par une faible largeur
en impulsion (donc une faible dispersion en impulsion). Après une période de
modulation, l’atome revient dans cet îlot mais pas dans le même site du réseau. Ces
îlots se déplacent en effet d’un puits à l’autre à chaque période et sont, à ce titre,
associés à du transport classique des atomes dans le réseau optique.
Le paysage du portrait de phase stroboscopique, c’est-à-dire les caractéristiques des
îlots réguliers ainsi que le volume de la mer chaotique, est complètement déterminé par le
couple (γ, ε0). En particulier, lorsque nous varions un de ces deux paramètres, le nombre
et la position des îlots de stabilité changent selon un diagramme de bifurcation, que nous
étudions dans la suite.
5.3 Éléments de théorie sur la bifurcation
La section précédente nous a permis de définir un certain nombre de termes, ainsi
que d’introduire le portrait de phase stroboscopique. Pour des paramètres (γ, ε0) donnés,
nous obtenons des portraits de phase mixtes, dans lesquels des structures régulières,
les îlots de stabilité, sont immergées dans une mer chaotique. Comme nous l’avons déjà
évoqué, les principales caractéristiques des portraits de phase mixtes sont contrôlées par
les paramètres (γ, ε0). En particulier, il est possible de varier la taille, le nombre et la
position des îlots de stabilité. La détermination de la position du centre des îlots passe
par la recherche de points stationnaires du système, et nous conduit à des bifurcations : le
changement d’un des paramètres (γ ou ε0) peut modifier brusquement la stabilité d’un
point stationnaire.
Dans cette section, nous nous concentrons sur la recherche des points stationnaires de
notre système. Rappelons que l’évolution de ce dernier est régie par le système d’équations
différentielles donné en Eq. 5.11, dont la deuxième équation est :
Ûp  −γ (1 + ε0 cos(t)) sin(x). (5.12)
Pour faire apparaitre les deux bifurcations auxquelles nous nous intéressons, nous
utilisons le développement limité du sinus :
sin(x) ≈ x − x
3
3!
+ O(x5). (5.13)
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En nous arrêtant au premier ordre de ce développement, nous faisons apparaitre un
premier diagramme de stabilité dans l’espace des paramètres (γ, ε0) ainsi que les deux
bifurcations. En allant jusqu’au deuxième ordre du développement, nous introduisons
des non-linéarités dont l’effet sera de stabiliser dynamiquement le système en faisant
émerger de nouveaux points stationnaires. Nous affinons ainsi le diagramme de stabilité
précédemment obtenu.
i
La présence de non-linéarités dans un système dynamique tend à coupler l’am-
plitude et la fréquence d’oscillation du système. Or un système forcé excité à
résonance va osciller avec une grande amplitude. À cause du couplage induit par
les termes non-linéaires, la fréquence de résonance va être modifiée par l’amplitude
des oscillations, et le système va s’écarter de résonance, revenant alors à un état
plus stable.
On comprend ainsi que, d’une manière générique, la présence de non-linéarités
tend à stabiliser les mouvements instables.
5.3.1 Développement au premier ordre : équation de Mathieu
Utilisons dans un premier temps le développement limité du sinus au premier ordre,
soit sin(x) ≈ x. En combinant les équations du système Eq. 5.11, nous obtenons :
d2x
dt2
+ (γ + α cos(t))x  0, (5.14)
soit le résultat de la deuxième loi de Newton, avec α  γε0  1. Cette équation est
connue sous le nom d’équation de Mathieu. Sans forçage temporel (α  0) on retrouve
l’oscillateur harmonique, de fréquence angulaire naturelle ω0 
√
γ. En présence de
modulation (α , 0), cette équation décrit par exemple le mouvement d’un pendule simple
dans le champ de gravité et dont le point d’attache oscillerait périodiquement selon la
verticale.
Pour comprendre la dynamique résultant de l’Eq. 5.14, nous allons utiliser uneméthode
perturbative en suivant les références [Rand (2012) et Kovacic et al. (2018)]. Nous faisons
appel à une hypothèse de séparation des échelles de temps en introduisant deux temps :
un temps long associé à la modulation ξ  t qui caractérise la solution périodique, et un
temps court η  αt  ξ qui correspond au temps d’approche du système vers la solution
périodique.
i
Il nous faut exprimer la dérivée totale par rapport à t dans ce contexte. Nous
utilisons pour cela :
dx
dt

∂x
∂ξ
dξ
dt
+
∂x
∂η
dη
dt
.
On montre alors qu’on obtient :
d2x
dt2

∂2x
∂ξ2
+ 2α
∂2x
∂ξ∂η
+ α2
∂2x
∂η2
.
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Suivant cette démarche, l’Eq. 5.14 se réécrit comme :
∂2x
∂ξ2
+ 2α
∂2x
∂ξ∂η
+ α2
∂2x
∂η2
+
(
γ + α cos(ξ)
)
x  0. (5.15)
Nous développons alors x en une série de puissance : x(ξ, η)  x0(ξ, η) + αx1(ξ, η) + . . .,
que nous injectons dans l’expression ci-dessus. En regroupant les termes par puissance
de α, nous obtenons :
∂2x0
∂ξ2
+ γx0  0 pour l’ordre 0,
∂2x1
∂ξ2
+ γx1  −2
∂2x0
∂ξ∂η
− cos(ξ)x0 pour l’ordre 1.
(5.16.a)
(5.16.b)
L’Eq. 5.16.a pour x0 est l’équation d’un oscillateur harmonique, dont la solution peut
prendre la forme :
x0(ξ, η)  A(η) cos(
√
γξ) + B(η) sin(√γξ), (5.17)
les "constantes" A et B pouvant dépendre du temps court η. En injectant cette solution
dans l’Eq. 5.16.b et après quelques manipulations de fonctions trigonométriques, nous
obtenons pour x1 :
∂2x1
∂ξ2
+ γx1  2
√
γ
dA
dη
sin(√γξ) − 2√γ dB
dη
cos(√γξ)
− A
2
[
cos
(
(√γ + 1)ξ
)
+ cos
(
(√γ − 1)ξ
) ]
− B
2
[
sin
(
(√γ + 1)ξ
)
+ sin
(
(√γ − 1)ξ
) ]
.
(5.18)
Pour déterminer les points d’équilibre de la trajectoire, tout le jeu consiste à supprimer
les termes résonants sin(√γξ) et cos(√γξ), qui oscillent à la fréquence naturelle ω0 
√
γ
et qui conduiraient à une solution divergente. Pour une valeur quelconque de γ, cette
condition conduit à imposer :
dA
dη

dB
dη
 0. (5.19)
Dans ce cas, nous obtenons pour x0 une orbite périodique, autour du point (x  0, p  0)
du portrait de phase. Ce point est donc un point stationnaire associé à une position
d’équilibre stable, comme dans le cas non modulé.
Néanmoins, il existe une valeur particulière γ  1/4 (de fréquence associée √γ  1/2)
pour laquelle des termes résonants supplémentaires (en cos(ξ/2) et sin(ξ/2)) apparaissent
dans l’équation sur x1 (Eq. 5.18). En imposant la suppression de ces termes, nous trouvons
par exemple pour le coefficient A :
d2A
dη2

A
4
, (5.20)
soit une divergence exponentielle du coefficient, sauf si A  0. Un résultat similaire est
obtenu pour le coefficient B.
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Ainsi, le point stationnaire (x  0, p  0) est globalement associé à un équilibre
stable, sauf pour dans le cas particulier γ  γ0  1/4 où il devient un point selle.
Cette situation correspond au cas bien connu du doublement de période (puisque la
fréquence naturelle est alors
√
γ  1/2) qui peut s’accompagner de la création ou de
l’annihilation d’orbites stables. Pour évaluer comment se propage cette instabilité autour
de cette valeur particulière, nous développons γ en série de puissance autour de γ0 :
γ  γ0 + αγ1 + . . .. Nous répétons ensuite la procédure précédemment appliquée, en
utilisant les développements en série de x et γ dans l’Eq. 5.15 puis en regroupant les
termes par puissance de α. Nous obtenons des équations très similaires au cas précédent :
∂2x0
∂ξ2
+
x0
4
 0 pour l’ordre 0,
∂2x1
∂ξ2
+
x1
4
 −2 ∂
2x0
∂ξ∂η
− cos(ξ)x0 − γ1x0 pour l’ordre 1,
(5.21.a)
(5.21.b)
où, dans les membres de gauche, nous avons remplacé γ par γ0  1/4, et où, dans le
membre de droite de l’Eq. 5.21.b, est apparu le terme supplémentaire γ1x0. Ce terme va
rajouter de nouvelles contributions résonantes, qu’il nous faudra éliminer. En injectant la
solution
4
de l’Eq. 5.21.a :
x0(ξ, η)  A(η) cos(ξ/2) + B(η) sin(ξ/2) (5.22)
dans l’Eq. 5.21.b et en imposant l’élimination des termes résonants en cos(ξ/2) et sin(ξ/2),
nous obtenons cette fois-ci la condition :
d2A
dη2
 −
(
γ2
1
− 1
4
)
A. (5.23)
Ici, le caractère stable ou instable dépend de la valeur de γ1. Plus précisément, A sera
une fonction périodique et les trajectoires seront stables si γ2
1
> 1/4, c’est-à-dire pour
γ1 > 1/2 ou γ1 < −1/2. Les valeurs γ1  ±1/2 définissent dans l’espace des paramètres
deux frontières entre des zones stables et instables, que nous pouvons exprimer à partir
du développement γ  γ0 + αγ1 selon :
γ(1,2)c 
1
4
± α
2
(5.24)
soit, en remplaçant α par sa définition :
γ(1,2)c 
1
4 ± 2ε0
. (5.25)
Nous pouvons tracer ces frontières dans l’espace des paramètres (γ, ε0) : c’est ce qui est
fait Fig. 5.3. Ces frontières définissent ce qu’on appelle une "langue" instable dans le plan
(γ, ε0). Imaginons que ε0 soit fixé et que nous augmentions peu à peu γ en partant de
γ < γ(1)c : nous nous déplacerions sur la droite indiquée en pointillés, le centre du portrait
de phase (x  0, p  0) étant alternativement stable, instable puis stable à nouveau. À
ε0 fixé, ces changements ont lieu pour les deux valeurs critiques γ
(1)
c et γ
(2)
c données par
l’Eq. 5.25 : ces points sont appelés des bifurcations.
4. Il s’agit de la même expression que Eq. 5.17 avec γ  1/4.
160 Chap 5. Signature expérimentale de bifurcations dans un espace des phases mixte
0
0.1
0.2
0.3
0.4
0.5
0.20 0.25 0.30 0.35
Stable StableInstable
γ
ε 0
γ
1  = -1/2 γ 1
 =
 1
/2
Bifurcations
γc
(1) γc
(2)
P
o
sitio
n
 x
★ d
es p
o
in
ts statio
n
n
aires
0
Figure 5.3 | Diagramme de stabilité dans le cas linéaire (équation de Mathieu). Il
existe une "langue" instable issue de la valeur γ  1/4 dans laquelle le
point stationnaire correspondant au centre du portrait de phase devient un
point selle. Les deux bifurcations (c’est-à-dire les points où la stabilité du
point stationnaire change) ont lieu pour les deux valeurs critiques γ(1)c et
γ(2)c données par l’Eq. 5.25.
5.3.2 Développement au deuxième ordre : équation de Mathieu-Duffing
Pour affiner le diagramme de stabilité précédemment obtenu, nous devons inclure les
non-linéarités dues au sinus de l’Eq. 5.12. Ces contributions supplémentaires non linéaires
permettent en effet de stabiliser dynamiquement le système et font émerger de nouvelles
positions d’équilibre. Nous allons donc un cran plus loin dans le développement du sinus,
soit sin(x) ≈ x − x3
6
. L’équation d’évolution devient alors :
d2x
dt2
+
(
γ + α cos(t)
) (
x − x
3
6
)
 0. (5.26)
En effectuant le changement de variable y  x/
√
α dans l’équation précédente, nous
obtenons à l’ordre 2 en α :
d2 y
dt2
+
(
γ + α cos(t)
)
y + αβy3  0, (5.27)
où nous avons simplement posé β  −γ/6. Cette équation, appelée équation de Mathieu-
Duffing, consiste en une équation de Mathieu avec un terme non-linéaire supplémentaire.
Pour obtenir les points stationnaires de cette équation, nous procédons exactement de la
même manière que précédemment :
— nous introduisons deux échelles de temps ξ et η  ξ ;
— nous développons y  y0 + αy1 ;
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— nous développons γ  γ0 + αγ1 avec γ0  1/4 ;
— nous regroupons les termes en puissance de α.
Dans le cas de l’équation de Mathieu-Duffing, nous aboutissons au résultat suivant :
∂2 y0
∂ξ2
+
y0
4
 0 pour l’ordre 0,
∂2 y1
∂ξ2
+
y1
4
 −2
∂2 y0
∂ξ∂η
− cos(ξ)y0 − γ1 y0 + βy3
0
pour l’ordre 1.
(5.28.a)
(5.28.b)
À nouveau, nous constatons qu’un terme supplémentaire βy3
0
est apparu dans l’équation
sur y1, cette fois-ci à cause des non-linéarités. L’équation sur y0 étant toujours celle d’un
oscillateur harmonique de fréquence 1/2, nous réutilisons pour y0 la solution donnée par
l’Eq. 5.22. Nous injectons cette expression dans l’Eq. 5.28.b, où nous cherchons comme
précédemment à faire disparaitre les termes résonants. Cette condition nous conduit
naturellement aux équations différentielles :
dA
dη

(
γ1 −
1
2
)
B +
3β
4
(
A2 + B2
)
B,
dB
dη
 −
(
γ1 +
1
2
)
A −
3β
4
(
A2 + B2
)
A.
(5.29)
Pour résoudre ces équations croisées, nous passons en coordonnées polaires, c’est-à-
dire que nous posons A(η)  R(η) cos
(
θ(η)
)
et B(η)  R(η) sin
(
θ(η)
)
. Le système Eq. 5.29
devient alors :
dR
dη
cos(θ) − dθ
dη
R sin(θ) 
(
γ1 −
1
2
)
R sin(θ) +
3β
4
R3 sin(θ),
dR
dη
sin(θ) + dθ
dη
R cos(θ)  −
(
γ1 +
1
2
)
R cos(θ) −
3β
4
R3 cos(θ).
(5.30)
Après quelques manipulations
5
, nous obtenons finalement des équations différentielles
sur R et θ relativement simples :
dR
dη
 −R
2
sin(2θ),
dθ
dη
 −γ1 −
cos(2θ)
2
−
3β
4
R2.
(5.31)
À partir de l’Eq. 5.17, on sait que des paramètres A et B indépendants du temps court η
conduisent à des trajectoires périodiques. Par conséquent nous considérons des paramètres
5. En appelant L
1
et L
2
les deux équations du système Eq. 5.30, ces expressions se simplifient de la
manière suivante :
— On calcule L
1
cos(θ) + L
2
sin(θ) ;
— On calcule L
2
cos(θ) − L
1
sin(θ).
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R et θ constants, qui doivent dans ce cas respecter les relations :
− R
2
sin(2θ)  0,
− γ1 −
cos(2θ)
2
−
3β
4
R2  0.
(5.32)
Nous avons trois manières de satisfaire ce système :
1. Une solution triviale R  0 (et dans ce cas la valeur de θ nous importe peu car
A  B  0), qui correspond en fait au point stationnaire (x  0, p  0) obtenu avec
l’équation de Mathieu et dont nous avons déjà discuté de la stabilité en fonction de
γ et ε0.
2. Si R , 0, alors nous avons deux possibilités pour satisfaire la première équation du
système :
a) soit θ  0 ; dans ce cas la deuxième équation du système conduit à une
expression pour R :
R  ±
√
8
γ
(
γ1 +
1
2
)
, (5.33)
obtenue en remplaçant β  −γ/6. Il existe donc deux nouveaux points sta-
tionnaires, qui n’apparaissent que si γ1 > −1/2 (de sorte que l’argument de la
racine soit positif).
b) soit θ  π/2 ; le paramètre R s’exprime à ce moment-là comme :
R  ±
√
8
γ
(
γ1 −
1
2
)
. (5.34)
Deux nouveaux points stationnaires apparaissent alors lorsque γ1 > 1/2.
Ces nouveaux points stationnaires sont rajoutés sur la Fig. 5.4, et complètent le
diagramme de bifurcation. Ainsi, le point stationnaire (x  0, p  0) correspondant au
centre du portrait de phase est initialement stable pour γ petit, puis devient un point
selle et perd sa stabilité en γ(1)c  (4 + 2ε0)−1 en même temps qu’apparaissent deux
nouvelles positions d’équilibre stable, issues de la condition γ1 > −1/2. Cette première
bifurcation correspond donc au cas θ  0. Lorsque nous atteignons la deuxième frontière
en γ(2)c  (4 − 2ε0)−1, le centre du portrait de phase se stabilise à nouveau, et deux points
stationnaires supplémentaires s’ajoutent. Ils sont issus du cas θ  π/2 (puisqu’on a alors
γ1 > 1/2), et sont instables 6.
En résumé, pour une valeur de ε0 donnée et en augmentant progressivement la valeur
de γ, le portrait de phase présente d’abord un îlot de stabilité en son centre, qui se
scinde à partir de γ(1)c en deux îlots symétriques en position et situés à une distance
proportionnelle à R du centre. Dès que la deuxième valeur critique γ(2)c est franchie, l’îlot
central se stabilise à nouveau et nous observons un portrait de phase à trois îlots de
stabilité. Nous présenterons dans la dernière section de ce chapitre la mise en évidence
expérimentale de ce diagramme.
6. L’étude de la stabilité des solutions se fait en considérant de faibles perturbations autour des points
d’équilibre, puis en linéarisant les équations d’évolution.
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Figure 5.4 | Diagramme de stabilité dans le cas non linéaire (équation de Mathieu-
Duffing).Nous observons l’émergence de nouveaux points stationnaires
au niveau des deux bifurcations, au croisement de chaque frontière γ1 
±1/2. La première bifurcation s’accompagne de deux nouvelles positions
d’équilibre stable, tandis que les nouveaux points stationnaires de la
deuxième bifurcations sont instables. Nous observons donc un portrait
de phase présentant un, deux puis trois îlots de stabilité selon l’axe des
positions.
5.3.3 Évolution sub-période classique des îlots de stabilité
Pour connaitre la position et l’évolution au cours d’une période de modulation des
îlots de stabilité symétriques en position, il nous faut revenir à une expression de x0
depuis les coordonnées polaires. Nous nous intéressons aux points stationnaires stables,
associés au cas θ  0 : nous obtenons immédiatement y0(ξ)  R cos (ξ/2). En appliquant
le changement de variable inverse x0 
√
αy0 et en utilisant l’expression de R donnée
Eq. 5.33, nous obtenons finalement :
x0(ξ)  ±
√
8
(
1 +
ε0
2
− 1
4γ
)
cos(ξ/2), (5.35)
où nous avons utilisé γ1  (γ − 1/4)α−1. L’impulsion correspondante est obtenue par
p0 
dx0
dξ . Les variables x0 et p0 ne dépendant plus du temps rapide η, nous revenons à un
temps avec dimension en remplaçant ξ par la variable 2πt/T. Finalement, les centres des
îlots symétriques en position évoluent dans l’espace des phases suivant :(
x?(t)
p?(t)
)
 ±
√
8
(
1 +
ε0
2
− 1
4γ
) (
cos(πt/T)
− sin(πt/T)/2
)
(5.36)
avec T la période de modulation.
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Figure 5.5 | Évolution classique sub-modulation : rotation des orbites stables du
portrait de phase.Nous traçons le portrait de phase stroboscopique pour
des temps inférieurs à la période de modulation, mettant en évidence la
rotation des îlots réguliers symétriques en position autour de l’origine,
selon l’Eq. 5.36. La dynamique classique, au sein d’un puits du réseau,
d’une particule initialement dans l’îlot de gauche est également représentée.
Les îlots réguliers symétriques en position tournent donc périodiquement autour du
centre du portrait de phase, comme cela est clairement visible sur la Fig. 5.5, avec une
période de 2T : les îlots reviennent à leur position initiale toutes les deux périodes de
modulation. Ainsi, si on considère une particule classique placée à t  0 dans l’îlot de
gauche comme représenté sur la Fig. 5.5 :
— Après une seule période demodulation, la particule se trouve dans l’îlot symétrique,
ici l’îlot de droite, pour t/T  1. Nous en déduisons qu’une particule classique
observée stroboscopiquement toutes les périodes de modulation oscillerait entre les
deux positions stables gauche et droite.
— Par conséquent, si nousmesurons la position toutes les deux périodes demodulation,
la particule reste dans l’îlot initial, ici celui de gauche, selon la dynamique classique.
Cette dynamique, purement classique, ne sera plus valable dans le chapitre suivant, où
nous entrerons dans le régime quantique avec l’effet tunnel.
Nous avons également mis à profit la rotation des îlots de stabilité lors de nos
mesures expérimentales. En effet, les îlots de stabilité symétriques en position au temps
tn  nT, n ∈ N se retrouvent alignés selon l’axe des impulsions après un temps t  tn+T/2.
Cette rotation dans l’espace des phases permet de transférer vers l’axe des impulsions
l’information contenue selon l’axe des positions. Cette technique, détaillée dans la section
suivante, sera primordiale dans le chapitre 6.
!
La Fig. 5.6 permet également de se rendre compte dès maintenant de l’importance
de la phase à l’origine de la modulation ε(t) :
— Nous avons ici considéré la modulation ε(t)  ε0 cos(ωt) qui implique un
saut de la profondeur, celle-ci passant brusquement de s à t  0− à s(1+ ε0) à
t  0+. Ce choix conduit à l’évolution donnée Fig. 5.6, avec les îlots réguliers
alignés selon l’axe des positions à l’instant initial t  0.
— Si nous considérons unemodulationde la forme ε(t)  ε0 sin(ωt)par exemple,
l’évolution des îlots sera identique mais nous ne démarrerons pas du même
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portrait de phase. Dans ce cas, la situation initiale sera donnée par le portrait
de phase correspondant à t/T  0.75 de la Fig. 5.5. Or les îlots réguliers ne
sont dans ce cas plus alignés selon l’axe des positions, nous ne pourrions
donc pas y charger les atomes.
Il est donc nécessaire d’avoir une bonne maîtrise de la phase à l’origine de la
modulation. C’est cette contrainte qui a motivé l’amélioration du dispositif de
contrôle de la profondeur, expliquée section 2.2.3 du chapitre 2.
5.4 Mise en évidence expérimentale des bifurcations
Au cours des sections précédentes, nous avons rappelé les conditions nécessaires à
l’émergence de chaos, et nous avons constaté que notre système, qui consiste en un
condensat chargé dans un réseau optique fortement modulé en amplitude, les réunissait.
En particulier, nous pouvons a priori obtenir une dynamique mixte, mêlant trajectoires
stables et trajectoires chaotiques, en choisissant correctement les paramètres demodulation.
Nous avons détaillé l’analyse des points stationnaires de la dynamique sous l’Hamiltonien
Eq. 5.7, ce qui nous a conduit au diagramme de bifurcation présenté Fig. 5.4.
Dans cette dernière section, nous présentons la mise en évidence expérimentale de ce
diagramme de bifurcation : demanière similaire à de précédentes expériences [Hensinger
et al. (2001b) et Tomkovič et al. (2017)], nous avons utilisé les atomes pour sonder un
espace des phases mixte. Comme nous le verrons, la nature de la trajectoire (stable ou
chaotique), qui change lorsque nous varions les conditions initiales, modifie l’écart-type
de la distribution en impulsion du condensat. Nous pouvons alors retrouver la position
des îlots de stabilité, et comparer nos résultats aux prédictions théoriques précédemment
établies. Avant cela, nous détaillons le protocole expérimental utilisé. Nous présentons dès
maintenant la rotation dans l’espace des phases, astuce expérimentale qui nous permet de
déterminer les populations des îlots réguliers. Cette notion aura toute son importance au
chapitre suivant dédié à la dynamique quantique, soit l’effet tunnel assisté par le chaos.
5.4.1 Rotation dans l’espace des phases
Considérons la situation suivante : des atomes peuplent les deux îlots de stabilité
symétriques selon l’axe des positions d’un portrait de phase stroboscopique mixte (voir
Fig. 5.6(a)). Ces îlots se trouvent au sein d’un même puits du réseau, de période spatiale
d  532 nm. Ils sont donc séparés d’une distance de l’ordre de la centaine de nanomètres,
qui est à comparer à la résolution maximale de notre système d’imagerie d’environ
3 µm : il nous est impossible d’observer in situ les îlots de stabilité sur notre dispositif
expérimental. Il est alors naturel de se poser la question de la mesure : comment accéder
aux populations relatives des îlots de stabilité? À partir d’un travail théorique traitant
de la manipulation de paquet d’onde dans l’espace des phases [Condon et al. (2014)],
l’équipe a imaginé un protocole de microscopie par rotation dans l’espace des phases.
Cette méthode a été validée avant l’étude de l’effet tunnel assisté par le chaos, aussi
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Figure 5.6 | Protocoles de rotation dans l’espace des phases. Nous utilisons cette
rotation pour transférer vers l’axe des impusions l’information initialement
contenue sur l’axe des positions. Afin de distinguer deux îlots symétriques
en position peuplés par des atomes (a), nous avons deux possibilités : (b)
arrêter la modulation et laisser les atomes évoluer dans le réseau statique,
pendant un temps de rotation trot correspondant au quart de période de
l’oscillation naturelle dans un puits, ou (c) appliquer la modulation pendant
une demi-période supplémentaire et ainsi tirer partie de la rotation des
îlots de stabilité donnée par l’Eq. 5.36.
bien par des simulations numériques [Dubertrand et al. (2016)] que par des expériences
préalables dans l’équipe [Fortun (2016)]. Rappelons ici son principe.
Nous n’avons certes pas accès à la distribution spatiale des atomes au sein d’un puits,
mais nous pouvons mesurer la distribution en impulsion en effectuant un ToF. L’idée
est alors de transférer vers l’axe des impulsions l’information contenue selon l’axe des
positions, à l’aide d’une rotation de π/2 dans l’espace des phases. Plusieurs schémas de
manipulation peuvent être envisagés ; nous en avons utilisé deux différents, présentés
Figs. 5.6(b) et (c).
La première méthode (Fig. 5.6(b)) consiste simplement à arrêter la modulation ε(t) et
ainsi revenir à un réseau statique de profondeur s. Nous maintenons ensuite les atomes
dans le réseau pendant un temps trot  TCdM/4, où TCdM  1/νCdM désigne la période
d’oscillation du centre demasse dans un puits du réseau statique (voir Eq. 2.39 du chapitre
2). Les atomes effectuent donc un quart d’oscillation, ce qui revient bien à effectuer la
rotation voulue dans l’espace des phases.
La deuxième méthode (Fig. 5.6(c)) exploite la modulation du réseau : quand nous
souhaitons mesurer les populations des îlots, nous laissons le système évoluer dans
le réseau modulé pendant un temps supplémentaire trot  T/2, qui correspond à une
demi-période de modulation. Les atomes continuent donc leur évolution selon l’Eq. 5.36,
ce qui implique bien une rotation de π/2 dans l’espace des phases après le temps de
rotation.
5.4 Mise en évidence expérimentale des bifurcations 167
Ces deux techniques aboutissent à un résultat similaire : les atomes de l’îlot de gauche
acquièrent après rotation une impulsion positive, tandis que les atomes dans l’îlot de
droite possèdent une impulsion négative. En coupant abruptement tous les confinements
après l’un ou l’autre de ces protocoles, puis en effectuant un ToF, nous mesurons la
distribution en impulsion résultante.
!
Toutes lesmesures quenous feronsporteront donc surunedistribution en impulsion.
Grâce à la rotation dans l’espace des phases, il s’agira d’une image directe de la
distribution spatiale de la fonction d’onde au sein d’un puits du réseau, reconstituée
à partir de la figure d’interférences due à l’ensemble des puits. La reconstruction
des populations "gauche" et "droite" sera expliquée plus en détail dans le chapitre 6.
Pour les expériences présentées dans ce chapitre, nous avons opté pour la première
méthode. Pour les mesures de l’effet tunnel assisté par le chaos, qui seront détaillées
dans le chapitre 6, nous avons utilisé la deuxième méthode, plus robuste vis-à-vis d’une
éventuelle dérive de la profondeur du réseau puisqu’elle ne repose que sur les paramètres
de modulation.
5.4.2 Protocole expérimental
La séquence expérimentale que nous utilisons pour sonder l’espace des phases est
indiquée Fig. 5.7. Cette séquence se déroule comme suit :
— Nous montons adiabatiquement le réseau optique à la profondeur s voulue. Cette
profondeur a été au préalable précisémentmesurée par notreméthode de calibration
(voir section 2.3.3) ;
— Nous déplaçons soudainement le réseau d’une distance ∆x que nous contrôlons
grâce à l’amplitude du saut de phase appliqué ϕ0 ;
— Demanière concomitante au déplacement du réseau, nous démarrons lamodulation
de sa profondeur à une fréquence ν et une amplitude ε0 choisies. Nous maintenons
les atomes dans le réseau modulé pendant un temps tmod qui correspond à un
multiple entier pair de la période de modulation : tmod  2nT où n ∈ N et T  1/ν ;
— Nous effectuons la rotation dans l’espace des phases, en ajoutant un maintien dans
le réseau statique d’une durée trot  TCdM/4. La période TCdM est connue grâce à la
calibration de la profondeur du réseau ;
— Enfin nous coupons tous les confinements et nous procédons à un ToF.
Pour retrouver la signature expérimentale de la bifurcation, nous fixons le nombre de
périodes de modulation 2n entre 4 et 10. Ces temps sont relativement courts vis-à-vis de
la dynamique quantique ; il n’y a donc pas encore d’effet d’interférences quantiques, que
nous étudierons au chapitre suivant. Néanmoins, ces temps sont également suffisamment
longs pour que la nature de la dynamique (régulière ou chaotique), associée à la condition
initiale testée, laisse une signature dans la distribution en impulsion. Comme cela a été
discuté section 5.3.3, nous fixons aussi la phase à l’origine de la modulation de sorte à
bien obtenir un cosinus, c’est-à-dire telle que la profondeur renormalisée vaille γ à t  0−
et γ(1 + ε0) à t  0+ (l’origine des temps étant prise au début de la modulation).
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Figure 5.7 | Protocole expérimental utilisé pour sonder un espace des phases mixte.
(a) Après avoir chargé les atomes dans le réseau optique statique, de
profondeur désirée s, nous déplaçons quasi-instantanément le réseau
optique en appliquant un déphasage ϕ0 contrôlé, et nous démarrons en
même temps lamodulation de la profondeur. Les paramètres demodulation
sont l’amplitude ε0 et la fréquence ν. Nous poursuivons la modulation
un nombre entier pair de périodes. Nous effectuons ensuite la rotation
dans l’espace des phases (voir section 5.4.1), puis procédons au ToF. (b) Le
déphasage du réseau initialement appliqué permet de varier la position
initiale des atomes dans l’espace des phases selon l’axe des positions.
Comme indiqué sur la Fig. 5.7, nous répétons ce protocole en changeant le déphasage
ϕ0 initialement appliqué, en le faisant varier entre −90° et +90°. Nous varions ainsi la
position initiale des atomes selon l’axe des positions sur l’intégralité de l’espace des
phases, et nous observons l’effet de cette position initiale sur les images d’absorption.
5.4.3 Résultats
Débutons cette section par une question simple : peut-on distinguer expérimentalement
une trajectoire régulière d’une trajectoire chaotique? En d’autres termes, si nous plaçons
initialement les atomes dans un îlot de stabilité ou dans la mer chaotique, y a-t-il une
signature visible sur les images d’absorption, et quelle est-elle?
Pour répondre à cette question, nous avons appliqué le protocole précédent. Nous
fixons la profondeur s du réseau, ainsi que la fréquence ν et l’amplitude ε0 de modulation,
ce qui fixe les paramètres sans dimension γ et ε0 qui contrôlent la dynamique classique
du système. En revanche nous changeons la position initiale des atomes dans l’espace des
phases en variant le déphasage ϕ0. Des exemples d’images d’absorption ainsi obtenues
pour (γ  0.348, ε0  0.27), après 4 périodes de modulation et différentes valeurs de ϕ0,
sont montrées Fig. 5.8 avec l’espace des phases correspondant. Deux des quatre images
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Figure 5.8 | Exemples d’images d’absorption obtenues dans un espace des phases
mixte. Lorsque les atomes sont initialement chargés dans un îlot stable
(ϕ0  0° et ϕ0  50°), la dispersion en impulsion reste petite, tandis que
des atomes placés initialement dans la mer chaotique (ϕ0  22° et ϕ0  80°)
voient leur distribution en impulsion s’étaler.
présentées ont été obtenues pour des atomes initialement placés dans un îlot régulier
(central ou de droite), les deux autres pour des atomes dans la mer chaotique.
Lorsque la position initiale des atomes correspond à une trajectoire régulière, nous
obtenons après ToF un nombre faible d’ordres de diffraction peuplés. Nous remarquons
également que la valeur moyenne de l’impulsion obtenue est bien celle attendue grâce à
la rotation dans l’espace des phases : quand les atomes sont chargés dans l’îlot central
sans déphasage ϕ0  0° l’impulsion moyenne est bien nulle, tandis que des atomes
initialement placés dans l’îlot de droite (ϕ0  50°) présentent après ToF une impulsion
moyenne négative. Cette situation est à comparer au cas chaotique : nous observons dans
ce cas bien plus d’ordres de diffraction peuplés. Pour s’en convaincre, un ajustement
gaussien montre sur chaque profil expérimental de la Fig. 5.8 l’enveloppe des pics de
diffraction obtenus. Il est clair que la largeur de l’enveloppe est directement reliée à la
position initiale des atomes dans l’espace des phases. Ainsi, pour des temps courts de
modulation, une fonction d’onde dans un îlot régulier à t  0 reste contenue dans cet îlot :
la distribution en impulsion présente par conséquent une faible dispersion. À l’inverse,
une fonction d’onde dans la mer chaotique va très rapidement diffuser et se délocaliser. Il
en résulte une large dispersion en impulsion.
170 Chap 5. Signature expérimentale de bifurcations dans un espace des phases mixte
x
p
É
ca
rt
-t
y
p
e 
en
im
p
u
ls
io
n
 (
h/
d)
1
2
3
-1/2 1/20 -1/2 1/20-1/2 1/20
Δx/d
Figure 5.9 | Détermination expérimentale de la position des îlots réguliers dans un
espace des phases mixte. Ligne du haut : portraits de phase obtenus
à ε0  0.27 et pour des valeurs croissantes de γ : γ  0.188 (gauche),
γ  0.265 (milieu), γ  0.348 (droite). Ligne du bas : Mesure expérimentale
de l’écart-type de la distribution en impulsion obtenue après ToF (Eq. 5.37),
en fonction du déplacement ∆x initialement appliqué aux atomes. Les
valeurs des paramètres (γ, ε0) utilisées sont celles générant les portraits de
phase de la ligne supérieure. Les tirets bleus correspondent à un ajustement
des résultats expérimentaux par une somme de fonctions gaussiennes.
La mesure de l’écart-type de la distribution en impulsion de la fonction d’onde est
ainsi révélatrice de la nature de la trajectoire associée à la position initiale des atomes
au sein d’un puits. Nous procédons Fig. 5.9 à l’étude systématique de trois espaces des
phases, obtenus pour ε0  0.27 fixé et pour des valeurs de γ égales à 0.188, 0.265 et 0.348.
Les espaces des phases associés présentent respectivement un, deux et trois îlots réguliers.
Dans chaque cas, nous scannons l’axe des positions, et nous traçons pour chaque position
initiale ∆x (contrôlée par le déphasage ϕ0, voir Eq. 2.18 du chapitre 2) l’écart-type en
impulsion défini selon :
σ(∆x) 
√√ N∑
j−N
Pj(∆x)
(
p j − p(∆x)
)
2
, (5.37)
où Pj(∆x) est la population mesurée, pour le déplacement ∆x, dans l’ordre j d’impulsion
p j  j~kL. Cette expression fait également intervenir l’impulsion moyenne p(∆x) dont
l’expression est :
p(∆x) 
N∑
j−N
Pj(∆x)p j . (5.38)
Les deux sommes courent sur l’ensemble des ordres visibles, avec N l’indice (en valeur
absolue) du plus grand ordre peuplé (par exemple, N  6 sur la Fig. 5.8). Nous observons
Fig. 5.9 des minima locaux de l’écart-type en impulsion qui indiquent la présence d’îlots
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réguliers. En ajustant la mesure σ(∆x) par une somme de fonctions gaussiennes, nous
sommes en mesure de déterminer la valeur du déphasage correspondant à un minimum,
et d’en déduire alors expérimentalement les positions x? de ces îlots.
Nous avons ainsi tous les outils nécessaires pour sonder expérimentalement les
bifurcations. En gardant le paramètre ε0  0.27 fixé et en variant γ dans l’intervalle
0.18 < γ < 0.36, l’îlot de stabilité central se scinde en deux puis trois îlots réguliers (voir
Fig. 5.9 et Fig. 5.10(a)), comme nous l’avions évoqué en section 5.3. Nous avons pris deux
ensembles de données :
— Les points à γ < 0.27 ont été obtenus en fixant la fréquence de modulation à
ν  80 kHz et en variant la profondeur s. En utilisant cette fréquence de modulation,
nous obtenons une constante de Planck effective ~eff  0.203.
— Les points à γ > 0.27 ont été obtenus avec une fréquence de modulation de
ν  70 kHz. Ce changement était nécessaire, car nous étions alors limité par la
profondeur du réseau optique si nous conservions ν  80 kHz.
=
À partir des expressions données Eq. 5.8, la profondeur du réseau optique
correspondant à γ  0.27 pour ~eff  0.203 est s  26. En prenant en compte
la modulation, la profondeur maximale nécessaire est alors s(1+ε0) ≈ 33 avec
ε0  0.27. Nous pouvons difficilement aller au-delà de cette valeur sans sortir
du régime linéaire de l’AOMa contrôlant la profondeur du réseau optique
(voir section 2.2.3 du chapitre 2).
Avec la fréquence de modulation ν  70 kHz, la constante de Planck effective vaut
~eff  0.232. Soulignons que γ varie comme ν−2 tandis que ~eff varie comme ν−1
(voir Eq. 5.8). Changer la fréquence de modulation modifie donc peu la constante
de Planck effective, tout en nous permettant d’accéder plus facilement aux grandes
valeurs de γ.
Pour chaque valeur de γ nous appliquons le protocole expérimental détaillé à la section
précédente et répétons l’analyse sur l’écart-type de la distribution en impulsion. Sur
la Fig. 5.10(b) nous confrontons les positions des centres des îlots réguliers déterminés
expérimentalement à la prédiction théorique. Les deux valeurs critiques en γ, obtenues à
partir de l’Eq. 5.25, sont γ(1)c  0.22 et γ
(2)
c  0.29. L’évolution théorique de la position des
deux îlots symétriques en x, indiquée en tirets bleus sur la Fig. 5.10(b), est donnée par :
x?(γ)  ±
√
8
(
1 +
ε0
2
− 1
4γ
)
(5.39)
et est directement obtenue à partir de l’Eq. 5.36.
Les résultats expérimentaux et théoriques sont globalement en bon accord. Nous
retrouvons en particulier la présence d’un, deux ou trois îlots à mesure que γ augmente.
Les deux valeurs différentes de ~eff, relativement proches, ont peu d’incidence sur
l’observation expérimentale.
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Figure 5.10 | Observation expérimentale de bifurcations dynamiques. (a) Évolution
de l’espace des phases en variant γ à ε0  0.27 fixé. L’îlot central se divise
d’abord en deux, puis en trois îlots de stabilité. (b) Évolution de la position
des centres des îlots réguliers en fonction de γ : les points correspondent
aux mesures expérimentales avec ~eff  0.203 (ronds creux) et ~eff  0.232
(carrés pleins), tandis que la prédiction analytique est indiquée par les
pointillés. L’aire bleue indique la limite de résolution dictée par ~eff. Les
barres d’erreur indiquent l’incertitude sur γ (due à une incertitude sur la
profondeur) et sur x? (donnée par l’ajustement gaussien de σ(∆x)).
=
La surface S de la fonction d’onde dans l’espace des phases est proportionnelle à
~eff. En supposant un état gaussien dont les dispersions ∆x et ∆p seraient égales,
nous avons également S ∝ ∆x2. Nous avons donc :
∆x ∝
√
~eff.
Avec les deux valeurs de ~eff utilisées, nous obtenons :
∆x(1) ∝
√
0.203  0.451 et ∆x(2) ∝
√
0.232  0.482
La différence, ramenée à la largeur de l’espace des phases, est donc de (∆x(2) −
∆x(1))/(2π)  0.005 soit moins de 1%.
Les écarts les plus importants entre points expérimentaux et courbes théoriques ont
surtout lieu au niveau des valeurs critiques γ(1)c  0.22 et γ
(2)
c  0.29, c’est-à-dire là où les
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bifurcations sont attendues. Dans les deux cas, ces écarts sont à mettre sur le compte de
la surface finie de la fonction d’onde du condensat dans l’espace des phases, qui limite
notre résolution :
— Proche de la première bifurcation 0.215 . γ . 0.23, la distance séparant les deux
îlots réguliers est petite. Nous n’arrivons pas à charger uniquement un seul des
deux îlots (la fonction d’onde débordant sur les deux), ce qui nous empêche de les
distinguer convenablement. La situation est résolue pour γ > 0.23 où la distance
entre les îlots est suffisamment grande.
— À la deuxième bifurcation 0.29 . γ . 0.32, la surface de l’îlot central venant de
réapparaitre est faible devant la surface, proportionnelle à ~eff, qu’occupe la fonction
d’onde. Nous ne pouvons donc pas charger le condensat dans l’îlot central tant que
celui-ci n’est pas suffisamment grand, ce qui devient le cas pour γ > 0.33.
Nous constatons également sur les Figs. 5.9 et 5.10 un décalage des centres des îlots
réguliers mesurés expérimentalement vers les valeurs négatives. Nous attribuons ce léger
offset à un problème technique : nous avons remarqué une différence entre le saut de
phase ϕ0 que nous programmons et le déplacement du réseau optique réellement perçu
par les atomes. Cette différence, que nous avons mesurée, est de l’ordre de 2% du pas d
du réseau optique.
5.5 Conclusion
Dans ce chapitre, nous nous sommes concentrés sur la dynamique classique obtenue
dans un régime de paramètres tels que l’espace des phases estmixte : trajectoires régulières
et trajectoires chaotiques y coexistent. Après avoir défini plusieurs grandeurs et notions
utiles pour ce chapitre et le suivant, j’ai consacré une section à la détermination théorique
du diagramme de bifurcation présenté Fig. 5.4 : en variant le paramètre γ à ε0 fixé, le
système subit deux bifurcations. Le portrait de phase évolue en conséquence en présentant
successivement un, deux et trois îlots de stabilité selon l’axe des positions. Cette étape
nous a également permis de comprendre la dynamique sub-période des trajectoires
régulières du système, dont nous nous servirons au chapitre 6 pour effectuer la rotation
dans l’espace des phases. Nous avons ensuite retrouvé expérimentalement ce diagramme
de bifurcation. Pour cela, nous avons varié la position initiale des atomes dans les puits
du réseau, et nous avons déduit de la dispersion en impulsion du nuage mesurée après
ToF la position des centres des îlots réguliers.
Considérons le portrait de phase avec deux îlots symétriques selon l’axe des positions,
par exemple le cas (2) de la Fig. 5.4, reporté sur la Fig. 5.11. En nous restreignant à la zone
centrale du portrait de phase, on retrouve les trajectoires bien connues du double-puits de
potentiel. Un puits du réseau modulé peut donc être décrit, de manière stroboscopique,
comme un double-puits. Notre système s’apparente alors à un super-réseau effectif,
caractérisé par deux périodes spatiales : le pas du réseau d  532 nm inchangé et la
distance d′ entre les deux positions stables au sein d’un site du réseau. Cette dernière
distance est par ailleurs variable puisqu’elle dépend des paramètres de modulation,
comme nous l’avons démontré en retrouvant le diagramme de bifurcation.
Nous n’avons considéré jusqu’à présent que la dynamique classique des atomes. Or
nous nous intéressons à l’évolution d’une fonction d’onde, il y a donc également une
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Figure 5.11 | Super-réseau effectif et effet tunnel. Les orbites stables au centre du
portrait de phase rappellent le double-puits de potentiel. En adoptant une
vision stroboscopique de notre système, celui-ci peut donc être décrit de
manière effective commeun super-réseau où interviennent deux longueurs
caractéristiques d et d′. En considérant la dynamique quantique, on conçoit
qu’il peut s’établir de l’effet tunnel entre les îlots gauche et droite.
dynamique quantique. En particulier, si nous reprenons l’analogie avec le double puits,
on comprend qu’il peut y avoir de l’effet tunnel entre les îlots réguliers. Ce type d’effet
tunnel dans un espace des phases mixte a été observé dans des expériences pionnières
dès le début des années 2000 [Hensinger et al. (2001a) et Steck et al. (2001)], en utilisant
les îlots réguliers symétriques en p. Comme on peut le voir sur la Fig. 5.11, ces îlots
symétriques en impulsion sont très anisotropes et requièrent une dispersion en impulsion
du paquet d’onde très petite. Nous avons fait le choix d’utiliser les îlots symétriques en x
qui à l’inverse se caractérisent par leur grande surface, ce qui facilite le chargement de la
fonction d’onde dans un de ces îlots. Dans cette configuration , nous avons pu observer
pour la première fois des résonances de l’effet tunnel assisté par le chaos, que je présente
dans le chapitre suivant.
CHAPITRE6
Observation des résonances de l’effet
tunnel assisté par le chaos
Une cause très petite, qui nous échappe, détermine un effet considérable que
nous ne pouvons pas ne pas voir, et alors nous disons que cet effet est dû au
hasard. Si nous connaissions exactement les lois de la nature et la situation
de l’Univers à l’instant initial, nous pourrions prédire exactement la situa-
tion de ce même Univers à un instant ultérieur. Mais, lors même que les lois
naturelles n’auraient plus de secret pour nous, nous ne pourrons connaître
la situation initiale qu’approximativement. Si cela nous permet de prévoir la
situation ultérieure avec la même approximation, c’est tout ce qu’il nous faut,
nous disons que le phénomène a été prévu, qu’il est régi par des lois ; mais il
n’en est pas toujours ainsi, il peut arriver que de petites différences dans les
conditions initiales en engendrent de très grandes dans les phénomènes fi-
naux ; une petite erreur sur les premières produirait une erreur énorme sur les
derniers. La prédiction devient impossible et nous avons le phénomène fortuit.
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177
À
l’occasion de son 60
ème
anniversaire en 1889, le roi Oscar II de Suède décida
d’accorder un prix à "une découverte importante dans le domaine de l’analyse
mathématique supérieure", chaque postulant devant envoyer de manière
anonyme sa contribution sur un des sujets définis par le jury. L’un de ces sujets traitait
de la stabilité du système solaire : si la trajectoire d’une planète est très proche de celle
obtenue en ne tenant compte que de la planète elle-même et du Soleil, il est tout à fait
légitime de se demander quelle est l’incidence aux temps longs des autres planètes,
considérées comme de faibles perturbations, sur cette trajectoire. C’est H. Poincaré qui
remporta le concours, en démontrant la stabilité dans le cas restreint du "problème réduit
des trois corps"
1
. Tandis que son manuscrit est imprimé dans la prestigieuse revue Acta
Mathematica et qu’une version prééditée est envoyée dans de nombreuses bibliothèques,
H. Poincaré découvre, suite à sa correspondance avec le mathématicien L. E. Phragmén
chargé de relire le manuscrit, que son résultat est faux. En corrigeant une erreur qu’il
avait faite dans sa démonstration, il aboutit à la conclusion exactement opposée : il met
en évidence l’existence de trajectoires très instables et pour de nombreuses situations, il
ne peut pas prédire ce qu’il va se passer. Par cette confrontation à un problème relevant
du chaos déterministe nait la théorie du chaos.
D’un côté, comme a pu s’en rendre compteH. Poincaré, le chaos déterministe implique
qu’il est difficile de prévoir une trajectoire donnée du système sur les temps longs à cause
d’une extrême sensibilité aux conditions initiales. D’un autre côté, cette grande sensibilité
peut être mise à profit pour modifier l’état du système considéré en appliquant seulement
de faibles perturbations. Cette possibilité, proposée dans le travail pionnier d’E. Ott et
al. [Ott et al. (1990)], offre de nouveaux moyens de contrôle pour les systèmes mixtes.
Le "contrôle par le chaos" [Shinbrot et al. (1993)] a depuis été utilisé avec succès dans
plusieurs systèmes classiques : on peut contrôler par ces méthodes le rythme cardiaque
[Garfinkel et al. (1992)] ou l’activité neuronale [Schiff et al. (1994)] dans un système
biologique, ou bien une diode laser chaotique [Roy et al. (1992)] ou encore une réaction
chimique [Petrov et al. (1993)].
Peut-on néanmoins transposer cette idée à un système quantique? Le passage du
régime classique au régime quantique n’est pas si simple car il n’existe pas de chaos à
proprement parler en physique quantique, l’équation de Schrödinger étant linéaire. La
théorie du chaos quantique s’intéresse alors aux systèmes quantiques dont l’analogue
classique, obtenu par le principe de correspondance, présente une dynamique chaotique.
La présence de chaos modifie le comportement de tels systèmes au niveau quantique, et
il est ainsi possible d’appliquer le concept de contrôle par le chaos.
Cela s’applique au système que nous considérons, soit un condensat de Bose-Einstein
dans un réseau optique fortement modulé. À la limite semi-classique, c’est-à-dire lorsque
l’échelle du régime quantique, donnée par ~eff, est plus petite que la taille typique des
structures classiques de l’espace des phases, un nouveau type de transport émerge : c’est
l’effet tunnel assisté par le chaos. Initialement proposé par S. Tomsovic et D. Ullmo
[Tomsovic etUllmo (1994)], ce phénomène a été étudié par les groupes deW. D. Phillips
[Hensinger et al. (2001a)] etM. G. Raizen [Steck et al., 2001] au début des années 2000.
Grâce à la sensibilité du taux tunnel aux paramètres expérimentaux, il est en principe
possible de contrôler la fréquence des oscillations tunnel et de la faire varier sur plusieurs
1. Dans ce problème où on considère seulement le Soleil, la Terre et Jupiter, on fait l’approximation que
la Terre a une masse nulle. Elle n’influence donc pas le mouvement des deux autres astres.
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ordres de grandeur. Néanmoins, ces expériences pionnières ont été faites avec des valeurs
de~eff tropgrandespour que l’onpuisse véritablement associer les observations faites àune
dynamique chaotique. Pour aller au-delà de ces premières expériences, nous avons choisi
d’étudier cet effet tunnel dans une configuration différente. Nous avons ainsi pu observer
sans ambigüité du transport médié par la mer chaotique, dont je présente les résultats
dans ce dernier chapitre. Notre étroite collaboration avec B. Georgeot, G. Lemarié et
M. Martinez de l’équipe Cohérence Quantique, du Laboratoire de Physique Théorique
(LPT) de Toulouse, nous a également permis d’interpréter nos résultats expérimentaux,
et d’identifier les états quantiques impliqués. Précisons d’ailleurs que l’ensemble des
simulations numériques et des graphes théoriques présentés dans ce chapitre sont le
résultat du travail de M. Martinez, doctorant dans cette équipe.
Je consacre la première section de ce chapitre à l’effet tunnel pouvant avoir lieu dans
un espace des phases mixte : après un bref rappel de l’effet tunnel "traditionnel" dans un
double-puits, je définis les deux types d’effet tunnel en jeu dans notre expérience, à savoir
l’effet tunnel dynamique et l’effet tunnel assisté par le chaos. Je profite de la deuxième
section pour situer notre approche vis-à-vis des expériences de 2001 [Hensinger et al.
(2001a) et Steck et al. (2001)]. Je détaille ensuite le protocole expérimental que nous avons
utilisé, pour présenter en fin de chapitre les différentes résonances du taux tunnel que
nous avons observées.
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6.1 Effet tunnel dans un espace des phases mixte
6.1.1 Rappels sur le double-puits
Considérons un potentiel en forme de double-puits. Nous prendrons pour exemple le
potentiel V de la forme :
V(x)  mω
2
8a2
(x − a)2 (x + a)2 . (6.1)
Ce potentiel présente deux positions stables en ±a, correspondant aux deux minima du
potentiel autour desquels il peut être vu comme un oscillateur harmonique :
V(x) '
x±a
1
2
mω2(x ∓ a)2. (6.2)
Ces deux puits sont séparés par une barrière d’énergie de hauteur V0  mω2/(8a2). Si
une particule classique d’énergie E0 < V0 est initialement placée dans un des deux puits,
elle y reste piégée à tout temps. Il en va autrement d’une fonction d’onde, compte tenu de
l’effet tunnel.
À la limite a → +∞ (Fig. 6.1(a) et (b)), le potentiel V est la somme de deux oscillateurs
harmoniques isolés séparés par une barrière d’énergie de hauteur infinie. Les états propres
de plus basse énergie sont alors les états fondamentaux de l’oscillateur harmonique,
localisés dans les puits de gauche et droite, notés |G〉 et |D〉 respectivement. Dans cet
exemple, ils s’écrivent en représentation position :
ψG(x)  〈x |G〉 
1
π1/4
√
aOH
exp
[
−
(
x + a
aOH
)]
2
et
ψD(x)  〈x |D〉 
1
π1/4
√
aOH
exp
[
−
(
x − a
aOH
)]
2
,
(6.3)
où aOH 
√
~/(mω) est la longueur associée à l’oscillateur harmonique quantique. Ces
deux états, d’énergie E0  ~ω/2 < V0, sont dégénérés.
Lorsque la barrière d’énergie entre les deux puits possède une hauteur finie (c’est-à-dire
lorsque la distance a est finie, Fig. 6.1(c) et (d)), les deux états |G〉 et |D〉 sont couplés par
effet tunnel. Dans la base {|G〉 , |D〉} l’Hamiltonien s’exprime alors comme :
H 
(
E0 −δ/2
−δ/2 E0
)
(6.4)
avec δ > 0 l’énergie de couplage entre les deux états. Après diagonalisation, nous
obtenons une nouvelle base {|χS〉 , |χAS〉} constituée d’un état symétrique |χS〉 et un état
anti-symétrique |χAS〉 :
|χS〉 
1√
2
(|G〉 + |D〉) et |χAS〉 
1√
2
(|G〉 − |D〉) , (6.5)
d’énergie propre ES  E0 − δ/2 et EAS  E0 + δ/2 respectivement. Le couplage des
états |G〉 et |D〉, représenté par le terme δ, induit donc une levée de dégénérescence,
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Figure 6.1 | Effet tunnel dans un double-puits de potentiel. On considère un double-
puits formé par deux oscillateurs harmoniques centrés en ±a (Eq. 6.1), ainsi
qu’une particule d’énergie E0 initialement placée dans le puits de gauche.
À la limite a → +∞, la barrière d’énergie séparant les deux puits est de
hauteur V0 infinie. Une particule classique (a) et une particule quantique
(b) sont toutes deux initialement piégées dans un seul des deux puits. La
fonction d’onde de la particule quantique correspond à l’état localisé |G〉.
Lorsque la valeur de a est finie, la particule classique (c) reste piégée dans
le puits de gauche tant que E0 < V0, tandis que la particule quantique (d)
peut passer dans l’autre puits par effet tunnel. Les états propres sont alors
les états symétrique |χS〉 et anti-symétrique |χAS〉, délocalisés sur les deux
puits.
proportionnelle à la valeur du couplage. Dans notre cas, la différence d’énergie (ou
splitting) entre les états symétrique et anti-symétrique ainsi obtenus est directement égale
à δ.
Si nous plaçons initialement les atomes dans le puits de gauche, c’est-à-dire |ψ(t  0)〉 
|G〉  (|χS〉 + |χAS〉)/
√
2, la fonction d’onde après un temps t s’écrit :
|ψ(t)〉  1√
2
(
|χS〉 e−i(E0−δ/2)t/~ + |χAS〉 e−i(E0+δ/2)t/~
)
∝ cos
(
δt
2~
)
|G〉 + i sin
(
δt
2~
)
|D〉
(6.6)
où la dernière expression est donnée à un terme de phase près. La probabilité de trouver
l’atome dans un puits ou l’autre évolue donc selon :
PG(t) 
1
2
(
1 + cos
(
δt
~
))
et PD(t) 
1
2
(
1 − cos
(
δt
~
))
. (6.7)
6.1 Effet tunnel dans un espace des phases mixte 181
Nous obtenons ainsi des oscillations entre le puits de gauche et le puits de droite : c’est
l’effet tunnel. Ces oscillations s’effectuent à la fréquence :
νtunnel 
δ
h
. (6.8)
La fréquence d’oscillation tunnel est donc directement proportionnelle au splitting δ entre
les états symétrique et anti-symétrique. On peut par ailleursmontrer dans l’approximation
semi-classiqueWKB que le splitting varie comme [Landau et Lifshitz (1958) et Tomsovic
et Ullmo (1994)] :
δ ∝ ~ e−S/~ (6.9)
où S est l’action classique, indépendante de ~, calculée à travers la barrière d’énergie 2. En
utilisant ce résultat, la fréquence tunnel varie donc finalement comme :
νtunnel ∝ e−S/~. (6.10)
Nous verrons que nous obtenons un résultat similaire pour l’effet tunnel dynamique.
6.1.2 Mécanisme à deux niveaux dans un espace des phases mixte : effet tunnel
dynamique
Le concept d’effet tunnel repose sur la nature ondulatoire de lamatière : nous venons de
rappeler qu’une fonction d’onde qui rencontre une barrière de potentiel a une probabilité
non nulle de passer au travers, contrairement à une particule classique ponctuelle. Si le
passage à travers une barrière d’énergie constitue la forme la plus "conventionnelle" de
l’effet tunnel, il existe également des cas où une fonction d’onde explore des trajectoires
classiquement interdites à cause de constantes du mouvement autres que l’énergie : on
parle alors d’effet tunnel dynamique. Ce type d’effet tunnel a initialement été proposé par
E. J. Heller etM. J. Davis en 1981 [Davis etHeller (1981)], et est principalement observé
dans des systèmes mixtes, où trajectoires régulières et chaotiques coexistent, tels que le
système que nous considérons.
Rappelons l’Hamiltonien adimensionné que nous avons introduit au chapitre précé-
dent :
Ĥ(x , p , t) 
p̂2
2
− γ [1 + ε0 cos(t)] cos(x̂), (6.11)
où γ et ε0 sont des paramètres (dont l’expression en fonctiondes grandeurs expérimentales
est donnée Eq. 5.8 du chapitre 5) qui modifient le paysage du portrait de phase. Nous
rappelons Fig. 6.2 un portrait de phase typique. Nous avons décrit au chapitre 5 l’évolution
classique des trajectoires, et nous en avons conclu qu’une particule classique initialement
placée dans un des îlots réguliers symétriques en position, puis observée toutes les deux
périodes de modulation, reste dans cet îlot. Puisqu’il est classiquement interdit de croiser
les trajectoires régulières entre les îlots, le passage d’un îlot à l’autre est impossible dans
le régime classique sans qu’il n’y ait pour autant de barrière d’énergie. En revanche,
2. On peut comprendre intuitivement l’expression de l’Eq. 6.9 : δ quantifie le couplage entre les états |G〉
et |D〉, on s’attend ainsi à ce qu’il diminue avec la largeur "effective" de la barrière, donc à la fois avec l’action
S 
∫
pdx et avec ~ (il n’y a plus d’effet tunnel à la limite classique ~→ 0).
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x
p
Figure 6.2 | Portrait de phase à deux îlots symétriques en position et effet tunnel
dynamique. Nous ne nous intéressons à notre système que de manière
stroboscopique, toutes les deux périodes de modulation. Dans ce cas,
les îlots réguliers correspondent à des positions d’équilibre stable et une
particule classique dans un îlot y reste à tout temps : c’est l’équivalent d’un
minimum de potentiel du double-puits. Les trajectoires régulières entre les
îlots contraignent la dynamique classique dans un îlot, et jouent donc à ce
titre le rôle de barrière. Par analogie avec le double-puits, il peut y avoir
de l’effet tunnel dynamique entre les îlots si l’on considère une fonction
d’onde plutôt qu’une particule classique ponctuelle.
compte-tenu de la nature ondulatoire de la fonction d’onde, il peut y avoir de l’effet tunnel
dynamique entre les îlots réguliers.
Nous nous trouvons dans une situation analogue au double-puits, et nous pouvons
réutiliser en partie les résultats de la section précédente. Nous adoptons néanmoins un
formalisme plus adapté à notre système en utilisant à la fois le théorème de Bloch et le
théorème de Floquet, ce dernier étant l’équivalent du théorème de Bloch pour la variable
de temps t.
théorème de bloch : L’Hamiltonien Eq. 6.11 étant périodique spatialement, de période
X  2π (en grandeur adimensionnée), nous appliquons le théorème de Bloch rappelé au
chapitre 2. Les solutions de l’équation de Schrödinger peuvent alors s’écrire :
ψk(x , t)  exp (ikx) uk(x , t) (6.12)
où k est le quasi-moment et où uk est une fonction périodique spatialement : uk(x+X, t) 
uk(x , t).
théorème de floquet : De plus, comme l’Hamiltonien Eq. 6.11 est périodique en
temps, de période T  2π (en grandeur adimensionnée), les solutions de l’équation de
Schrödinger peuvent se mettre sous la forme :
φn ,k(x , t)  exp
(
−i εn(k)t
~eff
)
exp (ikx) un ,k(x , t) (6.13)
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avec un ,k une fonction périodique à la fois en espace et en temps : un ,k(x + X, t + T) 
un ,k(x , t). Les états de Floquet-Bloch {|φn ,k〉} sont états propres de l’opérateur d’évolution
Û sur une période de modulation, soit :
Û(t , t + T) |φn ,k(t)〉  exp
(
−i εn(k)T
~eff
)
|φn ,k(t)〉 . (6.14)
Les grandeurs εn , qui dépendent du quasi-moment k, sont appelées quasi-énergies et
peuvent être calculées numériquement. Le spectre obtenu est invariant sous la transfor-
mation εn(k) → εn(k) + 2π~eff/T.
La dynamique quantique dans l’espace des phases mixte peut donc être décrite grâce
aux états de Floquet-Bloch {|φn ,k〉}, à condition que l’on se restreigne à une vision
stroboscopique de l’Hamiltonien Eq. 6.11. En effet, les états de Floquet-Bloch sont les
états propres du système stroboscopique. Comme pour le double-puits, nous pouvons
construire dans un espace des phases mixte des états |G〉 et |D〉 localisés sur les îlots
réguliers symétriques en position [Bohigas et al. (1993)]. Lorsque ~eff est suffisamment
petit, les états symétrique et anti-symétrique se projettent essentiellement sur deux états
de Floquet de symétrie opposée |φ+n ,k〉 et |φ
−
n ,k〉, que nous noterons pour simplifier |φ
+〉
et |φ−〉, de quasi-énergie ε+ et ε− respectivement. Nous avons donc :
|G〉 ≈ 1√
2
(
|φ+〉 + |φ−〉
)
et |D〉 ≈ 1√
2
(
|φ+〉 − |φ−〉
)
. (6.15)
Nous n’étudions le système que de manière stroboscopique, toutes les deux périodes de
modulation. En considérant un atome initialement dans l’îlot de gauche |ψ(t  0)〉  |G〉,
nous obtenons après 2n périodes de modulation (n ∈ N) :
|ψ(t  2nT)〉  Û(0, 2nT) |ψ(t  0)〉

1√
2
[
exp
(
−i 2nTε
+
~eff
)
|φ+〉 + exp
(
−i 2nTε
−
~eff
)
|φ−〉
]
∝ |φ+〉 + exp
(
−i 2nT(ε
− − ε+)
~eff
)
|φ−〉
(6.16)
La fonction d’onde va donc osciller, périodiquement et de manière cohérente, entre
les états |G〉 et |D〉 définis Eq. 6.15. En utilisant T  2π, on trouve que la fréquence
d’oscillation s’exprime comme :
νtunnel 
2δ
~eff
(6.17)
où δ  |ε+ − ε− | désigne maintenant le splitting entre les deux états de Floquet de
l’Hamiltonien stroboscopique, et où le facteur 2 provient du fait que nous étudions le
système toutes les deux périodes de modulation. Dans le cas de l’effet tunnel dynamique
ici considéré, on peut montrer qu’on obtient pour le splitting δ la même dépendance avec
~eff que celle donnée par l’Eq. 6.9 [Bohigas et al. (1993)]. Nous retrouvons donc finalement
la même évolution de la fréquence tunnel qu’à la sous-section précédente, soit :
νtunnel ∝ e−S/~eff , (6.18)
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avec cette fois-ci ~eff un paramètre contrôlable expérimentalement. En changeant sa valeur,
nous pouvons donc varier la fréquence de l’effet tunnel entre les deux îlots réguliers
suivant la dépendance de l’Eq. 6.18.
!
Ces oscillations tunnel sont un processus cohérent : la fonction d’onde est périodi-
quement décrite comme une superposition des états |G〉 et |D〉 qui correspondent
à deux états dynamiques distincts.
6.1.3 Mécanisme à trois niveaux dans un espace des phases mixte : effet tunnel
assisté par le chaos
Dans le cas d’une dynamique mixte, il arrive que le système ne puisse plus être décrit
simplement par les deux états réguliers symétrique et anti-symétrique. En effet, il existe
d’autres états de Floquet, localisés dans la mer chaotique, susceptibles d’interagir avec les
états réguliers : ils doivent donc être pris en compte. Or ces états chaotiques (qui peuvent
être symétriques ou anti-symétriques) voient leur énergie changer de manière erratique
lorsqu’on modifie un paramètre du système. Par leur interaction avec les états réguliers,
les états chaotiques sont responsables de grandes fluctuations du splitting entre les états
réguliers, ce qui se traduit par de larges variations du taux tunnel. C’est cette dynamique
à trois états, détaillée maintenant, que l’on appelle effet tunnel assisté par le chaos.
Considérons à nouveau l’Hamiltonien Eq. 6.11 que l’on étudie de manière strobosco-
pique : le système est dans ce cas bien décrit par des états de Floquet-Bloch. En plus
des états réguliers symétrique |φ+〉 et anti-symétrique |φ−〉 définis à la sous-section
précédente, nous considérons un troisième état |φc〉, d’énergie εc , localisé dans la mer
chaotique. Supposons dans la suite que l’état chaotique est symétrique
3
, et qu’il interagit
suffisamment avec l’état de même symétrie |φ+〉 pour qu’on ne puisse pas le négliger.
Dans la base {|φ−〉 , |φ+〉 , |φc〉}, l’Hamiltonien stroboscopique s’écrit :
H 
©­­«
ε− 0 0
0 ε+ β
0 β εc
ª®®¬ (6.19)
avec β la force du couplage entre l’état chaotique et l’état régulier symétrique. Nous nous
restreignons au sous-espace des états symétriques {|φ+〉 , |φc〉} et nous diagonalisons
l’Hamiltonien. Pour cela, il est utile de définir les grandeurs :
ε 
ε+ + εc
2
∆ 
ε+ − εc
2
(6.20)
3. Le raisonnement est identique dans le cas d’un état chaotique anti-symétrique, en considérant bien sûr
qu’il interagit cette fois-ci avec l’état anti-symétrique |φ−〉.
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ainsi que l’angle θ appelé angle de mixing tel que :
tan(2θ) 
β
∆
. (6.21)
Avec ces notations, on trouve les états propres :{
|φ(1)m 〉  cos(θ) |φ+〉 + sin(θ) |φc〉 ,
|φ(2)m 〉  − sin(θ) |φ+〉 + cos(θ) |φc〉 ,
(6.22)
avec les énergies propres ε(1)  ε +
√
∆2 + β2 et ε(2)  ε −
√
∆2 + β2 respectivement. Ces
deux nouveaux états sont des états mixtes : ils sont la superposition de l’état régulier |φ+〉
et de l’état chaotique |φc〉.
Il est instructif d’étudier les deux cas limites β  ∆ et β  ∆ :
— Considérons d’abord le cas où le couplage avec l’état chaotique β est faible devant
la différence d’énergie ∆ entre l’état régulier symétrique |φ+〉 et l’état chaotique
|φc〉 (également symétrique), soit β  ∆. Dans ce cas, l’angle de mixing est θ ≈ 0 et
les états propres sont : {
|φ(1)m 〉 ≈ |φ+〉 ,
|φ(2)m 〉 ≈ |φc〉 .
(6.23)
On retrouve les deux états distincts, l’état régulier |φ+〉 et l’état chaotique |φc〉.
On peut donc à nouveau considérer que la dynamique repose essentiellement
sur les deux états réguliers, l’état symétrique étant toutefois modifié par sa faible
interaction avec l’état chaotique. En effet, dans ce cas limite β  ∆, les énergies
propres s’expriment comme :
ε(1)  ε + ∆
√
1 +
(
β
∆
)
2
≈ ε+ +
β2
2∆
et ε(2)  ε − ∆
√
1 +
(
β
∆
)
2
≈ εc −
β2
2∆
(6.24)
On constate que l’état régulier symétrique |φ+〉, qui s’apparente à l’état |φ(1)m 〉 d’éner-
gie ε(1), voit son énergie modifiée d’une quantité β2/(2∆) par l’interaction avec l’état
chaotique. Le splitting δ entre les deux états réguliers peut donc grandement varier
du fait de cette interaction, et le taux tunnel fluctue en conséquence. Dit autrement,
si l’état chaotique |φc〉 participe peu (en termes de probabilité d’occupation) au
transport de la fonction d’onde d’un îlot à l’autre, qui est essentiellement assuré
par les deux états réguliers, sa présence modifie la différence d’énergie entre les
états réguliers et fait varier le taux tunnel, éventuellement sur plusieurs ordres de
grandeur : c’est la caractéristique de l’effet tunnel assisté par le chaos.
— Considérons maintenant le cas où le couplage avec l’état chaotique β est grand
devant la différence d’énergie ∆, soit β  ∆. L’angle de mixing est cette fois θ ≈ π/4,
et les états propres sont : {
|φ(1)m 〉 ≈ (|φc〉 + |φ+〉)/
√
2,
|φ(2)m 〉 ≈ (|φc〉 − |φ+〉)/
√
2.
(6.25)
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Il s’agit du mixing maximal, pour lequel nous avons une superposition cohérente et
équiprobable d’un état régulier et d’un état chaotique. Le transport est assuré par
les trois états |φ−〉, |φ(1)m 〉 et |φ(1)m 〉. Il faut alors considérer deux différences d’énergie,
ce qui se traduit par deux fréquences dans les oscillations par effet tunnel. Si les
différences d’énergie sont proches, les oscillations prennent la forme de battements.
Ces différents comportements se retrouvent sur le spectre en quasi-énergie Fig. 6.3(a),
où on fait varier un paramètre du système, ici 1/~eff, qui change le couplage β avec
l’état chaotique (en vert). Ce dernier interagit avec l’état régulier symétrique (en rouge),
tandis que l’état régulier anti-symétrique (en bleu) est inchangé. La Fig. 6.3(b) représente
la fréquence d’oscillation par effet tunnel νtunnel calculée à partir des différences en
quasi-énergie de ces états. Sur ces deux figures, nous avons représenté trois zones
distinctes :
— Les zones I et III, loin de la résonance, correspondent au cas β  ∆ : le transport
est essentiellement assuré par les deux états réguliers, mais l’état chaotique vient
modifier leur différence d’énergie, ce qui change la fréquence d’oscillation tunnel.
— La zone II, à la résonance, correspond au régime de fortmixing β  ∆. L’état régulier
symétrique (rouge) et l’état chaotique (vert) interagissent fortement pour donner
deux états mixtes (oranges) |φ(1)m 〉 et |φ(2)m 〉 : avec l’état régulier anti-symétrique
(bleu) |φ−〉 il y a donc trois états impliqués dans le transport, soit deux fréquences
d’oscillation tunnel. Nous observons également dans cette zone un croisement évité
entre les états qui interagissent. À cause de cette répulsion, l’état anti-symétrique et
un des états mixtes se croisent, leur différence en énergie devenant alors nulle. On
se trouve ici dans le cas particulier où il y a deux fréquences avec l’une qui tend
vers zéro.
Notons que dans ce cas précis, nous observons (i) que deux niveaux d’énergie se croisent
et (ii) que ce croisement et le point de mixing maximal sont très proches. Il s’agit là d’un
exemple particulier, et il n’y a en fait pas de règle. Il existe un grand nombre d’états
chaotiques dont l’énergie varie de manière erratique avec les paramètres du système,
ces résonances sont donc nombreuses et conduisent à des variations du taux tunnel par
plusieurs ordres de grandeur. Il s’agit là d’un transport quantique remarquable dans
lequel un état de la mer chaotique est impliqué : c’est l’effet tunnel assisté par le chaos. Ce
mécanisme de transport médié par la mer chaotique a été explicité dans [Tomsovic et
Ullmo (1994)], où cette appellation a par ailleurs été introduite.
!
Le transport par effet tunnel, dans un réseau "habillé" par une dynamique chaotique,
présente donc des résonances qui peuvent amplifier ou inhiber l’effet tunnel. En
variant un paramètre du système, on peut en principe changer à souhait le taux
tunnel : on retrouve là l’idée de contrôle par le chaos.
Afin de visualiser la correspondance entre un état quantique |ψ〉 et les structures
visibles sur le portrait de phase classique, il est commun d’utiliser la représentation de
Husimi de |ψ〉. Cette représentation permet d’associer à l’état |ψ〉 une fonction dans
l’espace des phases ψH définie selon :
ψH(x , p)  N
〈z |ψ〉2 (6.26)
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Figure 6.3 | Schéma de principe d’une résonance du taux tunnel pour l’effet tunnel
assisté par le chaos. (a) Spectre de quasi-énergie du doublet régulier
(état symétrique : rouge ; état anti-symétrique : bleu) et d’un état chaotique
symétrique (vert) en fonction du paramètre 1/~eff. L’interaction entre cet état
chaotique et l’état régulier symétrique conduit à un croisement évité : ces
deux étatsmixent et se repoussent. (b) Évolutionde la fréquenced’oscillation
tunnel νtunnel, proportionnelle aux différences de quasi-énergie, pour la
situation donnée en (a). Dans la zone II correspondant à un grand couplage
avec l’état chaotique, nous observons l’émergence de deux fréquences. Le
croisement de l’état anti-symétrique et d’un état mixte est à l’origine des
grandes variations de l’une de ces deux fréquences. (c-f) Représentations
de Husimi des états impliqués dans la dynamique : états réguliers anti-
symétrique (c) et symétrique (f) avant la résonance, état chaotique après la
résonance (d) et un des deux états mixtes (e).
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où |z〉 est un état cohérent normalisé associé au nombre complexe z  (x + ip)/
√
2~eff
[Mouchet et al. (2001)], qui correspond à un état gaussien de taille minimale (soit de
surface ~eff dans l’espace des phases). La fonction ψH est normalisée grâce à la constante
N. Cette représentation permet de connaitre la distribution de |ψ〉 dans l’espace des
phases.
Nous présentons Fig. 6.3(c-f) les représentations de Husimi de certains états dont la
quasi-énergie est tracée Fig. 6.3(a). Nous montrons par exemple :
— Les états réguliers symétriques (rouge, Fig. 6.3(f)) et anti-symétrique (bleu, Fig. 6.3(c))
avant la résonance. Ces états sont bien localisés sur les îlots réguliers.
— Un état chaotique (vert, Fig. 6.3(d)) après la résonance. La fonction d’onde est
localisée dans la mer chaotique.
— Un des deux états mixtes (orange, Fig. 6.3(d)), dans la zone II au plus fort mixing.
Cet état est localisé à la fois sur les structures régulières et dans la mer chaotique.
6.2 Contexte et état de l’art
Si l’effet tunnel dynamique et l’effet tunnel assisté par le chaos ont surtout été observés
avec des ondes électromagnétiques (cavité micro-onde [Dembowski et al. (2000) et
Hofferbert et al. (2005)] ou optique [Shinohara et al. (2010)]), l’intérêt pour les ondes de
matière s’est rapidement manifesté. En effet, comme le soulignaient en 2001 les auteurs de
[Mouchet et al. (2001)], les plateformes d’atomes froids, grâce à leur grande flexibilité, au
contrôle des mécanismes de dissipation ou encore aux temps de cohérence relativement
longs, offrent des conditions privilégiées pour l’étude de ces différents types de transport.
C’est ainsi que la même année, deux groupes américains ont publié chacun un article
démontrant des oscillations par effet tunnel entre deux îlots réguliers dans un espace des
phases mixte [Hensinger et al., 2001a ; Steck et al., 2001]. Pour cela, les équipes ont choisi
toutes deux d’utiliser des îlots réguliers symétriques en impulsion (voir Fig. 6.4(a) et (b)).
Ils n’ont toutefois pas obtenu le même type de transport : l’équipe deW. D. Phillips au
NIST parle d’effet tunnel dynamique quand l’équipe deM. G. Raizen à Austin évoque
un effet tunnel assisté par un état chaotique.
Ces résultats ont par la suite engendré de nombreuses études théoriques afin de
déterminer précisément les états impliqués, et voir si un état de la mer chaotique
participait ou non à la dynamique tunnel. S’il est vite apparu que les observations du
NIST correspondaient bien à un effet tunnel dynamique, impliquant seulement deux
états de Floquet [Luter et Reichl (2002) etHensinger et al. (2004)], l’expérience menée
à Austin a fait débat quant à l’appellation "d’effet tunnel assisté par le chaos". D’un
côté, les oscillations alors obtenues étaient bien le fruit d’une dynamique à trois états,
confirmée par l’observation de battements [Steck et al. (2002)]. D’un autre côté, plusieurs
travaux théoriques et numériques ont souligné que les valeurs de ~eff utilisées étaient trop
grandes [Averbukh et al. (2002) etMouchet et Delande (2003)] : s’il est facile d’identifier
trajectoires régulières et chaotiques dans un espace des phases classique, la transposition
de cette distinction au niveau quantique n’est pas possible pour la valeur ~eff ≈ 1 utilisée
dans les expériences. Cela n’a en effet de sens que dans le régime semi-classique, soit ~eff
petit devant l’unité. Les auteurs de [Averbukh et al. (2002)] regrettent d’ailleurs que le
groupe deM. G. Raizen n’ait pas vu de grandes variations du taux tunnel, puisque les
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Figure 6.4 | Comparaison des espaces des phases utilisés dans les différentes expé-
riences. (a) Espace des phases correspondant à l’expérience d’Austin. L’effet
tunnel a lieu entre les îlots réguliers symétriques en impulsion. Figure tirée
de [Steck et al. (2001)]. (b) Espace des phases correspondant à l’expérience
du NIST. L’effet tunnel a lieu entre les îlots réguliers symétriques en impul-
sion. L’un de ces îlots, entouré d’un rectangle noir, est agrandi en insert.
Figure tirée de [Hensinger et al. (2001a)]. (c) Espace des phases corres-
pondant à notre expérience. L’effet tunnel a lieu entre les îlots réguliers
symétriques en position, indiqués par les aires grisées.
fréquences mesurées étaient similaires à celles de l’expérience de l’effet tunnel dynamique
du NIST. Le deuxième point qui mérite d’être souligné concernant l’expérience d’Austin
porte sur le choix du paramètre varié : pour modifier le taux tunnel les auteurs de
[Steck et al. (2001)] ont fait varier la profondeur renormalisée γ. Si ce paramètre, comme
tout paramètre du système, change effectivement le taux tunnel, il s’agit surtout d’un
paramètre qui modifie la structure classique de l’espace des phases. On s’éloigne alors du
cadre conceptuel habituellement utilisé qui consiste à garder constants les paramètres
classiques γ et ε0 pour obtenir un espace des phases fixe, tout en diminuant suffisamment
~eff de sorte à pouvoir adopter une vision semi-classique.
C’est dans ce contexte que notre équipe a souhaité participer à l’effort de la communauté
afin d’observer une manifestation claire de l’effet tunnel assisté par le chaos. Un article
publié par l’équipe en 2016 [Dubertrand et al. (2016)] évoque une nouvelle configuration
pour faciliter cette observation : l’idée est d’utiliser non pas des îlots symétriques en
impulsion, mais les îlots symétriques en position sur lesquels nous nous concentrons
depuis le chapitre 5. Ces îlots présentent deux avantages :
1. Ils sont plus robustes vis-à-vis d’une distribution en quasi-moment k. En effet,
l’une des faiblesses des expériences pionnières est leur grande dépendance au
quasi-moment, car les îlots utilisés reposent sur la symétrie p → −p qui est brisée
pour un quasi-moment non nul. Ce point, qui a d’ailleurs été souligné dans les
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NIST Austin Toulouse
Espèce atomique Sodium (Na) Césium (Cs) Rubidium (Rb)
Condensat? Oui Non Oui
Nombre d’atomes 3 × 106 < 106 3 × 104
Symétrie des îlots réguliers p p x
~eff 0.8 – 0.9 1 – 2.1 0.2 – 0.4
Nombremaximal de périodes
de modulation
40 & 160 200 – 300
νtunnel/ν (×10−2) 7 – 17 3 – 6 0.6 – 6
Table 6.1 | Résumé des paramètres et résultats des différentes expériences d’effet
tunnel dans un espace des phases mixte. Nous comparons les grandeurs
typiques entre les expériences faites au NIST [Hensinger et al. (2001a)], à
Austin [Steck et al. (2001)] et celles présentées dans ce manuscrit. Nous
y reportons en particulier l’intervalle typique de ~eff utilisé, ainsi que les
fréquences d’oscillation tunnel νtunnel mesurées (ramenées à la fréquence de
modulation).
articles expérimentaux [Hensinger et al. (2001a) et Steck et al. (2001)] et théoriques
[Mouchet etDelande (2003)], est à l’origined’un fort amortissement des oscillations.
Avec des îlots symétriques en position, la symétrie x → −x est préservée même à
k , 0. L’amortissement est dans ce cas plus faible, et nous pouvons mesurer un plus
grand nombre de périodes.
2. Les îlots en x présentent une plus grande surface et sont plus isotropes que les îlots
en p (voir Fig. 6.4). Il est donc plus simple d’y charger efficacement une fonction
d’onde.
Notre équipe avait également identifié deux autres éléments ayant pu limiter les observa-
tions des expériences de 2001 : (i) les réseaux optiques utilisés, relativement proches de
résonance (désaccord de quelques dizaines de GHz), sont une source de décohérence
à cause de l’émission spontanée, et (ii) les atomes tombent sous l’effet de la gravité,
réduisant le temps disponible pour effectuer l’expérience. Ces deux facteurs sont résolus
sur notre dispositif, puisque le réseau optique est désaccordé de 10
5
GHz, et que le piège
hybride maintient les atomes pendant toute la dynamique dans le réseau.
Le tableau 6.1 compare plusieurs paramètres et résultats expérimentaux entre les
différents travaux sur l’effet tunnel assisté par le chaos. Notons que nous avons utilisé des
valeurs de ~eff deux à dix fois plus petites, et réussi à observer au maximum un facteur 10
entre la plus petite et la plus grande valeur de fréquence d’oscillation tunnel. Nous nous
sommes concentrés sur les résonances, traits caractéristiques de l’effet tunnel assisté par
le chaos. Nous présentons dans la section suivante le protocole expérimental que nous
avons utilisé.
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Figure 6.5 | Nombre de données prises sur le CAT au cours de l’année 2019. La courbe
supérieure montre le nombre d’images expérimentales enregistrées par
jour, la courbe inférieure le nombre cumulé d’images.
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Après avoir changé le laser utilisé pour le piège dipolaire à la fin de l’année 2018, nous
avons débuté l’étude du CAT le 14 décembre 2018. Ce travail s’est ensuite étalé sur un an,
quasiment à temps plein, comme l’indique la Fig. 6.5.
La dynamique du système étudié étant chaotique, la variation du taux tunnel avec
n’importe quel paramètre du système peut potentiellement être très rapide. Cette grande
sensibilité impose de fortes contraintes sur les paramètres expérimentaux, notamment
sur γ qui dépend de la profondeur du réseau optique. Afin de prendre en compte ces
contraintes, nous avons peu à peu affiné notre méthodologie, aussi bien en ce qui concerne
le protocole expérimental que le traitement et l’analyse des données.
Nous consacrons cette section à cette méthodologie. Nous présentons d’abord trois
paramètres expérimentaux que nous avons identifiés comme étant les principaux facteurs
limitants l’observation des oscillations :
1. La stabilité de la profondeur du réseau optique ;
2. L’influence du confinement via le quasi-moment ;
3. Le nombre d’atomes.
Ces points clés permettent de justifier le protocole expérimental vers lequel nous avons
convergé et que nous explicitons par la suite. Enfin nous nous concentrons sur les données
elles-mêmes : nous montrons comment nous mesurons les populations dans les îlots de
stabilité, et nous détaillons l’étape d’extraction des fréquences d’oscillation.
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6.3.1 Identification des facteurs limitants
Stabilité du réseau optique
La fréquence des oscillations par effet tunnel va en premier lieu dépendre des para-
mètres classiques γ et ε0. En pratique et pour les gammes de paramètres étudiées, ce sont
des variations de γ qui modifient le plus cette fréquence. Par exemple, nous comparons
sur les Fig. 6.6(a) et Fig. 6.6(b) les fréquences tunnel attendues en fonction de 1/~eff pour
différentes valeurs de γ et ε0 autour du point (γ  0.375, ε0  0.240), correspondant à la
première résonance que nous présenterons section 6.4. Dans cet exemple, nous faisons
varier γ de 1.5% et ε0 de 2% environ : il est clair que ce sont les fluctuations en γ qui
induisent la plus grande variation de la fréquence tunnel.
Nous savons par l’Eq. 5.8 du chapitre 5 que γ dépend linéairement de la profondeur
du réseau s. Or la mesure d’une oscillation tunnel nécessite typiquement 1h30 de prise
de données, temps sur lequel la profondeur peut dériver. N’ayant pas de moyen de lutter
efficacement contre cette dérive lente, nous avons décidé d’encadrer chaque mesure
d’oscillation tunnel par des calibrations de la profondeur du réseau (une avant, une après).
Nous ne conservons les données expérimentales de l’oscillation tunnel que si la variation
résultante de γ entre les deux calibrations est inférieure à 2%.
Confinement harmonique et quasi-moment
Un autre paramètre pouvant modifier la fréquence tunnel est le quasi-moment k. En
effet, nous avons vu en sous-section 6.1.2 que les quasi-énergies dépendent du quasi-
moment, on s’attend donc à ce que le splitting δ varie avec k, induisant par conséquent
une variation de la fréquence tunnel.
Considérons dans un premier temps le cas d’un système idéal peuplant un nombre
infini de sites du réseau optique. Ce système est alors caractérisé par une seule valeur de
quasi-moment k. La Fig. 6.6(c) présente le résultat de simulations numériques effectuées
dans le cas du système idéal, pris dans notre configuration d’îlots réguliers symétriques
en position. Nous suivons sur cette figure l’évolution de la fréquence tunnel νtunnel en
fonction de 1/~eff pour trois valeurs différentes de k. Ces simulations montrent que la
dépendance avec le quasi-moment est surtout visible aux résonances : loin des résonances,
les fréquences sont les mêmes quelle que soit la valeur de k, tandis que les résonances
sont modifiées lorsqu’on change le quasi-moment.
Le condensat ayant une taille finie, il occupe un nombre fini de sites du réseau.
Il est donc décrit non pas par un seul quasi-moment mais par une distribution en
quasi-moment, centrée en k  0 et de largeur finie. Chaque atome, de quasi-moment
k appartenant à la distribution, va effectuer une oscillation tunnel avec une fréquence
νtunnel(k) qui lui est propre. Dans ce cas le signal total mesuré au niveau des résonances
est la superposition de l’ensemble de ces oscillations : cet effet résulte en un brouillage (ou
un amortissement) du signal total. Nous cherchons donc à réduire au maximum la largeur
de la distribution initiale en quasi-moment du condensat. Pour cela, nous décomprimons
le piège harmonique avant le chargement dans le réseau optique, afin d’augmenter la
taille initiale du condensat et de nous rapprocher du système idéal.
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Figure 6.6 | Résultats de simulations numériques effectuées par le LPT : variation de
la fréquence tunnel en fonction de différents paramètres expérimentaux.
Évolution de la fréquence d’oscillation tunnel νtunnel avec 1/~eff pour (a)
ε0  0.240, k  0 et trois valeurs de γ ; (b) γ  0.375, k  0 et trois valeurs
de ε0 ; (c) γ  0.375, ε0  0.240 et trois valeurs de k.
Réduction du nombre d’atomes
Le dernier point clé s’est trouvé être le nombre d’atomes. Nous avons commencé
l’étude du CAT avec des condensats contenant typiquement N ≈ 1.5× 105 atomes. Malgré
des premiers signaux encourageants, l’amortissement observé dans ces conditions était
toujours limitant et nous ne pouvions pas mesurer de fréquence d’oscillation de manière
fiable (voir Fig. 6.7(a)). Comme l’illustre la Fig. 6.7(b), cet amortissement a été fortement
réduit lorsque nous avons utilisé des condensats plus petits, avec un nombre d’atomes
initial d’environ N ≈ 3 × 104. Nous avons pour cela raccourci le temps de chargement du
MOT 3D et allongé l’évaporation finale dans le piège hybride.
Il est clair par cet exemple que les interactions interatomiques sont responsables
de cet amortissement, puisqu’en diminuant le nombre d’atomes initialement chargés
dans le réseau, nous diminuons la densité atomique n et réduisons ainsi la contribution
du terme d’interaction gn de l’équation de Gross-Pitaevskii (section 1.1.3 du chapitre
1). Nous pensons que les interactions sont à l’origine de décohérence dans le réseau
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Figure 6.7 | Observation expérimentale de l’amortissement des oscillations tunnel
dû au nombre d’atomes. Nous comparons deux oscillations CAT obtenues
pour deux nombre d’atomes différents : (a) N ≈ 1.2× 105 et (b) N ≈ 4× 104.
Les paramètres classiques sont γ  0.225 et ε0  0.59.
optique, détruisant les oscillations tunnel qui sont un processus cohérent. Le signal que
nous mesurons est par ailleurs obtenu à partir d’une figure d’interférences impliquant
l’ensemble des puits du réseau : un déphasage de la fonction d’onde entre puits, dû aux
interactions, est alors suffisant pour "tuer" ce signal. Ces hypothèses seront testées dans le
futur par notre équipe, une étude dédiée à la décohérence de ce système étant prévue.
6.3.2 Séquence expérimentale
Préparation de l’état initial
Pour obtenir des condensats à faible nombre d’atomes (N ≈ 3 × 104), nous diminuons
le temps de chargement du MOT 3D entre 2 et 3 s et nous rallongeons l’évaporation
finale dans le piège hybride. Nous nous assurons à chaque fois que le nombre d’atomes
ainsi obtenu est stable (variation de N l’ordre de 10% maximum). Après avoir obtenu le
condensat, nous décomprimons le piège hybride en enlevant le faisceau dipolaire vertical
grâce à une rampe linéaire de 400 ms, afin de diminuer la largeur en quasi-moment.
C’est donc un "petit" condensat, dans un piège hybride décomprimé, que nous
chargeons dans le réseau optique.
Protocole dans le réseau
Le protocole expérimental pour l’étude du CAT est très similaire à celui utilisé pour
l’étude des bifurcations du chapitre 5. Résumé en Fig. 6.8, ce protocole consiste en :
— La montée adiabatique du réseau à une profondeur s, pour charger les atomes au
fond des puits sans vitesse initiale. Cet état dynamique du système correspondant
au point (x  0, p  0) de l’espace des phases. La profondeur a été précisément
calibrée au préalable.
— Un déplacement soudain du réseau optique en appliquant une phase ϕ0.
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Figure 6.8 | Protocole expérimental utilisé pour observer l’effet tunnel entre deux
îlots réguliers symétriques en position. Après chargement adiabatique
du condensat dans le réseau optique à la profondeur s, nous procédons aux
étapes suivantes : (1) Nous appliquons un déplacement soudain du réseau
pour placer les atomes sur les pentes des puits. Nous démarrons en même
temps la modulation d’amplitude. (2) Nous modulons la profondeur du
réseau optique, à une fréquence ν  1/T et avec une amplitude ε0, pendant
un nombre entier pair de périodes de modulation : tmod  2nT. (3)Nous
appliquons la rotation dans l’espace des phases en modulant pendant un
temps trot  T/2 supplémentaire.
— Une modulation de la profondeur du réseau, avec une fréquence de modulation ν
et une amplitude ε0, pendant une durée tmod.
— La rotation dans l’espace des phases, effectuée ici grâce à l’application d’une
demi-période de modulation supplémentaire (voir section 5.4.1).
— Un ToF de 25 ms après avoir coupé tous les pièges.
Contrairement au chapitre précédent, le déphasage appliqué ϕ0 est fixé : il est choisi
de sorte à peupler un des deux îlots réguliers, symétriques en position, à tmod  0
(Fig. 6.8 étape (1)). Nous démarrons la modulation en même temps que nous effectuons
le déphasage, en respectant le saut initial de profondeur γ(1 + ε0). Nous faisons varier
le temps de modulation tmod, ce qui nous permet de reconstruire l’oscillation tunnel
entre les deux îlots réguliers (Fig. 6.8 étape (2)). Nous ne considérons que les temps
de modulation correspondant à un nombre entier pair de périodes de modulation :
tmod  2nT, n ∈ N. Finalement, pour accéder aux populations des îlots de droite et de
gauche, nous procédons à la rotation dans l’espace des phases en laissant le système
évoluer dans le réseau modulé pendant un temps supplémentaire trot  T/2 (Fig. 6.8
étape (3)). Grâce à cette rotation, les atomes initialement dans l’îlot de gauche acquièrent
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Figure 6.9 | Reconstruction des populations des îlots réguliers gauche et droite. (a-d)
Images d’absorption expérimentales obtenues après un ToF de 25 ms, après
différents temps de modulation. (e-h) Profils intégrés correspondants, où
les états d’impulsions sont clairement visibles. Les atomes initialement dans
l’îlot régulier de droite (resp. de gauche) acquièrent, après rotation dans
l’espace des phases, une impulsion négative (resp. positive). (i) Populations
des îlots réguliers, calculées à partir des états d’impulsion selon l’Eq. 6.27,
en fonction du temps de modulation.
une impulsion positive, tandis que les atomes de l’îlot de droite acquièrent une impulsion
négative.
!
Insistons encore une fois sur le point suivant : si nous considérons à t  0 une
particule classique placée dans un des îlots réguliers, alors nous observerons la
particule dans ce même îlot si nous effectuons la mesure de sa position toutes les deux
périodes de modulation. Dit autrement, une particule classique reste dans son îlot si
nous adoptons une vision stroboscopique, de période 2T, du système (se référer à
la section 5.3.3 pour plus de détails).
Les images d’absorption, prises après ToF, présentent à nouveau des ordres de diffrac-
tion, à partir desquels nous pouvons retrouver les populations des îlots réguliers. Nous
détaillons ce point dans la suite.
6.3.3 Reconstruction des populations des îlots réguliers
L’information qui nous intéresse est la population relative (ou, de manière équivalente,
la probabilité d’occupation) des îlots réguliers droite D et gauche G après un temps de
modulation tmod  2nT. Ces populations, désignées par PD et PG, peuvent être calculées
à partir des images d’absorption obtenues après ToF. Nous nous appuierons sur la Fig. 6.9
pour expliquer cette démarche.
Grâce à la rotation dans l’espace des phases, expliquée section 5.4.1 et rappelée
Fig. 6.8, nous transférons les populations des îlots depuis l’axe des positions vers l’axe des
impulsions. La distinction qu’il convient alors de faire porte sur le signe de l’impulsion : les
atomes occupant l’îlot de droite possèdent après rotation une impulsion négative, tandis
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que les atomes dans l’îlot de gauche ont une impulsion positive. Nous avons représenté
sur la Fig. 6.9(a-d) des images d’absorption obtenues après modulation (le temps étant
indiqué dans le coin supérieur gauche), ainsi que les profils intégrés correspondants en
Fig. 6.9(e-h). Nous observons les ordres de diffraction habituels, d’impulsion p j  j~kL
et de population Pj . Les populations normalisées dans les îlots réguliers PD et PG sont
alors simplement obtenues à partir des populations Pj en calculant :
PD  P0/2 +
−N∑
j−1
Pj et PG  P0/2 +
+N∑
j+1
Pj , (6.27)
où N > 0 est l’indice, en valeur absolue, du plus grand ordre peuplé visible. Ces définitions
sont une conséquence directe de la rotation dans l’espace des phases, et assurent d’avoir
PD + PG  1. Nous avons tracé un exemple de l’évolution de ces populations en fonction
du temps de modulation en Fig. 6.9(i) : des oscillations sont clairement visibles. Nous
nous intéressons à la fréquence de ces dernières, que nous devons extraire à partir du
signal brut.
6.3.4 Extraction des fréquences d’oscillation tunnel
Les oscillations tunnel observées pouvant être très amorties, il est parfois difficile
d’extraire toutes les fréquences présentes dans les oscillations des populations des îlots, en
particulier en présence d’une éventuelle fréquence secondaire. Nous avons donc convergé
vers la procédure d’analyse suivante, appliquée à l’ensemble des données :
1. Nous calculons les transformées de Fourier discrètes des évolutions temporelles
des populations des îlots :
yG( fi)  FFT[PG(t)]( fi) et yD( fi)  FFT[PD(t)]( fi). (6.28)
Nous mesurons les oscillations avec un pas de temps ∆t pendant une durée tmod :
le pas en fréquence des spectres est donc ∆ f  1/tmod et les fréquences s’expriment
comme fi  i×∆ f , i ∈ N. Le spectre utile est compris dans l’intervalle fi ∈ [0, fech/2],
où fech  1/∆t est la fréquence d’échantillonnage.
2. Nous effectuons la moyenne des spectres :
y( fi) 
yD( fi) + yG( fi)
2
. (6.29)
3. Nous déterminons une valeur seuil ymin que nous avons définie selon :
ymin  2y avec y 
1
N
N−1∑
i0
y( fi), (6.30)
N étant le nombre de points dans le spectre utile. La valeur y correspond à la
moyenne du spectre en fréquence : si ce dernier consiste en quelques pics sur du
bruit, la valeur moyenne sera légèrement au-dessus du bruit. La valeur seuil, qui
correspond au double de cette moyenne, donne donc de manière empirique une
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valeur minimale pour nous assurer qu’un pic émerge suffisamment par rapport au
bruit des spectres en fréquence.
4. Nous cherchons les deux plus grands maxima du spectre en fréquence y(1)
max
et y(2)
max
qui se trouvent au-dessus de ymin. Nous avons y
(1)
max
> y(2)
max
.
5. Nous gardons systématiquement le premier pic y(1)
max
, mais nous imposons une
condition supplémentaire sur y(2)
max
: nous ne conservons le deuxième pic que s’il
satisfait la condition y(2)
max
≥ y(1)
max
/3, c’est-à-dire si sa hauteur est au moins égale
à un tiers de la hauteur du premier pic. Ce choix nous assure que la fréquence
secondaire n’est pas négligeable.
6. Les fréquences d’oscillation expérimentales ν(1) et ν(2) sont extraites en procédant
à une moyenne pondérée sur trois points autour des valeurs y(1)
max
et y(2)
max
. Par
exemple, si y(1)
max
correspond à la valeur yk  y( fk) du spectre, nous calculons :
ν(1) 
fk−1 yk−1 + fk yk + fk+1 yk+1
yk−1 + yk + yk+1
. (6.31)
De plus, nous supposons que la mesure des fréquences d’oscillation ν(i) se distribue
autour des y(i)
max
selon une loi triangulaire. Suivant cette loi, l’erreur ∆ν faite sur la
détermination des fréquences est :
∆ν  ±∆ f /(2
√
6). (6.32)
L’ensemble des choix faits pour ce protocole permet de rendre compte des caractéristiques
principales des différentes oscillations obtenues, et d’en extraire les fréquences demanière
pertinente.
6.4 Mise en évidence expérimentale
Dans cette dernière section, nous présentons l’ensemble des résultats expérimentaux
liés à l’effet tunnel dans un espace des phases mixte. Nous montrons d’abord une
mesure de l’effet tunnel dynamique, où seuls deux états réguliers sont nécessaires
pour comprendre le transport. Cette mesure, qui montre une évolution monotone de
la fréquence tunnel avec 1/~eff, comme prévu par l’Eq. 6.18, constitue une référence
à laquelle nous comparons les résonances de l’effet tunnel assisté par le chaos. Nous
présentons dans la suite quatre de ces résonances, que nous analysons à partir du spectre
en quasi-énergie et des représentations de Husimi.
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6.4.1 Mesure de l’effet tunnel dynamique
Pour observer l’effet tunnel dynamique, nous nous plaçons dans un portrait de phase
avec deux îlots réguliers symétriques en position mais sans trajectoire chaotique entre
ces îlots. Nous choisissons les paramètres (γ  0.25, ε0  0.14) qui génèrent le portrait
de phase indiqué Fig. 6.10(b). On peut voir sur ce portrait que les îlots réguliers sont
"protégés" par les orbites régulières qui les entourent : deux trajectoires ne pouvant se
croiser dans un portrait de phase, il ne peut donc pas y avoir de trajectoire chaotique au
centre du portrait de phase. Cette configuration réduit considérablement la possibilité
d’une dynamique à trois états impliquant un état chaotique.
Servons-nous d’un exemple de données expérimentales pour résumer les étapes
successives permettant d’aboutir à la mesure de la fréquence d’oscillation tunnel en
fonction d’un paramètre du système, ici ~eff :
1. Nous appliquons le protocole expérimental décrit en section 6.3.2. Pour notre
exemple, les paramètres expérimentaux associés au réseau optique sont :
— la profondeur s  7.5 ;
— l’amplitude de modulation ε0  0.14 ;
— la fréquence de modulation ν  44.61 kHz;
— le déplacement initial ϕ0  15°, ce qui correspond à une distance ∆x/π ≈ 0.17.
Avec ces valeurs, nous obtenons (γ  0.25, ε0  0.14) et 1/~eff  2.75. Nous varions
le temps de modulation tmod en incrémentant le nombre de périodes de modulation,
de 0 à 80 par pas de 2. Les images d’absorption obtenues sont concaténées et
le résultat est montré Fig. 6.10(a). Une oscillation est clairement visible entre les
impulsions positives et négatives.
2. En appliquant les définitions données section 6.3.3, nous reconstruisons les popu-
lations PD et PG des îlots réguliers à partir des populations relatives Pj des états
d’impulsion p j . Nous obtenons de cette façon la Fig. 6.10(c).
3. Nous calculons ensuite le spectre en fréquence de ces signaux, montré Fig. 6.10(d),
afin d’en extraire la fréquence d’oscillation tunnel νtunnel (et l’erreur estimée) en
suivant la méthode présentée section 6.3.4.
Nous mesurons ainsi une fréquence d’oscillation tunnel νtunnel pour une valeur donnée
de ~eff. En variant à la fois la profondeur du réseau optique et la fréquence de modulation,
nous pouvons changer la valeur de ~eff en gardant γ constant (voir Eq. 5.8 du chapitre 5).
Nous répétons alors la mesure de la fréquence d’oscillation pour des valeurs de 1/~eff
comprises entre 2.4 et 4.3 : l’ensemble des résultats est résumé Fig. 6.10(e).
Les points expérimentaux sont comparés au résultat de simulations numériques
tenant compte d’une variation maximale de γ de 2%. Les fréquences d’oscillation tunnel
s’alignant selon une droite pour une échelle logarithmique selon l’axe des ordonnées, nous
confirmons bien la dépendance attendue par l’Eq. 6.18. Sur l’intervalle de ~eff considéré,
le taux tunnel est divisé par 2 environ. Nous comparons maintenant ce résultat à l’effet
tunnel assisté par le chaos.
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Figure 6.10 | Mesure de l’effet tunnel dynamique. (a) Images d’absorption prises après
ToF et intégrées selon l’axe perpendiculaire au réseau optique, obtenues en
appliquant le protocole expérimental défini section 6.3.2. Les paramètres
de l’Hamiltonien adimensionné sont (γ  0.25, ε0  0.14) et 1/~eff  2.75.
(b) Portrait de phase correspondant. Les îlots réguliers entre lesquels la
fonction d’onde oscille sont indiqués par les aires grisées. (c) Évolution
des populations PD (rouge) et PG (bleu) des îlots réguliers, calculées à
partir des images d’absorption, en fonction du temps de modulation tmod.
(d) Moyenne des transformées de Fourier des oscillations des populations.
La valeur seuil ymin définie Eq. 6.30 est indiquée par des tirets gris
horizontaux. La fréquence mesurée des oscillations est indiquée par
des tirets rouges verticaux. (e) Ensemble des fréquences tunnel νtunnel
mesurées expérimentalement (en unité de fréquence de modulation ν,
points rouges) lorsque 1/~eff varie. Le résultat de simulations numériques
obtenues avec un nombre infini de puits peuplés est indiqué en trait bleu.
L’aire bleu clair représente l’erreur théorique sur νtunnel si γ varie de ±2%.
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6.4.2 Première résonance de l’effet tunnel assisté par le chaos et comparaison
à l’effet tunnel dynamique
Observation expérimentale
Nous avons étudié l’effet tunnel entre îlots réguliers symétriques en position dans le
cas où ces îlots sont distinctement séparés par la mer chaotique. Les paramètres utilisés
sont (γ  0.375, ε0  0.24), le portrait de phase correspondant est donné Fig. 6.9(b).
Nous appliquons exactement les mêmes étapes que lors de l’étude de l’effet tunnel
dynamique. Nous mesurons les fréquences d’oscillation νtunnel sur un intervalle plus
petit en ~eff : 1/~eff ∈ [2.4, 3.4]. Les résultats sont donnés Fig. 6.11(a), à nouveau avec
une échelle logarithmique selon l’axe des ordonnées. À titre de comparaison, le portrait
de phase et la courbe νtunnel  f (1/~eff) correspondants à l’effet tunnel dynamique sont
rappelés Fig. 6.11(c) et (d). Insistons sur le fait que les Figs. 6.11(a) et (d) sont données
avec les mêmes échelles en abscisses et en ordonnées.
La première caractéristique frappante de la Fig. 6.11(a) est l’évolution clairement non
monotone de νtunnel en fonction de 1/~eff : contrairement à l’effet tunnel dynamique,
les points expérimentaux (points rouges) ne s’alignent pas sur une droite (en échelle
semi-logarithmique) mais présentent une résonance. Ainsi, nous pouvons distinguer trois
zones, caractérisées par des comportements différents, sur lesquels nous reviendrons par
la suite :
1. Dans la zone I (2.4 . 1/~eff . 2.8) nous observons des oscillations de plus en plus
lentes.
2. Dans la zone II (2.8 . 1/~eff . 3) qui correspond à la résonance, nous voyons
une fréquence secondaire apparaitre dans les oscillations, en plus de la fréquence
principale. Cette dernière décroit jusqu’à νtunnel/ν ≈ 1 puis effectue un saut à
νtunnel/ν ≈ 2.2.
3. Dans la zone III (3 . 1/~eff . 3.4) nous retrouvons une oscillation avec une seule
fréquence qui décroit jusqu’à νtunnel/ν ≈ 1.2.
La variation de la fréquence tunnel est également beaucoup plus grande en présence
de chaos puisque nous mesurons une réduction de la fréquence tunnel d’un facteur 5
environ alors que la valeur de ~eff varie dans un intervalle deux fois plus petit comparé à
l’effet tunnel dynamique.
Sur cette figurenous comparons les points expérimentaux àdes simulations numériques
(lignes bleues) effectuées en supposant un réseau avec un nombre infini de puits peuplés.
Nous discernons deux cas :
— Dans les zones I et III, loin de résonance, il y a un bon accord entre mesures
expérimentales et simulations numériques. Le modèle simple supposant un réseau
infini permet donc dans ce cas de retrouver les résultats expérimentaux.
— Dans la zone II correspondant à la résonance, il existe un petit intervalle autour de
1/~eff ≈ 2.9 pour lequel on s’attend àmesurer deux fréquences d’oscillation, données
par les deux branches bleues des simulations numériques. C’est en effet la région de
plus fort mixing, où trois états (un état régulier et deux états mixtes) sont impliqués
dans le transport (voir sous-section 6.1.3). Nous n’avons jamais observé ces deux
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Figure 6.11 | Mesure de la première résonance de l’effet tunnel assisté par le chaos.
(a) Évolution de la fréquence tunnel νtunnel (en unité de fréquence de
modulation ν) en fonction de 1/~eff pour (γ  0.375, ε0  0.24). Les points
rouges correspondent aux valeurs mesurées expérimentalement, les lignes
bleues sont le résultat de simulations numériques effectuées en supposant
un réseau avec un nombre infini de puits peuplés. L’aire bleue autour de ces
lignes indique l’erreur théorique sur la fréquence si γ varie de ±2%. L’aire
grise au centre de la résonance indique la région où le nombre fini de puits
peuplés doit être pris en compte dans les simulations numériques pour
obtenir des évolutions comparables. (b) Portrait de phase correspondant.
(c) et (d) Portrait de phase et résultat associés à l’effet tunnel dynamique.
Sur les deux portraits de phase (b) et (c), les aires grisées indiquent les
îlots réguliers entre lesquels a lieu l’effet tunnel.
6.4 Mise en évidence expérimentale 203
0
1
0 200100 0 200100 300
νtmod
0 200100
νtmod νtmod
0
1
(a) (b) (c)
Figure 6.12 | Comparaison entre mesures expérimentales des oscillations par effet
tunnel et simulations numériques incluant la distribution en quasi-
moment. Ligne supérieure : mesure expérimentale de l’évolution des
populations PD et PG des îlots réguliers en fonction du temps de modu-
lation tmod (en unité de fréquence de modulation ν). Ligne inférieure :
simulations numériques correspondantes en considérant 13 puits identi-
quement peuplés dans le réseau. Les paramètres sont (γ  0.375, ε0  0.24)
et (a) 1/~eff  2.591 (avant la résonance), (b) 1/~eff  2.888 (à la résonance),
(c) 1/~eff  3.131 (après la résonance).
fréquences au cours d’une même oscillation, ceci pour deux raisons possibles : (i) le
pic dans le spectre de Fourier associé à l’une des deux fréquences est trop faible
pour être détecté et (ii) il est expérimentalement difficile de choisir 1/~eff aussi
précisément. En revanche, nous mesurons des fréquences intermédiaires, indiquées
par une aire grisée, qui ne sont pas reproduites par les simulations numériques dans
le cas d’un réseau infini. Ces fréquences intermédiaires ne sont donc pas reliées aux
splittings entre les trois états qui participent au transport d’un îlot à l’autre.
La comparaison faite précédemment repose sur des simulations numériques calculées
à partir de l’Hamiltonien exact, avec les mêmes paramètres (γ, ε0) que ceux utilisés
expérimentalement, en considérant un nombre infini de puits peuplés dans le réseau.
Ces simulations ne reflètent pas exactement nos conditions expérimentales, puisque
nous peuplons un nombre fini de puits, et ce de manière inhomogène compte tenu du
confinement harmonique extérieur (voir Fig. 3.7 du chapitre 3). C’est cette différence
qui explique le désaccord apparent entre les fréquences mesurées et attendues à la
résonance.
Pour se rapprocher des conditions expérimentales, nos collaborateurs du LPT ont donc
effectué des simulations numériques avec un nombre fini de puits peuplés, ce qui implique
une distribution en quasi-moment de largeur finie. Trois exemples de simulations (avant la
résonance, à la résonance, après la résonance) sont comparés aux données expérimentales
Fig. 6.12. Ces résultats numériques sont obtenus en ne considérant que 13 sites initialement
peuplés demanière identique, cette valeur correspondant à la valeurminimale permettant
de rendre compte des données expérimentales (mais une valeur légèrement supérieure
conduit à des résultats similaires). Dans ce cas, l’accord entre oscillations expérimentale et
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théorique est remarquable. Nous constatons en particulier qu’à la résonance (Fig. 6.12(b)),
les simulations numériques reproduisent bien les données expérimentales.
La nécessité de prendre en compte la distribution du quasi-moment du condensat à
la résonance fait directement écho à ce que nous avons constaté section 6.3.1 : il peut y
avoir dans cette zone une forte dépendance avec le quasi-moment. Nos collaborateurs du
LPT essayent également de déterminer si les fréquences intermédiaires observées à la
résonance ne traduisent pas une dynamique plus complexe, impliquant du transport à
longue portée, c’est-à-dire entre sites éloignés. Cette possibilité, que nous évoquerons en
fin de manuscrit, est en cours d’investigation.
Analyse du spectre de quasi-énergie
Nous pouvons calculer numériquement le spectre en quasi-énergie dans le même
régime de paramètres que la résonance observée et pour un système idéal caractérisé par
un unique quasi-moment k  0. Cette analyse nous renseigne à la fois sur les mécanismes
sous-jacents à la résonance et sur les états du système impliqués dans la dynamique.
Le spectre en quasi-énergie est indiqué Fig. 6.13(a), et les représentations de Husimi de
certains états impliqués dans le transport sont données Fig. 6.13(b-e).
Concentrons-nous d’abord sur le spectre Fig. 6.13(a). À la lumière de celui-ci, nous
pouvons réinterpréter les trois zones délimitées sur la Fig. 6.11(a) :
1. Dans la zone I, le système est bien décrit par deux états réguliers (rouge et bleu). La
situation s’apparente donc à un système à deux niveaux, et la fréquence tunnel est
directement proportionnelle à leur différence en énergie : νtunnel(1/~eff) ∝ δ(1/~eff).
On constate que cette différence diminue, ce qui se traduit expérimentalement par
une diminution de la fréquence d’oscillation.
2. Dans la zone II, un des deux états réguliers (rouge) mixe avec un troisième état venu
de la mer chaotique (vert). Il s’agit d’un mécanisme à trois états, on attend donc
deux fréquences d’oscillation. Les deux états mixtes se repoussent par croisement
évité, et l’un d’eux croise le deuxième état régulier (bleu) : une des deux fréquences
s’annule.
3. Dans la zone III, un des états mixtes redevient un état régulier (rouge), et nous
retrouvons un système à deux niveaux dont l’écart en énergie, initialement grand
pour 1/~eff ≈ 3, diminue à nouveau.
Ainsi, la variation de la fréquence tunnel avec 1/~eff se comprend naturellement en suivant
l’évolution de la différence d’énergie entre les états impliqués dans la dynamique, dans le
régime à deux états réguliers ou avec un état régulier et deux états mixtes.
Nous présentons sur la Fig. 6.13 les distributions de Husimi des états suivants :
— Les deux états réguliers avant résonance (rouge, Fig. 6.13(b), et bleu, Fig. 6.13(c)) ;
— L’état "chaotique" avant résonance (vert, Fig. 6.13(d)) ;
— L’état chaotique après résonance (vert, Fig. 6.13(e)).
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Figure 6.13 | Analyse théorique de la première résonance de l’effet tunnel. (a) Spectre
de quasi-énergie des états impliqués dans la résonance. Les états réguliers,
de parité opposée, sont indiqués en rouge et bleu. Les états chaotiques
sont indiqués en vert. Le mixing entre un état chaotique et l’état régulier
de même symétrie est représenté par un dégradé du rouge au vert. (b-e)
Distribution de Husimi de certains états de (a) superposée au portrait de
phase.
Comme attendu, la fonction d’onde des états réguliers avant résonance estmajoritairement
localisée sur les îlots réguliers. Si l’état après résonance Fig. 6.13(e) semble bien être un
état chaotique, il est difficile de classer l’état avant résonance Fig. 6.13(d). Compte tenu
de la valeur assez grande de ~eff, il y a peu d’états qui "rentrent" sur le portrait de phase
classique et cet état "chaotique" avant résonance est donc plutôt localisé sur les orbites
stables à grande impulsion (les whispering galleries). La résonance que nous étudions ici
est en quelque sorte la "première" résonance CAT du système : l’état chaotique Fig. 6.13(e)
que l’on obtient après résonance est le premier état du système bien localisé dans la mer
chaotique. Cette résonance caractérise donc le passage vers le régime semi-classique.
Nous nous sommes intéressés à d’autres résonances, pour des valeurs de ~eff plus
petites. Nous présentons dans la suite ces résultats.
6.4.3 Deuxième et troisième résonances
Observation expérimentale
Nous montrons ici un autre ensemble de données, obtenues pour (γ  0.23, ε0  0.60),
pour lesquelles nousmesurons deux fréquences d’oscillations que nous pouvons cette fois-
ci attribuer à deux différences en quasi-énergie et qui constituent bien la signature d’une
dynamique à trois états (un état régulier et deux états mixtes). Les fréquences d’oscillation
expérimentales et théoriques obtenues dans ce régime sont données Fig. 6.14(a), le portrait
de phase est indiqué Fig. 6.14(b).
Sur l’intervalle 1/~eff ∈ [3.2, 4.2] considéré, nous constatons deux résonances qui
se traduisent expérimentalement par des sauts des fréquences d’oscillation tunnel. La
première résonance a lieu pour ~eff ≈ 3.4, la seconde pour ~eff ≈ 3.9. Au niveau de chaque
résonance, nous observons des battements dans l’évolution des populations des îlots
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Figure 6.14 | Mesure de deux résonances CAT consécutives. (a) Évolution de la fré-
quence tunnel νtunnel (en unité de fréquence de modulation ν) lorsque
1/~eff varie, pour les paramètres (γ  0.23, ε0  0.60). Les valeurs expéri-
mentales sont indiquées par des points rouges, le résultat de simulations
numériques pour un seule valeur de quasi-moment k  0 est indiqué par
un trait bleu. L’aire bleu clair indique l’erreur théorique attendue sur νtunnel
si γ varie de ±2%. (b) Portrait de phase obtenu pour ces paramètres. Les
îlots réguliers entre lesquels la fonction d’onde oscille sont indiqués par les
aires grisées. (c) et (d) Mesures expérimentales des populations des îlots
réguliers en fonction du temps de modulation tmod pour 1/~eff  3.436 et
1/~eff  3.649 respectivement.
réguliers (voir par exemple Fig. 6.14(c)), dont nous extrayons deux fréquences. Nous
avons distingué sur la Fig. 6.14(a) cinq zones, que nous pouvons regrouper en deux
catégories :
1. Les zones I (3.2 . 1/~eff . 3.35), III (3.45 . 1/~eff . 3.85) et V (4 . 1/~eff . 4.2)
correspondent à des régions loin de résonance. Le transport étant essentiellement
assuré par deux états, nous ne mesurons qu’une seule fréquence d’oscillation. Cette
fréquence reste environ constante, de l’ordre de νtunnel/ν  5 × 10−2, sur ces trois
zones.
2. Les zones II (3.35 . 1/~eff . 3.45) et IV (3.85 . 1/~eff . 4) correspondent aux
régions de plus fort mixing. La dynamique à trois états dans ces zones se traduit
par deux fréquences d’oscillation. Ces fréquences étant relativement proches, nous
observons des battements.
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Figure 6.15 | Analyse théorique des deuxième et troisième résonances de l’effet tun-
nel assisté par le chaos. (a) Spectre de quasi-énergie des états impliqués
dans la résonance. Les états réguliers, de parité opposée, sont indiqués en
rouge et bleu. Les états chaotiques sont indiqués en vert. Le mixing entre
un état chaotique et l’état régulier de même symétrie est représenté par
un dégradé du rouge au vert. (b-e) Distribution de Husimi de certains
états de (a) superposée au portrait de phase.
Analyse du spectre de quasi-énergie
Pour interpréter ces résultats, nous nous tournons à nouveau vers le spectre de quasi-
énergie du système donné Fig. 6.15, calculé avec les mêmes paramètres. En nous rappelant
que la fréquence νtunnel est proportionnelle au splitting entre les états occupés par le
système, ce spectre rend bien compte de l’évolution observée :
1. Dans les zones I, III et V, le mixing avec un état chaotique est faible, il y a donc une
seule fréquence d’oscillation, liée à la différence de quasi-énergie entre les deux
états réguliers (rouge et bleu sur la Fig. 6.15(a)). Cette différence évoluant peu, la
fréquence d’oscillation tunnel varie faiblement.
2. Dans les zones II et IV, l’énergie d’un état de la mer chaotique (en vert) se rapproche
de l’énergie d’un des deux états réguliers de même symétrie (en rouge). Il y
alors mixing entre ces deux états et croisement évité. Au plus fort du mixing,
la dynamique est à trois états : il y a donc deux différences d’énergie, soit deux
fréquences d’oscillation que l’on retrouve dans les battements.
Les représentations de Husimi Fig. 6.15(b-e) confirment la nature des différents états :
les états réguliers sont bien une superposition d’états localisés sur les deux îlots réguliers
symétriques en position, tandis que cette fois-ci, comparé à la première résonance, tous
les états non réguliers impliqués dans la dynamique sont bien des états chaotiques car
les distributions correspondantes sont délocalisées dans la cellule sur les trajectoires
chaotiques.
Le spectre en quasi-énergie permet de comprendre les mécanismes à l’œuvre derrière
l’évolutionde la fréquence tunnel observée Fig. 6.14(a). Cet exemple fournit une illustration
de la dynamique à trois états. Soulignons que dans ce cas, les niveaux des états réguliers
ne se croisent jamais et il n’y a donc pas de divergence du temps tunnel.
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Figure 6.16 | Mesure de la quatrième résonance de l’effet tunnel assisté par le chaos.
(a) Évolution de la fréquence tunnel νtunnel (en unité de fréquence de
modulation ν) lorsque 1/~eff varie, pour les paramètres (γ  0.315, ε0 
0.39). Les valeurs expérimentales sont indiquées par des points rouges (le
trait rouge vertical indiquant une donnée à partir de laquelle nous n’avons
pas pu extraire de fréquence), le résultat de simulations numériques pour
un seule valeur de quasi-moment k  0 est indiqué par un trait bleu. L’aire
bleu clair indique l’erreur théorique attendue sur νtunnel si γ varie de
±2%. (b) Portrait de phase obtenu pour ces paramètres. Les îlots réguliers
entre lesquels la fonction d’onde oscille sont indiqués par les aires grisées.
(c) et (d) Mesures expérimentales des populations des îlots réguliers en
fonction du temps demodulation tmod pour 1/~eff  4.677 et 1/~eff  4.754
respectivement.
6.4.4 Quatrième résonance
Observation expérimentale
Pour terminer, nous présentons une quatrième résonance, visible sur la Fig. 6.16(a).
Elle a été obtenue pour les paramètres (γ  0.315, ε0  0.39), avec un portrait de phase
représenté Fig. 6.16(b). Nous avons scanné des valeurs de ~eff encore plus petites, avec
1/~eff ∈ [4, 5]. Ce régime de paramètres est difficile à atteindre, car nous sommes aux
limites de la réponse linéaire de l’AOM contrôlant la profondeur du réseau optique.
=
Pour (γ  0.315, ε0  0.39) et 1/~eff  4.75 par exemple, nous avons besoin d’une
profondeur maximale de s(1 + ε0) ≈ 40, soit 160 ER !
Nous sommes donc obligés de soigner particulièrement l’alignement des faisceaux contra-
propageants du réseau optique. La stabilité et la reproductibilité de telles conditions
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Figure 6.17 | Analyse théorique de la quatrième résonance de l’effet tunnel assisté
par le chaos. (a) Spectre de quasi-énergie des états impliqués dans la
résonance. Les états réguliers, de parité opposée, sont indiqués en rouge
et bleu. Les états chaotiques sont indiqués en vert. Le mixing entre un
état chaotique et l’état régulier de même symétrie est représenté par un
dégradé du rouge au vert. (b-e) Distribution de Husimi de certains états
de (a) superposée au portrait de phase.
expérimentales n’est pas simple à obtenir, ce qui explique le faible nombre de mesures
expérimentales ainsi que leur absence pour 1/~eff > 4.8.
Cette quatrième résonance présente un comportement encore différent par rapport
aux résonances présentées jusqu’ici. Détaillons à nouveau les résultats de la Fig. 6.16(a)
par zones :
1. Dans la zone I (4 . 1/~eff . 4.45), la fréquence tunnel que nous mesurons augmente
avec 1/~eff (ce qui est l’évolution opposée par rapport à celle de l’effet tunnel
dynamique simple d’après l’Eq. 6.18).
2. Dans la zone II (4.45 . 1/~eff . 4.7), la fréquence des oscillations chute rapidement :
elle est divisée par 3.
3. Dans la zone III (4.7 . 1/~eff . 5), nous avons obtenu un point expérimental
à 1/~eff ≈ 4.75, montré Fig. 6.16(d), pour lequel nous n’avons pas pu extraire
de fréquence. En effet, les populations des îlots s’égalisent très rapidement puis
n’oscillent plus.
Analyse du spectre de quasi-énergie
Le spectre de quasi-énergie calculé pour (γ  0.315, ε0  0.39) sur le même intervalle
de ~eff est montré Fig. 6.17(a), accompagné en Fig. 6.17(b-e)des représentations de Husimi
de certains des états.
Comme pour les résonances précédentes, nous interprétons le spectre de quasi-énergie
en plusieurs étapes successives :
1. Dans la zone I, la dynamique est portée par deux états réguliers (rouge et bleu).
L’un de ces états réguliers (rouge, Fig. 6.17(b)) est peu à peu repoussé par un état de
la mer chaotique (vert, Fig. 6.17(d)). Le splitting entre les états réguliers augmente,
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ce qui explique l’augmentation observée de la fréquence tunnel dans cet intervalle
de 1/~eff.
2. Dans la zone II, il y a mixing entre un état régulier (rouge) et un état chaotique
(vert). On s’attend donc à mesurer deux fréquences : la fréquence mesurée dans la
zone I continue d’augmenter, tandis qu’apparait une deuxième fréquence qui, elle,
diminue avec 1/~eff. Sur les données expérimentales nous n’avons jamais pu extraire
deux fréquences au cours de la même oscillation, mais les fréquences mesurées
dans les zones I et II se placent bien sur les deux branches attendues. Nous avons
donc observé séparément les deux splittings.
3. Dans la zone III nous revenons à un transport à deux états réguliers. On constate
que ces deux états se croisent pour 1/~eff ≈ 4.7 : la fréquence tunnel s’annule. C’est
ce croisement qui explique l’absence d’oscillation pour le point expérimental à
1/~eff ≈ 4.75.
Cette résonance est intéressante car la région de plus fort mixing et la dégénérescence
des états réguliers (croisement des niveaux d’énergie) sont relativement éloignées en
1/~eff. Cette situation est à comparer à la première résonance par exemple, où le croisement
des niveaux d’énergie avait lieu au plus fort du mixing. Dans le cas de cette quatrième
résonance, l’inhibition de l’effet tunnel est donc induite par la présence de l’état chaotique
(sans le couplage à l’état chaotique, les états réguliers ne se croiseraient pas, l’état régulier
bleu ayant une quasi-énergie supérieure à l’état régulier rouge aux deux extrémités du
spectre) mais il s’agit bien à ce moment là d’une dynamique essentiellement à deux
états.
6.5 Conclusion
Dans ce dernier chapitre venant clore la présentation de l’ensemble des résultats
expérimentaux obtenus pendant ma thèse, j’ai présenté la première mesure de résonances
de l’effet tunnel assisté par le chaos. Pour cela, j’ai d’aborddécrit lemécanisme fondamental
à l’œuvre dans ce type d’effet tunnel : un des états réguliers interagit avec un état de la
mer chaotique possédant la même symétrie, ce dernier participant alors au transport des
atomes d’un îlot régulier à l’autre. Cette interaction se manifeste par du mixing, dont
la signature expérimentale est la présence de deux fréquences dans les oscillations. En
interagissant, les états se repoussent par croisement évité. Il arrive également que les états
réguliers se croisent, la fréquence tunnel est dans ce cas nulle.
En comparaison des expériences de 2001, nous avons atteint des valeurs de ~eff plus
faibles, et nous avons utilisé des structures classiques (les îlots réguliers) plus grandes.
Nous avons donc une meilleure résolution de l’espace des phases classique, et pouvons
plus légitimement attribuer à la dynamique classique mixte les variations du taux tunnel
observées. Nous avons étudié quatre résonances liées à l’effet tunnel assisté par le chaos.
Les comportements obtenus, assez variés, soulignent la richesse et la diversité que peuvent
induire au niveau quantique des systèmes classiques mixtes.
Comme nous l’avons déjà souligné, notre configuration s’apparente à un super-
réseau, puisque nous gardons la périodicité initiale d du réseau statique mais que deux
nouvelles positions d’équilibre, définies par les îlots réguliers et séparées d’une distance
d′, apparaissent au sein d’un site du réseau. Nous avons vu au chapitre précédent que
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la distance d′ entre les îlots réguliers était modifiable. Nous venons de montrer dans ce
chapitre un contrôle supplémentaire possible : le taux tunnel entre les deux îlots peut être
modifié via les paramètres de modulation. Ce système déjà riche présente également une
autre caractéristique : du possible transport à longue portée, médié par la mer chaotique.
En effet, si nous n’avons considéré dans ce manuscrit que la dynamique au sein d’un seul
puits du réseau, les états de la mer chaotique sont délocalisés sur l’ensemble des sites.
Cette particularité permettrait d’assister le transport par effet tunnel d’un puits à l’autre
du réseau, sur des distances beaucoup plus grandes que l’effet tunnel conventionnel.
Cette nouvelle possibilité, que j’évoque en conclusion du manuscrit, pourrait ouvrir la
voie vers l’implémentation expérimentale de modèles restés jusque là théoriques.

Conclusion
Pour les plus humbles comme pour les plus grands, il est une œuvre qu’il
ne leur est donné d’accomplir qu’une fois, et dans cette œuvre leur cœur se
met tout entier.
Le Silmarillion (1977)
John R. R. Tolkien
J’ai présenté l’ensemble des résultats expérimentaux obtenus au cours de ma thèse
concernant la dynamique d’un gaz de Bose dégénéré dans un réseau optique périodique-
ment modulé en phase et en amplitude. Pour cela, j’ai divisé le manuscrit en trois parties
distinctes : la description du dispositif expérimental, les expériences réalisées dans le
régime perturbatif et les premiers résultats liés à une dynamique mixte. Chacune de ces
parties donne tout naturellement lieu à de nombreuses perspectives.
Dispositif expérimental
Bilan : Dans cette première partie j’ai décrit le dispositif expérimental, d’abord en
rappelant dans le chapitre 1 la réalisation expérimentale d’un condensat de Bose-
Einstein, puis en dédiant le chapitre 2 au réseau optique, élément central de
l’ensemble des études réalisées. J’ai en particulier détaillé le contrôle amélioré de
la profondeur du réseau, ainsi que la méthode de calibration de cette profondeur,
développée dans l’équipe et qui repose sur l’oscillation du centre de masse des
atomes dans les puits du réseau après un déplacement soudain.
Perspectives : Ledispositif expérimental actuel pourra encore être amélioré dans le futur.
Tout d’abord, comme nous l’avons évoqué au chapitre 1, nous avons commencé à
mettre en place une nouvelle géométrie pour le piège dipolaire, avec un plus grand
volume de capture, ce qui permettra d’augmenter le nombre d’atomes transférés
du piège quadrupolaire au piège hybride. D’autre part, le travail effectué sur le
contrôle précis de la profondeur du réseau optique mérite d’être étendu au contrôle
de la phase, ce qui autorisera la modulation de la position du réseau optique selon
une fonction arbitraire. On trouve une application directe de ce contrôle dans le
contexte des collisions, où l’on peut vouloir chercher à optimiser le peuplement de
certains ordres de diffraction. En effet, on observe sur les images d’absorption des
halos de collisions isotropes autour des ordres de diffraction les plus peuplés (voir
Fig. 7.1). À la fin de ma thèse, nous avons commencé à nous intéresser au contrôle
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Figure 7.1 | Observation des halos de collisions. Après avoir chargé les atomes dans
le réseau optique, nous pouvons faire apparaitre après temps de vol une
sphère de collisions par exemple centrée sur p  0 et de rayon ~kL, en
plaçant les atomes sur les sommets des puits du réseau et en attendant
environ un quart de période d’oscillation du centre de masse dans le réseau,
avant de couper tous les pièges. En variant la profondeur, le déphasage
initialement appliqué et le temps de maintien dans le réseau, nous pouvons
contrôler le centre et le rayon du halo de collisions.
de ces sphères de collisions par l’ingénierie de la dynamique des atomes dans le
réseau optique après un déplacement soudain du réseau. Un contrôle continu et
arbitraire de l’amplitude et de la phase du réseau permet d’envisager, par-delà ce
qui a déjà été fait dans l’équipe, l’implémentation d’algorithmes de contrôle optimal
[Glaser et al. (2015)] permettant de préparer des états d’impulsion bien définis
dans le réseau. Cette possibilité présente un intérêt non seulement pour l’étude des
collisions mais également pour l’interférométrie atomique.
Régime perturbatif
Bilan : Dans cette deuxième partie, je me suis consacré à la modulation du réseau optique
traitée de manière perturbative. Dans le chapitre 3 j’ai présenté les résultats de
modulations résonantes avec la structure de bandes du réseau optique. Nous avons
étudié les transitions interbandes à quasi-moment nul, soumises à des règles de
sélection, et nous avons interprété l’effet des interactions et du confinement sur la
largeur des résonances via les modes d’excitation du condensat. Nous avons ensuite
utilisé les règles de sélection des transitions interbandes en démontrant uneméthode
de refroidissement basée sur la modulation du réseau. Notre technique est similaire
à un refroidissement par évaporation dans l’espace réciproque. Dans le chapitre 4,
je me suis concentré sur la modulation de phase du réseau optique dans le cas où les
fréquences de modulation ne sont pas résonantes avec la structure de bandes. Pour
une modulation lente, nous avons étudié la cinétique de la transition de phase vers
les états alternés (staggered states), déclenchée par une instabilité dynamique, et nous
avons mis en lumière les deux ingrédients nécessaires à cette transition, à savoir
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Figure 7.2 | Observation de motifs "hybrides" par modulation résonante avec la
structure de bandes. (a) Apparition de pics de densité centrés sur les
impulsions p  n × ~kL/2, n ∈ N. Données obtenues avec un réseau de
profondeur s  5 en modulation d’amplitude, avec une fréquence de
modulation ν  30.2 kHz et une amplitude ε0  0.07. (b) et (c) Profils de
densité intégrés montrant des pics centrés sur les impulsions p  n × ~kL/3
et p  n × ~kL/4 respectivement, n ∈ N. Données obtenues avec un réseau
de profondeur s  3.4 modulé en phase, avec une fréquence de modulation
ν  14 kHz et ν  15 kHz respectivement, et une amplitude de modulation
ϕ0  10°.
les fluctuations (quantiques ou thermiques) et l’inversion de la courbure de bande.
Dans le cas d’une modulation rapide, nous avons d’abord vérifié la renormalisation
de la profondeur du réseau optique, obtenue par séparation des échelles de temps,
puis nous avons fait apparaitre une signature claire du micro-mouvement par une
analyse statistique des populations dans les ordres latéraux de diffraction.
Perspectives : Des études complémentaires autour de la nucléation des états alternés
sont envisagées. En premier lieu, leur nucléation dans un régime où la modula-
tion de phase est résonante avec la structure de bandes appelle à une meilleure
compréhension de la dynamique multibande. Assurément, cette compréhension
permettra aussi de rendre compte d’autres structures que nous avons observées
dans le régime résonant, aussi bien en modulation d’amplitude qu’en modulation
de phase. Ces structures, ou "motifs hybrides", présentent des pics de densité pour
des états d’impulsions qui ne correspondent plus seulement au bord de zone de
Brillouin ~kL/2mais aussi à ~kL/3 et ~kL/4 (voir Fig. 7.2). Ces premières observations
expérimentales méritent un approfondissement à la fois expérimental et théorique,
et leur interprétation bénéficiera à nouveau de la collaboration avec P. Schlagheck.
Enfin, la nucléation des états alternés peut être revisitée en présence de désordre :
on s’attend alors à ce que la présence du désordre accélère la transition de phase en
augmentant les fluctuations.
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Figure 7.3 | Longue portée dans un réseau effectif habillé par le chaos. Une fonction
d’onde initialement placée dans un îlot régulier peut passer par effet tunnel
dans un îlot régulier appartenant à un autre site du réseau grâce à la mer
chaotique. Il y a alors plusieurs couplages tunnels intersites, qui décroissent
lentement comparés aux couplages de l’effet tunnel conventionnel
Dynamique mixte
Bilan : Dans cette troisième et dernière partie, j’ai présenté les premiers résultats obtenus
dans le régime mixte. Nous nous sommes intéressés au transport quantique de
l’onde de matière entre deux îlots réguliers d’un espace des phases mixte. Après
avoir étudié expérimentalement dans le chapitre 5 la bifurcation classique de ces
îlots réguliers, nous avons mesuré une variation non-monotone du taux tunnel
autour de quatre résonances. Ces résonances, présentées dans le chapitre 6, sont
la marque emblématique de l’effet tunnel assisté par le chaos, pour lequel un
état chaotique vient médier le transport d’un îlot régulier à l’autre. Le système
stroboscopique considéré consiste alors en un super-réseau effectif, dont l’une des
deux périodes spatiales est modifiable et dont le taux tunnel est contrôlable.
Perspectives : Comme nous avons commencé à l’évoquer, le transport dans ce super-
réseau effectif est très riche. Nous nous sommes restreints aux oscillations tunnel
entre deux îlots réguliers se trouvant au sein d’un même puits du réseau. Or la mer
chaotique est étendue sur l’ensemble des sites : il peut donc y avoir du transport à
longue portée entre des puits éloignés, la mer chaotique jouant à nouveau le rôle
d’intermédiaire comme schématisé sur la Fig. 7.3. Les premières études théoriques
semblent montrer une décroissance algébrique du taux tunnel avec la distance, à
comparer à la décroissance exponentielle dans le cas de l’effet tunnel conventionnel.
De premières expériences sont en cours dans l’équipe pour confirmer la longue
portée, toujours en collaboration avec l’équipe Cohérence Quantique. Il existe
également d’autres types de transport dans un espace des phases mixte, comme le
transport dit ratchet [Salger et al. (2009),White (2013) et Grossert et al. (2016)] : il
s’agit de transporter des atomes dans une direction définie en l’absence de force
nette, c’est-à-dire en utilisant une modulation du réseau qui soit de moyenne
temporelle nulle. Notre équipe souhaite combiner modulation continue de la phase
et de l’amplitude du réseau, de manière corrélée, pour générer ce courant d’atomes.
La mise en place des nouveaux contrôles et l’étude détaillée de ces différents sujets
complémentaires feront l’objet des thèses de G. Chatelain et de N. Dupont.
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Annexes

ANNEXEA
Préparation des faisceaux résonants et
séquence expérimentale totale
Dans cette annexe nous présentons les deux tables optiques décrites au chapitre 1 :
— Les Figs. A.1 et A.2 représentent la table "refroidisseur", sur laquelle sont préparés
les faisceaux refroidisseurs duMOT 2D et duMOT 3D ainsi que les faisceaux pousseur
et imageur ;
— La Fig. A.3 représente la table "repompeur", sur laquelle sont préparés les faisceaux
repompeur pour le MOT 2D et le MOT 3D.
Nous résumons également sur la Fig. A.4 l’ensemble de la séquence expérimentale utilisée
pour produire les condensats de Bose-Einstein.
220 Annexe A. Préparation des faisceaux résonants et séquence expérimentale totale
SRS
SRS
40
0 
m
m
D
ép
o
m
p
eu
r
(p
lu
s 
u
ti
li
sé
)
2.
1 
m
W
6.
7 
m
W
36
.4
 m
W
3.
3 
m
W
71
.4
 m
W
17
.4
 m
W
17
.2
 m
W
11
.2
 m
W
2.
6 
m
W
62
.8
 m
W
54
.5
 m
W
52
.2
 m
W
46
 m
W
17
 m
W
5.
2 
m
W
1.
3 
m
W
Im
ag
eu
r
40
0 
µ
W
 (
31
%
)
λ
/2
λ
/2
λ
/2
λ
/2
λ
/2
λ
/2
λ
/2
19
1.
7 
M
H
z
+1
74
.2
 M
H
z
+1
λ
/4
20
0 
m
m
λ
/2
λ
/2
λ
/4
λ
/2
λ
/4
λ
/2
30
0 
m
m
-5
0 
m
m
λ
/2
10
0 
m
m
20
0 
m
m
18
1.
5 
M
H
z
+1
λ
/2
BA
Figure A.1 | Montageoptiquede la table refroidisseur - premièrepartie.Les faisceaux
continuent leur trajet aux points A et B sur la Fig. A.2.
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Figure A.4 | Séquence expérimentale totale.

ANNEXEB
Corrections à l’approximation
harmonique d’un puits du réseau
optique
Dans cette annexe, nous revenons sur les deux fréquences caractéristiques ν0/2 et
ν1 que nous avions définies au chapitre 2 lors de la discussion autour de la fréquence
d’oscillation du centre de masse. Ces fréquences, définies comme :
ν0
2

E(n2)(k  0) − E(n0)(k  0)
2h
et ν1 
E(n1)(k  0) − E(n0)(k  0)
h
(B.1)
sont directement liées à la structure de bandes comme nous l’avions indiqué Fig.2.12(a).
À la limite des hautes profondeurs, les bandes d’énergie du réseau optique sont de plus
en plus plates et la structure de bandes tend vers le spectre d’énergie de l’oscillateur
harmonique, avec des états d’énergie En régulièrement espacés d’un quantum d’énergie
~ω. On s’attend donc à avoir égalité entre ν0/2 et ν1 à la limite s → +∞. Nous montrons
ici qu’il existe une différence constante entre ces deux fréquences, même à la limite des
hautes profondeurs, due aux anharmonicités du potentiel.
Considérons pour cela le potentiel du réseau sous la forme suivante :
V̂(x)  sEL sin
(
kL x̂
2
)
2
. (B.2)
En utilisant le développement limité du sinus au premier ordre nous obtenons :
V̂(x) ≈ sEL
4
k2L x̂
2. (B.3)
En faisant l’approximation d’un potentiel harmonique, soit V̂(x)  1
2
mω2 x̂2, on trouve
l’expression de la fréquence angulaire :
ω2 
sEL
2m
k2L . (B.4)
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Prenons maintenant en compte les non linéarités du potentiel en allant à l’ordre suivant
dans le développement limité du sinus, nous trouvons dans ce cas :
V̂(x) ≈ sEL
4
k2L x̂
2 − sEL
48
k4L x̂
4 ≡ V̂0(x) + V̂1(x), (B.5)
où V̂0 correspond à l’approximation de l’oscillateur harmonique et V̂1 désigne un potentiel
perturbatif. Le potentiel V̂0 s’écrit à l’aide des opérateurs d’échelles â et â† comme :
V̂0  ~ω
(
a†a +
1
2
)
. (B.6)
Rappelons l’effet de ces opérateurs sur un état propre |n〉 de l’oscillateur harmonique :{
â† |n〉 
√
n + 1 |n + 1〉 ,
â |n〉 
√
n |n − 1〉 .
(B.7)
Nous savons également que ces opérateurs sont liés à l’opérateur position x̂ par :
x̂  x0
(
â + â†
)
(B.8)
où
x0 
√
~
2mω
(B.9)
a la dimension d’une longueur. Grâce à cette relation, nous exprimons le potentiel
perturbatif en termes d’opérateurs d’échelle :
V̂1  −
sEL
48
k4Lx
4
0
(
â + â†
)
4
. (B.10)
Développons la puissance, et nous obtenons :(
â + â†
)
4
â4 + â3 â† + â2 â† â + â â† â2 + â
(
â†
)
3
+â† â3 + â† â
(
â†
)
2
+
(
â†
)
2
â â† +
(
â†
)
3
â +
(
â†
)
4
+â2
(
â†
)
2
+ â
(
â†
)
2
â + â â† â â† + â† â2 â† + â† â â† â +
(
â†
)
2
â2
(B.11)
La correction d’énergie due au potentiel perturbatif pour l’état |n〉 sera simplement
donnée par ∆En  〈n | V̂1 |n〉. Du développement Eq. B.11 seule la dernière ligne donne
des termes non nuls. Après calcul et en utilisant les expressions Eq. B.4 et Eq. B.9, nous
trouvons :
∆En  −
EL
8
(
n2 + n +
1
2
)
. (B.12)
Dans l’approximation harmonique et compte tenu de cette correction, l’énergie de l’état
|n〉 est donc :
En  ~ω
(
n +
1
2
)
+ ∆En . (B.13)
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Revenons finalement aux fréquences caractéristiques rappelées Eq. B.1. Calculons
d’une manière plus générique l’écart en énergie suivant :
∆E  (En+1 − En) −
(
En+2 − En
2
)
. (B.14)
Pris pour n  0, cette différence est équivalent, à un coefficient h près, à la différence
de fréquence ∆ν  ν1 − ν0/2 définie au chapitre 2 et tracée Fig.2.12(b). En utilisant les
Eqs. B.12 et B.13, nous aboutissons au résultat final :
∆E 
EL
8
(B.15)
qui ne dépend ni de l’état |n〉 considéré ni de la profondeur du réseau optique. Ainsi,
même à la limite des hautes profondeurs, il existe toujours une différence entre les deux
fréquences caractéristiques, cette différence étant égale à νL/8.

ANNEXEC
Expression de la fonction d’onde
perturbée pour le micro-mouvement
Dans cette annexe nous présentons quelques étapes de calcul supplémentaires qui
permettent d’aboutir aux différentes équations utilisées dans l’étude dumicro-mouvement
au chapitre 4. En particulier, nous montrons pourquoi la moyenne des populations des
ordres +1 et −1 ne permet pas d’observer une signature claire du micro-mouvement,
contrairement à la différence de ces populations. Rappelons le diagramme présenté
section 4.2.2 :
Hamiltonien effectif : Hamiltonien exact incluant le micro-mouvement :
Fonction dʹonde non perturbée : Fonction dʹonde perturbée :
Une première expression pour l’opérateur unitaire
Nous souhaitons déterminer l’expression de l’opérateur unitaire Û permettant de
passer de la fonction d’onde non perturbée ψeff à la fonction d’onde perturbée ψ. Nous
avions défini cet opérateur par :
Û(t)  lim
t0→−∞
Û(t0 , t) avec Û(t0 , t)  T̂ exp
[
− i
~
∫ t
t0
K̂(ωt′)dt′
]
(C.1)
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avec T̂ l’opérateur d’ordonnancement du temps et K̂ le générateur de la transformation
unitaire. En utilisant le développement limité de l’exponentielle, on trouve :
Û(t) ≈ 1 − i
~ω
∫ ωt
−∞
K̂(θ′)dθ′ + O(ω−2) (C.2)
en nous arrêtant au premier ordre en ω−1. Nous avions déterminé dans le chapitre 4
l’expression du générateur K̂ :
K̂(ωt)  − sEL
2
cos
(
kLx − 2ϕ0 sin(ωt)
)
+
seffEL
2
cos (kLx) , (C.3)
obtenue simplement en imposant que l’Hamiltonien transformé soit indépendant du
temps et que l’opérateur unitaire Û soit périodique. En injectant cette expression dans
l’Eq. C.2 et en utilisant l’identité suivante :
i lim
θ0→−∞
∫ θ
θ0
K̂(θ′)dθ′  − 1
2π
∫ π
−π
θ′K̂(θ − θ′ − π)dθ′ (C.4)
on obtient finalement pour l’opérateur unitaire une première expression sous la forme
d’une intégrale :
Û(t)  1 + i
2π~ω
∫ π
−π
θ′
{
− sEL
2
cos
(
kLx + 2ϕ0 sin(ωt − θ′)
) }
dθ′. (C.5)
Expression de l’opérateur unitaire en termes d’ondes planes
Pour cette deuxième étape, nous allons effectuer l’intégrale ci-dessus et donner une
nouvelle expression de l’opérateur Û, décomposée dans la base des ondes planes.
Rappelons pour commencer l’identité suivante :
i
e
iξ sin(θ)

∑
n∈Z
Jn(ξ) einθ (C.6)
où Jn désigne la fonction de Bessel de première espèce d’ordre n.
Grâce à cette identité, on montre qu’on a :
cos
(
kLx + 2ϕ0 sin(ωt − θ′)
)

1
2
(
e
ikL x
∑
n∈Z
Jn(2ϕ0) ein(ωt−θ
′)
+
e
−ikL x
∑
n∈Z
Jn(−2ϕ0) ein(ωt−θ
′)
)
,
(C.7)
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expression que nous réinjectons dans l’Eq. C.5. Nous aboutissons à :
Û(t)  1 + i
2π~ω
(
− sEL
2
) {
e
ikL x
2
∑
n∈Z
Jn(2ϕ0) einωt
∫ π
−π
θ′ e−inθ
′
dθ′
e
−ikL x
2
∑
n∈Z
Jn(−2ϕ0) einωt
∫ π
−π
θ′ e−inθ
′
dθ′
}
.
(C.8)
Les intégrales peuvent facilement être évaluées : elles valent 0 pour n  0 et (−1)
n
2iπ
n sinon.
On utilise ensuite certains propriétés des fonctions de Bessel, à savoir :
— Jn(−x)  (−1)nJn(x) et
— J−n(x)  (−1)nJn(x).
Nous obtenons donc finalement l’expression donnée dans le manuscrit, soit :
Û(t)  1 +
s~k2L
8mω
∑
n∈N∗
Jn(2ϕ0)
n
(
e
inωt − (−1)n e−inωt
) (
(−1)n eikL x + e−ikL x
)
. (C.9)
Expression des populations des ordres latéraux
En utilisant la formule que nous venons de trouver pour l’opérateur unitaire Û, nous
pouvonsmaintenant déterminer la forme de la fonction d’onde en présence demodulation
ψ. Pour cela, nous appliquons la transformation de jauge :
ψ(x , t)  Û(t)ψeff(x , t) (C.10)
où ψeff désigne la fonction d’onde dans le potentiel effectif statique. Nous l’avions
décomposée sur la base des ondes planes grâce au théorème de Bloch :
ψeff 
∑
j∈Z
c j(seff) ei jkL x , (C.11)
avec c j le coefficient de Fourier associé à l’onde de vecteur d’onde jkL. Injectons les Eqs. C.9
et C.11 dans la transformation de jauge Eq. C.10 et nous aboutissons au résultat :
ψ(x , t) 
∑
j∈Z
[
c j(seff) +
s~k2L
8mω
∑
n∈N∗
Jn(2ϕ0)
n
(
e
inωt − (−1)n e−inωt
)
×
(
(−1)n c j−1(seff) + c j+1(seff)
)]
e
i jkL x
(C.12)
donnédans lemanuscrit. Pour alléger l’écriture pour la suite, nousposonsdeux coefficients,
l’un réel et l’autre complexe :
α 
s~k2L
8mω
et βn(t) 
Jn(2ϕ0)
n
(
e
inωt − (−1)n e−inωt
)
. (C.13)
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Àpartir de l’expression Eq. C.12 de ψ, nous pouvons aisément exprimer les populations
dans les ordres j  +1 et j  −1 :
P+1(t) 
c1(seff) + α ∑
n∈N∗
βn(t)
(
(−1)n c0(seff) + c2(seff)
)2 ,
P−1(t) 
c−1(seff) + α ∑
n∈N∗
βn(t)
(
(−1)n c
2
(seff) + c0(seff)
)2 .
(C.14)
Le coefficient α est proportionnel à ω−1. On peut donc développer les expressions des
populations et s’arrêter au premier ordre, soit :
P+1(t) |c1 |2 + c1α
∑
n∈N∗
2 Re(βn(t))
[
(−1)n c0 + c2
]
+ O(α2),
P−1(t) |c1 |2 + c1α
∑
n∈N∗
2 Re(βn(t))
[
c0 + (−1)n c2
]
+ O(α2).
(C.15)
Soulignons que nous avons arrêté de préciser la dépendance des coefficients de Fourier
avec la profondeur effective simplement pour alléger les notations. De plus, nous avons
utilisé la propriété c j  c− j , qui n’est vraie que parce que nous considérons l’état de Bloch
{n  0, q  0}.
Retour sur les grandeurs expérimentales
Terminons cette annexe en donnant les expressions de la moyenne des populations
latérales et leur différence, grandeurs utilisées lors de l’étude de la modulation rapide.
À partir des expressions Eq. C.15, nous trouvons pour la moyenne des populations :
P±1 
P+1 + P−1
2
 |c1 |2 + c1α
∑
n∈N∗
Re(βn)
(
(−1)n + 1
) [
c0 + c2
]
(C.16)
On constate très simplement que :
—
(
(−1)n + 1
)
 0 pour tout n impair ;
— Re(βn)  0 pour tout n pair.
En définitive, à l’ordre ω−1, il ne reste plus que :
P±1  |c1 |2 (C.17)
Nous retrouvons bien le même résultat que dans le cas du réseau statique : l’effet du
micro-mouvement sur la moyenne des populations est trop faible pour être mesuré
expérimentalement.
En calculant la différence de population, on obtient dans ce cas :
P+1 − P−1  c1α
∑
n∈N∗
2 Re(βn)
[ (
(−1)n − 1
)
c0 +
(
1 − (−1)n
)
c2
]
. (C.18)
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Comme nous venons de le voir, seules les valeurs de n impaires conduisent à des termes
non nuls. En remplaçant les coefficients α et βn par leurs expressions, on trouve bien le
résultat donné au chapitre 4 :
P+1(t) −P−1(t)  −c1(seff)
[
c0(seff) − c2(seff)
] s~k2L
mω
+∞∑
l0
J
2l+1(2ϕ0)
(2l + 1) cos
(
(2l + 1)ωt
)
. (C.19)
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Résumé
Abstract
Les gaz quantiques ont démontré leur capacité à imiter les propriétés dʹautres systèmes et constituent, 
à ce titre, une plateforme privilégiée pour la simulation quantique. Ces gaz, caractérisés par un haut 
degré de contrôle grâce à la modulation temporelle de leurs paramètres, ont surtout été étudiés dans 
le régime perturbatif ou dans un régime purement chaotique. Ce�e thèse vise à accroître les 
possibilités offertes par ces dispositifs en tirant partie dʹune dynamique mixte, que nous appliquons
Nous décrivons dans ce manuscrit plusieurs études expérimentales portant sur la dynamique dʹun 
condensat de Bose-Einstein dans un réseau optique unidimensionnel modulé en phase et en 
amplitude. Les expériences présentées se classent en deux catégories : (i) le régime perturbatif, pour 
lequel les modulations appliquées induisent peu de chaos, et (ii) le régime mixte, où coexistent à la 
limite classique des trajectoires régulières et chaotiques. Dans le régime perturbatif, qui constitue le 
premier axe de ce�e thèse, nous distinguons deux domaines de modulation du réseau optique. 
Lorsque les fréquences de modulation sont résonantes avec la structure de bandes, nous provoquons 
des transitions interbandes soumises à des règles de sélection. Nous démontrons alors une nouvelle 
méthode de refroidissement, assimilable à une évaporation dans lʹespace réciproque, utilisant ces 
règles de sélection. Pour une modulation de phase hors résonance, la dynamique du condensat peut 
être décrite par un Hamiltonien effectif. Nous étudions deux de ces Hamiltoniens, qui rendent compte 
pour lʹun dʹune transition de phase quantique et pour lʹautre de la renormalisation de la profondeur 
du réseau. Dans chaque cas nous explorons les limites de ces modèles. Le régime mixte constitue le 
deuxième axe dʹétude de ce�e thèse. Lʹanalogue classique à notre système est le pendule modulé, bien 
connu pour présenter des trajectoires régulières et chaotiques. Ce comportement se manifeste au 
niveau quantique par la présence, en plus de la structure du réseau, dʹune mer chaotique. Dans ce 
réseau optique habillé par le chaos, nous étudions un type de transport appelé effet tunnel assisté par 
le chaos, qui présente des résonances susceptibles dʹamplifier ou dʹinhiber lʹeffet tunnel entre deux 
positions stables au sein dʹun puits du réseau. Comparé aux expériences antérieures sur ce sujet, nous 
nous plaçons dans une configuration différente dans laquelle nous parvenons à résoudre pour la 
première fois ces résonances. Pour les simulateurs quantiques, ce travail ouvre la voie à un nouveau 
type de contrôle, avec notamment du transport à longue portée.
au cas du transport dʹondes de matière.
Degenerate quantum gases have demonstrated their ability to mimic the properties of other systems 
and are, as such, an ideal platform for quantum simulation. These gases, characterized by a high level 
of control thanks to the temporal driving of their parameters,  have mainly been studied either in the 
perturbative regime or in a purely chaotic one. The aim of the present work is to further extend the 
possibilities offered by such systems by taking advantage of a mixed dynamics, which we apply to the
In this thesis, we describe several experimental studies on the dynamics of a Bose-Einstein condensate 
in a one-dimensional time-dependent optical la�ice. The experiments that are presented fall into two 
categories: (i) the perturbative regime, where the applied modulations induce li�le chaos, and (ii) the 
mixed regime, where regular and chaotic trajectories coexist at the classical limit. In the perturbative 
regime, which was first studied during this thesis, we distinguish two modulation domains of the 
optical la�ice. When the modulation frequencies are resonant with the band structure, we induce 
interband transitions that are subject to selection rules. We then demonstrate a new cooling technique, 
similar to evaporation but in reciprocal space, taking advantage of these selection rules. For a phase 
modulation out of resonance, the dynamics of the condensate can be described by an effective 
Hamiltonian. We study two such Hamiltonians, one of which accounts for a quantum phase transition 
and the other for the renormalization of the la�ice depth. In each case we explore the limits of these 
models. The mixed regime constitutes the second focus of this thesis. The classical analogue of our 
system is the modulated pendulum, well-known to present both regular and chaotic trajectories. This 
behavior is revealed at the quantum level by the presence, in addition to the la�ice structure, of a 
chaotic sea. In this optical la�ice dressed by chaos, we study a type of transport called chaos-assisted 
tunneling, which presents resonances that can amplify or inhibit tunneling between two stable 
positions within a la�ice well. Compared to previous experiments on this subject, we use a different 
configuration in which we manage to resolve these resonances for the first time. For quantum 
simulators, this work paves the way to a new type of control, including long-range transport.
case of ma�er-wave transport.
