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1. Introduction
Throughout this paper, we will use the notation of Stichtenoth [10] for function fields, that of Diamond and Shurman
[2], and that of Elkies [3–5,8] for automorphic functions and elliptic modular curves, and we will also use (without
proofs) some facts presented in the above texts and papers. For computational purposes, we used the symbolic system
Mathematica.
Let l be a power of a prime number, let Fl be the finite field of cardinality l, and let F be an (algebraic) function field (of
one variable) over Fl. Assume that Fl is algebraically closed in F ; that is, Fl = {z ∈ F | z is algebraic over Fl}. A function field
F over Fl is abbreviated as F/Fl. We denote by N(F) (respectively, g(F)) the number of degree-one (or rational) places of
F/Fl (respectively, the genus of F ).
Assume that f (X, Y ) ∈ Fl[X, Y ] is an absolutely irreducible polynomial of two variables over Fl; that is, this polynomial
is irreducible over an algebraic closure of Fl. A recursive tower of function fields over Fl defined by the equation f (x, y) = 0
is an infinite sequence
F = (F0, F1, F2, . . .)
of function fields Fi/Fl with the following properties.
(1) For some s, the genus of Fs satisfies g(Fs) > 1.
(2) The extensions Fi+1/Fi are finite and separable, with degree [Fi+1 : Fi] > 1.
(3) The fields Fi satisfy Fi+1 = Fi(xi+1), where f (xi, xi+1) = 0 for each i, and F0 = Fl(x0).
In this paper, a recursive tower of function fields is simply referred to as a tower. The limit (that is, the Garcia–Stichtenoth
invariant) of a towerF is given by λ(F ) := limi→∞ N(Fi)/g(Fi), which is smaller than or equal to
√
l−1 (see [11]). A tower
over Fl is said to be asymptotically optimal (respectively, good) if its limit is equal to
√
l − 1 (respectively, a positive real
number). All of the above ideas were introduced by Garcia and Stichtenoth in [6].
Asymptotically optimal recursive towers are extremely interesting. The conjecture of Elkies [3] states that all such towers
over quadratic fields Fl2 are modular (elliptic, Shimura, or Drinfeld modular curves). This problem is still open, and at the
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present stage it is even worthwhile to show that the asymptotically optimal recursive towers which are already known are
modular. In this paper, the process of showing that a tower is modular is referred to as determining the modularity of the
tower. Maharaj andWulftange [9] found several asymptotically optimal recursive towers by conducting a numerical search,
and although Elkies [3,8] determined the modularities of some of these towers, as yet the modularities of the other towers
are undetermined. Indeed, Maharaj and Wulftange note that the modularities of the new towers are yet to be determined
([9], p. 201).
Since this paper is a continuation of the work of Maharaj and Wulftange [9], our notation of towers Ti and polynomials
fi follows theirs. In this paper, we use this notation without further discussion.
Our main theorems are as follows. We determine the modularities of all the towers found by Maharaj and Wulftange in
[9] (except the towers T8, T11, T19, T26 over F49), which provides considerable numerical evidence supporting the conjecture
of Elkies. Combining this paper with that of Hasegawa et al. [7], themodularities of almost all known asymptotically optimal
towers corresponding to elliptic modular curves are determined.
The contents of this paper are as follows. In the following section, we introduce an identification of recursive towers
and select only the essential towers under this identification from the lists of Maharaj and Wulftange (see Section 5 of [9]).
Section 3 gives equations defining ellipticmodular curves. In the last section, we determine themodularities of towers found
by Maharaj and Wulftange.
2. Essential polynomials in the lists of Maharaj and Wulftange
In the first half of this section, we recall methods for identifying towers (more precisely, methods for identifying
polynomials defining towers), which are used throughout this paper. In the last half of this section, we select the
representative polynomials in the sense of this identification from the lists of Maharaj and Wulftange (see Section 5 of
[9]). In other words, we prune their polynomials.
Let F be a tower over Fl defined by the equation f (x, y) = 0. It is known that, if F is modular, then its modularity
corresponds to that of a tower E over Fl defined by the equation
(cx+ d)degX f (cy+ d)degY f f (ε(x), ε(y)) = 0,
where ε(t) = (at + b)/(ct + d) is a fractional linear transformation over Fl such that ad − bc ≠ 0, and furthermore the
modularity of F is equal to that of a tower G over Fl defined by the equation
(γ x+ δ)degX f f (ω(x), y) = 0,
where ω(t) = (αt + β)/(γ t + δ) is an involution over Fl such that
f (x, y) = 0 if and only if f (ω(x), ω(y)) = 0
(see [8]). Note that there exists an equation without such an involution. In this paper, we will identify the tower F with the
towers E and G; that is, one of the towers F , E , and G is needed.
By using the above identification, we can select the essential polynomials (equivalently, the essential towers) from the
lists in [9]. First, we demonstrate this claim with an example.
Example 2.1. Let f (X, Y ) = f8(X, Y ) = X2Y 2+ (2X + 1)Y + X2+ 2X + 1 and g(X, Y ) = f6(X, Y ) = Y 2+ (X2+ 1)Y + 2X2
be polynomials over F9 (see Section 5 of [9]). Assume that
ω(t) = (t + 1)/(t − 1), ε(t) = −t/(t − 1)
are an involution and a fractional linear transformation, respectively. Then, since
h(X, Y ) = C1(X − 1)2f (ω(X), Y ),
g(X, Y ) = C2(X − 1)2(Y − 1)2h(ε(X), ε(Y ))
for nonzero constants Ci, the polynomial f8 can be identified with f6.
Next, we give four tables of polynomials f and g , with a corresponding involutionω and a fractional linear transformation
ε. The proofs are similar to the above example. As a result, we can reduce the number of polynomials in the lists provided
by Maharaj andWulftange. The subscripts s of the polynomials fs in the following tables correspond to those of polynomials
in their lists.
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Case p = 3. Since the polynomial T 2 + 1 is irreducible over F3, its quadratic field F9 is obtained by adjoining one root i
of this polynomial to F3; that is, F9 = F3(i), with i2 = −1.
f g ω ε
f3 f2 ω(t) = t ε(t) = it
f8 f6 ω(t) = (t + 1)/(t − 1) ε(t) = −t/(t − 1)
f9 f7 ω(t) = t ε(t) = it/(t − 1)
Case p = 5. Since the polynomial T 2 − T + 1 (and T 2 − 2) is irreducible over F5, its quadratic field F25 is obtained by
adjoining one root ρ of this polynomial to F5; that is, F25 = F5(ρ).
f g ω ε
f13 f3 ω(t) = 2/t ε(t) = 2t − 2
f10 f5 ω(t) = −(t − 2)/(t + 1) ε(t) = (t − 2ρ − 2)/((−2ρ + 1)t − ρ + 1), ρ2 = ρ − 1
f11 f5 ω(t) = −2/t ε(t) = −1/t
f12 f7 ω(t) = −2/t ε(t) = −2t + 1
f14 f7 ω(t) = t ε(t) = −(t + ρ − 1)/(ρt − 2), ρ2 = ρ − 1
f16 f8 ω(t) = t ε(t) = (t + 2ρ + 1)/(2ρt − 2ρ + 1), ρ2 = ρ − 1
f17 f9 ω(t) = 1/2t ε(t) = −(t − 2)/(t − 1)
f18 f10 ω(t) = −(t − 2)/(t + 1) ε(t) = 2/(t + 2)
f15 f14 ω(t) = (t + 1)/(t − 1) ε(t) = 2t − 1
f21 f20 ω(t) = t ε(t) = ρt, ρ2 = 2
f26 f23 ω(t) = −t ε(t) = (t − 1)/(2t + 1)
f25 f24 ω(t) = −t ε(t) = (t − 2)/t
f26 f24 ω(t) = t ε(t) = (t − 2)/(2ρ − 1)t, ρ2 = ρ − 1
Case p = 7. Since the polynomial T 2 + 1 is irreducible over F7, its quadratic field F49 is obtained by adjoining one root i
of this polynomial to F7; that is, F49 = F7(i), with i2 = −1.
f g ω ε
f25 f2 ω(t) = t ε(t) = (t − i+ 2)/((3i+ 3)t − i+ 3)
f15 f4 ω(t) = t ε(t) = (t − 1)/(it − 3i)
f23 f6 ω(t) = t/(3t − 1) ε(t) = −(t + 2)/((3i+ 2)t + i− 3)
f11 f8 ω(t) = −(t + 1)/(3t + 1) ε(t) = −(t + 3i+ 2)/(2it + 3i− 1)
f19 f8 ω(t) = −1/t ε(t) = −t
f16 f9 ω(t) = t ε(t) = (t − 1)/2it
f14 f10 ω(t) = t ε(t) = (t − 2)/(2it + 2i)
f26 f11 ω(t) = (t + 2)/(t − 1) ε(t) = −(t + 1)/(t − 3)
f20 f12 ω(t) = −(t + 3)/(t + 1) ε(t) = −(t − i− 1)/((3i+ 3)t − 3i+ 1)
f16 f13 ω(t) = −t ε(t) = it
f17 f13 ω(t) = t ε(t) = 2it
f15 f14 ω(t) = −t ε(t) = it
f23 f18 ω(t) = t ε(t) = −(t − 3)/((3i+ 2)t + 2i+ 1)
f22 f21 ω(t) = −t ε(t) = t
f24 f23 ω(t) = −(t + 3)/(2t + 1) ε(t) = 2/(t − 1)
f34 f30 ω(t) = t/(3t − 1) ε(t) = −(t − 2)/(t + 3)
Case p = 11. Since the polynomial T 2+1 is irreducible over F11, its quadratic field F121 is obtained by adjoining one root
i of this polynomial to F11; that is, F121 = F11(i), with i2 = −1.
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f g ω ε
f22 f2 ω(t) = 1/3t ε(t) = 1/(t − 1)
f23 f6 ω(t) = t ε(t) = (t + (i− 4))/((3i+ 5)t + 5)
f21 f7 ω(t) = 1/5t ε(t) = 1/(t − 2)
f15 f10 ω(t) = −t ε(t) = (t − 1)/(4it + 5i)
f18 f12 ω(t) = −1/3t ε(t) = 1/t
f24 f12 ω(t) = t ε(t) = −(t − 4i+ 5)/((4i+ 4)t − 3i+ 4)
f19 f14 ω(t) = 1/t ε(t) = 1/(t − 1)
f16 f15 ω(t) = −t ε(t) = 3t
f17 f15 ω(t) = t ε(t) = −3it
f26 f20 ω(t) = t ε(t) = (t + 3i)/((5i− 3)t + 4i+ 4)
f25 f24 ω(t) = (t − 3)/(5t − 1) ε(t) = (t + 2)/(2t − 1)
We have now identified towers as provided in the lists in [9]. Finally, we state only the results for asymptotically optimal
towers. If we identify a tower F (respectively, F
′
) over Fp2 with towers G, . . . (respectively, G
′
, . . .), then we write the
results as follows.




, . . .
3 T7, T9
5 T3, T13 T5, T10, T11, T18 T7, T12, T14, T15 T9, T17
7 T2, T25 T4, T10, T14, T15 T6, T18, T23, T24 T8, T11, T19, T26
T9, T13, T16, T17 T12, T20 T21, T22 T30, T34
11 T2, T22 T6, T23 T7, T21 T10, T15, T16, T17
T12, T18, T24, T25 T14, T19 T20, T26
3. Equations of elliptic modular curves X1(N)× X0(N · 2)
In this section, we define equations of elliptic modular curves X1(N)× X0(N · 2) (N = 8, 10, 12), which are used in the
last section. Note that the genera of X1(N) (N = 8, 10, 12) are equal to zero.
LetN and g be positive integers withN - g , and let B(x) = x2−x+1/6 be a polynomial over Z. The generalized Dedekind
eta function is given by




1− q(n−1)N+g 1− qnN−g
(see [12]), where τ is a complex number with Im(τ ) > 0 and q = e2π√−1τ . The following fact was shown by Yang (see
Corollary 3 in [12]). If
g
eg ≡ 0 (mod 12),

g
geg ≡ 0 (mod 2),

g
g2eg ≡ 0 (mod 2N),





is an automorphic form of weight zero (that is, an automorphic function) on Γ1(N).
It is known that (E3(q)/E1(q))2 is a Hauptmodul for X1(8) (N = 8), E3(q)E4(q)/E1(q)E2(q) is a Hauptmodul for X1(10)
(N = 10), and E5(q)/E1(q) is a Hauptmodul for X1(12) (N = 12) (see [12]).
Case N = 8. We take the rational functions
A = A(q) = (E3(q)/E1(q))2 , B = B(q) = A(q2),
which are automorphic functions. Then, these functions satisfy the relation
B2 − (A2 − 4A+ 1)B+ A2 = 0.
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In fact, we define the function g(q) = B2 − (A2 − 4A + 1)B + A2. This is an automorphic function, since both A and B
are automorphic functions. Since the coefficients of 1/qn (n ≥ 0) in the q-expansion of g are equal to zero (from a practical
computation), g is a cusp form of weight zero, and therefore g(q) = 0. Note that the set of cusp forms of weight zero is equal
to zero. (We can also prove this fact by using the Sturm bound.)
Case N = 10. We take the rational functions
A = A(q) = E3(q)E4(q)/E1(q)E2(q), B = B(q) = A(q2),
which are automorphic functions. Then, these functions satisfy the relation
B2 − (A2 − 2A− 1)B+ A2 = 0.
Case N = 12. We take the rational functions
A = A(q) = E5(q)/E1(q), B = B(q) = A(q2),
which are automorphic functions. Then, these functions satisfy the relation
B2 − (A− 1)2B+ A2 = 0.
4. Modularities
In this section, we give some tables, in which we relate the asymptotically optimal towers Ti (except T8/F49) in [9] to
sequences of X0(N · 2n), X0(N · 2n)/ω or X1(N)× X0(N · 2n) in [4,5] and Section 3; that is, we determine the modularities of
the asymptotically optimal towers in [9]. The curve X0(N · 2n)/ω is written as X∗0 (N · 2n). Our methods mostly run parallel
to that of Elkies [8].
Case p = 3 (p. 212 in [9]). Take F9 = F3(i) and i2 = −1.
T f (x, y) = 0
X0(N · 2n) g(x, y) = 0
ω ε
T1 y2 + x2 + x = 0
X0(4 · 2n) y2 = x(x+ 16)(y+ 16)
ω(t) = t ε(t) = t/(t + 2)
T4 y2 + x2y+ 1 = 0
X0(16 · 2n) y2 = x(x+ 4)(y+ 2)
ω(t) = t ε(t) = 2t + 1
T5 y2 + (x2 + 1)y+ 1 = 0
X0(8 · 2n) y2 = x(x+ 8)(y+ 4)
ω(t) = t ε(t) = 2t + 2
T10 xy2 + 2x2y+ x2 + 2x+ 1 = 0
X0(10 · 2n) y2 = x(xy− 2y− 4)
ω(t) = (t + 2)/(2t + 2) ε(t) = (t + 2i)/((2+ i)t + 2)
T11 y2 + (x2 + 1)y+ x2 + x+ 1 = 0
X0(10 · 2n)/ω5 y2 = x(xy+ 8y+ 16)
ω(t) = t ε(t) = 2t + 2
In the above table, themodularity of only the asymptotically optimal tower T7 defined by f7(x, y) = xy2+(2x2+x+2)y+
x2 + 2x + 2 = 0 is not determined. It is not straightforward to determine this modularity, since the corresponding curves
are the fiber products of two elliptic modular curves. However, by using a method developed by Li et al. [8], we can show
that T7 corresponds to the sequence of X1(10) × X0(10 · 2n). Note that T7 (more precisely, f7(x, y) = 0) has the involution
inv(t) = t/(2t + 2); that is,
f7(x, y) = 0⇐⇒ f7(inv(x), inv(y)) = 0.
First, we prove that T7 is a supertower of a tower T
′
10 corresponding to the sequence of X0(10 · 2n). Let X = x + inv(x)
and Y = y + inv(y) be new variables. If we eliminate x, y from the old equation f7(x, y) = 0 to obtain a relation for X, Y ,
then we arrive at the new equation
F10(X, Y ) = XY 2 + 2X2Y + 2X2 + 2X + 2 = 0.
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Let T
′
10 be a tower defined by F10(X, Y ) = 0, and let ε(t) = (t + i)/((2+ i)t + 1) be a fractional linear transformation over
F9. Note that ω(t) = (t + 1)/(t + 2) is an involution over F9 of T ′10. Then, we obtain
((2+ i)X + 1)2((2+ i)Y + 1)2h(ε(X), ε(Y )) = C · Y 2 − X(XY − 2Y − 4) ,
where h(X, Y ) = (X + 2)2F10(ω(X), Y ) and C ∈ F9, C ≠ 0. Hence T7 is a supertower of T ′10 corresponding to the
sequence of X0(10 · 2n). (Note that the modularity of T ′10 is equal to that of the tower T10 defined by f10(x, y) = 0, since
F10(2X, 2Y ) = C · f10(X, Y ) for C ∈ F9, C ≠ 0.)
Next, we show that the branch points of the double covering from the x-line to the X-line are equal to those of the double
covering X1(10)→ X0(10). Note that each of these double coverings has exactly two branch points. The covering from x-line
to X-line is ramified at X = 0, 2. In fact,
X = x+ inv(x) = x2/(x+ 1)⇐⇒ x2 − X(x+ 1) = 0,
and the discriminant of the polynomial x2 − X(x+ 1) is equal to X(X − 2).
Let η(q) (respectively, Eg(q)) be the (respectively, generalized) Dedekind eta function (see [12]). Then,
H
′
(q) = E3E4/E1E2 = 1/q ·

n≥1
(1− qn)cn , cn =

−1 if n ≡ ±1,±2 (mod 10),
+1 if n ≡ ±3,±4 (mod 10),
0 otherwise
is a Hauptmodul for X1(10) (see [12] or [8]), and














and thus the covering X1(10)→ X0(10) is ramified at H = ±2i.
Hence, since for the above fractional linear transformation ε(t) = (t + i)/((2+ i)t + 1)
ε(0) = i = −2i, ε(2) = −i = 2i,
the branch points of the above coverings are equal. Hence, the tower T7 corresponds to the sequence of X1(10)×X0(10 ·2n),
and therefore we obtain the following table.
T involution
T /inv branch points of x → X = x+ inv(x)
X1(N)× X0(N · 2n) branch points of X1(N)→ X0(N)
ω ε
T7 inv(t) = t/(2t + 2)
XY 2 + 2X2Y + 2X2 + 2X + 2 = 0 0, 2
X1(10)× X0(10 · 2n) ±2i
ω(t) = (t + 1)/(t + 2) ε(t) = (t + i)/((2+ i)t + 1)
Case p = 5 (p.213 in [9]). Take F25 = F5(α) and α2 = 2.
T f (x, y) = 0
X0(N · 2n) g(x, y) = 0
ω ε
T1 y2 + x2y+ 4 = 0
X0(16 · 2n) y2 = x(x+ 4)(y+ 2)
ω(t) = t ε(t) = 4t + 3
T2 y2 + x2y+ x = 0
[9] y2 = x(xy+ 16)
ω(t) = t ε(t) = 4t
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T3 y2 + x2y+ 3x = 0
X0(18 · 2n) y2 = x(xy− 2)
ω(t) = t ε(t) = 4t
T4 y2 + (x2 + 2)y+ 1 = 0
X0(8 · 2n) y2 = x(x+ 8)(y+ 4)
ω(t) = t ε(t) = 4t + 1
T5 y2 + (x2 + 2)y+ x2 = 0
X0(12 · 2n) y2 = x(x− 2)(y− 2)
ω(t) = t ε(t) = 4t + 1
T6 y2 + (x2 + 2)y+ 2x2 + 1 = 0
X0(4 · 2n) y2 = x(x+ 16)(y+ 16)
ω(t) = t ε(t) = 4t + 2
T7 y2 + (x2 + 2)y+ 3x2 + 4x+ 4 = 0
X0(18 · 2n)/ω9 y2 = x(xy+ 6y+ 4)
ω(t) = t ε(t) = 4t + 2
T19 y2 + x2y+ 3x2 + 2 = 0
X0(12 · 2n)/ω3 y2 = x(x+ 4)(y+ 4)
ω(t) = t ε(t) = 4t + 3
T22 y2 + 4xy+ x2 + x = 0
X0(2 · 2n) y2 = x(xy+ 48y+ 4096)
ω(t) = t ε(t) = t/(4t + 4)
T23 y2 + x2y+ 2x2 + 2x = 0
X0(6 · 2n) y2 = x(xy− 6y− 8)
ω(t) = t ε(t) = 4t + 3
T27 y2 + (x2 + 1)y+ x2 + 4x+ 4 = 0
X0(6 · 2n)/ω3 y2 = x(xy+ 12y+ 64)
ω(t) = t ε(t) = 4t + 4
T involution
T /inv branch points of x → X = x+ inv(x)
X1(N)× X0(N · 2n) branch points of X1(N)→ X0(N)
ω ε
T9 inv(t) = (t + 1)/(2t + 4)
(X + 1)Y 2 + (4X2 + 3X + 2)Y + 3X2 + 4X + 2 = 0 1± 2α
X1(12)× X0(12 · 2n) ±2
ω(t) = (t + 1)/(t + 4) ε(t) = (t + (2+ α))/((1+ 4α)t + 4)
Case p = 7 (pp. 214–215 in [9]). Take F49 = F7(i) and i2 = −1.
T f (x, y) = 0
X0(N · 2n) g(x, y) = 0
ω ε
T1 y2 + x2y+ 4 = 0
X0(16 · 2n) y2 = x(x+ 4)(y+ 2)
ω(t) = t ε(t) = 6t + 5
T2 y2 + x2y+ 5x = 0
X0(18 · 2n) y2 = x(xy− 2)
ω(t) = t ε(t) = 6t
T3 y2 + x2y+ 5x2 + 5 = 0
X0(12 · 2n)/ω3 y2 = x(x+ 4)(y+ 4)
ω(t) = t ε(t) = 6t + 5
T4 y2 + x2y+ 6x2 + 3x = 0
X1(8)× X0(8 · 2n) y2 − (x2 − 4x+ 1)y+ x2 = 0
ω(t) = t ε(t) = 6t + 2
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T5 y2 + (x2 + 1)y+ 6x2 + 2 = 0
X0(4 · 2n) y2 = x(x+ 16)(y+ 16)
ω(t) = t ε(t) = 6t + 6
T6 y2 + (x2 + 4)y+ x2 = 0
X0(12 · 2n) y2 = x(x− 2)(y− 2)
ω(t) = t ε(t) = 6t + 1
T7 y2 + (x2 + 6)y+ 2 = 0
X0(8 · 2n) y2 = x(x+ 8)(y+ 4)
ω(t) = t ε(t) = 6t + 3
T9 y2 + (x2 + 6)y+ 4x2 + 6x+ 4 = 0
X0(6 · 2n) y2 = x(xy− 6y− 8)
ω(t) = t ε(t) = 6t + 3
T29 y2 + (x2 + 4)y+ 6x2 + x+ 1 = 0
X0(6 · 2n)/ω3 y2 = x(xy+ 12y+ 64)
ω(t) = t ε(t) = 6t + 1
T31 y2 + x2y+ 2x = 0
[9] y2 = x(xy+ 16)
ω(t) = t ε(t) = 6t
T33 y2 + (x2 + 6)y+ 4x2 + 2x+ 2 = 0
X0(10 · 2n)/ω5 y2 = x(xy+ 8y+ 16)
ω(t) = t ε(t) = 6t + 3
T34 y2 + (x2 + 4)y+ 3x2 + 4x+ 1 = 0
X0(18 · 2n)/ω9 y2 = x(xy+ 6y+ 4)
ω(t) = t ε(t) = 6t + 4
Tnew (x2 + 2x+ 1)y2 + (5x2 + 5x+ 1)y+ x2 + 6x+ 2 = 0
X0(10 · 2n) y2 = x(xy− 2y− 4)
ω(t) = 3/t ε(t) = (t + 5i)/((1+ 2i)t + (3+ 2i))
T involution
T /inv branch points of x → X = x+ inv(x)
X0(N · 2n) branch points of X0(N)→ X∗0 (N)
ω ε
T12 inv(t) = (t + 2)/(2t + 6)
(X + 2)Y 2 + (6X2 + 3X + 4)Y + 4X2 + 6X + 2 1± 3i
X0(18 · 2n) 3± 3i
ω(t) = (t + 1)/(t + 6) ε(t) = t/(4t + 6)
T involution
T /inv branch points of x → X = x2
X1(N)× X0(N · 2n) branch points of X1(N)→ X0(N)
ω ε
T21 inv(t) = −t
(x2 + 2x+ 1)y2 + (5x2 + 5x+ 1)y+ x2 + 6x+ 2 = 0 0,∞
X1(10)× X0(10 · 2n) ±2i
ω(t) = 3/t ε(t) = (t + 5i)/((1+ 2i)t + 3+ 2i)
Case p = 11 (pp. 216–217 in [9]). Take F121 = F11(i) and i2 = −1.
T f (x, y) = 0
X0(N · 2n) g(x, y) = 0
ω ε
T1 y2 + x2y+ 4 = 0
X0(16 · 2n) y2 = x(x+ 4)(y+ 2)
ω(t) = t ε(t) = 10t + 9
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T2 y2 + x2y+ 9x = 0
X0(18 · 2n) y2 = x(xy− 2)
ω(t) = t ε(t) = 10t
T3 y2 + (x2 + 8)y+ 3x2 + 4x+ 5 = 0
X0(9 · 2n)/ω9 y2 = x(xy+ 6y+ 4)
ω(t) = t ε(t) = 10t + 8
T4 y2 + x2y+ 5x = 0
[9] y2 = x(xy+ 16)
ω(t) = t ε(t) = 10t
T5 y2 + (x2 + 3)y+ 5 = 0
X0(8 · 2n) y2 = x(x+ 8)(y+ 4)
ω(t) = t ε(t) = 10t + 7
T6 y2 + (x2 + 7)y+ 9x+ 4 = 0
X1(10)× X0(10 · 2n) y2 − (x2 − 2x− 1)y+ x2 = 0
ω(t) = t ε(t) = 10t + 1
T7 y2 + (x2 + 8)y+ 10x2 + 7x+ 6 = 0
X0(10 · 2n) y2 = x(xy− 2y− 4)
ω(t) = t ε(t) = 10t + 1
T8 y2 + (x2 + 3)y+ 4x2 + 5x+ 5 = 0
X0(10 · 2n)/ω5 y2 = x(xy+ 8y+ 16)
ω(t) = t ε(t) = 10t + 7
T9 y2 + (x2 + 7)y+ 3x2 + 4 = 0
X0(4 · 2n) y2 = x(x+ 16)(y+ 16)
ω(t) = t ε(t) = 10t + 3
T10 y2 + (x2 + 7)y+ 8x2 + 3x+ 5 = 0
X0(6 · 2n) y2 = x(xy− 6y− 8)
ω(t) = t ε(t) = 10t + 3
T11 y2 + (x2 + 9)y+ 6x2 + 9x+ 6 = 0
X0(6 · 2n)/ω3 y2 = x(xy+ 12y+ 64)
ω(t) = t ε(t) = 10t + 5
T12 y2 + (x2 + 8)y+ x2 = 0
X0(12 · 2n) y2 = x(x− 2)(y− 2)
ω(t) = t ε(t) = 10t + 1
T13 y2 + x2y+ 9x2 + 1 = 0
X0(12 · 2n)/ω3 y2 = x(x+ 4)(y+ 4)
ω(t) = t ε(t) = 10t + 9
T14 y2 + (x2 + 9)y+ 9x+ 2 = 0
X1(12)× X0(12 · 2n) y2 − (x− 1)2y+ x2 = 0
ω(t) = t ε(t) = 10t + 1
T involution
T /inv branch points of x → X = x+ inv(x)
X1(N)× X0(N · 2n) branch points of X1(N)→ X0(N)
ω ε
T20 inv(t) = (t + 10)/(6t + 10)
(5X2 + X + 5)Y 2 + (3X2 + 3X + 7)Y + (3X2 + 7X + 4) = 0 4± 5i
X1(10)× X0(10 · 2n) ±2i
ω(t) = t/(t + 10) ε(t) = (t + 5)/(t + 1)
As yet, we do not know the answers to the following questions.
Question. (1) Is the asymptotically optimal tower T8 over F49 defined by the equation
y2 + (x2 + 6)y+ x2 = 0
modular? (Note that this tower was studied by Beelen and Bouw in [1].)
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(2) Is the asymptotically good tower T2 (respectively, T6) over F9 given by the equation
y2 + xy+ 2x2 + 1 = 0 (respectively, y2 + (x2 + 1)y+ 2x2 = 0)
modular? (Note that these towers are not asymptotically optimal.)
(3) Is the asymptotically good tower T8 (respectively, T20) over F25 defined by the equation
y2 + 3y+ (y+ 4)x2 = 0 (respectively, y2 + 2xy+ 4x2 + 1 = 0)
modular? (Note that this tower is not asymptotically optimal.)
References
[1] P. Beelen, I.I. Bouw, Asymptotically good towers and differential equations, Compos. Math. 141 (6) (2005) 1405–1424.
[2] F. Diamond, J. Shurman, A first course in modular forms, in: Graduate Texts in Mathematics, vol. 228, Springer-Verlag, New York, 2005.
[3] N.D. Elkies, Explicit modular towers, in: T. Basar, A. Vardy, (Eds.), Proceedings of the Thirty-Fifth Annual Allerton Conference on Communication,
Control and Computing (1997), Univ. of Illinois at Urbana-Champaign 1998 (math.NT/0103107 on the arXiv) pp. 23–32.
[4] N.D. Elkies, Quadratic Hecke correspondences, part I: genus-0 groups containing Gamma0(2N) for some odd N,
http://www.math.harvard.edu/~elkies/tower2_1.html.
[5] N.D. Elkies, Quadratic Hecke correspondences, part II: genus-0 groups containing Gamma0(4N) not in part I,
http://www.math.harvard.edu/~elkies/tower2_2.html.
[6] A. Garcia, H. Stichtenoth, On the asymptotic behaviour of some towers of function fields over finite fields, J. Number Theory 61 (2) (1996) 248–273.
[7] T. Hasegawa, M. Inuzuka, T. Suzuki, Towers of function fields over finite fields corresponding to elliptic modular curves, Preprint.
[8] W-CW. Li, H. Maharaj, H. Stichtenoth, N.D. Elkies, New optimal tame towers of function fields over small finite fields, in: Algorithmic Number Theory,
Sydney, 2002, in: Lecture Notes in Comput. Sci., 2369, Springer, Berlin, 2002, pp. 372–389.
[9] H. Maharaj, J. Wulftange, On the construction of tame towers over finite fields, J. Pure Appl. Algebra 199 (1–3) (2005) 197–218.
[10] H. Stichtenoth, Algebraic function fields and codes, second ed., in: Graduate Texts in Mathematics, 254, Springer-Verlag, Berlin, 2009.
[11] S.G. Vladut, V.G. Drinfeld, The number of points of an algebraic curve, Funct. Anal. Appl. 17 (1) (1983) 53–54.
[12] Y. Yang, Transformation formulas for generalized Dedekind eta functions, Bull. Lond. Math. Soc. 36 (5) (2004) 671–682.
