Abstract. This article contains several results for λ-Robertson functions, i.e., analytic functions f defined on the unit disk D satisfying f (0) = f ′ (0) − 1 = 0 and Re e −iλ {1 + zf ′′ (z)/f ′ (z)} > 0 in D, where λ ∈ (−π/2, π/2). We will discuss about conditions for boundedness and quasiconformal extension of Robertson functions. In the last section we provide another proof of univalence for Robertson functions by using the theory of Löwner chains.
Introduction
Let A be the family of functions f analytic in the unit disc D = {z ∈ C : |z| < 1} with the usual normalization f (0) = f ′ (0) − 1 = 0, and S be the subclass of A consisting of functions univalent in D.
Let λ be a real constant between −π/2 and π/2. The curve γ λ (t) = exp(te iλ ), t ∈ R, and its rotations e iθ γ λ (t), θ ∈ R, are called λ-spirals. A domain Ω with 0 ∈ Ω is called λ-spirallike (with respect to 0) if for every w ∈ Ω, the λ-spiral which connects w and 0 lies in Ω. A function f ∈ A is said to be a λ-spirallike function if f maps D univalently onto a λ-spirallike domain and the class of such functions is denoted by SP(λ). Spirallike functions are introduced byŠpaček [20] in 1933. We note that 0-spirallike functions are precisely starlike functions. It is known that a necessary and sufficient condition for f ∈ A to be in SP(λ) is that Re e −iλ zf ′ (z) f (z) > 0 for all z ∈ D. In [8] , Kim and Sugawa introduce the notion of λ-argument. Let us set θ = arg λ w if w ∈ e iθ γ λ (R). We note that arg 0 w = arg w. For some more properties of λ-argument, the reader may be referred to [8] . By utilizing λ-argument, another equivalence can be obtained
For general references about spirallike functions, see e.g. [5] or [1] . A function f ∈ A is said to be a λ-Robertson function [10] if f satisfies
for all z ∈ D. Let R(λ) be the set of those functions. The definition of λ-Robertson functions shows immediately that R(0) is precisely the class of convex functions which is usually denoted by K. Furthermore in view of the definitions of spirallike and Robertson functions, for a function f ∈ A the following relations are true;
where
The class R(λ) was first introduced by Robertson [15] . He showed that all functions in R(λ) are univalent if 0 < cos λ ≤ x 0 , where x 0 = 0.2034 · · · is the unique positive root of the equation 16x 3 + 16x 2 + x − 1 = 0 (in the original paper x 0 is evaluated as 0.2315 · · · which seems to be erroneous [9] ). Later Libera and Ziegler [11] and Chichra [4] gave some improvements on the range of λ for which R(λ) ⊂ S by estimating the norm of the Schwarzian derivatives for the class R(λ). Finally Pfaltzgraff [12] showed that R(λ) ⊂ S if 0 < cos λ ≤ 1/2 or cos λ = 1. This value is best possible. Indeed, Robertson also presented in [15] a non-univalent function which belongs to R(λ) for each λ in the range 1/2 < cos λ < 1 by making use of Roysters's example [16] 
, where µ is a number which satisfies µ + 1 = |µ + 1|e iλ , |µ| ≤ 1, |µ + 1| > 1 and |µ − 1| > 1.
The class of λ-Robertson functions has been investigated by various authors. Recently the class R(λ) is still an interesting topic in geometric function theory (e.g. [14] ). Actually, under the relationship (1) many properties of Robertson functions follows from those of spirallike functions. For instance the coefficient estimate of R(λ) is an easy consequence of a result of Zamorski [22] (see also [2] ). For some more information about Robertson functions, the reader is referred to e.g. [1, Section 8] .
In the present paper we would like to give several new results for the λ-Robertson functions. In section 2 we will show that λ-Robertson functions are bounded whenever cos λ < 1/ √ 2 which improves a result of Kim and Sugawa in [9] . Quasiconformal extension criteria which are related with Robertson functions are shown in section 3. One of the criteria is also obtained by using the technique of Löwner's theory. We will discuss this problem in the last section and give an explicit Löwner chain for Robertson functions.
Boundedness of R(λ)
2.1. Result and auxiliary lemma. The boundedness of λ-Robertson function is analyzed by Kim and Sugawa [9] . It can be stated as follows after being translated to our notations.
Theorem A ( [9] ). λ-Robertson functions are bounded by a constant depending only on λ when cos λ < 1/2.
They remark that the bound 1/2 cannot be replaced by any number greater than 1/ √ 2 since the function given by (2) is unbounded when cos λ > 1/ √ 2. Our next result will verify that the bound 1/ √ 2 is best possible.
In order to prove the above result, the growth theorem of spirallike functions in [18] or [1] is needed. Since those known forms are complicated there, we simplify them as follows.
Lemma 2. Let f ∈ SP(λ), then for |z| = r < 1, we have
where Ψ 1 (r) = P λ (re iθ1 ) = r exp (− sin 2λ arcsin(r sin λ)) (r cos λ − 1 − r 2 sin 2 λ) 2 cos 2 λ and Ψ 2 (r) = P λ (re iθ2 ) = r exp (sin 2λ arcsin(r sin λ))
and cos(λ + θ 1 ) < 0 and cos(λ + θ 2 ) > 0 respectively.
2.2.
Proof of Theorem 1. Equivalence (1) and Lemma 2 show that
where 0 < |z| = r < 1.
Since the numerator in the above integrand is bounded over [0, 1] , it is sufficient to estimate only the denominator.
Upon a change in the variable s = 1 − t, we obtain
when s → 0. Therefore f (z) is bounded whenever 2 cos 2 λ < 1, that is, cos λ < 1/ √ 2. The example given by (2) ensures the sharpness of the value 1/ √ 2.
Remark. Note that our method is not applicable for the case when cos λ = 1/ √ 2. Since the function f λ (z) given in (2) is bounded when cos λ = 1/ √ 2, we may expect that R(λ) consists of bounded functions as well in this case.
Quasiconformal Extension

3.1.
Results. In this section we would like to discuss about the new quasiconformal extension criteria for Robertson functions. Let us denote by S(k) the family of functions lie in S and can be extended to quasiconformal automorphisms of C so that the complex dilatation µ f = (∂f /∂z)/(∂f /∂z) satisfies |µ f (z)| ≤ k < 1 for almost every z ∈ C.
We will show the following which is an extension of a result of Ruscheweyh [17, Corollary 1]; Theorem 3. Let f ∈ A, k ∈ [0, 1) and λ ∈ (−π/2, π/2), q > −1 be related by
If f satisfies
for all z ∈ D, then f ∈ S(k). If, in addition, f ′′ (0) = 0, (3) can be replaced by
We note that when q = 0 Theorem 3 claims quasiconformal extension of λ-Robertson functions which can be stated explicitly as follows; Corollary 4. Let f ∈ R(λ) with λ ∈ (−π/2, π/2) satisfying 0 < cos λ ≤ k/2, then f ∈ S(k). If, in addition, f ′′ (0) = 0 and (4) can be replced by
We note here that the second case in Corollary 4 also implies that function f ∈ R(λ) with f ′′ (0) = 0 for arbitrary λ ∈ (−π/2, π/2) is univalent which was proved by Singh and Chichra [19] by means of Ahlfors's criterion for univalence as well.
3.2.
Preliminaries. The following several results will be used later in our arguments. Here, set
.
then f ∈ S(l), where
We note that in the above theorem l = k if and only if b = 0 ( [7] ).
Lemma C (e.g. [17] ). Let p(z) = 1 + a n z n + · · · be analytic and Re p(z) > 0 on
for all z ∈ D.
3.3. Proof of Theorem 3. Let s = 1/(1 + q) and f (z) = z + ∞ n=2 a n z n , then for ≤ s| cos λ| 2|z|
Therefore by Theorem B f can be extended to a k-quasiconformal automorphism of C whenever
which is equivalent to (3) if n = 1 and to (5) if n = 2.
Löwner chain
We can find another proof for univalency of Robertson functions by making use of the theory of Löwner chains.
The following theorem is well known. Here, we denote ∂f /∂t and ∂f /∂z byḟ and f ′ respectively.
Theorem D ( [13] , see also [6] ). Let 0 < r 0 ≤ 1. Let f t (z) = ∞ n=1 a n (t)z n , a 1 (t) = 0, be analytic for each t ∈ [0, ∞) in D r0 and locally absolutely continuous in [0, ∞), locally uniformly with respect to D r0 , where
where p t (z) is analytic in D and satisfies Re p t (z) > 0, z ∈ D. If |a 1 (t)| → ∞ for t → ∞ and if {f t (z)/a 1 (t)} forms a normal family in D r0 , then for each t ∈ [0, ∞) f t (z) can be continued analytically to a univalent function on D.
The next lemma is needed for our discussion; where r = |z| < 1. Now we suppose that |λ| ∈ [π/3, π/2) and f is a λ-Robertson function. Let us put f t (z) = f (e −t z) − e −2iλ (e 2t − 1)e −t zf ′ (e −t z).
Here we should note that a more general form of (7) appears in [17] . It suffices to prove that p t (z) in (6) lies in the right-hand side of the complex plane C for all z ∈ D and a.e. t ∈ [0, ∞). This is equivalent to
Then a calculation shows that e −2t e 2iλ + 1 − 1 − e −2t
1 + e −t zf ′′ (e −t z) f ′ (e −t z) < 1
implies univalency of f and (8) follows from maximum modulus principle and Lemma E when cos λ ≤ 1/2.
Remark. Applying Becker's theorem [3] with (7), we also obtain the quasiconformal extension criterion for R(λ) which is in Corollary 4.
