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ON THE STRUCTURE OF KAC–MOODY ALGEBRAS
TIMOTHE´E MARQUIS∗
Abstract. Let A be a symmetrisable generalised Cartan matrix, and let g(A) be
the corresponding Kac–Moody algebra. In this paper, we address the following
fundamental question on the structure of g(A): given two homogeneous elements
x, y ∈ g(A), when is their bracket [x, y] a nonzero element? As an application of
our results, we give a description of the solvable and nilpotent graded subalgebras
of g(A).
1. Introduction
By a theorem of J.-P. Serre ([Ser66]), any finite-dimensional semisimple Lie algebra
admits a presentation whose parameters are the entries of some matrix of integers
A, called a Cartan matrix. This presentation still makes sense if one allows more
general integral matrices A = (aij)i,j∈I, called generalised Cartan matrices (GCM).
The corresponding Lie algebras g(A) (the Kac–Moody algebras) were introduced in-
dependently in 1967 by V. Kac ([Kac67]) and R. Moody ([Moo67]). From a mere
generalisation to infinite dimension of the semisimple Lie algebras (which are the
Kac–Moody algebras of finite type), Kac–Moody algebras soon became central ob-
jects of study, with a wide array of applications in a variety of mathematical domains,
as well as in theoretical physics (see e.g. [Kac90]).
Kac–Moody algebras share many properties with their finite-dimensional sisters;
in particular, they possess a root space decomposition
g(A) = h⊕
⊕
α∈∆
gα
with respect to the adjoint action of a Cartan subalgebra h, with associated set of
roots ∆ ⊆ h∗, as well as a triangular decomposition
g(A) = n− ⊕ h⊕ h+,
where n± :=
⊕
α∈∆± gα is the subalgebra of g(A) associated to the set of posi-
tive/negative roots ∆± = ∆ ∩ ±
∑
i∈I Nαi with respect to a set {αi | i ∈ I} of
simple roots. Moreover, if A is symmetrisable (a mild assumption made throughout
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this paper, see §2 for precise definitions), then g(A) admits a non-degenerate invari-
ant form (·|·) that generalises the Killing form; the restriction to h of this form is
non-degenerate, and induces a bilinear form
h∗ × h∗ → C : (α, β) 7→ (α|β)
on h∗.
On the other hand, Kac–Moody algebras also show some striking differences: while
some roots in ∆ have analoguous properties to the roots of a semisimple Lie algebra
(such roots are called real), the key novelty of Kac–Moody algebras (of non-finite
type) is the apparition of imaginary roots, with a completely different behaviour.
The sets ∆re and ∆im of real and imaginary roots can be described as
∆re = {α ∈ ∆ | (α|α) > 0} and ∆im = {α ∈ ∆ | (α|α) ≤ 0}.
One of the most notable differences between real and imaginary roots concerns the
dimension of the corresponding root spaces: while dim gα = 1 for all α ∈ ∆
re,
the dimensions of the root spaces gα with α ∈ ∆
im might be arbitrarily large, and
determining these root multiplicities is still a widely open problem. In fact, despite
a considerable volume of works on the topic, the structure of general Kac–Moody
algebras remains, to this day, largely mysterious.
One exception is the case where all imaginary roots α ∈ ∆im are isotropic, in
the sense that (α|α) = 0. The corresponding Kac–Moody algebras, of so-called
affine type, have concrete realisations as (twisted) loop algebras over semisimple Lie
algebras (or rather, suitable extensions thereof), and their structure is thus well-
understood. In particular, {dim gα | α ∈ ∆} is in that case bounded. On the other
hand, when g(A) is of indefinite type, i.e. neither of finite nor of affine type, the set
{dim gα | α ∈ ∆} is unbounded, and there is not a single instance where a “concrete
realisation” of g(A), as in the affine case, is known.
In order to elucidate the structure of general Kac–Moody algebras beyond the foun-
dational results of the theory (see [Kac90]), the efforts of the Kac–Moody community
have essentially been focussed on obtaining root multiplicity formulas. Pioneering
works by several authors (notably, [BM79], [FF83] and [Kan94]) led to several such
formulas in closed form, at various levels of generality, and these formulas were ap-
plied in a number of papers to determine explicitely the root multiplicities of “small”
roots for some particular Kac–Moody algebras. However, these formulas very quickly
become impracticable for “larger” roots. Even more problematic, they are of very
little help in understanding how dim gα varies when α ∈ ∆
im varies and, a for-
tiori, in getting global information on the Lie algebra structure of g(A). In fact,
apart from a monotonicity result, obtained in [KM95, Proposition 5.6], stating that
dim gα ≤ dim gα+α1+α2 for any root α ∈ ∆
+ associated to the GCM A =
(
2 −a
−a 2
)
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(a ∈ N), there seems to be no general result beyond [Kac90] that provides informa-
tion on the Lie bracket of g(A), or even that offers some comparison results on the
root multiplicities.
In the present paper, we take a different approach, by addressing the following
fundamental question on the Lie algebra structure of g(A):
Given x ∈ gα and y ∈ gβ, when is [x, y] a nonzero element?
Our main theorem is as follows.
Theorem A. Let α, β ∈ ∆. If (α|β) < 0 then [x, y] 6= 0 for all nonzero x ∈ gα and
y ∈ gβ, unless α = β and Cx = Cy.
As the condition (α|β) < 0 is almost always satisfied for positive imaginary roots
α, β ∈ ∆im+ := ∆im ∩ ∆+ (see Lemma 3.6), Theorem A allows in particular for a
precise description of the Lie bracket on the imaginary subalgebra (see §2.3)
nim+ :=
⊕
α∈∆im+
gα
of n+ (note that there is a Chevalley involution ω ∈ Aut(g(A)) exchanging n+ and
n−, whence our focus on n+).
Corollary B. Let α, β ∈ ∆im+. Then one of the following holds:
(1) [gα, gβ] = {0}. This occurs if and only if either α + β /∈ ∆, or α, β are
proportional isotropic roots.
(2) [x, y] 6= 0 for every nonzero x ∈ gα and y ∈ gβ such that Cx 6= Cy.
Note that the case (1) in Corollary B is completely understood, as we also deter-
mine precisely the pairs α, β ∈ ∆im+ such that α + β /∈ ∆ (see Lemma 3.4). The
case (2), on the other hand, implies the following dramatic generalisation of [KM95,
Proposition 5.6] to arbitrary symmetrisable GCM and arbitrary pairs of positive
roots (α, β) (Proposition 5.6 in loc.cit. covers the case β = α1+α2 for the symmetric
2× 2 GCM).
Corollary C. Let α, β ∈ ∆im+ with α 6= β be such that [gα, gβ] 6= {0}. Then
dim[gα, gβ] ≥ max{dim gα, dim gβ},
with equality if and only if min{dim gα, dim gβ} = 1.
As an application of Theorem A, we describe, in the second part of this paper, the
graded subalgebras L of g(A) all whose elements are ad-locally finite on L; in par-
ticular, we obtain structure results for the solvable and nilpotent graded subalgebras
of g(A). We recall that an element x ∈ L is ad-locally finite on L if for every y ∈ L
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there is some finite-dimensional subspace V ⊆ L containing y such that [x, V ] ⊆ V .
In other words, x ∈ L is ad-locally finite on L if and only if the exponential
exp ad x :=
∑
n∈N
(ad x)n
yields a well-defined operator in Aut(L). The condition that L only consists of such
elements thus precisely means that L can be integrated to a group
G(L) = {exp adx | x ∈ L} ⊆ Aut(L).
Note that ad-local finiteness is another key difference between real and imaginary
root spaces: while x is ad-locally finite on g(A) for every x ∈ gα with α ∈ ∆
re (this
condition in fact characterises Kac–Moody algebras within the class of contragredient
Lie algebras, see [MP95, §4.1]), the nonzero elements of imaginary root spaces are
not ad-locally finite on g(A). We first establish a very precise form of this statement.
Theorem D. Let α ∈ ∆im+ and β ∈ ∆+. Let x ∈ gα and y ∈ gβ be such that
[x, y] 6= 0. Then (adx)ny 6= 0 for all n ∈ N.
We next state the announced structure result for graded subalgebras of L with
only ad-locally finite elements. An element x ∈ g(A) is homogeneous if x ∈ gα for
some α ∈ ∆ ∪ {0}. A set Ψ ⊆ ∆ of roots is called closed if α + β ∈ Ψ whenever
α, β ∈ Ψ and α + β ∈ ∆. One then writes gΨ :=
⊕
α∈Ψ gα ⊆ g(A). In particular,
nim± = g∆im± , where ∆
im± = ∆im ∩∆±.
Theorem E. Let L be a graded subalgebra of g(A) such that each homogeneous
element of L is ad-locally finite on L. Then there exists a closed set of real roots
Ψ ⊆ ∆re, and abelian subalgebras L0 ⊆ h, L
im+ ⊆ nim+ and Lim− ⊆ nim− such that
(1) L = L0 ⊕ gΨ ⊕L
im+ ⊕Lim−;
(2) [gΨ,L
im+] = {0} = [gΨ,L
im−];
(3) [Lim+,Lim−] ⊆ L0 ⊕ gΨ.
Note that the subspaces gΨ with Ψ ⊆ ∆
re a closed set of real roots were com-
pletely described in [CM18] (see Proposition 2.1 below). On the other hand, we also
provide a complete description of the graded abelian subalgebras Lim± of nim± (see
Proposition 5.9).
As every element x of a nilpotent subalgebra L of g(A) is ad-locally nilpotent
on L (i.e. for every y ∈ L there exists some n ∈ N such that (ad x)ny = 0),
Theorem E applies in particular to nilpotent graded subalgebras of g(A), and yields
the following analogue in the Kac–Moody setting of a classical result from the theory
of finite-dimensional nilpotent Lie algebras.
Corollary F. Let L be a graded subalgebra of g(A). Then L is nilpotent if and only
if every homogeneous x ∈ L is ad-locally nilpotent on L.
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Together with [CM18], Theorem E further implies the existence of a uniform bound
on the nilpotency class of nilpotent graded subalgebras of g(A).
Corollary G. There exists some N ∈ N depending only on A, such that every
nilpotent graded subalgebra of g(A) has nilpotency class at most N .
Finally, we obtain an analogue in the Kac–Moody setting of another classical
result, this time from the theory of finite-dimensional solvable Lie algebras. Let
Γ(A) denote the Dynkin diagram of A.
Theorem H. Assume that Γ(A) does not contain any subdiagram of affine type. Let
L be a graded subalgebra of g(A). Then the following assertions are equivalent:
(1) L is solvable.
(2) L1 := [L,L] is nilpotent.
(3) [h ∩ L1,L] = {0} and each homogeneous element of L is ad-locally finite on
L.
Note that when Γ(A) contains a subdiagram of affine type, Theorem H does not
hold anymore (see Example 5.11). Nevertheless, a weaker form of Theorem H can
still be obtained without this additional hypothesis (see Theorem 5.14).
Conventions. Throughout this paper, N denotes the set of nonnegative integers,
N∗ the set of positive integers, and Z∗ the set of nonzero integers.
2. Preliminaries
In this section, we fix some terminology and recall some basic facts about Kac–
Moody algebras. The general reference for this section is [Kac90, Chapters 1–5 and
§9.11].
2.1. Generalised Cartan matrices. A generalised Cartan matrix (GCM) is
an integral matrix A = (aij)i,j∈I indexed by some finite set I such that
(C1) aii = 2 for all i ∈ I;
(C2) aij ≤ 0 for all i, j ∈ I with i 6= j;
(C3) aij = 0 ⇐⇒ aji = 0 for all i, j ∈ I.
The matrix A is called symmetrisable if there exists some diagonal matrix D and
some symmetric matrix B such that A = DB.
2.2. Kac–Moody algebras. Let A = (aij)i,j∈I be a symmetrisable generalised Car-
tan matrix, and fix a realisation (h,Π = {αi | i ∈ I},Π
∨ = {α∨i | i ∈ I}) of A as
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in [Kac90, Chapter 1]. The Kac–Moody algebra g(A) is the Lie algebra with
generators ei, fi (i ∈ I) and h, and defining relations
[h, h′] = 0 for all h, h′ ∈ h;(2.1)
[h, ei] = 〈αi, h〉ei and [h, fi] = −〈αi, h〉fi for all i ∈ I;(2.2)
[fj, ei] = δijα
∨
i for all i, j ∈ I;(2.3)
(ad ei)
1−aijej = 0 and (ad fi)
1−aijfj = 0 for all i, j ∈ I with i 6= j.(2.4)
The elements ei, fi (i ∈ I), as well as the space h, are identified with their canonical
image in g(A), and are respectively called the Chevalley generators and Cartan
subalgebra of g(A). The subalgebra of g(A) generated by the ei (resp. fi) for i ∈ I
is denoted n+ = n+(A) (resp. n−), and g(A) admits a triangular decomposition
g(A) = n− ⊕ h⊕ n+ (direct sum of vector spaces).
The adjoint action of h on g(A) is diagonalisable, yielding a root space decompo-
sition
g(A) = h⊕
⊕
α∈∆
gα,
where gα := {x ∈ g(A) | [h, x] = α(h)x ∀h ∈ h} is the root space attached to
α ∈ h∗, and where ∆ := {α ∈ h∗ \ {0} | gα 6= {0}} is the corresponding set of roots.
Set Q :=
⊕
i∈I Zαi. Every root α ∈ ∆ either belongs to
Q+ :=
⊕
i∈I
Nαi
(in which case α is called positive) or to Q− := −Q+ (in which case α is called
negative); writing α =
∑
i∈I niαi for some ni ∈ Z, the number ht(α) :=
∑
i∈I ni is
called the height of α. The set of all positive (resp. negative) roots is denoted ∆+
(resp. ∆−). An element x ∈ gα for some α ∈ ∆ ∪ {0} (where g0 := h) is called
homogeneous of degree deg(x) := α.
Setting h′ :=
∑
i∈I Cα
∨
i ⊆ h, the derived algebra g
′(A) := [g(A), g(A)] of g(A) has
a triangular decomposition
g′(A) = n− ⊕ h′ ⊕ n+.
It has the same presentation as g(A), with h replaced by h′. The center c of g′(A)
is contained in h′, and g′(A)/c is a simple Lie algebra. Moreover, if n˜+ denotes the
free Lie algebra with generators ei (i ∈ I) and i
+ the ideal of n˜+ generated by the
elements (ad ei)
1−aijej (i 6= j), then the assignment ei 7→ ei defines an isomorphism
(2.5) n+ ∼= n˜+/i+.
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To any subset Ψ ⊆ ∆, we associate the subspace
gΨ :=
⊕
α∈Ψ
gα
of g(A). The set Ψ is closed if α+ β ∈ Ψ whenever α, β ∈ Ψ and α + β ∈ ∆.
The assignment
ω(ei) := −fi, ω(fi) := −ei, and ω(h) := −h for all i ∈ I and h ∈ h
defines an involutive automorphism ω of g(A), called the Chevalley involution.
Note that ω(gα) = g−α for all α ∈ ∆; in particular, ∆
− = −∆+.
2.3. Weyl group of g(A). The Weyl group W = W(A) of g(A) is the subgroup
of GL(h∗) generated by the simple reflections
si : h
∗ → h∗, α 7→ α− 〈α, α∨i 〉αi
for i ∈ I; the couple (W, {si | i ∈ I}) is then a Coxeter system. Alternatively, W can
be identified with the subgroup of GL(h) generated by the “dual” simple reflections
s∨i : h→ h, h 7→ h− 〈αi, h〉α
∨
i .
For each i ∈ I, the element s∗i := exp(ad fi) exp(ad ei) exp(ad fi) defines an auto-
morphism of g(A), and the assignment s∗i 7→ si defines a surjective group morphism
pi : W∗ →W from the group
W∗ := 〈s∗i | i ∈ I〉 ⊆ Aut(g(A))
to W. Moreover, the restriction of W∗ to h coincides with W ⊆ GL(h), and
(2.6) w∗gα = gwα for all α ∈ ∆ ∪ {0} and all w
∗ ∈ W∗ with pi(w∗) = w.
In particular, W stabilises ∆ ⊆ h∗.
A root α ∈ ∆ is called real if it belongs to ∆re := W · Π; otherwise, α is called
imaginary, and we set ∆im := ∆ \∆re. We further set
∆re± := ∆re ∩∆± and ∆im± := ∆im ∩∆±.
Then ∆im± is a closed set of roots stabilised by W. In particular,
nim± := g∆im±
is a W∗-invariant subalgebra of n±.
If α = wαi for some w ∈ W and i ∈ I, then α
∨ := wα∨i depends only on α, and
is called the coroot associated to α. For each α ∈ ∆re+, we fix a decomposition
α = wααi for some wα ∈ W and i ∈ I (with wα := 1 if α ∈ Π). We also choose some
w∗α ∈ W
∗ with pi(w∗α) = wα, and we set
eα := w
∗
αei and e−α := w
∗
αfi
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(the element eα is in fact independent of the choices of i, wα, w
∗
α up to a sign, but we
will not need this fact). Thus gα = Ceα, and
(2.7) [e−α, eα] = α
∨ and [α∨, e±α] = ±2e±α for all α ∈ ∆
re.
For any α ∈ ∆, we have
(2.8) Zα ∩∆ = {±α} if α ∈ ∆re and Zα ∩∆ = Z∗α if α ∈ ∆im.
2.4. Coxeter diagram of A. The Coxeter diagram Γ(A) of A is the graph with
vertex set Π and with an edge between αi and αj if and only if aij < 0. We call Γ(A)
of affine type if the corresponding Dynkin diagram is of affine type, in the sense of
[Kac90, §4.8]. The support of an element α =
∑
i∈I niαi ∈ Q+ is the subdiagram
supp(α) of Γ(A) with vertex set {αi | ni 6= 0}. Here, by subdiagram of Γ(A) with
vertex set S ⊆ Π, we always mean the subgraph of Γ(A) with vertex set S and with
all the edges connecting the vertices in S. When convenient (and when no confusion
is possible), we will also view supp(α) as the subset J of I such that supp(α) has
vertex set {αj | j ∈ J}.
Similarly, for any w ∈ W with reduced decomposition w = si1 . . . sid , the set
Iw := {i1, . . . , id} ⊆ I depends only on w, and we call the subdiagram supp(w) of
Γ(A) with vertex set {αi | i ∈ Iw} the support of w.
Any root α ∈ ∆ has connected support. Moreover, setting
K0 := {α ∈ Q+ | 〈α, αi〉 ≤ 0 for all i ∈ I},
the set ∆im+ of positive imaginary roots can be described as
(2.9) ∆im+ =W · {α ∈ K0 | supp(α) is connected}.
2.5. Invariant bilinear form of g(A). Since A is symmetrisable, g(A) admits a
symmetric invariant bilinear form (·|·) : g(A) × g(A) → C (see [Kac90, §2.3]).
The restriction of (·|·) to h is nondegenerate, and we denote by h∗ → h, α 7→ α♯ the
induced isomorphism, characterised by
〈β, α♯〉 = (β♯|α♯) =: (β|α) for all α, β ∈ h∗.
Then (αi|αj) ≤ 0 for all i, j ∈ I with i 6= j, and
(2.10) α∨ =
2α♯
(α|α)
for all α ∈ ∆re.
Note also that
[α♯, xβ] = (β|α)xβ for all α, β ∈ h
∗ and xβ ∈ gβ
and that
(2.11) [g−α, gα] = Cα
♯ for all α ∈ ∆.
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The symmetric bilinear form
h∗ × h∗ → C, (α, β) 7→ (α|β)
is W-invariant, and we have
(2.12) (α|α) > 0 for all α ∈ ∆re and (β|β) ≤ 0 for all β ∈ ∆im.
A root α ∈ ∆ is isotropic if (α|α) = 0; otherwise, it is non-isotropic. We denote
by ∆im+is (resp. ∆
im+
an ) the set of isotropic (resp. non-isotropic) positive imaginary
roots. If α ∈ K0, then
(2.13) (α|α) = 0 ⇐⇒ supp(α) is a subdiagram of affine type
and
(2.14) (α|α) = 0 =⇒ (α|αi) = 0 whenever αi ∈ supp(α).
Moreover, if supp(α) is of affine type and β ∈ ∆im, then
(2.15) supp(β) ⊆ supp(α) =⇒ β ∈ Cα.
2.6. Closed sets of real roots. Finally, we record for future reference the following
result from [CM18].
Proposition 2.1. Let Ψ ⊆ ∆re be a closed set of real roots and let g be the subalgebra
of g(A) generated by gΨ. Set Ψs := {α ∈ Ψ | − α ∈ Ψ} and Ψn := Ψ \ Ψs. Set also
hs :=
∑
γ∈Ψs Cγ
∨, gs := hs ⊕ gΨs and gn := gΨn. Then
(1) gs is a subalgebra and gn is an ideal of g. In particular, g = gs ⋉ gn.
(2) gn is the largest nilpotent ideal of g.
(3) gs is a semisimple finite-dimensional Lie algebra with Cartan subalgebra hs
and set of roots Ψs.
Moreover, there exists some N ∈ N, depending only on the GCM A, such that gn has
nilpotency class at most N .
Proof. The assertions (1)–(3) are contained in the main theorem of [CM18]. Since,
in the terminology of [CM18], Ψn is pro-nilpotent by [CM18, Proposition 7 and
Lemma 8], the existence of N ∈ N follows from (the proof of) [CM18, Lemma 1]. 
3. Basic properties of roots
In this section, we collect a few useful properties of roots and root spaces. We fix
again a symmetrisable GCM A, and keep all notations from Section 2.
Lemma 3.1. Let α ∈ ∆re and β ∈ ∆. Set S(α, β) := (β + Zα) ∩ ∆. Then
S(α, β) = {β + nα | − p ≤ n ≤ q} for some p, q ∈ N with p− q = 〈β, α∨〉, and one
of the following holds:
(1) S(α, β) ∩∆re = ∅.
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(2) |S(α, β) ∩∆re| = 1; in that case, S(α, β) = {β}.
(3) |S(α, β) ∩∆re| = 2; in that case, S(α, β) ∩∆re = {β − pα, β + qα}.
(4) |S(α, β) ∩∆re| = 3; in that case, S(α, β) ⊆ ∆re.
(5) |S(α, β) ∩∆re| = 4; in that case,
S(α, β) ∩∆re = {β − pα, β − (p− 1)α, β + (q − 1)α, β + qα}.
Proof. See [BP95, Proposition 1]. 
Lemma 3.2. Let β ∈ ∆im+. Then the following assertions hold:
(1) There is a unique β ′ ∈ W.β ∩ K0 (namely, the unique element of W.β of
minimal height).
(2) supp(β ′) is a subdiagram of supp(β).
(3) β ′ = wβ for some w ∈ W with supp(w) ⊆ supp(β).
Proof. Note that β ∈ K0 if and only if ht(siβ) ≥ ht(β) for all i ∈ I. The first
statement then follows from [Kac90, Proposition 5.2b]. By uniqueness of β ′, there is
a sequence of elements i1, . . . , id ∈ I such that the roots βt := sit . . . si1β (t = 0, . . . , d)
satisfy β0 = β, βd = β
′ and ht(βt) < ht(βt−1) (t = 1, . . . , d). In particular,
supp(β ′) = supp(βd) ⊆ supp(βd−1) ⊆ · · · ⊆ supp(β0) = supp(β)
and αit ∈ supp(βt−1) ⊆ supp(β) for all t = 1, . . . , d, yielding (2) and (3). 
Given i ∈ I, and α =
∑
j∈I njαj ∈ Q, we set htαi(α) := ni.
Lemma 3.3. Let α ∈ ∆im+ ∩K0 and i ∈ I be such that 〈α, α
∨
i 〉 6= 0. Let w ∈ W be
such that htαi(α) = htαi(wα). Then αi /∈ supp(w).
Proof. Let w = si1 . . . sid be a reduced decomposition of w. For each t ∈ {1, . . . , d},
set βt := si1 . . . sit−1αit ∈ ∆
re+, so that
{βt | 1 ≤ t ≤ d} = ∆
+ ∩ w∆−
(see e.g. [Mar18, Exercise 4.33]). Then
α− wα =
d∑
t=1
〈α, α∨it〉βt
(see e.g. [Mar18, Exercise 4.34]). Hence
0 = htαi(α− wα) =
d∑
t=1
〈α, α∨it〉 htαi(βt).
Since 〈α, α∨it〉 ≤ 0 for all t = 1, . . . , d, this implies that
〈α, α∨it〉 htαi(βt) = 0 for all t = 1, . . . , d.
Assume for a contradiction that αi ∈ supp(w), and let r ∈ {1, . . . , d} be minimal
such that ir = i. Then htαi(βr) = 1 and hence 〈α, α
∨
i 〉 = 0, a contradiction. 
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Lemma 3.4. Let β1, . . . , βr ∈ ∆
im+ be such that βi + βj /∈ ∆ for all i 6= j. Then
there exists some w ∈ W such that wβt ∈ K0 for all t = 1, . . . , r, and such that
supp(wβ1), . . . , supp(wβr) are r distinct connected components in the subdiagram
supp(wβ1) ∪ · · · ∪ supp(wβr).
Proof. We prove the claim by induction on r. For r = 1, the claim is clear. Let now
r = 2. SinceW·∆im+ = ∆im+ ⊆ Q+, we find some w ∈ W such that w(β1+β2) ∈ Q+
has minimal height inW.(β1+β2). Thus, wβ1+wβ2 ∈ K0 \∆
im+, so that supp(wβ1)
and supp(wβ2) are two distinct connected components of supp(wβ1)∪ supp(wβ2) by
(2.9). In particular, wβj ∈ K0 for j = 1, 2, yielding the claim in that case: otherwise,
we find by Lemma 3.2 some vj ∈ W (j = 1, 2) such that supp(vj) ⊆ supp(wβj)
and ht(v1wβ1) + ht(v2wβ2) < ht(wβ1) + ht(wβ2) (in particular, v1v2 = v2v1 and
viwβj = wβj for i 6= j), contradicting the fact that
ht(v1wβ1) + ht(v2wβ2) = ht(v1v2w(β1 + β2)).
Assume next that the claim holds for some r ≥ 2, and let us prove it for r+1. By
induction hypothesis, there is no loss of generality in assuming that βt ∈ K0 for all
t = 1, . . . , r, and that supp(β1), . . . , supp(βr) are r distinct connected components in
the subdiagram supp(β1) ∪ · · · ∪ supp(βr).
We claim that supp(βt)∪ supp(βr+1) is not connected for any given t ∈ {1, . . . , r}.
Indeed, by the case r = 2, we find some vt ∈ W such that vtβt ∈ K0 and vtβr+1 ∈ K0,
and such that supp(vtβt) and supp(vtβr+1) are distinct connected components of
supp(vtβt)∪ supp(vtβr+1). Note that vtβt = βt by Lemma 3.2(1) and supp(vtβr+1) ⊆
supp(βr+1) by Lemma 3.2(2). Hence, if supp(βt)∪ supp(βr+1) were connected, there
would exist some i ∈ I with αi ∈ supp(βr+1) \ supp(vtβr+1) such that αi /∈ supp(βt)
and supp(βt) ∪ {αi} is connected. But then 〈βt, α
∨
i 〉 < 0, so that Lemma 3.3 (with
α := βt and w := vt) would imply that αi /∈ supp(vt), and hence that htαi(βr+1) =
htαi(vtβr+1) = 0, a contradiction.
Finally, Lemma 3.2 yields some w ∈ W with supp(w) ⊆ supp(βr+1) such that
wβr+1 ∈ K0. As wβt = βt for all t = 1, . . . , r, this completes the induction step. 
Remark 3.5. Note that, up to now, we did not make use of the symmetrisability
assumption on A. In particular, Lemmas 3.2, 3.3 and 3.4 remain valid for an arbitrary
GCM A.
Lemma 3.6. Let α, β ∈ ∆im+. Then the following assertions hold:
(1) (α|β) ≤ 0.
(2) If α + β ∈ ∆+, then (α|β) < 0 unless α, β are proportional isotropic roots.
(3) If (α|β) < 0 then α + β ∈ ∆im+.
Proof. The lemma sums up Exercises 5.16, 5.17, and 5.18 in [Kac90]. For the
convenience of the reader, here are more detailed proofs.
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(1) Using theW-action, there is no loss of generality in assuming that α ∈ K0 (see
(2.9)). But then (α|αi) ≤ 0 for all i ∈ I. Since β ∈ Q+, the claim follows.
(2) Assume that α + β ∈ ∆im+ and that (α|β) = 0. As in the proof of (1), there
is no loss of generality in assuming that α ∈ K0, so that (α|αi) = 0 for all i ∈ I
with αi ∈ supp(β). In particular, supp(β) ⊆ supp(α): otherwise, since supp(α) ∪
supp(β) = supp(α + β) is connected, there would exist some j ∈ supp(β) \ supp(α)
such that the subdiagram supp(α) ∪ {αj} is connected, and hence (α|αj) < 0, a
contradiction. Up to conjugating β by some w ∈ W with supp(w) ⊆ supp(β) (so
that wα = α), we may then assume by Lemma 3.2 that β ∈ K0 as well. Exchanging
the roles of α and β in the above argument, we deduce that supp(α) = supp(β) and
that (α|α) = (β|β) = 0. Moreover, (2.13) implies that supp(α) is a subdiagram of
affine type, and hence α, β are proportional isotropic roots by (2.15), as desired.
(3) Up to replacing α+ β with an element of minimal height in W.(α+ β) ⊆ Q+,
we may assume that α + β ∈ K0. We claim that supp(α + β) is connected, so that
(3) follows from (2.9). Otherwise, since supp(α) and supp(β) are connected, they
are distinct connected components of supp(α + β) = supp(α) ∪ supp(β), and hence
(α|β) = 0, a contradiction. 
Lemma 3.7. Let α ∈ ∆re and β ∈ ∆.
(1) If (α|β) < 0, then [x, y] 6= 0 for all nonzero x ∈ gα and y ∈ gβ.
(2) [gα, gβ] = {0} if and only if α + β /∈ ∆.
Proof. (1) follows from [Kac90, Proposition 3.6(b,ii)]. For (2), consider the adjoint
action of g(α) := g−α +Cα
∨ + gα ∼= sl2(C) on M :=
⊕
n∈Z gβ+nα. By [Kac90, Propo-
sition 3.6], M is finite-dimensional and decomposes as a direct sum of irreducible
(graded) g(α)-submodules. The sl2(C)-module theory (see [Kac90, Lemma 3.2]) then
implies that if β + nα ∈ ∆, then [eα, gβ+nα] = {0} if and only if β + (n + 1)α /∈ ∆.
The case n = 0 now yields the claim. 
Lemma 3.8. Let α, β ∈ ∆re be such that α + β ∈ ∆re. Then [gα, gβ] = gα+β.
Proof. This follows from Lemma 3.7(2). 
Lemma 3.9. Let α ∈ ∆, and let x ∈ gα be nonzero. Then there is some nonzero
x′ ∈ Cx such that [ω(x′), x′] = α♯.
Proof. Since (ω(x)|x) 6= 0 by [Kac90, Theorem 11.7a)], the claim follows from
[Kac90, Theorem 2.2e)]. 
Lemma 3.10. Let α ∈ ∆im+.
(1) If (α|α) < 0, then gN∗α =
⊕
n∈N∗ gnα is a free Lie algebra.
(2) If (α|α) = 0, then Cα♯ ⊕
⊕
n∈Z∗ gnα is an infinite Heisenberg Lie algebra. In
particular, [gnα, g−mα] = Cδm,nα
♯ for all m,n ∈ Z∗.
Proof. This follows from [Kac90, Corollary 9.12]. 
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4. Structure of nim+
This section is devoted to the proofs of Theorem A and Corollaries B and C. We
fix again a symmetrisable GCM A, and keep all notations from §2.
Proposition 4.1. Let α, β ∈ ∆im+ be such that (α|β) < 0. Let xα ∈ gα and yβ ∈ gβ
be nonzero and such that [ω(yβ), xα] = 0. Then xα, yβ generate a free Lie algebra.
Proof. Set x+α := xα, x
−
α := ω(xα) ∈ g−α, y
+
β := yβ and y
−
β := ω(yβ) ∈ g−β. By
Lemma 3.9, up to replacing xα (resp. yβ) by a nonzero multiple, we may assume
that
[x−α , x
+
α ] = α
♯ and [y−β , y
+
β ] = β
♯.
Hence
[α♯, x±α ] = ±(α|α)x
±
α , [α
♯, y±β ] = ±(α|β)y
±
β ,
and
[β♯, x±α ] = ±(α|β)x
±
α , [β
♯, y±β ] = ±(β|β)y
±
β .
Moreover,
[y+β , x
−
α ] = 0 = [y
−
β , x
+
α ]
by assumption.
Set B :=
(
(α|α) (α|β)
(α|β) (β|β)
)
, let (hB, {γ1, γ2}, {γ
∨
1 , γ
∨
2 }) be a realisation of B, and let g˜(B)
be the corresponding Lie algebra defined in [Kac90, §1.2], with Chevalley generators
eB1 , e
B
2 and f
B
1 , f
B
2 . Then g˜(B) has a triangular decomposition
g˜(B) = n˜−B ⊕ hB ⊕ n˜
+
B,
where n˜+B (resp. n˜
−
B) is freely generated by e
B
1 , e
B
2 (resp. f
B
1 , f
B
2 ), see [Kac90, The-
orem 1.2]. Let also g˜′(B) = n˜−B ⊕ h
′
B ⊕ n˜
+
B denote the derived subalgebra of g˜(B),
where h′B := Cγ
∨
1 ⊕ Cγ
∨
2 ⊆ hB.
We have just shown that the assignment
eB1 7→ x
+
α , f
B
1 7→ x
−
α , e
B
2 7→ y
+
β , f
B
2 7→ y
−
β
defines a surjective Lie algebra morphism φ : g˜′(B)→ L from g˜′(B) to the subalgebra
L of g(A) generated by x±α , y
±
β (see [Kac90, Remark 1.5]). On the other hand, if
ρ ∈ h∗B is chosen so that
(ρ|γ1)B =
1
2
(γ1|γ1)B =
1
2
(α|α) and (ρ|γ2)B =
1
2
(γ2|γ2)B =
1
2
(β|β),
where (·|·)B denotes the bilinear form on h
∗
B induced by the invariant bilinear form
on g(B) (note that B is symmetric), then for any γ = n1γ1 + n2γ2 with n1, n2 ∈ N
∗,
we have
2(ρ|γ)B− (γ|γ)B = (n1−n
2
1)(α|α)+(n2−n
2
2)(β|β)−2n1n2(α|β) ≥ −2n1n2(α|β) > 0
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by assumption and (2.12). It then follows from [Kac90, Propositions 1.7b and 9.11]
that g˜′(B) is simple modulo center contained in h′B. In particular, the restriction of φ
to the free Lie algebra n˜+B is an isomorphism onto its image, yielding the proposition.

Lemma 4.2. Let α, β ∈ ∆im+ be such that (α|β) < 0. If α−β ∈ ∆re, then [x, y] 6= 0
for all nonzero x ∈ gα and y ∈ gβ.
Proof. Using theW∗-action, there is no loss of generality in assuming that α−β = αi
for some i ∈ I. Let x ∈ gα and y ∈ gβ be nonzero, and assume for a contradiction
that [x, y] = 0. Up to normalising x, y (i.e. multiplying them by a nonzero scalar),
we may assume by Lemma 3.9 that x∗ := ω(x) ∈ g−α and y
∗ := ω(y) ∈ g−β satisfy
[x∗, x] = α♯ and [y∗, y] = β♯.
We also write
[y∗, x] = µei and [x
∗, y] = ω([x, y∗]) = µfi
for some µ ∈ C, so that µ 6= 0 by Proposition 4.1.
Note first that
0 = (adx∗)[x, y] = (α|β)y + µ[x, fi].
In particular, [y, [x, fi]] = 0 and hence
(4.1) 0 = [fi, [y, x]] = [[fi, y], x].
Note next that
0 = (ad y∗)2[y, x] = (ad y∗)((α|β)x+ µ[y, ei])
= µ((α|β) + (β|αi))ei + µ[y, [y
∗, ei]]
= µ((α|α)− (αi|αi))ei + µ[y, [y
∗, ei]].
Since (α|α)− (αi|αi) < 0 by (2.12), this implies in particular that
(4.2) [fi, y] = ω([y
∗, ei]) 6= 0.
In particular, β − αi ∈ ∆. On the other hand, since (α|β) < 0 by assumption,
α and β are not proportional isotropic roots. Hence β − αi = 2β − α and α are
not proportional isotropic roots either. If β − αi ∈ ∆
im+, we would then have
(β − αi|α) < 0 by Lemma 3.6(2) and (2.8), and since
(4.3) deg(x)− deg([fi, y]) = α− (β − αi) = 2αi /∈ ∆
by (2.8), so that [x, ω([fi, y])] = 0, Proposition 4.1 would imply that [fi, y] and x
generate a free Lie algebra (recall that [fi, y] 6= 0 by (4.2)), contradicting (4.1). Hence
γ := β − αi ∈ ∆
re+ and C[fi, y] = Ceγ .
But then (4.1) and (4.3) yield
[eγ, x] = 0 = [e−γ, x],
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so that (γ|α) = 0 by Lemma 3.7(1). Therefore,
0 = (γ|α) = (β − αi|β + αi) = (β|β)− (αi|αi),
contradicting (2.12). 
Lemma 4.3. Let α, β ∈ ∆im+ be such that (α|β) < 0. If α−β ∈ ∆im, then [x, y] 6= 0
for all nonzero x ∈ gα and y ∈ gβ.
Proof. By Lemma 3.10(1), there is no loss of generality in assuming that α, β are
non-proportional. We fix a total order ≺ on ∆+ such that γ ≺ γ′ whenever ht(γ) <
ht(γ′). Assume for a contradiction that there exist α, β as in the statement of the
lemma such that [x, y] = 0 for some nonzero x ∈ gα and y ∈ gβ , and take α + β
minimal for this property. Without loss of generality, we may assume that β ≺ α.
Up to normalising x, y (i.e. multiplying them by a nonzero scalar), we may assume
by Lemma 3.9 that x∗ := ω(x) ∈ g−α and y
∗ := ω(y) ∈ g−β satisfy
[x∗, x] = α♯ and [y∗, y] = β♯.
Finally, we let n ≥ 1 be maximal such that α− nβ ∈ ∆+.
Note first that
(4.4) 0 = (ad y)(adx∗)[x, y] = (ad y)((α|β)y + [[y, x∗], x]) = [(ad y)2x∗, x].
More generally,
(4.5) 0 = [(ad y)m+2x∗, (ad y∗)mx] for all m ∈ N.
Indeed, for m = 0 this is (4.4), and if (4.5) holds up to m ≥ 0 then
0 = (ad y∗)(ad y)[(ad y)m+2x∗, (ad y∗)mx]
= (ad y∗)
(
[(ad y)m+3x∗, (ad y∗)mx] + λ[(ad y)m+2x∗, (ad y∗)m−1x]
)
= [(ad y)m+3x∗, (ad y∗)m+1x]
for some λ ∈ C, with the convention that (ad y∗)m−1x := 0 if m = 0 (here, we used
the fact that [y, x] = [y∗, x∗] = 0 and the induction hypothesis for m and m− 1).
In particular, applying (4.5) to m = n− 1 and m = n, we get
(4.6) [(ad y)n+1x∗, (ad y∗)n−1x] = 0
and
(4.7) [(ad y)n+2x∗, (ad y∗)nx] = 0.
Note that, by choice of n, the elements (ad y)n+1x∗, (ad y∗)n−1x, (ad y)n+2x∗ and
(ad y∗)nx all belong to n+ (recall that α, β are non-proportional). We claim that one
of the following four cases must occur:
(1) (ad y)n+1x∗ = 0.
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(2) (n+ 1)β − α ∈ ∆re+.
(3) α− (n− 1)β ∈ ∆re+.
(4) ((n+ 1)β − α|α− (n− 1)β) = 0.
Indeed, if (1)–(4) do not occur, then yβ′ := (ad y)
n+1x∗ and xα′ := (ad y
∗)n−1x =
ω((ad y)n−1x∗) are nonzero and have degree β ′ := (n + 1)β − α ∈ ∆im+ and α′ :=
α − (n − 1)β ∈ ∆im+, respectively. Moreover, (α′|β ′) < 0 by Lemma 3.6(1). In
particular, α′ − β ′ ∈ ∆, for otherwise [ω(yβ′), xα′ ] = 0, and hence Proposition 4.1
would imply that [yβ′, xα′ ] 6= 0, contradicting (4.6). Similarly, Lemma 4.2 and (4.6)
imply that α′ − β ′ ∈ ∆im. Since α′ + β ′ = 2β ≺ α + β, the minimality assumption
on α + β then yields a contradiction with (4.6).
We now show that none of the above four cases can occur.
Claim 1: Assume that (2α−sβ|β) = 0 for some s ∈ N, and that α− (s−1)β ∈ ∆+.
Then α− sβ /∈ ∆im+ ∪∆re.
Indeed, assume for a contradiction that α− sβ ∈ ∆im+ ∪∆re. By assumption,
(α− sβ|α− sβ) = (α|α)− s(2α− sβ|β) = (α|α),
so that α− sβ ∈ ∆im+ by (2.12). But Lemma 3.6(2) then yields
−(α|β) = (α− sβ|β)− (2α− sβ|β) = (α− sβ|β) < 0,
a contradiction.
Claim 2: (ad y)n+1x∗ 6= 0, and if (n + 1)β − α ∈ ∆re+ then (ad y)n+2x∗ 6= 0.
Indeed, letm ∈ {1, . . . , n+1} be maximal such that (ad y)mx∗ 6= 0 (if [y, x∗] = 0 then
[y, x] 6= 0 by Proposition 4.1, a contradiction). We may assume that (ad y)m+1x∗ = 0,
for otherwise m = n+ 1 and the claim is clear. Then
0 = (ad y∗)(ad y)m+1x∗ =
m+1∑
i=1
(β|(m+ 1− i)β − α)(ad y)mx∗
= −
m+ 1
2
(2α−mβ|β)(ad y)mx∗,
so that
(2α−mβ|β) = 0.
But as α−(m−1)β ∈ ∆+ (because (ad y)m−1x∗ 6= 0), Claim 1 implies that α−mβ /∈
∆im+ ∪∆re. As α−mβ ∈ ∆+ when m ≤ n (because (ad y)mx∗ 6= 0), we deduce that
m = n+ 1 and that (n + 1)β − α /∈ ∆re+, yielding the claim.
Claim 3: If (n + 1)β − α ∈ ∆re+ or if α− (n− 1)β ∈ ∆re+, then α− nβ ∈ ∆im+.
Indeed, since (ad y)n+1x∗ 6= 0 by Claim 2 (and hence also (ad y∗)n−1x 6= 0), and since
[(ad y)n+1x∗, (ad y∗)n−1x] = 0 by (4.6), Lemma 3.7(1) implies that
0 ≤ ((n+ 1)β − α|α− (n− 1)β) = (β|β)− (α− nβ|α− nβ),
so that the claim follows from (2.12).
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Claim 4: If (n + 1)β − α ∈ ∆re+, then (n + 2)β − α /∈ ∆re+.
Indeed, assume for a contradiction that (n+ 2)β − α ∈ ∆re+. Since (ad y)n+2x∗ 6= 0
by Claim 2 (and hence also (ad y∗)nx 6= 0), and since [(ad y)n+2x∗, (ad y∗)nx] = 0 by
(4.7), Lemma 3.7(1) then implies that
0 ≤ ((n+ 2)β − α|α− nβ) = (β|β)− ((n+ 1)β − α|(n+ 1)β − α),
contradicting (2.12).
We can now prove that the cases (1)–(4) cannot occur. For case (1), this follows
from Claim 2.
In case (2), Claims 2 and 4 imply that (ad y)n+2x∗ 6= 0 and (n+ 2)β − α ∈ ∆im+,
and Claim 3 yields α− nβ ∈ ∆im+. Since, moreover,
((n+ 2)β − α|α− nβ) = (β|β)− ((n + 1)β − α|(n+ 1)β − α) < 0
by (2.12), whereas the difference between (n + 2)β − α and α− nβ is not a root by
(2.8), Proposition 4.1 implies that [(ad y)n+2x∗, (ad y∗)nx] 6= 0, contradicting (4.7).
In case (3), there exists some w ∈ W such that wα − (n − 1)wβ = αi for some
i ∈ I. On the other hand, Claim 3 implies that α− nβ ∈ ∆im+ and hence
αi − wβ = w(α− nβ) ∈ ∆
im+,
contradicting the fact that wβ ∈ ∆im+.
Finally, since the cases (1), (2) and (3) cannot occur, we deduce that (n + 1)β −
α, α− (n− 1)β ∈ ∆im+. Since 2β ∈ ∆im+ by (2.8), Lemma 3.6(2) then implies that
((n+ 1)β − α|α− (n− 1)β) < 0,
and hence case (4) cannot occur either, as desired. 
Theorem 4.4. Let α, β ∈ ∆. If (α|β) < 0 then [x, y] 6= 0 for every nonzero x ∈ gα
and y ∈ gβ such that Cx 6= Cy.
Proof. If α or β is a real root, this follows from Lemma 3.7(1). Assume now that
α, β ∈ ∆im. Then Lemma 3.6(1) implies that either α, β ∈ ∆im+ or α, β ∈ ∆im−,
and there is no loss of generality in assuming that α, β ∈ ∆im+ (using the action of
ω). By Lemma 3.10(1), we may moreover assume that α 6= β. The theorem then
follows in that case from Proposition 4.1, Lemma 4.2, or Lemma 4.3, depending on
whether α− β /∈ ∆, α− β ∈ ∆re, or α− β ∈ ∆im. 
Lemma 4.5. Let α, β ∈ ∆im+ with (α|β) < 0. Let Y be a nonzero subspace of gβ,
and let x, x′ ∈ gα be nonzero. If [x
′, Y ] ⊆ [x, Y ], then Cx′ = Cx.
Proof. Write Y =
⊕n
i=1Cyi for some linearly independent yi ∈ gβ . Consider the
complex matrix Λ = (λij)1≤i,j≤n defined by
[x′, yi] =
n∑
j=1
λij [x, yj] for all i = 1, . . . , n.
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In view of Theorem 4.4, it is sufficient to show that the equation
[x′ − ax,
n∑
i=1
µiyi] = 0
admits a nontrivial solution (a, µ1, . . . , µn) ∈ C
n+1, in the sense that (µ1, . . . , µn) 6=
(0, . . . , 0). This equation can be rewritten as
n∑
i=1
n∑
j=1
µiλij [x, yj] =
n∑
i=1
aµi[x, yi],
and it is thus sufficient to find a nontrivial solution to the equation
n∑
i=1
n∑
j=1
µiλijyj =
n∑
i=1
aµiyi.
In turn, this last equation is equivalent to the system of equations
n∑
i=1
µiλij = aµj for j = 1, . . . , n,
which we can rewrite as
ΛTµ = aµ, where µ :=
( µ1
...
µn
)
.
In other words, it is sufficient to find a (nonzero) eigenvector µ of ΛT , which of course
always exists over C. 
Corollary 4.6. Let α, β ∈ ∆im+ with α 6= β. Then one of the following holds:
(1) [gα, gβ] = {0}. In this case, either α+β /∈ ∆ or α, β are proportional isotropic
roots.
(2) dim[gα, gβ] ≥ max{dim gα, dim gβ}, with equality if and only if
min{dim gα, dim gβ} = 1.
Proof. If α + β /∈ ∆, or if α, β are proportional isotropic roots, then [gα, gβ] = {0}
(see Lemma 3.10(2)). We may thus assume by Lemma 3.6(2) that (α|β) < 0. Up
to permuting α and β, we may moreover assume that dim gα ≤ dim gβ. Let x ∈ gα
be nonzero. Theorem 4.4 then implies that dim[gα, gβ] ≥ dim[x, gβ] = dim gβ , with
equality if dim gα = 1. On the other hand, if dim gα ≥ 2, then choosing some
x′ ∈ gα \Cx, we deduce from Lemma 4.5 that [x
′, gβ] 6⊆ [x, gβ], so that dim[gα, gβ] >
dim[x, gβ] = dim gβ , as desired. 
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5. Solvable and nilpotent subalgebras
We fix again a symmetrisable GCM A, and keep all notations from §2. In this
section, we characterise the solvable and nilpotent graded subalgebras of g(A). We
recall that a Lie algebra L is solvable (resp. nilpotent) if L(n) = {0} (resp. Ln =
{0}) for some n ∈ N, where the subalgebras L(n) and Ln of L are defined recursively
by
L(0) = L0 := L, L(n+1) := [L(n),L(n)], and Ln+1 := [L,Ln] for all n ∈ N.
We also recall that, given a subalgebra L of g(A), an element x ∈ L is called
ad-locally nilpotent on L if for every y ∈ L, there exists some N = N(y) ∈ N
such that (ad x)Ny = 0. More generally, x ∈ L is called ad-locally finite on L if
for every y ∈ L, there exists a finite-dimensional subspace V = V (y) ⊆ L containing
y and such that [x, V ] ⊆ V . For instance, the Chevalley generators ei, fi (i ∈ I)
are ad-locally nilpotent on g(A), while the elements of the Cartan subalgebra h are
ad-locally finite on g(A).
Lemma 5.1. Let β ∈ ∆im+ and γ ∈ ∆re be such that β ± γ ∈ ∆re. Then (β|γ) = 0.
If, moreover, β ∈ ∆im+an , then for any x ∈ gβ, the following assertions are equivalent:
(1) [x, eγ−β] 6= 0.
(2) [x, eγ] 6= 0.
(3) (adx)neγ−β 6= 0 for all n ∈ N.
Proof. Note that
0 <
(β ± γ|β ± γ)
(γ|γ)
=
(β|β)
(γ|γ)
± 2
(β|γ)
(γ|γ)
+ 1 =
(β|β)
(γ|γ)
± β(γ∨) + 1
by (2.10) and (2.12). Thus
0 ≥
(β|β)
(γ|γ)
> |β(γ∨)| − 1
by (2.12), so that β(γ∨) = 0 = (β|γ) (recall that β(γ∨) ∈ Z by Lemma 3.1). This
proves the first claim.
Assume now that (β|β) < 0 and let x ∈ gβ. Set α := γ − β ∈ ∆
re. If [x, eα] = 0,
then for any z ∈ g−β, (2.11) yields
[z, [x, eγ]] ∈ C(β|γ)eγ + C[x, eα] = {0},
that is, [[x, eγ], g−β] = {0}. Thus, if [x, eα] = 0, then [x, eγ ] = 0 by Lemma 3.7(2) as
deg([x, eγ]) + (−β) = γ ∈ ∆. In other words, if we consider the linear maps
u1 : gβ → gγ : z 7→ [eα, z] and u2 : gβ → gγ+β : z 7→ [eγ, z],
then ker u1 ⊆ ker u2 ⊆ gβ. On the other hand, note that u1 and u2 are nonzero by
Lemma 3.7(2). Since dim(gγ) = 1, we deduce that ker u1 has codimension 1 in gβ and
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hence that ker u1 = ker u2. This proves the equivalence of (1) and (2). Finally, if (1)
(and hence also (2)) holds, we already know that (adx)neα 6= 0 for n = 1, 2. That it
holds for all n ∈ N then follows from Theorem 4.4 since (β|α+nβ) = (n−1)(β|β) < 0
for all n ∈ N with n ≥ 2 by assumption. 
Lemma 5.2. Let α ∈ ∆re and β ∈ ∆im+is be such that (α|β) ≥ 0. Let w ∈ W be
such that wβ ∈ K0. Then the following assertions hold:
(1) Either supp(wα) ⊆ supp(wβ), or supp(wα) ∪ supp(wβ) is not connected.
(2) If x ∈ gα and y ∈ gβ are such that [x, y] 6= 0, then (ad y)
nx 6= 0 for all n ∈ N.
Proof. Using the W∗-action, we may assume that β ∈ K0 (i.e. w = 1), so that
J := supp(β) ⊆ I is of affine type by (2.13). In particular, (β|γ) = 0 for all
γ ∈ Q+ with supp(γ) ⊆ J by (2.14). Write α = αJ + α
′ with supp(αJ) ⊆ J and
J ′ := supp(α′) ⊆ I \ J . By assumption, (β|α′) = (β|α) ≥ 0. Writing β =
∑
j∈J kjαj
(kj > 0) and α
′ =
∑
i∈J ′ k
′
iαi (k
′
i > 0), we thus have
0 ≤
∑
j∈J
∑
i∈J ′
k′ikj(αi|αj),
so that (αi|αj) = 0 for all i ∈ J
′ and j ∈ J (recall that (αi|αj) ≤ 0 for all i 6= j). But
since supp(α) is connected, this implies that either αJ = 0 or α
′ = 0, yielding (1).
Let now x ∈ gα and y ∈ gβ be such that [x, y] 6= 0. In particular, α + β ∈ ∆
and hence supp(α) ∪ supp(β) is connected, so that supp(α) ⊆ supp(β) by (1). Thus
α, β are roots of the affine Kac–Moody algebra with GCM (aij)i,j∈J , and (2) follows
from the realisation of affine Kac–Moody algebras as (twisted) loop algebras over a
simple finite-dimensional Lie algebra g˚ with Cartan subalgebra h˚ ⊆ h (see [Kac90,
Theorems 7.4 and 8.3]): the element y of gβ is of the form y = t
m ⊗ h for some
h ∈ h˚ and m ∈ N∗ (t being the indeterminate in the loop algebra), and hence
(ad y)nx = tmn ⊗ α(h)nx for all n ∈ N. Thus (ad y)nx 6= 0 (n ∈ N∗) if and only if
α(h) 6= 0 if and only if [y, x] 6= 0, as desired. 
Theorem 5.3. Let α ∈ ∆+ ∪ ∆re and β ∈ ∆im+. Let x ∈ gα and y ∈ gβ be such
that [x, y] 6= 0. Then (ad y)nx 6= 0 for all n ∈ N.
Proof. Using theW∗-action, there is no loss of generality in assuming that α ∈ ∆+.
Note also that
(5.1) (ad y)nx 6= 0 for all n ∈ N if (α|β) < 0.
Indeed, if (α|β) < 0, then (β|α + nβ) ≤ (β|α) < 0 for all n ∈ N by (2.12), so that
the conclusion follows inductively on n from Theorem 4.4.
Assume first that α ∈ ∆im+. Since [x, y] 6= 0, Lemma 3.10(2) implies that α, β
are not proportional isotropic roots. As α + β ∈ ∆+ (again because [x, y] 6= 0),
Lemma 3.6(2) then implies that (α|β) < 0, so that the claim follows from (5.1).
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Assume next that α ∈ ∆re+ and that β ∈ ∆im+is . If (α|β) < 0, the claim follows
from (5.1). On the other hand, if (α|β) ≥ 0, the claim follows from Lemma 5.2(2).
Finally, assume that α ∈ ∆re+ and that β ∈ ∆im+an . Set γ := α+ β = deg([x, y]) ∈
∆+. If (β|γ) < 0, then (β|γ + nβ) < 0 for all n ∈ N∗ by (2.12), so that the claim
follows inductively on n from Theorem 4.4. We may thus assume that (β|γ) ≥ 0.
If γ ∈ ∆im+, then Lemma 3.6(1,2) implies that (β|γ) = 0 and β + γ /∈ ∆. Hence,
in that case, Lemma 3.4 yields some w ∈ W such that supp(wβ) ∪ supp(wγ) =
supp(wβ) ∪ supp(wα) is not connected, contradicting the fact that w(α + β) ∈ ∆.
Thus γ ∈ ∆re+. Hence β + γ ∈ ∆+ (this is because β − γ ∈ ∆re and β ∈ ∆im+, see
Lemma 3.1), and since
(β + γ|β + γ) = (β − γ|β − γ) + 4(β|γ) = (α|α) + 4(β|γ) > 0
by (2.12), we conclude that β + γ ∈ ∆re+ by (2.12). But then β ± γ ∈ ∆re, so that
(ad y)nx 6= 0 for all n ∈ N by Lemma 5.1, as desired. 
Lemma 5.4. Let α ∈ ∆im and β ∈ ∆ be such that (α|β) < 0. Let x ∈ gα and y ∈ gβ
be nonzero and such that Cx 6= Cy. Then the subalgebra of g(A) generated by x and
y is not solvable.
Proof. Up to using the action of ω, we may assume that α ∈ ∆im+. Thus β /∈ ∆im−
by Lemma 3.6(1). Since [x, y] 6= 0 by Theorem 4.4, it then follows from Theorem 5.3
that (ad x)ny 6= 0 for all n ∈ N.
We define a bracket map [[·]] :
⋃
n∈N g(A)
2n → g(A) recursively on n ∈ N (where
g(A)m := g(A)× · · · × g(A), m factors), by setting [[x]] := x for all x ∈ g(A), and
[[x1, . . . , x2n ]] :=
[
[[x1, . . . , x2n−1 ]], [[x2n−1+1, . . . , x2n ]]
]
for all x1, . . . , x2n ∈ g(A).
Since (α|α) ≤ 0 by (2.12) and (α|β) < 0 by hypothesis, there exists some r ∈ N∗
such that
(rα+ β|rα+ β) < 0.
For each n ∈ N, set yn := (adx)
rny 6= 0. We now show inductively on n that
zn := [[yi1, . . . , yi2n ]] 6= 0 for all n ∈ N and all i1 < i2 < · · · < i2n ,
so that the subalgebra generated by x and y is indeed not solvable. For n = 0, this
is clear. Let now n ∈ N∗ and i1, . . . , i2n ∈ N
∗ with i1 < i2 < · · · < i2n . By induction
hypothesis,
z1n := [[yi1, . . . , yi2n−1 ]] 6= 0 and z
2
n := [[yi2n−1+1, . . . , yi2n ]] 6= 0.
Note that
i(1) := i1 + · · ·+ i2n−1 ≥ 2
n−1 and i(2) := i2n−1+1 + · · ·+ i2n ≥ 2
n−1.
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Since (α|α) ≤ 0 and (α|β) < 0, we deduce that(
deg(z1n)
∣∣∣ deg(z2n)) = (ri(1)α + 2n−1β∣∣∣ri(2)α + 2n−1β) ≤ 22n−2(rα+ β|rα+ β) < 0.
Since, moreover, deg(z1n) 6= deg(z
2
n) (because i(1) < i(2)), Theorem 4.4 implies that
zn = [z
1
n, z
2
n] 6= 0, thus completing the induction step. 
Lemma 5.5. Let L be a solvable graded subalgebra of g(A). Then [h∩L1,L] = {0}.
Proof. Assume for a contradiction that there exists some h ∈ h ∩ [L,L] and some
x ∈ L ∩ gα (α ∈ ∆) such that [h, x] 6= {0}. Then h is of the form
h =
m∑
i=1
[x−βi , xβi]
for some β1, . . . , βm ∈ ∆
+ and some x±βi ∈ L ∩ g±βi with [x−βi, xβi] 6= 0. Note that
β1, . . . , βm ∈ ∆
im+
is , for otherwise L would contain a copy Cx−βi ⊕ Cβ
♯
i ⊕ Cxβi of
sl2(C) (see (2.11)). Since
0 6= [h, x] ∈
m∑
i=1
C[β♯i , x] =
m∑
i=1
C(βi|α)x
by (2.11), there exists some r ∈ {1, . . . , m} such that (βr|α) 6= 0. In particular,
α 6= ±βr. Since x±βr and x generate a solvable subalgebra, Lemma 5.4 then implies
that (α|βr) ≥ 0 and (α| − βr) ≥ 0, yielding the desired contradiction. 
Lemma 5.6. Let α, γ ∈ ∆re be such that β := α+γ ∈ ∆im+ and (α|β) = 0 = (γ|β).
Then the subalgebra generated by eα, eγ is not solvable and [eα, [eα, eγ]] 6= 0.
Proof. Let L denote the subalgebra of g(A) generated by eα, eγ . By assumption, we
have
(α|α) = −(α|γ) = (γ|γ).
In particular,
(5.2) 〈γ, α∨〉 =
2(γ|α)
(α|α)
= −2 =
2(α|γ)
(γ|γ)
= 〈α, γ∨〉
by (2.10).
Assume first that γ − α /∈ ∆, so that
(5.3) [eα, e−γ] = 0 = [e−α, eγ ].
Then S(α, γ) = {γ, γ + α, γ + 2α} and S(γ, α) = {α, α+ γ, α + 2γ} by Lemma 3.1,
so that
(5.4) (ad eα)
3eγ = (ad e−α)
3e−γ = (ad eγ)
3eα = (ad e−γ)
3e−α = 0.
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Consider the GCM B =
(
2 −2
−2 2
)
. Denoting by eB1 , e
B
2 and f
B
1 , f
B
2 the Chevalley
generators of g′(B) ⊆ g(B), the assignment
eB1 7→ eα, e
B
2 7→ eγ , f
B
1 7→ e−α, and f
B
2 7→ e−γ
defines a Lie algebra morphism φ : g′(B) → g(A) (see §2.2), as follows from the
relations (2.7), (5.2), (5.3) and (5.4). Since g′(B) is simple modulo center (see §2.2),
the restriction of φ to n+(B) then defines an isomorphism n+(B) ∼= L. In particular,
[eα, [eα, eγ ]] 6= 0. Moreover, it follows from (2.5) that the assignment
eB1 7→ (
0 1
0 0 ) and e
B
2 7→ (
0 0
−1 0 )
defines a surjective Lie algebra morphism n+(B) → sl2(C), and hence L is not
solvable.
Assume next that γ − α ∈ ∆. Then γ − α ∈ ∆re and γ − 2α /∈ ∆ by Lemma 3.1,
so that
(5.5) [eα, eα−γ] = 0 = [e−α, eγ−α].
Note also that
(5.6) 〈γ − α, α∨〉 = −4 and 〈α, (γ − α)∨〉 =
2(α|γ − α)
(γ − α|γ − α)
=
4(α|γ)
−4(α|γ)
= −1
by (5.2). Lemma 3.1 then implies that S(α, γ − α) = {γ + nα | − 1 ≤ n ≤ 3} and
that S(γ − α, α) = {α, γ}, and hence
(5.7) (ad eα)
5eγ−α = (ad e−α)
5eα−γ = (ad eγ−α)
2eα = (ad eα−γ)
2e−α = 0.
Consider the GCM C =
(
2 −4
−1 2
)
. Denoting by eC1 , e
C
2 and f
C
1 , f
C
2 the Chevalley
generators of g′(C) ⊆ g(C), the assignment
eC1 7→ eα, e
C
2 7→ eγ−α, f
C
1 7→ e−α, and f
C
2 7→ eα−γ
defines a Lie algebra morphism ψ : g′(C) → g(A) (see §2.2), as follows from the
relations (2.7), (5.5), (5.6) and (5.7). As before, the restriction of ψ to n+(C) is
injective. Since Ceγ = C[eα, eγ−α] by Lemma 3.8, this implies that ψ restricts to an
isomorphism L′ ∼= L from the Lie subalgebra L′ of n+(C) generated by eC1 , [e
C
1 , e
C
2 ]
to L. In particular, [eα, [eα, eγ ]] 6= 0. Moreover, L
′ (and hence L) is not solvable:
in the notations of [Kac90, Exercises 8.15 and 8.16], L′ can be identified with the
subalgebra of the twisted loop algebra L(sl3(C), µ) generated by CL1 = Ce
C
1 and
CL3 = C[e
C
1 , e
C
2 ] (see also [Mar18, Example 5.27]). Straightforward computations
using [Kac90, Exercises 8.16] show that L′ contains CL7 = C[L3, [L3, L1]] and CL8 =
C[L1, L7], and that
[L1, L7] = L8, [L8, L1] = t
2L1, [L8, L7] = −t
2L7,
so that the subalgebra generated by L1, L7, L8 (and hence also L
′) is not solvable. 
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Lemma 5.7. Let L be a graded subalgebra of g(A) such that each homogeneous
element of L is ad-locally finite on L. Then Ψ := {α ∈ ∆re | L ∩ gα 6= {0}} is a
closed set of roots.
Proof. In view of Lemma 3.8, it is sufficient to show that if α, γ ∈ Ψ then α + γ /∈
∆im. Assume for a contradiction that β := α+γ ∈ ∆im+ for some α, γ ∈ Ψ (the case
β ∈ ∆im− will then also follow, using the action of ω). Up to conjugating L by some
element ofW∗, there is no loss of generality in assuming that γ is a simple root, and
hence that α, γ ∈ ∆re+.
As
2(α|γ) = (α + γ|α + γ)− (α|α)− (γ|γ) < 0
by (2.12), Lemma 3.7(1) yields [eα, eγ] 6= 0. On the other hand, γ + 2α ∈ ∆ and
α + 2γ ∈ ∆ by Lemma 3.1. If γ + 2α ∈ ∆im+, then
4(γ + α|α) = (γ + 2α|γ + 2α)− (γ|γ) < 0
by (2.12), and hence [eα, [eα, eγ ]] 6= 0 by Lemma 3.7(1), so that [eα, eγ ] ∈ L is not
ad-locally finite on L by Theorem 5.3, a contradiction. Thus γ + 2α ∈ ∆re+ and,
similarly, α + 2γ ∈ ∆re+. Lemma 5.1 then yields that
(β|α) = 0 = (β|γ),
and hence [eα, [eα, eγ]] 6= 0 by Lemma 5.6, again contradicting Theorem 5.3. 
We are now ready to describe the graded subalgebras of g(A) all whose elements
are ad-locally finite. Let us remark that a subalgebra of g(A) that contains h is
automatically graded by [Kac90, Proposition 1.5].
Theorem 5.8. Let L be a graded subalgebra of g(A) such that each homogeneous
element of L is ad-locally finite on L. Then there exists a closed set of real roots
Ψ ⊆ ∆re, and abelian subalgebras L0 ⊆ h, L
im+ ⊆ nim+ and Lim− ⊆ nim− such that
(1) L = L0 ⊕ gΨ ⊕L
im+ ⊕Lim−;
(2) [gΨ,L
im+] = {0} = [gΨ,L
im−];
(3) [Lim+,Lim−] ⊆ L0 ⊕ gΨ.
Moreover, denoting by Lim the subalgebra generated by Lim+ ⊕ Lim−, we have the
following equivalences:
(4) gΨ is a nilpotent subalgebra ⇐⇒ Ψ does not contain any pair of opposite
roots.
(5) Lim is nilpotent ⇐⇒ [Lim,L0 ∩ L
im] = {0} ⇐⇒ Lim is solvable. In that
case, Lim is nilpotent of degree at most 2.
(6) L is solvable ⇐⇒ Lim and gΨ are nilpotent subalgebras ⇐⇒ [L,L] is
nilpotent.
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(7) L is nilpotent ⇐⇒ [L0,L] = {0} ⇐⇒ every homogeneous element of L is
ad-locally nilpotent on L. In that case, the nilpotency class of L is at most
max{2, NΨ}, where NΨ is the nilpotency class of gΨ.
Proof. (1)(2) Since L is graded, it admits a triangular decomposition
L = L− ⊕L0 ⊕L
+,
where L± := L ∩ n± and L0 := L ∩ h. Moreover, by Lemma 5.7,
Ψ := {α ∈ ∆re | L ∩ gα 6= {0}}
is a closed set of real roots. Setting Lim± := L± ∩ nim±, we deduce that
L = L0 ⊕ gΨ ⊕ L
im+ ⊕ Lim−.
Note also that, in view of the ad-local finiteness assumption on the elements of L,
Theorem 5.3 implies that Lim± is abelian and that [gΨ,L
im±] = {0}.
(3) To show that [Lim+,Lim−] ⊆ h⊕ gΨ, assume for a contradiction that there is
some x ∈ Lim+ and y ∈ Lim− such that [x, y] is a nonzero element of nim+ (the case
where [x, y] ∈ nim− being symmetric, using the action of ω). Let α := deg(x) and
β := − deg(y), so that α, β, α−β ∈ ∆im+. Since [x, y] 6= 0 and α 6= β, Lemma 3.10(2)
implies that α, β (and hence also α and α− β) are not proportional isotropic roots.
Moreover, as supp(wα − wβ) ⊆ supp(wα) for all w ∈ W, Lemma 3.4 implies that
α+(α−β) ∈ ∆im+. Hence (α|α−β) < 0 by Lemma 3.6(2), so that [x, [x, y]] 6= 0 by
Theorem 4.4. Therefore, Theorem 5.3 implies that (adx)n[x, y] 6= 0 for all n ∈ N, a
contradiction.
(4) This readily follows from Proposition 2.1.
(5) Note first that
Lim = Lim+ ⊕ Lim− ⊕ [Lim+,Lim−]
by (2) and (3). If [Lim,L0 ∩ L
im] = {0}, then
[Lim,Lim] = [Lim+,Lim−] ⊆ (L0 ∩ L
im) + gΨ
by (2) and (3), and hence [Lim, [Lim,Lim]] = {0} by (2), that is, Lim is nilpotent of
degree at most 2. If Lim is nilpotent, then it is solvable. Finally, if Lim is solvable,
then
[L0 ∩ [L
im,Lim],Lim] = {0}
by Lemma 5.5. Since L0 ∩ L
im ⊆ [Lim+,Lim−] ⊆ [Lim,Lim], this implies that
[Lim,L0 ∩ L
im] = {0}, as desired.
(6) Assume first that L is solvable. Then gΨ is a nilpotent subalgebra: otherwise,
Ψ contains a pair of opposite roots by (4), and hence gΨ + [gΨ, gΨ] contains a copy
of sl2(C), a contradiction. Moreover, as L
im ⊆ L is solvable, it is nilpotent by (5).
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Assume next that gΨ and L
im are nilpotent subalgebras. Then L(1) = [L,L] ⊆
gΨ + L
im by (1) and (2). Since [gΨ,L
im] = {0} by (2), we deduce that L(1) is
nilpotent. Finally, if L(1) is nilpotent, then L is solvable.
(7) If every homogeneous element of L is ad-locally nilpotent on L, then [L0,L] =
{0}, for if h ∈ L0 and x ∈ L ∩ gα (α ∈ ∆) are such that [h, x] = α(h)x 6= 0, then
(adh)nx = α(h)nx 6= 0 for all n ∈ N.
Assume next that [L0,L] = {0}. In particular, Ψ does not contain any pair of
opposite roots (otherwise, if ±α is such a pair, then Cα∨ = C[e−α, eα] ⊆ L0 but
[α∨, eα] = 2eα 6= 0), and hence gΨ is a nilpotent subalgebra by (4). Similarly, L
im is
nilpotent by (5). Since [gΨ,L
im] = {0} by (2), it then follows from an easy induction
on n that Ln ⊆ gnΨ + (L
im)n for all n ∈ N, so that L is nilpotent. Moreover, since
(Lim)2 = {0} by (5), the nilpotency class of L is at most max{2, NΨ}.
Finally, if L is nilpotent, then of course every homogeneous element of L is ad-
locally nilpotent on L. 
Note that the spaces gΨ for Ψ a closed set of real roots are described in Proposi-
tion 2.1. The abelian graded subalgebras of nim±, on the other hand, are described
in the following proposition.
Proposition 5.9. Let Lim+ be a graded subalgebra of nim+. Then the following
assertions are equivalent:
(1) All elements of Lim+ are ad-locally finite on Lim+.
(2) Lim+ is abelian.
(3) There exists some w∗ ∈ W∗ such that w∗Lim+ has the form
w∗Lim+ = Cxβ1 ⊕ · · · ⊕ Cxβn ⊕ Lδ1 ⊕ · · · ⊕ Lδm ,
where
• βi ∈ ∆
im+
an ∩K0 and xβi ∈ gβi for i = 1, . . . , n;
• δi ∈ ∆
im+
is ∩K0 and Lδi is a subspace of gN∗δi for i = 1, . . . , m;
• the union of the m+ n subdiagrams
supp(β1), . . . , supp(βn), supp(δ1), . . . , supp(δm)
of Γ(A) has m + n distinct connected components (namely, the above
m+ n subdiagrams).
Proof. We prove that (1) =⇒ (3), the implications (3) =⇒ (2) =⇒ (1) being
clear. If (1) holds, then Theorems 4.4 and 5.3 imply that (α|β) ≥ 0 for all distinct
α, β ∈ ∆im+ such that Lim+∩gα 6= {0} 6= L
im+∩gβ. By Lemma 3.6(2), we thus find
some γ1, . . . , γn ∈ ∆
im+
an and some γn+1, . . . , γn+m ∈ ∆
im+
is with γi+γj /∈ ∆ whenever
i 6= j, such that
Lim+ = Cxγ1 ⊕ · · · ⊕ Cxγn ⊕Lγ1 ⊕ · · · ⊕ Lγm
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for some xγi ∈ gγi and some subspaces Lγi ⊆ gN∗γi . The statement (3) then follows
from Lemma 3.4. 
Note also that, since in a nilpotent subalgebra of g(A), every element is ad-locally
nilpotent (hence ad-locally finite), Theorem 5.8 gives a complete description of nilpo-
tent graded subalgebras of g(A). In particular, it has the following corollary. Let
N ∈ N be as in the statement of Proposition 2.1.
Corollary 5.10. Let L be a graded subalgebra of g(A). Then L is nilpotent if and
only if every homogeneous x ∈ L is ad-locally nilpotent on L. In that case, the
nilpotency class of L is at most max{2, N}.
Proof. This readily follows from Proposition 2.1 and Theorem 5.8(7). 
As shown by the following example, it is in general not true that in a solvable
graded subalgebra L of g(A), every element is ad-locally finite on L.
Example 5.11. Assume that A =
(
2 −2
−2 2
)
, and let α1, α2 be the simple roots of the
corresponding affine Kac–Moody algebra g(A). Let δ := α1 + α2 ∈ ∆
im+. For each
m ∈ N, set
Lm := gδ ⊕ gΨm , where Ψm := {nδ + α1 | n ≥ m} ⊆ ∆
re+.
Then gδ and gΨm are abelian subalgebras of g(A), and we have
[gδ, gnδ+α1 ] = g(n+1)δ+α1 for all n ∈ N.
In particular, L := L0 is a (graded) subalgebra of g(A). Moreover, [L,L] = gΨ1 is
abelian, and hence L is solvable (but not nilpotent, as Ln = gΨn for all n ∈ N
∗).
Note, however, that the nonzero elements of gδ are not ad-locally finite on L.
Let now d ∈ h be such that δ(d) = 1 and α1(d) = α2(d) = 0. Then L̂ := Cd ⊕ L
is also a graded subalgebra of g(A), such that L̂n = L1 for all n ∈ N
∗. Hence L̂ is
solvable, but L̂1 = L1 is not nilpotent. Note, however, that L̂
(2) = [L1,L1] = gΨ2 is
nilpotent.
Nevertheless, as shown by the following lemma, the (affine) situation described in
Example 5.11 is the only type of obstruction for a solvable graded subalgebra of g(A)
to satisfy the hypothesis of Theorem 5.8.
Lemma 5.12. Let L be a solvable graded subalgebra of g(A), and let x ∈ L be
homogeneous, of degree α ∈ ∆+. Assume that there exists some homogeneous y ∈ L,
of degree β ∈ ∆, such that (adx)ny 6= 0 for all n ∈ N. Then (α|α) = 0. Moreover,
if w ∈ W is such that wα ∈ K0, then supp(wβ) ⊆ supp(wα).
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Proof. If α ∈ ∆re, then x is ad-locally nilpotent on g(A) by Lemma 3.1, and hence
also on L. Thus α ∈ ∆im+ and hence (α|α) ≤ 0 by Lemma 3.6(1). Up to replacing
y with (adx)ny for some large enough n, we may moreover assume that β ∈ ∆+.
If (α|α) < 0 or if (α|β) < 0, then (α|β + nα) = (α|β) + n(α|α) < 0 for some large
enough n ∈ N. But then x and (adx)ny ∈ L generate a non-solvable subalgebra of
L by Lemma 5.4, a contradiction. Thus (α|α) = 0 and (α|β) ≥ 0.
If β ∈ ∆im+, then Lemma 3.6(2) implies that α, β are proportional isotropic roots,
and hence [x, y] = 0 by Lemma 3.10(2), a contradiction. Thus β ∈ ∆re+, and the
claim follows from Lemma 5.2(1) (note that supp(wα) ∪ supp(wβ) is connected, for
otherwise α + β /∈ ∆, contradicting the fact that [x, y] 6= 0). 
Corollary 5.13. Assume that Γ(A) does not contain any subdiagram of affine type.
Let L be a graded subalgebra of g(A). Then the following assertions are equivalent:
(1) L is solvable.
(2) [h ∩ L1,L] = {0} and every homogeneous element of L is ad-locally finite on
L.
(3) L1 is nilpotent.
Proof. The implication (3) =⇒ (1) is clear. If L is solvable, then the homogeneous
elements of L are ad-locally finite on L by Lemma 5.12 (i.e. by assumption and (2.13),
g(A) has no isotropic roots), and [h∩L1,L] = {0} by Lemma 5.5, proving (1) =⇒ (2).
Finally, assume that (2) holds. Then L has a decomposition L = L0 ⊕ gΨ ⊕L
im+ ⊕
Lim− as in Theorem 5.8(1). Moreover, Theorem 5.8(4) implies that gΨ is a nilpotent
subalgebra, because if ±α ∈ Ψ, then 2eα = [[e−α, eα], eα] ∈ [h ∩ L
1,L], contradicting
(2). Similarly, Theorem 5.8(5) implies that Lim is a nilpotent subalgebra, because
h ∩ Lim ⊆ h ∩ [Lim+,Lim−] ⊆ h ∩ L1. Therefore, Theorem 5.8(6) implies that L1 is
nilpotent, proving (2) =⇒ (3). 
As illustrated by Example 5.11, the implications (1) =⇒ (2) and (1) =⇒ (3) in
Corollary 5.13 fail as soon as Γ(A) contains a subdiagram of affine type. Nevertheless,
a weaker form of the equivalence (1)⇐⇒ (3) can still be proved in general, as shown
by the following theorem.
Theorem 5.14. Let L be a graded subalgebra of g(A). Then L is solvable if and
only if L(2) is nilpotent.
Proof. If L(2) is nilpotent, then it is solvable and hence L is solvable. Assume
now that L is solvable. To prove that L(2) is nilpotent, it is sufficient to prove by
Corollary 5.10 that every homogeneous element of L(2) is ad-locally nilpotent on L(2).
Assume for a contradiction that there exist some x, y ∈ L(2) such that (ad x)ny 6= 0
for all n ∈ N.
Set α := deg(x) and β := deg(y). Note that α, β ∈ ∆ by Lemma 5.5, and hence
α ∈ ∆im by Lemma 3.1. Up to using the action of ω, we may assume that α ∈ ∆im+.
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Lemma 5.12 then implies that α ∈ ∆im+is . Up to using the W
∗-action, we may then
assume that α ∈ K0, and hence that supp(α) is of affine type by (2.13).
Since x ∈ L(2), there exist some homogeneous x1, x2 ∈ L
1 with [x1, x2] 6= 0 such
that γ1 + γ2 = α, where γ1 := deg(x1) and γ2 := deg(x2). Note that γ1, γ2 ∈ ∆ by
Lemma 5.5. Moreover, Lemma 5.4 yields
(5.8) (γ1|α) ≥ 0 and (γ2|α) ≥ 0.
If γi ∈ ∆
re for some i ∈ {1, 2}, then (5.8) and Lemma 5.2(1) imply that supp(γi) ⊆
supp(α) (note that supp(γi)∪ supp(α) is connected as γ1+ γ2 = α). Since γ1+ γ2 =
α, we then have supp(γ1), supp(γ2) ⊆ supp(α), and hence γ1, γ2 ∈ ∆
re by (2.15).
Moreover, (γ1|α) = 0 = (γ2|α) by (2.14), contradicting Lemma 5.6. Therefore,
γ1, γ2 ∈ ∆
im.
Up to permuting γ1 and γ2, we may assume that γ1 ∈ ∆
im+. If γ2 ∈ ∆
im+, then
supp(wγ1) ⊆ supp(wα) for all w ∈ W (because wα ∈ ∆
im+ is the sum of wγ1 ∈ ∆
im+
and wγ2 ∈ ∆
im+), and if γ2 ∈ ∆
im−, then supp(wα) ⊆ supp(wγ1) for all w ∈ W
(because wγ1 ∈ ∆
im+ is the sum of wα ∈ ∆im+ and −wγ2 ∈ ∆
im+). In both cases,
Lemma 3.4 implies that α+γ1 ∈ ∆
im+. We then deduce from (5.8) and Lemma 3.6(2)
that α and γ1 are proportional isotropic roots. But then γ1, γ2 are also proportional
isotropic roots, so that [x1, x2] = 0 by Lemma 3.10(2), a contradiction. 
We conclude this section by illustrating Theorem 5.8 and Proposition 5.9 with
some examples of nilpotent graded subalgebras of g(A).
Example 5.15. Let Ψ ⊆ ∆re be a closed set of real roots such that Ψ ∩ −Ψ = ∅.
Then L := gΨ is a nilpotent graded subalgebra of g(A) by Proposition 2.1.
Example 5.16. Let δ ∈ ∆im+is , and let Lδ be a graded subalgebra of the (abelian)
Lie algebra gN∗δ. Let also Ψ ⊆ ∆
re+ be a closed set of roots such that [gΨ,Lδ] = {0}.
Then L := gΨ ⊕ Lδ is a nilpotent graded subalgebra of g(A).
For instance, if A is of type A
(1)
n−1 for some n ≥ 4, then g(A) is a double 1-
dimensional extension of sln(C[t, t
−1]) (see [Kac90, Theorem 7.4]). Writing Eij for
the matrix of sln(C[t, t
−1]) with a “1” in position (i, j) and “0” elsewhere, one could
then take gΨ = CE12 and Lδ = C(tE33 − tE44).
Example 5.17. Let β ∈ ∆im+an and i ∈ I be such that dim gβ+αi < dim gβ . Then
there exists some nonzero x ∈ gβ such that [ei, x] = 0. In particular, L := gΨ ⊕ Cx
is a nilpotent graded subalgebra of g(A), where Ψ := {αi}.
Example 5.18. Assume that A =
(
2 −2 −1
−2 2 −1
−1 −1 2
)
. Consider the nonzero elements
y := [e3, [e2, e1]] + 2[e2, [e3, e1]] and x := s
∗
1y = [[e1, e3], [e1, e2]] + [e3, [e1, [e2, e1]]]
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of g(A) (see [Mar18, Equation (4.7) on page 69]). Then [f1, y] = 0, and hence also
[e1, x] = s
∗
1[f1, y] = 0. Note, moreover, that
y∗ := ω(y) = −[f3, [f2, f1]]− 2[f2, [f3, f1]] ∈ n
im− and x ∈ nim+.
Finally, a straightforward computation yields that
[y∗, x] = −24e1.
Consider the closed set Ψ := {α1} ⊆ ∆
re and set Lim+ := Cx and Lim− := Cy∗.
Then
L := gΨ ⊕ L
im+ ⊕ Lim−
is a graded subalgebra of g(A) isomorphic to the three-dimensional Heisenberg al-
gebra. In particular, L is nilpotent of degree 2, whereas gΨ is abelian: this shows
that the upper bound on the nilpotency class provided in Theorem 5.8(7) cannot be
improved.
References
[BM79] Stephen Berman and Robert V. Moody, Lie algebra multiplicities, Proc. Amer. Math. Soc.
76 (1979), no. 2, 223–228.
[BP95] Yuly Billig and Arturo Pianzola, Root strings with two consecutive real roots, Tohoku
Math. J. (2) 47 (1995), no. 3, 391–403.
[CM18] Pierre-Emmanuel Caprace and Timothe´e Marquis, Closed sets of real roots in Kac–Moody
root systems, preprint (2018), arxiv.org/abs/1810.05114.
[FF83] Alex J. Feingold and Igor B. Frenkel, A hyperbolic Kac-Moody algebra and the theory of
Siegel modular forms of genus 2, Math. Ann. 263 (1983), no. 1, 87–144.
[Kac67] Victor G. Kac, Simple graded Lie algebras of finite height, Funkcional. Anal. i Prilozˇen 1
(1967), no. 4, 82–83.
[Kac90] , Infinite-dimensional Lie algebras, third ed., Cambridge University Press, Cam-
bridge, 1990.
[Kan94] Seok-Jin Kang, Root multiplicities of Kac-Moody algebras, Duke Math. J. 74 (1994), no. 3,
635–666.
[KM95] Seok-Jin Kang and Duncan J. Melville, Rank 2 symmetric hyperbolic Kac-Moody algebras,
Nagoya Math. J. 140 (1995), 41–75.
[Mar18] Timothe´e Marquis, An introduction to Kac–Moody groups over fields, EMS Textbooks in
Mathematics, European Mathematical Society (EMS), Zu¨rich, 2018.
[Moo67] Robert V. Moody, Lie algebras associated with generalized Cartan matrices, Bull. Amer.
Math. Soc. 73 (1967), 217–221.
[MP95] Robert V. Moody and Arturo Pianzola, Lie algebras with triangular decompositions, Cana-
dian Mathematical Society Series of Monographs and Advanced Texts, John Wiley & Sons,
Inc., New York, 1995, A Wiley-Interscience Publication.
[Ser66] Jean-Pierre Serre, Alge`bres de Lie semi-simples complexes, W. A. Benjamin, inc., New
York-Amsterdam, 1966.
ON THE STRUCTURE OF KAC–MOODY ALGEBRAS 31
Universite´ catholique de Louvain, IRMP, Chemin du Cyclotron 2, bte L7.01.02,
1348 Louvain-la-Neuve, Belgique
E-mail address: timothee.marquis@uclouvain.be
