Differential cross section for the 1 H(d, pp)n breakup reaction at deuteron beam energy of 340 MeV has been measured with the use of WASA detector at COSY-Jülich. The set of protonproton coincidences registered at Forward Detector has been analysed on dense grid of kinematic variables, giving in total around 5600 data points. The cross section data are compared to theoretical predictions based on the state-of-the-art nucleon-nucleon potentials, combined with three-nucleon force, Coulomb interaction or carried out in a relativistic regime.
Differential cross section for the 1 H(d, pp)n breakup reaction at deuteron beam energy of 340 MeV has been measured with the use of WASA detector at COSY-Jülich. The set of protonproton coincidences registered at Forward Detector has been analysed on dense grid of kinematic variables, giving in total around 5600 data points. The cross section data are compared to theoretical predictions based on the state-of-the-art nucleon-nucleon potentials, combined with three-nucleon force, Coulomb interaction or carried out in a relativistic regime.
I. INTRODUCTION
Properties of few-nucleon systems at medium energies are determined to large extent by pairwise nucleonnucleon (NN) interaction, which are a dominant component of the nuclear potential. NN interactions are described either by the realistic potentials [1] [2] [3] or the potentials derived from Chiral Effective Field Theory (ChEFT) [4] [5] [6] , achieving in both cases a precise description of observables for two-nucleon systems. The deficiencies in description of systems consisting of three and more nucleons are usually attributed to additional part of dynamics, beyond the NN interactions. The so-called threenucleon force (3NF) is interpreted as a consequence of internal degrees of freedom of interacting nucleons. The 3NF arises in the meson-exchange picture as an intermediate excitation of a nucleon to a ∆ isobar. State-of-theart models of 3NF's, like TM99 [7] , Urbana IX [8] , or Illinois [9] , combined with the realistic nucleon-nucleon (2N) potentials, constitute the basis for calculations of binding energies and scattering observables. Chiral Effective Field Theory provides a systematic construction of nuclear forces in a fully consistent way: the 3N forces appear naturally at a certain order [6, 10] . The theoretical calculations including semi-phenomenological 3NF or 3NF stemming from ChEFT, reproduce with high accuracy binding energies of light nuclei [11] [12] [13] [14] . They provide also significantly improved description of differential cross section for elastic nucleon-deuteron scattering as compared to the calculations based on NN interactions only [15] [16] [17] . Improvement in the sector of polarization observables is not so clear, see discussion in Refs. [18, 19] , but this issue will not be further considered in this paper which is focused on the cross section. However, even in the sector of the differential cross section, at * present address: Institut für Kernphysik, Johannes Guten- beam energies above 100 MeV/nucleon certain discrepancies between the scattering data and calculations persist.
Neither Coulomb interactions between protons [20] nor relativistic effects [21] are able to explain that observation, since their impact, except for very forward angles, where the Coulomb interaction plays a decisive role, is very small in this energy range. Studies of the 1 H(d, pp)n and 2 H(p, pp)n breakup reactions make important contribution to investigations of the 3NF effects. The advantage relies on kinematic richness of the three-body final state. There are experimental evidences of significant 3NF contributions to the differential cross section for the breakup reaction, starting at relatively low beam energy of 65 MeV/nucleon [19, 22] . In contrast to the elastic scattering, Coulomb interaction is a very important component of the breakup reaction dynamics. The Coulomb interaction between protons modifies the cross section data over significant part of the phase space, in particular at forward laboratory angles of the 1 H(d, pp)n reaction [23, 24] . The Coulomb effects are dominating in the region of configurations characterised with low relative momentum of the proton pair, the so called proton-proton Final State Interaction (FSI) configurations. At present, the Coulomb interaction and 3N forces are both included into theoretical calculations and their interplay can be studied [25] [26] [27] .
At energies above 140 MeV/nucleon, practically there are no data for the breakup reaction. The only exception, measurement at 190 MeV [28, 29] , provided hints of deficiencies in description of the cross section for the deuteron breakup reaction, even when 3NF is included. The problem can be interpreted either as confirmation of mentioned earlier problems observed in elastic scattering cross section, or as a consequence of relativistic effects. In contrary to elastic scattering, the relativistic calculations of the differential cross section for breakup reaction lead to different results than the non-relativistic ones [30] . Due to the significant predicted 3NF and relativistic effects in the energy region between 150 and 200 MeV/nucleon [30, 31] , the question arises about their interplay. So far, there has been no calculation with full relativistic treatment of NN and 3NF interactions. Under such circumstances one has to rely on systematic (in beam energy) studies over large phase space regions, with the aim to single out both contributions on the basis of their different kinematic dependencies.
An experiment to investigate the 1 H(d, pp)n breakup reaction using a deuteron beam of 300, 340, 380 and 400 MeV (150, 170, 190, 200 MeV/nucleon) and the WASA (Wide Angle Shower Apparatus) detector, has been performed at the Cooler Synchrotron COSY-Jülich. Due to almost 4π acceptance and moderate detection threshold of the WASA system, differential cross section data have been collected in a large part of the breakup reaction phase space. As a first step the data collected at the beam energy of 170 MeV/nucleon have been analysed, with a focus on the proton-proton coincidences registered in the Forward Detector.
II. EXPERIMENT AND DATA ANALYSIS
A. Setup and measurement procedure
The WASA detector [32] [33] [34] , covering almost full solid angle, consists of four main components: Central Detector (CD), Forward Detector (FD), Pellet Target Device and Scattering Chamber (see Fig. 1 ). COSY has functionality to group up different machine settings within a "supercycle" which allows to change the beam energy in discrete steps from cycle to cycle [35] . This feature is very useful for the purpose of comparing the cross section at various beam energies. During the 1 H(d, pp)n measurement energies 170, 190 and 200 MeV/nucleon of the deuteron beam were changed in supercycle mode of time length 30 s (measurement at 150 MeV/nucleon was performed separately), using a barrier bucket cavity. A barrier bucket cavity can be used to compensate the beam energy loss induced by an internal pellet target [36] .
The pellet target is a unique development for the CEL-SIUS/WASA experiment. The target provides a narrow stream of very small frozen hydrogen or deuterium droplets with diameters down to 25 µm, called pellets. Some of the parameters of the pellet target are listed in Table I. FD covers the region of the polar angles from 2.5
• to 18
• . It consists of a set of detectors for the identification of charged hadrons and track reconstruction: Forward Window Counter (FWC), Forward Proportional Chamber (FPC), Forward Trigger Hodoscope (FTH), Forward . FPC is used for precise determination of particle emission angles. The FD plastic scintillators are used for particle identification and particle energy measurement. They all provide information for the first level trigger logic. Some features of the FD are given in Table II . CD was used in the experiment described here, but the present data analysis do not include particles registered in that part. For description of the CD see Refs. [32, 33] . During data taking for the dp breakup experiment described here there were a few trigger types in use. Trigger named No. 7 was the basic trigger for registering events in FD detector. It required at least one track with correct matching of clusters in FWC, FTH and FRH. It was later used in the analysis of single tracks of deuterons from the elastic scattering and of proton-proton coincidences from the breakup reaction. Trigger named No. 2 was much less restrictive: one hit above threshold was required. Due to high rate of events accepted by this trigger prescaling by a factor 10 was necessary. The comparison of results obtained with triggers 2 and 7 is important for controlling possible bias imposed by trigger conditions.
B. Data analysis
The data analysis presented in this work is focused on the proton-proton coincidences from the 1 H(d, pp)n breakup reaction at 170 MeV/nucleon registered in the FD. The aim of our study is the determination of the differential cross section on a dense angular grid of kinematical configurations defined by the emission angles of the two outgoing protons: two polar angles θ 1 and θ 2 (in the range between 5
• and 15
• ) and the relative azimuthal angle ϕ 12 (in the wide range between 20
• and 180 • ).
Event selection and particle identification
The first step of data analysis is the selection of events of interest, i .e. two protons from the breakup process and deuterons from elastic scattering channel registered in the FD. The particle identification is based on the ∆E-E R technique, where E R is remaining energy deposit in the layer where particle is stopped (see example in Fig. 2 , top panel). In the whole range of energies, a clear separation between loci of protons and deuterons is observed. The analogous spectra are built for data generated in Monte Carlo simulation, separately for elastic scattering and breakup reaction, see example of the deuteron distribution in Fig.2 , bottom panel. The simulation is used to verify cuts set on the data. The only difference between experimental data and simulation spectra is due to particles punching-through the 3rd layer of FRH and stopped in the inactive layer behind it (not included in the simulation). For those events total energy is reconstructed on the basis of energy loss in the 2nd layer.
Energy calibration
Energy calibration of FD is based on measurements of dp elastic scattering at energies corresponding to minimum ionization with non-uniformity and nonlinearity corrections, as described in detail in Ref. [37] . Since the FRI detector was not used in a number of previous runs, its calibration is not included in the main calibration procedure and is known with lower accuracy. The appropriate corrections have been applied, but in case of protons stopped in FRI (protons with initial energy of about 200 MeV) the energy resolution is diminished. In order to avoid the systematic error related to this effect, the affected energy region has been rejected from the cross section analysis.
Analysis of the breakup reaction
The missing mass spectrum is a tool to control the proton energy calibration and the procedure of selection of proton-proton coincidences. The missing mass of the neutron is calculated according to the formula (in which c = 1):
(1) where E in and P in are the sum of energy and momenta of the incident deuteron and target proton and E pi and P pi (i = 1, 2) are the total energies and momenta of the two outgoing protons registered in coincidence. Fig. 3 presents the missing mass spectrum, built for all pairs of coincident protons registered in FD. Similar histogram has been built for breakup events generated with Monte Carlo simulation. Since all the cuts applied in analysis procedures are the same for experimental and simulated data, the model of hadronic interactions applied in simulation can be verified by comparing the missing mass spectra. This check is in turn important for effi-ciency corrections. The qualitative agreement of shapes can be observed, while the remaining differences can be attributed to background of accidental coincidences and influence of electronic thresholds on the data, both mechanisms absent in the simulation. The missing mass histograms for data and MC will be further discussed, also quantitatively, in sec. II B 5. After the selection of proton-proton coincidences and having performed the energy calibration, any kinematical configuration of the breakup reaction within the angular acceptance of the detection system can be analysed. The configuration has been defined by emission angles of the two outgoing protons: two polar angles θ 1 and θ 2 and their relative azimuthal angle ϕ 12 . The data are integrated over the angular ranges of θ 1,2 (±1 • ) and ϕ 12 (± 5
• ). These ranges are large as compared to angular resolution of the detectors and, therefore, no significant systematic uncertainty is related to the determination of solid angles obtained for selected configurations. The effect of averaging of cross section within the angular ranges is taken into account when comparing the data with the theoretical calculations, which have been averaged accordingly and projected onto relativistic kinematics [19] The sample kinematical spectrum E 1 versus E 2 obtained for selected configuration is shown in Fig. 4 , top panel. The center of the band formed by experimental data is lying on the relativistic kinematics curve (corresponding to the point-like, central geometry). Correct kinematic relations of the data confirm accuracy of the energy calibration. In the next step, new variables are introduced: D is the distance of the (E 1 , E 2 ) point from the kinematic curve in the E 1 -E 2 plane and S denotes the value of the arclength along the kinematical line with the starting point (S=0) chosen arbitrarily at the point where E 2 = 0 and starts to rise. The events contained within the distance D of ±20 MeV from the kinematical line are selected for further analysis and presented in S vs. D spectrum (see Fig. 4 , bottom panel).
FIG. 4. (Color online)
Top panel : E1 vs. E2 coincidence spectrum of the two protons registered at θ1=5
• , and ϕ12=20
• . The solid line shows a three-body kinematical curve, calculated for the central values of experimental angular ranges. D axis illustrates the distance of the (E1, E2) point from the kinematical curve. Bottom panel: transformation of E1 vs. E2 spectrum to S (arclength) vs. D (distance from kinematical line in E1-E2 plane). Dashed lines represent integration limits (∆S=8 MeV) for a sample S-slice.
The procedure of background subtraction is presented in Fig. 5 . Each slice on the S vs. D spectrum (see Fig. 4 , bottom panel) is treated separately. The background is approximated by a linear function between the two limits of integration (D a , D b ) defined as -3σ and +3σ from the peak position (Fig. 5, top panel) . The D-projected distributions obtained after the background subtraction have Gaussian shape (with exception of bins characterised by low signal-to-background ratio, see discussion in Sec. II B 6). The Gaussian distribution is fitted in the range from D a to D b (see Fig. 5 , bottom panel). Number of events obtained after background subtraction is presented as a function of the arclength S, see an example in Fig. 6 . After normalization to the integrated luminosity, the differential cross section is obtained. 
Cross section normalization
For the purpose of normalization of the experimental results, the luminosity is determined on the basis of the number of the elastically-scattered deuterons. • ±1
• , θ2=5
• ± 1 • , and ϕ12=20
. Statistical errors are smaller than the point size.
Selection of deuterons registered in the FD has been based on the ∆E-E R technique. After applying energy calibration for protons the energy calibration for deuterons has been readjusted with the use of MC simulation. Kinematics of deuterons registered in FD obtained after the corrections is shown in Fig. 7 . Particles which have not reached the 3rd FRH layer are not accepted. In order to obtain the luminosity a reference cross section σ el LAB for elastic scattering at the studied energy should be known at angle contained within the acceptance of our detector. It is the case, although the 2 H(p, dp) cross section distribution measured at 170 MeV reveals irregularities which suggest systematic errors, see Fig. 8 . It is extremely difficult to control the absolute cross section value with an accuracy of 5%: The comparison of experimental data with theoretical calculation including the 3NF, [38] [39] [40] [41] [42] has shown not only rising with energy deficiency of calculations at the cross section minimum, but also scatter of the data exceeding their statistical errors [43] . In order to minimize the bias of the results, the normalization is based on all the data sets from the range of energies (between 108 and 200 MeV) compared to theoretical predictions. Deuterons scattered at angles covered by FD correspond to θ p CM <50
• , where the theoretical calculations including 3NF provide precise description of the data, see Fig. 9 . On the basis of the available data, the dependence of cross section on beam energy can be studied at each polar angle, see examples in Fig. 10 . Theoretical calculations including TM99 3NF (full points, solid lines) provide consistent description of the data, with exception of the lowest studied angle of 8
• in the laboratory system. Trends of experimental data (polynomials presented as dashed lines) are based on all the data points (squares) but the one measured at 170 MeV (triangle). Finally, we applied three ways to obtain luminosity: taking values of the cross section σ el LAB (θ d ) given by (a) calculations, (b) measurement at 170 MeV, and (c) the polynomial fit to other data sets. In each case the following formula is used to obtain the luminosity integrated over the measurement time:
where N el is a number of elastically scattered deuterons registered at the deuteron emission angle θ d (during the certain time), ∆Ω d is the solid angle for registering deuterons and el (θ d ) is a detection efficiency for deuterons determined with the use of MC simulation. In order to control the result, the procedure is repeated for each deuteron polar angle between 8
• and 14
• , see Fig. 11 . The spread of luminosity values obtained at the lowest deuteron polar angle of 8
• is large, as expected from the above discussion. At the largest angles, 13
• , significant systematic uncertainty is related to proton background leaking through the deuteron gate. The contribution of this background is estimated on the basis of MC simulation. Conservatively, the largest error due to neglecting this contribution is taken as the systematic uncertainty. The ranges of luminosity values obtained at all studied angles are consistent with each other. The final result has been obtained neglecting points at marginal angles of 8 and 14 degrees, due to their large systematic errors. Finally, the average integrated luminosity obtained for the full set of data is (2.437 ± 0.005) ·10
7 mb −1 with systematic error of -2%, +3%. It is presented in Fig. 11 as a solid horizontal line with error limits shown as dashed lines.
The differential breakup cross section for a chosen angular configuration normalized to integrated luminosity value is given by the following formula: 
where N br is the number of breakup coincidences registered at the angles Ω 1 , Ω 2 and projected onto a ∆S-wide arclength bin. Subscripts 1 and 2 refer to two protons registered in coincidence. Numbering of protons is defined by condition: θ 1 ≤ θ 2 (for equal angles numbering is randomized). ∆Ω i , with i=1, 2, denotes the solid angles (∆Ω i = ∆θ i ∆ϕ i sin θ i ) and br (S, Ω 1 , Ω 2 ) is a product of all relevant efficiencies determined for each angular configuration. The normalization of the breakup cross section to the known cross section for elastic scattering, see Eq. (2), has the important advantage: electronic deadtime, trigger efficiency, the charge collected in Faraday Cup, the number of beam particles passing through the pellet target, etc. affect in the same way N br and N el and cancel in the ratio.
WASA Monte Carlo program was used for precise determination of efficiency of the detection system ( ). Including detector acceptance and all cuts applied in the analysis, detector efficiency for registering and identifying elastically scattered deuterons is about 80%. The efficiency of the detection system for proton-proton coincidences obtained for each kinematical configuration with defined integration limits: ∆θ 1 =∆θ 2 =2
• and ∆ϕ 12 =10
• is presented in Fig. 12 . The pits in the distributions reveal clear angular pattern, since they are caused by loss of events when both protons hit the same detector element. Due to low efficiency and possible inaccuracies related to the limit of the detection acceptance, configurations with θ 1,2 =17
• were not included into analysis. 
Data consistency checks
The core analysis has been performed on the basis of the data collected with the main trigger in FD (trig-ger No. 7, see Sec. II A). In order to check consistency and stability of the result, the luminosity is determined for three different data sets (of equal size) under condition of trigger No. 7 and for one of these data sets under condition of much less restrictive trigger No. 2. The results (Fig. 13) confirm stability of the obtained integrated luminosity values with the same trigger, while the difference between values of luminosity obtained for data collected with two trigger types is about 8%. This might suggest different background contribution to the events registered with these two triggers. However, it has been checked that for both triggers the background contribution is very similar, of about 13%-15% (at angles θ d < 13
• , where contribution of proton background is negligible). On the other hand, the same ratio of rates is obtained for the breakup data collected with those triggers. Therefore, we can interpret the difference as a loss of events due to the restrictive trigger condition, i.e. as an efficiency of the trigger. In the next step the influence of the trigger on final results for the breakup data is checked (see Fig. 14) . There is no statistically significant difference, which indicates that the elastic scattering and breakup data are affected by the trigger efficiency in a similar way, which leads to cancellation of the effect in the ratio (Eq. 3). It has been observed that data reveal systematically the wider S distributions than all the theoretical predictions (see example in Table III) , even in spite of the fact that averaging over the angular ranges has been applied to the theoretical calculations. Nevertheless, the impact of averaging on the width of the distributions has been studied both in the data and calculations. The comparison of FWHM's shown in Table III leads to the conclusion that the difference cannot be explained by effects of averaging. Procedure of projecting theoretical calculations onto the relativistic kinematics does not change Table III. the width of the resulting distribution, either. In Fig. 14 the cross section obtained with a limited solid angle (the event integration ranges) of ∆θ 1 =∆θ 2 =1
• and ∆ϕ 12 =5
• is compared to the one obtained in the standard analysis. There is no significant change in shape or height of the distributions. The sums of data points (integrated distributions) are also equal within the limits of their statistical uncertainties. The efficiency corrections, discussed in sec. II B 5, rely on simulations of particle interactions in the WASA detection system. Since hadronic interactions reduce registered energy of particles, the neutron mass reconstructed from momenta of two protons is distorted. Therefore the missing mass spectra are used to control this effect in the data and the MC simulations. The spectra presented in Fig. 3 have been integrated in the region of +/-3 sigma around the neutron peak (N peak ) and in the whole range (N all ) in order to compare the contribution of distorted events in the experimental and simulated data. The correction for the distorted events, N all /N peak ratio, is 1.47 in experiment and 1.31 in MC simulations. The experimental data show relatively 12% larger effect, but the difference can be partially attributed to contribution of accidental coincidences. From estimates of this contribution and taking into account partial cancellation of the hadronic effect in detection efficiency for deuterons and proton pairs (Eq. 1), systematic error of 7% is attributed to possible underestimated hadronic interactions in Geant 3 simulation.
Experimental uncertainties
Statistical errors of the measured cross-section values comprise an uncertainty of the measured number of the breakup coincidences and of the luminosity. In all 189 kinematic configurations the statistical error in maximum of the cross-section distribution is 2% or less.
The systematic error of the cross-section stems primarily from three sources: detection efficiency, luminosity determination and background subtraction procedure. Uncertainty of determination of efficiency for proton-proton coincidences corresponds to statistical accuracy of MC simulation and varies between 1% and 4%, reaching up to 7% for configurations with the lowest ϕ 12 =20
• values (see Fig. 12 ). Typical uncertainty of the background subtraction is of about 5%. Only at low cross section values, mainly at the tails of the studied S-distributions, signal-to-background ratio reaches low values of 6 and the background subtraction introduces significant uncertainty of 13%. Systematic uncertainty of the luminosity is between −2% and 3%. Finally, systematic uncertainties of data points vary between 6% and 18%, dominating the total uncertainty of the result. They are presented as bands on the S distributions (Figs. 17 -19 ) and included into calculations of χ 2 .
III. THEORETICAL CALCULATIONS
Theoretical calculations for the systems of three nucleons are performed using exact nonrelativistic three-body theory. The system of coupled equations for transition operators, proposed by Faddeev [44] or Alt, Grassberger and Sandhas (AGS) [45] , are solved in momentum space. The models of nuclear interactions are the input to these calculations. Generally, the nuclear interactions applied to these calculations are constructed in one of three different ways described below.
In the first approach, semi-phenomenological models of nucleon-nucleon interaction are used, which base on the meson-exchange theory and have also a phenomenological part describing a short-range interaction with parameters fitted to the two-nucleon data. There exist several so-called realistic NN potential models based on this approach, like charge dependent (CD) Bonn [1] , Argonne V 18 [2] and Nijmegen I and II [3] , providing an excellent description of two-nucleon observables. These potentials can be combined with models of three-nucleon force. The state-of-the-art 3NF's are refined versions of the Fujita-Miyazawa force [46] , in which one of the nucleons is excited into intermediate ∆ via 2π-exchange with both nucleons. In the general case a pion emitted by one nucleon interacts with a second nucleon and then is absorbed by a third nucleon. The modern version of the 2π-exchange Tucson-Melbourne (TM) 3NF model [47] [48] [49] , called TM99 3NF, is consistent with chiral symmetry [7] . It contains only one cut-off parameter, Λ T M . The value of Λ T M is adjusted to reproduce the value of the 3 H binding energy [52] . When the 3N system dynamics is studied with the AV18 NN potential also the Urbana IX 3NF [8] can be used. This force contains the two-pion exchange contribution due to intermediate ∆ excitation supplemented by a purely phenomenological repulsive short-range part.
The other approach extends the nucleon-nucleon interaction picture to non-nucleonic degrees of freedom within the Coupled-Channels Potential (CCP). It is based on the realistic CD Bonn potential, but extended to include the ∆-isobar as an active degree of freedom [50, 51] . In the energy range below the pion-production threshold, where the ∆-isobar excitation is virtual, it is assumed to be a stable baryon with real mass of 1232 MeV. The CCP is based on the exchange of π, ρ, ω, σ mesons, with contribution of the transition between the NN and N∆ states, as well as the exchange N∆-∆N potential. For the 3N system virtual excitation of ∆-isobar yields an effective 3NF. There is also a contribution to the transition amplitude of the so-called two-baryon dispersion in NN system. These two contributions usually compete, therefore the net effects of including ∆-isobar are suppressed as compared to the effects of the model 3NFs.
The most extensive developments of nuclear potentials are nowadays carried out within the framework of the Chiral Perturbation Theory (ChPT). This effective field theory bases on the most general Lagrangian for Goldstone bosons (pions) and matter fields (nucleons) consistent with the broken chiral symmetry of the QCD [4, 6] . Resulting interaction consists of long range and medium range pions exchanges, and contact interaction, with the associated low energy constants. In the framework of ChPT the nuclear potential is obtained in a way of a systematic expansion in terms of momentum variable: (Q/Λ) ν , where Q refers to a momentum of the nucleons, Λ is connected to the chiral symmetry breaking scale and ν encounters expansion order. One of the most important features of the ChPT is the possibility to derive consistent many-body forces on the top of two-body ones. The first non-vanishing 3NF terms appear in the next-to-nextto-leading order (N2LO, 3rd order of chiral expansion, ν=3). Recently, the new version of chiral NN potential has been developed, with an improved semi-local regularization framework [53, 54] . In addition a new method of quantification of uncertainty due to the truncation of the chiral expansion has been proposed [55, 56] . The possibility of estimating the theoretical uncertainties of the obtained predictions is an exceptional advantage as compared to other approaches, see also Ref. [57] . It has been shown, that with regard to NN interactions it is necessary to perform calculations at 5th order (ν=5), i.e. N4LO (see the discussion in [10] ). Thus, the 3NF at the same order is required for the consistency. So far the complete calculations for Nd system at N3LO are unavailable. That is why only approaches based on the realistic potentials are considered in this work.
A. Relativistic effects
Until recently, Faddeev calculations of observables in the deuteron breakup process were carried out in a nonrelativistic framework. The relativistic treatment of the breakup reaction in 3N system is quite a new achievement [30, 31] .
From the theoretical point of view, the dynamical relativistic effects taken into account are the boost of NN potential, relativistic deuteron wave function and form of Lippmann-Schwinger equation and proper treatment of Wigner rotations of spin states. Kinematical effects coming from relativistic phase-space factor are also included. The relativistic effects reveal at different parts of the breakup phase-space with various magnitude. The calculations for the 2 H(n, nn)p breakup reaction showed that the relativistic effects tended to localize in phasespace regions characterized by small kinetic energy of the undetected proton and simultaneously the coplanarity of two neutrons (ϕ 12 ≈ 180 0 ) [31] . The relativity can increase or decrease, depending on the phase-space region, the nonrelativistic cross section and magnitude of the effect increases with growing neutron energy. While at 65 MeV the influence of relativity effects is rather moderate (∼ 20%) at 200 MeV they can change the nonrelativistic cross section even by a factor of ∼ 2.
B. Coulomb interaction
With the aim to incorporate Coulomb interaction in calculations for proton-deuteron collisions, the Coulomb potential is screened and resulting scattering amplitudes are corrected by renormalization technique to match the unscreened limit. At first, the Coulomb interaction was applied to a purely nucleonic CDB potential and its coupled-channel extensions, CD Bonn+∆ [25, 26] . In the next step, the Coulomb force was implemented in calculations with the realistic AV18 NN potential combined with the Urbana IX three-nucleon force [27] . In this way the Coulomb and 3NF effects can be studied not only separately but also together what allows us to understand their interplay in the deuteron-proton data.
IV. RESULTS
The differential cross section for a regular grid of polar and azimuthal angles with a constant step in arclength variable S is obtained according to Eq. (3). Polar angles of the two protons θ 1 and θ 2 are changed between 5
• with the step size of 2 • and their relative azimuthal angle ϕ 12 is analszed in the range from 20
• to 180
• , with the step size of 20
• . In total, 189 configurations have been analysed. For each combination of the central values θ 1 , θ 2 , and ϕ 12 the experimental data are integrated within the limits of ±1
• for the polar angles and of ±5
• for relative azimuthal angle. The bin size along the kinematic curve S is either 8 MeV or 24 MeV, depending on the data rate in this region, in order to obtain statistical uncertainty per data point below 2% in the maximum of the S distribution. The data are compared with the theoretical calculations listed in the Table IV . Prior to comparing with the data, a majority of the theoretical predictions has been averaged over the angular ranges accepted in the data analysis (∆θ 1,2 = 2
• , ∆ϕ 12 = 10 • ) and projected onto relativistic kinematics, see Ref. [19] . Relativistic calculations are the only exception: the calculations are performed for central values of the angular ranges alone. The theoretical calculations using standard semiphenomenological two-nucleon potentials, denoted in following NN, provide very similar results and are treated as a group: they are presented in figures as bands and, in calculations of χ 2 /d.o.f., an average value of all predic-tions is taken (corresponding to the middle of the band). Calculations using those potentials combined with the TM99 3NF (2N+TM99) are treated in an analogous way. The group of calculations, 2N, 2N+TM99, CDBrel, is performed with np interaction in 1S0 wave, while the second group, CDB, CDB+∆ and CDB+∆+C, is performed using both pp and np interactions in all isospin triplet waves, including 1/2 and 3/2 total 3N isospin components. Figs • , θ 2 =13
• ). In the figures, the error bars represent the statistical uncertainties, often smaller than the data points. The systematic uncertainties are represented by hatched bands in the lower part of each individual panel. Full set of data has been presented in Ref. [58] .
Quantitative analysis of the description of the cross section data (σ exp ) provided by various calculations (σ teor ) is performed in terms of χ 2 -like variables. Due to dominating contribution of systematic uncertainties, the following definition has been applied:
where ξ represents a set of kinematic variables ξ=(θ 1 ,θ 2 ,ϕ 12 ,S), ∆σ st (ξ) and ∆σ sys (ξ) denote statistical and systematic uncertainties, respectively, summing goes over certain set of kinematic variables and n d.o.f. is a number of data points included in this sum. So defined quantity has no precise statistical meaning, however, it is still a measure of description provided by different models. When its value reaches roughly 2 or more, it can be treated as a signal of inconsistency between the model predictions and the measured data. The χ 2 per degree of freedom defined above is calculated globally, individually for the kinematic configurations and, in addition, for the data sorted according to combination of polar angles θ 1 , θ 2 and to relative azimuthal φ 12 of the two protons. Global analysis (see Fig. 15, left panel) shows the importance of Coulomb interaction in the studied region of phase space. Global analysis indicates also certain improvement of description due to including of 3NF, both for TM99 force and in explicit ∆ isobar approach.
The analysis performed in function of φ 12 (see Fig. 15 , right panel) indicates clearly the region of dominance of the Coulomb effect. As expected, the region of the lowest φ 12 , close to proton-proton FSI, is particularly sensitive to Coulomb interaction, which lowers cross section by a large factor (see also configuration θ 1 =5
• , θ 2 =5
• , ϕ 12 =20
• in Fig. 17, top panel) . The opposite influence of Coulomb interactions is present at the largest φ 12 (e.g. configuration θ 1 =5
• , ϕ 12 =180
• in Fig. 17) , which is also visible as an increase of χ 2 in Fig. 15 , right panel.
The region of intermediate angles of about 60
• -80
• is less sensitive to Coulomb repulsion between protons, though even there the effects are not negligible. In this region, the effect of 3NF shows up -not because of its particular strength, but since it is not covered that much by Coulomb effects. The improvement is similar in case of 2N+TM99 and CDBonn +∆ potentials.
The analysis of data sorted in function of combination of polar angles θ 1 , θ 2 ( Fig. 16 ) provides another examples of the Coulomb force dominance in the FSI region, characterised by the lowest difference of polar angles.
Dominant influence of Coulomb interaction at forward proton emission angles (in laboratory system of the 1 H(d, pp)n reaction) is in agreement with studies at other beam energies, see for example [24] . For the configuration shown in the bottom panel all the calculations underestimate the experimental data. The discrepancy is even increased by relativistic calculations, which is also reflected in the χ 2 analysis.
V. SUMMARY
The differential cross section of the 1 H(d, pp)n reaction has been determined for the configurations characterised with forward proton emission angles in the laboratory system. In spite of the relatively high beam energy of 170 MeV/nucleon, the Coulomb interaction plays a dominant role in this region. The predicted 3NF effects are small or very moderate, nevertheless the description of the experimental data is improved by including the 3NF into calculations. It is observed in both approaches applied to modelling the 3N force and the improvement is seen in the region where the net Coulomb effects are moderate. None of the existing calculations, even the one including both the Coulomb interaction and three-nucleon force, provides satisfactory description of the whole data set. The problem is observed at the largest studied polar angles of two protons: θ 1 , θ 2 ≥ 13
• combined with their large relative azimuthal angle ϕ 12 > 120
• , where all the predictions underestimate the measured cross section. This effect can be associated with problem in describing the elastic scattering cross section at its minimum. On the other hand, the full relativistic treatment of the process is still missing. The relativistic calculations based on pure NN interaction show the effect opposite to the one needed for the correct data description, but it will be interesting to see contributions of 3NF included in relativistic calculations. The data set collected in the experiment under discussion contains also the strongly asymmetric configurations: coincidences with one proton registered in FD and the other one -in Central Detector (FD-CD), which correspond to the angular range 5
• < θ 1 < 15
• , 20
• < θ 2 < 90
• . They will be used in forthcoming analysis to further explore the observed situation, along with the data collected at lower (170 MeV/nucleon) and higher 
