Q-Convergence with Interquartile Ranges by KANG, Sung Jin & LEE, Myoung-jae
Singapore Management University
Institutional Knowledge at Singapore Management University
Research Collection School Of Economics School of Economics
10-2005
Q-Convergence with Interquartile Ranges
Sung Jin KANG
Korea University - Korea
Myoung-jae LEE
Singapore Management University, mjlee@smu.edu.sg
DOI: https://doi.org/10.1016/j.jedc.2004.10.004
Follow this and additional works at: https://ink.library.smu.edu.sg/soe_research
Part of the Econometrics Commons
This Journal Article is brought to you for free and open access by the School of Economics at Institutional Knowledge at Singapore Management
University. It has been accepted for inclusion in Research Collection School Of Economics by an authorized administrator of Institutional Knowledge
at Singapore Management University. For more information, please email libIR@smu.edu.sg.
Citation
KANG, Sung Jin and LEE, Myoung-jae. Q-Convergence with Interquartile Ranges. (2005). Journal of Economic Dynamics and Control.
29, (10), 1785-1806. Research Collection School Of Economics.
Available at: https://ink.library.smu.edu.sg/soe_research/184
Journal of Economic Dynamics & Control 29 (2005) 1785–1806
Q-convergence with interquartile ranges$
Sung Jin Kanga,, Myoungjae Leeb
aDepartment of Economics, Korea University, Anam-dong, Sungbuk-Ku, Seoul 136-701, Republic of Korea
bSchool of Economics and Social Sciences, Singapore Management University, Singapore
Received 5 March 2003; accepted 12 October 2004
Available online 9 February 2005
Abstract
We introduce a new convergence concept ‘Q-convergence’ which deﬁnes convergence in
national incomes as a shrinking interquartile range (IQR) of the national income distribution.
Compared with the other convergence deﬁnitions in the literature, Q-convergence has the
following advantages. First, IQR, which represents dispersion and inequality of the income
distribution, is also closely linked to the two-group clustering with the lower and upper
quartiles being the ‘centers’ of the two groups. Second, IQR is equivariant to increasing
transformations and thus reconciles better conﬂicting empirical ﬁndings using level or log
data. Third, IQR is insensitive to outliers, leading to robust statistical inferences. Panel data
are analyzed to ﬁnd that the absolute income gap between the poor and rich countries has
increased in terms of IQR, but the widening gap is rather small and insigniﬁcant when
compared with the income increase of the poor countries.
r 2004 Elsevier B.V. All rights reserved.
JEL classification: C14; C33; O40; O50
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1. Introduction
Convergence, poor countries catching up with rich countries in national income, has
been one of the controversial issues in economic growth. There are a number of
formal deﬁnitions for the verbal description. One is ‘b-convergence’: income of each
country converges to its own steady state. Despite the popularity, this deﬁnition has
the weakness of involving only one country over time so that b-convergence does not
reﬂect the relative performance of different countries in the same period.
Another deﬁnition is ‘s-convergence’: the standard deviation (SD) of the
comparison period is smaller than the SD of the base period, i.e., SDðy1ÞoSDðy0Þ
where y0 and y1 denote the base and comparison period income, respectively. By
looking at SD at each period, this deﬁnition does involve many countries over time
unlike b-convergence. A shortcoming of s-convergence is, however, that dispersion
does not capture the dichotomy of rich and poor countries. It is known that b-
convergence does not necessarily imply s-convergence, while b-divergence does
imply s-divergence; see Barro and Sala-i-Martin (1995), Durlauf and Quah (1999),
and the references therein for more discussion on b- and s-convergence.
Yet another strand of convergence deﬁnition is based on ‘classiﬁcation’ or
‘clustering’, motivated by the dichotomy of the poor and the rich: there is only one
cluster at period 1 while there were two at period 0 (e.g., Quah, 1996a, b; Jones,
1997). This approach also involves many countries over time but has a shortcoming
that the notion of dispersion is not necessarily reﬂected in clusters. The best-known
example is ‘modal convergence’. With a nonparametric bootstrap modality test in
Silverman (1981), Bianchi (1997) compares the number of modes in the world
income distribution at different periods to conclude convergence if the number of
modes has declined, which, however, does not necessarily imply a declining SD.
The s-convergence and clustering approaches share two disadvantages. One is
lack of invariance (or equivariance) to increasing transformations; here, we have log-
transformation in mind which is popular in practice. The other is that there are many
ways to measure/deﬁne dispersion and clusters. Facing these problems, we propose a
new deﬁnition ‘Q-convergence’. In a nutshell, our proposed deﬁnition examines the
interquartile range (IQR) in the base and comparison period to conclude
convergence if IQR has decreased. As well known, IQR is often used to measure
the degree of dispersion of a distribution. In development economics, it has been also
used to measure inequality (see, e.g., Deaton, 1997). Compared with the other
convergence concepts in the literature, this approach has the following three
advantages, among which the last is easy to see and the ﬁrst two will be examined
closely in the next section:
 First, the lower quartile (i.e., 25% quantile) and the upper quartile (i.e., 75%
quantile) reﬂect the centers of two clusters (under one condition given in the next
section), much as two modes do in a bimodal distribution.
 Second, the quartiles are equivariant to increasing transformations, and thus
inference based on IQR is easily interpretable when y is subject to the popular log-
transformation.
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 Third, IQR is insensitive to outliers, differently from SD. This leads to robust
statistical inferences: one does not have to ponder whether to eliminate outlying
countries or not from the data, which is a real concern in cross-country panel data.
Taken together, as simple as it looks, Q-convergence reflects both dispersion and
clustering, and provides an answer to the dilemma ‘to log or not to log’. Thus, using
IQR avoids the aforementioned problems in the convergence literature. Examining
these in detail and comparing Q-convergence to the other convergence concepts
are our goals. Although not formally studied as in this paper, IQR has been also
thought of (Bianchi, 1997, footnote 1) and used in the convergence literature
(Beaudry et al., 2002).
All convergence deﬁnitions have the ‘absolute convergence’ version where only y is
used, and a ‘conditional convergence’ version where y is used along with some
variables x relevant for the steady state of the economy. Controlling for x can be
done by estimating the distribution of yjx (non) parametrically and then using the
regression residuals instead of y. In the economic growth literature, conditional
convergence was proposed to defend the neoclassical growth theory after the failure
of absolute convergence. Because our interest is not on the growth theory, and also
because dealing with parametric or nonparametric residuals is difﬁcult, we will
eschew conditional convergence and examine only absolute convergence in this
paper. Readers interested in conditional convergence can refer to Barro and Sala-i-
Martin (1992, 1995), Mankiw et al. (1992), Islam (1995, 2003), Bernard and Durlauf
(1995, 1996), Evans (1998), and Durlauf and Quah (1999).
Lee et al. (1997) show that, if there is no common steady-state growth rate across
countries, then b-convergence (conditional as well as absolute) has little economic
meaning, whereas s-convergence still does. They show that, if the cross-country
variance of technology growth rate is zero, then the cross-country variance s2t of
national income converges to a constant; otherwise, s2t will eventually increase,
although s2t can go up or down in the short run. Being able to make this kind of
prediction, Lee et al.’s (1997) study is an interesting ‘structural form’ analysis giving
an edge to s-convergence over b- and Q-convergence. We will not be able to provide
similar structural analysis for Q-convergence; Q-convergence and clustering
approaches are of ‘reduced-form’ approaches. Although reduced-form approaches
are less informative, there is also less chance for making speciﬁcation errors.
Following upon Lee et al. (1997), Pesaran (2004) examines ‘pair-wise conver-
gence’. Since this results in too many pairs and tests, Pesaran (2004) proposes two
average measures of convergence/divergence
D2t 
2
NðN  1Þ
XN1
i¼1
XN
j¼iþ1
ðyit  yjtÞ2
and
Dt 
2
NðN  1Þ
XN1
i¼1
XN
j¼iþ1
jyit  yjtj
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and shows that D2t ¼ 2s2t and Dt ¼ ðGini coefficient at time tÞ 	 y¯t; where yit is the
income of country i at time t (i ¼ 1; . . . ; N), y¯t  N1
PN
i¼1 yit; and s
2
t  ðN 
1Þ1PNi¼1ðyit  y¯tÞ2: Hence, somewhat surprisingly, the pairwise convergence is
related to s-convergence and income inequality.
In view of the preceding literature review and the aforementioned motivations for
Q-convergence, we may position Q-convergence as follows in the spectrum of studies
on income convergence
Motivation: Growth theory Inequality/welfare Clustering
Convergence: b-convergence s-convergence Modal convergence
Q-convergence
Due to the ubiquitous use of Cobb–Douglas production functions, most economic
models of income growth are cast in terms of lnðytÞ rather than the level yt: Thus, if
one is to study income convergence as a testing ground for the neoclassical economic
growth theory and its generalizations, using yt would be unusual and might be even
misleading. On the other hand, if one is to study income convergence from a
‘distributional approach’ with interest on income inequality and world welfare, then
using yt would be the right thing to do. As Lee et al. (1997) and Pesaran (2004)
illustrate, however, it is not always easy to draw the line between the growth-
motivated approach and the distributional approach to income convergence, and the
question on level or logged yt will linger to this extent. In Q-convergence, despite its
tilt toward the distributional approach, both level and logged yt can be used and
interpreted coherently.
It is debatable which measure of national income to use for convergence. In this
paper, we will use mainly GDP per worker. In the literature, GDP per capita has been
also used as well as population-weighted GDP. The main motivation for GDP per
worker is, as Jones (1997) mentions, that GDP per capita is likely to understate the
true income of many developing countries due to a large share of nonmarket
production; GDP per worker at least measures the market sector activity reasonably
well, because both the numerator and denominator correspond to the market
economy. Despite this, GDP per capita will be used in one section of this paper and
population-weighted GDP will be used also albeit brieﬂy.
Section 2 examines the advantages of IQR closely and presents our test statistics
formally along with their asymptotic distributions. Section 3 shows our empirical
analysis using GDP per worker as national income: b-, s- and modal convergence in
the literature are applied as well as our Q-convergence; these four convergence
concepts are then compared. Section 4 examines ‘robustness’ of our procedure by
using GDP per capita; also, small sample performance of our convergence tests is
evaluated brieﬂy. Finally, Section 5 concludes. Putting our main conclusion in
advance, we ﬁnd that the absolute income gap between the poor and rich countries
has increased in terms of IQR, but the widening gap is rather small and insigniﬁcant
when compared with the absolute income increase of the poor countries.
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2. Interquartile range for convergence
In this section, we examine the ﬁrst two advantages of Q-convergence in detail.
Since the second – more easily interpretable results under log-transformation – is
simpler, we discuss it ﬁrst in Section 2.1, and then turn to the ﬁrst – lower and upper
quartiles representing clusters – in Section 2.2. In Section 2.3, the asymptotic
distributions of our test statistics are presented.
2.1. Level versus log
Let LNt; MNt and UNt denote the sample lower quartile, median, and upper
quartile for yit; respectively, i ¼ 1; . . . ; N; and t ¼ 0; 1; deﬁne the population
versions, respectively, as Lt; Mt and Ut: The subscript i will be often omitted in
the remainder of this paper.
The hypothesis of Q-convergence is
U1  L1  ðU0  L0Þo0. (1)
Suppose now we use lnðytÞ instead of yt: Then the population lower and upper
quartiles of lnðytÞ are, respectively, lnðLtÞ and lnðUtÞ; for an increasing transfor-
mation Tð
Þ; the ath quantile of TðyÞ is Tðath quantile of yÞ: The Q-convergence
in lnð
Þ is
lnðU1Þ  lnðL1Þ  flnðU0Þ  lnðL0Þgo0
()U1=L1
U0=L0
o1()U1  L1
L1
oU0  L0
L0
. ð2Þ
Hence, with log-transformation, we are deﬁning convergence as a declining IQR
relative to the lower quartile. In view of this, it seems ﬁtting to call (1) ‘(absolute) Q-
convergence’ and (2) ‘relative Q-convergence’.
What we just showed is that IQR difference between two periods renders clear
interpretations regardless of whether yt or lnðytÞ is used. This is in contrast to using
mode. To see this, suppose y has a differentiable bimodal density f ðyÞ with the two
modes m1 and m2: Then
z  lnðyÞ has density gðzÞ ¼ f ðezÞez.
Differentiating gðzÞ; the ﬁrst-order condition is f 0ðezÞ þ f ðezÞ ¼ 0: Since f 0ðm1Þ ¼
f 0ðm2Þ ¼ 0; we get f 0ðelnðm1ÞÞ ¼ f 0ðelnðm2ÞÞ ¼ 0: the ﬁrst-order condition is positive at
lnðm1Þ and lnðm2Þ: That is, lnðm1Þ and lnðm2Þ are not the modes for the lnðyÞ
distribution differently from the quantile case; they are now located on upward
sloping sections of the lnðyÞ density. Furthermore, gðzÞ is not necessarily bimodal. It
is not clear how to reconcile and interpret inferential results on modes obtained
under y and lnðyÞ:
An interpretation problem also exists for s-convergence in terms of y or lnðyÞ:
Although SDðyÞ4SDðlnðyÞÞ if y41; this does not lead to any relation or
interpretability between s-convergence in yt (SDðysÞ4SDðytÞ; sot) and s-convergence
in ln yt (SDðln ysÞ4SDðln ytÞ). For instance, suppose SDðysÞoSDðytÞ because one
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country gains much at time t while all the other countries lose. When log is taken,
because log scales down large incomes disproportionately more, the single country
gain can be negated to result in SDðln ysÞ4SDðln ytÞ: What is critical in Eq. (2) for Q-
convergence – thus the interpretation of level versus log convergence as absolute
versus relative convergence – is the equivariance of quantiles for log-transformation in
the sense that the ath quantile of ln y is lnðath quantile of yÞ: This does not hold for
SD: SDðln yÞa lnðSDðyÞÞ:
2.2. Quartiles as cluster representatives
There are many ways to ﬁnd clusters in a given sample (see, e.g., Kaufman and
Rousseeuw, 1990). We will show that, using ‘k-median’, the lower and upper
quartiles represent the two clusters. Before this, however, we introduce a couple of
facts to motivate k-median.
Consider a location model yi ¼ bþ ui where ui is a continuously distributed error
term, and b is the parameter of interest. Deﬁne the indicator function 1½A ¼ 1 if A
holds and 0 otherwise. Observe the following: with b ranging over a compact
parameter set B and for a constant d40;
EðyÞ ¼ b¼) arg min
b
ð1=NÞ
X
i
ðyi  bÞ2 is consistent for b,
MedianðyÞ ¼ b¼) arg min
b
ð1=NÞ
X
i
j yi  bj is consistent for b,
ModeðyÞ ¼ b¼) arg min
b
ð1=NÞ
X
i
1½jyi  bjod is consistent for b as d! 0þ,
see Koenker and Bassett (1978) for the median and Lee (1989) for the mode.
Now suppose we want to estimate two, not one, location measures in the y-
distribution, believing that there are two clusters in the data. One well-known way to
do this is using one of the following that generalizes the above three cases: with b1
and b2 ranging over B,
arg min
b1;b2
ð1=NÞ
X
i
minfðyi  b1Þ2; ðyi  b2Þ2g,
arg min
b1;b2
ð1=NÞ
X
i
minfjyi  b1j; jyi  b2jg,
arg min
b1;b2
ð1=NÞ
X
i
minf1½jyi  b1jod; 1½jyi  b2jodg.
The minimizers can be called 2-means, 2-medians and 2-modes, respectively, and
they are the ‘centers’ of the two clusters. Generalizing this to k clusters leads to k-
means, k-medians and k-modes; see Pollard (1981, 1982) and the references therein
for the mean and median case.
Differently from the one cluster case, however, the parameters to which the
estimators converge in the two cluster cases are not necessarily easily characterized.
For 2-means, the parameters b1 and b2 are deﬁned by the ﬁrst-order conditions of
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the minimization:
b1 ¼ E yjyo
b1 þ b2
2
 
; b2 ¼ E yjy4
b1 þ b2
2
 
,
which are hard to interpret. For 2-medians, the ﬁrst-order conditions are
Pðyob1Þ ¼ P b1oyo
b1 þ b2
2
 
; P
b1 þ b2
2
oyob2
 
¼ Pðb2oyÞ,
which are satisﬁed if b1 and b2 are the lower and upper quartile, respectively, and if
the median is ðb1 þ b2Þ=2: Here the lower (upper) quartile is the ‘attractor’ or ‘center’
of group 1 (2) and the median is the ‘borderline’ between the two groups. For
2-modes, if y is bimodal, then the two modes satisfy the ﬁrst-order conditions; if y is
unimodal, the estimation becomes degenerate for only one mode can be estimated.
To better understand the 2-median ﬁrst-order conditions, let
b1 ¼ Qa1ðyÞ and b2 ¼ Qa2ðyÞ,
where QaðyÞ is the ath quantile of the y-distribution. Then the two ﬁrst-order
conditions are
a1 ¼ P yo
b1 þ b2
2
 
 a1; a2  P yo
b1 þ b2
2
 
¼ 1 a2
()a1 ¼ 0:5P yo
b1 þ b2
2
 
; a2 ¼ 0:5þ 0:5P yo
b1 þ b2
2
 
()a1 ¼ 0:5P yo
b1 þ b2
2
 
; a2 ¼ 0:5þ a1.
Certainly, b2 is an increasing function of a2 that is in turn an increasing function of
a1: Thus rewrite the two equations as
a1 ¼ 0:5P yo
b1ða1Þ þ b2ða1Þ
2
 
; a2 ¼ 0:5þ a1.
Denoting the ﬁrst equation solution as an; we get b1 ¼ QanðyÞ and b2 ¼ Q0:5þanðyÞ:
From the preceding analysis and the ﬁrst-order conditions, we can see that, if
Mt ¼ ðLt þ UtÞ=2 holds, then Q0:25ðyÞ and Q0:75ðyÞ satisfy the ﬁrst-order conditions.
In reverse, if Q0:25ðyÞ and Q0:75ðyÞ satisfy the ﬁrst-order conditions, then Mt ¼
ðLt þ UtÞ=2 holds. Thus, testing for Mt ¼ ðLt þ UtÞ=2 is equivalent to testing for
whether the ﬁrst cluster center is Q0:25ðyÞ or not; the second cluster center is always
‘probability 0.5’ away from the ﬁrst. In practice, we may obtain b2  b1 for each year
to conclude convergence if b2  b1 shrinks over time. This entails, however, three
difﬁculties: (i) the resulting asymptotics for our convergence test will be far more
complicated because an is estimated, not ﬁxed at 0.25, (ii) an may change over time,
which means that different middle-50% ranges are compared over time, and (iii) we
lose the popularity appeal to IQR. Section 3 on empirical analysis will show that we
are not far off by focusing on the quartiles; i.e., Mt ¼ ðLt þ UtÞ=2 mostly holds in
Section 3.
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In principle, we may go beyond 2-medians to consider 3-medians or higher, as
we can think of more than two modes. Intuitively, this would lead to three clusters
or higher, but the ﬁrst-order conditions seem hard to characterize. Also, if we
presume three clusters represented by three location measures, say b1ob2ob3; then
there will be two ranges b2–b1 and b3–b2; over time, one range may shrink while
the other may expand. With more clusters, there will be more ambiguities like this.
For this reason, we will stick to two clusters as most of the convergence literature
does; when modal convergence is examined, however, we will have to consider more
than two modes because of the way the hypotheses are set up for the modal
convergence test.
2.3. Asymptotic distributions for test statistics
For the asymptotic inference, observe the following asymptotic expansion:
ﬃﬃﬃﬃ
N
p
ðLNt  LtÞ ¼ 
1ﬃﬃﬃﬃ
N
p
X
i
1½yitpLt  0:25
f tðLtÞ
þ opð1Þ,
ﬃﬃﬃﬃ
N
p
ðMNt  MtÞ ¼ 
1ﬃﬃﬃﬃ
N
p
X
i
1½yitpMt  0:50
f tðMtÞ
þ opð1Þ,
ﬃﬃﬃﬃ
N
p
ðUNt  UtÞ ¼ 
1ﬃﬃﬃﬃ
N
p
X
i
1½yitpUt  0:75
f tðUtÞ
þ opð1Þ, ð3Þ
where f t denotes density of yt:
Subtracting the ﬁrst from the last, with RNt  UNt  LNt and Rt  Ut  Lt (‘R’
from interquartile-range), we get
ﬃﬃﬃﬃ
N
p
ðRNt  RtÞ ¼ 
1ﬃﬃﬃﬃ
N
p
X
i
1½yitpUt  0:75
f tðUtÞ
 1½yitpLt  0:25
f tðLtÞ
 
þ opð1Þ.
This implies, with ‘*’ denoting convergence in law,
ﬃﬃﬃﬃ
N
p
ðRNt  RtÞ*Nð0; CtÞ; Ct  E 1½yitpUt  0:75
f tðUtÞ
 1½yitpLt  0:25
f tðLtÞ
 2
.
Hence, we can use the following for the Q-convergence hypothesis (1) (or (2) if lnðyitÞ
is used):ﬃﬃﬃﬃ
N
p
fRN1  RN0  ðR1  R0Þg*Nð0; C10Þ,
where
C10  E
1½yi1pU1  0:75
f 1ðU1Þ
 1½yi1pL1  0:25
f 1ðL1Þ
 
 1½yi0pU0  0:75
f 0ðU0Þ
 1½yi0pL0  0:25
f 0ðL0Þ
 	2
.
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The asymptotic variance C10 can be estimated consistently by replacing Ut and Lt
with their sample versions and f tðzÞ with a kernel nonparametric estimator
f Ntðy0Þ 
1
Nh
X
i
K
yit  y0
h

 
,
where the bandwidth h goes to 0 as N !1 and Kð
Þ is a kernel function (e.g., the
N(0,1) density). The bandwidth can be chosen in many ways, but a reasonable thing
to do in one-dimensional case is to draw f Ntðy0Þ over y0 and choose h such that
f Ntðy0Þ is not too jagged (if h is too small) nor too smooth (if h is too big). To be
speciﬁc, a consistent estimator for C10 is
ð1=NÞ
X
i
1½yi1pUN1  0:75
f N1ðUN1Þ
 1½yi1pLN1  0:25
f N1ðLN1Þ
 
 1½yi0pUN0  0:75
f N0ðUN0Þ
 1½yi0pLN0  0:25
f N0ðLN0Þ
 	2
.
For the quartiles to represent two clusters, we also need to test for
Gt  Mt  Lt þ Ut
2
¼ 0. (4)
Deﬁning GNt  MNt  ðLNt þ UNtÞ=2; from (3),
ﬃﬃﬃﬃ
N
p
ðGNt  GtÞ ¼ 
1ﬃﬃﬃﬃ
N
p
X
i
1½yitpMt  0:50
f tðMtÞ

 1½yitpLt  0:25
2f tðLtÞ
 1½yitpUt  0:75
2f tðUtÞ

þ opð1Þ.
Thus,
ﬃﬃﬃﬃ
N
p
ðGNt  GtÞ*Nð0; CgÞ,
where
Cg  E 1½yitpMt  0:50
f tðMtÞ
 1½yitpLt  0:25
2f tðLtÞ
 1½yitpUt  0:75
2f tðUtÞ
 2
. (5)
A consistent estimator for Cg can be obtained doing analogously to C10:
Although RNt and Gt do not need h, the test statistics do because their asymptotic
variances involve density f t: The convergence rate is the usual
ﬃﬃﬃﬃ
N
p
: As to be
demonstrated in the second half of Section 4, the asymptotic normal approximation
of the test statistics holds well in small samples.
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3. Empirical analysis
In the preceding section, we introduced Q-convergence and provided our test
statistics. This section applies Q-convergence as well as the other convergence
concepts to panel data with N ¼ 126 and T ¼ 5 (1970, 1975, 1980, 1985, and 1989)
drawn from the Penn World Tables 5.6 of Summers and Heston. The response
variables are the real GDP per worker (GDP from now on) and lnGDP (LGDP) as
well as population-weighted GDP (WGDP); in Section 4, the real GDP per capita
will be considered. The selection of the ﬁve periods, which are 5 years apart except
the last year, is due to missing observations; including years earlier than 1970 or later
than 1989 decreases N nontrivially.
Section 3.1 applies b-convergence and s-convergence to our data. Section 3.2
examines the modal convergence test in Silverman (1981) that is used in Bianchi (1997).
Section 3.3 applies Q-convergence to the data. Section 3.4 puts together the ﬁndings in
Sections 3.1, 3.2, and 3.3 to ease comparison. When this is done, we will see a good deal
of evidence for divergence, which does not, however, show whether the divergence is due
to between-movements across the low- and high-income groups or due to within-
movements; for this, transition dynamics will be examined brieﬂy also in Section 3.4.
3.1. b-convergence and s-convergence
Before we proceed, to give the reader some idea on the world income distributions
and Q-convergence, we show box plots for 3 years in Fig. 1; the plots show the
asymmetry in the GDP distributions and the expanding IQR over the years.
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As shown in Barro and Sala-i-Martin (1992, 1995), b-convergence occurs when
economies that start out poor tend to display high growth rates, which means a
negative correlation between the growth rate of GDP and the GDP at the base
period. For the simple least-squares estimator (LSE) of GDP growth rate on GDP at
the base period, a negative slope coefﬁcient is taken as the evidence for b-
convergence. From s-convergence viewpoint, however, this way of inference is
subject to the ‘Galton’s Fallacy’, which is in essence that, although a positive slope is
sufﬁcient for s-divergence, a negative slope is insufﬁcient for s-convergence. This
criticism notwithstanding, b-convergence is widely used in practice. Doing the simple
LSE for our data with GDP (LGDP) as the response variable, the t-value for the
slope estimate is 0:53 ð0:19Þ; showing statistically insigniﬁcant b-convergence.
Turning to s-convergence, Fig. 2 shows the SD of GDP and LGDP; the other line
will be explained shortly. Whereas SD(GDP) shows a clear s-divergence, SD(LGDP)
shows hardly any change although it does indicate s-divergence. To test this
formally, let VNt denote the sample variance for year t: V Nt  ð1=NÞ
PN
i¼1ðyit  y¯tÞ2
where y¯t  ð1=NÞ
PN
i¼1 yit: Then, under the equal variance in both years,
ﬃﬃﬃﬃ
N
p
ðV N1  VN0Þ ¼
1ﬃﬃﬃﬃ
N
p
XN
i¼1
fðyi1  y¯1Þ2  ðyi0  y¯0Þ2g*Nð0; CvÞ,
where
Cv  Efðyi1  Eðyi1ÞÞ2  ðyi0  Eðyi0ÞÞ2g2 ’
1
N
X
i
fðyi1  y¯1Þ2  ðyi0  y¯0Þ2g2.
Applying one-sided test to each pair of the ﬁve waves for H0: s-convergence versus
Ha: s-divergence, the s-divergence for GDP is statistically signiﬁcant, while that for
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LGDP is not except for one pair. The t-values for GDP are 4.10, 4.58, 5.22, and 5.57
for 70–75, 70–80, 70–85, and 70–89. For LGDP, they are 0.65, 0.85, 1.03, and 2.23.
One criticism of using the real GDP per worker is that each country is weighted
equally by N1: This can be misleading because, for example, USA and China are
clearly more important than Trinidad Tobago for the world. A way to correct for
this is to weight each country with its population size in a sum. That is, for SD,
instead of N1
P
i yit and N
1P
i y
2
it; we can useX
i
wityit and
X
i
wity
2
it where wit ¼
population of country i in year t
world population in year t
.
This is the line SD(WGDP) in Fig. 2 which shows divergence even stronger than in
SD(GDP). Although using the population weights may better represent the world
income distribution, it leads to the following difﬁculty.
When we apply asymptotics to N-country T-year panel data with N !1; we
vision a continuous T-variate distribution from which the data are drawn. This
imaginary sampling of N countries gives the randomness to measure the precision of
an estimator; the world is random in this framework. Suppose we weigh each
country differently and try to get the median in year t. All countries’ incomes will be
arranged in the increasing order with their weights attached, and the median income
is the income of the country up to which the weight sum is 0.5 or greater. Essentially,
if country 1 has 1000 people, we are adding y1t 1000 times to the data, and if country
2 has 1 million people, we are adding y2t 1 million times to the data. For this enlarged
data, although we can compute the weighted mean, weighted SD, and quantiles, it is
not clear how the asymptotic inference can be drawn. For a central limit theorem to
be applicable, a country should not be dominant: the ratio of its variance to the
world variance should go to zero as N !1; weighting yit with wit goes opposite to
this. Viewed differently, the problem is that we have only N data points while we
desire the number of observations being that of the world population size. Due to
this difﬁculty, WGDP will be used only for the weighted SD and IQR without any
asymptotic inference.
3.2. Modal convergence
Silverman (1981) proposed a nonparametric modal test. Consider a sample
y1; . . . ; yN from a density f. In testing for H0: k modes versus Ha: more than k modes,
deﬁne the ‘k-critical bandwidth’
hcrit  inffh : f^ ðy0; hÞ has at most k modesg,
where
f^ ðy0; hÞ 
1
Nh
X
i
f
yi  y0
h

 
and f is the Nð0; 1Þ density. Due to f; it holds that
f^ ðy0; hÞ has more than k modes iff hohcrit.
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If hcrit is large, then the H0 is rejected, because it takes over-smoothing with the large
hcrit to get only k modes. The p-value for this test can be obtained by a ‘smooth
bootstrap’ from the data: resample wn1 ; . . . ; w
n
N from y1; . . . ; yN and get
yni ¼ w¯n þ
wni  w¯n þ hcritei
f1þ ðhcrit=syÞ2g1=2
; where e0is iid Nð0; 1Þ
and
s2y ¼ ðN  1Þ1
X
i
ðyi  y¯Þ2,
to see whether
f^
nðy0; hcritÞ 
1
Nhcrit
X
i
f
yni  y0
hcrit
 
has more than k modes or not. Repeating this, say B times, the bootstrap
approximation to the p-value is B1
PB
j¼11½hncrit;j4hcrit where hncrit;j is the k-critical
bandwidth for the jth pseudosample; alternatively, the p-value is
B1
XB
j¼1
1½f^ nðy0; hcritÞ has more than k modes in the jth pseudo sample.
One problem in detecting modes with nonparametric methods is choosing the
bandwidth: too small a bandwidth can easily yield multiple modes particularly in the
tail areas of the density, whereas too big a bandwidth can render a unimodal density
even when the true density has multiple modes. It is doubtful whether ‘the’ optimal
bandwidth choice will ever be found. Jones et al. (1996) compare several bandwidth
choice methods in univariate kernel density estimation to recommend the one in
Sheather and Jones (1991). Jones et al. (1996) refer to Park and Turlach (1992) for
implementation of the bandwidth choice methods examined in their study. One thing
particular about Park and Turlach (1992) is that they compare bandwidth choices
not only in the traditional criterion of mean integrated squared (or absolute) error
but also in detecting the number of modes and their locations. Overall, Park and
Turlach’s study recommends the ‘least-squares cross-validation’ method as used in
the next paragraph.
To illustrate the bandwidth choice problem, in Fig. 3, four boxes of kernel density
estimates with the f kernel are presented for years 1970 and 1989. The left two are
for GDP and the right two are for LGDP. In the top two boxes, the bandwidth is a
‘rule of thumb’ bandwidth h0 ¼ 0:9syN1=5 for the given year; h0 has been used e.g.
by Jones (1997) and shown to be optimal under certain conditions in Silverman
(1986). In the bottom two boxes, the bandwidth is the least-squares cross-validation
(CV) bandwidth hcv minimizing
CVðhÞ ¼
Z
f^ ðy : hÞ2 dy  2
N
XN
i¼1
f^ ðyi : hÞi,
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where f^ ðyi : hÞ1 is the ‘leave-one-out’ estimate (observation i not used for f^ ðyi : hÞ),
and CVðhÞ is minimized over a range for h. For GDP, the two density estimates for
1970 look unimodal while the two for 1989 look ‘relatively’ bimodal; h0 and hcv are
close to each other, and thus both yield similar results. For LGDP, h0 turned out to
be much smaller than hcv; h0 renders single mode for 1970 and double modes for 1989
whereas hcv renders only single mode for both years.
In Fig. 3, the mode is estimated from the whole density function estimate, which
necessarily leads to the sensitivity problem due to bandwidth choice. The above
modal test with critical bandwidth is not the same as this less sophisticated
procedure, but an analogous problem exists in the modal test. Efron and Tibshirani
(1993, p. 233) show an example where the modality test accepts 2 modes and then 7
modes again. This problem has been avoided in the literature by proceeding
sequentially: start with k versus more than k modes, k ¼ 1; 2; . . . ; to proceed to k þ 1
only if k modes are rejected; otherwise stop to conclude k modes. We will stick to this
sequential procedure in our empirical analysis below.
Whereas one may call the bandwidth-sensitivity problem a ‘practical’ problem, the
Silverman’s modality test has a theoretical problem as well. Hall and York (2001,
p. 515 and p. 516) state ‘‘...Silverman’s test is not asymptotically accurate, in the
sense that even for inﬁnite sample sizes its exact signiﬁcance level is different
from the nominal one...’’ and ‘‘...bootstrap part of the algorithm does not
consistently estimate the distribution of the test statistic’’. Hall and York show
that Silverman’s test under-rejects somewhat and suggest two ways to minor-modify
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Fig. 3. Kernel estimates with rule-of-thumb bandwidth (top) and CV (bottom).
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the test. We will use their ﬁrst modiﬁcation, in which B1
PB
j¼1 1½hncrit;j4hcrit is
replaced by B1
PB
j¼1 1½hncrit;j4hcrit1:13 for level 5% test; the number 1.13 comes
from Eq. (4.1) of Hall and York.
Table 1 reports the critical bandwidth hcrit and the p-values: pð1Þ is the p-value with
the original test and pð1:13Þ is the p-value for the modiﬁcation of Hall and York; our
interpretation will be based on pð1:13Þ: With GDP, unimodality is not rejected in
1970 and 1980 but rejected in 1989 in favor of bimodality, which means divergence in
1989 (or sometime before). With LGDP, unimodality is not rejected in all 3 years.
Although we are using 5% signiﬁcance level, LGDP for 1989 has 8% – too close to
5% – and if we proceed further raising the signiﬁcance level above 8%, then we
would accept three modes for LGDP 1989.
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Table 1
Modal convergence test
k ¼ 1 k ¼ 2 k ¼ 3
hcrit pð1Þ pð1:13Þ hcrit pð1Þ pð1:13Þ hcrit pð1Þ pð1:13Þ
GDP
1970 3358 0.33 0.13 2060 0.32 0.15 1250 0.70 0.45
1980 3929 0.42 0.27 2112 0.57 0.40 1848 0.35 0.18
1989 4808 0.12 0.03 1891 0.78 0.55 1426 0.86 0.68
LGDP
1970 0.3404 0.48 0.29 0.3282 0.10 0.02 0.1625 0.82 0.62
1980 0.3754 0.53 0.33 0.2901 0.20 0.09 0.2351 0.14 0.03
1989 0.5115 0.20 0.08 0.3620 0.11 0.03 0.1406 0.92 0.78
Table 2
Clustering test
jGj=M Test stat. ðh0Þ Test stat. ðhcvÞ
GDP
1970 0.228 1.89 (2645) 1.86 (2481)
1975 0.089 0.82 (2914) 0.71 (1815)
1980 0.144 1.34 (3172) 1.33 (3120)
1985 0.263 2.14 (3141) 2.09 (2345)
1989 0.249 1.90 (3419) 1.83 (2071)
LGDP
1970 0.008 0.71 (0.344) 0.68 (0.987)
1975 0.027 2.50 (0.350) 2.46 (0.688)
1980 0.021 1.86 (0.352) 1.83 (0.748)
1985 0.013 1.16 (0.351) 1.12 (0.957)
1989 0.020 1.70 (0.367) 1.64 (0.934)
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3.3. Q-convergence
Table 2 reports the test statistic with h0 and hcv for ‘Clustering test’ Gt ¼
Mt  ðLt þ UtÞ=2 ¼ 0: Despite nontrivial differences between h0 and hcv; the test
statistic values are quite close, and there is no instance of a conclusion getting
reversed due to the bandwidth variation at size 5%. ‘H0: quartiles represent two
clusters’ is not rejected except for GDP in 1985 and LGDP in 1975; in these 2 years,
jGj=M is 0.26 and 0.027, respectively.
Turning to Q-convergence, the test statistic values for both h0 and hcv are provided
in Table 3 and they are not sensitive to bandwidth choice. For GDP, other than for
70–75, Q-divergence is signiﬁcant; even for 70–75, the t-value is not small. For
LGDP, Q-divergence is not signiﬁcant for all years, although the sign of the test
statistic indicates Q-divergence. As discussed in Section 2.1, these two different
conclusions can be easily interpreted in contrast to the other convergence concepts:
IQR has increased significantly over the years but the IQR relative to the lower quartile
has increased little. That is, income disparity between two clusters has increased in
the absolute term but not in the relative term, because the lower group’s income has
increased as well.
Hence, relative to 1970, divergence holds, but IQR had shrunken in 1985 relative
to 1980 before it expanded again in 1989.
3.4. Summary of findings and transition dynamics
Table 4 summarizes the ﬁndings from the empirical analyses. We put ‘insigniﬁcant
divergence’ for the modal convergence with LGDP in view of the test result for 1989.
Table 4 makes a good sense for Q-convergence in GDP. Since IQR represents both
dispersion and two clusters of the income distribution, as s-convergence and modal
convergence indicate divergence of GDP, it is natural that Q-convergence does so as
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Table 3
Q-convergence test
DIQR Test stat. (h0) Test stat. (hcvÞ
GDP
70–75 1911 1.48 1.57
70–80 3486 2.44 2.45
70–85 4380 2.87 2.94
70–89 5548 3.19 3.23
LGDP
70–75 0.160 0.50 0.48
70–80 0.139 0.43 0.41
70–85 0.226 0.70 0.68
70–89 0.367 1.12 1.07
Using WGDP, IQR for 1970, 1975, 1980, 1985, 1989 is, respectively, 38.8, 45.8, 56.1, 51.5, 59.0.
S.J. Kang, M. Lee / Journal of Economic Dynamics & Control 29 (2005) 1785–18061800
well. As for LGDP, LGDP follows the same pattern as GDP shows, but the results
are insigniﬁcant. Q-convergence interprets this signiﬁcance difference in terms of
absolute versus relative income gaps, whereas the other convergence concepts lack
informative interpretation.
The preceding analyses show divergence in GDP, but they do not show whether
the divergence is due to between-movements across the low- and high-income groups
or due to within-movements. In the following, we examine transition dynamics using
transition matrices with ﬁve relative income categories ﬁrst and then two income
groups under Q-divergence.
Tables 5 and 6 present the transition matrix for 1970–80 and 1970–89, respectively.
The rows are for the ﬁve groups based on the quintiles of 1970 and the columns are
for the ﬁve groups based on the quintiles of the comparison year. For example, the
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Table 5
Transition matrix for 1970–1980
1980
I II III IV V Total
1970 I 20 (0.80) 5 (0.20) 0 (0) 0 (0) 0 (0) 25 (1)
II 5 (0.20) 19 (0.76) 1 (0.04) 0 (0) 0 (0) 25 (1)
III 0 (0) 1 (0.04) 19 (0.73) 6 (0.23) 0 (0) 26 (1)
IV 0 (0) 0 (0) 6 (0.24) 18 (0.72) 1 (0.04) 25 (1)
V 0 (0) 0 (0) 0 (0) 1 (0.04) 24 (0.96) 25 (1)
Total 25 25 26 25 25 126
Table 4
Summary of convergence tests
Sign/direction Test
b-convergence GDP Convergence Insigniﬁcant
LGDP Convergence Insigniﬁcant
s-convergence GDP Divergence Signiﬁcant
LGDP Divergence Insigniﬁcant
Modal convergence GDP Divergence Signiﬁcant
LGDP Divergence Insigniﬁcant
Q-convergence GDP Divergence Signiﬁcant
LGDP Divergence Insigniﬁcant
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very ﬁrst entry 20 (0.80) means that there are 20 countries in the lowest quintile class
in 1970 and 1980, and that the probability of staying in the same lowest quintile class
is 0.80 (because there were 25 countries in total in the lowest class 1970 and ﬁve of
them moved out in 1980).
Both transition matrices show more movements in the middle classes than in the
highest and lowest classes. Comparing the two matrices, there were more class
changes during 1970–1989 than 1970–1980. Although neither statement says
anything about convergence or divergence of income distribution, what is important
to know is that, given the world income inequality, higher chances for class change
would alleviate the inequality felt by each country. At the extreme, even if there are
two income classes always, if each country changes its class every period, one might
say that there is no income inequality over time.
In the Q-convergence framework with two clusters, the more appropriate
transition matrices would use two clusters with the median as the class threshold.
This is shown in Table 7: as in Tables 5 and 6, 1970–1989 shows more class changes
than 1970–1980.
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Table 7
Transition matrices for 1970–80 and 1970–89 with two clusters
1980 1989
I II Total I II Total
1970 I 59 (0.94) 4 (0.06) 63 (1) 1970 I 54 (0.86) 9 (0.14) 63 (1)
II 4 (0.06) 59 (0.94) 63 (1) II 9 (0.14) 54 (0.86) 63 (1)
Total 63 63 126 Total 63 63 126
Table 6
Transition matrix for 1970–1989
1989
I II III IV V Total
1970 I 19 (0.76) 6 (0.24) 0 (0) 0 (0) 0 (0) 25 (1)
II 6 (0.24) 14 (0.56) 5 (0.20) 0 (0) 0 (0) 25 (1)
III 0 (0) 4 (0.15) 14 (0.54) 8 (0.31) 0 (0) 26 (1)
IV 0 (0) 1 (0.04) 7 (0.28) 14 (0.56) 3 (0.12) 25 (1)
V 0 (0) 0 (0) 0 (0) 3 (0.12) 22 (0.88) 25 (1)
Total 25 25 26 25 25 126
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4. GDP per capita and small sample performance
So far, we used mainly GDP per worker. But GDP per capita (GDPC) has
been also used in the literature. This section repeats the same empirical analyses
with GDPC and its logged version LGDPC; since b- and s-convergence with
GDP per capita have been examined in the literature, we show only the modal
and Q-convergence results. Because our Q-convergence test is asymptotic, with only
so many countries in the world, one may wonder how the asymptotic properties hold
up with a sample of size about 100; this question is also addressed brieﬂy in this
section.
Table 8 shows the results for the modal convergence test. With GDPC,
unimodality is not rejected in 1970 but rejected in 1980 and 1989, which means
divergence in 1980 (or some time before). With LGDPC, unimodality is not rejected
in all years. The ﬁnding with GDPC is different from that with GDP only in terms of
the divergence timing (1980 or 1989), whereas the ﬁnding with LGDPC is either the
same as that with LGDP under one mode for LGDP 1989 or different under three
modes for LGDP 1989. The ﬁndings in Table 8 stay the same even if pð1Þ is used,
replicating the original ﬁndings in Bianchi (1997).
Turning to Q-convergence, Table 9 shows that ‘H0: Mt ¼ ðLt þ UtÞ=2’ is rejected
with GDPC but not with LGDPC; the rejection with GDPC differs from Table 2
where only one rejection occurred. Despite this difference, Table 10 shows that Q-
divergence holds with GDPC but not with LGDPC, which is almost the same as the
ﬁnding with GDP and LGDP.
In applying Q-convergence in practice, the condition Mt ¼ ðLt þ UtÞ=2 – that is,
the condition that the two quartiles represent the two cluster centers – could be the
main shortcoming. Since GDPC is not the main variable for our analysis, we do not
pursue this issue further in this paper. But there is a scope to accommodate other
quantiles as two cluster centers by using an asymmetric absolute loss function (that
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Table 8
Modality convergence test with GDP per capita
k ¼ 1 k ¼ 2 k ¼ 3
hcrit pð1Þ pð1:13Þ hcrit pð1Þ pð1:13Þ hcrit pð1Þ pð1:13Þ
GDPC
1970 1410 0.25 0.10 932 0.31 0.14 652 0.34 0.17
1980 2141 0.05 0.01 726 0.77 0.52 675 0.42 0.18
1989 2648 0.04 0.01 879 0.78 0.59 740 0.59 0.38
LGDPC
1970 0.357 0.39 0.22 0.248 0.44 0.19 0.216 0.12 0.02
1980 0.413 0.39 0.21 0.324 0.14 0.03 0.175 0.71 0.40
1989 0.404 0.54 0.35 0.350 0.15 0.06 0.258 0.13 0.03
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is, penalizing downward and upward deviations from the center differently) in the 2-
median minimand.
To address the small sample performance issue of our test brieﬂy, Fig. 4 shows a
simulation study with N ¼ 90 and the simulation replication 5000 times. The upper
half is for the DIQR test under H0: 2 year income data are drawn from a single
cluster Nð1; 2Þ; the density for the test statistic and its QQ plot are presented. The
bottom half is for the DIQR test under Ha: the ﬁrst year data are from Nð1; 2Þ
whereas the second year data are from two clusters Nð1; 2Þ and Nð2; 4Þ: Despite N
being just 90, the normal approximation holds up well.
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Table 9
Clustering test with GDP per capita
jGj=M Test stat. (h0) Test stat. (hcv)
GDPC
1970 0.3071 2.42 (1049) 2.50 (1085)
1975 0.2919 2.28 (1183) 2.25 (991)
1980 0.2555 2.11 (1350) 2.09 (1008)
1985 0.2912 2.13 (1443) 2.03 (763)
1989 0.4534 2.96 (1629) 3.12 (861)
LGDPC
1970 0.0054 0.45 (0.321) 0.39 (1.344)
1975 0.0073 0.58 (0.333) 0.52 (1.265)
1980 0.0121 0.98 (0.342) 0.97 (0.490)
1985 0.0091 0.70 (0.353) 0.67 (1.065)
1989 0.0003 0.02 (0.368) 0.02 (0.749)
Table 10
Q-convergence test with GDPC
DIQR Test stat. (h0) Test stat. (hcv)
GDPC
70–75 1177 2.51 2.56
70–80 1822 3.66 3.70
70–85 1916 3.35 3.30
70–89 2706 4.08 4.40
LGDPC
70–75 0.268 1.12 0.75
70–80 0.300 1.22 0.92
70–85 0.311 1.23 0.91
70–89 0.433 1.70 1.32
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5. Conclusion
In this paper, we introduced a new convergence concept Q-convergence which is
based on whether interquartile range (IQR) shrinks (convergence) or expands
(divergence). Compared with the other convergence deﬁnitions in the literature,
Q-convergence has advantages of showing changes in both dispersion and clusters;
also IQR is insensitive to outliers and equivariant to log-transformation, leading to
robust statistical inference and easier interpretation of different results using level or
log data. A panel data set drawn from the Penn World Tables was analyzed and we
found signiﬁcant divergence using the level GDP and insigniﬁcant divergence
using the log GDP: the income gap between the poor and rich countries has
increased, but in the relative term as reﬂected in the log GDP, the widening gap was
rather small and insigniﬁcant because the income of the poor countries also
increased as the gap widened. Convergence or divergence is a matter of deﬁnition
because one aspect of the income distribution may converge while another may
diverge. The point is then using a deﬁnition that is appealing and agreeable in some
senses. The new concept Q-convergence seems to have this appeal in more than one
sense. Despite the advantages, Q-convergence has two shortcomings of its own,
resolution of which is left for future research: using quantiles other than quartiles in
Q-convergence and allowing for more than two clusters to ﬁnd an optimal number of
clusters.
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Fig. 4. DIQR test density and QQ plot under the null (top) and alternative (bottom).
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