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ABSTRACT
A first order trajectory conveys important information about positive or nega-
tive trend for data over the range of the covariate; however, when data exhibits
non-linearity and heteroscedasticity, simple linear regression techniques can no longer
provide reliable estimates of this parameter and its standard error. Because this mea-
sure may be of scientific interest, predictive modeling through simple linear regression
must be abandoned due to issues like distributional bias and systematic variation. An
approach is presented to estimate the first order trend of data using a weighted area
under the curve while standardizing the parameter estimate to some reference distri-
bution for the covariate data. Bootstrapping techniques designed for heteroscedastic-
ity are utilized to properly estimate the standard error of the parameter while the bias
corrected and accelerated method is used in the formulation of confidence intervals
to assess coverage probability. These methods are then implemented for an analysis
of the natural history of joint damage for Hemophilia patients.
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In a meta-analysis studying the effects of prophylaxis on the natural history of
joint damage among Hemophilia patients, data will be compiled from three separate
studies. The outcome measure in the study will be the scoring of joint damage. These
scores will be examined as a function of the age of patients in each of the three studies
to develop an understanding of the natural history of joint damage. It is of scientific
interest to compare the natural histories of the control and prophylaxis groups and
thus, a scientifically meaningful summary statistic is needed to make this comparison.
Commonly, the measure of time trend in the predictor variable is of primary
scientific interest. It is typically estimated using simple linear regression; however,
reviewers of the grant for this meta-analysis commented that a linear time trajectory
would be over-optimistic. In addition, it is expected that the age distributions within
these three studies differ, which will further complicate the analysis. Despite the
fact that the true relationship between age and joint damage may be non-linear, it
is scientifically meaningful to model this non-linear trajectory and then summarize
this relationship with the first order trend. For example, a positive first order trend
will indicate that the relationship between the outcome and a covariate such as age
for Hemophilia patients shows positive trend and conversely a negative slope shows
negative trend. The value of the slope indicates the magnitude of the association. We
may further decide that no first order trend exists in this relationship and may also
want to test if the magnitude of these trends differ by populations or exposures.
In such a setting, it is important to recognize the existence of a non-linear rela-
tionship between the outcome and covariate variables. The purpose is not to develop
a predictive model using a first order trajectory, but to capture information about the
natural history of joint damage that can be used to compare groups. The first order
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trajectory will convey information about the change in the outcome measure for a
given change in a particular covariate. In addition, this measure is directly related
and influenced by the true non-linear trajectory of the outcome and thus changing
the non-linear trajectory will alter the first order trend.
The process of developing a summary statistic that captures some portion of
pertinent information in the data is analogous to using contrasts across discrete time
points. These contrasts can be structured to summarize characteristics of the data
such as linear trend, change from baseline to follow-up measurements, averages from
each time point and more. If examining two separate populations, these contrasts
can be used to compare populations based on the information being captured by the
contrast. However, when working with a continuous explanatory variable, the use of
contrasts proves to be difficult unless the predictor is categorized and other methods
must be found.
Truly linear relationships between outcome and predictor variables are likely un-
common in the realm of public health due to threshold and ceiling effects. Further,
the distribution of the covariate data may change from population to population or
from study to study. When the association is truly linear differing covariate distribu-
tions is not an issue, but we will show that by changing the covariate distribution in
a non-linear environment, we can potentially change the estimate of the association.
In the Hemophilia meta-analysis, the rate of joint damage is expected to plateau as
the age of the subjects increases causing curvature in the trajectory. Also, the dis-
tribution of ages within each of the studies may differ, which will be an issue with
simple linear regression in a non-linear setting as discussed later.
The methods explored herein are also applicable in any other setting where scien-
tific interest is in the relationship between an outcome and a predictor variable other
than time or age. For example, we may want to explore the association between
pollution levels and FEV1 for residents in a city. A non-linear relationship may exist
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between the two variables and if analysis was expanded to other cities, it is unlikely
that there would be the same distribution of pollution levels in every city. In these
settings, it may be desirable to summarize the natural course of these outcome mea-
sures over the range of the covariate data with the first order trend and therefore,
robust methods must be developed.
1.2 Parametrization of the Problem
Let Yik be the expected outcome of interest for the i
th individual in group k such
that each individual has one independent outcome. We consider a two group study
with n subjects in each group so that i = 1, ..., n and k = 0, 1. This outcome variable
will be defined as some function of a predictor variable X. For full generality, consider
Yik = µk(Xik)+εik where µk(Xik) represents the expected value of Yik for a given Xik.
Non-linearity can be assessed through µk(Xik), which represents the true path of the
outcome over the course of the covariate. Also, εik is random error that has mean
0 and variance h(µk(Xik))
2 where h(µk(Xik)) ≥ 0. If h(µk(Xik)) is a non-constant
function, then a potential mean-variance relationship may exist with the residuals.
As a result, we can identify heteroscedasticity in the model through h(µk(Xik)).
1.3 Review of the Assumptions of Simple Linear Regression
Reliable results for simple linear regression will only be returned if the assumptions
of the method have been met. The assumptions for simple linear regression can be
summarized as follows (Kleinbaum et al., 2008):
1. Yik has a finite mean and variance
2. The Yik’s are independent of each other
3. E[Yik] is a linear function of Xik
4. There is homoscedasticity of variance for Yik
5. The εik’s are independent and identically distributed
6. The εik’s ∼ N(0, σ2)
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Therefore, it is necessary that h(µk(Xik)) = σ where σ is constant. If h(µk(Xik))
is a non-constant function, assumptions 4 through 6 above are violated. When these
assumptions have been violated, it is still possible to accurately estimate the inter-
cept and slope of a linear relationship using simple linear regression for predictive
purposes as demonstrated in Section 1.4; however, the standard error estimates will
be incorrect.
It is also necessary that µk(Xik) = β0 + β1Xik where β0 is a fixed intercept and
β1 is the slope for the covariate Xik. If µk(Xik) cannot be properly represented by
the straight-line function β0 + β1Xik, then assumption 3 above is violated. As a
result, simple linear regression can no longer be relied upon to provide a predictive
model. However, if the purpose is to find an association between Xik and Yik, then
simple linear regression will still estimate a first order trend as long as assumptions
1 and 2 are satisfied. Because the focus of this first order trend summary measure is
association instead of prediction, we can consider cases where the true relationship is
non-linear and the residuals have non-constant variance.
1.4 Non-linearity and Heteroscedasticity in Simple Linear Regression
The impacts of failing to satisfy all but assumptions 1 and 2 of simple linear
regression are illustrated by the following example. First consider a linear relationship
between the outcome and explanatory variable where µk(Xik) = Xik over the range of
[−3, 3] for the explanatory variable. Samples for Xik will be drawn from three separate
distributions where distribution A is a Beta(1, 1), distribution B is a Beta(2, 2) and
distribution C is a Beta(0.5, 0.5). These three distributions will be shifted and scaled
over this range.
Under this setup, 10,000 samples will be simulated where n = 250 in each sample.
Multiple scenarios will be considered when generating the data to explore the perfor-
mance of simple linear regression in fitting a slope to the data in different settings.
We will also assess the results using the three previously mentioned distributions for
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Xik. We will explore the effects of using fixed samples for Xik versus resampling Xik
at each iteration of the simulation. Finally, different variance structures for εik will
be considered. The six different simulated scenarios can be summarized as follows:
I - No residual variation (h(µk(Xik)) = 0), fixed Xik
II - No residual variation (h(µk(Xik)) = 0), resampled Xik
III - Homoscedastic residual variation (h(µk(Xik)) = 1), fixed Xik
IV - Homoscedastic residual variation (h(µk(Xik)) = 1), resampled Xik















X-Dist h(µ(x)) Resample Ê(β1) ̂SE(β1) 1-Cov. Prob β1 SE(β̂1)
A 0 N 1 0 0 1 0
I B 0 N 1 0 0 1 0
C 0 N 1 0 0 1 0
A 0 Y 1 0 0 1 0
II B 0 Y 1 0 0 1 0
C 0 Y 1 0 0 1 0
A σ2 N 1.0001 0.0371 0.0516 1 0.0372
III B σ2 N 1.0002 0.0481 0.0508 1 0.0482
C σ2 N 1.0001 0.0289 0.0505 1 0.029
A σ2 Y 1.0001 0.0363 0.0507 1 0.0364
IV B σ2 Y 1.0002 0.0465 0.05 1 0.0467
C σ2 Y 1.0002 0.0298 0.05 1 0.0298
A Hetero. N 0.9999 0.0491 0.067 1 0.0527
V B Hetero. N 1.0011 0.0623 0.0565 1 0.0637
C Hetero. N 0.9997 0.0393 0.0622 1 0.0412
A Hetero. Y 0.9998 0.048 0.0602 1 0.0505
VI B Hetero. Y 1.001 0.0602 0.0581 1 0.0624
C Hetero. Y 0.9997 0.0404 0.0616 1 0.0424
Table 1.1: Simple linear regression with linear trajectory: Ê(β1) corresponds to the
mean of β1 estimates, ̂SE(β1) to the mean of all standard error estimates, and 1-Cov.
Prob. to the proportion of confidence intervals not including the true slope. The true
slope is represented by β1 and the standard error of the all estimates by SE(β̂1).
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Table 1.1 displays the the results from this simulation. In all six scenarios, the
simple linear regression fit to the data provides a good estimate of β1. This is even the
case in scenarios V and VI that have heteroscedasticity, which illustrates the ability
of this method to build a predictive model when the assumptions related to εik have
been violated. The issues brought about by heteroscedasticity concern the standard
error estimate of β̂1 and its coverage probability as seen in the last two scenarios. The
standard error estimator from simple linear regression understates the true variation
of the parameter, which leads to biased confidence intervals.
The performance of simple linear regression with a truly non-linear relationship is
illustrated in Table 1.2 using the non-linear mean function µk(Xik) = 3 arctan(Xik)
over the same range for Xik. Figure 1.1 displays the true trajectory of the outcome as
well as the distribution of points within the range of Xik for the three distributions.
The same values for h(µk(Xik)) will be used as in Table 1.1 when generating the same
scenarios.
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Figure 1.1: True non-linear trajectory and distribution of data
When comparing the results in Table 1.2 below with those in Table 1.1, one
observes that with non-linearity the value of β1 will be dependent on the distribution
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of Xik. The value of β1 changes based on the distribution of Xik in Table 1.2 in all
six scenarios. In Figure 1.1, distribution B has its points weighted more towards the
center of the range. This in turn causes a steeper slope. On the other hand, the
dispersion of points for distribution C is more weighted towards the tails causing a
flatter slope. The uniform dispersion from distribution A returns a slope between
these other two.
ESTIMATE TRUTH
X-Dist h(µ(x)) Resample Ê(β1) ̂SE(β1) 1-Cov. Prob β1 SE(β̂1)
A 0 N 1.5816 0.0206 0 1.5813 0
I B 0 N 1.7634 0.0235 0 1.7792 0
C 0 N 1.4375 0.0164 0 1.4414 0
A 0 Y 1.5748 0.0204 0.063 1.5813 0.0202
II B 0 Y 1.7611 0.0233 0.1676 1.7792 0.0269
C 0 Y 1.4389 0.0166 0.0206 1.4414 0.0136
A σ2 N 1.5819 0.0415 0.0285 1.5813 0.0367
III B σ2 N 1.7638 0.0531 0.0424 1.7792 0.0484
C σ2 N 1.4377 0.0338 0.0321 1.4414 0.0301
A σ2 Y 1.5751 0.0416 0.0575 1.5813 0.0422
IV B σ2 Y 1.7615 0.052 0.0815 1.7792 0.0545
C σ2 Y 1.439 0.0341 0.0462 1.4414 0.0333
A Hetero. N 1.5808 0.0555 0.0436 1.5813 0.0545
V B Hetero. N 1.7636 0.0702 0.056 1.7792 0.0701
C Hetero. N 1.4371 0.0464 0.0477 1.4414 0.0457
A Hetero. Y 1.5739 0.0558 0.0658 1.5813 0.0591
VI B Hetero. Y 1.7611 0.0687 0.0779 1.7792 0.0739
C Hetero. Y 1.4385 0.0468 0.0554 1.4414 0.0477
Table 1.2: Simple linear regression results with non-linear trajectory: Ê(β1) corre-
sponds to the mean of all β1 estimates, ̂SE(β1) to the mean of all standard error
estimates using simple linear regression, and Cov. Prob. to the proportion of all
confidence intervals not including the true slope. The true slope is represented by β1
and the standard error of the 10,000 estimates by SE(β̂1).
When assessing the standard error estimates, some systematic variation can be
observed in the estimates. Scenario I in Table 1.2 exposes this systematic variation.
Each time β1 is estimated, the same samples of xik and yik are used. As a result, there
should be no change from sample to sample and thus no variation in the estimate of the
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parameter. However, the simple linear regression standard error estimator provides a
non-zero estimate under this scenario. As a result, the estimate will contain systematic
variation with non-linearity. In addition, there is added variation with resampling Xik
in a non-linear setting that was not seen with the linear expected value function. If
we compare pairs of standard error estimates where the only difference in the samples
is if Xik was resampled, there is higher variation when resampling brought about by
the non-linearity in µk(Xik) as shown in Table 1.2. This is apparent since in the
linear setting in Table 1.1, resampling Xik did not appear to affect the standard error
estimates.
In general, the standard error estimator from simple linear regression does a poor
job with non-linearity in all six scenarios. Whether there is no residual variance,
constant variance, or non-constant variance, the standard error estimates are biased
and cannot be relied upon. As a result, the coverage probabilities are biased as well.
We see both liberal and conservative coverage probabilities that do not consistently
show the 0.05 probability that is expected.
The dependency of the estimate of β1 on the distribution of Xik presents multiple
issues. Specifically in the meta-analysis, the covariate distributions may differ across
studies. If there are different distributions for the covariate data and non-linearity,
different estimates will be provided with different confidence intervals although the
data may be following the same true path over Xik. Therefore, with the results
from the Hemophilia study, we need a way to synthesize inference across potentially
different covariate distributions.
1.5 Restricted Range of Inference
With first order trajectories, the range of Xik must be part of the definition of the
measure of scientific interest. With a non-linear µk(Xik), a different range of Xik may
give a different first order trajectory. As a result, when comparing two samples of
data coming from the same population with different ranges for their covariate data,
8

















































































































Slope =  0.6016
Slope =  2.5703
Figure 1.2: Differing slopes based on the range of data used
As shown in Figure 1.2, the slope can change significantly based on the sub-range
of data used. When µk(Xik) = 3 arctan(Xik), there is a large difference between the
slope of the line over the range [−3, 0] (as shown in red) compared to a separate line
over the range [−1, 2] (as shown in the blue). Therefore, when comparing the first
order trajectories between groups with data exhibiting non-linearity, it is important
to condition on some range of data that is shared between the two groups.
1.6 Statement of Problem and Objectives
Focus is directed towards measuring the first order trend in data that may exhibit
non-linearity and heteroscedasticity as motivated by the meta-analysis studying the
association between age and joint damage for Hemophilia patients. While simple
linear regression is commonly used to find the slope of a given explanatory variable,
it is used as a predictive model whose assumptions require linearity and constant
variance of residuals. As a result, it is not a viable option for estimating the first
9
order association as a summary measure and methods must be developed that over-
come the limitations of simple linear regression in this setting.
In the development of this first order trajectory parameter, we must consider the
issues presented by non-linearity and heteroscedasticity. As previously shown, het-
eroscedasticity will affect the standard error estimate of the parameter. Introducing
non-linearity will create a dependency of this first order trend on the distribution
of the covariate data with a least square approach. In addition, the true non-linear
trajectory of the data will determine this first order trend and must be accounted
for in the analyses. Finally, attention needs to be directed to the range of covariate
data in the analyses and limited to overlapping ranges in multiple group comparisons.
Ultimately, we seek to develop methods for robust inference in these settings.
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CHAPTER II
ROBUST INFERENCE REGARDING FIRST ORDER TREND
2.1 Formulating the Question as a Weighted Area Under the Curve
In order to assure robust inference of first order trend, the scientific question will
be parametrized in terms of a weighted area under the curve. Suppose that Xik is
observed, but the parameter being estimated will be conditioned on X∗, which is
a random observation from a reference distribution that has the same range as the
observed data. Let x∗ ∼ g∗(x∗) where g∗(x∗) is a probability density function. We




In this integral, w(x∗) represents a weighting function, which is often used to
capture some scientifically meaningful characteristic of the relationship between xik




find the slope in simple linear regression or w(xik) =
1
N
to get the average of the




, where I[xik=max(xik)] is an indicator function for the
maximum of xik and I[xik=min(xik)] is an indicator function for the minimum of xik.
The weighting function should be chosen so that the information captured is rel-
evant to the scientific question. With the Hemophilia meta-analysis, the scientific
question is the natural history of joint damage for Hemophilia patients. A possible
option would be to use the average change weighting function because it conveys in-
formation about the change in joint damage for these patients over time; however,
if our interest is natural history, we are limited by the average change. The average
change is largely determined by the maximum and minimum points for the covariate,
which is more relevant to a question related to change over a set range rather than
natural history. Further, if there is a multiple group comparison, it is possible that
two groups with different natural histories start and end at the same point. In this
case, the average change weighting function would show no difference between groups
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when they have different natural histories over time. Because we would like to identify
differences in the natural histories between groups, this weighting function may not
be an appropriate option.
A first order trajectory is believed to be a plausible way to summarize the natural
history of joint damage and thus the weighting function must be structured to capture




where x∗ ∼ g∗(x∗) has known mean E(X∗) and
variance σ2x∗ . Further suppose that µk(Xik) = α + δkXik where δk is the first order
trajectory. As is common in many meta-analyses, we assume that all studies have the
same mean effect and therefore the standardized distribution, X∗, satisfies µk(Xik) =
µk(X
∗) when Xik = X
∗. By inserting these functions into the previously mentioned





























































Thus, the first order trajectory equals this weighted under the curve designated by
θk when the true relationship is linear. To consider cases where µk(Xik) is non-linear,
we can use numerical approximations of the integral. Suppose we observe Xik ∼
Beta(0.75, 0.75) shifted and scaled over the [−3, 3] range, but we want to condition
the estimate on X∗ ∼ Uniform(−3, 3). The below table shows the slope estimate
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from simple linear regression given the observed distribution of Xik as well as the
least square slope estimate if we instead had a Uniform distribution for the covariate
data. We see that θk still provides the first order trajectory with different non-linear
functions for µk(Xik) and it is equivalent to the least square slope estimate of the
true first order trajectory of the data as n → ∞ given some reference distribution
for the covariate data. Note that the slight differences between β1 with a Uniform
distribution and θk are due to variation added by the simulation as well error from
numerical approximations.
µk(X) β1 −Beta(0.75, 0.75) β1 − Uniform θk
x3/9 0.667 0.6004 0.6
log(x+ 3.1) 0.4749 0.4472 0.447
sin(x) 0.2909 0.3453 0.3457√
x+ 3.1 0.3218 0.3161 0.316
Table 2.1: Equivalence of θk to a least square slope in a non-linear setting. In generat-
ing θk, the distribution of the covariate data was a Beta(0.75, 0.75) and the parameter
was conditioned on a Uniform distribution.
Unlike simple linear regression, our first order trajectory estimate is conditioned
on a distribution for the covariate data. By inserting g∗(x∗) into the integral, the
resulting value for θk will correspond to the first order trajectory of the data under
the specified distribution. As a result, the distributional bias observed with non-
linearity in simple linear regression is no longer an issue with group comparisons. If
the covariate distributions within these groups differ, comparisons of their first order
trajectories can still be made if all estimates are conditioned on the same g∗(x∗). This
standardization is analogous to age standardization in epidemiology (Gordis, 2009).
The choice of g∗(x∗) simply requires that it be a probability density function
over the range of inference. It may represent a general understanding of the true
population distribution of xik. In a meta-analysis, there are usually samples from
separate studies with different distributions for the covariate. For the data in each
study, it is possible to condition on some understanding of the population distribution
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for the particular covariate. For example, in the Hemophilia meta-analysis, we may
establish g∗(x∗) as our understanding of the population distribution of ages among
Hemophilia patients over a particular range.
This weighted area under the curve also accounts for the relationship between
first order trend and the true path of the outcome variable over Xik. For θ̂k to be an
unbiased estimate of the first order trend requires unbiased estimation of µk(Xik). We
want to get the best estimate of E(Yik) over the range of the covariate data and thus,
must decide how to represent µ̂k(Xik). If the data exhibits non-linearity, methods such
as polynomial regression, non-linear regression, or B-splines should be considered
to approximate this expected value function. The method that provides the best
estimate of our understanding of µk(Xik) should then be used in the computation.
By using the first order trend weighting function, we are then able to summarize this
non-linear trajectory over time with a scientifically meaningful measure.
After selecting g∗(x∗) and estimating µk(Xik), the next task is to calculate the
integral. This could potentially be a non-trivial task and one must consider ways
to approximate the area under the curve. One could use methods to approximate
the integral such as the trapezoid rule. We may also consider a different approach
where it is not necessary to calculate an integral, but rather simplify the problem to
a summation using a Taylor Series approximation.
2.2 Taylor Series Approximation for Non-linear µk(Xik)




∗)g∗(x∗)µ(x∗)dx∗. One must assume that µk(Xik) meets the con-
vergence criteria for the Taylor Series expansion in order to use this approach. Let us
expand this function about the point E(X∗). Therefore, as defined by the Taylor Se-
























(x∗ − E(X∗))m. By substituting in









































[E [(x∗ − E(X∗))m+1]]
By using the Taylor Series expansion, it is not necessary to perform difficult in-
tegration and the resulting summation consists of the variance of g∗(x∗), additional
moments of this distribution, and an estimate of µk(Xik) and its derivatives. While
integration is avoided, we now have to find the derivatives of our expected value
function. While it is possible to estimate these values using methods like polyno-
mial regression or B-splines, this may also be a non-trivial task and some methods of
estimating µk(Xik) may not provide ways of estimating derivatives.
2.3 Bootstrapped Estimates for SE(θ̂k)
As shown in the Taylor Series expansion in the previous section, the first order
trajectory can be reduced to a summation using the derivatives of the estimated fitted




and these moments are known since the standardized distribution for X∗ has been
specified. Therefore, any variation in θk will come from the estimation of µk(Xik) and
its derivatives. While there are many different approaches to estimating µk(Xik), the
fitted function and its derivatives are dependent on each other. Thus, calculating the
variance of the summation from the Taylor Series expansion will have to deal with
multiple covariances that will complicate its computation. This means that finding a
closed form solution for the standard error of θ̂k will be a difficult, if not an impossible
task.
To illustrate this point, assume that the fitted function is estimated with polyno-
mial regression. Using polynomial regression has many nice features when using the





will correspond to the coefficient for the zm
15
variable in the polynomial equation if we let z = x∗ − E(X∗). However, each of the
coefficients in a polynomial regression model is dependent on the other coefficients.
Therefore, when calculating the variance of this summation, it is necessary to account
for multiple covariances with these coefficients resulting in a complex computation.
Similarly, a closed form solution to calculating the variance of θk using an approx-
imated area under the curve approach is also non-trivial. Because closed form solu-
tions are no longer a viable option, alternatives for heteroscedastic models such as the
Sandwich Estimator (White, 1980) are no longer useful. An option often considered
when closed form solutions are difficult is semi-parametric bootstrapping. However,
Shao (1988) illustrated how traditional bootstrapping will not provide consistent or
asymptotically unbiased results with heteroscedasticity in the model.
We want to account for possible heteroscedasticity so an adaptation to traditional
semi-parametric bootstrapping techniques is needed in order to estimate the standard
error of θ̂k. Wu (1986) provided the following approach to account for heteroscedas-
ticity by weighting the bootstraps. Define the residuals to be ε̂ik = yik − µ̂k(Xik)
for i = 1, ..., n. Draw a sample, t′i, of size n with replacement from a distribution





, and create a bootstrap sample t′i by sampling with replacement from
ti (Cribari-Neto & Zarkos, 1999). In the following implementations, a sample of size
n will be drawn from a N(0, 1) distribution for t′i.
Once the t′i’s have been generated, a bootstrap sample is formed by computing
y′ik = µ̂(Xik) +
t′iε̂ik√
1−wik
where wik = xik(X
TX)−1xTik and µ̂(Xik) is the estimated
expected value function calculated using the original data. wik is derived from the hat
matrix and provides information about the leverage of the point (Hoaglin & Welsch,





the integral or summation previously defined, and record the estimate in a vector
of length B, where B is the total number of bootstraps performed. It is generally
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recommended that B be between 1,000 and 2,000 when also estimating confidence
intervals (Carpenter & Bithell, 2000). This process is repeated B times recording
each estimate θ̂′k in the vector. The square root of the variance of this vector is the
estimate of the standard error of θ̂k.
2.4 Estimating the Coverage Probability
When formulating the 95% confidence interval of a parameter with a bootstrapped
standard error estimate, a common approach is to use the 2.5 and 97.5 percentiles of
the bootstrapped parameter estimates. While this method presents a simple means
to form confidence intervals, the coverage error associated with this interval can be
substantial if the distribution of the bootstrap parameter estimates is not symmetric
(Carpenter & Bithell, 2000).
Because the symmetry of the distribution in the bootstrap estimates is uncertain,
the bias corrected and accelerated method (BCa) can be used for forming the confi-
dence intervals. With this approach, adjusted lower and upper percentiles are used
to form the confidence intervals. This allows one to account for a lack of symme-
try, which generally leads to smaller coverage error in comparison to the percentile
method (Carpenter & Bithell, 2000). The downside of this approach is that it in-
creases the computation time due to the jack-knife estimates that must be calculated.
Other methods are available to generate bootstrapped confidence intervals such as
the bootstrap-t method or the studentized test-inversion bootstrap method; however,
the BCa method will be used exclusively in this analysis. See Appendix B for further





The same example used in Table 1.2 will be used to evaluate the performance
of the proposed methods. Once again, we assume a non-linear trajectory for the
outcome data such that µk(Xik) = 3 arctan(Xik). The arctan function exhibits floor
and ceiling effects and is not trivially expressed with a polynomial trajectory that
could be potentially estimated with polynomial regression. This evaluation will be
limited to scenarios IV and VI using Xik’s of size n = 250. The covariate data will be
drawn from one of the three distributions previously detailed in Chapter I. Figure 3.1
below displays one sample that may be drawn using the heteroscedastic errors along





























































































































































































































Figure 3.1: Non-linear and heteroscedastic data used for simulation
The first step in implementing this method is to decide on what distribution the
estimate of the parameter should be conditioned. While many options are available,
we will condition on distribution A, which is a Beta(1, 1) distribution. Therefore,
results for θ̂k should be in the general range of the results from distribution A in
Table 1.2.
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Next, it is necessary to decide what approach should be used in estimating the
parameter. As shown in previous sections, the two options are approximating the
weighted area under curve or performing the Taylor Series expansion to work with
the summation. Both approaches will be used in this evaluation. The area under the
curve will be approximated using the trapezoid rule and the Taylor Series expansion
will also be used to observe the performances of each method separately.
Finally, a method to estimate µk(Xik) must be chosen. Due to the non-linear
trend in the data, the obvious choices would include polynomial regression, B-Splines,
and non-linear regression. For the approach that will approximate the integral with
the trapezoid rule, Natural Cubic B-splines will be used to estimate µk(Xik). For
the Taylor Series expansion, the fitted function will be estimated using polynomial
regression. Using polynomial regression with this approach has many nice features
since the fitted function consists of polynomials whose derivatives are easy to calculate.
To get the true value of the parameter, a large sample can be generated from
distribution A for Xik. Simple linear regression can then be used to find the linear
relationship between xik and µk(xik) with no residual errors. While it is not possible
to get an infinite sample, by creating large n’s and repeating this process 10,000 times,
we should have a good understanding of the true value of θk by taking the mean of
these 10,000 parameter estimates.
For the standard error estimate, the bootstrapping with heteroscedasticity ap-
proach presented by Wu (1986) will be used. For each of the 10,000 iterations, 1,999
bootstrap samples will be generated from which the variance of the parameter can
be estimated. The results from this bootstrapping technique will be compared with
the square root of the variance of the 10,000 parameter estimates. The coverage
probability using the BCa method for generating the confidence intervals will also be
examined. The percentage of confidence intervals not containing the true value of θk
will be calculated, which should be in the range of 0.05.
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3.2 Results from Area Under the Curve
As shown in Table 3.1 below, there are similar estimates of θk even when changing
the distribution of the covariate data. Because θ̂k is conditioned on distribution A,
these results are expected to be 1.5813. We are able to get results close to this value
for distributions B and C; however, the results for distribution B appear to have slight
downward bias. It is highly doubtful that the change in results between Table 1.2
and Table 3.1 for distributions B and C could be attributed to random error. Greater
than 10% changes are not likely when using 10,000 samples in the simulation.
The standard error estimator performs adequately as well. The results from the
weighted bootstrapping method are in the general range of the true standard error.
Even with heteroscedasticity in the model, the performance of the estimates remains
steady with the exception of distribution B, which shows slightly more bias. There
are some issues with the coverage probability with distribution B once again having
the worst performance.
ESTIMATE TRUTH
X-Dist h(µ(x)) Resample Ê(β1) ̂SE(β1) 1-Cov. Prob β1 SE(β̂1)
A σ2 Y 1.5826 0.0365 0.0594 1.5813 0.0372
IV B σ2 Y 1.5683 0.0532 0.0692 1.5813 0.0539
C σ2 Y 1.5869 0.0344 0.0506 1.5813 0.0351
A Hetero. Y 1.5814 0.0549 0.0525 1.5813 0.0556
VI B Hetero. Y 1.5682 0.0798 0.0721 1.5813 0.0814
C Hetero. Y 1.5868 0.0506 0.0486 1.5813 0.051
Table 3.1: Approximated area under the curve results estimating µk(Xik) with Natural
Cubic B-splines
3.3 Results from Taylor Series Expansion
More bias is seen in the results using the Taylor Series expansion, although direct
comparisons to the approach of approximating the area under the curve should not
be made since different methods were used to estimate µk(Xik). Table 3.2 shows how
the estimates of θk are farther from 1.5813 for distributions B and C. This added bias
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may be a reflection of the inability to properly estimate µk(Xik) using polynomial
regression as discussed in Chapter VI.
This increase in bias is also seen in the standard error estimates since there is less
precision estimating the standard error of θk. This carries over to the coverage prob-
ability, which struggles as well. Overall, it appears that using polynomial regression
to estimate µk(Xik) may be adding bias to both the estimate of θk and its standard
error.
ESTIMATE TRUTH
X-Dist h(µ(x)) Resample Ê(β1) ̂SE(β1) 1-Cov. Prob β1 SE(β̂1)
A σ2 Y 1.5845 0.0371 0.0566 1.5813 0.0376
IV B σ2 Y 1.5563 0.0582 0.0666 1.5813 0.0563
C σ2 Y 1.5913 0.0355 0.0486 1.5813 0.0363
A Hetero. Y 1.5833 0.0553 0.0518 1.5813 0.0559
VI B Hetero. Y 1.5564 0.0687 0.0702 1.5813 0.0846
C Hetero. Y 1.5912 0.0468 0.0461 1.5813 0.0525






Hemophilia is characterized by the inability of blood to properly clot. With
Hemophilia A, there is a deficiency of clotting factor VIII, which is a protein made
by cells. This deficiency leads to bleeding episodes often in the joints causing pain
and swelling for the patient (“Hemophilia,” 2012). The meta-analysis studying the
natural history of joint damage for Hemophilia patients consists of data from the JOS
study (Manco-Johnson et al., 2007), SPINART study (Manco-Johnson et al., 2013),
and European study. The JOS results consists of baseline and follow-up measure-
ments of 65 children assigned to either placebo or prophylaxis treatment as well as a
possible third measurement from a continuation study. The SPINART results have
only baseline measurements from 82 adult subjects. Outcome results have not been
obtained from the European study, but information about age and treatment have
been provided on 128 subjects.
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Figure 4.1: Distribution of ages in the meta-analysis
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The objective of this research is to describe and evaluate the natural history
of joint damage for patients who have received episodic (as needed) treatment for
their Hemophilia. Hemophilia is treated with factor VIII replacement and in this
analysis we want to use joint damage measurements from each of the 3 data sets. The
most recent joint score will be used for each subject including baseline measurements
for patients who were assigned to prophylaxis treatments in the JOS study. Only
patients receiving episodic treatment will be used from the European study reducing
the number of subjects from this study to 28. As a result, every subject contributes
one independent observation. Figure 4.1 details the distribution of ages in the three
separate studies.
We are still waiting to receive outcome measures from the European study and so
we will illustrate the proposed analysis methods using outcomes that are generated for
the non-prophylaxis subjects for illustrative purposes. To get these joint score values,
µ̂k(Xik) will be estimated using the outcome data from the SPINART study. Because
we assume that all non-prophylaxis adult patients come from the same population,
the expected joint score will be generated from µ̂k(Xik) and random error will be
added to this value. To generate the value of εik for these subjects, we will randomly
select a residual value from subjects with the 6 closest ages in the other studies and
then add a random number whose value is generated from a N(0, 4) distribution.
This will preserve some of the mean-variance relationship between µk(Xik) and εik if
it indeed exists.
The left plot in Figure 4.2 displays the age and joint scores for patients in the
SPINART and JOS studies. An obvious floor effect exists for the younger participants
in the JOS study since joint scores have to be greater or equal to 0. It appears that
children and adults form two separate populations and should be analyzed separately.
In addition, individual analyses will be performed for each of the three studies. As a
result, four total analyses will be performed for the JOS results, SPINART results,
23
European results and a combination of the SPINART and European results. The
right plot in Figure 4.2 shows the data used in the analysis of the SPINART and
European results with the generated outcomes.























































































































































































Figure 4.2: Analysis data for the meta-analysis
4.2 Analysis




will be approximated with the trapezoid rule. A LOESS line will be used to estimate
µk(Xik). As shown in Figure 4.3, this method shows non-linear trend over the age
of the subjects. The estimate of θk will be conditioned on a uniform distribution for
x∗ over the range of ages in the particular analysis. There may be a mean-variance
relationship with the residual errors and thus the bootstrapping for heteroscedasticity
will be used. The BCa method will once again be used to generate the confidence
intervals. In addition, an estimate of β̂1 will be provided from simple linear regression.
Figure 4.3 includes a plot of the four different data sets that will be analyzed with
the estimated µ̂k(Xik). The non-linear paths of the data differ by study; however, it
is difficult to differentiate between the non-linear path with the SPINART results and
the SPINART/European results. This makes sense since it was assumed that they
belonged to the same population when generating the European joint scores. As a





















































































































































































































Figure 4.3: True path of the data over the range of ages
4.3 Results
Table 4.1 presents the results from the analysis. All four analyses show significant
positive trend in the rate of joint damage for Hemophilia patients. The JOS results
need to be questioned. As shown in Figure 4.3, the age when measurements were
collected from the children in the study are categorized. It is difficult to accurately
estimate µk(Xik) because of the lack of information between these different age cat-
egories. The inability to accurately estimate µk(Xik) may threaten the validity of
these results.
The SPINART and SPINART/European results are similar as suspected since
the European results were generated based off of the SPINART results. Both anal-
yses show significant positive trend with a change in joint score of approximately
1.1 for a 1 year increase in age (P-value < 0.0001). The standard error in the
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SPINART/European results is less as might be expected with the inclusion of ad-
ditional data. As a result, the range of first order trends consistent with the true
parameter value for θk are slightly smaller compared to the SPINART results.
β̂1 θ̂k SE(θ̂k) 95% CI P-value g
∗(x∗)
JOS 1.5935 1.8513 0.2179 (1.6134, 2.2869) <0.0001 U(0.85, 17.89)
SPINART 1.0837 1.1168 0.2062 (0.7236, 1.5147) <0.0001 U(15.47, 50.18)
European 1.5946 1.7019 0.6386 (0.4445, 2.9414) 0.0077 U(21, 37)
SPINART/Euro 1.0876 1.1007 0.1955 (0.7235, 1.4937) <0.0001 U(15.47, 50.18)
Table 4.1: Results from Example
The scale of the outcome measure is the Colorado Adult Joint Assessment score
(CAJA) (Manco-Johnson, 2000). This scoring systems rates 11 different categories
of joint assessment. A positive score over time indicates that there is a worsening
of joint health for the patients. For example, if θ̂k is approximately 1, this means
there may be an increase in pain for subjects from slight to moderate or the range of
motion may decrease in a particular joint. Therefore, we can conclude that the first
order trend indicates a deterioration of joints over time for patients receiving episodic
treatment.
The first order trend from the European results is higher than the SPINART
results. This exhibits the issue presented by the range of inference. While it is
assumed that subjects in the SPINART and European studies are from the same
population, the range of ages in the studies do not match. To compare these different
results, we would need to restrict our analysis to subjects in the SPINART study with
ages in the same range as subjects in the European study.
Table 4.1 illustrates that simple linear regression and the weighted area under the
curve can provide different estimates of the first order trajectory. The ability to con-
dition our estimate on a particular distribution with θk allows us to compare results
with other studies or exposures that are conditioned on the same distribution. Chang-
ing the covariate distribution may change β̂1, which is a possible explanation for the
26






The first order trajectory of joint damage over time for Hemophilia patients may
be biased and the standard error estimate may have systematic variation if the as-
sumptions of simple linear regression are violated. We proposed and evaluated a
method that allows the first order trajectory to be conditioned on a particular predic-
tor distribution and an adapted weighted bootstrapping technique has been used to
estimate the variance. While this method exhibits an ability to consistently estimate
θk and its standard error, there are some limitations.
The methods did not produce as good of results with distribution B as with
the other distributions. In the initial overview of the problems presented by non-
linearity, the results from this distribution had the highest standard errors. In a
later look at the results of implementing these methods, distribution B had the most
bias and largest standard errors once again. One potential explanation as to why
distribution B struggled could be the amount of information provided by the points
in the distribution.
In Figure 1.1, we see that the majority of the points for distribution B are in the
center of the range. When estimating µk(Xik), points in the tails have higher leverage
and thus more influence. With a general lack of points in the tails, distribution B
will be subject to more variation, which may explain why higher standard errors were
observed. Also, with fewer points in the tails, it is more difficult to model the non-
linear trend in the data since the points in tails largely determine the shape of the
fitted function. Therefore, the methods that are proposed may experience more bias
when dealing with covariate data that have light tails in its range.
We also observed that when using polynomial regression to estimate µk(Xik), there
was more bias than estimation based on Natural Cubic B-Splines. It was mentioned
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that this may be due to a bad fit for µk(Xik) using polynomial regression. In Figure
5.1 below, the true trajectory of the data is represented by the dotted line and the
estimated fitted function with the solid blue line. On the left, the fitted function is
found with polynomial regression and on the right, Natural Cubic B-splines.
The B-splines method does a much better job at approximating µk(Xik). The
fitted function with polynomial regression curves at the tails when it is expected
to plateau. To get the best results using these methods, we want to get the best
approximation of µk(Xik). The results illustrate how a bad approximation of this
expected value function will lead to more bias in our results. Appendix A shows
another example using the Taylor Series expansion approach. The true path of the
data is more suited for polynomial regression and as a result, better results are seen.
Note that it is not necessary to use polynomial regression with the Taylor Series
expansion approach. Another option could be to estimate µk(Xik) with Natural Cubic







































































































































































































































































































































































































































































Figure 5.1: Fitted functions from polynomial regression and B-splines
5.2 Future Extensions
One topic that has not been covered is controlling for other covariate data in the
model. One may want to find the first order trajectory for the outcome variable,
but may need to control for a possible confounder in the data such as gender. It is
29
possible to control for a covariate Zik when finding this trajectory using the weighted
area under the curve. When approximating this integral, if Xik and Zik are treated
as independent, the same results will be seen as with Zik excluded from the model.
Therefore, the relationship between Xik and Zik must be understood before approxi-
mating this area.
Another area worth exploring is how this method will translate to other forms of
regression based on non-linear models, such as logistic regression or survival analysis.
We can explore if these methods are still applicable in settings where our outcome data
is non-continuous and assess the ability of these methods to return unbiased results.
Longitudinal data analysis may also be an area of focus to explore the performance
of this summary measure with repeated measurements. Further understanding of the
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APPENDIX A
TAYLOR SERIES EXPANSION WITH SINE FUNCTION
As shown previously, the approach using the Taylor Series expansion did not
perform as well due to the fact that polynomial regression did not provide a good
fitted function for the data. To assess the performance using a different example, now





. The remaining set up of this example will remain the
same as with the previous examples used.
As seen in the below Figure A.1, polynomial regression is doing a better job gen-
erating a fitted function for the data. The curvature at the tails that was not present
when µk(Xik) = 3 arctan(Xik) is better suited for polynomial regression. Because















































































































































































































































Figure A.1: Differing slopes based on the range of data used
Table A.1 illustrates how we are able to get a better estimate of θk now that
polynomial regression does a better job at approximating µk(Xik). The estimates




X-Dist h(µ(x)) Resample Ê(β1) ̂SE(β1) 1-Cov. Prob β1 SE(β̂1)
A σ2 Y 1.3071 0.0365 0.0603 1.3062 0.0372
IV B σ2 Y 1.3034 0.0545 0.062 1.3062 0.0553
C σ2 Y 1.308 0.035 0.0573 1.3062 0.0358
A Hetero. Y 1.3059 0.052 0.0532 1.3062 0.0528
VI B Hetero. Y 1.3034 0.0651 0.0663 1.3062 0.0792
C Hetero. Y 1.3079 0.0446 0.0519 1.3062 0.0498
Table A.1: Taylor Series expansion results with Sine function
Because the true function for µk(Xik) is known, it is possible to calculate the true










[E(X∗m+1)]. It is established





and x∗ ∼ Uniform(−3, 3). The same could not have been
performed when µk(Xik) = 3 arctan(Xik) due to issues with the convergences criteria
for the Taylor Series expansion and the arctan function. Because sin(0) = 0, only odd















dx∗ for m = 1, 3, 5, ...
If using m = 1, 3, 5, 7, 9, 11, the end result is θk = 1.3062. This can then be used
as the true value of θk to compare the estimates from the two approaches.
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APPENDIX B
BIAS CORRECTED AND ACCELERATED METHOD
The adjusted percentiles with the bias corrected and accelerated method (BCa)





, where Φ is the cumulative distribution function of the
standard normal distribution. In this equation z.025 = −1.96 and z.975 = 1.96 are used
for the lower and upper bounds of the confidence intervals. To find b, the number
of times the bootstrap parameter estimates θ̂′k were less than θ̂k calculated with the
original data is counted and called p. One can then solve for b where b = Φ−1 (p/B),
where B is the total number of bootstrap parameter estimates (Carpenter & Bithell,
2000).
To find a, a jack-knife approach is needed. Let θ̂ik be the estimate of our parameter
using the original data with the ith observation removed and θ̃k be the mean of the
θ̂ik’s. Further, let φi = θ̃k − θ̂ik. Then a can be calculated as follows:
a =
∑n
i=1 φ
3
i
6[
∑n
i=1 φ
2
i ]
3/2
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