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Resumo 
O trabalho tem por linha básica estudar a teoria dos pontos críticos em dimensão infinita e 
mostrar algumas de suas aplicações. O principal resultado é o desenvolvimento de uma teoria de 
Morse considerando pontos críticos degenerados e com hipóteses de baixa diferenciabilidade, o que 
nos permite recuperar o Teorema de Gromoll e Meyer para geodésicas fechadas no caso de métrica 
de Finsler. 
Abstract 
The goal of this dissertation is to study infinite dimensional critica! point theory showing some 
of its possible applications. The main result is the development of a Morse theory with low differ-
entiability hypothesis considering degenerate critica! points, what allows us to state the GramoU 
and Meyer theorem for closed geodesics in the case of Finsler metric. 
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Organização do Texto 
O texto se destina a um primeiro estudo em teoria dos pontos críticos, especialmente a Teoria 
de Morse e a Teoria de Lusternik-Schnirelman. 
No primeiro capítulo fazemos uma breve introdução histórica do desenvolvimento da teoria dos 
pontos críticos comentando alguns problemas que motivaram este desenvolvimento. 
Nos dois capítulos subsequentes são feitas as generalizações e correções para o caso de dimensão 
infinita de conceitos e resultados conhecidos para dimensão finita. No segundo capítulo tratamos 
da extensão dos conceitos e resultados básicos do Cálculo para espaços de Banach em geral. No 
terceiro vemos o que acontece com o conceito de Variedade Diferenciável em dimensão infinita. 
Neste sentido, um ponto fundamental é o teorema de Sard-Smale. Ainda no terceiro capítulo 
apresentamos os primeiros resultados estudados em teoria dos pontos críticos. O principal resultado 
desta seção é o Lema de Morse que será fundamental no capítulo seguinte. 
Nos dois próximos capítulos passamos ao estudo da teoria dos pontos críticos propriamente dito. 
O quarto capítulo é reservado ao estudo da teoria de Morse em espaços de Hilbert. Também neste 
capítulo fazemos uma introdução ao cálculo das variações usando-o como um exemplo de aplicação 
possível para a Teoria de Morse. O capítulo 5 é dedicado à teoria de Lusternik-Schnirelman em 
variedades de Finsler. 
No último capítulo apresentamos avanços para alguns resultados como uma versão do Lema de 
Morse para pontos críticos degenerados e uma pequena extensão do trabalho do professor Mercuri 
em sua tese de doutoramento ([6]). 
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Teoria dos pontos críticos é um conjunto de resultados relacionando a topologia de variedades à 
estrutura dos pontos críticos de funções reais nelas definidas. Neste sentido o teorema típico em 
teoria dos pontos críticos é o seguinte : 
Teorema Modelo . Sejam M urna variedade e f : M -+ lR satisfazedo um certo conjunto de 
hipóteses. Então existe um invariante topológico de M, digamos t(M) = t E N, tal que o número 
de pontos crítiocos de f é pelo menos t. 
Um exemplo trivial de tal teorema é o seguinte : 
Teorema . Se M for compacta e f for diferenciável, f tem pelo menos 2 pontos críticos. 
Os resultados mais clássicos neste sentido são conhecidos como Teoria de Morse. A Teoria de 
Morse foi originalmente desenvolvida para variedades de dimensão finita (veja [14]) e posteriormente 
estendida para variedades de Hilbert por Palais e Smale ([1, 4]). A outra teoria de pontos críticos que 
iremos tratar é a Teoria de Lusternick-Schnirelrnan seguindo de perto os artigos [2, 3]. Embora não 
tão fina quanto a Teoria de Morse, que é capaz de identificar o índice dos pontos críticos, a Teoria de 
Lusternick-Schnirelman se aplica a variedades de Banach sob hipóteses de diferenciabilidade mais 
fracas que as que são usadas na Teoria de Morse. No que se refere a diferenciabilidade, vale a pena 
ressaltar que as hipóteses clássicas para se desenvolver a Teoria de Morse (tanto em [14] quanto 
em [1]) eram de funções pelo menos C2 com pontos críticos todos não degenerados. Com o artigo 
[9], Mercuri e Palmieri conseguiram através de um lema de Morse com hipóteses mais fracas de 
diferenciabilidade (funções C 1 duas vezes diferenciáveis em seus pontos críticos não degenerados), 
possibilitaram a recuperação de toda Teoria de Morse sob tais hipóteses. 
O Teorema Modelo da teoria de pontos críticos vem sendo aplicado para resolver vários proble-
mas. Ao final do capítulo 5 usaremos a Teoria de Lusternick-Schnirelrnan para provarmos o seguinte 
resultado : 
Teorema . Seja lvf urna variedade riemanniana n-dimensional compacta e conexa. Dados dois 
pontos x, y E M, existem infinitas geodésicas ligando x a y. 
A maneira de se usar teoria de pontos críticos para demonstrar tal resultado é a seguinte. Con-
sideramos o conjunto A(M; x, y) de todos os caminhos (suficientemente regulares definidos em um 
intervalo fixo) que ligam x a y. SeM for uma variedade riernanniana, podemos munir A(M; x, y) 
com urna estrutura de variedade riernanniana também. U rn resultado básico da geometria rieman-
niana (usando cálculo das variações) diz que as geodésica de M são os pontos críticos da energia 
de A(M;x,y) que é a função L: A(M;x,y)-+ lR 
L( a)=~ f lla'll2 
Um problema similar é o de encontrar geodésicas fechadas, i.e., ao invés de considerarmos os 
caminhos ligando x a y, olharemos para o cinjunto A(M) dos caminhos periódicos (a(O) = a(1)). 
Corno veremos no capítulo 6, este problema é bem mais complicado de se resolver que o anterior, 
mas, em 1969, Gromoll e Meyer estabelceram o seguinte resultado ([13]) : 
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Teorema . Seja Mn uma variedade de Finsler compacta e simplesmente conexa. Se a cohomologia 
de M não for uma álgebra polinomial truncada em uma variável, então existem infinitas geodésicas 
periódicas (não triviais e geometricamente distintas). 
A demonstração do teorema de Gromoll e Meyer usa a Teoria de Morse, porém os pontos 
críticos (na realidade são subvariedades críticas de A(M)) que surgem podem ser degenerados, o 
que provocou a necessidade de um lema de Morse (e correspondente Teoria de Morse) que não 
tivesse a não degenerecência dos pontos críticos como hipótese. Esta versão do lema de Morse 
(para fuções C 2 ) foi demonstrada por Gromoll e Meyer em [12] e usada em [13]. 
Observe que as variedades (simplesmente conexas) que nã satisfazem as hipóteses do teorema 
de Grommol e Meyer (Sn,cpn,IHipn e CaP2 ) também possuem infinitas geodésicas fechadas (não 
triviais e geometricamente distintas), porém, ainda não se tem uma demonstração do teorema sem 
considerar estes casos separadamente. 
Em 1973 Katock [15, 16] construiu um exemplo de métrica de Finsler em S 2 que admitia 
apenas um número finito de geodésicas fechadas. Posteriormente Ziller ([17]) construiu exemplos 
do mesmo tipo para os espaços projetivos. Estes fatos trouxeram a tona a pergunta "0 teorema 
de Gromoll e Meyer vale para o caso de métrica de Finsler ?". A resposta é afirmativa e a primeira 
demonstração foi dada por Mathias ([18]) usando uma teoria de aproximação de dimensão finita 
inspirada no tratamento de Milnor para o problema de geodésicas entre dois pontos. No intuito de 
recuperar a demonstração de Gromoll e Meyer, F. de Souza obteve em sua tese de doutoramento 
([10]) um lema de Morse no estilo de Gromoll e Meyer (sem hipótese de não degenerecência) 
com hipóteses de diferenciabilidade mais baixas (veja no capítulo 6), de fato, com as hipóteses de 
diferenciabilidade satisfeitas pela energia de Finsler. A partir deste lema os argumentos de Gromoll 
e Meyer se aplicam novamente. 
No capÍJtulo 6 veremos que as propriedades de diferenciabilidade satisfeitas pela energia de 
Finsler também são verificadas para uma classe maior de problemas variacionais que chamamos 
de problemas variacionais super regulares, de modo que podemos obter resultados similares ao de 
Gromoll e Meyer para estes problemas. 
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2 Cálculo em Espaços de Banach 
2.1 Diferenciabilidade 
Definição 2.1.1. Sejam IE, lF dois espaços de Banach sobre lR e uma função f : U C lE -+ IF, U 
aberto. Dizemos que f é diferenciável em x 0 (segundo Fréchet) se existir uma aplicação dfxo : lE-+ lF 
linear e contínua tal que 'Ih com h+ xo E U vale: 
. llr(h)JI f(xo +h)= f(xo) + dfx0 h +r( h) e k~ lihil =O 
A aplicação dfxo é chamada de diferencial (ou derivada) de f em x0 . Às vezes denotaremos dfxo 
por f'(x0 ). Se f é diferenciável em todo ponto dizemos simplesmente que f é diferenciável. 
Proposição 2.1.1. 
1. Se f é diferenciável em xo também é contínua. 
2. Se f é diferenciável em xo então a diferencial é única. 
3. Se f é contínua em xo e A é uma aplicação linear t.q. limh-+O !lf(xo+h\141(xo)-Ahll = O então 
A é contínua. 
4. Vale a regra da cadeia. 
Dem.: 
1. Direto da continuidade de dfxo e de r em O. 
2. Tome h E IE, tE lR. Temos dfx0 (th) + r(th) = f(xo + th)- f(xo), de onde segue que 
I . f(xo + th)- f(xo) _ dlf h lill - xo 
t-+0 t 
A unicidade de df xo segue da unicidade do limite. 
3. IIAhJI :':: IIAh- f(xo +h)+ f(xo)ll + Jlf(xo +h)- f(xo)ll :;. limh-+O IIAhll = O :;. A é contínua. 
4. Temos que f(xo +h) f(xo) + dfx0 h + r1(h). Assim 
'----v----"" 
k 
g(f(xo +h)) = g(f(xo) + k) = g(f(xo)) + dgf(xo)k + r2(k), ou ainda, 
g(f(xo +h))= g(f(xo)) + (dgf(xo)dfx0 )h + (dgt(xo)rl(h) + r2(h). 
r3(h) 
dgf(xo)dfxo é contínua, pois é composição de contínuas; r3 satisfaz a definição 2.1.1 pois 




Teorema 2.1.2. (Desigualdades do valor médio): 
1. Sejam J = [a, bJ, f : J -+ JE, <p : J -+ iR contínuas e diferenciáveis em (a, b). Suponha que 
lldftll < I'P1 (t)(1)\ 1ft. Então llf(b)- f(a)ll :S I'P(b)- <p(a)l. 
2. Se lldftll :S M '* llf(b)- f(a)ll :S M(b- a). 
3. Seja f: U -+iFtal que xo+tyo EU e exista l(xo +ty0 )\ft E [0,1]. Ent ao existeM tal que 
llf(xo + Yo)- f(Yo)ll :S MIIYoll· 
Denote por Lk(lE.lF) o conjunto das aplicações k-lineares contínuas delE em IF. Se f é diferenciável 
em U podemos olhar para a aplicação r : U -+ L(IE, JF) e perguntarmos se r é diferenciável. Assim 
definimos, indutivamente, a n-ésima derivada de f (j(n) = d!' f) e escreveremos que f é Ck se a 
k-ésima derivada de f for uma função contínua. 
Dizemos que uma bijeção f: u c lE -+v c lF é um difeomorfismo ck se f e 1 1 forem ck. 
Temos ainda um conceito de diferenciabilidade mais fraco : 
Definição 2.1.2. Seja f : U -+ IF, xo E U como na definição 2.1.1. f é diferenciável (segundo 
Gateaux) se existir aplicação linear limitada A : lE-+ iF t.q. \fh ElE vale : 
lim f(xo + th)- f(xo) = Ah 
t-->0 t 
A é chamada diferencial de Gateaux de f em xo e será denotada por f!J(xo). 
Observação: Uma função diferenciável segundo Gateaux pode não ser contínua e, portanto, não diferen-
' ciável segundo Fréchet. Estude ( xj'+~' J2 por exemplo. 
Proposição 2.1.3. A diferencial de Gateaux é única. Se f é diferenciável (segundo Fréchet) 
também é segundo Gateaux. Se f é diferenciável segundo Gateaux e fá : U -7 L(JE, IF) é contínua 
em x 0 =? f é diferenciável em xo e dfxo = fá(xo). 
Proposição 2.1.4. Suponha f diferenciável segundo Gateaux em U. Sejam x1, x2 EU t.q. \f tE 
[0, 1] '* í'(t) = tx1 + (1- t)x2 EU. Então : 
llf(xz)- f(xi)II :S ( sup llfá(í'(t))ll) llx1- xzll 
o::;t~l 
Dem.: Considere f o í': [0, 1] -+ IF. f o í' é diferenciável e (f o ')'Y(t) = fá(í'(t))(xz- x1l· Tome 
'P E IF1 '* <p o f o í' : [0,1] -7 iR é diferenciável. Usando o teorema do valor médio : 
r.p(f(xz)- f(xi)) = <p(fá(sxl + (1- s)xz)(xz- x!)) para algum O :S s :S 1 
Assim temos I'P(f(xz)- f(xi))I :S II'PII(sup09::-:1 llfá(í'(t))11)11xl- xzll- Evocando o teorema de 
Hahn-Banach, escolha 'P t.q. II'PII = 1, <p(f(xz)- f(x1)) = llf(x- 2)- f(xi)II-
o 
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Teorema 2.1.5. Se f é duas vezes diferenciável em x 0 ~ f"(x0 ) E L2 (lE,lF) é simétrica. 
Dem.: Tome h, k E lE "pequenos" e defina 
'lj;(h, k) = f(xo +h+ k)- f(xo- h)- f(xo + k) + f(xo) 
/h(0 = f(xo +h+ Ç) - f(xo +O 
Assim 'lj;(h, k) - f" (xo)(h, k) = lh(k) - r h (O) - f" (xo) (h, k ). Fixando h temos f" (xo) (h,.) : lE -+ lF 
linear e limitada. Aplicando a proposição 2.1.4 a 1j;- f"(xo) na variável k obtemos: 
[I,P(h,k)- !"(xo)(h,k)ll :S: ( sup [ldbh(k) -lh(O)- !"(xo)(h,.))tkll)llkll = 
O:st:S 1 
= sup llf'(xo +h+ tk)- f'(xo + tk) !"(xo)(h, .JIIIIkll 
O:s;t::;l 
Seja a(xo,v) = f'(xo+v) -f'(xo) -f"(xo)(v,.). Como fé duas vezes diferenciável em Xo temos 
lia(xo,v)ll :S: t:llvll se llvll <o. Tome, então, h,k t.q. llhll :S: t:/2,llkll :S: o/2: 
111f;(h, k) !"(xo)(h, k)ll :S: ( sup llu(xo, h+ tk)- a(xo, tk)ll) llkll :S: t:(llhll + 2llk11JIIkll 
o::.;t::;l 
Analogamente, trocando o lugar de h e k 
111f;(k, h)- f"(xo)(k, h)ll :S: t:(2llhll + llkll)llhll 
Como 1j; é simétrica segue que 
llf"(xo)(h,k)- !"(xo)(k,h)ll :S: 2c(llhllllkll + llhll2 + llkll2 ) 
sempre que li h li :S: 5/2 e llkli :S: 5/2. Mas f"(x0 ) é homogênea de grau 2 em (h, k) ~ \f h, k, c, a 
desigualdade acima vale e o resultado segue. 
o 
Corolário 2.1.5.1. fk(xo) E Lk(lE,lF) é simétrica. 
Observação: A aplicação bilinear cf2 fx : lE2 -+ lF é chamada de hessiana de f em x. No caso em que IF=Il!., 
a hessiana de f é uma forma bilinear simétrica. Dizemos que uma forma bilinear simétrica B num espaço de 
Banach lE é não degenerada, se a aplicação linear TB:IE-+ IE* dada por TB(u)v =B(u, v), for um isomorfismo 
linear, caso contrário, B é dita degenerada. Além disso, definimos o índice de B ( ind(B) )como sendo o 
supremo das dimensões dos subespaços V C lE t.q. B é negativa definida. O coíndice de B será o índice de 
-B. 
Definição 2.1.3. Sejam ul c lEl, u2 c lE2, u = ul X u2 c lEl X lE2 = lE. Considere f : u -+ F e, 
para (xo,Yo) EU, defina fxo: U2-+ F.fx0 (y) = f(xo,y). Analogamente defina /yo· As diferenciais 
de fxo• /y0 , se existirem, serão chamadas de derivadas parciais de f em (x0 , yo) em relação à primeira 
e segunda variável, respectivamente. Elas serão denotadas por dd(xo,yo), i = 1, 2. 
Observação: Veja que a existência das derivadas parciais seguem da existência da diferencial de Gateaux. 
Podemos generalizar esta definição para um número finito de "variáveis':. Também podemos definir as 
derivadas parciais de ordem superior de f : d, ( d; f) = di,j f. Assim, se f for duas vezes diferenciável, o 
teorema 2.1.5 diz que di,j/x,,y0 = d;,dx 0 ,y0 • 
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Proposição 2.1.6. 
1. Se dd : U-+ L(Ei, IF) está definida e é contínua:;. df : U-+ L(iE, IF) está definida, é contínua 
e 
2. Considere f : U C iE -+ lF 1 x lF 2 e 1fi a projeção na i-ésima coordenada. Mostre que f é 
diferenciável se, e só se, 1fi o f é diferenciável para todo i. 
Vamos agora definir mais alguns conceitos que faremos uso mais tarde. 
Definição 2.1.4. Suponha que l seja um funcional linear contínuo, l f O, em iE, chamaremos 
de meio espaço (positivo) determinado por lo conjunto JE+ = {x E iE;l(x) ;::: 0}. O conjunto 
&JE+ = {x E lE;l(x) O} é chamado de bordo de JE+. Se Uc JE+ é aberto, diremos que uma função 
f:U-+IF é Ck num ponto x EU n aJE+ se existir uma função Ck g:V-+IF, onde V é uma vizinhança 
de x em JE, coincidindo com f em Un V. Dessa maneira definimos dn fx ~gx. 
Definição 2.1.5. Dada uma função Ck-1, f:Uc iE-+ IF, se dk- 1f:U-+ Lk_1(iE,IF) for localmente 
lipschitziana dizemos que f é de classe ck-. 
2.2 Integração 
Definição 2.2.1. Uma função g : [a, b] -+ iE é chamda de função escada se existir uma partição 
de [a, b], to = a < t1 < · · · < tn = b, t.q. gf(t,,t,+l) é constante. Uma função regulada é o limite 
uniforme de uma sequência de funções escadas. 
Definição 2.2.2. Se g é uma função escada subordinada à partição {ti},gf(t,,t,+l) = ci, definimos 
a integral de g por 
rb n-1 
j a g := L c;(ti+l - t;) 
a i=O 
Para uma função regulada h= !imgn, definimos 
rb h := lim rb gn la n-+oo Ja 
Observação: É razoavelmente claro que a definição acima está bem feita, i. e., a integral de funções escadas 
não depende da partição do intervalo e o lim J: 9n existe e não depende da sequência escolhida. 
As seguintes propriedades são de demonstração imediata 
Proposição 2.2.1. 
1. Toda função contínua é regulada. 
2. I: f+ g = I: f+ I: g. 
3. Se h é regulada e T : lE -+ lF é linear limitada =? TI: h = I: T o h. 
4. Seja h regulada e f h f : [a, b] -+ iE, fhf(t) = lfh(t) ff.Temos llf: h fi :S I: f h f e I: h = I:o h+ J,~ h. 
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Teorema 2 .2.2. (Fundamental do Cálculo): Seja f : [a, b] -7 lE contínua e defina g : [a, b] -7 lE 
por: 
g(t) := l f 
Então g é diferenciável e g'(to)(l) = f(to). 
Dem.: Fixe to E [a, b] e tome E > O. Mostremos que existe 8 > O tal que se I si < 5 então 
ll[o+s f-[' f- f(to)sll = 11 Lto+s f- f(to)sll :S t;IBI 
Pela continuidade de f encontramos 5 t.q. , lsl :S 5 '* llf(to + s)- f(to)ll :SE. Então 
111to+s f- f(to)sllll1to+s f -1to+s f(to)ll = 111to+s(f- f(to))ll :S 1to+s llf- f( to) li :S Elsl 
to to to to to 
Corolário 2.2.2.1. Se f : U C 1E -7 lF é C 1 e x0 , y0 E U com xo + ty0 E U'i t E [0, 1] vale : 
f(xo + Yo) - f(xo) = fo
1 
J'(xo + tyo)Yo 
o 
Teorema 2.2.3. (Fórmula de Taylor): Considere f : U c lE -7 lF de classe CP e x 0 , Yo E U 
t.q. para todo tE [0, l],xo + tyo E U.Então: 
k-1 1 
f(xo + Yo) = f(xo) +L ~d" fxoYg + r 9k 'ik = 1, ... ,p (2.2.1) 
n=l n. lo 
onde 




(1 - t)k-1 k k 
9k(t) = (k _ 1)! f( l(xo + tyo)Yo 
Dem.: Para k=1 está claro. Usando indução em k, suponha que 
k-2 1 
f(xo + Yo) = f(xo) +L ~d" fxoY~ + 1 9k-1 
n=l n. O 
e defina <p(t) = ( 1(~1);~ 1 ,F(t) = f(k- 1l(xo +tyo)y~- 1 . Agora integre 
fo1 (<pF)' = fo1 <p'F + fo1 <pF' 
obtendo 
(2.2.2) 
- f(k-1)(xo)Y~-1 =- {1 (1- t)k-2f(k-1)(x '"- ty )yk-1 + {1 (1- t)k-1 f(kl(x + ty )yk = 
(k- 1)! lo (k 2)! 0 ' 0 0 lo (k- 1)! 0 0 0 
= - fo
1 
9k-1 +lo! 9k 
Ou seja: 
t _ {1 f(k-1l(xo)Y~-1 
lo 9k-1 -lo 9k + (k- 1)! (2.2.3) 
Substituindo (2.2.3) em (2.2.2) obtemos (2.2.1). 
o 
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Corolário 2.2.3.1. Nas hipóteses do teorema 2.2.3 temos 
lim f(xo +y)- f(xo)- L:~-! ~f(nl(xo)yg = 0 
IIY:i->0 llvllk 
Definição 2.2.3. Dados espaços de Banach JE, lF e uma função f: U C lE --t lF definida num aberto 
de JE, dizemos que f é fortemente diferenciável em x se f for diferenciável em x e 
lim r(y)- r(z) O 
y,z-->x IIY - zll 
onde r(y) e o resto da expansão em fórmula de Taylor de f em torno de x: 
f(y) = f(x) + f'(x)(x- y) + r(y) 
Observação: Em outras palavras, f é fortemente diferenciável em x se, e só se, for diferenciável e dado 
s >O, existe uma vizinhança de x onde r(y) é lipschitziana de constante c. Em particular f é lipschitziana 
em tal vizinhança. É claro que se f for diferenciável em uma vizinhança de x, f será fortemente diferenciável 
em x se, e som€nte se: f' for contínua em x. 
2.3 Teorema da Função Inversa 
Teorema 2.3.1. (Teorema da Contração de Banach-Caccioppoli) Seja MI um espaço 
métrico completo na distância d e T : MI __,. MI uma função que, para algum k E [0, 1) vale 
d(T(x),T(y))::; kd(x,y) 
Então T é chamada de contração e possui um único ponto fixo x 0 . Além disso, para todo x E MI, 
a sequência (Tn(x)) converge para x0 . 
Observação: A demonstração usual feita em dimensão finita funciona aqui. 
Teorema 2.3.2. (Teorema da Função Inversa): Se f : U c lE --t lF é de classe Ck, k 2: 1 e 
xo E U é t.q. f'(xo) : lE --t lF é isomorfismo linear :;, 3Uo 3 xo, U1 c lF t.q. fluo : Uo --t U1 tem 
inversa de classe ck. 
Dem.: É suficiente supormos lF = lE,J'(xo) = I,xo =O= f(xo). 
Seja g(x) = x- f(x) '* g E Ck(JE),g(O) =O. Tome r >O tal que llxll ::; r'* llg'(x)ll ::; ~­
Usando o teorema do valor médio obtemos llg(x)ll ::; sup{llg'(tx)llllxii;O ::; t ::; 1}, portanto 
g(Br(O)) c Br/2(0). 
Fato : Vy E Br/2(0) 3!x E Br(O) t.q. j(x) = y. 
De fato, seja gy(x) = x + y- f(x). se IIYII ::; r/2, llxll ::; r '* llgy(x)ll ::; llvll + llg(x)ll :Sr. 
Então gy (Br(O)) C Br(O) e llgy(XI)- gy(x2) li ::; sup llg'(z) llllx2- xdl ::; ~llx2- xdi- Logo gy é uma 
contração e o fato segue pelo teorema da contração de Banach. 
Fato : Vy E Br;2(0) 3!x E Br(O) t.q. j(x) y. 
Se y E Br;z(O) C Br/2(0) encontramos tal x E Br(O). Mas x = gy(x) + f(x)- y = gy(x), logo 
llxll = llgy(x)ll :S llvll + llg(x)ll <r, ou seja, x E Br(O). 
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Defina U1 = f- 1 (Br;z(O)} nB,(O),U2 = Br;2 (0). Assim f: U, -t Uz é bijetora, portanto, tem 
inversa. 
Fato : f -l é contínua. 
De fato, llx,-xzll = llx1 + f(x,)- f(xl) -xz- f(xz)+ f(xz)ll :::; llf(x,)- f(x2)ll+llg(x,)-g(xz)ll :::; 
llf(xtl- f(x2lll + !llx1- xzJJ. Portanto Jlx1- x2il:::; 2Jif(x1)- f(xz)JJ. 
Fato : f- 1 E Ck (E). 
Corno JJg'(x)ll :::; 1/2 se llxll :::; r segue que f'(x) = I- g'(x) é invertível. Mostremos que 
d(f- 1 )J(x) = f'(x)- 1. Seja y = f(x),y1 = f(x,) 
llr1(Y)- r 1(Yd- [J'(xl)J-'(y- Y1)11 = llx- Xl- [f'(x,W'(y- y,)JI = 
llx- x,- [f'(x,W1(f'(xl)(x- x,) + r(x- x,))JI = ll[f'(x,W1r(x- x,)JI:::; 
llf'(x,)JI-1llr(x x,)ll 
Agora se llx- x1ll :::; 2JJy- y,JJ =? lirny--ty1 Í~.=-:,':i = O pela continuidade de f-1 Logo 
d(f- 1)f(x) = f'(x)- 1 '*r' E Ck(JE), pois f'(x,) >-+ [J'(x,)J-1 E C00 . 
o 
Uma aplicação importante deste teorema é o 
Teorema 2.3.3. (Teorema da Função Implícita) Seja f : U = U1 x Uz c E -+ !F', com 
E= E, x lEz, de clase Ck,k :0:: 1. Tome (xo,yo) E U e suponha que d2f(xo,yo) : Ez-+ !F' seja 
um isomorfismo com f(xo, Yo) = O. Então existe g : U1 C U1 -+ U2 contínua com g(xo) = Yo e 
f(x,g(x)) =O. Mais ainda U, pode ser tomada de forma a g ser Ck 
Dem.: Como antes podemos supor Ez = JF, dzf(xo,yo) = IF. Considere <p: U-+ E1 x !F'= E definida 
por <p(x, y) = (x, f(x, y)). Portanto 
'( ) ( h o ) 'P xo,yo = 
dd(x0 ,yo) d2f(xo,yo) 
Logo <p é invertível perto de (xo, y0 ). Defina 'lj; = <p-1 =? 'if;(x, z) = (x, h(x, z)), h E Ck(!F'). 
Considere g(x) = h(x, O), ternos: 
(x,J(x,g(x))} = <p(x,g(x)) = <p(x,h(x,O)) = <p('if;(x,O)) = (x,O) 
e assim f(x,g(x)) =O. 
o 
Observação: Observe que a demonstração do teorema da função inversa e, consequenternente, da função 
implícita, funciona se supusermos apenas que a função é contínua e fortemente diferenciável no ponto em 
questão. Obviamente que f será apenas um homeomorfismo fortemente diferenciável em tal ponto. Usaremos 
esta versão no capítulo 6. 
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2.4 Equações Diferenciais Ordinárias 
Definição 2.4.1. Um campo de vetores em U c lE é uma função X : U -7 IE. Assumiremos 
que X é no mínimo C 0 . Uma curva integral de X com condição inicial x 0 E U é uma função 
Ck, k 2: 1, a : J -7 U, onde J é um intervalo contendo O, e t.q. 
a(O) = xo a'(t) X(a(t)) (2.4.1) 
A equação (2.4.1) é equivalente à seguinte: 
a(t) =xo+ fot f o a (2.4.2) 
Definição 2.4.2. Uma função a: J x Ux0 -7 U, onde Ux0 é uma vizinhança aberta de xo, tal que 
V x E U xo a função ax ( t) = a( t, x) é uma curva integral de X com condição inicial x é chamada de 
fluxo local de X em xo. 
Teorema 2.4.1. (Picard) : Seja X : U -7 lE um campo vetorial k-lipschitziano. Considere xo E 
U, a E (0, 1) t.q. B2a(xo) = {y; IIY- xoll :S 2a} CU e IIX(x)ll::; L Vx E B2a(xo). Escolha b >O, 
b < min{a/L, 1/k}. Então existe único fluxo local a: (-b,b) x Ba(x0 )--+ U. 
Dem.: Tome x E Ba(xo) e defina 
M ={a: [-b,b]-7 Bz0 (xo);a contínua com a(O) = x} 
M é fechado em C0 ([-b,bj,iE) e, portanto, completo na norma induzida (norma do sup). 
Para cada a E M defina (Ta)(t) = x +f~ X o a. Então IITa(t)- xll ::; bL < a e Ta( O) = x, 
portanto, T(M) C M. Além disso, se a, ;3 EM=> 
IITa- T,BII ::; b sup IIX(a(s))- X(,B(s))ll ::; bklla ,BII 
sE[ -b,b] 
Agora bk < 1 =? T é contração. Sendo M não vazio, o resultado segue pelo Teorema da contração 
de Banach 
D 
Corolário 2.4.1.1. A aplicação x >-+ <>x definida de Ba(xo) em C0 ([-b,b],IE), é lipschitziana. 
Dem.: Seja Tx a contração definida no teorema 2.4.1 referente ao ponto inicial x. Então temos 
llax- Tyaxll = II(Tx- Ty)axil::; llx- Yll· Defina c= bk. Assim 
llax- T,;'axil::; llax- Tyaxll + · · · + IIT,;'- 1ax- T,;'axll::; (1 +C+···+ cn-l)llx- Yll 
Como limnT,;'<>x = ay e O< c< 1, temos llax -ayll::; (I;ck)llx -yll. 
D 
Observação: Se 1E tiver dimensão finita é possível demonstrar a existência de curvas integrais para campos 
contínuos, perdendo a unicidade (Teorema de Peano). Porém, existem exemplos de campos contínuos em 
espaços de Hilbert de dimensão infinita, que não possuem curvas integrais. 
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3 Variedades Diferenciáveis 
3.1 Variedades e Fibrados 
Definição 3.1.1. Sejam lE um espaço de Banach eM um espaço topológico qualquer. Uma carta 
modelada em 1E paraM, ou uma lE-carta paraM, é um par (U,<p), 'P: U C E --+M, onde Ué aberto 
e 'P é contínua tais que : 
1. <p(U) é aberto em M. 
2. 'P : U -+ <p(U) é um homeomorfismo. 
Se lF é outro espaço de Banach e (V, 1/.J) é uma JF-carta para M, dizemos que ela é Ck compatível 
com (U,<p) se ,p-1 o 'P: <p- 1 (-z/!(V)) --+ ,p-1 (<p(U)) e <p- 1 o ,P: ,p- 1 (<p(U)) --+ <p- 1 (-zP(V)) forem 
funções Ck. 
Um atlas Ck modelado em lE paraM, ou um 1E-Ck-atlas paraM, é uma coleção A= {(U;, 'Pi)} 
de lE-cartas Ck compatíveis tais que U <p(U;) =M. Dois atlas são ditos Ck equivalentes se qualquer 
carta de um for Ck compatível com qualquer carta do outro. 
Proposição 3.1.1. Sejam (U, <p), (V, ,P) uma lE-carta e uma JF-carta paraM com <p- 1 ( ,P(V)) # 0. 
Se ( U, 'P), (V, 1/.J) são Ck compatíveis ( k > O) então lE e lF são espaços de Banach isomorfos. 
Observação: Pela proposição anterior, seM for conexa, podemos exigir, sem perda de generalidade, que 
todas as cartas de um atlas Ck, k > O, estejam modeladas no mesmo espaço de Banach. Observe também 
que dois atlas são equivalentes se, e só se, sua união é ainda compatível. 
Definição 3.1.2. Uma lE-Ck estrutura diferenciável em M é uma classe de atlas equivalentes. 
Dessa forma podemos associar a uma estrutura diferenciável em M um atlas maximal em relação 
à ck compatibilidade. 
Definição 3.1.3. Uma lE-Ck variedade diferenciável é um par (M,.F), onde M é um espaço de 
Hausdorff satisfazendo o segundo axioma da enumerabilidade e .F é uma estrutura diferenciável em 
M. 
Observação: Se permitirmos que U seja um aberto de um meio espaço de Banach na definição 3.1.1 
obtemos o conceito de variedade com bordo, sendo que o bordo de M é o conjunto dos pontos x E M para 
os quais existe uma carta (cp,U) com Uc JE+ e tal que cp- 1 (x) E Uni:JJE+ i 0. O bordo de M será denotado 
por i:JM. 
Definição 3.1.4. Uma Ck-fibração sobre uma JE-C1 variedade M (l;::: k) é uma trinca (M, F, p), 
onde F é um espaço de Banach, M é uma Ck variedade modelada em lE x lF e p é uma função Ck 
p:M --+ M que satisfaz 
L Vx EM, p-1 (x) tem estrutura de espaço vetorial linearmente homeomorfa a lF (F é chamado 
de fibra e p-1(x) é a fibra sobre x). 
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2. Existe cobertura aberta {Ui} de M e difeomorfismos Ck' 'Pi : ui X !F -+ p-1 (Ui) que são 
isomorfismos lineares em cada fibra e tornam o diagrama abaixo comutativo 
'I' i 
--'---* P- ' (Ui) 
-l-P 
___!:_, u, 
onde n 1 é a projeção na primeira coordenada. 
Definição 3.1.5. Considere (M,F) e (N,Ç) IE-Ck e IF-Ck variedades. Seja f: M-+ Numa função 
contínua. Dizemos que f é de classe cr, r :S k, em x0 E M se, para toda carta (U,, rpi) E F tal 
que xo E 'Pi(Ui) e (Vj,,Pj) E Q com f(xo) E 'Í'J(Vj), ,Pj1 o f o 'Pi: Ui-+ lF for cr em 'Pi 1 (xo). Se 
U eM for aberto diremos que f E cr(U) se for cr em todo ponto deU. Analogamente obtemos o 
conceito de função cr- entre variedades. 
Tome uma !E-Ck estrutura diferenciável F={ (Ui, rpi) :i E I} em M. Seja TM=UiEI Ui x lE x {i} 
e defina 
Veja que ~ é uma relação de equivalência. 
Proposição 3.1.2. 
1. A aplicação p: 7!;1 -+ M dada por p([xo, v, i]) = 'Pi(x0 ) está bem definida e é contínua. 
2. p: 7.!:! -+ M é uma fibração com fibra !E. 
3. 7!;1 tem uma (!Ex lE)-Ck-1 estrutura diferenciável onde pé de classe ck-l 
Observação: Veja que p-1(y) = UvEE[x, v, i], para algum i t.q. y <p;(x),x E U;. Assim, temos um 
isomorfismo canônico de p- 1 (y)-+ E dado por [x,v,i]-+ v. 
Definição 3.1.6. O fibrado tangente a M é a variedade (TM,TF) onde TM= 7!;1 e TF é a estru-
tura dife-renciável dada na proposição 3.1.2. A fibrap-1 (y) será chamada de espaço tangente a M 
em y e será denotado por TyM. 
Proposição 3.1.3. Se f : M-+ N é uma função de classe cr, r > O, entre JE.Ck variedades, ela 
induz uma aplicação cr-',Tf : TM -+ TN que cobre f, ou seja, PN o Tf = f o PM e tal que 
Tf: pJ}(x)-+ P]:/(f(x)) é linear para todo x EM. 
Dem.: Sejam :F e Q as estruturas diferenciáveis de Me N. Tome x0 EM e escolha (Ui, 'Pi) E F com 
x 0 E 'Pi(Ui)· Defina yo = 'Pi 1(xo). Escolha também (1-j,Y,j) E Q t.q. f(xo) E 'Í'J(Vj) e defina 
zo = ,Pj'(f(xo)). Então Tf será dada por 
T f ([xo, v, i]) = [ 'lf;j1 f'Pi (xo), d( 'l'j1 !'Pilxo (v), j] 
o 
Notação: Denotaremos por dfxo ou f'(xo) a restrição de T f à fibra sobre xo. Por simplicidade, dependendo 
da situação, um elemento de TM poderá ser denotado por (x, v), Vz ou simplesmente v. 
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Observação: Veja que T é um funtor definido na categoria das JE-Ck+1 variedades com Ck+1 funções, a 
valores na categoria das Ck fibrações com Ck funções entre fibrados. 
Podemos interpretar o conceito de espaço tangente de um ponto de vista mais geometricamente 
concreto. Uma curva de classe cr em M passando por x0 é uma função a : (-E, E) -+ M, E > O, de 
classe cr e com a(O) = Xo. Duas curvas a, j3 por Xo serão ditas tangentes (em xo) se, para toda 
função C 1,j: U C M-+ lPI., U vizinhança dex0 , tivermos d(foa)o(l) = d(fof3)o(l). Assim temos 
definida uma classe de equivalência no conjunto das Cr-curvas por Xo. 
Proposição 3.1.4. Existe uma correspondência biunívoca entre classes de equivalência de curvas 
tangentes e os elementos de T xo M 
Uma maneira trivial de obtermos uma fibração sobre M com fibra lF é considerar M x lF que 
denotaremos por "TJF(M). Dessa maneira, se f : M -+ N é Ck+1, temos uma aplicação induzida 
"TJF(f) : "TJF(M) -+ "TJF(N) dada por 
TJF(f)(x, v)= (f(x), dfxv) 
Dessa forma, r é um funtor definido na categoria das IE-Ck+l variedades com Ck+l funções a valores 
na categoria das Ck fibrações com Ck funções entre fibrados. 
Definição 3.1.7. Um funtor t, definido na categoria das IE-Ck+1 variedades com valores na cate-
goria dos Ck fibrados é dito um funtor tangente para fibrações se : 
1. t(M) for um JE-fibrado sobreM e se f:M-+N temos a induzida t(f):t(M)-+t(N) 
2. Restrita a subcategoria dos espaços de Banach, t é naturalmente equivalente a r 
3. Se Uc M for aberto e i:U-+M é inclusão, então t(U)=t(M)IU e t(i) é a inclusão de t(U) em 
t(M). 
Teorema 3.1.5. O funtor T que leva MHTM, f r-+Tf é tangente. Mais ainda, quaisquer dois 
funtores tangentes para fibrações são naturalmente equivalentes. 
3.2 Campos de Vetores Tangentes 
Considere que M seja uma JE-Ck+1-variedade com bordo, k ;::: 1. Dada uma curva Ck+1 em M 
a: (-E,E) -+M, definimos a': (-E,E) -+TM, o levantamento canônico de a, da seguinte maneira, 
se (Ui,'Pi) é uma carta paraM em a(t), então a'(t) = (a(t),dat(l),i). Note que de fato poa' =a. 
Definição 3.2.1. Um Ck-campo de vetores tangentes em M é uma Ck-seção X:M-+TM,i.e., uma 
função Ck com p(X(x)) = x. Uma curva integral de X é uma curva C 1a: (-E,E) -+M tal que 
a'= X o a. O ponto a(O) é chamado de condição inicial de a. 
Teorema 3.2.1. Se 8M= 0, para cada x E M, exite uma curva integral ax de X com condição 
inicial x tal que qualquer outra curva integral de X com condição inicial x é uma restrição de ax. 
Dem.: Basta usar o teorema de Picard 
A curva dada pelo teorema 3.2.1 é chamada de curva integral maximal de X com condição inicial 
x. Definimos também as funções tempos de escape de X, t+ : M-+ (O, +oo], r : M-+ [-oo, O) por 
exigir que (t-(x),t+(x)) seja o domínio de ax. 
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Proposição 3.2.2. Se r(x) < s < t+(x) e y = ax(s) =? ax(t + s) = ay(t). Em particular, 
r(y) r(x) - s, t+(y) = t+(x)- s. 
Proposição 3.2.3. t+ é semi contínua superiormente e r inferiormente. Além disso, se t+ (x) < oo, 
ax(t) não acumula em ponto algum quando t-+ t+(x). O mesmo ocorre se t-(x) > -oo. 
Corolário 3.2.3.1. Se M é compacta t+ = oo e r = -ao. 
Definição 3.2.2. Dado um Ck-campo X de vetores tangentes a M, definimos 
D = D(X) = {(x, t) EM x lR.;C(x) < t < t+(x)} 
e, para cada t E lR. 
D 1 = {x EM; (x, t) E D} 
Defina !I\: D ~Me <I>, : D,-+ M por <I>(x, t) = !l\1(x) = ax(t). O conjunto { !l\1}tEJR: é chamado de 
grupo (local) a um parâmetro gerado por X. 
Teorema 3.2.4. D é aberto em MxlR. e <I> é Ck Para cada tE JR.,D, é aberto em Me !1.\1 é um Ck-
difeomorfismo entre D, e D_,, sendo !1.\_1 sua inverssa. Também, se x E D, !l\1(x) E D, =;. x E Dt+s 
e !Pt+s(x) = i!>,(i!>,(x)). 
Observação: Todos os teoremas desta seção valem para campos de vetores ck- numa variedade 
de Banach Ck+l com k ~ 1. 
3.3 Geometria Riemanniana 
Seja IH um espaço de Hilbert separável. Nesta seção M será uma lfii-Ck+1-variedade e, se x E M, 
<, >x será um produto interno admissível em M, ou seja, uma forma bilinear, simétrica e positiva 
definida em TxM t.q. II['Pi1(x),u,i]llx =< [<pi 1(x),u,i],[<pi 1 (x),u,i] >;P define a topologia em 
TxM. Sejam <, > o produto interno de H e (U;, <p;) uma carta paraM. Definimos uma função 
G;:<p;(U;)-+ S (Sé o espaço dos operadores bilineares, simétricos e positivos definidos em IH) da 
seguinte maneira : se x = <p;(y), <p;(y) é um isomorfismo de lHI em TxM, logo, existe um único 
operador positivo definido G;(x) em lHI com 
< G;(x)u, v >=< [y, u, i], [y, v, i] >x (3.3.1) 
Seja (Uj, 'Pj) outra carta em M com x = 'Pj(z) E V= <p;(U;)n<pj(Uj) # 0 e tome o difeomorfismo 
h 'Pi 1 o 'Pj: <pj 1(V)-+ 'Pi1(V). Assim <pj(z) = 'Pi(y)h'(z) e então 
< Gj(x)u,v >=< [y,<pi 11 (x)<pj(z)u,i],[y,<pi 1'(x)<pj(z)v,i] >x=< [y,h'(z)u,i],[y,h'(z)v,í] >x= 
< G;(x)h'(z)u,h'(z)v > 
Portanto Gj(x) = dh;G;(x)dhz e, como h é Ck+1 , G; é Ck em V se, e só se Gj o for. 
Definição 3.3.1. A aplicação x >-+<, >x é dita uma estrutura riemanniana em M se, para cada 
carta (U;, <p;) a função G; for Ck. Neste caso M será chamada uma Ck+l.variedade riemanniana. 
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Dessa maneira temos definida uma função 11.11 em TM dada por li [y, u, i] II = li [y, u, i]II'P;(y) tal 
que 11·11 2 é Ck em TM e, consequentemente, 11.11 é contínua em TM e Ck no complementar da seção 
nula. Assim, dada uma curva a: [a, b] -+M, t >-+ lla'(t)ll é contínua em [a, b] e 
L(a) = t lla'(t)lidt 
está bem definido e é chamado de o comprimento de a. 
Dados dois pontos x e y em uma mesma componente conexa por caminhos de M, sempre existe 
uma curva C 1 ligando um ao outro. Então podemos definir uma função p(x, y) em cada componente 
conexa por caminhos tomando o ínfimo dos comprimentos das curvas C1 ligando x a y. 
Lema 3.3.1. Seja f:[a, b] -+ IHI uma função C1 . Então 
t llf'(t)lldt:::: líf(b)- J(a)íl 
Dem.: Se f(a) = f(b) está claro. Caso contrário, seja g:[a,b] -+ IR:. com g(t)(f(b)- f(a)) seja 
a projeção ortogonal de f(t)-f(a) no gerado por f(b) - f(a). Então g é Cl, g(a) = O, g(b) = 1 
e f(t) -f( a) = g(t)(f(b) -f( a))+ h(t) onde h:[a, b] -+ (f(b) - f(a)).L é uma aplicação C 1 . Assim 
f(t) = g'(t)(f(b) f( a))+ h'(t) com h'(t) _.l_ f(b)- f( a). Então 
llf'(t)ll 2 = jg'l 2 llf(b)- f(a)ll 2 + llh'(t)jj 2 :2: jg'l 21lf(b)- f(a)jj 2 
e portanto 
t llf'(t)jjdt > llf(b)-f(a)ll t jg'jdt :2: lif(b)-f(a)ll t g'dt = llf(b)-f(a)jj(g(b)-g(a)) = jjf(b)-f(a)jj 
o 
Com isto segue trivialmente a 
Proposição 3.3.1. A função p definida acima é uma métrica e define a topologia de M. 
Definição 3.3.2. SeM é uma Ck+1-variedade riemanniana, a métrica p definida (em cada compo-
nente conexa por caminhos) acima é chamada de métrica riemanniana de M. Se com essa métrica 
cada componente se torna um espaço métrico completo então dizemos que M é completa. 
Se a é uma curva C 1 em M (riemanniana) definida num intervalo aberto (a, b), definimos o 
comprimento de a por 
L(a) = lim 1s lla'(t)jjdt 
r-+ a r 
s-+b 
SeL(a) <co, dado é> O, escolha a= to< t 1 < ··· < tn+l =bde modoquef,~'+lllal(t)lldt <E. 
Assim, devido ao lema 3.3.1, a imagem de a está contida na união das bolas B,(a(ti)), ou seja: 
Proposição 3.3.2. Se a é uma curva C 1 com comprimento finito numa variedade riemanniana M, 
então sua imagem é um conjunto totahnente limitado na métrica de M. Em particular, seM for 
completa, o fecho da imagem de a é compacto. 
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Proposição 3.3 .3. Seja X um campo de vetores Gk em uma ck+ 1-variedade riemanniana completa 
M. Considere a: (r, t+) -+M uma curva integral maximal de X. Se t+ < oo temos 
t+ lo [[X(a(t))[[dt = oo 
Em particular [[X(o:(t))[[ é ilimitada em [0, t+). 
Dem.: Como o:'(t) = X(a(t)) segue da proposição 3.3.2 que, se Jt [[X(o:(t))[[dt < oo,o:(t) teria 
um ponto de acumulação quando t -+ t+. Mas isso contradiz a proposição 3.2.3. 
o 
Observação: Evidentemente temos um resultado análogo para t- > -oo. 
Considere agora uma função f:M-+IFk ck+l em uma Ck+1-variedade riemanniana. Para cada 
x E M, dfx pode ser olhada como um funcional linear (limitado) em TxM, portanto, existe um 
único vetor \7 fx em TxM com dfx([x, u, i]) =< [x, u, i], \7 fx >x 'dx E TxM. O vetor \7 fx é chamado 
de gradiente de f em x. 
Proposição 3.3.4. A função \7 f :M-+TM que leva x H \7 fx é um Gk campo de vetores tangentes 
aM. 
Dem.: Sejam (Ui, 'Pi) uma carta paraM no espaço de Hilbert lHI com produto interno<,>. Defina 
g: Ui -+ lR por g=fo'Pi. Então g': Ui -+ IHI* = H é Gk (denote por T a identificação canônica, via 
teorema da representação de Riez, de IHI* com IHI). Tome x = 'Pi(Y) E 'Pi(U;). Então 
< Gi(x)(d<pj 1 )x \7 fx, V >=< \7 fx, [y, V, i] >x= dfx([y, v, i]) = g'(y)v =< Tg' (y), V > 
Então (d<pj 1 )x'Vfx = G;(x)-1(Tg'(y)) de onde segue que a aplicação x H (d<pj 1 )x'Vfx de <p;(Ui) 
em lHI é Ck,i.e., 'V f é um Ck-campo de vetores em M. 
o 
Observação: É claro que v fx =O~ x é ponto crítico de f, ou seja, o conjunto dos pontos críticos de f é 
o conjunto de zeros da função [[v fi[. Além disso, 
(v f)f(x) := dfx (\7 fx) =< V fx, V fx >x= [[\7 fxll 2 
portanto ('V f) f é estritamente positiva fora do conjunto dos pontos críticos de f. 
3.4 Pontos Críticos : Primeiros Resultados 
Definição 3.4.1. Dizemos que um subespaço E1 separa um espaço de Banach E se existir Ez tal 
que E = E1 EB lE2 
Considere f:M-+ N uma função de classe Ck, k 2: 1. 
Definição 3.4.2. Se dfxo for injetiva e Im(dfx0 ) separar T f(xo)N diremos que f é uma imersão em 
xo. Se dfxo for sobrejetiva e Ker(dfx0 ) separar Tx0 M f será dita uma submersão em xo. Diremos 
que f é uma imersão ou submersão se o for em todos os pontos de M. 
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Definição 3.4.3. Se f for uma imersão e um homeomorfismo sobre sua imagem diremos que f é 
um mergulho (de M em N). Um mergulho sobrejetivo será chamado de difeomorfismo. 
Definição 3.4.4. (S, F') é dita uma subvariedade de M se Se M e F' for uma Ck-estrutura 
diferenciável na qual a inclusão é um mergulho. 
Definição 3.4.5. Um ponto xo E M será dito ponto regular de f se f for uma submersão em xo. 
Caso contrário xo é um ponto crítico de f. Um ponto Yo E N será chamado de valor regular de f se 
f- 1 (yo) só possuir pontos regulares. Novamente, se yo não for regular será dito valor crítico. 
Teorema 3.4.1. Sejam Me N Ck-variedades (sem bordo), se f:M--+ N é Ck, k > O, e y0 E N é 
valor regular de f=? f- 1(yo) é subvariedade de M. 
Dem.: Basta proceder como no caso de dimensão finita, haja vista que já temos feito o teorema 
da função implícita. 
Consideremos agora funções do tipo f:M--+lR, onde M é uma JE-C1-variedade. Se ffor C2 , existe 
uma dicotomia dos seus pontos críticos. 
Lema 3.4.1. Seja h:U--+ V um difeomorfismo Ck, k 2': 2, entre os abertos U e V dos espaços de 
Banach lE e lF e considere uma função C 2 f: V --+R Tome g=foh:--+lR, então : 
Dem.: Pela regra da cadeia temos 
e 
2 2 2 d 9x(ul, u2) = d fh(x)(dhx(ul), dhx(u2)) + dfh(x)(d hx(ul, u2)) 
Da primeira equação tiramos que dfh(x) = O pois dhx é um isomorfismo. Com isso, a segunda 
equação nos fornece o resultado. 
o 
Proposição 3.4.2. Seja f:M--tlR, onde M é uma JE-C2-variedade. Se f for C 2 , ex for um ponto 
crítico de f, temos unicamente definida uma forma bilinear, contínua e simétrica em TxM, chamada 
a hessiana de f em x e denotada por H(f)x, com a seguinte propriedade : se (U;, <p) é uma carta 
em x = 'Pí(Y) então 
H(f)x([y, u, i], [y, v, i]) = d2 (f o 'Pí)y ( u, V) 
Dem.: Direto do lema 3.4.1 
Definição 3.4.6. Se f E C2 (M,JR), onde M é C2, e x é um ponto crítico de f, dizemos que x é 
um ponto crítico degenerado ou não degenerado de acordo com H(f)x ser ou não degenerada. O 
índice (e coíndice) de um ponto crítico também é definido como o índice (e co índice) da hessiana 
no ponto. 
Vamos agora aos primeiros resultados importantes da teoria dos pontos críticos. 
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Lema 3.4.2. (Morse) : Seja f:U C JH[ ---+~uma função C 1 definida numa vizinhança aberta da 
origem num espaço de Hilbert. Suponha que O seja um ponto crítico não degenerado onde f seja 
duas vezes diferenciável e f(O)=O. Então existe um difeomorfismo C 1( 1 ), rp: V CU-+ W C lHI com 
O E V aberto e 
rp(O) =O e drpo =I (3.4.1) 
1 
f(x) = -zd2 fo(rp(x), rp(x)) Vx E V (3.4.2) 
Dem.: Seja A a aplicação linear simétrica associada a ~d2j0 , i.e., < Au,v >= ~~fo(u,v). Defina 
então g:lHf-+~ por g(u) =< Au, u >. Defina o seguinte campo de vetores em lHf-{0} 
Au 
X(u) = 2IIAull 2 
e seja ax(t) sua curva integral maximal com condição inicial x. 
Dessa maneira temos g'(ax(t)) = 1 =;- g(ax(t)) =g(x) +i. Por outro lado, 
e então 
l
iiax(t)il 2 -llxll 2 1 :S:: rltl iiax(s)il ds :S:: kiti 
lo IIAax(s)li 
onde k > O é tal que 11 1~!!' 1 2: k- 1 (veja que A é um isomorfismo contínuo de JH[ em H). 
Pelo teorema de Taylor temos f(x) =< Ax, x > +r(x) sendo que, para algum 5 > O, 
ir(x)i :S:: ik llx\1 2 se llxll :S:: 5. Logo, se iti < lr(x)l, temos 
llc>x(t)ll 2 2: ~llxll 2 (3.4.3) 
Em particular r (x) :::; r(x) :::; t+(x). De fato, se fosse, por exemplo, t+(x) < lr(x)l < oo, dado 
O < t < t+, teríamos 
e portanto 
r 1 r' ds 1 r' llax(s)ll ds J2 kt 
lo IIX(ax(s))il ds = 2 lo IIAax(s)ll = 2 lo IIAax(s)llllax(s)ll :::; ZW 
~ . r J2w 
lo IIX(ax(s))ll ds = t~~ lo IIX(ax(s))ll ds :S:: Zllxll < oo 
contradizendo a proposição 3.3.3 
Sendo ass1m defimmos rp(x) = . Pelo teorema 3.2.4, <p e C1 fora da ongem. . . {ax(r(x)) , x #O • . 
o ,x =o 
Mais ainda, 
g(rp(x)) = g(ax(r(x))) = g(x) + r(x) = f(x) 
1 Se f for C2 então 1.p será C2 . 
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Provemos agora que d<po = I. De fato, 
II'P(x)- xll ::; {Jr(xJJIIa~(t)lldt = -
2
1 [lr(xJJIIAax(tJII-'dt:::; '5:_ [lr(xJJIIax(tlll-1dt:::; ::;(x) 
lo J o 2 lo 2llxll 
( '! · d · ld d - (3 3)) '1 - !' · II'P(x)-xll O na u t1ma es1gua a e usamos a equaçao .4. . " as entao, JmjJxJJ-+O J!xJJ = , como 
queríamos. 
Resta mostrar a continuidade de <p1 em O. Para tanto, consideremos a(t,x) = ax(t) o fluxo 
de X, mais particularmente, olhemos para as derivadas parciais d 1a(t,x)•d2a(t,x)· Assim, definindo 
"fx(t) = dza(t,x)• !x(t) é a solução da equação (veja [23]) 
~~(t) = dXa(t,x) o 'fx(t), "fx(O) =I 
e então )ti 
ll"fx(t)ll .<:: 1 +lo lldXa(s,x)llll"fx(s)ll ds 
Agora, temos lldXull .<:: cllull-2 para algum c> O (apenas derive X para achar c), então podemos 
usar a desigualdade de Gronwall para obter 
( [1
1
1 ) ( 2cltl) lbx(t)ll .<:: exp c Jo llax(s)ll-2ds .<:: exp llxll:i 
e, portanto, llfx(r(x))ll-+ 1 quando llxll -+O. 
Finalmente calculamos 
Usando a equação (3.4.3) novamente vemos que a primeira parcela da soma acima vai a O quando 
x -+ O. Vejamos a segunda : 
rlr(x)j rjr(x)i 11 (t)ll dt 
llfx(r(x))- Ill .<::lo IIX'(a(t,x))llll"fx(t)ll dt .<::c lo 1J~x(t)li2 
Como ll"fx(r(x)) li é limitada, (3.4.3) também nos diz que esta parcela vai a zero quando x -+ O. 
Agora é só usar o teorema da função inversa para ver que <p é um difeomorfismo local C 1. 
D 
Observação: Veja que O é um ponto crítico isolado de f. De fato, em V temos dfxu = 2 < Adtpxu, rp(x) >=*' 
dfx 'I O. De maneira mais geral temos : 
Corolário 3.4.2.1. Os pontos críticos não degenerados de uma função real C 1 definida numa 
variedade riemanniana C 1 tal que, se xo é ponto crítico de f, então existe f'' ( xo), são isolados. 
Observação: Classicamente a teoria de Morse foi desenvolvida em dimensão finita com funções pelo menos 
C2 (veja [14] por exemplo). Posteriormente Falais e Smale estenderam os resultados para dimensão infinita 
([1, 4]), mas mantiveram as hipóteses de diferenciabilidade. Esta versão do lema de Morse, que possibilita o 
desenvolvimento da teoria de Morse (capítulo 4) com hipóteses mais fracas de diferenciabilidade, é devida a 
Mercuri e Palmieri ( [9]). As razões para queremos uma teoria de Morse com hipóteses de diferenciabilidade 
mais fracas ficará clara no capítulo 6. 
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Seguindo ainda as hipóteses do lema de Morse, se O for um ponto crítico não degenerado, pela 
decomposição espectral de A, obtemos uma decomposição de lHI 
por subespaços A-invariantes com A negativa em lfL e positiva em H+. Então seja P:lfJ-+ lHI_ a 
projeção ortogonal e considere 
'1/J = IAII/2 o 'P 
onde IAI(u_ + u+) = -Au_ + Au+ e !.41 112 é o único operador (positivo) B:H-+lBI tal que 
E o E = E 2 = IAI (Veja em [22] um tratamento para estes fatos). Dessa maneira f assume a 
forma 
f(x) = 11 (I- P)'ljJ(x)ll 2 -IIN(x)ll 2 (3.4.4) 
e o índice de f em O é a dimensão de lHI_. 
Observação: Veja em [9] os problemas que ocorrem para se falar no lema de Morse em espaços de Banach 
e em [19] alguns resultados da teoria de Morse que podem ser recuperados para variedades modeladas em 
espaços de Banach. 
Teorema 3.4.3. ( Forma canônica para pontos regulares ) : Seja f uma função Ck, k > O, 
a valores reais definida numa vizinhança U da origem de um espaço de Banach lE. Suponha que 
f(O)=O e que O seja um ponto regular de f. Então existe l E JE*,l ,P O, e um difeomorfismo Ck h de 
uma vizinhança de O em E com h(O)=O e f(h(x))=l(x). 
Dem.: Tome l = dfo ,P O e escolha xo E lE t.q. l(x0 ) = 1. Seja No Ker(l) e defina T: E-+ N x lR 
por T(x) = (x l(x)xo,l(x)). Assim, T é um isomorfismo linear entre E e NxJR. Considere 
g:U-+ N x IR dada por g(x) = (x -l(x)xo, f(x)). Então g é Ck e dgy(x) = (x -l(x)xo, djy(x)), em 
particular, dgo = T, logo, pelo teorema da função inversa, h=g-1 o T é um difeormorfismo Ck de 
uma vizinhança de O em E com h(O)=O. Agora (h(x) -l(h(x))x0 ,j(h(x))) = g(h(x)) = T(x) = 
(x -l(x)x0 , l(x)), ou seja, f(h(x))= l(x). 
o 
Corolário 3.4.3.1. ( Suavidade para pontos regulares) : Se f é uma função real Ck definida 
numa variedade de Banach M Ck e a é um valor regular de f tal que ! 1 (a) não tem interseção 
com o bordo de M, então Ma = {x E M;f(x) $ a} é uma Ck-subvariedade fechada de Me 
8Ma =(Ma n 8M) U (!1(a)) (união disjunta). 
Observação: Ma= Ma(f) é chamada de subvariedade de subnível a. 
3.5 Transversalidade Forte 
Considere uma Ck+I_variedade,k > O, M (sem bordo) e X um campo de vetores tangentes a M 
de classe Ck, com grupo (local) a um parâmetro <I>1. Se f é uma função Ck a valores reais em M, 
definimos uma função Xf:M-+lR dada por 
X j(p) = djp(Xp) (3.5.1) 
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Proposição 3.5.1. Suponha que Xf:=l, f(M)=( -é, é) e que <l?1(x) está definida para !t+ f(x)l <é. 
Então, W=! 1(0) é uma Ck-subvariedade fechada de Me a função F:Wx(-é,é) ---+M dada por 
F(w,t) = ií>t(w) é um difeomorfismo Ck tal que, para cada to E (-é,é), F leva Wx{to}Ck-
difeomorficarnente em f- 1 (to). 
Dem.: A condição Xf:=l diz que todo s E lR é valor regular de f, logo ! 1(s) é Ck-subvariedade 
fechada de M. Observe que se definirmos h(t) = f(<l? 1(x0 )) = f(ax 0 (t)) para algum xo EM, teremos 
e, portanto, 
f( ií>,(xo)) = f(xo) + t 
Logo, se tivermos F(w, t) = F(w', t') obtemos 
t = f(w) + t = f('P,(w)) = f(<l?t'(w')) = f(w') + t' = t' 
então, <I>,(w) = ií>,(w') e, como <I>, é injetiva, w = w', i.e., F é injetiva. 
Por outro lado, se x EM, I- f(x) + f(x)l <é=} w <l?-f(x)(x) está bem definida e temos 
f(w) = f(x)- f(x) =O=} w E W. Mais ainda, F(w,j(x)) = <l?f(x)(<I>_1(x)(x)) x, ou seja, F é 
sobrejetiva. 
Além do mais, F-1(x) = (<l?_f(x)(x),f(x)) é uma função ck de M em Wx(-é,é) (teorema 
3.2.4). Agora, como f(F(w, to)) = f(<I>t 0 ( w)) = f(w) + t0 =to, a última parte da proposição segue. 
o 
Definição 3.5.1. Seja M uma Ck+1-variedade (sem bordo), k > O. Um campo Ck de vetores 
tangentes a M é dito Ck-fortemente transversal a uma função Ck f:M---+ffi. em um intervalo [a, b], se 
para algum 5 >O, as condições seguintes são satisfeitas para V=f-1(a- 5, b + 5) 
1. Xf é Ck e não se anula em V 
2. Se ax é a curva integral maximal de x E V, então ax(t) f/; V para algum t positivo no domínio 
de "'x e também para algum t negativo. 
O conjunto V acima é uma subvariedade aberta de M e Y=X/Xf é um campo de vetores 
tangentes a M definido em V. Mais ainda, Yf é identicamente 1 em V de maneira que as curvas 
integrais de Y são as curvas integrais de X reparametrizadas. Dessa forma, se '1/Jt é o grupo (local) a 




g= !IV--- e 2 
b-a é=--+ó 
2 
vemos que a trinca (V,g,Y) satisfaz as hipóteses feitas para (M,f,X) na proposição 3.5.1, o que nos 
leva ao 
Teorema 3.5.2. (Transversalidade Forte) Seja fuma função a valores reais de classe Ck, k >O, 
definida numa ck+l_variedade (sem bordo) M. Se existir um Ck campo de vetores tangentes a M 
que é Ck fortemente transversal a f num intervalo [a, b], então W =f- 1 (a) é Ck-subvariedade fechada 
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de Me, para algum o> O, existe um difeomorfismo Ck F:Wx(a-o,b+O) -+NCM, onde N é uma 
subvariedade aberta de M, e tal que F leve Wxf- 1 (c) Ck-difeomorficamente em f- 1 (c) para todo 
c E (a -o,b+ o). Em particular, r- 1([a,b]) é Ck difeomorfo a Wx[a,b]. 
Corolário 3.5.2.1. Existe uma função Ck H:Mx [0, 1] -+M tal que, se denotarmos H8 (x) =H(x, s), 
temos 
1. Hs é um Ck autodifeomorfismo Vs E [0, 1] 
2. Hs(x) =X se X E f- 1(a- oj2,b + 5/2) 
3. Ho é a identidade 
Dern.: Considere uma função estritamente crescente, h:JR-+][{, satisfazendo h(t) = t sempre que 
t f/c f- 1 (a- o /2, b + 5/2) e h( a) = b. no complementar de r 1(a- 5/2, b + 6/2) defina H8 como a 
identidade e, em f- 1 (a 5, b + 5), usando a relação H8 (F(y, t)) = F(y, (1 - s )t + s h(t)). 
D 
3.6 Partições da Unidade 
Nesta seção estudaremos a existência de partições da unidade e notaremos algumas diferenças entre 
variedades modeladas em espaços de Hilbert e de Banach. 
Definição 3.6.1. Uma cr partição da unidade em umaJE-Ck variedade M é uma família de abertos 
e funções, { (A a, cPa); a E A}, sendo que cPa : Aa -+ JR+ sãoe cr e satisfazem 
1. {Ao} é cobertura de M localmente finita. 
2. supp(Ta) C Aa (supp(Ta) denota o suporte de Ta· 
3. Para cada x E M temos I:a Ta(x) = 1 (observe que a soma é finita). 
Se { B 13,/3 E JE} é uma cobertura aberta de M, dizemos que { ( Aa, Ta)} é dominada por { B 13} 
se existir função i :A-+ lE t.q. Aa C Bi(u)· Diremos que um espaço de Banach ou uma variedade 
modelada num espaço de Banach admite partição da unidade se para toda cobertura aberta existir 
partição da unidade dominada por ela. 
Dizemos que um espaço de Banach lE é cr suave se existir função não identicamente nula em 
cr(JE, JR+) com B1(0) = f-1((0, oo)). 
Teorema 3.6.1. Se lE é um espaço de Banach então lE admite partição da unidade de classe Ck 
~ lE é ck suave. 
Dern.: => é óbvio. Reciprocamente, dada uma cobertura aberta {A0 }, podemos obter cobertura 
localmente finita {O 13} de lE que refina { Aa} e tal que, se U for aberto em algum O 13 existe 
f:E-+ JR+,ck com U= f- 1 ((0,oo)). Corno lE é normal (pois é métrico) podemos refinar mais 
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uma vez {Aa} a uma cobertura aberta {UtJ} com Up C Op. Assim podemos considerar funções 
Ck f!3 : lE-+ JR+ sendo U13 = fji 1((0, oo)). Defina então q,13 = .l_j#. 
o 
Também estaremos interessados na existência de partições da unidade C1- em uma variedade 
de Banach C 1. Usaremos o lema 
Lema 3.6.1. SejaM uma JE..C1-variedade de Banach e O c M aberto contido em alguma carta, 
i.e., existe uma carta (rp;,U;) com O c <p;(U;). Então existe uma função C1- f:M-+ m;+ com 
O= r 1({0, oo)). 
Dem.: É suficiente mostrarmos que existe tal f para M=lE e O C IE. Defina f{x) como sendo o 
inf{Jix-yl!;y 1/: 0}. Como o é aberto segue que O= r 1{{0,oo)). Dadosx!,X2 E o e E> o, tome 
Y 1/: O t.q. llx2 - Yll < f(xz) +E. Então f(x1) :S llx1- Yll :S llx1 - xzll + Jlxz- Yli :S llx1 - xzll+ 
f{xz) +é. Sendo é qualquer obtemos llf(xl) - f(xz)ll :S llx1- xzll. 
o 
Teorema 3.6.2. SeM é uma variedade de Banach C1 e paracompacta, dada uma cobertura aberta 
{A0J existe uma C1- partição da unidade dominada por {Ao.}· 
Dem.: Basta repetir a demonstração do teorema 3.6.1 notando queM é normal já que é paracorn-
pacta. 
3.7 Operadores de Fredholm e o Teorema de Sard-Smale 
Como vimos na seção 3.6 muitos teoremas que temos para o caso de dimensão finita não têm um 
correspondente exato no caso de espaços de Banach em geral. A classe de funções de Fredholm, 
que veremos nesta seção, é uma classe de funções onde conseguimos manter muitos dos teoremas 
válidos para dimensão finita. Antes, vejatnos que o teorema de Sard para dimensão finita falha no 
caso de dimensão infinita. 
Teorema 3.7.1. (Sard) : Seja F: m;n -+ m;m urna função cr,r 2': sup{n- m, 1}. Então, o 
conjunto C= {F(x); x é ponto crítico de F} C m;m tem medida de Lebesgue nula. 
Exemplo 3.7.1. Considere 
L 00 ={f: [0, 1]-+ lR; 3At C [0, 1] de medida nula e constante kA1 t.q. lf(t)l s; k se t rt At} 
A norma 11!11 = supA1kA1 faz de L 00 um espaço de Banach. 
Tome a : lR -+ lR C00 tal que a(t) ::; O se t ::; O e a(t) 2': 1 se t 2': 1. Definamos uma função 
F: L 00 -+ lR dada por 
F(J)= [aof 
Veja que F é diferenciável segundo Gateaux : 
lim F(!+ sh)- F(f) = lim ta(!+ sh)- a(!) = 
s-+0 s s-+0 Jo S 
lim t a(f) + a'(f)sh + r(sh)- a(!) = t a'(f)h 
s-+0 lo s lo 
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Ou seja, Fá(f)h = J~ cl(j)h. Observe também que Fé: L 00 -7 .C(L00 ,!R) é contínua, logo F é 
diferenciável e 
F' (f)h = [ a' (f)h 
Considere agora a função 'Ps(t) Claramente 'Ps E L 00 • Além disso __ {1, seO::;t::;s. 
O, se s < t ::; 1 
F'('Ps) =O e F(<p,) = s. Logo, a imagem dos pontos críticos de F não tem medida nula. 
Definição 3. 7.1. Um subconjunto BcF (Banach) é dito relativamente compacto se o fecho de B 
for compacto. 
Lema 3. 7.1. BclF (Banach) é relativamente compacto se, e só se, para todo E > O, existirem finitos 
pontos {m, ... , Yn} CB tal que as bolas Be(Yi) cobrem B (ou seja, se B é totalmente limitado). 
Definição 3. 7.2. Dados dois espaços de Banach E e lF, um operador linear T: E --'> F é dito 
compacto se a imagem de conjuntos limitados de E por T for relativamente compacta. 
Lema 3. 7.2. Um operador linear T: E -+ F é compacto <* T(S"E) for relativamente compacto, 
onde SE= {x; jjx[IE = 1}. 
Proposição 3.7.2. Seja K(E,F) o subespaço de L(E,F) formado pelos operadores compactos. 
K (E,F) é fechado. 
Dem.: Tome FE K(E, lF) e r > O. Escolha TE K(JE,F) t.q. IIF- Til ::; r/2. Então T(SE) pode 
ser coberta por bolas Br;2(Yi), Yi E T(SE). Assim, se x E sz valem 
IIF(x)- T(x)ll < r/2 e IIT(x)- Yill < r/2 para algum i 
Logo, IIF(x)- Yill <r=? T(SE) pode ser coberta pelas bolas Br(li) =?F é compacto. 
o 
Proposição 3. 7 .3. Se T: E -7 F é compacto, T* : lF' -7 JE', o operador adjunto, é compacto. 
Dem.: Sendo T compacto, dado c> O, existem finitos {xJ, ... , Xn} c sE t.q. {Br(xi)(E/3)} cobre 
T(SE), ou seja, para todo x E SE existe i t.q. jjTx- Tx;lj < E/3. 
Defina A: lF' -7 !Rn por 
A (f) = (f(TxJ), ... , f(Txn)) 
A é compacto e, então, existem {h. ... , fm} C sF' t.q. {BA(J,)(E/3)} cobre A(SJF'). Logo, se 
f E SIF', existe j tal que 
lf(Txi) - fj(Txi)l < E/3 Vi 
Portanto, se X E sE' f E s"'' existem i' j tais que 
IT*(f)(x)- T*(fj)(x)i < lf(Tx)- f(Tx;)i + lf(Txi)- fi(Txi)i + lfi(Txi)- fj(Tx)l <E 
ou seja, as bolas By. (fj) (E) cobrem T* ( sJF'). 
o 
Observação: Veja que não precisamos da completude dos espaços na demonstração. A recíproca também 
é verdadeira, para uma demonstração veja [21]. 
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Definição 3. 7.3. Um operador linear F: !E --+ JF contínuo entre espaços de Banach é dito um 
operador de Fredholm se 
1. O núcleo de F tiver dimensão finita. 
2. A imagem de F tiver codimensão finita. 
O inteiro 
ip(F) = dim(JC.erF)- codim(ImF) 
é chamado de índice de Fredholm de F. 
Observação: A imagem de um operador de Fredholm é fechada em lF pela condição 2. 
Lema 3.7.3. B é relativamente compacto se, e só se, toda sequência em B possui subsequência 
convergente (para algum ponto do fecho de B). Logo, se I: !E --+ !E for compacta, !E tem dimensão 
finita. 
Teorema 3. 7 .4. Se T: !E --+ !E é compacto então I-T é de Fredholm. 
Dem.: I!Ker(I-T) : Ker(I- T) --+ Ker(I T) coincide com T, logo é compacta (a restrição) =;, 
JC.er(I-T) tem dimensão finita. 
Dessa forma temos que lE=!Cer(I-T) E!l G, com G fechado. Para mostrarmos que Im(I-T) é 
fechada basta que (I-T)IG(G) seja fechada (já que (I-T)IG é injetiva). Para tanto, mostremos que 
(I-T)-1 : (I -T)(G) --+ G é contínua. Suponha que existisse sequência {xn} t.q. (I -T)xn --+ O, mas 
Xn não converge para O. Passando a uma subsequência se necessário, existe c> O t.q. llxnll > ê. 
Então (I-T) li~~ li --+ O e, como T é compacto, T 11~: 11 possui subsequência convergente. Logo, a 
sequência { 11 ~;; 11 } possui subsequência convergindo para x E G com llxll = 1. Mas isto é um 
absurdo pois seria x = Tx =;, x E Ker(I- T) n G = {0}. 
Suponha por absurdo que Im(I-T) não tem codimensão finita. Então existem subespaços 
(I- T) (!E) lEo c · · · c IEn C ... 
com lEi fechado e de codimensão 1 em !Ei+l· Então, existe sequência {xn} t.q. llxill = 1, Xi E lEi e 
com d(xi, !Ei-rl > 1/2. Assim, se m < n temos 
IITxn- Txmll = llxn -(I- T)xn- Xm +(I- T)xmll > 1/2 
Logo {T Xn} não posui subsequência convergente, contradição com o fato de T ser compacto (lema 
3.7.3). 
o 
Notação: Chamaremos de Fred(JE,IF) o subespaço de L(JE,IF) formado pelos operadores de Fredholm. 
Se F é um operador de Fredholm e denotamos por N o seu núcleo e por R sua imagem. Então 
podemos escrever IE=NE!l!Eo e lF=REEJlFo, onde !Eo e JF0 são os complementos topológicos de N e R 
respectivamente, além disso dim(lFo)=codim(R). 
Lema 3.7.4. Seja Me !E de dimensão finta e Mo complementar topológico de M. A aplicação 
P : !E --+ !E dada por Px = ' é linear e contínua. {
x se x EM 
O, se x E Mo 
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Dem.: A linearidade é trivial e a continuidade segue da desigualdade triangular. 
o 
Dessa forma ternos o seguinte resultado 
Proposição 3. 7.5. Sejam FEFred{lE,JF) e N,R,lE0 ,1Fo como acima. Então existe F o : lF--+ lE linear 
e contínuo com 
1. /Cer(Fo) = IFo 
2. Im(Fo) = lEo 
leFFoiR=I 
4. F 1 =I- FoF e F2 =I- FF0 são tais que Im(Fl) =N e Im(F2 ) = JF0 
Dem.: Basta usar o lema 3.7.4 
Observação: Note que F,,F, são compactos pois N e R têm dimensão finita. De fato, se 1E ou lF for de 
dimensão finita, então qualquer operador linear contínuo de lE em IF é compacto. 
Nosso objetivo agora é provar o seguinte teorema 
Teorema 3. 7.6. Fted(JE,IF) é aberto em L(iE,IF) e a função 
íp : Fred{iE, iF) : ---; Z 
F >-+ íp(F) 
é contínua. 
Para tanto usaremos o seguinte lema. 
Lema 3.7.5. Seja GEL{IE,JF) e suponha que existem operadores G1 , G2 EL(iE,JF), K 1 EK{lE,lE) e 
K2 EK(IF",JF) tais que 
G1G=I-K1 e GG2=I-K2 (3.7.1) 
Então G é de Fredholrn. 
Dem.: Como Ker(G) C /Cer(G1G) segue que dím(/Cer(G)):::; dím(/Cer(I- K 1)) <co. Também 
temos Im(G) ::::> Im(GG2) = Im(I- K2), então codím(Im(G)):::; codim(Im(I- K2)) < oo. 
o 
Dem. {do teorema 3.7.6) : 
Seja FE Fred{iE,JF) e GEL{JE,JF). Considere T=G-F e tome Fo,F1,F2 como na proposição 3.7.5. 
Então valem 
FoG=I-F1 +FoT GF0 =I-F2+TFo 
Seja é = min{IIFII-1, IIFoll-1} e torne G t.q. IIG - FII < é. Assim IIFoTII < IIFoiiiiTII < 1 e 
IIT FII < 1 '* I + FoT e I+ T Fo possuem inversas contínuas. Então vale 
(I+ FoT)-1 Fo G =I (I+ FoT)-1 F 1 e G Fo(I + TFo)-1 =I- F2(I + TFo)- 1 
c, 
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que é a equação (3.7.1) do lema 3.7.5 =? G é de Fredholm e Fred(lE,IF) é aberto. 
Mais ainda, se olharmos para a proposição 3.7.5(3) vemos que (usando a notação da proposição 
3.7.5) FoGIIEo =I +FoT =? G!JEo é injetivo e, portanto, ICer(G)nlEo = {0}. Como lE ICer(F)elEo, 
segue que dirn(!Cer(G)) :s; dim(Ker(F)). Também segue que codim(Im(F)) codim(Im(G)) = 
dim(Ker(F)) - dim(Ker(G)), logo ip(G) = ip(F) =? ip é contínua. 
o 
Observação: Na demonstração acima obtivemos um resultado que vale a pena ser frisado : se F é de 
Fredholm e G está suficientemente próximo de F, então K.er( G) c K.er(F). 
Corolário 3. 7.6.1. Se TEK(lE,IF), então ip(l- T) = O. Em particular, se FEFred(lE,IF) e F o é a 
aplicação da proposição 3.7.5, ip(Fo) = -ip(F). 
Dem.: Dado t E JR:, o operador tT : lE--+ IF é compacto e t >-+ tT é uma função contínua de JR: em 
L(IE,IF). Consequentemente, t >-+ ip(l- tT) é contínua e, como ip(l- tT) =O em t =O, segue que 
ip(I -tT) =O para todo t. A segunda afirmação segue da proposição 3.7.5(4) e da observação logo 
após. 
o 
Lema 3. 7.6. Sejam E, IF, <G, lHI espaços de Banach e A : lE >-+ IF, B : IF-+ <G, C: G-+ lHI operadores 
lineares contínuos com B compacto. Então B o A e C o B são compactos. Em particular K(lE,lE) é 
um ideal por ambos os lados. 
Proposição 3.7.7. Sejam A E Fred(lE,iF) e B E Fred(!F,G), então BA E Fred(JE,G) e ip(BA) = 
ip(A) + ip(B). 
Dem.: Sejam Ao,A1,A2,Bo,BI,B2 como na proposição 3.7.5. Então temos 
BAAoBo = B(I - Az)Bo =I- (B2 + BA2Bo) 
F, 
Além disso F 1 , Fz são compactos, pois A1 , B2 o são e AoB1A, BA2Bo também pelo lema 3. 7.6. Logo 
BA é de Fredholm pelo lema 3.7.5. 
Considere F1 = Im(A) n Ker(B) e tome IF2,iF3,lF4 tais que 
Seja d; = dim(Fi),=? d1,d3,d4 são finitos. Agora 
Ker(BA) = Ker(A) EB lE1 Im(B) = Im(BA) e G1 
com JE 1 c lEo t.q. A(EI) = IF1 e <G1 = B(iF4 ). Logo dim(JEI) = d1 e dim(GI) = d4 . Assim 
ip(BA) = dim(Ker(BA))- codim(Im(BA.)) = dim(K.er(.4))- (d4 + d3 ) + (d3 + d,) -codim(Im(B)) 
'-..---' '-..---' 
dim(JCer(A))+d 1 codim(Im(B))+d4 codim(Im(A)) dim(Ker(B)) 
o 
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Já vimos que K(IE,F) é fechado em L(lE,F). Além disso, também é um ideal pelos dois lados 
(lema 3. 7.6), logo, podemos considerar o anel ~((~·.~). Dessa maneira, diremos que os operadores 
T e S são compacto-equivalentes e escreveremos T=KS se T-S for compacto. Diremos que T é 
invertível módulo operador compacto e existir T1 E L (F, IE) t.q. TT1 =K I :r e T1T =K IlF. . 
Lema 3.7.7. T =K S,T1 =K 81 => TT1 =K 881. Se T1,T2 são inversas módulo operador com-
pacto de T =? T1 =K T2. 
Teorema 3. 7.8. Seja FE L(IE,F). F é de Fredholm se, e só se, F é invertível módulo operador 
compacto. 
Dem.: Suponha F de Fredholm e escreva lE = N EB JE0 , lF =R EB IF0 onde N é o núcleo de F e R sua 
imagem. O operador S: lF -+ lE dado pela composição 
F = R e lF o projelão R ~ JE0 '--+ lE 
é inversa de F módulo operador compacto de F. 
Reciprocamente, se F é invertível módulo operador compacto, denote por S tal inversa. Então 
temos 
Ker(F) c K.er(SF) c Im(I- SF) 
Irn(F) :::J Im(FS) 
Logo Ker(F) é localmente compacto e, portanto, tem dimensão finita. Além disso, como 
FS=(I-T), com T compacto, a imagem de FS tem codimensão finita=> codim(Im(F)) < oo. 
D 
Definição 3. 7.4. Sejam M,N variedades de Banach Ck, com k > O, e f : M-+ N, cr, 1 :::; r :::; k. 
Diremos que f é de Fredholm em xo E M se dfxo for de Fredholm. O índice de Fredholm de f em 
xo será ip(f(xo)) ip(d/x0 ). Se f for de Fredholm em todo ponto de M diremos simplesmente que 
f é de Fredholm (em M). 
Proposição 3. 7 .9. Se f é de Fredholm em xo, então f é de Fredholm em uma vizinhança U de xo. 
Mais ainda, tal vizinhança pode ser tomada de modo que ip(f(x)) = ip(f(xo)) Vx EU. 
Dem.: Direto do fato de f ser pelo menos C1 e do teorema 3.7.6. 
D 
Corolário 3.7.9.1. SeM for conexa ip(f(x)) não depende de x. Neste caso, podemos definir 
ip(f). 
Definição 3.7.5. Dados dois espaços topológicos X,Y, diremos que uma função f : X -+ Y é 
própria se, para todo B C Y compacto, f-1(B) for compacto. Se todo x EX possuir vizinhança 
onde f é própria dizemos que f é localmente própria. 
Lema 3. 7.8. Sejam X,Y espaços métricos e f :X -+ Y própria e contínua., então f é fechada. 
Dem.: Tome A C X fechado e {Yn} C F(A) t.q. Yn-+ y E Y. Provemos que y E /(A). 
0 conjunto B = {Yn}U{y} é compacto =? r 1(B) é compacto. Tome Xn E A t.q. f(xn) = Yn => 
Xn E /-1(B) =? { Xn} possui subsequência convergente, digamos Xnk -+ x. Como A é fechado, x E A 
e f(x) = y. 
D 
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Lema 3.7.9. Se f:M-tN é de Fredholm então f é localmente própria. 
Dem.: Basta provarmos para M=lE e N=iF. Tome xo E lE e seja A=dfxo : lE -+ iF. Então 
lE = lE1 e Ker(A) e xo = (ao,bo). A primeira derivada parcial dd(a,b) é injetiva com imagem 
fechada se (a, b) estiver próximo de (ao, bo). Pelo teorema da função implícita, existe uma vizinhança 
D1 x Dz C JE1 x /Cer(A) de (ao,bo) com D2 compácto e ~D1 x(b} é um difeomorfismo sobre a imagem 
para todo b E D2. 
SejaD = f(DJ xDz),B C D compacto. MostremosqueK = f-1(B)nD1 xD2 é compacto, ou 
seja, que ~D1 xD2 é própria. Tome x; E K,xi = (a;,b;) e Yi = f(xi). Como B é compacto, podemos 
supor sem perda de generalidade que Yi -+ y E E e também que b; -+ b E Dz. Agora, flv 1 x{b} é 
difeomorfismo sobre a imagem, logo, se f(a;,b) -t y =>a; -ta E D1. 
o 
Corolário 3. 7.9.2. Se f:M-tN é de Fredholm então f é localmente fechada. 
Teorema 3.7.10. (Sard-Smale): Sejam M,N variedades Ck e conexas modeladas nos espaços 
de Banach lE e lF respectivamente. Se f: M -t N,C', é de Fredholm com sup{ip(/),0} <r::; k, 
então, o conjunto dos valores críticos de f é fechado e de 1 a categoria( 2 ). 
Dem.: Como M e N satisfazem o 2° axioma da enumerabilidade e f é localmente fechada, fica 
claro que o conjunto dos pontos críticos é fechado e que só precisamos analisar localmente. Seja 
então U uma vizinhamça fechada de x E M onde f é fechada. Novamente sp precisamos considerar 
o caso M = lE e N = iF. Mais uma vez ponha A=dfx0 ,lE = Ker(A) e lE1,iF = iF1 e Im(A). Assim 
podemos identificar: lE1 = Im(A),Ker(A) = JRn,iF1 = JRm e n- m = ip(f). 
A menos de mudanças de coordenadas, podemos supor que f é da forma 
f(a,b) = (g(a,b),b) 
numa vizinhança U de x. Se denotarmos g(a,b) = 9b(a) temos que df(a,b) é da forma 
df(a,b) ( u, v) = (g~u + Tv, v) 
para alguma aplicação linear (contínua) T: lE1 -t JRm. Logo (a,b) é ponto crítico de f se, e só se, 
a for ponto crítico de 9b· 
Suponha então que f( a, b) seja um valor crítico com uma vizinhança de valores críticos. Mas 
então 9b( a) também é valor crítico para 9b com vizinhança de valores críticos, o que contradiz o 
teorema de Sard em dimensão finita (g0 : JR:.n -t JRm). 
o 
Corolário 3.7.10.1. Nas hipóteses do teorema de Sard-Smale, existe um conjunto aberto denso 
R c N tal que se y E R=> f- 1(y) é vazio ou uma subvariedade de M com dimensão ip(f). 
2Para relembrar conceitos de categoria de Baire consulte [24], por exemplo. 
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4 Teoria de Morse 
4.1 Alças 
Denotaremos por Dn a bola unitária fechada de um espaço de Hilbert separável iH! de dimensão 
o 
O :::; n < oo. sn-1 será a esfera unitária correspondente e Dn o interior de Dn. Como lfil é de 
Hilbert, f= 11-11 2 é uma função C 00 com O o único ponto crítico. Então nn =f-1((-oo, 1]) é uma 
subvariedade c= de I'!I com bordo sn-1 . 
Definição 4.~.1. Uma alça de índice n e co-índice m, ou uma (n,m)-alça, é o produto nn X nm. 
Observação: A menos que n ou m seja nulo, a (n,m)-alça não será uma variedade diferenciável (sem 
o bordo), mas sn-l X nm e Dn X nm sempre serão variedades de Hilbert C00 . 
Definição 4.~.2. Sejam M uma Ck-variedade de Hilbert, Numa subvariedade fechada de Me f 
um homeomorfismo de uma (n,m)-alça num subconjunto fechado de M. Diremos que M é obtida 
de N colando uma (n,m)-alça via f, ou simplesmente que M=N U t(Dn x Dm) se: 
2. flsn-lxD= é um difeomorfismo Ck sobre f(Dn x Dm) nôN 
3. fi o é um difeomorfismo Ck sobre M\N Dn xDrrt 
Observação: Podemos proceder indutivamente para obter M a partir de N colando um número finito de 
células. 
Lema 4.1.1. Seja h:iR-tiR uma função não crescente C 00 satisfazendo 
h(t) = l l se x :::; 2, h(x)>O se x<l 
Então, para O ::; s :::; l existe única solução g( s) da equação 
e h(x) =O se x > l 
h(g) = ~(l- s) (4.1.1) 
1 + g 3 
no intervalo [0, 1] e g é crescente, contínua, C 00 em [0,1), g(O) l/2 e g(l) = l. Além disso, dado 
é > O. se u2 - v2 > -E e u2 - v2 - 3" h( u2 ) < -E vale 
' - 2 é - ' 
Dem.: Para g E [0, 1] temos que f(g) = ~~; é estritamente decrescente, f(O) = 1 e f(1) = O. 
Então f tem inversa também contínua e estritamente decrescente, ou seja, podemos escrever g como 
g = g(f) para f em [0,1]. Agora, paras= O=? f= 2/3 =? g = 1/2 e paras= 1 =?f= O=? g l. 
Como f vista como função de s é estritamente decrescente temos que g com função de s também é. 




É de fácil verificação que ~ =O~ u =O, mais ainda, para cada v fixado, a função fv(u) = 
f(u, v) tem um mínimo em O, logo f deve assumir seu máximo na fronteira da região. Sobre a curva 
u 2 - v2 = -t: ~ ,~:, = 1 temos f( u, v) = u2 -E. Se ( u, v) não está sobre a outra curva então vale 
h(u2jE) >O= u 2 < t: e, portanto, f(u,v) <O. Por outro lado, se estivermos sobre a curva 
2 23é? . v2 3 2 
u -v - -2 h(u-jE) =-E. ou, equivalentemente, --2 = 1- ( 2 / )h(u /t:) c+u 21+u c 
temos u2 /c 2: 1/2 (do contrário seria ,~:, <O) e também u2 /c:':: 1. Defina g(s) u 2 /t: e observe 
que 
v 2 3 h(g(s)) 
--2=1- 21 ()=1-(1-s)=s c+u +gs 
e, então f(u, v) = u 2 - Egc~:,) = cg(s) - eg(s) =O, i.e., f se anula sobre esta curva. 
em toda região, ou seja, u2 :':: sg ( <~:,) ali. 
Logo f$ O 
D 
Proposição 4.1.1. Seja B = B 2e(O) a bola aberta de raio 2c num espaço de Hilbert IH!. Considere 
P a projeção ortogonal num subespaço IHim de dimensão m e Q=I-P, projeção num lH!n e defina 
f:B-+ IR por f( v)= IIPvll2 -11Qvll 2 Defina também p(v) =f( v)- 3{h(i1P;Ii') onde h é uma função 
como a do lema 4.1.1. Então M= {x E B;p(x) :'::-c} é obtida de N= {x E B;j(x) :'::-o:} colando 
uma (n,m)-alça. 
Dem.: Tome Dn C lHln e Dm C lH!m e denote por A o cojunto em B onde f 2: -é e p :':: -é. Então 
M=NUA e NnA C âN. Defina F:Dn x D"'-+ IH! por 
onde g é uma função como a g do lema 4.1.1. 
Assim obtemos 
p(F(x,y)) = o:(g(llxii2)11YII 2 (1-IIxll 2 ) -llxll 2 - ~h(g(llxii 2 )11YII 2)) :':: 
:':: é(g(llxll 2 )(1- llxll 2) -llxll 2 - ~h(g(llxll 2 ))) :'::E 
Observação: Na última desigualdade use a definição de g: h(g(llxW)) = ~(1 + g(llxll2 ))(1 -llxW). 
Sendo assim, podemos concluir que F leva Dn x Dm em A. 
Por outro lado, se w E A tome u = Pw,v = Qw. Então llull2 - llvll 2 2: -E e também 




o que nos permite definir G:A-+ nn X vm dada por 
( ( 11Qwll
2 ))-t ) 
Eg E + IIPwll 2 Pw 
Com alguma paciência ve-se que F e G são inversas e, portanto, dão um homeomorfismo entre A 
o 
e Dn x Dm. Como g é coe como derivada não nula em [0,1) segue que F é coo em Dn x Dm e em 
sn-l X Dm F é dada por 
que é um difeomorfismo coe sobre NnA. 
D 
Observação: Esta seção segue de perto o livro de Palais e Terng [4]. Talvez seja interessante o leitor dar 
uma olhada nas ilustrações lá contidas para uma maior intuição sobre o processo. 
4.2 Resultados Básicos da Teoria de Morse 
Consideremos para esta seção variedades riemannianas Ck+l, k > O, sem bordo e funções f:M-tlR 
também ck+ 1 tendo apenas pontos críticos não degenerados ( consequentemente são todos isolados). 
Além disso, vamos exigir que o par (M,f) satisfaça a seguinte condição : 
(C) Se SeM é um conjunto onde f é limitada e inf{II'Vfxll;x E S} =O, então existe um ponto 
crítico de f aderente a S. 
Observação: Esta condição foi introduzida originalmente por Palais e Smale (veja [1]) para substituir, no 
caso de dimensão infinita, a perda de compacidade que havia na teoria de Morse clássica com variedades de 
dimensão finita. A condição (C) de Palais-Smale é então uma condição de compacidade sobre a função e, 
no caso de dimensão finita, ela é inócua. 
Tome dois números reais a < b e suponha que (xn)n seja uma sequência de pontos críticos 
distintos de f com a <f(xn) < b. Seja p a métrica riemanniana de M. Escolha então pontos 
regulares (zn) tais que 
1 
II'Vfznll < e a< f(zn) < b 
n 
Pela condição (C) existe subsequência de (zn) convergindo para um ponto crítico de f. Mas isso 
implicaria na convergência da subsequência correspondente de (xn), contradizendo o isolamento 
dos pontos críticos, ou seja : 
Proposição 4.2.1. Se a < b são números reais, existem no máximo finitos pontos críticos x de f 
satisfazendo a <f(x) < b. Em particular, existem finitos valores críticos de f entre a e b sendo que 
cada um tem pré-imagem finita. 
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Proposição 4.2.2. Sejam M uma variedade completa e a: (r, t+) -+M uma curva integral maxi-
mal de v f. Se limt-+t+ f(a(t)) < oo,então t+ = oo e a tem um ponto crítico de f como ponto de 
acumulação quando t-+ oo. 
Dem.: Defina g(t) =f((a(t)). Temos 
g'(t) = dfa(t)Ci(t) = dfa(t)Vfa(t) = 11Vfa(t)ll2 
então g é não decrescente e tem um limite L quando t -+ t+. Se L < oo, como 
g(t) = g(O) + fo' g'(s)ds = g(O) + fo'11Vfa(s)11 2ds 
também teríamos 
f'+ Jo !lvfa(s)!l 2ds < oo 
Assim, usando a desigualdade de Schwarz obtemos 
Logo t+ = oo, se não, teríamos contradição com a proposição 3.3.3. Como Jt 11Vfa(s)ll2ds < oo, 
temos obrigatoriamente que inf{llvfa(t)II;O::; t < oo} =O. Como (M,f) satifaz a condição (C) e 
estamos supondo foa limitada para O ::; t < oo segue que a tem um ponto crítico de f como ponto 
de acumulação quando t-+ oo. 
o 
Observação: Obviamente também temos que, se limt-+t- < oo,entâo t- = -oo e a tem um ponto crítico 
de f em sua aderência quando t -+ -oo. 
Proposição 4.2.3. Se M é completa e f não tem valores críticos em [a, b], v f é Ck-fortemente 
transversal a f em [a, b]. 
Dem.: Pela proposição 4.2.1 encontramos o> O tal que f não tenha valores críticos em [a-o, b+o]. 
Se V=f- 1(a-o,b+o) temos (vf)f = IIV'fll 2 estritamente positiva e Ck em V. Fixex em Me olhe 
para ax: (r, t+) -+Ma curva maximal de v f por x. Precisamos encontrar r< t 1 <O< t2 < t+ 
com ax(ti) if: V, ou seja, com f(ax(h)) ::; a- ó e f(ax(t2)) 2: b+ 5. Se fosse f(ax(t)) < b +o sempre 
que O < t < t+, pela proposição 4.2.2 ax teria um ponto crítico y de f aderente. Sendo f contínua e 
foax monótona segue que a- o::; f(x) ::; f(y) ::; b +o e f(y) seria valor crítico de f em [a- o, b +o]. 
o 
Corolário 4.2.3.1. Nas condições da proposição anterior Ma é Ck-difeomorfo a Mb· 
Dem.: Direto do teorema 3.5.2 (transversalidade forte). 
Resta saber o que acontece quando passamos por um valor crítico, i.e., qual é a diferença 
topológica entre Ma e Mb quando existe um valor crítico c entre a e b. O próximo teorema é o 
ponto central da teoria de Morse e sua demonstração usa o lema de Morse 3.4.2 como ferramenta 
fundamental. 
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Teorema 4.2.4. Seja f uma função a valores reais Ck+ 1 , k >O, definida numa variedade riemanni-
ana completa M Ck+1 que tem apenas pontos críticos não degenerados (dizemos que f é função de 
Morse) e que satisfaça a condição (C). Se c é valor crítico de f correspondente aos pontos críticos 
x 1 , ... ,xr que têm índice e co-índice (ni,m;) respectivamente e [a,b] é tal que c é o único valor 
crítico de f então Mb é Ck difeomorfo a Ma colando( de forma disjunta) r alças de índice e co-índice 
(n;, m;). 
Dem.: Sem perda de generalidade podemos considerar c= O. Primeiro consideremos o caso em 
que f- 1(0) seja um único ponto x 1 de índice e co-índice (n,m). Seja (U,<p) uma carta ao redor 
de x como a do lema de Morse, ou seja, U é um aberto de um espaço de Hilbert IH! = IHL x IH!+ 
sendo que IHL, l!:J[+ têm dimensão nem respectivamente, <p(O) = x e fo<p(u) = llu+ll 2 Jlu-11 2 , com 
u = (u-,u+)· 
Escolha é de modo que [-2t:, 2c] C [a, b] e que a bola fechada B = B2 ;e(O) C U. Seja h:lH:.--+lH:. 
como no lema 4.1.1 e defina 
g(<p(u)) = f(<p(u))- 32e h('lu;ll2) 
Vamos estender g:M--+JH:. de forma diferenciável e de modo que g(x) ::; f(x) e g(x) = f(x) 
sempre que f(x) 2: E ou f(x) 2: -2e e x f/: <p(U). Suponha que u E U e f(<p(u)) 2: -2e: e 
g(<p(u)) i- f( cp( u) ). Então h(Jiu+ll2 /e) i- O e, portanto, I lu+ 11 2 <E. Logo, llull 2 = llu-11 2 + Jlu+ll 2 = 
o 
2llu+ll 2-j(<p(u)) < 4t:,ouseja, u E B. Assimpodemosfazerg=fforade<p(u). Em particular g::; f 
no fechado f - 1 ( [-2t:, oo)), então podemos acabar de estender g mantendo a mesma propriedade. 
Além disso, se f(<p(u)) 2: E eu EU, llu+ll 2 2: f(<p(u)) 2: c'* h(llu+II/E:) =O'* f(<p(u)) = g(<p(u)). 
Observe agora que o intervalo [-e, é] não contém pontos críticos de g. De fato, se S = 
g-1 ([-2t:,c]), temos que f=g em S\<p(U), então, todo ponto crítico de g ali seria ponto crítico de f 
em f- 1([-2é, 2é]), mas o único ponto crítico de f neste intervalo é xo E <p(U). Então basta olharmos 
para os pontos críticos de g em <p(U). Mas em U temos g(<p(u)) = llu+ll 2 -llu-11 2 - ~ h(llu+ll 2 /e) e, 
como h' ::; O, basta derivar para ver que o único ponto crítico de go<p é a origem, mas g(<p(O)) = - 3{. 
Então temos que M,(f)=M,(g), pois f-g se [2: E, e M,(g) é difeomorfa a M_,(g) pois g não 
tem pontos crhticos em [-t:,E]. Que M_e(g) é obtida de M_e(f) colando uma (n,m)-alça segue da 
proposição 4.1.1. Agora, como podemos usar o mesmo processo em vizinhas disjuntas de vários 
pontos críticos, o resultado segue. 
D 
Considere agora espaços de Hilbert lHii, i = 1, ... , n. Seja d; a dimensão de IH!; e suponha que 
d; < oo se i < m e d; = oo para i > m. Considere funções contínuas 9i : S; --+ X com imagens 
disjuntas onde Si é a esfera unitária de IHI; e X úm espaço topológico. Então obtemos um novo 
espaço X u9, Di colando as células (discos) D; atrvés de g;. 
Lema 4.2.1. X U91 D1 U9, · · · U9m Dm é um retrato de deformação forte de X U91 D1 U92 · • · U9n Dn. 
Dem.: É suficiente lembrar que a esfera S de um espaço de Hilbert IH! de dimensão infinita é 
retrato de deformação forte do disco de lHI. 
Seja então N uma variedade de Hilbert com bordo e que M é obtida de N colando n alças, i.e., 
temos n funções de colagem f;: Dd, x De'. Defina g;: Sd,- 1 --+ 8N por g;(y) = j;(y,O) (que é um 
homeomorfismo). É claro que N U li Dd, x O é idêntica a N u9, Dd,. 
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Proposição 4.2.5. N U9, Dd; é um retrato por deformação forte de M. 
Dem.: É suficiente mostrar que (Dd x O) U (Sd-1 x De) é retrato por deformação forte de Dd x De 
e, como este último é convexo, basta definir uma retração r: Dd x De-+ (Dd x O) U (sd-1 x De) : 
l (x, O) r(x, y) = (2x/(2- llvll), O) (x/llxll, (2llxll + llvll- 2)y/IIYII) , se y =O , se llxll ::; 1 - llvll/2 , se llxll :::: 1 - llvll/2 
o 
Corolário 4.2.5.1. Se d1, ... ,dm são os indices finitos então N U91 Dd, u9, · · · u9m Ddm é retrato 
de deformação forte de M. 
Thdo isso resulta no 
Teorema 4.2.6. Seja M uma C 2-variedade riemanniana completa e f : M -+ lR uma função C 1 
satisfazendo a condição (C) e sendo duas vezes diferenciável em seus pontos críticos não degenera-
dos. Considere um valor crítico c e seus pontos críticos correspondentes x 1, ... , Xn de índice finito 
di. Suponha que c seja o único valor crítico de f em [a, b]. Então Mb é um retrato de deformação 
forte de Ma colando células (de forma disjunta) de dimensão di no bordo de Ma-
Corolário 4.2.6.1. Hk(M&, Ma) ""' ;z,c(k) onde c(k) é o número de pontos críticos de índice k no 
nível c. 
4.3 Introdução ao Cálculo das Variações 
Definição 4.3.1. Uma função a: [0, 1] -+ JRn é dita absolutamente conínua se uma das seguintes 
condições equivalentes é satisfeita. 
• Dado E > O existe ii > O tal que, se O ::; to ::; · · · ::; t2k+l ::; 1 e L:7=o lt2i+l - t2i I < ii, vale 
L: lla(t2i+1)- a(t2illl <f:. 
• Existe função integrável g:[0,1]-+ JRn com a(t) = a(O) +f~ g(s)ds 
Observação: É claro que uma função absolutamente contínua é contínua. Veja também que se a é abso-
lutamente contínua então a' existe q.t.p .. Também, se f:IRn -+ IRm é lipscitziana, então foo.: é absolutamente 
contínua. 
Definição 4.3.2. O conjunto das funções quadrado integráveis de 1=[0,1] em JRn será denotado 
por Ho(I, JRn) (ou também L 2(I, JRn)). H 0 (I, JRn) é um espaço vetorial com as operações usuais e 
se torna um espaço de Hilbert (módulo ser igual q.t.p.) com o produto interno 
< a,(3 >o= fo1 < a(t),(3(t) > dt 
Também definimos H 1 (I, JRn) como sendo o conjunto das funções absolutamente contínuas cujas 
derivadas estão em Ho(I,JRn). H 1 tamém é um espaço de Hilbert com o produto interno 
< a,(3 >1=< a(0),(3(0) > + < a',(3' >o 
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Lema 4.3.1. A aplicação !Kn x H0 (I,JRn) -7 H1(I,!Kn), (x,a) >--+ /3, onde f3(t) = x+ I;a(s)ds é 
uma isometria bijetiva. 
Considere a aplicação 
e defina H](I,JE.n) ={a E H 1;a(O) = a(l) = 0}. Temos de imediato a 
Proposição 4.3.1. D é um operador linear limitado de norma 1, H] é um subespaço vetorial de 
codimensão 2n em H 1 e D leva H] sobrejetiva e isometricamente no subespaço de Ho formado 
pelas funções g que I01 g(t) dt = O, ou seja, no complemento ortogonal das funções constantes em 
Ho(I, Rn). 
Proposição 4.3.2. Se a E H] e f3 é absolutamente contínua então 
11 < f3' (t), a(t) > dt =< /3, -Da >o 
Dem.: A função t >--+< f3(t), a(t) > é absolutamente contínua e tem derivada < f3'(t), a(t) > + 
< f3(t),a'(t) >. Agora é só lembrar que uma função absolutamnte contínua é a integral de sua 
derivada e que < f3(t), a(t) > se anula nos estremas. 
Proposição 4.3.3. A inclusão C0 (I, JE.n) '-* H0 (I, Rn) é contínua. 
Teorema 4.3.4. (Desigualdade de Sobolev) : Para a E H 1(I, !Kn) vale 
lla(t)- a(s) li < [t- s[ 112 lla'llo::; lt- sl 112 llalll 
D 
Dem.: Seja X a função característica do intervalo [s,t]. Temos llxiiÕ = I01 x2 =I: 1 = t- se então 
lla(t)- a(s)ll = li I: a' li= I! f~ xa'll S:: lt- s[112Jia'llo-
D 
Corolário 4.3.4.1. llalloo $ 2[Jalll 
Dem.: lla(t)ll S:: lla(O)II + lla(t)- a(O)II S:: llall1 + [t[112 Jialh S:: 2[ialll· 
D 
Proposição 4.3.5. Seja S c H 1 limitado. Então S tem fecho compacto em C0 (I, !Kn), conse-
quentemente também o tem em Ho. 
Dem.: Usando o teorema de Arzela-Ascoli, basta provarmos que S é limitado e equicontínuo em 
C 0 Pelo último corolário já vemos que S é limitado na norma lllloo· A equicontinuidade segue da 
desigualdade de Sobolev. A última afirmação segue direto da proposição 4.3.3. 
D 
Proposição 4.3.6. Se f:Rn -7 !Km é ck+2 então a função 
f: H1(I,Rn) -7 H1(I,!Km) 
f o a 
é Ck Além disso, para 1 ::; i ::; k temos 
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A demonstração é conseqência do seguinte lema : 
Lema 4.3.2. Seja F:IRn -+ Lk(IRn,IRm) uma função C 1 Podemos definir um função contínua, 
F: H,(l,IRn) -+ Lk(H,(I,'il.n),H1(I,W.m)), dada por F(o:)(f31, ... ,/3k)(t) = F(o:(t))(f31(t), ... ,/3k(t)). 
Se F for C 3 então P é C1 e dF = dF 
Dem.: Observe que 
k 




11 (F( a)(f31' · · · 'Pk) )' ( t) li S: IJdFa(t) lllla' ( t) 1111!31 ( t) li .. · llf3k (t) 11 + L IIF(a(t)) 1111/31( t) li .. · llf3k( t) 11 
i=l 
Como 11/3;11= S: 2llf3di1, segue que 
li (F( a)((31, .. ·, .Bk) )' ( t) I lo S: 2k P(a) 11!31111 · .. llf3k ih 
onde P(a) = sup lldFa(tJIIIIa'(t)llo + ksup IIF(a(t))ll· Além disso, também 
li F( a)((31, ... , Pk) li= ::: 2k sup li F( a(t)) llllf31ll1 .. · llf3k ll1 
Logo temos 
IIF(a)(f31 •... , .Bkllll:::; K(a)llf3dll· · ·IIM1 
segue que F(a.) E Lk(H1(I,1Rn);H!(I,IIl=)). Então tome p E H 1(I,1Rn). Temos 
li(F(a)- F(p))(f31, ... , Pk)lloo :::; 2k sup IIF(a(t))- F(p(t))llliM1 .. ·llf3kll1 
e, consequentemente 
ll((fr(a)- F(p))((31, ... ,(3k))'llo S: 2kM(a,p)llf31ll1 · · ·llf3kll1 
com M(a, p) = sup lldFa(t) lllla'- p'llo +sup lldFa(t)- dFp(t) IIIIP'IIo +sup IIF(a(t))- F(p(t))ll· Então 
IIF(a)- F(p)ll:::; K(a,p) 
onde a norma é a de Lk(H1 (I, IRn); H1 (I, JR.m)) e K(a, p) -+O se forem a O sup IIF(a(t))- F(p(t))ll, 
supiJdFa(t)- dFp(t)ll e lia'- p'llo· Mas, se p-+ a em Hl(I,IRn) =? lia'- p'llo S: lia- Pll1 vai 
a O e p -+ a uniformemente. Logo, como F e dF são contínuas, também F(p(t)) -+ F(a(t)) e 
dFp(t) -+ dFa(t) uniformemente, logo, P é contínua. 
Suponha agora que F é C3 . Usando o teorema do valor médio, obtemos uma função C 1, 
R: IRn-+ L2(11ln;Lk(JRn,IRm)), tal que, se x = p +v, então F(x)- F(p)- dFp(v) = R(x)(v,v). 
Assim, 
é contínua (pela la parte da demonstração) e, se a ex =a+ p estão em H 1(I,1Rn) temos que 
F(x)- F( a)- dFa(P) = R(x)(p,p). Logo Pé diferenciável com dF = dF. Usando novamente a 
1 a parte da demonstração segue que p é C 1. 
o 
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Proposição 4.3. 7. Escreva ~~tn+m = lltn Ef) Rm. A função 
é uma isometria sobrejetora 
H,(I,Rn) X H 1 (I,Rm) 
(a, /3) 
Definição 4.3.3. SeM for uma variedade C 1 de dimensão finita, definimos H 1 (I, M) como sendo 
o conjunto das funções contínuas a : I -+ M tais que c.p- 1 o a seja uma função absolutamente 
contínua com li( c.p- 1 o a)' 11 E L2 para toda carta c.p. SeM for C2 e a E H1 (I, M) definimos 
Para x,y E M definimos 
A(M;x,y) ={a E H1(I,M);a(O) = x,a(1) = y} 
e se a E A(M; x, y) 
A(M;x,y), {,8 E HI(I,M),;,B(O) = Ox,,6(1) = Oy} 
Observação: Veja que H,(I, }vf), se torna um espaço vetorial com as operações pontuais e que A(M, x, y), 
é um subespaço de H1(I,M),. 
Proposição 4.3.8. Suponha que M seja um Ck+4.variedade fechada em lltn, (k :C: 1). Então 
H,(I,M) é formado pelas funções a E H 1(I,Rn) tais que a(I) C Me é uma Ck·subvariedade 
fechada de H1(I, Yi?.n), assim como A(M; x, y) é uma Ck·subvariedade de H1(I, M). O espaço 
tangente TaHl(I,M) é H,(I,M)a que coincide com o espaço {,6 E Ht(I,Rn);,B(t) E T~(t)M}. 
Também, Taii.(M,x,y) = A(M,x,y)., que é o espaço {!3 E H1 (I,M)a;i3(0) = /3(1) 0}. 
Dem.: É claro que HI(I,M) ={a E H1(I,Rn);a(I) C M} assim como H 1(I,M)a e A(M;x,y)a 
são os conjuntos ditos. Sendo M fechada em ~~tn segue que H1(I,1Vf) é fechado em C0 (I,Yi?.n) e, 
consequentemente, também em H,(I,lltn). Analogamente, A(M;x,y) é fechado em H1(I,Rn) e 
H 1(I,M)a e A(M;x,y)a são subespaços fechados de H1(I,Yi?.n). Como M é ck+4 , existe uma 
métrica ck+3 em Rn na qual M é totalmente geodésica. Seja então E : lltn x lltn -+ Rn a aplicação 
exponencial correspondente, i.e., t o-+ E(p, tv) é a geodésica por p com velocidade v. E é uma 
aplicação Ck+2 . Tome a E H1(I,M) e defina 'P: H 1(I,Yi?.n)-+ H1(I,Rn) por 
c.p(;3)(t) = E(a(t),p(t)) 
Então 'P é Ck (proposições 4.3.6 e 4.3. 7) e c.p(O) = a. Além disso, usando a proposição 4.3.6, 
temos dc.po(,B)(t) = dE~(t)(p(t)) onde E''"('l(v) = E(a(t),v). Como dE~(t) é a identidade segue 
que 'P leva uma vizinhança do O de H 1 (I,lRn) Ck·difeomorficamente numa vizinhança de a. Sendo 
M totalmente geodésica tem-se que, se ;3 está próxima de O, então c.p(p) E H1 (I, M) se, e só se, 
,8 E H1(I,M)a e, analogamente, se a E 1\.(M;x,y), tem-se c.p(p) E A(M;x,y) <* p E A(M;x,y)a· 
Assim 'P nos fornece uma carta local para uma vizinhança de a que é a restrição de uma Ck·carta 
para H1 (I, lltn) e o resultado segue. 
o 
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Corolário 4.3.8.1. Se M e N forem ck+4-subvariedades de JR.n e !Rm respectivamente e f:M -+ N 
for uma função Ck+4, a função j: H1(I,M)-+ H1(I,N) definida por }(),)(t) jo>.(t) é Ck e sua 
diferencial é d}a(J3)(t) = dfa(t)(;3(t)) 
Observação: Veja que f leva A(M;x,y) em A(N;j(x),f(y)). A aplicação (M,f) >-+ (H1(I,M),/) é um 
funtor da categoria das Ck+4_variedades de dimensão finita na categoria das Ck-variedades de Hilbert. 
Definição 4.3.4. SeM for uma Ck+4.variedade de dimensão finita definimos a ação integral de M 
por 
L(a) = ~ llla'(t)ll 2 dt 
para a E H1(1,M). 
Proposição 4.3.9. Considere uma ck+4-isometria local f:M-+N. Então LM = LN o f. 
Dem.: }(a)' (t) = (f o a)' (t) = dfa(t) (o/ (t)). Como dfa(t) é uma isometria segue que ll}(a)'(t)ll = 
lla'(t)ll· 
Corolário 4.3.9.1. SeM é subvariedade de N LM = LNIH,(I,M)" 
Corolário 4.3.9.2. SeM for subvariedade fechada de JR.n, L( a)= ~IIDaiiÔ é Ck 
Corolário 4.3.9.3. SeM for uma Ck+4 -variedade completa de dimensão finita, L é Ck. 
o 
Dem.: Basta mergulhar M isometricamente em algum JR.n, o que é possível por um teorema de 
Nash. 
Se N C M é uma subvariedade fechada sendo M completa e considerarmos em N a estrutura 
riemanniana induzida de M, dados x, y E N ternos naturalmente que PN(x, y) ;::: PM(x, y). Logo, se 
{xn} for uma sequência de Cauchy em N, {xn} converge em Me, consequentemene em N, pois N 
é fechada. Ou seja, N também é completa. Isto nos leva à 
Proposição 4.3.10. Se M for urna subvariedade Ck+4, k ;::: 1, de !Rn temos que H 1 (J, M) é uma 
Ck·subvariedade completa de H1(I,JR.n). 
Proposição 4.3.11. Se M é uma Ck+4 -subvariedade de JR.n e x, y E M, o conjunto A(M; x, y) é 
urna translação de Hí (I, !Rn) e A(M; x, Y)a C Hí (I, JR.n) 
Dem.: A segunda afirmação segue direto da definição de A(M;x,y)a· Agora se a,;3 E A(M;x,y) 
temos (a - ;3) (O) = (a - ;3)( 1) = O de onde segue a primeira afirmação. 
o 
Corolário 4.3.11.1. Se olharmos A(M; x, y) como subvariedade de H I( I, JR.n), o produto interno 
<,>a em A(M; x, Y)a é dado por < ;3, "f >a=< D;3, 1 >o. 
Corolário 4.3.11.2. SejaS subconjunto de A(M;x,y) onde LM é limitado. Então Sé totalmente 
limitado em C 0 (I,!Rn) e em H0 (I,JR.n). 
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~[[Daf[Õ, logo [[Da[[ é limitado em S. Como A(M;x,y) é um transladado de 
Hj(I,!Rn) e D é uma isometria ali, segue que Sé limitado em H1(I,IRn). Agora o resultado segue 
pelos corolários da desigualdade de Sobolev. 
o 
Corolário 4.3.11.3. Se {ai} for uma sequência em A(M;x,y) com [[D(ai- aj)[[o-+ O quando 
i,j-+ oo, ela converge em A(M;x,y). 
Dem.: Como Oi- aj E Hj(l,!Rn) segue que {ai} é de Cauchy em HI(I,!Rn). Mas A(M;x,y) é 
fechada em H,(I,!Rn). 
o 
Definição 4.3.5. Se a E A(M;x,y) definimos ah como sendo a projeção ortogonal de Da no 
complemento ortogonal de D(A(M;x,y)a) em H0 (I,!Rn). 
Proposição 4.3.12. Seja M uma Ck+4_subvariedade de !Rn e considere L a restrição de LM a 
A(M; x, y). Olhando para A(M;x, y) como subvariedade riemanniana fechada de H1(I, !Rn), para 
cada a E A(M; x, y) podemos caracterizar \7 L(a) como sendo o único elemento de A(M; x, y)a que 
é levado por D em Da- ah Além disso, ff'VL(a)fla =[[Da- ah[[o. 
Dem.: Como i\.(M; x, y) é fechado em H 1 (I, !Rn) e está incluído em Hj(I, Jlf:n ), segue da proposição 
4.3.1 que D leva A(M; x, y)a isometricamente em um subespaço fechado de Ho(I, !Rn). Assim, como 
Da- ah é ortogonal ao complemento ortogonal de D(A(M;x,y)0 ), é da forma D(3 para alguma 
(3 E A(M; x, Y)a e, como D é uma isometria em A(M; x, y)0 , (3 é única e lff3lla = [[Df3flo = 
lfDa- ahlfo. Então será suficiente provar que dLaP =< (3,p >a onde p E A(M;x,y)a, ou ainda, 
pelo corolário 4.3.11.1, que dLaP =< D(3, Dp >o= <Da- ah,Dp >o. Mas, pela definição de ah, 
temos< ah,Dp >o= O. Agora LJRn(!) = !fh·f[Õ => dLJRn(a)p =< Da,Dp >o para p E HI(I,!Rn). 
Como L é a restrição de LJRn a A(M; x, y) estamos feitos. 
o 
Definição 4.3.6. Denotemos por P(x), P:M-+ L(IRn,IRn), a projeção ortogonal de !Rn em TxM. P 
é uma aplicação Ck+3. Se A(M;x,y)a for o fecho de A(M;x,y)a em Ho(I,!Rn), denotaremos por 
Pa a projeção ortogonal de Ho(I,!Rn) em A(M;x,y)a· 
Proposição 4.3.13. Se a E A(M;x,y),A(M;x,y)a = {(3 E H0 (I,!Rn);(3(t) E Ta(t)M q.t.p. }. Se 
(3 E Ho(I,!Rn),Pa(f3)(t) = P(a(t))(3(t). 
Dem.: Defina a seguinte aplicação linear em H0 (I, !Rn), rr0 (3(t) = P(a(t))(3(t). Como para cada 
t P(a(t)) é uma projeção ortogonal, segue-se que rr0 é uma projeção ortogonal diretamente da 
definição do produto interno <,>o. Pela proposição 4.3.8 segue que 1fa leva Hj(I, !Rn) sobre 
A(M; x, Y)a, mas Hj(I, !Rn) é denso em H o (I, !Rn) => 7ra = P0 • Agora (3 E H o (I, IRn) é ponto fixo 
se, e somente se, (3(t) E Ta(t)M q.t.p .. 
o 
Corolário 4.3.13.1. Para a E A(M;x,y) temos Pa(HI(I,IRn)) = H,(I,M)a e Pa(Hj(I,IRn)) = 
A(M;x,y)a· 
Corolário 4.3.13.2. < ah,DPaf3 >=O para (3 E Hj(I,!Rn). 
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Corolário 4.3.13.3. FaDa= Da 
Dem.: Pois (Da)(t) = a'(t) E Ta(t)M sempre que existir a', então Da E A(M; x, y)a· 
Lema 4.3.3. Seja TE Ho(J,L(IRn,IRm)) e defina para cada a E Ho(I,iRn) uma função 
T(a): I-+ iRm por T(a)(t) = T(t)a(t) 
Temos 
1. T é um operador linear contínuo de Ho(I,iRn) em L1 (I,JRm). 
2. Se T, a forem funções absolutamente contínuas, T(a) e (T(a))' também o são. 
Dem.: Suponha n = m = 1. Então (1) é consequência imediata da desigualdade de Schwartz. (3) 
segue de (2) que por sua vez segue do fato que (Ta)'(t) = T'(t)a(t) +T(t)a'(t). Em dimensão mais 
alta basta olhar coordenadas. 
o 
Consideremos as funções Ga E Hl(I,L(JRn,JRn)) e Qa E Ho(I,L(iRn,iRn)) dadas por Ga = Poa 
e Qa = G~. Ternos 
Proposição 4.3.14. Sejam a E A(M;x, y) e f3 E H 1(I,1Rn). Então (DPa-PaD)f3(t) = Qa(t)f3(t). 
Se f E Ho(I,JRn) defina 
g(t) = l Qa(s)f(s)ds 
Assim, se f3 E H{ (I, JPI.n) vale 
< j, (DPa - PaD)f3 >o=< g, -Df3 >o 
Dem.: Corno Paf3(t) = Ga(t){3(t) e Pa(Df3)(t) = Ga(t)f3'(t) =? (DP,- P,D){3(t) = Q,(t){3(t) 
(lema 4.3.3). Também s-+ Qa(s)f(s) é sornável de modo que g é absolutamente contínua. Agora 
observe que, como G,(t) = P(a(t)) é auto-adjunta para todo t, Qa(t) = G~(t) é auto-adjunta 
sempre que for definida, logo 
< J, (DF a - PaD)/3 >o= f < f(t), Qa(t)j3(t) > dt = f < Qa(t)j(t), ,6(t) dt =f < g' (t)j3(t) > dt 
Assim, se f3 E H{ (I, iRn), a proposição 4.3.2 diz que 
<f, (DPa- PaD)f3 >o=< g, -Df3 >o 
o 
Proposição 4.3.15. Paah é absolutamente contínua e (Paah)'(t) = Qa(t)ah(t). 
Dem.: Se f3 E Hj(I,JPI.n) temos 
< Paah, Df3 >o=< ah, PaDf3 >o=< ah, (PaD- DPa)f3 >o 
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pois< d',DP,/3 >=O. Logo, pela proposição anterior,< P,d',D/3 >o=< g,D/3 >o onde g é 
Então P,ah - g é ortogonal a D(Hi(I, JFtn)) e a proposição 4.3.1 diz que P,ah- g é constante. 
Como g é absolutamente contínua, P,ah também o é e ambas têm a mesma derivada. Mas g'(t) = 
Qa(t)ah(t). 
D 
Teorema 4.3.16. Seja a E A(M; ,x, y) um ponto crítico de LM. Então a E ck+4 (I, M) e a"(t) 
é ortogonal a Ta(t)M para todo t. Reciprocamente, se cl for absolutamente contínua e a" for 
ortogonal a M q.t.p., então a é um ponto crítico de L. 
Dem.: A proposição 4.3.12 nos diz que se a for um ponto crítico de L então Da = ah Mas 
acabamos de ver que P,Da = Da =;. Pacxh = ah Logo a' é absolutamente contínua, em particular 
a é C1, e 
Agora, P é ck+3 e 
cx"(t) = Qa(t)a'(t) 




Assim, se a forCm,1:::; m:::; k+3, Q,(t) será em-! quejuntocomaequação (4.3.1) diz que a" será 
cm+l. Como já sabemos que a é C\ indutivamente obtemos que a é Ck+4. Para f3 E A(1vf; x, y), 
temos que Da.= ah é ortogonal a D/3. Como A(M; x, Y)a c Hí(I, IR.n) obtemos que a" é ortogonal 
a f3 através da proposição 4.3.2. Sendo {3 e a'' contínuas segue que< f3(t), a(t)" >=O. Agora, dado 
tE (0, 1) e v E Ta(t)M, existe f3 E A(M; x, Y)a com f3(t) =v. Novamente usando a continuidade de 
a" obtemos a ortogonalidade de a" em Ta(o)M e Ta(l)M também. 
Reciprocamente, se a E A(lvf;x,y) for absolutamente contínua com a" ortogonal a M q.t.p., a 
mesma proposição 4.3.2 nos diz que Da é ortogonal a D(A(M;x,y)a) =;.Da= ah Agora é só 
usar a proposição 4.3.12 novamente para concluir que a é ponto crítico de L. 
D 
Observação: Um resultado da geometria diferencial diz que uma curva a E C2 (J, M) é uma geodésica 
paraM se, e somente se, a" for ortogonal a M q.t.p .. Em particular concluímos que a E A(M;x,y) é ponto 
crítico de L ? for uma geodésica para M. 
Lema 4.3.4. Seja A C M um subconjunto compacto. Então existe uma constante K tal que 
[11Q,(t)f3(t)11 dt:::; KIIDailoll/3llo V a E Ho(I,IR.n) com a(I) C A e fJ E Hl(I,!Rn) 
Dem.: Considere o conjunto compacto A' de (1Rn) 3 consistindo das triplas (x, v, z) com x E A, 
v E TxM unitário e llzll = 1. A aplicação (x, v, z) >-+ lldPx(v)zll é contínua em A' e portanto 
limitada por uma constante K. Mas Qa(t) = dPa(t)(a'(t)) =;.jjQ,(t)f3(t)11 = lldPn(t)Ca'(t))f3(t)ll :::; 
Kjja'(t)llllf3(t)ll- Agora é só integrar e usar a desigualdade de Schwartz. 
D 
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Teorema 4.3.17. Suponha que S C A(M; x, y) seja tal que L seja limitado em Se infs IIV'L\1 =O. 
Então existe um ponto crítico de L aderente aS, em outras palavras, L satisfaz a condição (C). 
Dem.: Escolha sequência {ai} E S com 1\V'L(ai)lln, = \\Dai- a711o -"+ O. Como Pa, é uma 
projeção, ela preserva decrescimento de norma; então, usando o corolário 4.3.13.3 obtemos que 
IIPa, (Do:i- o:f)llo =liDai- Pa,a?\lo-"+ O (4.3.3) 
Além disso, S é totalmente limitado (corolário 4.3.11.2) e, assim sendo, podemos assumir que 
llai- ai li= ~O. Se provarmos que IID(o:i- aj)llo-+ O o resultado seguirá do corolário 4.3.11.3 e 
da continuidade de V' L. 
Agora IID(o:i -aj)\IÕ =<Dai, D(o:i- aj) >o-< Daj, D(ai- ai >o. Logo, basta mostrar que 
< Dai,D(ai - aj) >o-+ O. Mas 1\Do:il\2 = 2L(ai) é limitado e, portanto, também é limi-
tado 1\D(o:i - O:j)\lo- Assim, devido à equação (4.3.3), será suficiente verificarmos que de fato 
< Pa, af, D (O: i - ai) >o-+ O. Então, usando as proposições 4.3.15 e 4.3.2 temos 
I< Pa,af,D(ai -aj) >I= I f< Qa,(t)af(t),ai-aj >o dtl:s; \\ai aj\loo [ IIQa,(t)af(t)jjdt 
e então basta mostrar que f~ IIQ0 , (t)o:f(t) li dt é limitada. Seja A um compacto tal que ai (I) C A V i. 
Pelo último lema existe uma constante K com 
[ IIQa,(t)o:Í(t)ll dt .:S: KJ\Dai\lo Mil o 
Como 1\Do:ill é limitada assim como llo:fll (devido à equação (4.3.3)), estamos feitos. 
o 
4.4 Desigualdades de Morse 
Proposição 4.4.1. Sejam M uma variedade conexa 0 1 e f : M -+ R uma função 0 1 não constante. 
Se K for o conjunto dos pontos críticos de f tem-se j(K) = j(oK). 
Dem.: Tome y E K e escolha x E M regular tal que f(y) "I f(x). Considere também uma curva 
0 1 ligando y a x, digamos a, e defina g(t) = f(a(t)). Como g não é constante, g'(t) = dfa(t)oi(t) 
não é identicamente nula, logo a imagem de a não está contida em K. Seja to = inf { t; o:( t) f/; K}. 
É claro então que a( to) E 8K e, como g'(t) =O se t .:s; t0 , j(y) = f(a(to)). 
o 
Proposição 4.4.2. Se f é uma função real 0 1 numa variedade riemanniana 0 1 M que satisfaz a 
condição (C) e K é o conjunto dos pontos críticos de f, flaK é própria. 
Dem.: Tome a .:S: b E R e uma sequência {xn} C 8K com a .:s; f(xn) .:s; b. Queremos provar que 
{xn} possui subsequência convergente. Escolha uma sequência {Yn} C M\K tal que 
I IV' f(Ynlll .:S: 1/n a- 1 < f(yn) < b + 1 
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onde p é métrica de M. Pela condição (C) existe subsequência de {Yn} que converge para um ponto 
crítico de f, mas então a subsequência correspondente de {xn} também convergirá. 
o 
Observação: No caso de pontos críticos não degenerados temos K = 8K. Vale a pena observar que a 
proposição 4.4.2 também vale para !IK que no caso de pontos críticos não degenerados não faz a mínima 
diferença. Porém, como no capítulo 6 estaremos trabalhando comm pontos críticos possivelmente degenera-
dos e, portanto, não necessariamente isolados, já deixamos estes resultados preparados aqui. 
Proposição 4.4.3. Sejam M uma C 2-variedade riemanniana conexa e completa e f, também C2, 
uma função real em M satisfazendo (C). Se f for limitada inferiormente ela assume seu mínimo. 
Dem.: Seja 5 o ínfimo de f. Dado é> O escolha x E M com f(x) < J +c e considere uma curva 
integral maximal de 'V f por x, a: (a, b) -+ M . De acordo com a proposição 4.2.2, a = -oo e a 
tem um ponto crítico de f como ponto de acumulação quando t -+ a. Chame y tal ponto crítico. 
Como f o a é não decrescente segue que f (y) < J + é. Suponha sem perda de generalidade que f é 
não constante (se for, não há nada a fazer), então existe z E 8K com f(z) = f(y). 
Usando este argumento, encontre sequência { zn} E 8K tal que i5 :':: f(zn) :':: i5 + lfn. Sendo 
f própria se restrita a 8K, teremos subsequência de {zn} convergindo para um ponto zo E 8K. 
Obviamente j(zo) = !5. 
o 
Corolário 4.4.3.1. Suponha queM não seja conexa. Se K tiver interior vazio f assume seu limite 
inferior. 
Dem.: Ache, em cada componente conexa de M, um ponto de K = 8K onde f assume seu mínimo. 
Agora monte com estes pontos uma sequência {xn} tal que ó :':: f(xn) :':: J + 1/n. Novamente 
teremos subsequência convergente. 
o 
Corolário 4.4.3.2. Se M for C6-variedade riemanniana completa a ação integral i assume seu 
ínfimo em cada componente conexa de A(M;x,y) assim como em A(M;x,y). 
Dem.: A condição (C) é satisfeita e os pontos críticos de i!A(M;x,y) são geodésicas. Agora é fácil 
obter elementos de A(M; x, y) não parametrizados proporcionalmente ao comprimento de arco e 
arbitrariamente próximos de um ponto crítico apenas fazendo pequenas variações no parâmetro. 
Logo o conjunto dos pontos críticos tem interior vazio. 
o 
Teorema 4.4.4. Dada uma C 6-variedade riemanniana completa e uma classe de homotopia de 
caminhos ligando x a y em M, existe uma geodésica nesta classe cujo comprimento é menor ou 
igual ao de qualquer caminho absolutamente contínuo ligando x e y na mesma classe. De fato, 
existe uma geodésica cujo comprimento é p( x, y). 
Dem.: Dado um caminho absolutamente contínuo a: [0, 1]-+ M ligando x e y, a desigualdade de 
Schwarz nos diz que L( a) = J01 lla'll :':: j2f(dj. Além disso, a igualdade ocorrerá se, e somente 
se, jja1 jj for constante. Por outro lado, sempre podemos reparametrizar a proporcionalmente ao 
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comprimento de arco obtendo a E A(M; x,y). Como o comprimento e a classe de homotopia não 
mudam com reparametrizações vemos que, se L assumir seu ínfimo numa geodésica a, então, entre 
todos os caminhos absolutamente contínuos ligando x e y na mesma classe de homotopia de a, a 
terá o menor comprimento. 
D 
Definição 4.4.1. Dado um par de espaços topológicos (X,Y), diremos que o par é admissível se 
Hk(X, Y) tiver dimensão finita e, a menos de um número finito de índices, Hk(X, Y) =O, onde H* 
é o funtor de homologia sobre um corpo nc. 
Observação: Dada uma trinca de espaços, é consequência imediata da sequência exata longa de homologia 
da trica que, se (X,Y) e (Y,Z) forem pares admissíveis, então (X,Z) também é. 
Definição 4.4.2. Uma função inteira S sobre pares admissíveis de espaços é dita sub·aditiva se 
S(X, Z) S: S(X, Y) + S(Y, Z). Se valer a igualdade sempre diremos que Sé aditiva. 
Observação: É claro que se X 0 C · · · C Xn, (X1,X1_ 1) for admissível e S for subaditiva teremos 
S(Xn, X o) S: L; S(X;, X,_;) e a igualdade valerá casoS seja aditiva. 
Definição 4.4.3. Para cada inteiro k e par admissível de espaços definimos 
oc 
Rk(X, Y) = dimHk(X, Y) Sk(X, Y) = 2:) -I)k-mRm(X, Y) x(X, Y) = 2:) -Ir Rm(X, Y) 
o 
x é chamada de característica de Euler do par (X,Y). 
Lema 4.4.1. Rk e Sk são subaditivas enquanto x é aditiva. 
Dem.: Tome uma trinca de espaços (X,Y,Z) tal que (X,Y) e (Y,Z) sejam admissíveis. Da sequência 
exata longa de homologia da trinca 
.. ·-+ Hm(Y, Z) ~ Hm(X, Z) im Hm(X, Y) àm Hm-l(Y, Z)-+ · .. 
obtemos as 3 sequências exatas curtas 
de onde 
O-+ Im(im) --+ Hm(X, Z) -+ Im(jm)-+ O 
O-+ Im(jm) --+ Hm(X, Y)-+ Im(&m)-+ O 
Rm(Y, Z) = dim Im(&m+ll + dim Irn(im) Rm(X, Z) = dim Im(jm) + dim Im(im) 
Rm(X, Y) = dim Im(&m) + dim Im(}m) 
e consequentemente 
Rm(X, Z)- Rm(X, Y)- Rm(Y, Z) =- ( dim Im(&m) + dim Im(&m+l)) 
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(*) 
Multiplicando(*) por (-l)k-m e somando sobrem de O a k chegamos em 
que é negativo pois âo =O. Analogamente, multiplicando (*) por ( -l)m e somando param E N 
obtemos 
x(X, Z) - x(X, Y) x(Y, Z) =O 
já que âk+ 1 = O para k suficientemente grande. 
o 
Considere então uma C2-variedade riemanniana completaM e uma função real f C1 satisfazendo 
a condição (C) e com pontos críticos não degenerados. Escolha -oo < a < b < oo valores 
regulares de f e sejam CJ < · · · < Cn os valores críticos de f em [a, b]. Escolha também a;'s com 
a = ao < c1 < a1 < · · · < Cn < an = b e defina X; = Ma,. Segundo o corolário 4.2.6.1 os 
pares (X;, X;_J) são admissíveis e o número de pontos críticos de índice k no nível c; é dado por 
Rk(Xi+l• X;). 
Teorema 4.4.5. (Desigualdades de Morse) : Usando a notação do parágrafo acima, seja Cm 
o número de pontos críticos de índice rn de f em f-1([a, b]) e Rm o m-ésimo número de Betti de 
(Mb, Ma)· Temos as seguintes relações 
k k 00 00 
L(-l)k-=R,. :S L(-l)k-mcm x(Mb,Ma) = L(-l)mRm = L(-WCm 
m=::O m=::O m=D 
Dem.: Basta ver que 
k n-l k I> -l)k-m Rm = Sk(Mb, Ma) :S L Sk(Xi+l,Xi) = L ( -l)k-mCm 
m=O m=O 
oo n-1 oo 
L(-l)mRm = x(Mb,Ma) = LX(Xi+l.X;) = L(-l)mcm 
m=::O i=O m=O 
o 
Corolário 4.4.5.1. Se f for limitada inferiormente as relações acima continuam válidas para Rm 
o m-ésimo número de Betti de Mb e C,. o número de pontos críticos de índice m de f em Mb· 
Dem.: Basta tomar a menor que o ínfimo de f. 
Corolário 4.4.5.2. Se f for limitada inferiormente, R;, for o m0 número de Betti de M e c;, for 
o número total de pontos críticos de índice m de f temos R;, ::; c;,. 
Dem.: Só é preciso mostrar o caso c;, < oo. Pelo corolário anterior temos Rm(Mb) ::; C!,r para 
todo valor regular b. Assim é suficiente provar que, se R;, 2 k =? Rm ( Mb) 2 k para algum b. 
Sejam h1, ... , hk elementos L.L de Hm(M) e z1, ... , Zk ciclos (singulares) que os representam. Seja 
C um subconjunto compacto de M que contem o suporte dos z;. Então, à medida que b -+ oo 
percorrendo os valores regulares de f, os interiores de Mb formam uma família crescente de abertos 
que cobrem M. Logo C C 1'vh para algum b e z1, ... , Zk são ciclos em Mb. Além disso, nenhuma 
cobinação linear não trivial deles pode ser homóloga a zero em Mb (caso contrário seria homóloga 
a zero também em M), consequentemente Rm(Mb) 2 k. 
o 
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5 Teoria de Lusternik-Schnirelman 
5.1 Variedades de Finsler 
Definição 5.1.1. Dada uma Ck+1-variedade Me um espaço de Banach F, considere uma Ck-
fibração M com fibra F. Uma função 11-11 : M --+ !R é dita uma estrutura de Finsler para M se, 
para cada x E M fixo, a aplicação (x,v) ~ ll(x,v)l\ for uma norma equivalente à de F (denote-a 
por llvllx) e se, para cada x EM e k > 1, existir vizinhança Ux tal que illvllx::; llvl!y :S kllvllx para 
todo y E Ux. Se N for uma norma compatível com a de !F, a função (x,v)--+ N(v) é chamada de 
estrutura de Finsler plana. 
Observações: 
o Uma estrutura de Finsler é claramente contínua 
• Equivalênica entre fibrações "transporta" a estrutura de Finsler 
• Se M1 e Mz forem fibrações sobre M com fibras !F1 e !Fz e 11-lh, ll-ll2 forem estruturas de 
Finsler, construímos uma estrutura de Finsler em L(M 1,M2 ) (que é a fibração induzida 
sobreM com fibra L(!Fl,Fz)) através da função ll(x,T)II = sup{\l(x,Tv)lld(x,v)lll = 1}. 
Consequentemente temos a estrutura de Finsler para o dual M' (fibra !F') dada por li (x, l)ll = 
sup{ll(v)l; ll(x,v)ll = 1} 
• Sejam p : M -+M uma fibração e {Oi, i E I} uma cobertura aberta de M com estruturas de 
Finsler 11-11 i para p -l (Oi). Se { 'Pj, j E .1} for partição da unidade dominada por {Oi} (diga 
supp(<pj) C Oi(j)), então L;3 ('Pj o p) 11-lli(j) é estrutura de Finsler paraM 
o Toda fibração sobre uma variedade paracompacta admite uma estrutura de Finsler 
Definição 5.1.2. Uma variedade de Finsler é uma C1-variedade com uma estrutura de Finsler 
sobre o fibrado tangente. 
Observação: Se (,) for uma estrutura riemanniana paraM então lle!12 = (e, e) define uma estrutura de 
Finsler em TM (e E TM). 
Vamos agora olhar os conceitos métricos em uma variedade finsleriana. 
Lema 5.1.1. Seja M uma Ck-variedade de Banach conexa e tome x, y E M. Então existe uma 
curva Ck, u: [a, b] --+M com u(a) = x e u(b) = y. 
Dem.: Defina x ~ y se o lema for verdade para x, y. Basta provar que ~ é uma relação de 
equivalência, pois então, cada classe de equivalência será aberta em M (todos os pontos numa carta 
ao redor de x serão equivalentes). Também são claras as propriedades de reflexividade e simetria 
de~. Então, sejam u1 : [0, 1/2] --+Me uz: [1/2, 1]--+ M com o-1 (1/2) = uz(l/2). Seja f:!R--+iR uma 
função eco não decrescente com f(O)=O, f(1)=1 e f(t)=l/2 se 1/4::; t::; 3/4. Defina o-: [O, 1] --+M 
{
ui(f(t)) , se O::; t::; 3/4 
por o-(t) = 
o-z(f(t)) , se 1/4::; t::; 1 
o 
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Definição 5 .1.3. Dada uma variedade de Finsler M e uma curva C1 , a : [a, b] -+ M definimos o 
comprimento de a,L(a), por 
L( a)= t lla'(t)ll dt 
Se x, y estão na mesma componente conexa de M definimos a distância entre x e y por 
p(x,y) = inf{L(a):a C1 ligando x a y} 
Observação: Observe que a função t >--+ lla'(t)ll é continua e, portanto, L(a.) é um número real não 
negativo bem definido e invariante por reparametrizações. Que p(x, y) é um número não negativo bem 
definido está claro pelo lema 5.1.1. 
Teorema 5.1.1. A função p acima define uma métrica em cada componente conexa de M que é 
compatível com a topologia de M e, portanto, é chamada de métrica de Finsler para M. 
Dem.: Que p é não negativa e simétrica está claro. Pela trivialidade local de TM, podemos 
considerar uma carta (U,<p) ao redor de x EM (<p- 1 (x) =O) e identificar TMI<p(U) com U x lF 
sendo que, para cada u E U, !l.!ll'(u) é uma norma admissível em IF. Dados r > O suficientemente 
pequeno e k > 1, podemos supor U = {v E IF; llvl!x < 2r} e íllv!lx ::; llvlll'(u) ::; k!lvllx para u EU. 
Assim, se a é uma curva C1 em <p(U) = U começando em O temos 
1b 11. 11. 1 L( a)= a lla'(t)lla(t)dt 2: k a lla'(t)llxdt 2: kll a a'(t) dtllx 2: klla(a)- a(b)llx = lla(b)llx 
Se a sair de U, existe um menor c E [a, b] com !la( c) llx = r, e então <>c = "'i[a,c] é uma curva em 
<p(U) e L( a) 2: L(ac) 2: ílla(a)- a(c)llx ;::: i· Logo, se a liga x a y e a sair deU, L( a) :2: i e se 
a permanecer em U, L( a) 2: iiY~lx. Ou seja, se y # x,p(x,y) 2: ímin{r, IIYIIx} o que prova que pé 
uma métrica em cada componente de M. 
Agora, considere sequência (yn) tal que p(x, Yn)-+ O. Em particular I!Ynllx-+ O e, como 11-llx é 
uma norma admissível em IF, Yn -+ x. Reciprocamente, se Yn -+ x, temos IIYnllx -+ O. Definindo 
<>n: [0, 1] -+ U por <>n(t) = tyn temos 
e p(x, Yn) -+ O. 
o 
Observação: Se cada componente de M for completa na métrica de Finsler, M é dita uma variedade de 
Finsler completa. 
Corolário 5.1.1.1. Toda variedade de Banach paracompacta é metrizável. 
Proposição 5.1.2. Se M é uma variedade de Finsler e N é uma subvariedade C 1 de M então 
lllllrN define uma estrutura de Finsler em N (chamada de estrutura induzida). SeM for completa 
e N for fechada em M então N é completa na métrica induzida. 
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Se M é urna variedade de Finsler C 1 e a : (a, b) -+ M uma curva C 1 em M definimos o 
comprimento de a por 
L( a) . lim ls lia'(t)ll dt 
r-+ a r 
s-+b 
Proposição 5.1.3. Sejam Me a como acima e suponha que L( a) seja finito. Então a imagem de 
a é totalmente limitada e, se M for completa, tem fecho compacto. 
Dern.: Análoga à da seção 3.3. 
Teorema 5.1.4. Seja X um campo de vetores c 1- definido numa subvariedade aberta N C M 
onde M é uma variedade de Finsler C 2 completa. Suponha que a : (a, b) -+ N seja urna curva 
integral maximal de X e que b < oo assim como Jg IIX(a(t))ll dt. Então a(t) tem um ponto de 
acumulação em M\N quando t -+ b. 
Dem.: Da proposição anterior sabemos que se Jg jjX(a(t))jjdt < oo a curva tem um ponto de 
acumulação x em M. Mas se b < oo a proposição 3.2.3 nos conta que x !f; N. 
o 
Corolário 5.1.4.1. Se N=M e X for limitado, qualquer curva integral de X está definida em R 
Se M é urna variedade de Finsler temos também uma estrutura de Finsler para T*M de forma 
natural dada por lilll = sup{jl(v)j; llvllx = 1} para l E T;M e v E TxM. Em particular, se f:M-+ iR 
é C 1 ex E M temos definida lidfxll· Mais ainda, lldfxll : M-+ iR é contínua. 
Definição 5.1.4. Sejam M uma variedade de Finsler, x E Me f:M-+ iR uma função diferenciável 
em x. Dizemos que X(x) E TxM é um pseudo-gradiente para f em x se 
L IIX(x)ll :::; 2lldfxll 
2. X(x)f := dfx(X(x)) 2 lidfxll 2 
Se X for um Ck-campo de vetores em N C M, X será dito um Ck-pseudo-gradiente para f em N se 
o for em cada ponto de N. 
Observações: É evidente que se M for variedade riemanniana o gradiente de f será um pseudo-gradiente. 
O conjunto dos pseudo-gradientes para f em x é um conjunto convexo de T xM· Se x for um ponto crítico de 
f então o único pseudo-gradiente de f em x é o zero. 
Se x não for um ponto crítico para f escolha u E TxM com llull = 1 de modo que para todo 
O< E< 1, dfx(u) 2 (1-t:)jjdfxll· Seja Ó > O e defina X(x) = ):+:~ lidfxllu. Então jjX(x)jj = ):+:~ lldfxll 
e X(x)f = J:+::lldfxlidfx(u) 2 (1 + J)jjdfxiJ 2 . Assim podemos ter !lXII tão perto quanto quisermos 
de lldfll e ainda termos X f> lldfll 2 
Lema 5.1.2. SeM for variedade de Finsler Ck+l, k 2 O, f for C 1 ex um ponto regular de f, existem 
uma vizinhança O de x em Me um Ck-pseudo-gradiente para f em O. 
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Dem.: Como observado acima, escolha X(x) de modo que IIX(x)ll < 2lldfx e X(x)f > lidfll2 . 
Se (<p, U) for uma carta em x, estenda X em <p(U) como o campo constante e defina o conjunto 
O= {y E <p(U);X(y)f > lldjy11 2 e IIX(y)li < 2lldfvll}. Como Xf,lldfll e IIXIi são contínuas em 
<p(U) segue que O é aberto. 
o 
Proposição 5.1.5. Sejam M uma variedade de Finsler C2 e f:M-+ JRC de classe C 1. Considere a 
subvariedade aberta N de M formada pelos pontos regulares de f. Então existe um pseudo·gradiente 
C 1- para f em N. 
Dem.: Para cada x E N tome Ox e Xx dados pelo lema 5.1.2. Como N é metrizável, ela admite 
partição da unidade C 1-, { cp;} tal que, para cada i, 3 X i E N com supp( cpi) c Ox,. Então o campo 
X Li <PiXx, é um pseudo-gradiente c 1 - para f. 
o 
5.2 Pontos Críticos e o Teorema do Minimax 
Começamos esta seção te-estabelecendo alguns resultados da seção 4.4, mantendo as demontrações 
essencialmente intactas : 
Proposição 5.2.1. Sejam M uma variedade de Banach conexa C1 e f : M -+ JR: uma função C 1 
não constante. Se K for o conjunto dos pontos críticos de f tem-se f (K) = f ( oK). 
Dem.: Como a da proposição 4.4.1. 
Teremos que fazer uma pequena alteração na definição da condição (C) 
Definição 5.2.1. Sejam M uma variedade de Finsler C1 e f:M-+JR: uma função C 1 Diremos 
que f satisfaz a condição (C) se dado um subconjunto Se M onde f é limitada inferiormente e 
inf{lldfxll; x E S} =O, então existe um ponto crítico de f aderente a S. 
Observação: Como para uma variedade riemanníana lldfll = li 'V fi I, essa nova definição é exatamente a 
mesma neste caso. 
Proposição 5.2.2. Se f é uma função real C1 numa variedade de Finsler C1 M que satisfaz a 
condição (C) e K é o conjunto dos pontos críticos de f, fi&K é própria. 
Dem.: Na demonstração da proposição 4.4.2 troque llvfll por lldfll e faça p ser a métrica de 
Finsler de M. 
Proposição 5.2.3. Sejam M uma C 2-variedade de Finsler completa e sem bordo. Considere uma 
função C 1 f:M-+JR: satisfazendo a condição (C) e X, um pseudo-gradiente C 1- para f em N, a 
subvariedade dos pontos regulares de f. Se a : (C, t+) -+ N for uma curva integral maximal de 
X e lim,_,,+ f(a(t)) < oo, então a tem um ponto crítico de f como ponto de acumulação quando 
t -+ t+. 
Dem.: Defina g(t) =f((a(t)). Temos 
g'(t) = dfa(t)<>'(t) = dfa(t)Xa(t);::: lldfa(t)ll 2 >O 
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então g é crescente e tem um limite L quando t -+ t+. Se L < oo, como 
g(t) = g(O) + fo' g'(s)ds;:: g(O) + [ lldfa(s)JI 2ds 
também teríamos ('+ 
Jo lldfa(s)ll 2ds < oo 
Se for t+ = cxo, a última desigualdade nos diz que inf{lldfa(t) li; t E [0, oo)} = O. Então, como, 
f(a(O)) ::; f(a(t))Vt, a condição (C) nos diz que a tem um ponto crítico de f como ponto de 
acumulação quando t -+ t+. 
Por outro lado, se fosse t+ < oo, usando a desigualdade de Schwarz obteríamos 
[+ lldfa(s)llds :'Ô t+l/Z ([+ lldfa(s)ll 2ds) 112 < 00 
Mas IIXa(t) li < 2lldfa(t) li =* Jt IIXa(s) li ds < oo e, consequentemente (teorema 5.1.4), a teria um 
ponto de acumulação em K quando t -+ t+. 
o 
Observação: Obviamente também temos que, se limt-+t- < oo,então a: tem um ponto crítico de f em sua 
aderência quando t -+ t-. 
Proposição 5.2.4. Sejam M uma variedade de Finsler C2 sem bordo, f:M-tiR uma função C 1 
satisfazendo a condição (C), X um pseudo-gradiente C 1- para f em N e a : (r, t+) -+ N uma 
curva integral maximal de X. Suponha que x seja um ponto crítico isolado de f que está na aderência 
de a quando t-+ t+, então lim,_,,+ a(t) = x. 
Dem.: Suponha que não, i.e., que existe uma vizinhança V de x e uma sequência tn -+ t+ tais 
que x seja o único ponto crítico de f em V e a(tn) !f: V. Seja U outra vizinhança de x com U C V. 
Dado t 1 < t+ com a(t1) E U, tome s'1 o menor dos t > t 1 tais que a(t) E âV. Tome também s1 o 
maior dos t < s~ tais que a(s) E âU, então a([s, s']) c V\U e p(a(s ), a(s')) ;:: p(âU, âV) = do > O. 
Indutivamente, podemos escolher tn+l > s~ com a(tn+l) E U e formar uma sequência de intervalos 
[sn,s~]. Como g =f o a é crescente, se sE [sn,s~] temos f(a(sl))::; f(a(s))::; f(x). Por outro 
lado, o fecho da Ua([sn, s~]) está contido em V\U, logo, não há pontos críticos de f em tal união. 
Assim, como f satisfaz a condição (C), devemos ter lldfa(s)ll ;:: d1 >O paras em algum [sn, s~]. 
Agora segue 
Mas, como vimos na demonstração da proposição 5.2.3, devemos ter Jt lldfa(s)ll 2ds < oo já que 
limt-;t+ f(a(t)) f(x) < oo. 
o 
De modo análogo à seção 4.4, obtemos os seguintes resultados 
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Proposição 5.2.5. Seja M uma C2-variedade de Finsler sem bordo e f C1 , não constante, satis-
fazendo (C). Se f for limitada inferiormente em uma componente conexa Mo, então f assume seu 
limite inferior em Mo. Se f for limitada inferiormente em M, ou existe uma sequência Mk de 
componentes conexas de Monde f é constante e limf(Mk) = inf f, ou f assume seu limite inferior. 
Dem.: Seja <lo = inf{f(x);x E Mo}- Escolha sequência Xn E Mo n 8K tal que f(xn) <li+ ljn. 
Então, como f é própria em 8K, existe uma subsequência de Xn convergindo, o que prova a primeira 
parte. Agora seja o= inf f e considere Pn E Mn tal que f(Pn) = inf{f(x); x E Mn}- Se f não for 
constante em Mn, podemos assumir que Pn E 8K e que limf(Pn) = o. Assim, novamente, existe 
uma subsequência de Pn que converge . 
D 
Proposição 5.2.6. SeM for variedade de Finsler Cl, f for função real C1 em M satisfazendo (C) 
e c for um valor regular de f que não está no interior do conjunto dos valores regulares, então existe 
um sequência Mk de componentes conexas de M com f constante em Mk e limf(Mk) =c. 
Dem.: ConsidereS {c E lR;:JMi componenteconexadeMondeféconstanteeigualac}. 
Então f(K) = S U f(8K). Assim, como f é própria em 8K, se c rf: f(K) não for ponto de 
acumulação de S, também não está na aderência de f(K). 
D 
Teorema 5.2. 7. Sejam M uma C 2-variedade de Finsler completa sem bordo, f uma função real 
c 2- em M satisfazendo a condição (C) e (a, b) um intervalo que não contenha valores críticos de f. 
Se c E (a,b), então W = f- 1(c) é uma C 2 -subvariedade fechada de Me existe um homeomorfismo 
C 1-, 'P : W x (a, b) -+ f- 1(a, b) tal que, para cada d E (a, b), a aplicação w -+ cp(w, d) é um 
homeomorfismo C 1- entre W e f- 1(d) sendo que, para d =c, ela é a identidade. 
Dem.: Que W é uma subvariedade C2 segue do corolário 3.4.3.1. Então seja X um pseudo-gradiente 
C 1- para f em N=M-K. É claro que O= f- 1 (a, b) c N. Tome w E W e a: (a,/3)-+ Na curva 
integral maximal de X tendo w como condição iniciaL Vejamos que para todo dE (a, b) existe um 
t0 E (a, ;3) tal que f(a(to)) = d. Aliás, tal to será único já que f o a é monótona (proposição 5.2.3). 
Mas de fato, suponha que c < de que não existe este t0 , então seria c= f(a(O)) ::; f(a(t)) < d 
para t E (0, ;3). Assim, pela proposição 5.2.3, existem tn -+ j3 e um ponto crítico p de f tais 
que a(tn) -+ p, logo, f(p) = limf(a(tn)) é um valor crítico de f e a < f(p) < b, contradição. 
Agora,sendo df e X C 1-, também Xf df(X) é C 1- e como X f> lldfll2 >O e t-+ l/t é coo 
para t # o, segue que it é c1- e, consequentemente, y = lft é um campo de vetores cl- em 
N. Seja {cpt} o grupo a um parâmetro definido por Y, i.e., para p E N, t-+ cp1(p) é curva integral 
maximal de Y com condição inicial p. Como Y é proporcional a X com fator de proporção não 
nulo, segue que 'Pt (p) é a curva integral maximal de X por p reparametrizada. De fato, como 
1,J(cp1(p)) = Yf = 1, a reparametrização é tal que f(cp,(p)) = f(p) +te, portanto, 'Pt(P) está 
definida para a- f(p) < t < b f(p). Então defina <p: W x (a, b)-+ O por <p(w, t) = 'Pt-c(w). Que 
'P é c 1- está claro, então é só observar que so(w, c) = w, f(<p(w, t)) = t =} w-+ <p(w, d) leva w em 
j-1(d) e que F: O-+ W x (a,b) dada por F(p) = ('Pc-f(p)(p),f(p)) é a inversa de <p. 
D 
Teorema 5.2.8. Considere uma C 2-variedade de Finsler sem bordo M e f uma função real C2 -
em M satisfazendo a condição (C). Tome -oo < a ::; b::; oo e suponha que não existam valores 
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críticos de f em [a, b] ( (a, b) se b = oo) e que a e b não sejam pontos de acumulação do conjunto 
S {c E lR; 3 Mi componente conexa de M onde f é constante e igual a c}. Então, existe uma 
homotopia cl-' H: M X [0, 1]-+ M, tal que, para algum E> O, valem: 
1. Para todos E [0, 1] ([O, 1) se b = oo), H, é um homeomorfismo c 1- de M em si mesma. 
2. H,(x)=xsexrf:f- 1(a 2E,b+2s). 
3. H o é a identidade. 
4. Se b< =,H1(f-1(-oo,b+E)) = f-1(-oo,a-r:). 
5. Para b = oo tem-se H 1(M) = f- 1 (-oo,a -2r:). 
Dem.: Pela proposição 5.2.6 existe e> O tal que f não possua pontos críticos em (a- 3E, b + 3c). 
Pelo teorema anterior, existe um difeomorfismo c 1- 'P: W x (a- 3c, b + 3c) -+ f- 1(a- 3E, b + 3E), 
onde W = f- 1 (a) e <p(W X {c})= r 1(c). 
Se for b = oo, defina H,(m) = m se f(m) $a- 2c e, se f(m) 2: a- 2E, como m <p(w, t) para 
um (w, t) com t 2: a- 2E, defina H,(m) = (w, t + s(a- 2E- t)). 
Se for b < oo, considere h : lR!. -+ lR!. a única função contínua que satisfaz : 
1. h(t) = t para t $ a- 2E e para t > b + 2E 
2. é linear em [a- 2t:,b+E] com h(b +c)= a-E 
3. é linear em [b +E, b + 2c] com h(b + 2t:) = b + 2c 
Defina H,(m) = m quando m f/: f- 1(a - 2E, b + 2c) e, quando m = <p(w, t), defina H,(m) = 
<p(w, t + s(h(t)- t)). 
o 
Teorema 5.2.9. Sejam M uma C 2-variedade de Finsler sem bordo, f uma função real c 2- em M 
satisfazendo (C) e Me= f- 1( -oo, c]. Defina Kc = K n f- 1(c), o conjunto dos pontos críticos no 
nível c. 
1. Se c for um valor regular de f e não estiver na aderência de S = {c E JR!.; 3 Mi componente 
conexa de M onde f é constante e igual a c}, então, para algum E > O, existe uma isotopia H 1 
de M com H1(Mc+el =Me-e· 
2. Se c> sup f(K), existe um retrato por deformação forte de M sobre Me-e. para algum E> O. 
3. Seja !C o interior de K\Kc. Se c não for ponto de acumulação de f(!C), existe vizinhança U de 
Kc arbitrariamente pequena e E > O tais que existe uma isotopia Ht de M com H1 (Mc+e \U) C 
Me-c· 
Dem.: A primeira afirmação segue do teorema anterior com a= b 
do teorema 5.2.8 com a = c e b = oo. Então mostremos a terceira. 
c e a segunda também segue 
Seja X um pseudo-gradiente 
C 1- para f em N, a subvariedade dos pontos regulares. Como na demonstração do teorema 5.2.7, 
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defina Y = J!1 , então Y é um campo C l- tal que Y f 1. Considere as vizinhanças abertas de 
K definidas por Vk = {x EM; lldfxll < 1/k}. É claro que Vk+l c Vk· Seja ,Pk: M--+ (0, 1] uma 
função 0 1- que vale O em Vk+l e 1 em M\Vk e defina Yk(x) = ,Pk(x)Y(x) para x E N e Yk(x) =O 
se X E vk+l· 
Observe que se Yk(x) f' O=? x f/; Vk+ 1 e lldfxli 2 1/(k+1). Logo, como X é um pseudo-gradiente 
para f, temos 
IW(x)ll = li x(x) 11 < 2lldfxli < 2(k + 1) 1 Xf(x) - lldfxll 2 -
e, consequentemente, Yk é limitado em M e seu grupo a um parâmetro 'Pkt está definido so-
bre !51. (corolário 5.1.4.1). Além disso temos p('fJka(x), 'Pkb(x)) $ 2(k + 1)lb- ai e em particular 
p(X,'fJkt(x)) $ 2(k + 1)ltl. 
Agora veja que f,f('Pkt(x)) = Yk('Pkt(x))f = ,Pk('Pkt(x))Yf = ,Pk('Pkt(x)). Portanto, f('Pkt(x)) 
é monótona não decrescente. Além do mais, se a$ b, f('Pkb(x))- f('Pka(x)) = J: ,Pk('Pkt(x)) dt =? 
f('Pka(P)) + b- a 2 f('Pkb(P)) 2 f('Pka(p)). Em particular, se 'Pkt(x) r/c Vk para a$ t $ b, temos 
f('Pkb(p))- f('Pka(P)) = b- a. Consequentemente, se {f(xn)} e {tn} forem sequências limitadas, 
a sequência {f('Pktn (xn))} é limitada. 
Considere 
Uk = {X EM; if(x)- ci < : 2 e 'Pkt(x) E Vk para algum tE(- : 2 ,0]} 
É claro que Uk é uma vizinhança aberta de Kc. Vejamos que para toda vizinhança U de Kc existe 
k tal que Uk c U. De fato, suponha sem perda de generalidade que U seja fechada e que nâo exista 
uk cu. Então tome uma sequêncía {xk} com Xk E uk e Xk rt u. Como if(xk) -cl < f,, f(xk)-+ c 
e, como por hipótese c não é um ponto de acumulação de K, para k suficiente grande, Xk não está 
no interior de K. Consequentemente, trocando Xk por um ponto próximo se for o caso, podemos 
supor que Xk não é um ponto crítico de f. Escolha tk E (-2/k2 ,0] de modo que 'Pktk(xk) E Vk. 
Então {f('Pkt• (xk)} é limitada. Além disso lldfYk 11 < 1/k onde Yk = 'Pktk (xk), logo, pela condição 
(C), existe uma subsequência de {'Pktk (xk)} convergindo para y E K. Então temos 
4(k + 1) 
p(xk,y) $ p(Xk>'Pktk(xk))+P('Pktk(xk),y) $ 2(k+l)!tki+P('Pktk(xk),y) $ k2 +P('Pkt.(xk),y) 
Assim, a subsequência correspondente dos Xk também converge para y. Mas f(y) = c=? y E Kc 
uma contradição pois x k r/c U. 
Finalmente vejamos que se O< E< ljk2, 'Pk- 1(Mc+e\Uk) C Me-<· Tome x E Mc+c\Uk. Então 
f(x) :s; c+ é< c+ l/k2 Como f('fJk_,(x)) é não crescente, podemos supor que f(x) >c -1/k2 e 
então if(x)- ci < 1/k2 e, pela definição de Uk> 'Pkt(x) rfc Vk para tE (-2/k2 ,0]. Assim 
2 1 f('Pk-1 (x)) $ f('Pk-2/k'(x)) = f(x)- k2 <c- k2 <c- é 
Agora é só lembrar que t-+ 'Pk-t é uma isotopia em M. 
o 
Definição 5.2.2. Seja :F uma família de subconjuntos de uma variedade de Banach M. :F é dita 
invariante por isotopias se, dado F E F e uma isotopia H,: M-+ M, H1(F) E :F. Neste caso, 
dada uma função f:M-+!51., definimos o minimax(f,:F) por 
minimax(f,F) = j~~sup{f(x); x E F} 
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ou equivalentemente 
minimax(f,.F) = inf{a E lR; 3 F E .F com F C Ma} 
Teorema 5.2.10. (Teorema do Minimax) : Sejam M uma C 2-variedade de Finsler completa 
e sem bordo e f:M-+lR uma função C2- satisfazendo (C). Suponha que .F seja uma família de sub-
conjuntos de M invariante por isotopias e que -oo < minimax(f,.F) < oo. Então, ou minimax(f,.F) 
é um valor crítico de f, ou existe uma sequência de valores críticos de Cn convergindo para o 
minimax(f,..F) e uma sequêncía Mn de componentes conexas de M tal que f(Mn) = Cn· 
Dem.: Suponha que a =minimax(f,.F) seja um valor regular, mas que não seja um ponto de 
aderência de S = {c E lR; 3 Mi componente conexa de M onde f é constante e igual a c}. Escolha 
!ô >O satisfazendo (1) do teorema 5.2.9 e F E .F com F C Ma+'· Então existe uma isotopia H1 de 
M com H 1(F) C 1Vfa-c· Como H1(F) E :F=? a:':: a- E, contradição. 
D 
5.3 Categoria de Lusternick-Schnirelman 
Definição 5.3.1. Seja X um espaço topológico. A categoria de Lusternik-Schnirelman de um 
subconjunto A de X é definida por 
cat(A,X) = min{n E N;3Fl, ... ,Fn, fechados e contráteis em X, tais que A C UF;} 
A categoria de X é definida por cat(X) = cat(X,X). 
Observação: Caso tal número não exista, cat(A,X) é dita infinita. 
As seguintes propriedades são imediatas da definição 
1. cat(A,X) = O {o} A = f/J. 
2. cat(A,X) = cat(.Ã,X) e cat(A,X) = 1 {o} Ã é contrátil em X. 
3. Se A for fechado, cat(A,X) = m <* A for a união de m fechados contráteis de X. 
4. Se A c B =:. cat(A,X):'õ: cat(B,X). 
5. cat(A u B, X):':: cat(A,X) + cat(B,X). 
6. Se A e B forem fechados e A for deformável em B, i.e., existe uma homotopia H: Ax [0, 1]-+ X 
tal que Ho é a inclusão de A em X e HI(A) C B, então cat(A,X):'õ:cat(B,X). 
7. Se h:X-+X for um homeomorfismo, cat(h(A),X) = cat(A,X). 
Definição 5.3.2. Um espaço metrizável X é dito uma retração absoluta se, dados um subconjunto 
fechado A de um espaço metrizável Y e uma função contínua f:A-+X, existir uma extensão de 
f definida em Y. X será dito uma vizinhança de retração absoluta se existir uma extensão de f 
definida numa vizinhança de A. 
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Notação: Escreveremos apenas que X é um AR (do inglês absolute retract) ou um ANR (absolute neigh-
bourhood retract) respectivamente. 
Observação: A definição usual requer que X seja separáveL Existe a noção local de AR e ANR, i.e., X é 
localmente AR (ANR) se cada ponto possuir uma vizinhança que é AR (ANR). 
Dados um ANR X ex E X, definaS como sendo o seguinte subconjunto fechado de X x [0, 1] : 
S = (Xx{O})U({x}x[0,1])U(Xx{1}). Definatamémf:S--tXpor f(y,O) = y,J(x,t) = f(y,1) = x 
e estenda f para uma vizinhança O de S. Chame de F tal extensão. Considere uma vizinhança V 
de x tal que V x [0, 1] C O, então Flvx[O,l] é uma contração de V em x, de modo que, todo ponto 
de um ANR X possui uma base de vizinhanças contraíveis em X. 
Definição 5.3.3. Dizemos que um subconjunto fechado A de um espaço metrizável X tem a pro-
priedade de estender homotopias em X com respeito a um espaço Y se cada função contínua 
f: (X x {O}) U (A x [0, 1]) -+ Y puder ser estendida a X x [0, 1]. Se isto ocorrer para todo espaço 
Y, diremos que A tem a propriedade absoluta de estender homotopias. 
Proposição 5.3.1. (Borsuk) : Sejam Y um ANR, X um espaço metrizável e A C X fechado. 
Então A estende homotopias em X com respeito a Y. 
Dem.: Chame T = (X x {O}) U (A x [0, 1]). Dada f : T -+ Y, seja F : U x [0, 1] --t Y uma 
extensão de f, onde Ué uma vizinhança deTem X x [0, 1]. Devido à compacidade do intervalo 
[0, 1], podemos achar uma vizinhança V de A tal que V x [0, 1] CU. Seja g: X --t [0, 1] uma função 
com suporte em V e tal que gJA = 1. Agora é só definir a extensão de f a X x [0, 1] por 
H(x, i)= F(x,g(x)t) 
o 
Proposição 5.3.2. Se X é ANR e A C X, existe uma vizinhança U de A com cat(U,X) = cat(A,X). 
Dem.: Só precisamos verificar o caso cat(A,X)= n < oo, pois, caso contrário, basta tomar U =X. 
Escreva A= A1 U· · ·UAn com Ai fechado e contrátil em X. Bastará encontrarmos vizinhanças Ui de 
Ai com cat(Ui,X) = 1 e tomar U = UUi. Então fixe i e considere uma deformação ft de Ai em um 
ponto x E X. Seja O uma vizinhança de x tal que Õ seja contrátil em X. Agora, usando a proposição 
5.3.1, estendemos f a uma homotopia H: X x [0, 1]-+ X. Temos Ai= f 1- 1(x) = f1 1(0) C H! 1(0). 
- l - - -Defina Ui de modo que Ui c F1- (O), logo, cat(Ui,X):Scat(Fl(U;),X):Scat(O,X)=l. 
o 
Definição 5.3.4. A dimensão de cobertura de um espaço X é o menor inteiro n tal que, dada 
uma cobertura aberta de X, existe um refinamento aberto com a propriedade de que a interseção 
de mais de n abertos distintos de tal refinamento é vazia. Se tal inteiro não existir a dimensão é 
definida infinita. 
Lema 5.3.1. Seja {Ui; i E I} (I é um conjunto de índices) uma cobertura aberta de um espaço 
paracompacto X. Existe um refinamento aberto localmente finito { Gt1 ; j E It}, l E N, tal que, se 
j # k, G1i n Gtk = 0. Se a dimensão de cobertura de X for n < oo podemos tomar It = 0 para 
l > n. 
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Dem.: A menos de um refinamento inicial podemos supor {Ui} localmente finito e, caso a dimensão 
de X seja n, que Ui, n · · · n Uin+l = f/J para distintos ik· Seja Iz o conjunto dos subconjuntos de I 
formados por l + 1 elementos. Considere uma partição da unidade { cpi} com supp( 'Pi) C Ui e, para 
j E h defina 
Gz, = {x E X; 'Pi(x) >O se i E j, e 'Pk(x) < 'Pi(x) se i E j, k 1/c j} 
Como perto de cada x apenas um número finito de cp;'s é não nula, segue que G1, é aberto. 
Também é claro que Gz, n Gz, = f/J e que Gz, = 0 para l > n. Como G1, c niEJUi, { G1,} é de fato 
um refinamento de {Ui}. Para ver que { Gz,} cobre X, tome xo E X e considere todos os índices 
i o, ... , iz, . .. Ím tais que 'Pik (xo) > O, ordenados de maneira que 
'Pio (xo) = · · · = 'Piz (xo) > 'Pil+ 1 (xo) 2: · · · 2: 'Pi= (xo) 
Assim xo E Gz{'o·····''J. Finalmente, se O é uma vizinhança de X tal que Ui nO i' 0 apenas para 
finitos índices i (seja I' o conjunto de tais índices), então G1, nO = f/J a menos que j c I'. Como 
tais j's são em número finito, { G11 } é localmente finito. 
o 
Proposição 5.3.3. Seja X um ANR conexo e A c X fechado. Então cat(A,X):Sdim(A) + 1, onde 
dim(A)= n denota a dimensão de cobertura de A. Em particular, cat(X):Sdim(X) + 1 
Dem.: Seja {Oi} uma cobertura aberta de A composta por abertos em A que são contráteis em 
X e seja { Gz, }, l = O, 1, ... , n, um refinamento de {Oi} como o do lema 5.3.1. Sendo X conexo e 
localmente conexo por arcos segue que X é conexo por arcos, assim, como G1J é contrátil em X, 
também o é Gz = UJEI,Gt1 • Considere {Uzj} uma cobertura de A por aberto de A tal que U11 c G1,. 
Então Az = UjEI,UJ, C Gt e, portanto, Az é contrátil em X e A= UA1. Como U1J são fechados em 
A e formam um conjunto localmente finito, temos que A1 é fechado em A e também em X. 
o 
Antes de provarmos os dois principais teoremas da seção vamos precisar dos quatro resultados 
abaixo. Só forneceremos a demonstração do quarto. Uma referência para estes e outros resultados 
relacionados é [2]. 
Teorema 5.3.4. Uma variedade C0 é metrizável se, e somente se, satisfizer o 1° axioma de enu-
merabilidade e for paracompacta. Mais geralmente, um espaço de Hausdorff é metrizável se, e só 
se, for localmente metrizável e paracompacto. 
Lema 5.3.2. Um retrato de um ANR, um subconjunto aberto de um ANR e a soma topológica 
de ANR's ainda são ANR's. 
Lema 5.3.3. Seja X um espaço métrico. 
1. Se X= X1 U X2 com Xi ANR aberto, então X também é ANR. 
2. Se X= X1 U Xz com Xi e X1 n X2 ANR's fechados, X também é ANR. 
3. Se X = Uj"' Xi com Xi ANR aberto, X é ANR. 
Proposição 5.3.5. Um espaço de Hausdorff paracompacto X que é localmente ANR é ANR, em 
particular, uma variedade metrizável é ANR. 
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Dem.: Sendo X localmente ANR ele é localmente metrizável e, pelo teorema 5.3.4, é metrizável. 
Considere uma cobertura aberta de X {Ui} formada por ANR's e tome um refinamento { Gt;} como 
no lema 5.3.1. Cada Gt; é ANR pois é aberto em algum Ui (lema 5.3.2). Assim, G, = UjEI,Gl; é 
soma topológica de ANR's já que a união é disjunta e, portanto, também é ANR. Agora X = U\"'G l 
é ANR pelo lema 5.3.3. 
D 
Observação: De maneira mais geral, um espaço metrizável é ANR se cada ponto possuir uma vizinhança 
homeomorfa a um subconjunto convexo de um espaço vetorial topológico real localmente convexo. 
Teorema 5.3.6. Sejam M uma C 2-variedade de Finsler completa sem bordo, f:M-+Jil: uma função 
c2- satisfazendo a condição (C), K o conjunto de pontos críticos de f, Ka = K n j- 1(a), Ka o 
interior de K\Ka e Ma = j-1(( -oo, a]). Suponha que todo a E Jll: não seja ponto de acumulação 
de j(Ka) e para cada inteiro positivo m :::; cat(M) defina 
em(f) = inf{a E iR:; cat(Ma,M)?: m} 
Então 
1. c1(J) = inf{j(x);x EM}. 
2. Cm(J) < Cm+l(f). 
3. Se -oo < em (f) < oo, em (f) é valor crítico de f. 
4. Se algum em (f) = oo, f é ilimitada em K e, consequentemente, K é infinito. De fato em (f) ?: 
sup{f(x); x E K}. 
5. Se O< m < n ::;cat(M) e -oo <c= Cm(J) cn(f) < oo =;. cat(Kc,M)?: n- m + 1, logo, se 
M for conexa, a dimensão de cobertura de Kc é pelo menos n - m. 
Dem.: 
1. Segue do fato de que cat(Ma,M)?: 1 se a> inf{f(x)}. 
2. Direto da monotonicidade de cat (. ,M). 
3. Considere :Fm ={F C M;cat(F;M)?: m}. Observe que Ma E Fm '*"' 3F E Fm com F C Ma, 
logo 
Cm(j) = inf{a E R; '3 F E Fm com F C Ma}= minimax(J,Fm) 
Como, dada uma isotopia H,, cat(H1(F),M) = cat(F,M), Fm é invariante por isotopias e o 
resultado segue pelo teorema do minimax 5.2.10. 
4. Se c > sup{j(x)}, existe é > O tal que cat(Mc-c.M) = cat(M) (teorema 5.2.8). Então, se 
m ::;cat(M), em (f)::; c- E'< c. 
5. O primeiro passo será provar que cat(Kc,M)?:cat(Mc+c.M) - cat(Mc-c.M) para algum é > O. 
Sendo M metrizável é ANR (proposição 5.3.5), então, pela proposição 5.3.2, existe uma vizi-
nhança de U de Kc tal que cat(U,M) = cat(U,M) = cat(Kc,M). Agora, usando o teorema 
5.2.9, existe uma isotopia H, de M com H 1 (Mc+e) C Me-c· Assim, 
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Usando a monotonicidade e sub-aditividade de cat(.,M) temos 
cat(Mc+"M) :0: cat(Mc+e U U,}lf):::; cat(Mc+c\U,M) + cat(U,M)::; cat(Mc+c.M) + cat(Kc.M) 
Sendo c= c,(f) =;. cat(M,+,,M) ;:o: n e sendo c= em(!) =;. cat(M,_,,M) ::; m- 1. A 
última afirmação agora segue da proposição 5.3.3. 
o 
Teorema 5.3. 7. Se M é uma variedade de Finsler C2 completa e sem bordo e f é uma função 
real C2- em M satisfazendo (C) que é limitada inferiormente (ou superiormente), então f tem pelo 
menos cat(M) pontos críticos. 
Dem.: Podemos supor que nenhum c E lR é ponto de acumulação de f(Kc), pois, neste caso, f 
teria infinitos pontos críticos e o teorema estaria trivialmente comprovado. Analogamente, pelo 
teorema anterior, podemos supor que crn(f) < oo para m ::; cat(M). Também basta provarmos 
para f limitada inferiormente, se não for use -f, e assim -oo < c1 (f) e -oo < em < oo para 
m = 1, 2, ... , cat(M). Mostraremos indutivamente que existem pelo menos m pontos críticos de f 
em M,=Cf)· O caso m = 1 sai direto do teorema 5.3.6 (1), então suponha que existem pelo menos 
k pontos críticos em Me, (f) para k ::; n. Se Cn (f) # Cn+l (f), a parte (3) do teorema 5.3.6 nos 
diz que existe pelo menos um ponto crítico de f em f-1 (Cn+! (f)) e, consequentemente, pelo menos 
n + 1 pontos críticos de f em /- 1(Cn+l) U M,n(f) C M,n+l(f)· Se for c= cn(f) = Cn+l(f), seja 
mo menor inteiro positivo tal que em(f) = Cn+!(/). A parte (5) do mesmo teorema nos conta 
que cat(K,,M)2: n +1-m+ 1 = n +2-m=;. UKc ;:o: cat(KcoM), ou seja, existem pelo menos 
n + 2 - m pontos críticos no nível c. Se for m = 1 acabou, se não, existem pelo menos m - 1 pontos 
críticos em Mcm-lU) e, portanto, pelo menos m- 1 + n +2-m= n + 1 pontos críticos de f em 
MCm-1(!) uj-1 (cn+l(f)) c M,n+l(f). 
o 
Terminamos o capítulo com uma aplicação : 
Teorema 5.3.8. Seja M uma variedade riemanniana n-dimensional compacta e conexa. Dados 
x, y E M, existem infinitas geodésicas ligando x a y( 3 ) 
Dem.: Considere, como no capítulo 4, a ação integral L: A(M;x,y) -+ lR e defina o conjunto 
Px ={a E H1(I, M); a(O) = x}. Temos uma projeção natural 
1r: Px --+ M 
Ct -+ et(1) 
Assim A(M; x, y) = 1l'-1 (y), em particular, A(1\J; x, y) é homotopicamente equivalente ao espaço de 
laços (contínuos) sobre x, Ax(M). 
Observação: Aqui temos um problema a princípio, pois,a topologia de Ax(M), ou, de forma mais geral, a 
topologia do espaço de caminhos contínuos Ax,y(M) é a induzida por C 0 (I, M), enquanto que em A(M; x, y) 
temos a topologia de H 1 (I,M). Mas a proposição4.3.5 nos diz que a inclusão i: A(M;x,y) '-+ Ax,y(M) é 
contínua. De fato, i é uma eqivalência de homotopias; uma inversa homotópica pode ser construida usando-se 
operadores de convolução, mas isto já foge do escopo deste trabalho. 
3Compare com o corolário 4.4.3.2 e com o teorema 4.4.4. 
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Então, se 1r1 (M) for infinito, Ax(M) assim como A(M; x, y) têm infinitas componentes conexas 
e o mínimo de L em cada uma delas (corolário 4.4.3.2) nos fornece infinitas geodésicas ligando x a 
y. 
Suponha agora que 7fJ (M) = {0}. Um resultado conhecido da topologia algébrica nos diz que a 
cat(Ax(M)) oo e, consequentemente, existem infinitos pontos críticos de L que, como já vimos, 
são geodésicas ligando x e y. Finalmente, se 1r1 (M) for finito, o revestimento universal M de M 
é compacto. Assim, se x, fj estão na fibra sobre x e y respectivamente, pelo que acabamos de ver, 
existem infinitas geodésicas entre x e fj que são projetadas em infinitas geodésicas ligando x a y. 
D 
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6 Alguns Pequenos Avanços 
6.1 A Energia de Finsler e Problemas Variacionais Super Regulares 
Nesta seção M será uma variedade riemanniana compacta n-dimensional. A métrica em M será 
denotada por <,>ou g. 
Chamaremos de AMou H 1(S1 ,M) o espaço das funções absolutamente contínuas c: S1 -+M 
tais que llc'(t)ll E L2 (S1). Como na seção 4.3, descreveremos uma estrutura de variedade rieman-
niana para AM associada à estrutura de M. Considere c E C00 (S1 , M) e 
c*TM = {(t, v);t E S1 e (c(t),v) E Tc(t)M} 
Temos o pull-back(4 ) 
e assim, também podemos fazer o pull-back da métrica, i.e. 
< (t, v), (t, u) >c:=< (c(t), v), (c(t), u) > 
Denote por E ( 1r~) o conjunto das seções X : S1 -+ c*T M e defina 
H 1 (c*TM) ={X E L;(1r~);X é contínua, 'ilcX existe q.t.p. e 'ilcX E H 0 (c*TM)} 
onde 'i7 eX Djf é derivada covariante de X ao longo de c. Também temos 
Os espaços Hi(c*TM) se tornam espaços de Hilbert (módulo q.t.p.) com os produtos escalares 
<X, Y >o= r < X(t), Y(t) >c dt ls1 
Observação: 11-ll; denotará a norma de H' correspondente ao produto acima e 11-lloo será a norma de 
C0 (c*TM). 
Lema 6.1.1. 11-llo::; 11-lloo::; Y211-llt· 
Dem.: IIXIIÕ = fs1 < X(t), X(t) >c dt :::; fs1 max IIX(t)ll~ = !lXII~- Agora escolha t1 tal que 
IIX(t)llc::; IIX(tt)llc 'tt, então 
IIXII~ = IIX(tt)ll~ = IIX(t)ll~+l'l dd IIX(t)ll~dt::; 11X(t)11~+2 r IIX(t)llc IIV'cX(t)llcdt::; 2IIXIIi 
t t } 51 
o 
4Podemos substituir TM por qualquer fibrado vetorial r.: E-+ Jl.-1 com fibra sobre um espaço de Banach lE. 
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Antes de prosseguirmos vamos introduzir o conceito de conexão de uma maneira alternativa 
que nos será útil. Dado um fibrado vetorial sobre M, 1r : E -tM, com fibra num espaço de Banach 
lE, considere uma carta local (T;, U;) paraM assim como a carta associada (<I>;, Ti, U;) para E dada 
pelo diagrama comutativo 
7r-l(Ui) ~ cf:;;(Ui) x iE 
.j_7r t 
ui ~ cf:;; (Ui) 
com as propriedades 
• A restrição <I>;IEp à fibra Ep = 7r-l (p) é um homeomorfismo linear entre Ep e iE. 
• Se (<I>;, Ti, Ui) e (<I>j,Tj,Uj) forem duas cartas distintas, então <I>jo<I>i1 : U;nUj--> L(iE;JE) 
é uma aplicação diferenciável (tanto quanto for a diferenciabilidade em M). 
Observação: Como de costume denotaremos os elementos de <f>i(Ui) x 1E por (x, v). Por vezes v é chamado 
de parte principal da representação local. 
De maneira análoga, uma carta local para 1r : E -t M nos fornece uma representção local para 
o fibrado tangente 1r: TE-+ E 
T1r- 1 (Ui) 
.j_7r 
7[-1 (Ui) 
d<I>Í Ti(Ui) X lE X JRn X iE 
t 
~ Ti(U;) X lE 
Os elementos em Ti(Ui) x lE x JRn x lE serão denotados por (x, v, y, u). 
Definição 6.1.1. Uma conexão sobre um fi brado vetorial 1r : E -tM é uma aplicação K: TE -t E 
tal que, dada uma carta local (<I> i, Tio Ui) para E, existe uma aplicação diferenciável 
tal que a representação local de K, K; = <I> i o K o d<I>i 1 : T;(Ui) x iE x m:n x lE -t cPi(U;) x lE é dada 
por 
(x,v,y, u) >-+ (x,u + ri(x)(y,v)) 
ri é chamada de símbolo de Christoffel. 
Observe que K faz o diagrama abaixo comutar 
e que Klr(x,v)E E L(T(x,v)E; Ex) 
TE ~ E 
t t 
E ..:'; M 




Proposição 6.1.1. Feita a identificação natural de T(" )E com Ex, i.e., identificando (x, v, O, u) x,v 
com (x, u), temos 
Dem.: Basta observar que K[ = Ki e que Ki T(x,v)E T(~,v)E. 
D 
Dada uma conexão K, definimos a derivada covariante de uma seção X: M-+ E por 
'VX=KodX 
Dessa maneira \7 X é uma seção do fibrado L(T M; E) -+ M. A parte principal de uma representação 
de V' X é dada por 
'ViX(x) = dX;(x) + ri(x)(.,Xi(x)) 
onde Xi é a parte principal da representação local de X. 
Agora, repentindo o processo do início da seção, dada uma curva c : S 1 -+M, temos o pull-back 











Então, se X é uma seção de n: e i3t é o vetor tangente canônico em t E S 1 definimos 
'V eX 'V X i3t 
Outro fibrado associado ao fibrado 1r : E -+ M é L;(n) : L;(E) -+ M, cuja fibra L;(JE) é o 
conjunto das formas bilineares simétricas contínuas. Uma métrica riemanniana para o fibrado é 
então uma seção g : M -+ L; (E) tal que g(p) é positiva definida. 
Definição 6.1.2. Uma conexão é dita riemanniana se para todo aberto U C M valer 
dg(v)(X, Y) = g('VX v, Y) + g(X, V'Yv) 
onde X, Y : U -+ E e v : U -+ T M são seções. 
Considere fi brados vetoriais de dimensão finita sobre S 1 munidos de uma métrica riemanniana, 
"J : Ej -+ S1 , 1 :::; j :::; k, <f;: F-+ S1 com fibras lEj e JF. Estes fibrados originam o fi brado associado 
L(E1, ... ,Ek;<fJ): L(E1 , ..• ,Ek;F)-+ S 1 com fibra L(JE1, ... ,lEk;lF) com uma norma induzida 
pelas métricas em "J e <f; tal que jL(X1, ... ,Xk)\ :::; ILIIIXJ!I . .. J\Xk\\. Temos também inclusões 
canônicas 
dadas por 
H 1(L(E1 , ••• , Ek; F))'-+ L(H0 (EJ), H 1(E2 ), .•. , H 1(Ek); H 0 (F)) 
H 1(L(E1, ... , Ek; F)) '-+ L(H1(E1), ... , H 1(Ek); H 1(F)) 
A(t) H Ã: (Xl, ... 'Xk) H A(t)(XJ (i), ... ' Xk(t)) 
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Lema 6.1.2. As inclusões são lineares e contínuas. 
Dem.: Provaremos as seguintes desigualdades 
11A.(X1, ... ,Xk)IIÕ ::; 2kiiA11i IIX1IIÕ IIXzlli .. -I!Xklli 
IIÃ(X1, ... , Xklllf ::; CIIAIIi IIXdli. · -IIXklli 
onde C é uma constasnte. De fato 
usando o lema 6.1.1 na última desigualdade. Agora observe que 
V'(A(X1, ... ,Xk)) =(V' A)(Xb ... , Xk) + A(\7 X1, X2, ... , Xk) + · · · + A(X1, ... , V' Xk) 
Usando a desiguladade CL:i ai) 2 ::; l L:: i az e o mesmo tipo de procedimento usado na primeira 
parte temos 
I IV' Ã(X1, ... , Xk)IIÕ::; (k+l)2k (I IV' AIIÕ IIX1IIi .. -IIXklli+IIAIIi I IV' X1IIÕ+IIXzllt+· · -+IIXklli+· · · + 
IIAIIi + liX1Iíi + · · · + II"VXkiiÕ)::; CIIAIIi IIXdli · · ·IIXklli 
o 
Proposição 6.1.2. Seja 1r : E -+ S1 um fibrado vetorial de dimensão finita e O C E um aberto 
tal que 0 1 = O n 1r-1(t) # f/J'it E S1. Então o conjunto H 1(0) ={X E H 1(E); X(t) E Ot 'it} é 
aberto em H 1 (E). 
Dem.: Tome X E H 1(0). Existe é> O tal que, se Y E H 1(E) e IIY(t)- X(t)11 2 < 2ê2 'it, então 
Y(t) E 0 1 'it. Agora segue do lema 6.1.1 que IIY- Xlli::; é=:. Y E H 1(0). 
o 
Proposição 6.1.3. Sejam 1r : E -+ S 1 e K : F -+ S1 fibrados vetoriais de dimensão finita com 
métrica e conexão riemanniana e O aberto em E. Considere uma aplicação 1j; : O -+ F diferenciável 
tal que "' o .,P = 1r. Então a aplicação induzida 
X(t) >-+1/! o X(t) 
é contínua. 
Dem.: Comece por observar que se IIX - Yll1 vai zero, o mesmo acontece com !IX - Ylloo e 
I IV' X- V'Yilo e que JJ,j;(X)- ,j;(Y) li o ::; JJ.Z,(X)- ,j;(Y)Jioo· Decomponha X' em sua parte vertical e 
horizontal, X'(t) X~ (t) + X~(t) e veja que localmente X~ é da forma ( t, X(t), at, -ri(Ôt, X(t)) ), 
ou seja, depende apenas de X(t). Por outro, X~ pode ser identificada com \7 X(t). Se decompuser-
mos d1j;(X(t)) = d11j;(X(t)) +d21j;(X(t)) nas suas componentes horizontal e vertical (respectiva-
mente) temos 
\7(1/; o X)(t)- \7(1/; o Y)(t) = d21f;(X(t)) \7 X(t) - d21f;(Y(t)) \lY(t) = 
d21f;(X(t)) ( \7 X(t)- V'Y(t)) + ( d21/;(X(t))- d21f;(Y(t)) )-vY(t) 




Lema 6.1.3. Seja 1j; O C E -+ E como na proposição anterior. Então ;j; é diferenciável e 
d;j; = (d21/J). 
Dem.: A fórmula de Taylor para 1j; nos dá 
'lj;(X(t)) -1/;(Y(t))- dz,P(Y(t))(X(t)- Y(t)) = r(Y(t),X(t))(X(t)- Y(t)) 
sendo que 
r(Y(t),X(t)) =f d2,P(Y(t) +s(X(t)- Y(t)) )ds- d21f;(Y(t)) 
é uma aplicação fi brada de O' x O' C O x O C Ex E, com O' convexo, no fibrado L(E; F) -+ 8 1 . A 
proposição anterior nos diz que f: H 1(0' x O')-+ H 1(L(E; F)) é contínua e, como r(Y(t), Y(t)) =O, 
o resultado segue. 
o 
Observação: Analogamente se obtem dk,j} = (d~'lj;). 
O lema seguinte é um resultado básico de geometria riemanniana. 
Lema 6.1.4. Seja exp : TM -+ M a apicação exponencial. Existe uma vizinhança O da seção 
nula em TM tal que (1r, exp): O-+ M x M é um difeomorfismo sobre uma vizinhança da diagonal 
de M x M. 
Assim, dados O como no lema acima e c E C00(S',M), considere Oc = (c;)-1 (0) que é uma 
vizinhança da seção nula em c'T M e defina 
por 
É claro que expc é injetiva e que a imagem de expc é O c = {b E AM; b(t) E exp( O n Tc(t)M) }. 
Lema 6.1.5. Se b, c E C 00 (81 , M), a aplicação 
expõ1 oexpc: exp;;-1 (0c n 0&)-+ exp;t 1(0c n 0&) 
é um difeomorfismo 
Dem.: A demonstração consiste de arranjos de notação afim de se usar o lema 6.1.3. Vamos a 
eles. Defina 
Oc,b = UOc,b,t se Oc,b,t # 0 'it. Caso contrário defina Oc,b = 0 
t 
Assim Oc,b é aberto em O c e H 1(0c,b) = exp;:1(0c n 0&)· Então, a aplicação 
1/J&,c = (expob';;.)-1 o (expoc;,): Oc,b-+ b'TM 
fibra e 1/Jb,c expõ1 o expc. Agora use o referido lema. 
Agora estamos prontos para o 
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o 
Teorema 6 .1.4. AM é uma variedade de Hilbert com estrutura diferencial dada pelo atlas 
(expc,H1(0c)) com c E C 00 (Sl,M). 
Observação: O único ponto básico ainda não observado para a demonstração do teorema é que coo (51 , M) 
é denso em A1í1. Ainda há urna parte técnica se quisermos uma base enumerável para o atlas. Para tanto 
refira-se a [5]. 
Agora, para (x,v) E O (O como no lema 6.1.4), considere a seguinte aplicação 
'V2exp(x,v): TxM 
--+ Texp(x,v)M 
(x, u) f-7 d exp(x,v) o(Ki'l(x,")TM)-1 U 
onde K é conexão riemanniana de M. 
Observação: Veja que Klr· ™ :Te" 1TM --+ TxM é a identificação canônica do espaço tangente ã (o:,v) X,V 
fibra TxM com ela própria. É claro então que 'V2 exp(x, v) é um homeomorfismo linear. 
Para i = O, 1 defina 




Proposição 6.1.5. As aplicações Pi acima têm a estrutura de fi brado vetorial sobre AM sendo que 
p1 : H 1 (AM*T M) ---+ A é isomorfo ao fi brado tangente de AM. 
Dem.: Considere 
<]'>~: H 1(0c) X Hi(c*TM) --+ Pi1 (0c) 
( X(t), Yc(t)) >-7 \?2 exp(c;(X(t)) Yc(t) 
Comecemos por i= 1. Observe que (<l'>~)- 1 o<l'>~ é da forma (;j;b,c• (~))onde ..Pb,c é aquela definida 
na demonstração do lema 6.1.5. Assim, (<l'>~,expc,H 1 (0c)) definem representações locais para 
p1 : H 1(AM*TM)---+ AMe, como~= d;j;b,c. segue quep1 é a projeção canônica TAM---+ AM. 
~ 
Para i = O, veja que dz..Pb,c seguida da inclusão 
é diferenciável (use o lema 6.1.2). Então (<l'>~,expc,H1 (0c)) define a estrutura local do fibrado. 
o 
Mais definições. Como temos \7 2 exp, também temos o isomorfismo 
'V1exp(x,v): TxM 
--+ Texp(x,v)M 
(x, u) >-7 dexp(xv)o(drrlrh TM)- 1u 
' (x,v) 
e, combinando ambos 
e: O---+ L(TM;TM) 
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Como c' E H 0 (c'TM) se c E A1V!, temos uma seção natural 
Então definimos Bc: Oc-+ c'TM por 
Proposição 6.1.6. 8 é um seção diferenciável de Po: H 0 (AM'TM)-+ AM que em coordenadas 
locais tem a parte principal, élc: H 1(0c) --+ H 0 (c*TM), da forma 
élcX(t) = Y'cX(t) + Bc(X(t)) 
Dem.: Seja b(t) = exp(c;X(t)). Então 
élb(t) = dexpc;;.X(t) ( c;,(XW)) + c;,(X~(t))) 
Como d1rc;(X~(t)) = éJc(t) e K c;(X~(t)) = V'c;(X(t)), temos 
éJb(t) = 'V1 exp(c;,X(t)) éJc(t) + Y'zexp(c;,X(t)) = V'2 exp(c;X(t)) o c; ( Y'cX(t) + Bc(X(t))) 
Se c E c=(Sl, M) e X E H 0 (c'TM) temos a induzida 
ec(X)(t) = c;,-1 o l:l(c;X(t))c'(t) 
e 
o 
A proposição a seguir, cujos detalhes são encontrados em [5], caracteriza uma métrica rieman-
niana para os fibrados Pi: Hi(AM'TM) --+ AM . . 
Proposição 6.1. 7. Os fibrados Pi : Hi(AM*TM) -+ AM possuem uma (única) métrica rieman-
niana que coincide com<, >i em Pi1(c) = Hi(c'TM). 
Observação: Em vista desta proposição, as métricas em Pi continuarão sendo denotadas por <,>i· 
Concluída a construção de AM, passemos a estudar mais um pouco de problemas variacionais. 
Definição 6.1.3. Um problema variacional regular sobreM é uma aplicação L: TM-+ IK tal que 
1. L é C 1 em TM e coe fora da seção nula. 
2. A derivada de L sobre as fibras d1L : T M-+ T* M é regular fora seção nula 
3. L(x, v) :2: O. 
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Considere em M uma estrutura de Finsler, i.e., uma aplicação não negativa F: TM ---7 !It, tal 
que 
1. F é C 00 fora da seção nula. 
2. F 2 é C 1 em TM. 
3. F(tX) = tF(X) 'r/t 2: O. 
Se Lo = F 2 for um problema variacional regular diremos que M é uma variedade de Finsler 
regular. 
Observação: Um fato importante a ser observado é que Lo é C2 se, e somente se, F for a norma de uma 
métrica riemanniana em M. Veja em [31]. 
Associado ao problema variacional Lo temos L0 : Alvf -+ lit 
Lo(c) = ~ fs, Lo(c'(t))dt 
chamada de energia integral de M (Compare com a seção 4.3). 
Proposição 6.1.8. Lo é c2-. 
Dem.: Precisaremos do seguinte lema 
Lema 6.1.6. Se f : lltn -+ IRm é uma função contínua, C"" em IRn\ {O} e positiva homogênea de 
grau k, i.e., j(tx) tkf(x)Vt 2: O, então, para todo x,v E Rn, valem 
1. Se k = 1, existe uma constante co com llf(x)- f(vlll :S co llx- vil· 
2. Se k = 2, existem constantes c,, cz tais que llf(x)- f(v)ll :S c, llx- vll 2 + czllx- vllllvll· 
Basta ver que, se tx + (1 t)v 'I O 'r/ t E [0, 1), temos llf(x)- f(v) 11 :S llf'(tx + (1- t)v) llllx- vil 
pelo teorema do valor médio. Agora, se k = 1, llf' (tx + (1 - t)v) li é limitada e, se k 2, 
llf'(tx + (1- t)v)ll :S Cll(tx + (1- t)y)II-
Tome c E c=(S1,M), (expc,H1 (0c) uma carta ao redor de c e defina Loc =Lo oexpc. Loc é a 
composição seguinte 
onde .\c é a induzida por Àc : O c x c*Tlvf ---7 S 1 x IR dada a seguir 
Àc(Ç, ry) = ( 1r~(Ç), Lo(Y'z exp(c;ç)c'ry)) 
Assim, será suficiente mostrar que .Àc é c 2-. Tome (X, Y) E H 1(0c) x H 0 (c*TM) e veja que 
r LoC'v'z exp(c;X(t))c;Y(t) dt :S cte r IIY'z exp(c;X(tllii 2 IIY(t)ll 2 dt Js1 ls1 
que é limitada já que IIX(t)lloo é pequena e Y E H 0 (c'TM) = L 2 (c'TM), portanto .Àc está bem 
definida. 
Considere, para cada t, a restrição de Àc à fibra Àt : ( Oc)t x ( c'T M)t -+ !It. Se denotarmos por 
f,,!) a la e za variáveis respectivamente temos 
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• >., e ~"E;' são positivas homogêneas de grau 2 em r;. 
• !)# é positiva homogênea de grau 1 em r;. 
Tome (X1 , Y1 ) E H 1 (0c) x H 0(c*TM) (pequenos). Para algum sE [0, 1] temos 
11.\,(X +X,, Y + YJ)- .\.,(X, Y)- dt>.,(X(t), Y(t)) (X,(t), Y,(t))IIL' = 
fs, ll(d1>.,(X(t) +sX,(t),Y(t) +sY,(t)) -d1.\,(X(t),Y(tJJ)(X,(t),}í(t)JIIdt :<:; 
fs, li~~ (X(t) + sX, (t)' y (t) + sY, (t)) aa~ (X(t), Y(t)) li I IX, (t) li dt + 
L li~~' (X (t) + sX, (t), Y(t) + sY, (t)) - ~~' (X(t), Y(t)) I[IIYi (t)ll dt :<:; 
IIX,IIoo fs, li~~' (X(t) + sX,(t), Y(t) + sY,(t))- ~~' (X(t), Y(t))lldt+ 
IIYdlo (h, 11 ~~' (X(t) + sX, (t), Y(t) + sY, (t))- ~; (X(t), Y(tll[[ 2 dtt' ::; 
r 11 a>., m,, I' IIX,IIcc Js, az-CX(t) + sX, (t), Y(t) + sY,(t))- az-CX(t), Y(t) + s}í(t)) ldt+ 
IIXdlcc fs,ll ~~ (X(t), Y(t) + sY,(t)) - ~? (X(t), Y(t))lldt + 
IIY,IIo(fs, 11 ~; (X(t) + sX, (t), Y(t) + sY1(t))- ~; (X(t), Y(t) + sY,(tJJ[['dt+ 
fs, 11 ~~' (X(t), Y(t) + s}í(t)JII'- ~; (X(t), Y(t)JII' dt+ 
2 r IIOÀt (X(t) + sX,(t), Y(t) + sY,(t))- ÔÀt (X(t), Y(t) + sY,(t)Jiill 8 ),' (X(t), Y(t) + sY,(t))- OÀt (X(t), Y(t))'l'ldt) 112 lst I ÔTJ ÔT] " ÔTJ ÔTJ I 
::; IIX,IIoo(fs, cdJX,(tJII dt + fs, c,IIYi(tJIICIIY(tJII + IIYi(t)IIJdt)+ 
IIYdlo ( r csiiX,(tJII'dt + f c4IIY, (t)Wdt + r c511x, (tJIIIIY, (t)lldt) 112 ls1 Js1 ls1 
Na última desigualdade usamos o lema 6.1.6. Assim segue que .\, é diferenciável e também que 
i\( X, Y)(t) = dt>-c(X(t), Y(t)). Com cálculos análogos mostra-se que.\, é C 2-. 
o 
Observação: Explicitamente temos dLo,(X)Y = J dÂ,(X(t),&,X(t)) (Y(t), V',Y(t) +dB,(X)Y(t)). Além 
de ser c2- 1 Lo é duas vezes fortemente diferenciável nos pontos críticos e a segunda derivada tem núcleo de 
dimensão finita (veja em [10]). 
Suponha que V : M -f lR seja uma função C 2 . Como M é compacta podemos supor que 
V;::: O. Considere então o problema variacional regular L(x,v) Lo(x,v) + V(x) e o induzido 
L(c) = L0 (c) + f5 , V(c(t)) dt = L0 (c) + V(c). Gostaríamos de ter novamente que L E cz-, porém 
não temos mais as homogeneidades usadas na demonstração que L0 era c2-. Para solucionar tal 
problema somos levados à seguinte definição. 
Definição 6.1.4. Um problema variacional super regular sobreM é urna aplicação L: TM -f lR 
tal que 
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1. L é C~ em TM e coo fora da seção nula. 
2. A derivada de L sobre as fibras dtL: TM-+ T'M é regular fora seção nula 
3. L(x,v) >O. 
4. Para c E C 00 (S1 ,M) temos L o c' E L1 (S1 ) e uma aplicação A: L1(S1)-+ L1 (S1 ) que leva 
conjuntos limitados em conjuntos limitados e tal que llc'IIÕ :S IIA(L o c')ll-
5. Existem operadores E, C: L2 (S1)-+ L2 (S1 ) que fixam o O e são contínuos ali tais que 
~~~~ (x(t),v(t))- ~~ (x(t),u(t))llo :S IIB(v(t)- u(t))llo 
118L 8L 11 lav(x(t),v(t))- ov(x(t),u(t)),
0
::; IIC(v(t) -u(t))llo 
6. f5 ,(d}L)(x)(v)(v) 2: kollviiÕ-
Novamente, associado a um problema variacional super regular L temos a energia integral 
L: li.M-+ R. 
Proposição 6.1.9. Se L é problema variacional super regular, L é c2-. 
Dem.: Basta repetir a demonstração da proposição 6.1.8 usando as propriedades de um problema 
variacional super regular no lugar do lema 6.1.6 que explorava a homogeneidade de Lo. 
Proposição 6.1.10. Se Cn E li.M é tal que L(en) :S B0 , então {Cn} possui uma subsequência 
convergindo uniformemente, i.e., L é própria na norma do sup. 
Dem.: Seja dM a distância em M. Temos 
Logo a sequência é equicontínua e o resultado segue por Arzela-Ascoli usando-se a compacidade de 
M. 
o 
L induz um campo gradiente C1-, 'V L, em li.M caracterizado por 
onde X E Tcli.M. 
Teorema 6.1.11. Suponha que { Cn} C li.M seja tal que L(ck) :S Bo e inf{IIV' L(ck)lil} = O. Então 
{c,} possui uma subsequência convergindo em li.M, i.e., L satisfaz a condição (C). Naturalmente 
que tal limite é um ponto crítico de L. 
Dem.: Usando a proposição 6.1.10 podemos supor que {cn} converge uniformemente para co em 
C 0 ( S1, M). Escolha c E C00 ( S1 , M) próxima o suficiente de co de modo que eventualmente todas 
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as Cn estejam em Oc. Defina Xn = exp;:;- 1 (en). Queremos mostrar que IIXn- Xmlh--+ O quando 
n, m --+ oo. Usando a proposição 6.1.6 temos 
Como IIXn- Xmllo ~ IIXn- Xmlloo esta parte vai a zero. Por motivo análogo (basta ver a definição 
de 8) também IIÕcXn- ÕcXmllo vai a zero se IIXn- Xmlloo for. Resta ver ilâcXn- ÔcXmllo· 
Mas llâcXniiÕ ~ kLc(Xn) ~ kBo :?- ll8cXn- ÔcXmiiÕ é limitada. Agora 
dLc(Xn)(Xn- Xm)- dLc(Xm)(Xn- Xm) = 
r d5.c(Xn, âcXn)(O,âcXn- âcXm)- r d:\c(Xm, âcXm)(O, âcXn- âcXm) + ls1 ls1 
r d:\c(Xn, âcXn)(Xn- Xm,ÕcXm- ÕcXn + dÕc(Xn)(Xn- Xm))-Js1 
r d:\c(Xm, âcXm)(Xn- Xm, BcXm- BcXn + dÕc(Xm)(Xn- Xm)) Js, 
Então a expressão de d:\c nos diz que as duas últimas integrais vão a zero se IIXn- Xmlloo for. Já 
a segunda integral pode ser aproximada, a menos de fatores que vão a zero com IIXn- Xm lloo, por 
fs, d:\c(Xn, OcXm)(O, ÔcXn- ÔcXm)· Além disso, 
r d:\c(Xn, âcXn)(O, âcXn- 8cXm)- d:\c(Xn, âcXm)(O, âcXn- âcXm) = ls' 
A menos de uma aproximação uniforme, podemos supor que para t, s E [0, 1] temos 
sâcXn(t) + (1 - s)âcXm(t) #O e, então, usamos o teorema do valor médio para ver que a última 
integral é igual a 
ko r llâcXn(t)- âcXm(t)11 2 = koilâcXn(t)- âcXm(t)IIÕ Js, 
sendo que a última desigualdade vem da regularidade de d1L. 
6.2 Lema de Morse para Pontos Críticos Degenerados 
D 
Seja f : iHI --+ lR uma função C 1 definidada no espaço de Hilbert iHI. Suponha que f seja duas vezes 
diferenciável em O e seja N o núcleo da aplicação A : iHI --+ lf'l dada por 
<Av, u >= d2 fo(v, u) 
Se a imagem Im(A) for fechada, como A é simétrica, N.L = Im(A) e lHI se decompõe em lHI = N.LE!JN. 
Podemos olhar então z E lHI como x + y E N .L Ell N 
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Lema 6.2 .I. Nas condições e notação acima, suponha que O seja um ponto crítico de f e que f' 
seja fortemente diferenciável na origem. Então, existe uma função contínua g : U1 C N -+ N.L em 
um aberto U 1 contendo O tal que* (g(y), y) =O, g(O) =O e g é fortemente diferenciável na origem 
com dgo =O. 
Dem.: Basta usar o teorema da função implícita para funções fortemente diferenciáveis. 
Observação: Se escrevermos f(z) = f(x, y) e olharmos para as restrições de f aos planos N.L x {y}, a 
função g da proposição anterior está dando uma parametrização dos pontos críticos de tais restrições numa 
vizinhança da origem de iHL 
Lema 6.2.2. Nas condições anteriores, existe uma vizinhança V de O em lHI e um homeomorfismo 
<p: V-+ <p(V) C lHI tal que 
1 f(<p(x,y)) = 2 < Ax,x > +f(g(y),y) e d<po =I 
onde g é função do lema anterior. 
h1 (X, y) = X + g(y) + y 
É claro que h 1 é fortemente diferenciável na origem e dh1 (O, O) =I, logo, h1 é um homeomorfismo 
de uma vizinhança V1 da origem em lHI em outra vizinhança da origem W1 = h 1(V1). 
Observação: Veja que tudo o que h1 faz é transportar um aberto de {O} x N na superfície parametrizada 
{(g(y),y);y E U1 C N}. 
A partir de agora estaremos a procura de um homeomorfismo hz : Vz C lHI-+ h2(Vz), tal que, 
se 'P = h1 o h 2 , então 
1 f(<p(x,y)) = 2 < Ax,x > +f(g(y),y) 
Observação: Como AI"" é um isomorfismo, podemos escrever N.L = mr_ e IHI+ onde JHI_ e E.JI+ são os 
subespaços A-invariantes nos quais A é negativa definida e positiva definida respectivamente. Dessa forma 
temos IHI = JHI_ ElliHI+ e N e z = X+ y com X = X- +X+- Podemos ainda introduzir um produto interno, 
(.,.),equivalente ao original,< ., . >,em N.L que torna a soma IHI_ EB lm+ ortogonal, basta tomar 
A norma deste produto interno será denotada por 1-1· 
Procuraremos h2 da forma 
onde À é uma função À: lHI-+ [-1/2, 1/2]. Defina 
1 
,P(x,y) = 2 < Ax,x > +f(g(y),y) e </>(x, y) = ,P(x, y)- f(x + g(y), y) 
Assim teríamos 
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f(<p(x,y)) = f(x+À(z)(x+ -x-)+g(y),y) = ,P(x+À(z)(x+-x-),y) -0(x+À(z)(x+ -x_),y) = 
1 
2 < A(x + À(z)(x+- x_)),x + À(z)(x+- x_) > +f(g(y),y)- 0(x + .\(z)(x+- x_),y) = 
~ < Ax,x > +f(g(y),y)+Ã(z) < Ax,x+-x- > +~À(z) 2 < A(x+-x-),x+-x- > -(b(x+.\(x+-x-),y) = 
,P(x,y) +.\(z)jxj2 + ~À(z)2 < A(x+ -x-),x+ -x- > -0(x+À(x+ -x_),y) 
e, portanto, f(cp(z)) = ,P(z) se, e somente se À sastisfizer 
(6.2.1) 
Agora observe que 0(0, y) = O e então qualquer valor atribuído a .\(0, y) satisfaz a equação 
(6.2.1) nestes pontos, em particular À(Ü, y) = O. Para x i' O e y E N fixos, considere a função 
r : IR -+ IR dada por 
1 ( 2 r(.\, x, y) = 2jxj 2 20(x + À(x+- x_), y)- À < A(x+ 
Queremos achar uma vizinhança de O em IR x (Nj_ 6l N) onde r seja uma contração e, conse-
quentemente, .\ = .\(x,y) será um ponto fixo de r. Comecemos por estimar r'. Observe antes 
que 
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8x (x,y)v =< Ax, v>- 8x (x + g(y), y)v 
assim i!!f!_i! (0, y) = O e como 0' é fortemente diferenciável na origem segue que, dado é> O, se llx + yjj 
X i) 
for suficientemente pequena, ll~(x,y)jj < éjxj. Agora 
onde k1 , k2 são constantes. Assim, se escolhermos é suficientemente pequeno e j.\j :::; 41,, por 
exemplo, temos jr'j :::; 1/2 e, usando o teorema do valor médio, 
1 1 jr(A,x,y)- r(Ao,x,y)j:::; 2!.\- Aol:::; 2 
Observe que r(O,x,y) = <Pi;
1
Jl, então, tomando Ao= O, obtemos jr(A,x,y) -r(O,x,y)j:::; tiA! 
e, consequentemente, jr(.\,x,y)j:::; I<Pf;
1
·Y) [ + ~j.\j. Finalmente, se j.\j:::; 2f<~>(;(Y) I• 
1
0(x,y)' jr(A, x, y)l :::; 2 lxl 2 J 
Logo, se 'fl(x, y) = zj <I>~[Y) J :::; 41,, r é uma contração do intervalo [-'f/, 'fi]. Mas limz-to 'f/(x, y) =O. 
De fato, basta observar que fu&CO,O) =O assim como ;:;Y(O,O) O, logo, pela diferenciabilidade 
forte de ~ em O, se llx + yjj for suficientemente pequena 
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Agora é só usar a desigualdade do valor médio 
11</>(x, y)ll = 11</>(x, y) -</.>(0, y) li :S: lxl sup{ 1\ ~~ (tx, y) 1\; tE [0, 1]} :S: tclxl2 
Observação: ..\. assim obtida é limitada em toda uma vizinhança de O e só não é contínua, possivelmente, 
nos pontos (0, y). Como À(x,y) E [-ry(x,y), 1J(x,y)] segue que À é contínua em O.Mas hz é contínua mesmo 
onde À não o for : 
lhz(x, y) - hz(O, Yo)l = 1(1+ À)x+l + 1(1- À)x-1 + IY- Yol 
Assim como h1, hz é diferenciável na origem e dh2(0) = I. De fato, lh2(x, y) - x - Yl = 
IA(x, y)jlxl, e a diferenciabilidade segue da continuidade de À em O. Todavia, não podemos garantir 
a diferenciabilidade forte de hz em O e assim teremos que exibir explicitamente a inversa h 3 de hz. 
Escolhendo uma vizinhança de O em lHI de modo que l\(x, y)l < 1/2, a função h3 definida abaixo é 
a função que procuramos 
1 1 
h3(x, y) = 1 + À(x, y) x+ + 1- ,\(x, y) x_ + y 
Comecemos verificando a continuidade de h3 . A continuidade é clara em toda vizinhança exceto 
nos pontos (0, y). Para eles temos 
)lz / 1 1 /
2 lx+l2 lx-12 2 lh3(x,y)-h3(0,yo = 1 +À(x,y)x++ 1 _ À(x,y)x-+y-yo = ll+À(x,y)l2 + 11 _À(x,y)l 2 +IY-Yol 
e ha é contínua. Que ha é de fato inversa local de h2 é uma simples verificação das igualdades 
h2 o h3 = id = h3 o h2. Para completar, vamos ver que dh3 (0) =I: 
2 I X+ 12 I X- 12 ,\2 2 ,\2 2 
lha(x, y) X- Yl = j 1 +,\-X+ + J 1 _,\-X-I = (1 + ;>.,)21x+l + (1 ,\)Zix-1 
e a diferenciabilidade segue da continuidade de ,\ em O novamente. 
o 
Observação: Analogamente ao que observamos no lema de Morse clássico, vemos que, se f o <p possuir 
outros pontos críticos em V, eles estarão em N (no caso clássico concluíamos que os pontos críticos eram 
isolados). 
No desenvolvimento da teoria de Morse, o papel fundamental do lema de Morse é possibilitar 
a demonstração do teorema 4.2.4 que por sua vez vai possibilitar a obtenção das desigualdades de 
Morse. Porém no nosso caso, i.e., para desenvolver a teoria de Morse através do lema para pontos 
críticos degenerados precisamos de um passo intermediário para redemonstrar o teorema 4.2.4 já 
que não sabemos nem que os pontos nem que os valores críticos são isolados. Vamos a eles. 
Suponha que M e f : M -+ lR tenham o mesmo grau de diferenciabilidade do lema de Morse 
6.2.2, que f satisfaça a condição (C) e seja K o conjunto dos pontos críticos de f. Sejam a < b 
valores regulares de f, como fiK é própria (proposição 4.4.2), f-1([a, b]) n K é compacto. Então 
podemos cobrir os pontos críticos em f-([a, b]) com finitas cartas (v;, 'Pi)i=l, ... ,r correspondentes aos 
pontos críticos p1, ... ,pr de índices ni onde f o 'Pi é dada pelo lema de Morse 6.2.2 : f('Pi(x, y)) = 
! < Aix,x > +f(gi(y),y) = ~ < A;x,x > +hi(y). Suponha que A1 seja de Fredholm, considere 
vizinhanças de p1, U1 C U1 C W1 C W1 C V1 e perturbe h1 obtendo uma função h1 de modo que 
j 1(x,y) =! < A1x,x > +h1(y) satisfaça as seguintes propriedades 
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1. 11 coincide com f fora de W;. 
2. 11 é de Morse em W1 com seus (finitos) pontos críticos contidos em U1. 
Repita o processo para os r pontos críticos originais. A função final fr terá finitos pontos 
críticos em f- 1 ([a, b]) com índices controlados pela dimensão de N;. A partir daqui recuperamos o 
teorema 4.2.4 com uma diferença: ao invés de sabermos a dimensção das alças que devemos colar, 
temos apenas cotas superiores para a dimensão. Mas isto é suficinte para obtermos estimativas da 
quantidade de pontos críticos em função dos números de Betti do par (Mb, Ma)· 
Observação: O mesmo tipo de argumento é feito em [12] para funções com mais diferenciabilidade e com 
a hipótese desnecessária de serem os pontos crítícos isolados. De fato, para os objetivos do artigo o caso 
interessante é o caso isolado. 
6.3 Considerações Finais : O Teorema de Gromoll e Meyer 
A demonstração da existência de infinitas geodésicas entre dois pontos de uma variedade rieman-
niana compacta (como no teorema 5.3.8), se estende imediatamente, como pergunta, à existência 
de infinitos extremais para problemas variacionais super regulares. No caso de problemas varia-
cionais super regulares periódicos (como os estudados na seção 6.1) surgem algumas complicações. 
Considere um problema variacional do tipo 
L=F+V 
onde F é uma métrica de Finsler e V : M -4 IR é um "potencial". Se V = O temos infintos 
extremais de maneira trivial : as curvas constantes. Também, ainda com V = O, se tomarmos 
uma solução não trivial a : [0, 1] -4 M, obtemos outra solução definindo ak(t) = a(kt), k E N, 
ou ainda a 8 ( t) = a( t + B) que representam percorrer k vezes a ou "rodar" a de uma ângulo 
e. Em [6] é desenvolvida a teoria de Lusternik-Schnirelman para eliminar problemas do 1 o e 3° 
tipos. O 2° tipo é bem mais complicado e foi originalmente resolvido por Gromoll e Meyr usando 
uma teoria de Morse baseada no Lema de Morse para pontos críticos degenerados (a versão deles 
com mais diferenciabilidade disponível) e de uma teoria de Bott-Morse que considere funções com 
"variedades críticas" (pois o conjunto {ae;B E S 1} é um círculo de pontos críticos em A(M) se a 
for uma geodésica não trivial). O resultado (já enunciado para o caso de energia de Finsler) é o 
seguinte: 
Teorema 6.3.1. Seja Mn uma variedade de Finsler compacta e simplesmente conexa. Se a coho-
mologia de M não for uma álgebra polinomial truncada em uma variável, então existem infinitas 
geodésicas periódicas para a métrica de Finsler (não triviais e geometricamente distintas). 
Observação: Os detalhes da demonstração podem ser encontrados em [12, 13] para o caso riemanniano e 
em [lO] para o de Finsler. 
Se V for uma "boa" função (de Morse por exemplo), os problemas mencionados acimacima não 
aparecem. Num certo sentido o problema é mais simples! De fato vale a seguinte versão de um 
teorema provado em (7]. 
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Teorema 6.3.2. SeM é uma variedade compacta simplesmente conexa e L =F+ V é um problema 
variacional super regular então L admite infinitos extremais fechados ou pelo menos um estremai 
enrolante< 5 l . 
Finalizamos o trabalho observando que o estudo da geometria finsleriana tem evoluído muito 
recentemente. As referências [25] a [30] são exemplos de artigos recentes sobre o assunto. 
5Quando para um estremai a existe uma sequêncía de inteiros ki -+ oo tais que aki é ainda um estremai, dizemos 
que a é um estremai enrolante (winding). 
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