The adaptive BDDC method is extended to the selection of face constraints in three dimensions. A new implementation of the BDDC method is presented based on a global formulation without an explicit coarse problem, with massive parallelism provided by a multifrontal solver. Constraints are implemented by a projection and sparsity of the projected operator is preserved by a generalized change of variables. The effectiveness of the method is illustrated on several engineering problems.
Introduction
The Balancing Domain Decomposition by Constraints (BDDC) was developed by Dohrmann [6] as a primal alternative to the Finite Element Tearing and Interconnecting -Dual, Primal (FETI-DP) by Farhat et al. [7] . Both methods use constraints to impose equality of new "coarse" variables on substructure interfaces, such as values at substructure corners or weighted averages over edges and faces. Primal variants of the FETI-DP were also independently proposed by Cros [4] and by Fragakis and Papadrakakis [10] . It has been shown in [27, 37] that these methods are in fact the same as BDDC. Polylogarithmic condition number bounds for FETI-DP were first proved in [29] and generalized to the case of coefficient jumps between substructures in [14] . The same bounds were obtained for BDDC in [23, 24] . A proof that the eigenvalues of the preconditioned operators of both methods are actually the same except for the eigenvalues equal to one was given in [24] and then simplified in [2, 20, 27] . FETI-DP, and, equivalently, BDDC are quite robust. It can be proved that the condition number remains bounded even for large classes of subdomains with rough interfaces in 2D [12, 39] as well as in many cases of strong discontinuities of coefficients, including some configurations when the discontinuities cross substructure boundaries [31, 32] . However, the condition number deteriorates in many situations of practical importance and a better selection of constraints is desirable. Enriching the coarse space so that the iterations run in a subspace devoid of "difficult" modes has been a successful trick in iterative substructuring methods used, e.g., in the development of BDD and FETI for plates from the base BDD and FETI methods [8, 18, 19, 30] . Methods that build a coarse space adaptively from local eigenvalue calculations were also devised in other (though related) contexts [3, 9, 21, 22, 33] . Adaptive enrichment for BDDC and FETI-DP was proposed in [25, 26] , with the added coarse functions built from eigenproblems based on adjacent pairs of substructures in 2D. The adaptive method, however, was formulated in terms of FETI-DP operators, and it was quite complicated.
Here, we develop the adaptive algorithm directly in terms of BDDC operators, resulting in a much simpler formulation and implementation. Of course, the algorithm still allows a translation into the language of the FETI-DP. We then extend the construction from [25, 26] to 3D. We find that the heuristic eigenvalue-based estimates still work reasonably well and that our adaptive approach can result in the concentration of computational work in a small troublesome part of the problem, which leads to a good convergence behaviour at a small added cost.
We also develop a new implementation framework that operates on global matrices, builds no explicit coarse problem, and gets much of its parallelism through the direct solver used for solution of an auxiliary decoupled system. To preserve sparsity, we use a variant of the change of variables from [20] , extended to an arbitrary number of constraints. Our current parallel implementation is built on top of the multifrontal massively parallel sparse direct solver MUMPS [1] , motivated also by an earlier implementation of the BDDC preconditioner based on the frontal solver [34] .
The rest of the paper is organised as follows. In Section 2, we establish the notation and review the BDDC algorithm in a form suitable for our purposes. In Section 3, we describe the adaptive method. Section 4 then describes the implementation on top of a massively parallel direct solver. Section 5 presents the generalized change of variables to preserve sparsity. Section 6 describes some further details of the implementation. Numerical results are presented in Section 7. Section 8 contains the summary and concluding remarks.
Some of results in this paper were presented in the thesis [36] .
Notation, substructuring, and BDDC
To establish notation, we first briefly review standard substructuring concepts and state the BDDC method in a form suitable for our purposes. The setting and notation here is compatible with [28] , with some additions. See, e.g., [35, 38] for more details about iterative substructuring and [16, 23, 28, 35, 38] for BDDC.
Consider an elliptic boundary value problem defined on a bounded domain Ω ⊂ R 3 and discretized by conforming finite elements. The domain Ω is decomposed into N nonoverlapping subdomains Ω i , i = 1, . . . N , also called substructures, so that each substructure Ω i is a union of finite elements. Each node is associated with one degree of freedom in the scalar case, and with 3 displacement degrees of freedom in the case of linear elasticity. The nodes contained in more than one substructure are called the interface, denoted by Γ, and Γ i = Γ ∩ Ω i is the interface of substructure Ω i . The interface Γ may also be classified as the union of three different types of nonoverlapping sets: faces, edges, and corners. We will adopt here the following simple definition. A face contains all nodes shared solely by one pair of subdomains, an edge contains all nodes shared by same set of more than two subdomains, and a corner is a degenerate edge with only one node; for a more general definition see e.g. [13] . Edges and faces are also called globs.
We identify finite element functions with the vectors of their coefficients in the standard finite element basis. These coefficients are also called variables or degrees of freedom. We also identify linear operators with their matrices, in bases that will be clear from the context.
The space of all (vectors of the degrees of freedom of) finite element functions on subdomain Ω i is denoted by W i , and let
The space W is equipped with the standard R n basis and the Euclidean inner product w, v = w T v. For a symmetric positive semidefinite matrix M , u, v M = M u, v , and u M = M u, u 1/2 . Let A i : W i → W i be the local substructure stiffness matrix, obtained by the subassembly of element matrices only in substructure Ω i . The matrices A i are symmetric positive semidefinite for an elliptic problem. We can write vectors and matrices in the block form
Now let U ⊂ W be the space of all functions from W that are continuous across substructure interfaces. We are interested in solving the problem
where f ∈ W is a given right-hand side. Vectors from U are called vectors of global degrees of freedom, while vectors from W i are called local. The space U is equipped with the basis of 0-1 vectors with one basis vector for each global degree of freedom. The basis vectors have 1s in the places where the global degree of freedom coincides with a local one. The matrix
formed from these basis vectors as columns, is the familiar global-to-local mapping that restricts the global vectors of degrees of freedom to local degrees of freedom on each Ω i .
Thus, R T AR is the global stiffness matrix, and (3) is equivalent to the assembled system
The matrix R is also the matrix of the canonical embedding U ⊂ W in the given bases. Denote by U I ⊂ W the space of all (vectors of) finite element functions with nonzero values only in the interiors of substructures Ω i . Then U I ⊂ U , and the space W is decomposed as the A-orthogonal direct sum
where the functions from W H are called discrete harmonic. Such functions are fully determined by values of degrees of freedom at the interface, and they have minimal energy on every subdomain. Therefore, in a computer implementation, only interface values of discrete harmonic functions need to be stored. The A-orthogonal projection onto U I is denoted by
For w ∈ W , (I − P ) w is the discrete harmonic extension from the values of w on the substructure boundaries. The evaluation of P w consists of the solution of N independent Dirichlet problems, one in each substructure. The space of all discrete harmonic functions from W that are continuous at interface is denoted by W . We have
and the A-orthogonal decomposition
The solution v ∈ U of problem (5) is split as
Solving for the interior component u ∈ U I decomposes into N independent Dirichlet problems. We are interested in finding the discrete harmonic component w ∈ W , which is the solution of the reduced problem
We further need an averaging operator
The operator E replaces the variables on the interface by their averages (arithmetic or weighted) from all adjacent subdomains, and it preserves variables in the interiors of substructures. The operator E is a projection from W onto U . Then the operator
is a projection from W onto W . Its evaluation consists of averaging between the substructures, followed by the discrete harmonic extension from the substructure boundaries. Also, note that
since P w = 0 if w ∈ W H . Proper weights (e.g. proportional to the substructure stiffness) in the averaging given by E are important for the performance of BDDC (as well as other iterative substructuring methods) independent of different stiffness of substructures [13, 24] .
The BDDC preconditioner is characterized by a selection of coarse degrees of freedom, such as values at corners and averages over edges or faces. The action of the BDDC preconditioner is then defined in the space given by the requirement that the coarse degrees of freedom on adjacent substructures coincide, which is enforced in the algorithms by constraints. So, the design of the BDDC preconditioner is characterized by a selection of an intermediate space W satisfying these constraints,
The BDDC then consists of preconditioned conjugate gradients (PCG) applied to the problem (11) with the preconditioner
where r is the residual in the PCG method. The following condition number bound for BDDC will play an essential role in our design of the adaptive method.
Theorem 1 ([24]
). The eigenvalues of the preconditioned operator of the BDDC method satisfy 1 ≤ λ ≤ ω BDDC , where
The BDDC enforces the equality of corner coarse degrees of freedom directly by using the space W c , consisting of all functions where the local degrees of freedom on the substructure corners coincide. Then
Just like U , space W c is equipped with a basis consisting of 0-1vectors. The basis vector corresponding to a corner degree of freedom has 1s in the places where the global degree of freedom coincides with the corresponding substructure degree of freedom. The global-to-local matrix
formed from these basis vectors as columns, is the matrix of the canonical embedding W c ⊂ W , and
is the stiffness matrix assembled at the subdomain corners only (Figure 1 ). We require that there are sufficiently many corner constraints, which leads to the following assumption. Assumption 1. The matrix A is positive definite on W c .
Denote by W c the space all of discrete harmonic functions in W c ,
Then
and we construct the space W by enforcing the remaining constraints weakly by a matrix
Each row of D defines one constraint. We require that the constraints are satisfied by all functions that are continuous across the interfaces,
Note that (24) implies that W ⊂ W , and that the constraints Dw = 0 involve boundary variables only. The adaptive algorithm will construct such matrix D.
Lemma 1. The BDDC preconditioner (16) satisfies
For some λ, it holds
where
differs from D only by omitting some zero columns corresponding to corners.
Proof. The saddle point problem (26) is equivalent to the constrained minimization
with w = R c w c . Let w be a solution of (28) and z ∈ U I . Since w is optimal with respect to variation z, and (I − P ) z = 0, we have Aw, z = 0. Thus, w is discrete harmonic. It follows that (28) is equivalent to
which, by (23) , is the same as (16) . Finally, matrix DR c differs from D only by omitting zero columns because the constraints Dw = 0 do not involve corners.
Remark 1.
In practice, the computation of (I − P )
T r can be omitted, because r = Ae, where the error e is discrete harmonic, and then
thus P T r = 0, that is, r = 0 in the interiors. The condition that the error e is discrete harmonic is preserved in the iteration by induction, and the initial error can be made discrete harmonic by a suitable choice of initial approximation for the reduced problem (e.g., zero).
Adaptive selection of constraints
We first briefly review the principle of the adaptive method from [26] , in a form suitable for our purposes. The condition number bound ω BDDC from Theorem 1 equals to the maximum eigenvalue λ 1 of the associated generalized eigenvalue problem
The following statement is well known from linear algebra, e.g.
Lemma 2 (Courant-Fisher-Weyl minimax principle). Let c (·, ·) be symmetric positive semidefinite bilinear form on vector space V of dimension n and b (·, ·) symmetric positive definite bilinear form on V . Then the generalized eigenvalue problem
has n linearly independent eigenvectors w k and the corresponding eigenvalues are real and nonnegative and the eigenvectors are stationary points of the Rayleigh quotient c (w, w) /b (w, w), with the stationary values equal to λ i . Order
with equality if
Since the bilinear form on the left-hand side of (31) is symmetric positive semidefinite and the bilinear form on the right-hand side is symmetric positive definite, Lemma 2 applies and leads to the following corollary. Corollary 1. The generalized eigenvalue problem (31) has eigenvalues λ 1 ≥ λ 2 ≥ . . . ≥ λ n ≥ 0. Denote the corresponding eigenvectors w . Then, for any k = 1, . . . , n − 1, and any linear functionals L on W , = 1, . . . , k,
The next lemma shows that the added constraints L (w) = 0 satisfy the compatibility condition (24) .
Lemma 3. The constraints L (w) = 0, with L given by (35) , are satisfied for any w ∈ U .
Proof. From (14), (I − (I − P ) E) = (I − P ) (I − E). For any w ∈ U , (I − E) w = 0, because E is a projection on U .
It follows that the optimal decrease of the condition number bound (17) can be achieved by adding the rows
However, solving the global eigenvalue problem (31) is expensive, and the vectors d are not of the form suitable for substructuring, i.e., each d with nonzeros at one glob only. For these reasons, we replace (31) by a collection of local problems, each defined by considering only two adjacent subdomains Ω i and Ω j at a time. Here, subdomains are considered adjacent if they share an edge in 2D, or a face in 3D ( Figure 2 ). All quantities associated with such pair will be denoted by the subscript ij . Using also (14) , the generalized eigenvalue problem (31) becomes
Assumption 2. The corner constraints are already sufficient to prevent relative rigid body motions of any pair of adjacent substructures, so
i.e., the corner degrees of freedom are sufficient to constrain the rigid body modes of the two substructures into a single set of rigid body modes, which are continuous across the interface Γ ij .
The maximal eigenvalue ω ij of (36) is finite due to Assumption 2, and we define the heuristic condition number indicator ω = max {ω ij : Ω i and Ω j are adjacent} .
Considering two adjacent subdomains Ω i and Ω j only, we get the added constraints L (w) = 0 from (35) as
where w ij, are the eigenvectors corresponding to the k ij largest eigenvalues from (36).
Algorithm 1 (Adaptive BDDC). Find the smallest k ij for each pair of adjacent substructures Ω i and Ω j to guarantee that λ ij,k ij +1 ≤ τ , where τ is a given tolerance, and add the constraints (39) to the definition of W .
The adaptive BDDC method assures that the condition number indicator ω ≤ τ with the minimum number of added constraints. It was presented in [26] starting from corner constraints only, formulated in terms of FETI-DP, and the result translated to BDDC. We extend the method to the case a general space W and give a much simpler implementation in BDDC directly.
To formulate a numerical algorithm, we need to write the generalized eigenvalue problem (36) and the added constraints (39) 
Since
the eigenvalue problem (41) reduces in the factorspace modulo null Π ij S c ij Π ij to a problem with the operator on the right-hand side positive definite. In some computations, we have used the subspace iteration method LOBPCG [15] to find the dominant eigenvalues and their eigenvectors. The LOBPCG iterations then run in the factorspace. To use standard eigenvalue solvers, (41) may be converted to a matrix eigenvalue problem by penalizing the components in null D c ij and rigid body modes, as already described in [26] . It follows from the matrix form of the eigenvalue problem (43), that the constraints to be added are
where w ij is the restriction of w to the pair of subdomains. That is, we wish to add to the constraint matrix D the rows
These rows are extended to the size of global matrix D simply by zeros. Proof. Consider the vector w ∈ W that has two entries equal to 1, corresponding to a degree of freedom on the interface, and all other entries equal to 0. Using the definition of d ij, (45) and Lemma 3, we get d ij, w ij = L ij, (w ij ) = 0. The proof is concluded by taking w ij of this form for arbitrary degree of freedom, all of which satisfy relation (44). In 2D, one can simply add rows (45) to the constraint matrix D, which is equivalent to the method from [26] . In 3D, unfortunately, such rows would generally have nonzero entries over all of the interface of Ω i and Ω j , including the edges (where Ω i and Ω j intersect other substructures). Consequently, these rows would couple several globs together, and the matrix D c D cT would be in general no longer block diagonal with one block per glob. To preserve the block diagonal structure, we have to split each d ij, into one row that contains the nonzero entries of the face, and one row for each edge that contains the nonzero entries of that edge. From Proposition 1, it follows that these split constraints satisfy the compatibility condition (24) , and thus the space W is well defined.
Remark 2. In the computations reported in Section 7, we drop the adaptively generated edge constraints in 3D. Then it is no longer guaranteed that the condition number indicator ω ≤ τ . However, the method is still observed to perform well.
Parallel framework with global matrices and on top of multifrontal solver
The main purpose of BDDC, just like any other iterative substructuring method, is to split the problem into subproblems, which are solved independently on separate nodes in a multiprocessor system. Therefore, the usual implementation results in independent local problems on the spaces W i and a small coarse problem [6, 23] . Parallel implementation then requires a fair amount of custom coding. To reduce the amount of new code, a BDDC implementation that uses specially crafted calls to a frontal solver to compute almost all quantities on the substructures was developed [34] . However, the frontal solver implementation needs to construct a coarse problem, and the programmer needs to handle the parallelism explicitly. Fortunately, highly efficient massively parallel direct solvers exist, and an implementation based on such solver may avoid dealing with parallel issues completely.
When there are only corner constraints, i.e. D c is empty, the BDDC preconditioner (25)- (27) reduces to
All coupling between substructures in the matrix A c is concentrated at corner degrees of freedom, while most computational work rests inside the subdomains, and an efficient solver should be able to perform it independently in parallel. Our implementation is based on the multi-frontal solver MUMPS [1] , and numerical results show that this solver can indeed handle matrices of this type reasonably well. Our MATLAB implementation also uses global matrices. In both implementations, expressions involving sparse matrices are evaluated using vectors in the space W c just as in the formulas here. However, if there are any constraints in the globs, one has to solve the constrained system (26) , and MUMPS cannot do this directly. Thus, we will transform (26) to a symmetric, positive definite system which can be solved by MUMPS.
One way to solve system (26) is to introduce the orthogonal projection Π onto the nullspace of D c , which is given by
As opposed to the localised analogue Π ij used in the previous section, Π : W c → W is a global operator. Due to the block structure of D c , where each block corresponds to a different glob, and because each degree of freedom belongs to at most one glob by definition, the construction of Π can be performed in parallel.
Using projection Π, the saddle point problem (26) is equivalent to
However, the operator ΠA c Π is singular for nontrivial D c , so we solve instead a modified system
where t > 0 is a stabilization parameter, e.g. chosen as the maximal diagonal entry in A c . Now, the operator ΠA c Π + t(I − Π) is regular, while the solutions of the systems (26) and (49) are the same.
The projection Π enforces constraints that couple all degrees of freedom on corresponding globs. For this reason, the action of Π introduces new off-diagonal elements (called fill-in) in the projected matrix ΠA c Π + t(I − Π). This is illustrated in Figure 3 , where new dense off-diagonal blocks between globs appear. Because of these blocks, the performance of sparse direct solvers would seriously deteriorate. A sufficient remedy for this issue is proposed in the next section.
Generalized change of variables
To reduce the fill-in corresponding to the enforcing of the constraints following (47)-(48), we revisit and generalize the change of variables proposed in [11, 20] . On each substructure i, consider first the change of variables by the transformation
That is, the averages (given as rows of a matrix H , replacing the variables in w i . The remaining variables in w i are unchanged. We assume that the vectors of weights in the averages are linearly independent, that is, H avg i has a full row rank. While this assumption guarantees that there exists a square submatrix of H avg i consisting of linearly independent columns, this does not necessarily need to be the matrixŪ , and so the inverse transformationH with column pivoting to choose which variables in w i will be replaced by the averages. Decompose
where Q is an orthogonal matrix, U is an upper triangular matrix, and K is a permutation matrix. We now define the generalized change of variables by
Now H
−1 i
exists, and the inverse change of variables is defined as
The matrix U , though invertible, is not guaranteed to be well conditioned. This is a wellknown problem in QR decomposition [17] . However, we can drop the rows of [U V ] where the diagonal entry of U is small, and one can argue that the constraints that were transformed into rows with negligible leading entry are (numerically) redundant. Our implementation of the change of variables uses QR decomposition by the LAPACK routine DGEQP3.
To compare with the change of variables from [11, 20] , consider the case where there is just one average with unit weights. Then
and we have the change of variables
while the transformation of variables by [11, 20] is defined as
With the change of basis, the BDDC preconditioner can be written as
where T = diag [T i ]. Thus, A is replaced by the transformed matrix T T AT , and, by assembly at corners following (20) , A c becomes R cT T T AT R c . Then, Lemma 1 yields the matrix form of the algorithm: solving the system
followed by computation of the approximate solution u ∈ W by u = (I − P ) ET R c w c . Here, the matrix D c = D c T is much sparser than D c thanks to the change of variables. It couples only the new explicit degrees of freedom on each subdomain and thus has only one +1 and one −1 entry on each row. In fact, the construction of D c is similar to the construction of the operator B used in FETI methods. In computations, D c can be constructed directly without using either D c or T , knowing only which pairs of the (explicit) interface degrees of freedom should be coupled after the change of basis.
Instead of solving the saddle point problem (57) directly, we now use the projection as in (49) The BDDC preconditioner can be finally rewritten in the algebraic form, which is actually used in our implementations, as follows.
Algorithm 2. The action of the BDDC preconditioner M BDDC : r → w with the generalized change of variables consists of solving the system
with an arbitrary t > 0, followed by w = (I − P ) ET R c w c .
Remark 3.
Since the transformation of variables changes averages into separate degrees of freedom, one can treat these degrees of freedom as corners and assemble them just as in [11, 13, 20] to make all constraints primal. This gives no additional fill-in beyond the one caused by the change of variables, i.e., replacing A c by R cT T T AT R c . In the adaptive method (Section 3), the corners are already set and used to compute the constraints to be added adaptively. Treating all constraints as corners then requires redefining which variables are corners. This is not supported in the code described here. See Section 6 for more details.
Implementation
We have implemented the proposed method in Matlab. Later, we have developed also a parallel version using Fortran 90 programming language and MPI.
First, we have implemented the BDDC preconditioner based on the formulation (26). In the case of corner constraints only, i.e. D c is empty, the method is reduced to solving a problem with matrix A c in each iteration. In the current version, we rely on the parallel direct solver MUMPS [1] (version 4.8.4) for this purpose.
In the implementation, two separate instances of MUMPS are necessary -one for solving problems with matrix A c and another for a realization of the operator I − P of the discrete harmonic extension in (13) globally. The latter is equivalent to solving an independent discrete Dirichlet problem on each subdomain.
In the case of a nontrivial matrix D c , i.e. for additional constraints on edges and/or faces, explicit change of variables with projection (Section 5) is performed in parallel to form the distributed sparse matrix (59), which is then supplied to MUMPS. We have observed a great advantage in projecting the matrix after the change of variables compared to the direct projection on null D c . It significantly decreases the computational time and memory consumption due to the reduced fill-in, as described in Section 5. In our experience, the amount of extra work needed for the transformation and the projection is typically only a small fraction of the time saved by the lower number of PCG iterations, compared to the case of corner constraints only.
Using the projection instead of re-assembling the matrix after the change of variables allows us to store the sparse matrix in memory only once, and use it in the preconditioner as well as in the PCG method, which is formulated to run on vectors from the space W c . For the preconditioner, new entries arising from the transformation and projection are stored in the memory behind the original matrix and the convention of repeated indices allowed by MUMPS is exploited.
Later, the adaptive selection of constraints described in Section 3 has been added to the implementation. As the parallelization of solving the generalized eigenvalue problems (41) on pairs of adjacent subdomains does not follow the scheme of the natural parallelization by subdomains, this part of the code has been written as a self-standing module that just passes the constraints to the main BDDC solver. Multiplication by S c ij in the eigenvalue problem (41) is implemented by performing the interior correction on each of the two adjacent subdomains separately, and only the resulting vectors are assembled; thus, the matrices S c ij and A c ij for the two adjacent substructures are not formed explicitly.
Numerical results
We have tested the adaptive algorithm on several three-dimensional problems of linear elasticity coming from engineering practice. As a consistency check, we have also tested the method in two dimensions with essentially the same results as in [26] . The computations were done in Matlab and by the parallel implementation described in Section 6. In Matlab, the generalized eigenvalue problems for pairs of adjacent substructures were solved by explicit construction of the matrices and by standard methods for symmetric eigenvalue problems. We have also tested both the Matlab and the C versions of the LOBPCG algorithm [15] . The averaging operator was constructed with weights proportional to the diagonal entries of the substructure matrices before elimination of interiors.
The first problem is a nozzle box of aŠKODA steam turbine 28 MW for the electric power plant Nováky, Slovakia, loaded by steam pressure. The body of the nozzle box was discretized using 2696 isoparametric quadratic finite elements with 40, 254 degrees of freedom and decomposed into 16 substructures with 37 corners, 19 edges, and 32 faces (see Fig. 4) . Convergence of the algorithm with non-adaptive constraints is displayed in Table 1 . Note that the corner coarse degrees of freedom were not sufficient to guarantee convergence. Where "3eigv" is added, constraints corresponding to three dominant eigenvalues are added at each face. This choice leads to the same number of constraints as using simple arithmetic averages.
Comparing the last two rows in Table 1 , we can see that constraints obtained from the adaptive algorithm work quite better than arithmetic averages. Our explanation is that such constraints might approximate better the direction of global eigenvectors corresponding to the extreme eigenvalues. Table 2 then contains results obtained using the adaptive selection of constraints. Each row corresponds to a different value of the threshold τ , i.e. the target bound of the condition number indicator ω. All eigenvectors corresponding to eigenvalues greater or equal to τ were used to generate adaptive constraints. Comparing the results in Tables 1-2 , we can see that the adaptive method leads to a redistribution of the number of constraints on different faces. For example, with τ = 20, the total number of constraints is still lower than by using arithmetic averages on all faces, while the number of iterations is improved by almost 25% and the condition number estimate κ is improved by more than 50%.
The second problem is a beam with a mesh refinement around a notch. It is discretized using 245, 687 tetrahedral finite elements with 143, 451 degrees of freedom, and decomposed into 8 substructures with 31 corners, 18 edges, and 19 faces (see Fig. 5 ). The results with non-adaptive constraints are summarized in Table 3 , and results of the adaptive method are presented in Table 4 . Comparing these two tables, we can see that, similarly as for the nozzle box problem, doubling the number of constraints reduces number of iterations to a half. Nevertheless, for both problems, the adaptive algorithm leads to a relatively small improvement in terms of the number of iterations and of the condition number estimate. This indicates that for these problems the simple arithmetic averages already work well enough, and there are no interfaces that would require extra work -the quality of the decomposition is uniform, as seen in Figs. 4-5. On the other hand, the power of the adaptive algorithm seems to be very beneficial for finite element discretization with bad aspect ratios of elements. An example of such problem is a bridge construction discretized by 39, 060 hexahedral finite elements with 157, 356 degrees of freedom, and distributed into 16 substructures with 250 corners, 30 edges, and 43 faces (see Fig. 6 ). The results are summarized in Tables 5-6 . Comparing the last two rows in Table 5 we can see, that relatively poor convergence with arithmetic averages improves quite significantly when arithmetic averages over faces are replaced by the same number of adaptive averages. Moreover, from Table 6 we see that, e.g., doubling the number of constraints with τ = 5 decreases the number of iterations more than six times, and with τ = 2 the number of iterations is reduced more than ten times while the number of constraints increases approximately four times.
In order to test the performance of the algorithm in the presence of jumps in material coefficients, we have created a problem of a cube with material parameters E = 10
6 Pa and ν = 0.45, penetrated by four bars with parameters E = 2.1 · 10
11 Pa and ν = 0.3, consisting of 107, 811 degrees of freedom, and distributed into 8 substructures with 30 corners, 16 edges, and 15 faces (see Fig. 7 and note that the bars cut the substructures only through faces). Similar problems are solved in practice to determine numerically (anisotropic) properties of composite materials. Comparing the results in Tables 7 and 8 we can see, that with τ = 10, 000 only 10 additional averages over faces are used to decrease the number of iterations 2.6 times. With τ = 2, the number of iterations is decreased 10 times compared to the non-adaptive algorithm with arithmetic averages over all globs (c+e+f), whereas the number of constraints is increased less than 3 times.
To test the parallel behaviour of the MUMPS solver at our applications, we run the solver only with corner coarse degrees of freedom on a benchmark problem consisting of cubic subdomains, the number of which is growing in two dimensions (see Fig. 8 ). Since the size of the subdomains is fixed, the problem fixed at one side and loaded at the opposite side is changing its nature, and consequently, some growth in number of iterations is expected. The sequence of problems is run on an increasing number of processors, which matches the number of subdomains. Presented computations were performed on 1.5 GHz Intel Itanium 2 processors of SGI Altix 4700 computer in CTU Supercomputing Centre, Prague.
We can see in Table 9 , that after a jump in times between 16 and 25 subdomains related probably to the computer's architecture, the times of analysis, factorization, as well as per one iteration remain almost constant. The "total wall time" includes also the second factorization of MUMPS for computing the discrete harmonic extensions and all I/O operations.
In the presented algorithm, a considerable amount of work is spent by generating the adaptive constraints. This part, which consists of solving local eigenproblems, may eventually dominate the whole computation. Each of these eigenproblems is common to a pair of subdomains, so the parallelism is different from the "natural" subdomain-wise parallelism of domain decomposition. For this reason, an independent distribution of eigenproblems among processors is performed, and each processor which solves an eigenproblem is linked with the two processors which store the data of subdomains within the pair.
An investigation of scaling of this part of the implementation on a variable number of processors was performed for the problem of turbine nozzle box with 16 subdomains. In Fig. 9 , the summary for the sequence of 2 k , k = 0, 1, 2, . . . , 5, processors is shown.
Conclusion
The adaptive BDDC method has been presented. The paper contains several original contributions. First, the definition of space where BDDC runs is given as the nullspace of a global matrix of constraints. For an efficient and straightforward implementation of this formulation, a generalization of the change of variables is proposed. This allows an efficient handling of multiple arbitrary constraints on a substructure face. This functionality is required for the implementation of constraints that are generated adaptively. The adaptive selection of constraints from [26] has been reformulated in a mathematically equivalent way to use only the operators of BDDC and to match the overall approach of the rest of this paper to minimize programming requirements. The adaptive method is based on simultaneous solution of generalized eigenvalue problems defined for each face in the decomposition. The eigenvalues serve as a condition number indicator, so the minimal number of constraints is added to guarantee that the condition number indicator is below a given threshold. The corresponding eigenvectors are used to derive the coefficients of the constraints. Numerical experiments confirm that the eigenvalues provide a good prediction of the final condition number of the preconditioned operator.
A parallel implementation of the method has been developed and presented. It is based on a global formulation of the matrix of the BDDC preconditioner, and it is built on top of solver MUMPS, which provides most of the parallelism and minimizes custom coding. The implementation has been tested on a number of problems of 3D elasticity. Results for several real world problems are included.
In our experiments, adaptive BDDC has shown to be quite powerful. Many times, it has been able to save the situation for poorly selected corners, even in the case of disconnected subdomains, the situation often faced in real applications of domain decomposition when using graph partitioners. Adaptive BDDC is able to handle very ill-conditioned problems (e.g. problems with jumps in coefficients, complicated geometries with deformed elements, etc.), which are almost impossible to solve by standard BDDC method using only arithmetic averages on edges and faces. Such problems would either require a prohibitive number of PCG iterations or may not converge at all. This class of problems is the target application of the proposed method, as the extra cost of generating the constraints adaptively is not negligible and would not pay for well-conditioned problems.
The solution of local eigenproblems by LOBPCG in generation of the adaptive constraints requires many iterations and accounts for most of the time for some problems. A suitable preconditioning of these eigenproblems to reduce the number of LOBPCG iterations will be studied elsewhere. Table 2 : Results for the turbine nozzle box problem using the adaptive approach. τ is the threshold, and ω is the condition number indicator from (38) . The other headings are same as in Table 1 . Table 9 : Weak scaling on planar cubes problem (e.g. Fig. 8 ), corners only, H/h = 8. 
