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Erarbeitung von Vorschlägen für Aufbau, Konfiguration und Betrieb eines XEN-Clusters mit
Hochverfügbarkeitseigenschaften.
1.1 Detaillierte Aufgabenstellung
Virtualisierung spielt im Rahmen der Serverkonsolidierung eine immer größer werdende Rolle.
Betrachten Sie bei der Bearbeitung des Themas die am Universitätsrechenzentrum der TU Chem-
nitz eingesetzte Distribution Scientific Linux, ein RedHat-Clone mit den enthaltenen Technolo-
gien und Softwarewerkzeugen.
Skizzieren Sie den Aufbau eines XEN-basierten Clusters am Beispiel der RedHat Cluster Suite
(RHCS). Vertiefen Sie die Betrachtungen der RHCS aus Sicht der Konfiguration und des Be-
triebes. Welche Werkzeuge zum Management des Clusters sind verfügbar?
Erarbeiten Sie Lösungsmöglichkeiten für den Betrieb virtueller Gastsysteme mit unterschiedlichen
Subnetzen (VLANs) im Cluster. Beachten Sie dabei die Möglichkeit der Hot Migration der Gast-
systeme. Welche Möglichkeiten zur Umsetzung von HA-Eigenschaften lassen sich realisieren?
(Stichworte: NIC-Teaming, Bonding)




Die Teststellung besteht aus 3 Servern vom Typ „Dell Poweredge 6950“. Die Namen der Server
lauten alexander, philipp und attalos.
2.1 Die Server Hardware
Prozessor:
4 x Dual-Core AMD Opteron Prozessor 8218 / 64 Bit
Taktfrequenz: 2600 MHz
Cache: L1 Cache 128KB / L2 Cache 2MB




1 x 146.1 GByte SCSI Disk (Dell) [/dev/sda]
1 x 1099,5 GByte SCSI Disk (Sun) {1 LUN aus dem SAN} [/dev/sdc]
Netzwerk:
4 x Intel 82571EB/82572EI Gigabit Ethernet Controller
2 x Broadcom Corporation NetXtreme II BCM5708 Gb Ethernet
Storage:
2 x 4 Gbit Fibre Channel to PCI Express
Die Server verfügen über integrierte Managementkarten DRAC5 (KVM1).
2.2 Die eingesetzte Software
Betriebssystem: Scientific Linux 5.2 / Kernel: 2.6.18-92.1.X.el5xen (x86-64)




Liefert den Kernel mit der benötigten Xen-Erweiterung
xen-3.0.3-64.el5_2.3
Beinhaltet den Xen-Hypervisor und Xen-Tools. Beides wird benötigt um virtuelle Maschi-
nen auf einem x86 System zu betreiben.
xen-libs-3.0.3-64.el5_2.3
Dieses Paket beinhaltet die benötigten Bibliotheken zum managen von Xen virtualisierten
Maschinen.
cman-2.0.84-2.el5_2.1
Bringt den Cluster Manager und alle dafür benötigten Werkzeuge an Bord der Server.
openais-0.80.3-15.el5
Ausführbare Dateien und APIs für das OpenAIS Standard-Based Cluster Framework.
gfs2-utils-0.1.44-1.el5
Dienstprogramme für die Verwaltung des GFS-Dateisystems.
rgmanager-2.0.38-2.el5_2.1
Open Source HA Resource Group Ausfallsicherung für Red Hat Enterprise Linux. Der
Red Hat Resource Group Manager stellt die Hochverfügbarkeit für kritische Serveran-
wendungen sicher.
lvm2-cluster-2.02.32-4.el5
Cluster-Erweiterung für den Logical Volume Manager.
modcluster-0.12.0-7.el5
Management Modul für Red Hat Enterprise Linux Cluster Suite.
ricci-0.12.0-7.el5
Stellt die Server-Schnittstelle des Remote Management System Conga bereit (Dispatch-
er).
vconfig-1.9-2.1
enthält Tools zur Konfiguration des 802.1q (VLAN) Kernel-Moduls
bridge-utils-1.1-2
Dieses Paket enthält Dienstprogramme zur Konfiguration der Linux Ethernet-Bridge.
(Stand: 02/2009)
2.3 Massenspeicher
Die Wirt-Server sind je über zwei Fibre-Channel-Anschlüsse mit dem Storage Area Network
(SAN) verbunden. Die vom SAN bereitgestellte Platte (LUN) beherbergt die Imagefiles der Gast-
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Systeme. Damit alle 3 Server parallel auf diese Partition zugreifen können, ist diese mit GFS2
formatiert und unter /xen/images01/ gemountet.
2.4 Netzwerk
Die Wirt-Server verfügen über eine 4-Port Netzwerkkarte (eth2 – eth5), über die sie an die
VLANs 140 und 160 angeschlossen sind. Über diese Ports sollen ausschließlich die Gast-Systeme
ans Netzwerk angeschlossen werden. Die Zuordnung der Gäste zu den verschiedenen Subnet-
zen/VLANs soll über virtuelle Bridges realisiert werden.
Für die Administration der Xen-Server selbst stehen zwei weitere Netzanschlüsse (eth0 + eth1)
zur Verfügung.
Anmerkung. Für diese Testzwecke sind nur zwei Ports der 4-Port Netzwerkkarte an das Netz
angeschlossen.
Abbildung 2.1: Physische Vernetzung der Xen-Server
2.5 Die Gast-Systeme
Auf der Teststellung werden aktuell 5 Gast-Systeme betrieben (bert, hinz, kunz, plethi, krethi).
Das Betriebssystem der Gäste ist Scientific Linux 5.2 / Kernel: 2.6.18-92.1.13.el5xen. Jedem
Gast sind eine vCPU und 1024 MB Arbeitsspeicher zugeteilt.
2„Global File System“, siehe unter 4.3.4 auf Seite 21.
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3 Virtualisierung
Server-Virtualisierung bedeutet, mehrere Instanzen eines oder verschiedener Betriebssysteme
auf einem einzigen Rechner parallel zu betreiben. Die einzelnen Instanzen werden als „Virtuelle
Maschinen“ (VM) bezeichnet. Eine virtuelle Maschine bildet ein vollständiges Rechnersys-
tem in Software ab. Das Rechnersystem wird aus Sicht des Basis-Betriebssystems (Host oder
Wirt) selbst zu einer Applikation und kann damit wie jede andere Software unabhängig von der
darunter liegenden Hardware behandelt werden. Quelle: Andrej, Radonic: Xen3, S. 52
Abbildung 3.1: Komponenten eines virtuellen Servers
3.1 Virtualisierung oder Emulation
Bei einer Emulation wird eine bestimmte Hardware-Architektur, die von der Architektur des
Host-Systems abweichen darf, komplett in Software abgebildet. Wohingegen sich virtualisierte
Systeme die Hardware-Komponenten, beispielsweise die CPU, teilen. Dazu bedient man sich
einer Virtualisierungssoftware.
Dies alles hat den großen Vorteil, dass sich der Zugriff auf virtualisierte Hardware direkt an
die physikalische Hardware durchreichen lässt. Das erhöht die Performance der virtualisierten
Systeme erheblich, da die Befehle nicht auf die eigentliche Hardware übersetzt werden müssen.
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3.2 Virtualisierungsansätze
Aus sicht der Gast-Systeme unterscheiden sich folgende Virtualisierungsansätze:
• Virtualisierung auf Betriebssystem-Ebene
• „Vollständige Virtualisierung“
• Paravirtualisierung
Virtualisierung auf Betriebssystem-Ebene - Dieses Konzept realisiert Virtualisierung, indem
virtuell mehrere Instanzen ein und desselben Betriebssystems laufen (ein Kernel – daher
auch „Single Kernel Image“ oder „SKI“). Hier ist also das Betriebssystem virtualisiert,
nicht die Hardware.
Vertreter dieser Virtualisierung sind OpenVZ / Virtuozzo, Linux Vserver, BSD Jails, Open-
Solaris „Container“ bzw. „Zones“.
„Vollständige Virtualisierung“ - Bei dieser Technik bleibt dem Gast vollständig verborgen,
dass eine Virtualisierung stattfindet. Es ist also keine Anpassung des Gast-Systems notwendig.
Der Virtual Machine Monitor (VMM) läuft dabei auf einem Host-Betriebssystem und
bildet eine originalgetreue – virtuelle – Hardware nach.
Vertreter dieser Virtualisierung sind VMware (Workstation und Server), Microsoft Virtual
PC / Server und Xen mit Unterstützung von Hardware Virtualisierung.
Paravirtualisierung - Dieser Ansatz verbirgt die Virtualisierung nicht vor dem Gast. Das Gast-
System „weiß“, dass es virtualisiert läuft und über eine abstrahierte Hardwareschnittstelle
mit dem Hypervisor1 kommunizieren muss.
Ein Vertreter dieser Virtualisierung ist Xen.
Abbildung 3.2: Modell einer paravirtualisierten Umgebung
Eine andere Kategorisierung ist die nach der Anordnung des Hypervisors in Relation zur Hard-
ware bzw. zum Host-Betriebssystem:
1ein Synonym für den Begriff Virtual Machine Monitor (VMM)
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Type 1 Hypervisor: der Hypervisor läuft direkt auf der Hardware
(VMware ESX Server, Xen [aber I/O über das Wirt-System])
Type 2 Hypervisor: setzt auf ein laufendes Betriebssystem auf
(VMware Workstation, VMware Server, Sun Virtualbox)
3.3 Der Xen-Hypervisor
Die Software Xen ist ein Virtuelle Maschinen Monitor (VMM) und läuft direkt auf der Hard-
ware. Xen ist für die Plattformen x86, x86_64, IA64, PowerPC verfügbar. Bei dieser Technik
der Virtualisierung wird die Hardware für die darauf laufenden Systeme (Domains) paravirtual-
isiert, d.h. die Gast-Systeme greifen auf die reale Hardware über eine spezielle Hardware-API
zu. Die zu beherbergenden Kernel müssen dabei an die Xen-Architektur angepasst werden. Der
Vorteil dieser Technik ist der geringe Overhead und die damit verbundene gute Performance
der Gast-Systeme. Seit der Version 3.0 können Betriebssysteme, wie z. B. Microsoft Windows,
dank spezieller Prozessorerweiterungen, wie etwa Intel VT oder AMD-V, ohne Modifikationen
mit Xen genutzt werden.
Xen unterscheidet dabei privilegierte (sog. Dom0) und unprivilegierte Domainen, d. h. virtuelle
Systeme. Die Dom0 hat die volle Kontrolle über das System und die anderen Gast-Domainen.
Xen entstand an der University of Cambridge und ist von XenSource weiterentwickelt wurden.
Später wurde XenSource von derr Firma Citrix übernommen. Der Xen-Hypervisor steht aber
weiterhin unter General Public License (GNU) zur Verfügung.
Leider gibt es keinen aktuellen Kernel mit Dom0 Support. Der auf xen.org bereitgestellte Kernel
hat die Version 2.6.18 und ist nun schon etwas veraltet. Der Basis-Support für den Betrieb als
DomU wurde in den Linux-Kernel ab Version 2.6.23 integriert. Ob und wann der Support für
Dom0 in den Standard-Linux-Kernel kommt, ist unklar. Bis inklusive Version 2.6.29 ist dies
nicht der Fall.
3.4 Warum Virtualisierung?
Mehrere Studien belegen, dass Server im Schnitt nur zu 8 bis 30% mit der ihnen eigentlich
zugedachten Arbeit ausgelastet sind. Gleichzeitig wächst der Bedarf an Rechnern und Servern
stetig. Die Gründe für den wachsenden Bedarf an Servern sind sehr vielfältig:
• Anwendungen sollen nicht durch andere Anwendungen ausgebremst werden –> also wird
ihr eine eigene Hardware zugeschrieben
• Unerwünschte Wechselwirkungen mit anderen Anwendungen
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• Anwendungen benötigen unterschiedliche Treiber oder Betriebssystem Versionen –> kön-
nen deshalb nicht auf einer Maschine betrieben werden
• Anwendungen können aus Sicherheitsgründen nicht auf einer Maschine laufen
Virtualisierung ermöglicht die effektive Entkopplung der Systeme voneinander auf einer Hard-
ware. Dadurch kann die vorhandene Hardware viel besser ausgelastet werden und es müssen
weniger Neuanschaffungen getätigt werden.
Dies hat noch mehr positive Effekte:
• weniger physische Server –> Energiekosten können gesenkt werden
• flexiblere Bereitstellung neuer Server (virtuelle Server)
• ermöglicht ein schnelles Aufsetzten von Testsystemen
• es ist einfacher Backups von einem ganzen System anzulegen
Ein weiterer großer Vorteil der Virtualisierung ist die Möglichkeit Gast-Systeme ausfallsicherer
zu gestalten.
3.5 Virtualisierung und Hochverfügbarkeit
Da ein Host-System sehr viele Gast-Systeme beherbergen kann, ist es notwendig das Host-
System ausfallsicher zu gestalten. Dies ist erreichbar, indem mehrere Computer zu einem Cluster
verbunden werden. Damit ist es möglich, ohne oder mit nur sehr kurzer Unterbrechung die Gast-
Systeme bei Ausfall oder Wartung eines Servers auf einem anderen Cluster-Server weiter zu
betreiben. Auf einem Hochverfügbarkeitscluster (engl. High-Availability-Cluster – HA-Cluster)
laufende Gast-Systeme können somit ausfallsicher betrieben werden.
Hochverfügbarkeit: „Ein System gilt als hochverfügbar, wenn eine Anwendung auch im Fehler-
fall weiterhin verfügbar ist und ohne unmittelbaren menschlichen Eingriff weiter genutzt werden
kann. In der Konsequenz heißt dies, dass der Anwender keine oder nur eine kurze Unterbrechung
wahrnimmt. Hochverfügbarkeit (abgekürzt auch HA, abgeleitet von engl. High Availability)
bezeichnet also die Fähigkeit eines Systems, bei Ausfall einer Komponente uneingeschränkten
Betrieb zu gewährleisten.“2
2Quelle: Held, Andrea: Oracle 10g Hochverfügbarkeit, Addison-Wesley 2004
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4 Computer-Cluster
„Ein Computercluster, meist einfach Cluster (engl. „Schwarm“, „Gruppe“, „Haufen“), bezeich-
net eine Anzahl von vernetzten Computern, die von außen in vielen Fällen als ein Computer
gesehen werden können. In der Regel sind die einzelnen Elemente eines Clusters untereinander
über ein schnelles Netzwerk verbunden. Ziel des „Clustering“ besteht meistens in der Erhöhung
der Rechenkapazität oder der Verfügbarkeit gegenüber einem einzelnen Computer. Die in einem
Cluster befindlichen Computer (auch Knoten oder Server genannt) werden oft auch als Server-
farm bezeichnet.“1
4.1 Wichtige Grundbegriffe
Fencing: Bezeichnet das Ausschließen von fehlerhaften Cluster-Servern aus dem Cluster, um
die Datenintegrität des Clusters zu sichern. Dabei wird der betroffene Knoten abgeschaltet
(Power fencing) oder über einen Fibre Channel Switch (Fibre Channel Switch fencing)
vom gemeinsam genutzten Speicher getrennt.
„split-brain“: Ist der Zustand eines Computer-Clusters, bei dem die Verbindung zwischen
einem Teil oder mehreren Teilen des Clusters getrennt wird und die Kommunikation zwis-
chen den Cluster-Knoten unterbrochen ist.
„Das Grundproblem von Split Brain ist der Umstand, dass mindestens zwei Teile noch
funktionieren, jedoch keine Koordination zwischen ihnen möglich ist. Während dies bei
Lesezugriffen noch nicht unmittelbar problematisch scheint, führt ein Schreibzugriff zu
massiven Konflikten. Die Schreibvorgänge verteilen sich über die (zwar funktionierenden
aber voneinander isolierten) Teile des Clusters, wobei aber die Logikschicht (engl. mid-
dle tier) bzw. der Benutzer nichts Ungewöhnliches bemerkten. Dabei kann jedoch, durch
die unterbrochene Zwischenverbindung, der von Knoten/Teil A geschriebene Block durch
Knoten/Teil B nicht gelesen werden – und umgekehrt. Die Datenstände laufen daher au-
seinander, die Konsistenz der Daten ist nicht mehr gewährleistet. Eine Wiederherstellung
aus dieser Situation ist im Normalfall nur unter indiskutablem Zeitaufwand machbar oder
gänzlich unmöglich.“2
Quorum: „Unter einem Quorum oder einer Voting Disk versteht man eine Komponente des




Teilausfalls. Bei Ausfall des Cluster Interconnects (der Verbindung zwischen den Clus-
terknoten) besteht das Risiko einer Aufspaltung des Gesamtsystems in unerwünschte,
autonom agierende Einheiten, die fast immer die Datenintegrität bedrohen (Split-Brain-
Problem). Durch wechselweises oder konkurrierendes Schreiben in die logische Struktur
der Voting Disk wird im Falle eines unterbrochenen Interconnects entschieden, welcher
Teil des Clusters überleben soll. Die Voting Disk liegt auf Shared Storage.“3
Quorate: Ist der Zustand eines Clusters, wenn er mindestens die festgelegte Anzahl von Stim-
men (Servern) besitzt. Nur wenn ein Cluster Quorate ist, kann er Dienste oder virtuelle
Maschinen starten.
Failover Domain: Mit einer Failover Domain lässt sich festlegen, auf welche(n) Server(n) eine
virtuelle Maschine oder ein Dienst im Fehlerfall migriert oder neu gestartet werden sollen.
Wie in Abb. 4.1 dargestellt mit 5 Servern und drei Failover Domains.
Abbildung 4.1: Failover Domains
Locking: „Unter Locking (engl. für Sperren) versteht man in der Informatik das Sperren des
Zugriffs auf eine Ressource. Eine solche Sperre ermöglicht den exklusiven Zugriff eines
Prozesses auf eine Ressource d.h. mit der Garantie, dass kein anderer Prozess diese Ressource
liest oder verändert solange die Sperre besteht.“4
4.2 Arten von Computer-Clustern
Storage Cluster - dienen zum Speichern von großen Datenmengen, wobei jeder Knoten mit
mehreren Festplatten ausgestattet ist.
Hochverfügbarkeitscluster - werden zur Steigerung der Verfügbarkeit bzw. für bessere Aus-
fallsicherheit eingesetzt. Tritt auf einem Knoten des Clusters ein Fehler auf, werden die




Load Balancing Cluster - werden zum Zweck der Lastverteilung auf mehrere Maschinen aufge-
baut. Die Lastverteilung erfolgt in der Regel über eine redundant ausgelegte, zentrale In-
stanz.
High Performance Computing Cluster - dienen zur Abarbeitung von Rechenaufgaben. Diese
Rechenaufgaben werden auf mehrere Knoten aufgeteilt.
4.3 Die „Red Hat Cluster Suite“
Die Red Hat Cluster Suite (RHCS) besteht aus einer Reihe von Komponenten, die es ermöglichen,
mehrere Computer in einem Cluster zu betreiben. Diese können den verschiedenen Problemstel-
lungen angepasst werden. So ist es möglich mit Hilfe der RHCS einen Hochverfüg- barkeits-
oder Load Balancing Cluster aufzubauen.
Eine weitere wichtige Komponente der RHCS stellt das GFS (Global File System) dar. Es er-
möglicht, dass alle Knoten gemeinsam und gleichzeitig auf ein Dateisystem schreibend und
lesend zugreifen können, um so eine gemeinsame Datenbasis zu haben.
Abbildung 4.2: Red Hat Cluster Suite
4.3.1 Komponenten der „Red Hat Cluster Suite“
Die Cluster Suite besteht aus mehreren Komponenten, welche folgende Bereiche abdecken:
• Cluster Infrastruktur









CCS ist das System, welches die Konfigurationsdatei /etc/cluster/cluster.conf auf den Cluster-
Knoten verwaltet. Die cluster.conf Datei ist eine XML-Datei und wird zur Konfiguration von
den Komponenten cman, fence, gfs5, dlm6 und dem rgmanager7 genutzt. Um Informationen aus
der Datei cluster.conf zu lesen, nutzen Programme und Daemons das API libccs. Zugriffe auf
die libccs gehen über den ccsd Daemon. Der ccsd Daemon muss deshalb gestartet sein, bevor
der Knoten einem Cluster beitreten kann.
ccs_tool - Dieses Kommando wird genutzt, um die Datei cluster.conf zu ergänzen oder zu
verändern. Eine per Hand geänderte cluster.conf Datei kann mit folgendem Kommando
auf alle Knoten verteilt werden:
\[root@alexander ~\]# ccs_tool update /etc/cluster/cluster.conf
Config file updated from version 58 to 59
Update complete.
Hierbei wird überprüft ob die Versionsnummer größer ist als die bereits vorhandene Ver-
sion. Nur wenn dies der Fall ist, wird auch ein Update durchgeführt.
ccs_test - Dieses Programm kann genutzt werden, um das ccs-System zu testen und Werte aus
der Datei cluster.conf zu lesen.
ccsd - Der Cluster Configuration System Daemon ist ein Teil des CCS und regelt die Zugriffe
auf die cluster.conf in einem cman-basierten Cluster. Der Cluster Configuration System
Daemon behandelt Anfragen auf die cluster.conf Datei durch die libccs. Außerdem hält
er die cluster.conf zwischen den Knoten des Clusters synchron. Dazu wird das Attribut
config_version=’x’ ausgewertet. Wird auf einem anderen Knoten eine neuere Ver-
sion gefunden, wird die alte ersetzt. Der ccsd kommuniziert über die TCP-Ports 50006,
50008, 50009 und UDP 50007.
5Global File System
6Distributed Lock Manager
7Resource Group (Service) Manager
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Anmerkung: Im Cluster der 3. Generation wird es den ccsd nicht mehr geben. Die zwei
Hauptfunktionen („config sync“ und „config reload“) des ccsd werden aufgeteilt. Die Syn-
chronisation übernimmt Conga oder das Tool ccs_sync und das Neuladen der Konfigura-
tion wird mit cman_tool version -r $newversion durchgeführt.8
cluster.conf - Die cluster.conf Datei liegt im Verzeichnis /etc/cluster/. Sie ist die Infor-
mationsquelle für cman, fence, dlm, gfs und rgmanager. Auf sie wird indirekt durch libccs
zugegriffen. Sie beinhaltet alle Informationen über das Cluster wie beispielsweise Namen
der Knoten und Anweisungen zum Fencing. Die cluster.conf ist eine XML-Datei. Sie hat
eine Top-Level Cluster Sektion, die alle anderen Konfigurationen enthält. Die Cluster-
Sektion hat zwei notwendige Attribute: name und config_version, der Name kann bis zu
16 Zeichen lang sein und bestimmt den Namen des Clusters. Es ist wichtig, dass dieser
Name sich von anderen eingerichteten Clustern unterscheidet. Der Wert config_version







CMAN ist ein symmetrischer Mehrzweck-Clustermanager. Er bietet eine Diensteverwaltung, die
sogenannte Service Groups verwaltet und zudem eine Verbindungsverwaltung, die die Zuord-
nung zu Clustern verwaltet. Diese ist für den Nachrichtenaustausch zwischen den Knoten des
Clusters, für Ereignismeldungen sowie für Quorum- und Status-Wechsel verantwortlich.
Der Cluster-Manager besteht aus vielen einzelnen Daemons und Diensten. Der Start des Clsuters
ist ein komplexer Prozess der hier näher betrachtet wird.
Was macht das CMAN Init-Script?
1. Es wird geprüft, ob die benötigten Kernel-Module geladen sind und bei Bedarf geladen.
Folgende Kernel-Module werden benötigt:
configfs.ko – Simple RAM filesystem for user driven kernel subsystem configuration
dlm.ko – Distributed Lock Manager –> benötigt das configfs Modul
lock_dlm.ko – DLM Locking Module –> benötigt das Modul gfs2.ko und dlm.ko
gfs2.ko – Kernel-Modul für das GFS Filesystem –> wird benötigt vom Modul lock_dlm.ko
2. Mounten des configfs Filesystems unter /sys/kernel/config/
3. Starten des Cluster Configuration System Daemon (ccsd)
8Quelle: http://sources.redhat.com/cluster/wiki/Stable3Features
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4. Jetzt ist alles zum Beitreten des Knotens zum Cluster vorbereitet. Dies geschieht mit dem
Kommando:
/usr/sbin/cman_tool -t $CMAN_CLUSTER_TIMEOUT -w join \
$cman_join_opts 2>&1
Dabei werden weitere Optionen übergeben:
-t $CMAN_CLUSTER_TIMEOUT (Default 120s)
Gibt an, wie lang versucht werden soll, dem Cluster beizutreten.
-w





Wenn die Umgebungsvariablen CLUSTERNAME und/oder NODENAME gesetzte sind,
wird mit dieser Variablen der Name des Nodes und des beizutretenden Clusters übergeben.
Weiterhin wird beim Aufruf von cman_tool ... join .... das Programm aisexec gestartet.
Was aisexec macht und wofür es benötigt wird, wird unter 4.3.5 auf Seite 22 beschrieben.





6. Ganz zum Schluss wird noch der Fencing-Domain beigetreten.
/sbin/fence_tool -w -t $FENCED_START_TIMEOUT join
-w
Warte, bis das Beitreten oder Verlassen einer Fence Domain beendet ist!
-t $FENCED_START_TIMEOUT (Default 300s)
Maximale Zeit in Sekunden, die gewartet werden soll.
Wichtige Tools und Daemons aus dem Paket cman
cman_tool - Das Cluster Management Tool dient dem Management des Cluster-Subsystems.
Damit ist es möglich, Knoten zum Cluster hinzuzufügen oder zu entfernen. Auch das
Anlegen von Fencing-Domains sowie die Statusabfrage für den Cluster ist mit diesem
Tool möglich.
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[root@attalos ~]# cman_tool nodes -a
Node Sts Inc Joined Name
200 M 7352 2008-12-01 17:44:58 attalos.hrz.tu-chemnitz.de
Addresses: 134.109.140.95
300 M 7356 2008-12-01 17:44:58 alexander.hrz.tu-chemnitz.de
Addresses: 134.109.140.33
400 M 7356 2008-12-01 17:44:58 philipp.hrz.tu-chemnitz.de
Addresses: 134.109.140.43
ccs_tool – siehe 4.3.2 auf Seite 15
ccs_test – siehe 4.3.2 auf Seite 15
dlm_tool – Ein Programm zum Beitreten oder Verlassen von lockspaces und Anzeigen von
DLM Informationen.
group_tool – Das Tool group_tool zeigt den Status von fence, dlm und gfs-Gruppen. Diese In-
formationen werden aus dem Daemon groupd ausgelesen, welcher die fenced, dlm_controld
und gfs_controld Daemons steuert. Hiermit ist es auch möglich, Debug-Meldungen der
verschiedenen Daemons anzeigen zu lassen.
[rhaertel@alexander ~]$ group_tool
type level name id state
fence 0 default 00010001 none
[1 2 3]
dlm 1 rgmanager 00010003 none
[1 2 3]
dlm 1 clvmd 00020001 none
[1 2 3]
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dlm 1 gfs1 00040001 none
[1 2 3]
gfs 2 gfs1 00030001 none
[1 2 3]
mkqdisk – Dieses Kommando dient zum Anlegen einer neuen Quorum-Disk oder zum Anzeigen
von erreichbaren Quorum-Disks des betrachteten Cluster-Knotens.
groupd – Der Daemon groupd bietet eine Schnittstelle zwischen dem OpenAIS closed pro-
cess group Service (CPG) und den Daemons fenced, dlm_controld und gfs_controld.
Groupd übersetzt und puffert CPG Ereignisse zwischen OpenAIS’s CPG Service und den
fence/dlm/gfs Systemen. CPG’s werden benutzt, um die Mitgliedschaft in einer Fence-
Domain, dlm lockspace oder gfs mount Gruppe darzustellen. Groupd ist also ein geeigneter
Ort um den Status von fence, dlm und gfs-Gruppen abzufragen. Dazu benutzt man das
Tool group_tool.
dlm_controld – Der distributed lock manager (dlm) liegt im Kernel, die Cluster Infrastruk-
tur (Cluster Mitgliedschaft und Gruppenmanagment) liegt im User-Space. Der dlm im
Kernel benötigt bei bestimmten Cluster-Ereignissen eine Anpassung. Diese Ereignisse
zu empfangen und wenn nötig den dlm im Kernel neu zu konfigurieren, ist die Aufgabe
des dlm_controld Daemons. Der Daemon dlm_controld steuert und konfiguriert den dlm
durch sysfs und configfs Dateien, welche als dlm-interne Schnittstellen gelten – keine
allgemeine API/ABI. Der dlm exportiert den lock-Status durch das debugfs, sodass der
dlm_controld Daemon auch auf diese Informationen im User-Space zugreifen kann.
gfs_controld – Dies ist ein Daemon, der wie der dlm_controld Daemon eine Schnittstelle zwis-
chen dem Kernel-Space Teil des gfs-Dateisystems und dem User-Space Teil bildet. Er
steuert das Einhängen und Aushängen, Wiederherstellen des Dateisystems.
ccsd – Ist ein Teil des Cluster Configuration System (CCS) und managt die cluster.conf Datei
in einem cman Cluster. Dieser Daemon behandelt Anfragen an die cluster.conf, die durch
die libccs gemacht werden. Weiterhin hält er die cluster.conf auf allen Cluster-Knoten
synchron - dazu vergleicht er den Wert config_version aus der Datei cluster.conf.
fenced – Der Fencing-Daemon ist für das Abschalten/Neustarten von fehlerhaften Cluster-
Knoten zuständig. Siehe auch weiter unten „Das Fencing System“
qdiskd – Der Cluster Quorum Disk Daemon kommuniziert mit CMAN und stellt einen Mech-
anismus zur Bestimmung der „Node-Fitness“ in einem Cluster bereit.
Locking
Die Komponente Distributed Lock Manager (DLM) kontrolliert Zugriffe auf gemeinsam genutzte
Storage-Systeme und stellt vor allem den exklusiven Zugriff auf Datenbestände sicher. Der DLM
benutzt zur Kommunikation den TCP-Port 21064.
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libdlm.so.<version> - Stellt eine User-Space Schnittstelle für den Distributed Lock Manager
bereit.
Fencing
Das Fencing-System besteht aus den Komponenten Fence Daemon (fenced), Fence Agent und
einem Fence Device. Der Fence Agent wird vom Cluster-Manager (cman) über ausbleibende
Statusmeldungen eines Knotens informiert. Der Fence Daemon versucht dann, über den Fence
Agent und den damit verbundenen Fence Device, den fehlerhaften Knoten zu rebooten. Als
Fence Device kommen meist Power Switches, SAN-Switche oder wie in dieser Teststellung das
Dell Remote Access Controller/Modular Chassis (DRAC/MC) Interface zum Einsatz.
fence_tool - Mit diesem Tool kann man den einzelnen Cluster-Node einer Fance-Domain beitreten
oder verlassen lassen.
Quorum Disk
Unter einer Quorum Disk (auch Voting Disk) genannt, versteht man eine Komponente des Clus-
ter Managers, die bei Verlust der Verbindung zwischen den Clusterknoten das Aufspalten des
Clusters in einzelne Einheiten verhindern soll („Split-Brain-Problem“ siehe 4.1 auf S. 12). Durch
wechselweises oder konkurrierendes Schreiben auf der Quorum Disk, wird im Falle einer un-
terbrochenen Verbindung entschieden, welcher Teil des Clusters überleben soll. Somit ist die
Datenintegrität im Cluster auch bei Ausfall des Cluster Interconnects gesichert.
Die Quorum Disk muss für alle Cluster Knoten erreichbar, auf einem gemeinsamen Speicher
(SAN) liegen und ist - sobald sie verwendet wird - integraler Bestandteil des Clusters.
Auch die Ausgabe von clustat bringt die Quorum Disk als Mitglied des Clusters.
[root@alexander ~]# clustat
Cluster Status for xen-devel @ Tue Jan 27 12:25:23 2009
Member Status: Quorate
Member Name ID Status
------ ---- ---- ------
attalos.hrz.tu-chemnitz.de 1 Online, rgmanager
philipp.hrz.tu-chemnitz.de 2 Online, rgmanager
alexander.hrz.tu-chemnitz.de 3 Online, Local, rgmanager
/dev/xeni_rl5_urz07_01/qdisk 0 Online, Quorum Disk
...
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Der Einsatz einer Quorum Disk erhöht die Stabilität des Clusters bei kurzzeitigem Verlust der
Connectivität zwischen den Cluster-Servern. Deshalb ist es zu empfehlen eine Quorum Disk zu
benutzen.
Das Anlegen und Einbinden einer Quorum Disk wird im Anhang unter A.4.3 auf S. 47 beschrieben.
4.3.3 Der Cluster Logical Volume Manager Daemon (clvmd)
Dieses Paket bietet die Clustering-Schnittstelle für lvm2. Es erlaubt logische Volumes auf gemein-
sam genutzten Storage-Devices zu erstellen und zu verwalten (z.B. Fiber-Channel oder iSCSI).
Die geclusterten LVGs oder LVs lassen sich mit den herkömmlichen Werkzeugen erstellen oder
verwalten (lvm oder system-config-lvm).
Ein mit dem Paket lvm2-cluster mitgeliefertes Tool ist lvmconf. Mit diesem Werkzeug lässt sich
der Locking-Type auf „clustered locking“ stellen. Man kann diese Einstellung aber auch per
Hand in der Datei /etc/lvm/lvm.conf vornehmen. Dort ist der Locking-Type von 1 „standard
locking“ auf 3 „clustered locking“ zu stellen.
clvmd - Der Cluster LVM Daemon verteilt LVM Metadaten auf alle Cluster-Knoten. Er muss
auf allen Knoten im Cluster laufen, da dies sonst zu einem Fehler führt.
4.3.4 Das Global File System (GFS)
Das Global File System ist ein Cluster-Dateisystem, welches es Rechnern ermöglicht, gleichzeit-
ig auf das Dateisystem eines SAN9 zuzugreifen und zugleich die Konsistenz der enthaltenen
Daten gewährleistet. GFS ist Teil des Linux-Kernels und wird in dessen Rahmen entwickelt,
treibende Kraft ist dabei die Firma Red Hat.
Das Filesystem kann über das entsprechende GFS-Kernel-Modul und eine funktionierende Cluster-
Konfiguration gemountet werden. Für das Locking kommt hier der Distributed-Lock-Manager
(DLM) zum Einsatz.
Kommando Beschreibung
gfs_fsck repariert ein nicht eingehängtes Global File System
gfs_grow vergrößert ein eingehängtes GFS Dateisystem
gfs_jadd fügt Journale zu einem eingehängten GFS Dateisystem hinzu
gfs_mkfs erzeugt ein GFS Dateisystem
gfs_quota verwaltet Quotas bei einem eingehängten GFS Dateisystem
gfs_tool konfigurieren oder optimieren eines GFS Dateisystem
9Storage Area Network
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Wichtig ist hierbei, dass für jeden Cluster-Server ein Journal verfügbar sein muss. Die Anzahl
der Journale lässt sich mit gfs_tool jindex <mountpoint> herausfinden. Ein Journal
hinzufügen kann man mit dem Kommando gfs_jadd -j <Anzahl> <mountpoint>.
Anmerkung: Ab Red Hat Enterprise Linux 5.3 bietet Red Hat auch volle Unterstützung für das
Dateisystem GFS2. Hinter der Bezeichnung GFS2 steckt die durch Red Hat vorangetriebene
Weiterentwicklung von GFS.
4.3.5 OpenAIS
OpenAIS ist die grundlegende Komponente im Cluster. Über OpenAIS tauschen die Mitglieder
in einem Cluster Nachrichten und Status-Meldungen aus. Über diesen Weg ist es auch den
darüber liegenden Anwendungen möglich, Informationen auszutauschen. Der rgmanager kom-
muniziert beispielsweise auf diesem Wege mit rgmanager-Instanzen auf anderen Cluster-Knoten.
Auch der Ausfall von Cluster-Knoten wird darüber festgestellt um z.B. das Ausschalten eines
Knotens zu veranlassen.[2]
Das OpenAIS Standards Based Cluster Framework ist eine OSI zertifizierte Implementation der
Application Interface Specification (AIS) des Service Availability Forums.
Die Application Interface Specification besteht aus einem Software API und Richtlinien, welche
benutzt werden, um Anwendungen zu entwickeln, die eine sehr hohe Ausfallsicherheit haben
sollen. Eine Ausfallsicherung und das Neustarten von nicht angepassten Anwendungen sind
ebenfalls möglich. Zur Ausfallsicherung und Kommunikation zwischen den Cluster Knoten
nutzt man das Single-Ring Ordering and Membership Protocol Totem.
Totem – Single-Ring Ordering and Membership Protocol
Totem modelliert ein Kommunikationsnetz als endliche Zahl von Broadcast-Domänen,
die durch Gateways verbunden sind. Eine Broadcast-Domäne besteht aus einer endlichen
Zahl von Prozessoren mit eindeutigen IDs.[7]
4.3.6 Grafisches Schema der Cluster-Komponenten
In diesem Schema kann man sehr gut das Zusammenspiel der einzellen Cluster-Komponenten
sehen.
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Abbildung 4.3: Cluster Infrastruktur – Komponenten Diagramm
4.3.7 High-Availability Service Management
Das High-Availability Service Management wird vom Resource Group Manager (rgmanagerd)
umgesetzt.
Der Resource Group Manager (bestehend aus den Subsystemen clusvcadm, clustat und clurgm-
grd) erledigt die Verwaltung der im Cluster vorhandenen Ressourcen wie Dienste, Shares etc. Im
Normalbetrieb arbeitet er eigenständig und allokiert Resourcen im Cluster gemäß der vorgegebe-
nen Konfiguration und sorgt für deren Umverteilung im Falle einer Störung. Er kann über
die Kommandozeilenschnittstelle clusvcadm oder über andere Administrationswerkzeuge auch
manuell gesteuert werden und so bspw. mit der Verlegung eines Dienstes auf einen anderen
Knoten beauftragt werden.
clusvcadm - Dieses Kommando erlaubt dem Administrator die Dienste (VMs) im Cluster einzuschal-
ten, auszuschalten, zu verschieben und neu zu starten. Um eine der genannten Aktionen
durchführen zu können, muss der Cluster Daemon auf diesem Knoten laufen. So ist es z.B.
mit folgendem Befehl möglich, ein Gast-System auf einen anderen Knoten zu verschieben
(Live-Migration):
[root@alexander ~]# clusvcadm -M vm:bert \
-m alexander.hrz.tu-chemnitz.de
Trying to migrate vm:bert to alexander.hrz.tu-chemnitz.de \
...Success
Es ist dabei möglich ein Gast-System, ohne es anhalten zu müssen, von einem Cluster-
Knoten zu einem anderen zu verschieben. Wobei es egal ist, auf welchem Knoten des
Clusters dieser Befehl ausgeführt wird.
PROBLEM: Leider ist es bei der Live-Migration immer wieder vorgekommen, dass dies
zum Ausfall des zu migrierenden Gastes führte. Dabei ist aber zu beachten, dass die Aus-
gabe von clustat -l immer noch den Gast im Status Migrating anzeigt, obwohl er auf
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keinem Server im Cluster mehr läuft. Auch die Ausgabe von Conga bescheinigt, dass
alles OK sei. Nur das Überprüfen mit xm list auf allen Knoten bringt zum Vorschein,
dass dieser Gast auf keinem Server mehr läuft.
Leider ist es mir nicht gelungen dieses Problem zu beheben. Da dieser Fehler nicht zu-
verlässig reproduzierbar war, konnte ich die Ursache nicht finden. Es scheint aber an den
Daemon xend zu liegen, der bei dieser Aktion in einen undefinierten Zustand gerät. Ein
Restarten des Daemon behebt das Problem. Andere laufende Gast-Systeme auf dem betr-
effenden Server sind davon nicht betroffen.
clurgmgrd – Dient zur Verwaltung von Benutzer definierten Cluster-Diensten (auch bekan-
nt als Ressource-Gruppen). Dazu gehört die Bearbeitung von Benutzer-Anfragen wie
das Starten, Deaktivieren, Verlagern und Neustarten von Diensten. Der Service-Manager-
Daemon übernimmt auch Neustart und Verlagerung von Diensten im Fall eines Ausfalles
des Dienstes oder eines ganzen Knotens.
clustat – Mit diesem Kommando kann man sich den Status des Clusters anzeigen lassen. Es
werden Informationen über die Mitglieder im Cluster angezeigt und der Status über alle
konfigurierten Dienste (VMs). Der Status wird nur aus der Sicht des Knotens, auf dem das
Kommando ausgeführt wird betrachtet - z.B. die Ausgabe von cluststat -l (-l steht
für eine vollständige/lange Ausgabe)
[root@alexander ~]# clustat -l
Cluster Status for xen-devel @ Thu Dec 4 11:31:17 2008
Member Status: Quorate
Member Name ID Status
------ ---- ---- ------
attalos.hrz.tu-chemnitz.de 200 Online, rgmanager
alexander.hrz.tu-chemnitz.de 300 Online, Local, rgmanager
philipp.hrz.tu-chemnitz.de 400 Online, rgmanager
Service Information
------- -----------
Service Name : vm:bert
Current State : started (112)
Owner : philipp.hrz.tu-chemnitz.de
Last Owner : none
Last Transition : Mon Dec 1 17:05:50 2008
Service Name : vm:hinz
Current State : started (112)
Owner : philipp.hrz.tu-chemnitz.de
Last Owner : none
Last Transition : Mon Dec 1 17:05:50 2008
Service Name : vm:krethi
Current State : started (112)
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Owner : philipp.hrz.tu-chemnitz.de
Last Owner : attalos.hrz.tu-chemnitz.de
Last Transition : Mon Dec 1 17:35:02 2008
Service Name : vm:kunz
Current State : started (112)
Owner : philipp.hrz.tu-chemnitz.de
Last Owner : none
Last Transition : Mon Dec 1 17:05:50 2008
Service Name : vm:plethi
Current State : started (112)
Owner : philipp.hrz.tu-chemnitz.de
Last Owner : none
Last Transition : Mon Dec 1 17:05:50 2008
clufindhostname – Ist ein Kommando, womit man den Hostnamen eines Rechners mit Hilfe
seiner IP-Adresse ermitteln kann. Oder mit Hilfe eines Hostnamens kann der FQDN (Fully
Qualified Domain Name) eines Rechners ermittelt werden.
clulog – Dieses Kommando sendet eine Nachricht an den Syslog-Daemon.
4.3.8 Cluster Administrationswerkzeuge
Conga
Abbildung 4.4: Conga – Schema
Ist ein Werkzeug, womit man über ein Webinterface Cluster anlegen und administrieren kann.
Genau so lässt sich der gemeinsam genutzte Storage über das Webinterface verwalten.
Conga besteht aus den zwei Komponenten ricci und luci. Während ricci als Agent auf allen
Cluster-Servern läuft, um sie zu überwachen und zu konfigurieren sollte luci auf einer eigenen
Maschine laufen und bildet das User-Interface für ricci.
Ricci ist ein Dienst, der auf allen zu managenden Maschinen laufen muss und an einem TCP-
Port (Defaultwert: 11111) lauscht. Diese Komponente ist in C geschrieben, um die nötige Geschwindigkeit
zu erhalten. Alle in der Abb. 4.5 blau dargestellten Teile gehören zu ricci. Der ricci-Dispatcher
kommuniziert über den dbus mit dem OddJob-Daemon. Der OddJob-Daemon ermöglicht es
Nicht-root Prozessen (in diesem Fall der Ricci-Dispatcher) Kommandos, die Root-Rechte benöti-
gen, auszuführen. OddJob stellt ein Framework bereit, um spezielle Prozesse mit einem speziellen
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Besitzer ein spezielles Root-Privileg zu geben. Dies ermöglicht es, die Ricci-Module zu be-
nutzen, die für ihre Arbeit Root-Privilegien benötigen.
Abbildung 4.5: Kommunikationsweg von ricci
Luci ist ein Applikation-Server, der ein Webinterface für Ricci bereitstellt. Dabei wird das
CMS (Content Management System) Plone benutzt. Plone selbst baut auf dem Webframework
Zope auf. Zope ist komplett in Python geschrieben. Der große Vorteil von Zope ist das gute
User-Management. So ist es dem Administrator möglich, verschiedene Benutzerkonten mit ver-
schiedenen Rechten anzulegen.
Die Weboberfläche gliedert sich in drei große Hauptbereiche:
Homebase – Der Homebase-Bereich erlaubt es, Systeme (Server) zu den zu managenden Sys-
tem hinzuzufügen oder sich die schon vorhandenen Cluster oder Speichersysteme anzeigen
zu lassen. Weiterhin ist es hier möglich, neue Benutzer anzulegen. Diesen Benutzern kann
man dann für einzelne Cluster oder Speichersysteme Rechte geben. Es besteht auch die
Möglichkeit bestehende Cluster in die Verwaltung mit Conga aufzunehmen. (siehe Abb.
B.1 auf Seite 57)
Cluster – Hier werden alle bestehenden Cluster angezeigt und verwaltet oder man kann einen
neuen Cluster anlegen. Die gesamte Cluster Konfiguration findet in diesem Bereich statt.
Auch die auf den Cluster laufenden Dienste werden hier verwaltet oder erstellt. (siehe
Abb. B.2 auf Seite 58)
Storage – Hinter dem Bereich Storage verbirgt sich die gesamte Massenspeicher Verwaltung
für die angelegten Cluster. Hier ist es möglich, neue Volumes anzulegen und diese mit
einem Filesystem zu versehen. Genau so ist es möglich, für die angelegten Volumes auf




Das Cluster Administration Graphical User Interface (GUI) system-config-cluster ist
Teil der Red Hat Cluster Suite. Es werden zwei Hauptfunktionen bereitgestellt:
Cluster Configuration Tool Das Cluster-Konfiguration-Tool stellt Cluster-Konfiguration Kom-
ponenten in der Konfigurationsdatei (/etc/cluster/cluster.conf) mit einer hierarchischen,
grafischen Darstellung im linken Panel dar. (Screenshot siehe Abb. B.4 auf Seite 59 )
Cluster Nodes – Unter diesem Punkt werden alle Cluster Mitglieder aufgelistet. Wenn
„Cluster Nodes“ ausgewählt ist, kann man einen neuen Server zum Cluster hinzufü-
gen. Wählt man einen Knoten aus, so ist es möglich auf der rechten Seite gewisse
Eigenschaften des Knotens zu bearbeiten (z.B. das Fencing für diesen Knoten), weit-
er ist es möglich diesen Knoten aus dem Cluster zu entfernen.
Fence Devices – Hier werden alle eingerichteten Fencing Devices aufgelistet. Es ist möglich,
ein neues Fencing Device hinzuzufügen, bestehende zu entfernen oder zu editieren.
Manged Resources
Failover Domains – Dieser Punkt dient zum Anzeigen, Verwalten, Einrichten und
Entfernen von Failover Domains. Die Beschreibung von Failover Domains find-
et man unter 4.1 auf Seite 13.
Resources – Zum Anlegen und Konfigurieren von geteilten Ressourcen für High-
Availability Services.
Services – Dient zum Anlegen und Konfigurieren von High-Availability Services
(Web-Server, Mail-Server, ...).
Virtual Services – Hier werden alle eingerichteten virtuellen Dienste (Xen-Gäste)
angezeigt und konfiguriert.
Cluster Status Tool – erreicht man über den Tab Cluster Management in der Cluster Admin-
istration GUI. Hier bekommt man den Status der einzelnen Cluster-Knoten (oberer Bere-
ich) angezeigt. Im unteren Bereich werden alle eingerichteten Dienste und deren Status
angezeigt. Hier ist es auch möglich die Dienste zu starten, zu beenden oder zu restarten.
(Screenshot siehe Abb. B.5 auf Seite 59)
Laut Red Hat Dokumentation soll es auch möglich sein Dienste, zu einem anderen Cluster-
Knoten zu verschieben. Diese Funktion konnte ich jedoch nicht finden.
Anmerkung: Das Management Tool Conga bietet mehr und flexiblere Möglichkeiten des Clus-
ter Managements.
Interessante Kommandozeilen Werkzeuge
clusvcadm – Mit diesem Tool lassen sich Services und virtuelle Gäste von einem Cluster-
Knoten zu einem anderen verschieben (live oder mit Neustart). Weiterhin ist es möglich
damit Gäste zu starten oder zu beenden.
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Mit dem folgenden Aufruf lässt sich z.B. eine Live-Migration des Gastes bert zum Cluster-
Knoten attalos anschieben:
[root@attalos ~]# clusvcadm -M vm:kunz -m attalos.tu-chemnitz.de
Trying to migrate vm:kunz to attalos.hrz.tu-chemnitz.de...Success
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5 Betrachtung des Netzwerks
5.1 Problemstellungen der Netzkonfiguration
Es ist aus Gründen der Sicherheit sehr zu empfehlen, das Netz für die Kommunikation der
Cluster-Server und zur Administration vom Netz für die Gast-Systeme zu trennen. Dies kann
durch eine physische Trennung oder durch eine logische Trennung, mit Hilfe von VLANs1
geschehen. Dadurch kann sichergestellt werden, dass ein kompromittiertes Gast-System keinen
Zugriff auf das Netz der Wirt-Systeme hat.
Abbildung 5.1: Netzwerk aus der Sicht der Dom0
Weiterhin ist es sinnvoll, zwei Netzwerk Interfaces für die Cluster-Kommunikation und Ad-
ministration zu einem Bond2 zusammenzufassen, um so die Ausfallsicherheit zu erhöhen. Ein
plötzlicher Ausfall dieses Netzwerkes kann zum Ausfall des gesamten Clusters führen und damit
wären auch alle Gast-Systeme betroffen. Auch das Bonden zweier NICs für die Gäste erhöht die
Ausfallsicherheit des Netzanschlusses der Gast-Systeme.
1„Virtual Local Area Network“ siehe 5.4 auf Seite 33
2NIC-Bonding siehe 5.2 auf Seite 30
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Da eine Segmentierung des Netzwerkes, mit Hilfe von VLANs, in großen Netzen unumgänglich
ist, sollte dies auch hier in die Betrachtung mit einbezogen werden. So ist es möglich über
virtuelle Bridges die Gäste an verschiede VLANs anzuschließen. (siehe Abb. 5.1)
5.2 Lösungsansätze für die Netzkonfiguration
Die hier gestellten Anforderungen an die Netzwerk-Konfiguration sind mit den folgenden Mit-
teln zu lösen:
NIC-Bonding –> Erhöhung der Ausfallsicherheit des Netzzuganges
Virtual Local Area Network –> Anschluss der Gäste an verschiedene Subnetzte/VLANs
Virtuelle Bridges –> Flexible Vernetzung der Gast-Systeme
5.2.1 NIC-Bonding
NIC-Bonding ist ein Verfahren, um mehrere physische Netzwerkschnittstellen zu einem logis-
chen Kanal zusammenzufassen. Damit möchte man die Ausfallsicherheit erhöhen und/oder eine
Lastverteilung erreichen. Um einen Single Point of Failure zu vermeiden, sollten die NICs auch
an verschiedene Switches angeschlossen werden.
Abbildung 5.2: NIC-Bonding
Anmerkung: Dieses Verfahren wird nur im Linux Umfeld Bonding genannt. Bei Cisco nennt
man es Etherchannel oder Link Aggregation bei der IEEE.
Für Linux gibt es ein Kernel-Modul, welches das NIC-Bonding realisiert. Diese Modul muss
nur noch geladen und konfiguriert werden. Danach kann man auch schon das Bonding Interface
anlegen und die zu bondenten Interfaces als Slave hinzufügen. (HowTo siehe Anhang)
Das Bonding-Modul kann in verschiedenen Modi betrieben werden:
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Die möglichen Modi des Bonding-Moduls
Mode 0 – Round-Robin Policy (balance-rr):
Überträgt Pakete über alle im Bonding enthaltenen NICs. Dieser Modus bietet Lastverteilung
und Redundanz.
Mode 1 – Active-Backup Policy (active-backup): Nur eine NIC ist aktiv. Die anderen NIC(s)
springen ausschließlich im Fehlerfall ein. Dieser Modus bietet nur Redundanz.
Mode 2 – XOR Policy (balance-xor):
Mac-Adresse der NIC wird per XOR mit der Mac-Adresse des Ziels verknüpft. Dieser
Modus stellt sicher, dass für ein bestimmtes Ziel immer die gleiche NIC verwendet wird.
Dieser Modus bietet Lastverteilung und Redundanz.
Mode 3 – Broadcast Policy (broadcast):
Alle Pakete werden über alle NICs im Bonding verschickt. Dieser Modus bietet nur Re-
dundanz.
Mode 4 – IEEE 802.3ad Dynamic link aggregation (802.3ad): Erstellt ein Bonding mit NICs
gleicher Geschwindigkeit und Duplex-Einstellungen. Der Switch muss Trunks nach 802.3ad
unterstützen.
Mode 5 – Adaptive Transmit Load Balancing (balance-tlb):
Ausgehender Verkehr wird, abhängig von der Last, über alle NICs verteilt. Eingehender
Verkehr wird von der jeweiligen NIC empfangen. Fällt eine NIC aus, übernimmt eine
andere NIC im Bonding die Mac-Adresse der ausgefallenen Karte.
Mode 6 – Adaptive Load Balancing (balance-alb):
Wie balance-tlb, aber mit einer Lastverteilung für IPv4 Traffic. Dazu werden ausgehende
ARP Anfragen manipuliert und jedes Mal eine andere Mac-Adresse einer NIC im Bonding
verwendet.
Testergebnisse des NIC-Bondings
Es wurden die Modi 1 und 5 näher betrachtet und getestet.
Der Modus 1 bietet nur eine Ausfallsicherheit keine Lastverteilung. Eine NIC im Bond ist aktiv
und die andere springt nur bei Ausfall der aktiven Karte ein. Dieser Modus funktioniert ohne
Anpassung des Switches. Hier ist es aber zu empfehlen die gebondeten Karten an verschiedene
Switche anzuschließen um einen Single Point of Failure zu vermeiden.
Mit dem Modus 5 konnte bei zwei gebondeten 1 GBit Schnittstellen eine durchschnittliche
Datenrate von 1,8 Gbit/s gemessen werden. Der Versuchsaufbau ist in Abb. 5.3 zu sehen. Dabei
wurde mit Hilfe des Tools iperf der Datendurchsatz von den Gast-Systemen plethi und
krethi zu je zwei anderen Servern gemessen. Beide Gast-Systeme sind über das Bonding-
Interface bond0 (Cluster-Server A) mit dem Netzwerk verbunden und es wurden gleichzeitig
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Daten von beiden Systemen an zwei andere Gast-Systeme (hinz und kunz) im Cluster gesendet.
Wobei hinz und kunz auf unterschiedlichen Servern laufen.
Es konnte bei diesem Versuch auf plethi und krethi ein durchschnittlicher Datentransfer
von 920 Mbit/s gemessen werden. Das bedeutet, dass über das Bonding-Interface bond0 eine
gesamt Datenrate von ca. 1,8 Gbit/s transportiert wurde.
Bei einem weiteren Versuch, bei dem auch von dem Gast-System bert parallel Daten an einen
weiteren Server im Netz gesendet wurden, war ein leichter Rückgang des Gesamt-Datendurchsatzes
am Interface bond0 festzustellen.
Versuchsaufbau um den Daten-Durchsatz am Bonding-Interafce zu messen:
Abbildung 5.3: Versuchsaufbau Daten-Durchsatz Messung
Zu beachten ist dabei, dass nur der ausgehende Datenverkehr lastverteilend auf die gebondeten
Interfaces verteilt wird. Der eingehende Verkehr läuft immer nur über eines der Interfaces. Mit
dem Modus 6 sollte es auch möglich sein, den eingehenden Datendurchsatz zu erhöhen. Dieser
Modus wurde hier aber nicht näher getestet.
5.2.2 Virtual Local Area Network (VLAN)
Mit Hilfe von VLANs können auf einem Switch oder über mehrere Switches hinweg virtuell
getrennte Netze betrieben werden. Dies erhöht die Sicherheit, da Rechner mit größeren Sicher-
heitsanforderungen in einem eigenen VLAN betrieben werden können. Durch geeignete Paket-
filter an den VLAN-Grenzen, sind diese Rechner, von anderen VLANs aus nicht oder nur
eingeschränkt erreichbar. Auch die Broadcast-Last wird mit dieser Technik in den einzelnen
VLANs verringert. So lassen sich z.B. für jede Abteilung oder verschiedene Firmenbereich
einzelne VLANs definieren.
Hierbei sollen die VLANs nach IEEE-Standard 802.1Q betrachtet werden.
„Im 802.1Q Standard sind Datenfelder für das VLAN-Tagging definiert, die in den Datenbere-
ich eines Ethernet-Frame eingefügt werden. Das hat den Vorteil dass in der Regel auch ältere
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Switches solche Pakete weiterleiten können. Das eingefügte TAG besteht aus vier Feldern mit
einer Gesamtlänge von 32 Bit. Für die Protokoll ID werden zwei Byte, für das Prioritäten-
feld drei Bit, für den Indikator des Canonical Formats ein Bit und für die VLAN-ID zwölf
Bit genutzt.“3
Abbildung 5.4: Tagged Ethernet Frame
TPID – Tag Protocol Identifier: Fester Wert 0x8100. Frame trägt die 802.1Q/802.1p-Tag-Infor-
mation. Priorität (user_priority) – Benutzer-Prioritätsinformationen.
CFI – Canonical Format Indicator - Wert 0: das Format der MAC-Adressen ist kanonisch (LSB
zuerst); Wert 1: Format ist nicht-kanonisch. Benutzung im Token Ring/Source-Routed-
FDDI-Media-Zugang, um die bit order der Adressinformationen des verkapselten Frames
zu kennzeichnen.
VID – VLAN Identifier: Identifizierung des VLANs, zu dem der Frame gehört.
Jedem VLAN wird eine eindeutige Nummer zugeordnet. Man nennt diese Nummer VLAN ID.
Ein Gerät, das zum VLAN mit der ID=1 gehört, kann mit jedem anderen Gerät im gleichen
VLAN kommunizieren, nicht jedoch mit einem Gerät in einem anderen VLAN wie z.B. ID=2,
3, ...
Zusätzlich ist auch eine Priorisierung mit VLAN möglich. Es kann für jeden Frame eine von
8 (3 Bit) Prioritäten angegeben werden (802.1p). Dadurch ist es möglich, z. B. Sprachdaten
gegenüber HTTP-Verkehr zu priorisieren.
5.2.3 Virtuelle Bridges
Virtuelle Bridges sind vergleichbar mit einem physischen Switch. So ist es damit möglich,
virtuelle Gast-Systeme mit einander zu vernetzten bzw. an ein physisches Netzwerk anzuschließen.
Dies geschieht auf Layer 2 des OSI-Models. Im Gegensatz zu einem Router hat eine Bridge
3Quelle: http://de.wikipedia.org/wiki/IEEE_802.1q
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eine gemeinsame IP-Adresse für alle zusammengeschlossenen Schnittstellen und die IPs der
angeschlossenen Rechner liegen alle im selben logischen Netzwerk. Auch Broadcast-, Arp- und
sonstige Pakete, die ein Router normalerweise blockiert, können frei über eine Bridge laufen.
Natürlich kann man auch ein virtuelles Netzwerk aus mehreren Bridges zusammenbauen und so
komplexe Netzwerke aufbauen.
Virtuelle Bridges können unter Linux mit dem Paket bridge-utils realisiert werden. Dieses Paket
bringt das Tool brctl mit. Damit ist es möglich Bridges anzulegen oder zu löschen und die Inter-
faces der Gäste hinzuzufügen (anzustecken).
brctl addbr <bridge> anlegen einer neuen Bridge
brctl delbr <bridge> loeschen einer Bridge
brctl addif <bridge> <interface> ein Interface der Bridge hinzufuegen
brctl delif <bridge> <interface> ein Interface entfernen
brctl show zeigt alle Bridges und angeschlos-
senen Interfaces an
Eine Beschreibung zum Anlegen und „Verkabeln“ der Bridges gibt es unter A.3.3 auf S. 42.
5.3 Firewall Einstellungen
Da für die Kommunikation der Cluster-Knoten untereinander einige TCP/UDP Ports benötigt
werden, ist es notwendig, diese in Firewalls freizugeben. Weiterhin ist zu überprüfen, ob IPTables-
Regeln bestimmte Ports die benötigt werden nicht blocken. Dies kann mit iptables -L über-
prüft werden.
Folgende Ports müssen für eingehenden Verkehr erreichbar sein:
Komponente Protokoll/Port
ricci TCP/11111
ccsd TCP/50006, 50008 u. 50009 + UDP/50007
aisexec UDP/5404 u. 5149
dlm TCP/21064
modclusterd TCP/16851




Mit diesen hier beschriebenen Mitteln ist es möglich, sehr komplexe Netzwerkstrukturen (virtuell)
aufzubauen oder bestehende physische Netzwerke für Testzwecke nachzubilden.
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6 Fazit und Aussichten
6.1 Fazit
Mit den hier vorgestellten Werkzeugen und Lösungsansätzen ist es möglich, eine sehr große An-
zahl von Aufgabenstellungen abzudecken. Es ist dazu aber sehr viel Wissen über die einzelnen
Bestandteile nötig. So muss jeder Bereich (Netzwerk, Cluster, Virtualisierung) für sich selbst
eingerichtet und administriert werden. Es gibt auch Ansätze wo dies alles unter einer Oberfläche
geschieht (Conga -> Cluster und Virtualisierung), diese Lösungen sind aber noch nicht ausgereift
bzw. decken sie doch nicht alle Möglichkeiten ab.
Ein weiteres Problem sehe ich in der Skalierbarkeit dieses Ansatzes. Wenn damit eine sehr große
Zahl Wirt-Systeme und Gast-Systeme betreut werden sollen, ist es nötig, sich eine eigene Lö-
sung für die Verwaltung zu erarbeiten, da die von mir betrachteten Administrationswerkzeuge
ungeeignet für diese Aufgabe sind. Dass es aber durchaus möglich ist, Xen in sehr großen
IT-Umgebungen einzusetzen, zeigt Amazon mit dem Produkt Amazon Elastic Compute Cloud
(Amazon EC2)1.
Die sehr große Flexibilität dieser einzelnen Werkzeuge bietet zudem gerade für kleine IT-Unternehmen
die Chance, individuelle Lösungsansätze für ihre Kunden zu erarbeiten. Da die hier vorgestell-
ten Programme alle unter einer Freien Lizenz stehen, ist dies nicht mit hohen Lizenzkosten
verbunden. Ein Beispiel für dieses Potenzial zeigte die Chemnitzer Firma teegee2 zum Unix-
Stammtisch3 in Chemnitz unter dem Titel „XEN-basiertes Cluster mit iSCSI-SAN“4
Als eine Alternative zu VMware ESX Server sehe ich den hier vorgestellten Ansatz in großen
IT-Umgebungen, wie der TU-Chemnitz, nicht. Hier spielen die umfangreichen Management







6.2.1 Red Hat Cluster der 3. Generation
Die Red Hat Cluster Suite wird stetig weiter entwickelt. Das Ziel von Red Hat ist es, den
„Cluster 3“ mit der kommenden Red Hat Enterprise Linux Version 6 in einer stabilen Version
auszuliefern. Zur Zeit liegt der Cluster 3 in der Version 3.0.0 Alpha3 vor und es werden einige
Komponenten davon schon in Fedora 10 eingesetzt.
Die wichtigsten Änderungen sind:
• die Kernfunktionen von OpenAIS werden von dem Projekt Corosync übernommen [5]
• der Cluster Configuration System Daemon (ccsd) wird komplett entfernt und seine Funk-
tionen werden auf andere Komponeten übertragen
• die Daemons dlm_controld, gfs_controld und fenced werden nicht mehr durch den Dae-
mon groupd kommunizieren — deshalb kann group_tool auch keine Statusmeldungen
mehr dafür ausgeben. Stattdessen gibt es dann:
– fence_tool ls [-n]
– dlm_tool ls [-n]
– gfs_control ls [-n]
• die grafische Weboberfläche von Conga wurde komplett neu gestaltet (siehe Abb. B.6 auf
S. 60)
Weiterhin wurden Fehler und Probleme in allen Cluster-Komponenten behoben.
6.2.2 Kernel-based Virtual Machine (KVM)
Die Kernel-based Virtual Machine (KVM) ist eine Linux-Kernel-Infrastruktur für Virtualisierung
und läuft auf x86-Hardware mit den Hardware-Virtualisierungstechniken von Intel (VT) oder
AMD (AMD-V). KVM wurde im Oktober 2006 veröffentlicht und ist ab Version 2.6.20 des
Linux-Kernels enthalten. Entwickelt wurde es von dem israelischen Unternehmen Qumranet
und steht dort unter Beaufsichtigung von Avi Kivity.5
Da KVM schon Bestandteil des Standard-Kernels ist, entfällt hier das aufwändige Patchen des
Kernels, wie es bei Xen noch der Fall ist. Daher setzen zur Zeit viele große Linux Distribu-
toren auf KVM als Standard-Virtualisierung in ihrer Distribution, anstatt auf Xen. Auch Red
Hat will ab RHEL 6 als Standard Virtualisierungslösung KVM einsetzten. Red Hat kaufte im





oVirt ist ein kleines Host-Image (ca. 64 MB groß), welches als Wirt für virtuelle Maschinen
dient und eine Schnittstelle zu libvirt bereitstellt. Weiterhin bietet es ein sehr umfangreiches
webbasiertes Management Tool für die darauf laufenden virtuellen Maschinen (siehe Abb. 6.1).6
Abbildung 6.1: Weboberfläche von oVirt
Aktuell unterstützt der oVirt Server aber nur oVirt-Knoten die mit KVM laufen. Eine Unter-
stützung für Xen-basierte Knoten soll es später jedoch auch geben.




A Aufbau eines Red Hat Clusters mit 3
Servern (HowTo)
Hier soll nun eine Schritt-für-Schritt Anleitung zum Aufbau eines HA-Clusters gegeben werden,
welcher virtuellen Xen-Gästen ein ausfallsicheres Zuhause bieten wird.
Wichtig: Diese Beschreibung gilt nur für den Cluster 2, der mit Red Hat Enterprise Linux 5
ausgeliefert wird. Denn bei Cluster 3, der bei Fedora 10 und später auch bei Red Hat 6 zum
Einsatz kommen soll, haben sich einige grundlegende Dinge geändert.
A.1 Vorbetrachtungen
Die Grundlage für diese Anleitung sind 3 Server (alexander, attalos und philipp) mit einer mini-
malen Scientific Linux 5.2 Installation. Weiterhin haben alle Server Zugriff auf eine gemeinsame
Platte aus dem SAN und verfügen über 6 Netzwerkanschlüsse. Der schematische Aufbau und
die Verkabelung der Hardware ist in Abb. A.1 zu sehen.
Abbildung A.1: Aufbau und Verkabelung der Server
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A.2 Installieren der benötigten Pakete
Zu Begin werden alle benötigten Pakete installiert.
Pakete für Xen:
kernel-xen — der Linux-Kernel mit Dom0 Unterstützung für Xen
xen-libs — die benötigten Xen Libraries
xen — beinhaltet den Xen-Hypervisor und benötigte Tools für Xen
Paket für die Konfiguration des Netzwerkes:
bridge-utils — Werkzeug, um virtuelle bridges zu erstellen und zu administrieren
vconfig — dient zum Erstellen von Interfaces für VLANs
Benötigte Pakte für den Cluster:
cman — enthält alle benötigten Tools zum Erstellen und Administrieren eines Clusters
openais — wird zur Cluster-Kommunikation benötigt
rgmanager — bringt Werkzeuge zum Verwalten von Cluster-Servises (VMs1) mit
gfs-utils — User-Space Tools für das Dateisystem GFS
kmod-gfs — gfs Kernel-Modul
gfs2-utils — User-Space Tools für das Dateisystem GFS2
kmod-gfs2 — gfs2 Kernel-Modul
lvm2-cluster — erweitert den LVM2 um die Clusterfähigkeit
Management-Rechner
Auf dem separaten Management-Rechner muss das Paket luic mit allen Abhängigkeiten instal-
liert werden.
Installation der hier aufgeführten Pakete:
[root@alexander ~]# yum install kernel-xen xen xenlibs \
bridge-utils vconfig cman openais rgmanager \
gfs-utils gfs2-utils lvm2-cluster kmod-gfs \
kmod-gfs2




[root@alexander ~]# yum install luci
Durch das Auflösen von Abhängigkeiten werden noch einige andere Pakete mit installiert.
Nun ist noch dafür zu sorgen, dass nach dem Neustart der nun installierte Xen-Kernel gestartet
wird und dann ein reboot auszuführen ist.
A.3 Einrichten des Netzwerkes
Das Netzwerk kann eingerichtet werden. An dieser Stelle werde ich das Einrichten exemplarisch
auf einer Maschine beschreiben. Die Schritte sind dann jeweils auf den zwei anderen Servern
noch auszuführen. Eine schematische Darstellung des Netzwerks aus der Sicht eins Wirt-Servers
ist in Abb. A.2 zu sehen.
Wichtig ist hierbei, dass die Netzwerkeinstellungen auf allen Servern im Cluster immer gle-
ich sind, da sonst die virtuellen Gast Systeme nicht zwischen den Servern verschoben werden
können.
Abbildung A.2: Netzwerk aus der Sicht eines Wirt-Servers
A.3.1 Einrichten des NIC-Bondings
1. Kernel-Modul Laden und Konfigurieren
Damit das Binding-Modul automatisch beim Starten des Servers geladen wird, müssen





options bonding mode=5 miimon=80 max_bonds=2
install bond0 /sbin/modprobe bnx2 /sbin/modprobe e1000; \
/sbin/modprobe ignoreinstall bond0 #(1)#
...
mode – Legt fest, in welchem Modus das Bonding-Modul betrieben werden soll – hier
ist es der Modus 5 (Adaptive transmit load balancing). siehe 5.2.1 auf S. 31
miimon – Legt in Millisekunden fest, wie oft die MII3-Link Überwarung stattfindet.
max_bonds – Gibt die maximale Anzahl der Bonding-Interfaces an. (maximal 3)
#(1)# Diese Zeile ist wichtig damit die Kernel-Module in der richtigen Reihenfolge geladen
werden. Andernfalls kann es dazu führen, dass die Interfaces eth2 und eth3 nicht richtig
geladen werden.
2. Bonding Interface anlegen
Man legt folgende Datei an...
[root@alexander]# vi /etc/sysconfig/network-scripts/ifcfg-bond0
...und befüllt sie mit Inhalt:
### Bonding Interface Master
DEVICE=bond0 # Name der Schnittstelle
BOOTPROTO=none # Es wird kein Protokoll zur Bootzeit benutzt
ONBOOT=yes # Interface soll zur Bootzeit mit starten
USERCTL=no # Nur Root darf das Interface starten/beenden
Das Gleiche ist nun noch für bond1 und bond2 zu tun.
3. Salve-Interfaces hinzufügen
Jedem Bond müssen 2 Interfaces hinzugefügt werden. Hierfür ändert man die Konfigura-
tion der entsprechenden Schnittstellen.
[root@alexander]# vi /etc/sysconfig/network-scripts/ifcfg-eth0
## Bonding-Slave eth0
DEVICE=eth0 # Name der Schnittstelle
USERCTL=no # Nur Root darf das Interface starten/beenden
ONBOOT=yes # Interface soll zur Bootzeit mit starten
MASTER=bond0 # Master-Interface "bond0"
SLAVE=yes # Dieses Interface ist ein Slave des bond0
BOOTPROTO=none # Es wird kein Protokoll zur Bootzeit benutzt
Dies ist ebenfalls für das Interface eth1 zu tun.
Im Anschluss daran fügt man die Schnittstellen eth2 und eth3 dem bond1 und die Schnittstellen
eht4 und eth5 dem bond2 hinzu.
3Media Independent Interface
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A.3.2 Anlegen der Interfaces für die VLANs
Nun können die virtuellen Netzwerkschnittstellen für die VLANs 140 und 160 angelegt werden.
1. Dazu legt man eine Konfigurationsdatei für jedes Interface an. Hier soll als Beispiel ein
Interface für das VLAN 140, ausgehend vom Bonding-Interface bond1, angelegt werden.
[root@alexander ~]# vi /etc/sysconfig/network-scripts/ \
ifcfg-bond0.140







Das Gleiche legt man noch einmal für das VLAN 160 an.
(Dateiname: ifcfg-bond0.160; [DEVICE=bond0.160])
A.3.3 Anlegen und Konfigurieren der virtuellen Bridges
Mit folgendem Script wird automatisch für jedes VLAN-Interface eine Bridge angelegt und
dieses an die Bridge angeschlossen:
#!/bin/sh
##### Script zum Anlegen der benoetigten Bridges
#
# Es wird fuer jedes VLAN-Bonding Interface eine Bridge angelegt.
#
# Namensschema: xenbr<bond id>.<vlan id>
# Pruefen ob das VLAN Kernel-Modul geladen ist
is_8021q () {







# Auslesen der vorhandenen VLANS
if (is_8021q && [ -r /proc/net/vlan/config ]); then
VLAN=( $( cat /proc/net/vlan/config | grep ’^bond’ | \
cut -d ’|’ -f 1 | sed s/bond/’’/ ) )
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if [ ! -n "$VLAN" ]; then




## Anlegen einer Bridge fuer jedes Vlan
for i in ${VLAN[@]}
do
if [ ! -n "$( brctl show | grep xenbr\$i )" ]
then
echo " Bridge xenbr$i anlegen.... "
brctl addbr xenbr$i
brctl setfd xenbr$i 0
brctl addif xenbr$i bond$i
ip l s xenbr$i up arp off multicast off > /dev/null
else
echo "Bridge xenbr$i existiert bereits."
fi
done
Dieses Script legt man auf jedem Server unter /etc/xen/scripts/ mit einem beliebigen Namen
z.B. network-bridge-vlan ab und macht dieses noch ausführbar.
Jetzt muss noch die Datei /etc/xen/xend-config.sxp angepasst werden. Hier muss nun die fol-
gende Zeile geändert werden:
alt: (network-script network-bridge)
neu: (network-script network-bridge-vlan)
Beim Starten des Servers werden nun automatisch die benötigten Netzwerk-Bridges angelegt.
Anmerkung: Dieses Script ist nicht für den Produktiveinsatz geeignet und soll hier nur als
Beispiel dienen.
A.3.4 Prüfen der Firewall Regeln
An dieser Stelle soll überprüft werden, ob die benötigten Ports nicht von IPTables-Regeln geblockt
werden. Dies kann mit iptables -L ausgeführt werden.




ccsd TCP/50006, 50008 u. 50009 + UDP/50007
aisexec UDP/5404 u. 5149
dlm TCP/21064
modclusterd TCP/16851
Weiterhin ist sicherzustellen, dass die Dienste der Gast-Systeme (Webserver, Mailserver, ...)
erreicht werden können.
A.3.5 Reboot
Jetzt startet man den Server noch einmal neu und überprüft ob auch alles funktioniert wie
beschrieben. Wenn das der Fall ist, ist die Netzwerkkonfiguration auch schon fertig.
A.4 Einrichten des Clusters
A.4.1 Anlegen des Clusters
1. Cluster anlegen
Kommando: ccs_tool create ClusterName
[root@alexander ~]# ccs_tool create xen-devel
2. Einrichten der Fence-Devices
Kommando: ccs_tool addfence FenceName Fence-Agent ipaddr="IP" \
login="Name" passwd="x"




Dies muss noch je einmal für die Server attalos und philipp ausgeführt werden und natür-
lich müssen der Servername und die IP-Adresse angepasst werden.
Hier wird der I/O Fencing-Agent fence_drac benutzt, der es ermöglicht über die, bei Dell
Servern übliche Dell Remote Access Card, den Server aus- und einzuschalten.
3. Hinzufügen der Cluster Mitglieder (alexander, attalos, philipp)
Kommando: ccs_tool addnode Nodename -n Nodeid -f NameFencedevice
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Diese Zeile muss ebenfalls noch einmal mit philipp.... und attalos.... ausgeführt werden.














































4. Die Datei cluster.conf auf die beiden anderen Cluster-Server kopieren.
5. Der Cluster xen-devel kann gestartet werden...









(Ist auf allen drei Servern auszuführen.)
A.4.2 Erstellen eines Logical Volumes und des gfs-Dateisystems
Diese Schritte müssen nur auf einem der Server durchgeführt werden. Das Eintragen des Volume
in die Datei /etc/fstab muss auf allen Servern im Cluster geschehen.
1. Physischen Datenträger (PV) an den Logical Volume Manager (LVM) übergeben
[root@alexander ~]# pvcreate <SAN-Platte>
Physical volume "SAN-Platte" successfully created
2. Volume Group (VG) erzeugen
[root@alexander ~]# vgcreate <vg_name> <SAN-Platte>
Volume group "vg_name" successfully created
3. Logical Volume (LV) anlegen
[root@alexander ~]# lvcreate -L <size> -n <VolumeName> <vg_name>
Logical volume "VolumeName" created
4. Anlegen des Dateisystems
Kommando: mkfs.gfs
-j Anzahl der Journale
-J Groesse der Journale <MB>
-p Name des Locking-Protokolles
-t Name des Clusters (aus cluster.conf)
<VolumeName>
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[root@alexander ~]# mkfs.gfs -j 4 -J 32 -p lock_dlm \
-t xen-devel:log1 <VolumeName>
This will destroy any data on VolumeName.










5. Eintragen des Volumes in die Datei /etc/fstab
Damit das Volume automatisch mit gemountet wird, muss noch die folgende Zeile in die
Datei /etc/fstab eingetragen werden:
[root@alexander ~]# vi /etc/fstab
...
/dev/<Volume> /xen/images01 gfs defaults 0 0
6. Starten des Daemon clvmd4
[root@alexander ~]# service clvmd start
Starting clvmd: [ OK ]
7. Mounten des gfs-Dateisystems
[root@alexander ~]# service gfs start
GFS-Dateisysteme einhaengen: [ OK ]
Wenn das alles geklappt hat, kann der Daemon clvmd jetzt auf den anderen Cluster-Servern
gestartet und das gfs-Dateisystem gemountet werden.
A.4.3 Einrichten der Quorum-Disk
Damit die Quorum-Disk angelegt werden kann, wird ein weiteres Volume auf dem gemeinsamen
Speicher aus dem SAN benötigt. Für dieses Volume reicht eine Größe von 10MB.
1. Logical Volume (LV) anlegen
4Cluster Logical Volume Manager Daemon
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[root@alexander ~]# lvcreate -L 10M -n qdisk <vg_name>
Logical volume "qdisk" created
2. Neustarten des Cluster Logical Volume Manager Daemon (clvmd)
[root@alexander ~]# service clvmd restart
Stopping clvmd: [ OK ]
Starting clvmd: [ OK ]
3. Erstellen der Quorum-Disk
[root@alexander ~]# mkqdisk -c /dev/mapper/... -l qdisk
mkqdisk v0.5.2
Writing new quorum disk label ’qdisk2’ to \
/dev/mapper/gfs_cluster-qdisk2.
WARNING: About to destroy all data on \
/dev/mapper/gfs_cluster-qdisk2; proceed [N/y] ? y
Initializing status block for node 1...
Initializing status block for node 2...
Initializing status block for node 3...
...
4. Die Quorum-Disk in die Datei /etc/cluster/cluster.conf eintragen
Nach dem Einfügen der Zeile „<quorumd device="qdisk"votes="1"/>“ in
die Datei cluster.conf ist die config_version um eins zu erhöhen.










5. Die neue cluster.conf auf die anderen Cluster-Server verteilen.
[root@alexander ~]# ccs_tool update /etc/cluster/cluster.conf
Config file updated from version 9 to 10
Update complete
6. Starten des Quorum Disk Daemon (qdiskd)
[root@alexander ~]# service qdiskd start
Starting the Quorum Disk Daemon: [ OK ]
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7. Überprüfen, ob alles geklappt hat
Wenn alles funktioniert, sollte beim Aufruf von clustat die Quorum-Disk als Mitglied
des Clusters aufgeführt werden. (letzte Zeile)
[root@alexander ~]# clustat
Cluster Status for xen-devel @ Mon Feb 2 11:45:12 2009
Member Status: Quorate
Member Name ID Status
------ ---- ---- ------
attalos.hrz.tu-chemnitz.de 1 Online
philipp.hrz.tu-chemnitz.de 2 Online, Local
alexander.hrz.tu-chemnitz.de 3 Online
/dev/xeni_rl5_urz07_01/new_lv 0 Online, Quorum Disk
A.4.4 Starten des Clusters
Starten des Clusters Schritt für Schritt
Für Debugging Zwecke kann es nützlich sein, den Cluster schrittweise zu starten. Dabei spielt
die Reihenfolge, in der die Dienste gestartet werden müssen, eine wichtige Rolle.
1. Starten des Cluster Monitor [modclusterd] (nur nötig bei Nutzung von „Conga“)
[root@alexander ~]# service modclusterd start
Cluster Module - cluster monitor starten: Setting verbosity \
level to LogBasic [ OK ]
2. Starten von Ricci und OddJob [ricci/oddjobd] (nur nötig bei Nutzung von „Conga“)
[root@alexander ~]# service ricci start
oddjobd starten: [ OK ]
ricci starten: [ OK ]
3. Starten des Cluster Managers (cman) (mehr zum Start von cman unter 4.3.2 auf S. 16)









4. Starten des Cluster Logical Volume Manager Daemons [clvmd]
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[root@alexander ~]# service clvmd start
Starting clvmd: [ OK ]
Activating VGs:
2 logical volume(s) in volume group "vg_cluster_xen" now active
7 logical volume(s) in volume group "vg_philipp" now active
[ OK ]
5. Starten des Quorum Disk Daemons [qdiskd]
[root@alexander ~]# service qdiskd start
Starting the Quorum Disk Daemon: [ OK ]
6. Mounten der gfs-Dateisysteme
[root@alexander ~]# service gfs start
GFS-Dateisysteme einhaengen: [ OK ]
7. Starten des Resource Group Managers [rgmanager]
[root@alexander ~]# service rgmanager start
Cluster Service Manager starten: [ OK ]
Wenn diese Dienste alle fehlerfrei gestartet sind, sollte das Aufrufen von clustat folgende
Ausschrift bringen (hier mit allen 3 Servern):
[root@alexander ~]# clustat
Cluster Status for xen-devel @ Mon Feb 2 11:45:12 2009
Member Status: Quorate
Member Name ID Status
------ ---- ---- ------
attalos.hrz.tu-chemnitz.de 1 Online, rgmanager
philipp.hrz.tu-chemnitz.de 2 Online, Local, rgmanager
alexander.hrz.tu-chemnitz.de 3 Online, rgmanager
/dev/xeni_rl5_urz07_01/new_lv 0 Online, Quorum Disk
Automatisches Starten des Cluster beim Booten der Server
Um alle benötigten Dienste beim Booten der Server gleich zu starten, müssen die benötigten
Links der Init-Scripte angelegt werden. Komfortabler ist es, das Tool ntsysv zu benutzen. Damit




• modclusterd (nur bei Nutzung von Conga)
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• oddjobd (nur bei Nutzung von Conga)
• qdiskd (nur bei benutzen einer Quorum-Disk)
• rgmanager
• ricci (nur bei Nutzung von Conga)
A.5 Start und Migration von Xen-Gast-Systemen
A.5.1 Xen Management User Interface (xm)
Mit dem Xen Management User Interface ist es möglich, Gast-Systeme zu starten, anzuhalten
oder zu beenden. Ein paar Beispiele:
1. Starten des Gast-Systems bert
[root@alexander ~]# xm create bert
Using config file "/etc/xen/bert".
Started domain bert
2. Beenden des Gast-Systems bert
[root@alexander ~]# xm shutdown bert
3. Anzeigen der auf diesem Server laufenden Gast-Systeme
[root@alexander ~]# xm list
Name ID Mem(MiB) VCPUs State Time(s)
Domain-0 0 61552 8 r----- 92641.3
hinz 23 1023 1 -b---- 823.2
kunz 19 1023 1 -b---- 4104.5
Migration von Gast-Systemen
1. Voraussetzungen
Damit die Gastsysteme auch zwischen den Cluster-Servern verschoben werden können,
muss diese Funktion noch frei geschaltet werden.
Dies geschieht in der Datei /etc/xen/xend-config.sxp. Dazu sind bei folgen-
den Zeilen das Kommentarzeichen zu entfernen und die Cluster-Server bei den erlaubten
Hosts einzutragen.












2. Live-Migration und Migration
Um Gast-Systeme zwischen den Cluster-Servern zu verschieben, gibt es zwei Möglichkeit-
en:
a) Migration/Relocate
Bei dieser Art werden die Gast-Systeme herunter gefahren und auf einem anderen
Server neu gestartet.
[root@alexander ~]# xm migrate kunz philipp
b) Live-Migration
Bei dieser Art von Migration wird der Gast ohne Unterbrechung auf einen anderen
Server verschoben.
[root@philipp ~]# xm migrate --live kunz alexander
A.5.2 Das Tool clusvcadm
Ein weiteres Tool, um Gast-Systeme zu Verwalten ist clusvcadm, welches vom Paket rgmanager
bereitgestellt wird. Auch hierfür ein paar Beispiele:
1. Starten eines Gastes
[root@philipp ~]# clusvcadm -e vm:bert -m philipp.hrz.tu-chemnitz
Member philipp.hrz.tu-chemnitz.de trying to enable \
vm:bert...Success
vm:bert is now running on philipp.hrz.tu-chemnitz.de
2. Beenden eines Gastes
[root@alexander ~]# clusvcadm -d vm:bert
Local machine disabling vm:bert...Success
3. Live-Migrieren eines Gastes
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[root@alexander ~]# clusvcadm -M vm:kunz -m \
attalos.hrz.tu-chemnitz.de
Trying to migrate vm:kunz to attalos.hrz.tu-chemnitz.de...Success
Um den Gast zu beenden und auf einem anderen Server neu zu starten ist die Option [-r]
(anstatt [-M]) zu benutzen.
Anmerkung: Wenn der Cluster mit dem Kommandozeilen-Tool clusvcadm und/oder dem Management-
Tool Conga verwaltet wird, sollte des Xen Management User Interface (xm) nicht mehr benutzt
werden, da dies zu falschen Statusberichten in Conga und bei clusvcadm führen kann.
A.6 Einrichten und Starten von Conga
Für die Beschreibung von Conga siehe Abschnitt 4.3.8 auf Seite 25.
A.6.1 Probleme der Release Prüfung beheben
Bevor es losgehen kann, ist bei Scientific Linux 5.2 noch ein Problem zu beseitigen. Die Kom-
ponenten ricci und luci überprüfen, ob es sich bei den Systemen um echte Red Hat oder Fedo-
ra Systeme handelt. Damit die Überprüfung des Release zu keinem Fehler, führt müssen zwei
Dateien angepasst werden.
1. Das Scientific Linux Release „Boron“ zu den Erlaubten rhel5 Releases bei luci hinzufü-
gen.
Dazu ist in der Datei /var/lib/luci/Extensions/HelperFunctions.py eine Änderung vorzunehmen.
Es muss in Zeile 12 an die »if not« Anweisung noch eine »or« Bedingung angehängt
werden. »... or os_str.find(’Boron’) != (-1):«
[root@eumenes ~]# vi /var/lib/luci/Extensions/HelperFunctions.py
def resolveOSType(os_str):
if not os_str or os_str.find(’Tikanga’) != (-1) \
or os_str.find(’FC6’) != (-1) \
or os_str.find(’Zod’) != (-1) \
or os_str.find(’Moonshine’) != (-1) \
or os_str.find(’Werewolf’) != (-1) \













if (release.find("Nahant") != release.npos)
RHEL4 = true;
else if (release.find("Bordeaux") != release.npos)
FC5 = true;
else if (release.find("Zod") != release.npos)
FC6 = true;
else if (release.find("Moonshine") != release.npos)
FC6 = true;
else if (release.find("Werewolf") != release.npos)
FC6 = true;










1. Anhalten und Deaktivieren des Dienstes xendomains
Damit Conga als Management-Tool benutzen werden kann, muss der Dienst xendomains
dauerhaft abgeschaltet werden. Dies geschieht am Einfachsten mit dem Kommando:
[root@alexander ~]# chkconfig --level 12345 xendomains off
2. Starten der Dienste modclusterd5 und ricci
Damit man sich mit dem Web Frontend luci mit den Cluster-Servern verbinden kann,
müssen auf allen Servern die Dienste modclusterd und ricci gestartet werden.
[root@alexander ~]# serveice modclusterd start
Cluster Module - cluster monitor starten: Setting \
verbosity level to LogBasic [ OK ]
[root@alexander ~]# serveice modclusterd start
5Cluster Monitor – Teil des Conga Remote-Agent
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oddjobd starten: [ OK ]
ricci starten: [ OK ]
Um diese Dienste gleich automatisch mit zu starten, führt man die zwei folgenden Kom-
mandos aus:
[root@alexander ~]# chkconfig --level 2345 ricci on
[root@alexander ~]# chkconfig --level 2345 modclusterd on
3. Starten von luci
Bevor luci auf dem Management-Rechner gestartet werden kann, muss noch der Luci
Server initialisiert werden. Dies geschieht durch ein:
[root@eumenes ~]# luci_admin init
Initializing the luci server




The admin password has been successfully set.
Generating SSL certificates...
The luci server has been successfully initialized
You must restart the luci server for changes to take effect.
Run "service luci restart" to do so
[root@eumenes ~]# service luci restart
Weiter Befehle für luci:
luci_admin [init|backup|restore|password|help]
init: Initialisiert den Luci Server
password: Neu setzten des Admin Passwortes
--random: Setzt das Admin Passwort auf einen zufaelligen Wert
(deaktivieren des Accounts)
backup: Backup der Luci Datenbank in eine XML Datei
(/var/lib/luci/var/luci_backup.xml)
restore: Wieder herstellen des Backups
help: Ausgabe eines Hilfetextes
4. Aufrufen von luci im Browser
Die Weboberfläche von luci kann über folgende Adresse erreicht werden.
https://luciserver:8084
Oberfäche siehe Abb. B.1
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A.6.3 Aufnehmen des Clusters in die Verwaltung
Um den weiter oben angelegten Cluster mit Conga zu verwalten muss er zuerst aufgenommen
werden. (siehe Abb. A.3)
Abbildung A.3: Existierenden Cluster in Conga aufnehmen
Nun ist es möglich die Gast-Systeme und den Cluster über die Weboberfläche von Conga zu
administrieren.
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