Abstract. The behaviour of a greedy algorithm which estimates the height of a random labelled rooted tree is studied. A self-similarity argument is used to characterize the limit distribution of the length H of the path found by such an algorithm in a random rooted tree as the unique solution of an integral equation. Furthermore, it is shown that i.e. the expected length of the path constructed by the algorithm is roughly 93% of the expected height of a random rooted tree.
1. Introduction. Let T n be a random labelled rooted tree on the vertex set [n] = f 1 ; 2 ; : : : ; n gwith the root v 0 2 [n] (here and below w e assume for convenience that a root is always the vertex number 1). The limit distribution of the height o f H = H ( n ) o f T n w as found by R enyi and Szekeres [1] who proved the following result. where the convergence is uniform for 2 (c; C) for every constants 0 < c < C < 1 .
F urthermore, they proved that the s-th moment of random variable h(T n )= p 2n tends to 2 (s=2+1)(s 1) P 1 i=1 i s . In particular, for the expectation and the variance of h(T n ), they got lim n!1 E h(T n ) p n = p 2 = 2 : 50663:::
and y On leave from Department of Discrete Mathematics, Adam Mickiewicz University, P ozna n, Poland.
Research partially supported by KBN grant 2 1087 91 01. (see also forthcoming paper of Flajolet, Gao, Odlyzko and Richmond [1] for the generalization of these results to other simply generated families of trees).
For a tree T with the root v 0 let F(T) be the forest of rooted trees obtained from T by removing the root, where as the root of a tree T 0 2 F ( T ) w e c hoose the vertex adjacent t o v 0 in T. The height of a tree can be estimated using the following simple greedy algorithm, which constructs a long path starting at the root. In the rst step the algorithm removes the root v 0 of T 0 = T, c hooses the largest tree T 1 from F(T 0 ) (if there are more than one of them it picks one with the lexicographically rst root) and appends its root to the path. This procedure is repeated until for some h tree T h consists only of one vertex.
The purpose of this paper is to apply a simple self-similarity idea to study the length H = H(n) of the path found in a random tree by the above procedure. We c haracterize the limit distribution of H as the solution of some integral equation and show that the expected value of H= p n tends to an absolute constant C, where Thus, in average, the algorithm constructs a path whose length is roughly 93% of the expected height of the tree.
The structure of the paper is the following. In the next section we prove some purely combinatorial facts concerning so called (k;l;m)-decompositions. Based on these results we characterize the limit distribution of H as the solution of some integral equation (section 3) and nd the asymptotic value of the expectation of H (section 4). The paper is concluded by some additional remarks and comments on the behaviour of the algorithm.
(k;l;m)-decompositions.
A ( k;l;m)-decomposition (P;F;S;R) of set [n] is a quadruple of graphs, such that:
(i) P is a path v 0 v 1 : : : v k 1 starting at v 0 = 1 ; (ii) F is a forest of k trees on n l m vertices such that vertices v 0 ; v 1 ; : : : ; v k 1 belong to dierent trees; (iii) S is a rooted tree with l vertices and root v k ; (iv) R is a tree on m vertices rooted at vertex v k+1 ;
We s a y that a (k;l;m)-decomposition (P;F;S;R) i s contained in T if T is the rooted tree with vertex set [n], root v 0 and edges
A ( k;l;m)-decomposition (P;F;S;R) i s sub-decomposition of (k 0 ; l 0 ; m 0 )-decomposition if both (P;F;S;R) and (P 0 ; F 0 ; S 0 ; R 0 ) are contained in the same tree and P P 0 . W e call a (k;l;m)-decomposition (P;F;S;R) bad if F(S) contains a tree with more than l vertices (or a tree with precisely l vertices with the label of the root smaller than the label of the root of R) and good otherwise. Finally, w e s a y that a decomposition proper if all its sub-decompositions are good.
It is not hard to see that the notion of decomposition emerges naturally in the analysis of the algorithm. Indeed, suppose that the algorithm run on a tree T = T 0 results in getting a path P h = v 0 v 1 : : : v h . Then, for every k < h , deleting from T edges fv k 1 ; v k g f v k ; v k +1 g splits the tree into three parts F k , S k and R k which, together with the path P k = v 0 v 1 : : : v k 1 , form a proper decomposition contained in T. On the other hand, if a proper decomposition (P;F;S;R) is contained in T, the algorithm run on T generates path P in the (k 1)-th step. Thus, jT k j = m if and only if T = T 0 contains some proper (k;l;m)-decomposition, and, since for given k (or given m) e v ery tree contains at most one (k;l;m)-decomposition, studying the behaviour of the algorithm on random rooted trees can be reduced to an analysis of the probability that a random tree contains some proper (k;l;m)-decomposition of [n] .
Let a(n; k;l;m) be the number of all (k;l;m)-decompositions of [n] and letâ(n; k;l;m) denote the probability that a random tree contains a (k;l;m)-decomposition, i.e.â(n; k;l;m) =a(n;k;l;m)=n n 2 . Proof. To build a (k;l;m)-decomposition we m ust divide the set f2; 3; : : : ; n ginto four parts of k 1, n m l k, l and m elements respectively, arrange the vertices of the rst set in a path P in one of (k 1)! ways, construct a rooted forest on the rst two sets and vertex v 0 = 1 in one of k(n l m) n l m k 1 ways, and build rooted trees on each from the remaining two sets. Thus, using Stirling's formula, we get a(n; k;l;m) = ( n 1)
Similarly, for l + m = n we h a v ê a ( n ; 0 ; l ; m ) = n 1
Although Fact 1 provides quite precise value of a(n; k;l;m) w e need to nd a way t o distinguish those decompositions which are proper. Clearly, i f m + l n=2, then m l is a sucient condition for (k;l;m)-decomposition to be good, and thus, to be proper. Let us call a tree T simple if for T this condition turns out to be also necessary, i.e. if for every proper (k;l;m)-decomposition contained in T l + m n=2 implies m l. W e shall show that almost every rooted tree is simple and, consequently, i f l + m n=2 and m l then we can approximate the probability that a random tree contains a proper (k;l;m)-decomposition bŷ a ( n ; k;l;m). Let us start with the following simple fact on the structure of a random tree (we should mention that Meir and Moon [4] proved a stronger result using generating functions { we give here a proof for the completeness of the argument).
Fact 2. If T n is a random rooted tree then the probability that all components of F(T n ) are smaller than b(n 1)=2c + 1 is of an order at most O(n 1 ). Furthermore, the probability that F(T n ) consists of two components of equal sizes is at most O(n 3=2 ).
Proof. We prove rst the second part of the assertion. Obviously, w e need to show it only for odd n. Let n = 2 k + 1 .Then the probability that F(T n ) consists of two components each of size k can be bounded from above b y
Now note that every tree T with the root v 0 for which one component o f F ( T ) is larger than b(n 1)=2c can be uniquely decomposed into two rooted trees { a small one rooted at v 0 and a large one whose root is adjacent t o v 0 . T h us, the number of such trees is equal to
where the last term appears only in the case when n is odd and, by elementary calculation very similar to those of (3), can be shown to be of an order O(n n 7=2 ). Furthermore, observe that 1 2
since both sizes of the equality count the number of trees with one distinguished edge.
Thus, for the probability that F(T n ) contains no tree of size at least bn=2c + 1 w e get 1 1 2n
F a ct 3. A random tree T n is simple with probability 1 O(n 1=4 ). Proof. Let us suppose that the algorithm found a path v 0 v 1 : : : v k 1 in T n and identied the vertex set V k of a tree T k n , where jV k j n=2. Since T n is a random tree all rooted trees with vertex set jV k j = l + m are equally likely to appear as T k n , so with probability at least 1 O(1=(l + m) ) = 1 O ( n 1 ) the size m of the largest tree in F(T k n ) is larger than b(m + l 1)=2c + 1, i.e. m l. F urthermore, (2) together with Markov's inequality implies that with probability 1 O ( n 1 = 4 ) the height of a random tree is less than n 3=4 . Thus, the number of steps in the algorithm is at most n 3=4 and the probability that in Proof. If jT k n j > r n=2 and jT k+1 n j = m r then T n contains a proper (k;l;m)-decomposition, for which m r but m+l > r . Since for a given k, a tree contains at most one (k;l;m)-decomposition, the assertion follows immediately from Facts 1 and 3.
The case when r = bn=2c will be particularly important for our further considerations, so we state it in a bit stronger form as a separate lemma. Proof. Similarly as Fact 4 the Lemma 5 follows from Facts 1 and 3.
3. The limit distribution of H.
In this section we shall use a kind of rescaling argument to nd the limit distribution of H, the length of the path constructed by the algorithm. Let us dene recursively the two sequences of random variables fĤ i g and fW i g settingĤ 0 = min j fjT j n j n=2g, W 0 = jT Ĥ 0 n j whereas for i 1 let Note that the function g j is well dened, i.e. all integrals which appear in its denition converge. As a matter of fact, our next result gives an explicit upper bound for the value of g j . Now w e shall use a kind of`rescaling' idea. As we h a v e already noticed in the proof of Fact 3, in the rst k steps the algorithm uses no information about tree T k except for its size. Thus, when the algorithm is run on a random tree, in each step we can treat T k n as a random tree on jT k n j vertices. Hence the probability Prob( Lemma 5 the function f(x; y) determines the joint distribution of (H 0 ; W 0 ), the assertion follows from (9) and the denition of A. As a consequence of Lemma 7 we get the limit distribution of H. and functions g j are dened by (6) and (7). Equivalently, the function h is the only continuous solution of the integral equation where the function f is given by (4). Proof. Fix constants > 0 and > 0 and pick J and N large enough so that the probability that the actual height of a random tree with less than 2 J 1 n vertices is larger than p n is smaller than =2 for every n N (the existence of such constants follows from Theorem 0). From Lemma 7 and (5) it follows that we m a y approximate the probability Prob( P J 1 j=0 H j x p n) b y P J 1 j =0 g j (x). But P( P jJ H j p n) is the probability that the algorithm will nd a path of length larger than p n in a tree W n of less than p n vertices, and, according to our assumption, is smaller than =2. Thus, for every ; >0 w e can choose n large enough, so that
This proves the rst part of the assertion. The second part of Theorem 8 follows from the fact that, due to Fact 6, the series P j g j converges in the L 1 -norm. Thus, a function h is uniquely determined up to the set of measure zero, and since the kernel of the integral equation is absolutely continuous in the whole range of the integration, h can be chosen to be continuous.
Remark. Let us note that once we know that the limit lim n!1 Prob(H > x p n ) exists for each x 0 the fact that h fullls the integral equation h = g 0 + Ah is quite natural and follows immediately from the fact that H = H 0 + H, where is a random variable which plays the role of a`scaling factor'.
The expectation of H.
Having computed the distribution of H it is not hard to guess the value of its mean.
Clearly, EH= p nshould converge to the expected value of the random variable Z, where P(Z > x ) = h ( x ) and h(x) i s g i v en by Theorem 8. But xh(x) ! 0 a s x ! 1 (as a matter of fact Theorem 0 says that the probability that the actual height of a random tree is larger than x decreases exponentially with x), so = E Z = Z 1 0 h ( x ) dx: Now i f w e i n tegrate both sides of (9), after elementary calculations we arrive a t Note furthermore that, similarly as (10), the equation (11) can easily be deduced from the`scaling' relation H = H 0 + H, once we know that the expectation of H= p n exists. Unfortunately, the existence of the limit lim n!1 E H= p n is not implied by the existence of the limit distribution h(x) (even if one can prove that the convergence is uniform for every x 2 (0; 1) which indeed is the case { see section 5). Hence, we shall deduce (11) from Lemma 5, following the way which led us to Theorem 8. We nd rst the limit distributions of random variables H i . Not surprisingly, w e shall do it recursively, using a kind of integral operator.
Thus, let B be an operator which maps an integrable function r into the function Br such that (Br)(x) = But, similarly as in the proof of Lemma 6, the probability Prob(H j = k j jH 0 = k^W 0 = m) is just the probability that H j 1 = k j in a random tree on m vertices. Thus, the assertion follows from Lemma 5. Proof. In order to verify the assertion one needs only to compute integrals given by Theorem 11. It is elementary, but tedious and not very exciting task, so we shall leave i t to the favourite symbolic mathematical computation program of the reader.
Final remarks and comments.
The main purpose of this note was to present a simple rescaling idea which allows us tò guess' and verify the asymptotic behaviour of the algorithm without invoking generating functions. Thus, for the sake of simplicity, w e h a v e not stated our results in the strongest possible form. One can easily see that, due to the self-similarity argument, the local limit distribution of H, dened aŝ but the proof of the existence ofĥ is slightly more involved than that for h(x). One can also show that the convergence of Prob(H > x p n ) is uniform for every x 2 (0; 1), and that p n Prob(H = bx p nc) tends toĥ uniformly for x 2 (c; 1), for every c > 0.
It is not very hard to investigate how many v ertices are`used' by the algorithm to generate a path of length k = k(n). One can study two natural random variables related to this problem: X k = n j T k j which counts vertices`rejected' after rst k steps, and Y m = max k fjT k j n m g which tells us about the length of the path generated before rejecting m vertices. (Let us note that the second choice seems to be a bit better: both medians and expectation of Y k are of the order p m, whereas the median of X k is of the order k 2 but its expectation grows like k p n. This rather unpleasant behaviour of X k is not unexpected and for k = 1 has been well known and studied (see Meir and Moon [4] ).)
The limit distribution of X k for k = o( p n) and Y m for m n=2 can be immediately derived from Fact 4. However in order to investigate the asymptotic behaviour of X k and Y m for large k and m, one should use an argument similar to that we use to prove Theorem 8.
Corollary 12 states that the expectation of the length H of the path found by the algorithm is more than 93% of the expectation of the actual heightH of a random tree. The greedy procedure is also quite quick: if a random tree is given in, say, preordered form it nds a path of length H in the expected time O(H). On the other hand, one should keep in mind that the height o f a v ertex chosen at random from a random tree is P n j=2 (n) j =n j (Meir and Moon [3] ) which, for large n, is just a half of the expectation of the height of the treeH. Note also that the ratio EH=EHis a rather crude measure of the eciency of the algorithm. It would be also interesting (and possibly even more adequate) to study the behaviour of the random variableH=H. More specically, one can ask what is the length of the path found by the algorithm in a tree T n;k , c hosen at random from the family of all rooted trees of n vertices and height k = k(n). For large k, i.e. when k= p n! 1 , the structure of T n;k was studied in [2] . One can show that in this case with probability tending to 1 as n ! 1 the algorithm constructs a path of length k O(n=k). Nevertheless, the case when k is small, and, in particular, when k is of the order of p n, seems to be much harder to handle.
Finally, let us mention that an analogous rescaling idea can be applied to study the behaviour of the algorithm run on other probabilistic models of random trees, provided that every branch of a random tree of size m can be treated as a random tree of size m (so we can use self-similarity argument) we know the formula for the number of forests which consists of such a trees (so the scaling function f can be eectively computed).
