ABSTRACT: This paper quantifies and discusses the impact of high-resolution, high-frequency atmospheric forcing on the ocean circulation in the vicinity of the Denmark Strait. The approach is to force a 2 km resolution regional ocean circulation model with atmospheric states from reanalysis products that have different spatial and temporal resolutions. We use the National Center for Environmental Prediction global reanalysis data (2.5 • resolution, 6-hourly output) and a specially configured regional atmospheric model (12 km resolution, hourly output). The focus is on the month-long period in winter 2007 during the Greenland Flow Distortion Experiment. Diagnostics of upper-ocean currents and mixing are sensitive to the small-scale variability in the high-resolution regional atmospheric model. The hydrographic state of the ocean model is insensitive over the month-long experiments, however. Both sea ice and the fluxes of volume, heat, and freshwater across the east Greenland shelf break and through the Denmark Strait show a moderate response to the high-resolution atmospheric forcing. The synoptic-scale atmospheric state has a large role in controlling sea ice too, while internal ocean dynamics is the dominant factor controlling the flux diagnostics. It is the high spatial resolution, not the temporal resolution, that causes these effects, with O(10 km)-scale features being most important. The sea-level wind field is responsible, with the other atmospheric fields playing relatively minor roles.
Introduction
The Denmark Strait, between Greenland and Iceland, is a vital conduit between the Arctic and the North Atlantic Oceans. The equatorward tranport of dense polar water through the strait comprises a key part of the deep limb of the global meridional overturning circulation (MOC) in the ocean (Dickson et al., 2008) . This transport includes spilling of so-called Denmark Strait Overflow Water across the 600 m deep saddle. It also includes movement of fresh, cold water -and sea ice -along and off the 200 km wide east Greenland continental shelf (Bacon et al., 2008) . These transports, and the ocean circulation in the Irminger Sea, are subjects of longstanding importance in oceanography. They also have growing importance in climate dynamics because of their link to the MOC .
The atmospheric circulation of the North Atlantic region is also strongly influenced by Greenland. In particular, the location and strength of mesoscale weather systems in the Denmark Strait and Irminger Sea are largely controlled by the high Greenland ice sheet. 'Tip jets', 'reverse tip jets', 'barrier winds', and 'polar lows' are characteristic atmospheric flow phenomena near southeast Greenland (Moore and Renfrew, 2005) . To describe the role that Greenland plays in distorting atmospheric flow in these ways, the Greenland Flow Distortion Experiment (GFDEx) was conducted between 21 February and 10 March 2007 (Renfrew et al., 2008) . Meteorological observations were made over the Irminger Sea, Denmark Strait, and the Iceland basin with an instrumented aircraft flying out of Keflavik, Iceland. Significant effort was made on these flights to observe the sea-level atmospheric state during periods of intense air/sea interaction.
Near Cape Farewell (the southern tip of Greenland), the mesoscale atmospheric flow is known to have a substantial impact on the ocean circulation (Pickart et al., 2003) and hydrography (Våge et al., 2008) . Less is known about the impact of strong atmospheric forcing on the ocean in the northern Irminger Sea and Denmark Strait, however. In this contribution we explore the question in detail. The aim is to document the influence of highresolution, high-frequency meteorological forcing on the ocean in this region during the GFDEx field campaign. The approach is to force a 2 km-resolution regional ocean model of the Denmark Strait and environs with atmospheric reanalysis data of different types. We use the popular National Center for Environmental Prediction (NCEP) global reanalysis data (Kalnay et al., 1996) . We also use a much higher-resolution regional atmospheric simulation that is specially configured for the North Atlantic during GFDEx (based on the fifth-generation Mesoscale Model, MM5; Grell et al., 1995) . The impact of these forcing products on several diagnostics of ocean circulation, hydrography, and sea ice are presented and explained. The impact of specific barrier wind and polar low events are discussed in detail.
The article is unique in a number of ways. First, the ocean model is, to our knowledge, the best-resolved, most-realistic simulation of the Denmark Strait and Irminger Sea circulation to date. Likewise, the highresolution atmospheric model is among the best-resolved simulations of the sub-polar North Atlantic circulation yet reported. By focussing on the GFDEx observing period, there is also an unprecedented opportunity to assess the fidelity of the high-resolution atmospheric model during times of intense wintertime high-latitude storms . The emphasis here is on quantifying the effect of this small-scale, short-period weather on the oceanic state.
The layout of the paper is straightforward. The ocean and atmosphere models, and the numerical experiments, are described in section 2, the results are presented and discussed in section 3, and the concluding discussion is in section 4.
Methods

High-resolution ocean circulation model
The numerical ocean circulation model used here is based on the MITgcm . The MITgcm is configured to solve the Boussinesq incompressible Navier-Stokes equations in a rotating spherical coordinate system. The vertical grid uses the r * coordinate , with a nonlinear free surface , and represents bottom bathymetry using variable-thickness bottom cells . Advection of temperature and salinity is computed using a third-order direct space-time flux-limited scheme while the equation of state is based on Jackett and McDougall's (1995) paper. The model includes the Large et al. (1994) planetary boundary layer (PBL) parametrization to capture the effects of unresolved turbulent processes in the ocean. The Leith (1968) parametrization for viscous dissipation from unresolved scales is also applied, which aims to cascade enstrophy to the grid-scale by computing a viscosity proportional to the horizontal gradient of the relative vorticity. Sea ice thermodynamics are represented using the Hibler (1980) two-category model, which simulates sea ice concentration and thickness fields, and snow is represented by the Zhang et al. (1999) model. Sea ice dynamics are represented using the viscous-plastic Zhang and Rothrock (2000) algorithm. We apply the hydrostatic assumption; tests using the nonhydrostatic version of the MITgcm give almost indistinguishable results for the fields shown here.
The horizontal grid consists of 540 × 360 cells in longitude and latitude with a variable spacing that ranges from 1.7 km in the centre of the domain to 12 km at the edges. There are 97 levels in the vertical which are 2m thick at the surface and increase to 200 m thick at 3300 m. There are 58 levels in the upper 1000 m and 87 levels in the upper 2000 m. The bathymetry is interpolated from the International Bathymetric Chart of the Arctic Ocean which covers the Arctic at 2.5 km resolution (Jakobsson et al., 2000) ; an early configuration of the model used ETOPO2 data, but some obvious problems were present on the Greenland shelf. The explicit diffusivity for heat and salt is zero, the side walls have free-slip boundary conditions, and the bottom has a no-slip condition with a quadratic drag law using a coefficient of 0.001.
The model is configured in a regional domain with walls at the open boundaries. (Figure 1(a) ; the domain spans 60-70
• N, 43.4-10.1 • W). The problem of how to handle boundaries in regional models is challenging, and there is no truly satisfactory approach. A coarser version of the current model successfully uses open boundary conditions at the edges (Lea et al., 2006) , but early tests with the present resolution led to divergence of the elliptic solver with these conditions. Our use here of a telescoping grid, a sponge layer (see below), and walls at the open boundaries has the advantage of being simple and robust. We also note that typical trajectories of surface Lagrangian particles cross less than half of the domain during the experiments. Most fluid is therefore not in material contact with the boundaries over this period. The solution structure in the Denmark Strait and northern Irminger Sea -the main region of interestis probably not strongly influenced by the walls at the open boundaries for these reasons. Definitive evidence must wait for further experiments with larger domains and larger computing resources, however.
Initial conditions for temperature and salinity are taken from a time average of the hydrographic data at the International Council for the Exploration of the Sea database. The model fields are also relaxed to these data with a time-scale of 5 days within a characteristic distance of 10 grid points from the open boundaries. The initial velocity field is zero. Forcing of the model by air/sea interaction is achieved by computing fluxes using bulk formulae and estimates of the atmospheric state interpolated to the MITgcm grid. We avoid using the turbulent fluxes computed from the MM5 and NCEP meteorological reanalyses themselves because of known deficiencies in the surface flux algorithms used in these models (Pagowski and Moore, 2001; Renfrew et al., 2002) . Instead, the fluxes are computed from the ocean-model state using a version of the Pond (1981, 1982) bulk aerodynamic formulae. A nine-month-long spin-up calculation (starting 1 June 2006) is used to provide initial conditions for the experiments reported below, forced by the 6-hourly global NCEP reanalyses. The experiments themselves use atmospheric state estimates taken from the 6-hourly NCEP data and/or a custom high-resolution hourly reanalysis using the MM5 model that is described in section 2.2 below. A comprehensive assessment of the fidelity of the ocean model compared to observations is beyond the scope of this article. Two issues make the comparison challenging. First, at scales of O(1-10) km the observations are very sparse, and almost non-existent in winter (the time of interest here). At scales of O(100) km the model solutions look realistic, because the flow is controlled by the density field, which is realistic by virtue of the climatological initial condition. Second, the model solutions are turbulent and chaotic, and agreement within instrumental error between the simulation and measurement should not be expected. The difficult question then arises of what qualifies as sufficient agreement. One approach is to perform data assimilation and directly attempt to reconcile the model/data differences within all the appropriate uncertainties. This approach is under way, but will be reported elsewhere.
Notwithstanding these issues, the model Denmark Strait overflow variability ( Figure 12 below; section 3.5) is consistent with the short Ross (1977) mooring-array data and satellite imagery (in particular, Figure 7 of Bruce, 1995) . Moreover, Käse et al. (2003) show that the regional Denmark Strait model of Käse and Oschlies (2000) 'is able to replicate most of the salient features of the observed Denmark Strait overflow'. The Käse and Oschlies (2000) model used a 4 km resolution grid, and an ideal configuration that excluded air/sea forcing. The current model, with higher resolution, realistic hydrography, and realistic forcing, therefore likely represents Denmark Strait circulation adequately, in particular because our focus is on the impact of different air/sea forcing products. More detailed comparison of the sea-surface circulation with observations appears in section 3.2 below, but a full assessment of the model realism is postponed to future work.
High-resolution meteorological reanalysis
The Pennsylvania State University-National Center for Atmospheric Research fifth-generation Mesoscale Model (MM5) version 3.7 is used for the high-resolution meteorological simulations (Grell et al., 1995) . The main features of this MM5 configuration that are relevent here are:
(1) The Kain and Fritsch (1993) convective parametrization with shallow convective effects, (2) The Goddard microphysics explicit moisture scheme with graupel/hail as an additional variable (Tao et al., 1989; Tao and Simpson, 1993) , (3) A non-local Medium-Range Forecasts (MRF) PBL scheme including up-gradient transport of heat and moisture under unstable condition (Hong and Pan, 1996) , (4) A Dudhia-type radiation cooling scheme including the effects of modelled clouds (Zängl, 2002) , (5) A multi-layer soil model to predict land surface temperatures by using the surface energy budget equation (Dudhia, 1996) , and (6) A polar physics modification that includes the effects of sea-ice fraction and surface fluxes over sea ice Cassano et al., 2001) , which has been added to the Eta PBL and MRF PBL schemes in MM5 version 3.7.
The MM5 model is formulated using a staggered horizontal grid with a vertical σ -coordinate system that is defined in terms of pressure. A regional domain is used in the simulations reported here. The domain is centred at 67 • N, 30 • W longitude with a uniform grid size of 12 km (Figure 1(b) ), and covers Baffin Island, the Norwegian Sea, Labrador Sea, and almost all of Greenland. The horizontal grid is 340 × 320 cells using a polar stereographic projection. In the vertical, MM5 uses terrain-following σ -coordinates, with the pressure at the σ -levels determined from a reference state that is estimated using the hydrostatic equation and a standard lapse rate. There are 25 σ -levels that are unevenly spaced with 10 levels in the lowest 1 km. The surface layer is defined at an altitude of about 10 m. The model top is set at 50 hPa with a radiative upper-boundary condition to minimize the reflection of internal gravity waves.
NCEP final analyses (FNL) data were used to initialize the MM5 model and to provide lateral boundary conditions during the simulations (http:// wwwt.emc.ncep.noaa.gov/gmb/para/parabout.html gives details on FNL data). The 6-hourly 1
• -resolution surface and upper-air analysis data are interpolated onto the MM5 model grid. In addition, the 25 km near-real-time Special Sensor Microwave/Imager (SSM/I) Equal-Area Scalable Earth (EASE) Grid daily global ice concentration and snow extent data from the National Snow and Ice Data Center and the 6 km Operational Sea Surface Temperature and Sea Ice Analysis (OSTIA) sea surface temperature were used for the lower-boundary conditions (Stark et al., 2007) . The model is re-initialized at 1200 UTC every day during the GFDEx period and integrated for 36 h. To allow a model adjustment, we discard the first 12 h of model output for each run and use the final 24 h of the simulation to force the ocean circulation model.
GFDEx dropsonde data were posted rapidly to the Global Telecommunications System during the field campaign. Therefore these data were included in the data assimilation cycles used for the NCEP FNL product, and hence the MM5 hindcasts used here (Table 1 of Renfrew et al., 2008) . No flight-level data were available in time for operational assimilation, however.
A validation of the MM5 and NCEP data against lowlevel aircraft observations from the GFDex field campaign has been carried out by Renfrew et al. (2009) . The observations used consist of about 150 data points spread over 6 d during February and March 2007, with each comparison point derived from a 2 min mean of flightlevel measurements, thus equivalent to a spatial mean over about 12 km. This is the same spatial scale as the MM5 grid. The observations were taken 30-50 m above sea level and adjusted to standard meteorological heights for the comparison. They were made mainly during coldair outbreaks and moderate to high wind speeds, so are associated with strong atmospheric forcing conditions, i.e. high surface momentum and heat fluxes. In general the MM5 hindcasts compare well to the observations, on a par with other high-resolution analyses, and significantly better than the coarser-resolution NCEP global reanalyses. For example, the 10 m mean wind speeds were 17.3, 16.3, and 14.2 m s −1 for the observations, MM5, and NCEP global products respectively; while the correlation coefficients (and r.m.s. errors) between the observations and the MM5 and NCEP data were 0.83 (2.2 m s −1 ) and 0.62 (5.0 m s −1 ) respectively. One weakness in the MM5 wind field was a low slope (0.7) in a linear regression against the observations. This was caused by occasional underestimations of the highest wind speeds (greater than 20 m s −1 ) and also a poor representation of a wake region during the polar low case (discussed in more detail in section 3.3 below). The comparison also found a small warm bias (+1.7
• C) in the near-surface air temperature, caused by a similar-sized bias in the OSTIA sea-surface temperature input data. This small bias does not significantly affect the heat fluxes used to force the ocean model, as it affects both air and sea temperatures. The MM5 relative humidity compares rather poorly to the observations; there appears little skill in the model for this variable. Although this is a concern for users of the MM5 model, it is not that important for the latent heat flux forcing fields, as these are a function of specific humidity which is strongly governed by temperature. It is worth noting that Renfrew et al. (2009) conclude that the NCEP Global reanalyses are 'simply too coarse to adequately resolve the mesoscale flow structures observed'. They do capture the basic synoptic-scale features, but neither the details, nor the peak magnitudes, are represented, particularly in the surface wind field (Figure 2) . Like MM5, the NCEP model also suffers from lack of skill for relative humidity.
Numerical experiments
Three main numerical experiments are performed to test the impact of high-resolution atmospheric forcing fields on the Denmark Strait ocean circulation. The experiments are summarised in Table I : Expt. 1 is forced with the 12 km hourly MM5 data. Expt. 3 is forced with the 2.5
• (275 km) resolution, 6-hourly NCEP reanalysis data, and Expt. 2 is identical to Expt. 1, except that the MM5 surface wind estimates are replaced by the equivalent NCEP data. Two other experiments involving 6-hourly MM5 data and North American Regional Reanalysis data are also briefly reported in sections 3.6 and 3.7. The period of interest starts on 13 February and ends on 17 
Results
We present and discuss the results of the numerical experiments by focussing on various diagnostics in turn.
Time-averaged quantities
First, we examine some mean air/sea forcing diagnostics. Table II shows 10 m wind components, air/sea heat fluxes and precipitation rate data from the whole experimental period. The peak wind speed components of the MM5 data (Expt. 1) substantially exceed the NCEP values 
−2 ); includes latent, sensible, short-wave, and long-wave fluxes (positive upwards).
(Expt. 3), by 25-50%. The peak precipitation rate is also five times higher, although the mean rate is only 30% higher. The mean air/sea heat fluxes over the entire experiment -a significant cooling -are similar, however; the MM5 data are 6% higher than the NCEP data, most of which is accounted for by the stronger MM5 winds (cf. Expts. 2 and 3 in Table II) . Table III shows corresponding results from the ocean circulation model for various global diagnostics. Over the whole period of the numerical experiments, the timeaveraged peak currents using the MM5 data (Expt. 1) exceed those forced by the NCEP data (Expt. 3) by 20-30%. The peak vertical current speed is actually reduced (by 20%) in Expt. 1 using the MM5 data, but most of this difference is not due to the weaker NCEP winds (cf. Expts. 2 and 3). The kinetic energy is higher in Expt. 1 than in Expt. 3 (by 35% at peak and 13% in the mean), which is attributable to the 10 m wind field. Similarly, the (barotropic) potential energy is 14% higher in Expt. 1. The range of sea-surface height is 43% higher using the MM5 forcing data, and the (vertical) relative vorticity range is 20% higher.
All of the above-mentioned diagnostics concern the ocean velocity fields directly, or are closely related. Table III also shows some global results for thermodynamic fields, which have much longer intrinsic timescales than dynamical quantities. For mean temperature and salinity, there is no difference between the three experiments. There are slight changes in the absolute ranges of these quantities, but they are also very small.
Barrier wind case
Next, we focus on a particular day, 9 March 2007, when a strong barrier wind was present in the Denmark Strait and the northern Irminger Sea. Figure 2 shows the forcing data used in Expts. 1 and 3 on that day. The synoptic situation at this time is a southeasterly surface-intensified barrier wind in the Denmark Strait associated with a cyclone over Iceland moving slowly to the north east. The peak wind speed in the MM5 data is 28 m s −1 (54 knots; Beaufort Force 10, storm) compared to 22 m s −1 (43 knots; Beaufort Force 9, strong gale) in the NCEP data. This difference is clear in Figure 2 
, where ρ 0 is the reference density, g is gravitational acceleration, M is ocean mass, A is surface area, and η is the sea-surface height anomaly. similar in both datasets, although the lower resolution in the NCEP field has smoothed out the cold tongue of air moving along the core of the barrier wind off east Greenland. The NCEP surface air temperature is also significantly lower than in MM5. The precipitation fields are significantly different: the MM5 data used in Expt. 1 exhibit a pattern with much more fine-scale structure and intense rainfall, mainly along the cold front to the southeast of the barrier wind. The MM5 data show a mean precipitation rate that is only 29% larger than the NCEP data, but the peak rate is nearly three times larger at this time. Figure 3 shows the net air/sea heat flux in each experiment, corresponding to the atmospheric forcing fields in Figure 2 . The large-scale features in these fields are similar, as are the typical magnitudes. The barrier wind jet over the east Greenland shelf is responsible for substantial ocean heat loss, with the greatest fluxes at the edge of the sea ice (seen as thin stripes in Figure 3 ). The barrier wind heat loss in Expt. 1 (MM5 forcing) exceeds that in Expts. 2 and 3 (NCEP wind forcing), due to the greater MM5 wind speed (Figure 2(a) ). Expt. 3 has somewhat higher heat loss than Expt. 2, because Expt. 3 uses the colder, dryer NCEP data than the MM5 data (Figures 2(b) , (e)). In this sense, the too-weak NCEP winds with too-cold air cause biases that compensate in the net air/sea heat flux. Although the NCEP barrier wind is too broad (Figure 2(d) ), the region of high heat loss in Expt. 3 is similar to that in Expt. 1 because the cold air is confined to the coast in the NCEP data (Figure 2 (e)). Table IV summarises some key diagnostics of the ocean circulation model from 9 March. The peak ocean current speed is 46% faster overall and 42% faster at the surface in Expt. 1 (forced with MM5 data). The mean speeds are 20-30% faster. The energy is 30 and 61% greater (for kinetic and barotropic potential energy, respectively), and the sea-level range is 30% greater. For Expts. 2 and 3 these energy levels are only slightly greater than the average over the entire period of the experiment (cf . Tables III and IV ). The Expt. 1 energy levels are significantly higher, however. There are negligible differences between the baroclinic available potential energies (which depends on the vertical distribution of the mass field) among the experiments on this day.
The frequency distributions (histograms) of surface ocean currents and sea surface height are significantly different (Figure 4 ). Figure 4 (a) shows that current speeds have a long tail (possibly exponential) in all three experiments, but the slope is about 30% shallower for Expt. 1 forced with MM5 data. Sea-surface height also shows fatter tails and is more skewed to positive values (Figure 4(b) ). All these differences are attributable to the stronger, more structured wind forcing in Expt. 1 than in Expt. 3 because Expt. 2 is negligibly different from Expt. 3.
Figure 4 also shows observations of surface currents and sea level for comparison with the model results. Seasurface current data from the OSCAR product (Bonjean and Lagerloef, 2002) are shown on Figure 4 (a). These data are derived from altimetry, scatterometry, and seasurface temperature data (in situ and remotely sensed). They are provided in 5 d averages on a 1
• resolution grid (the data on Figure 4 are for the 5 d period centred on 7 March 2007). Compared to the model results, the OSCAR data show a similar peak in surface current distribution, and a similar tail to low speeds. They are too coarsely sampled to resolve the tail to high current speeds, however (the quantisation noise in the OSCAR distribution is visible, for instance). For this reason, they are not very helpful in evaluating the ocean model, although there is no sign of inconsistency. The altimetric sea-surface heights from AVISO are also shown on Figure 4 (b) for 9 March 2007. Expt. 1 matches the altimetry observations reasonably well, including two peaks at about -0.05 m and 0.18 m. The model variability is less than the satellite data, however, particularly for sea levels below -0.20 m. The agreement is better with the envelope of AVISO sea-surface heights over the GFDEx period (dashed lines), but differences remain. The source of this bias is unclear; it could be due to too-weak atmospheric forcing, even in Expt. 1, or it could be because of the sponge layer boundary conditions which damp the model circulation, particularly at low sea levels in the southern Irminger Sea. In any case, the overall agreement with data, given these caveats, is reasonably good.
The frequency distributions of vertical relative vorticity and horizontal flow divergence also differ between the 2074 T. W. N. HAINE ET AL. 
where H is the ocean depth and other variables are defined in Table III . ρ(z) is the density distribution that minimises potential energy via an adiabatic rearrangement of ρ. experiments, as shown in Figure 5 . Expt. 1, forced with MM5 data, has fatter vorticity tails than Expts. 2 and 3 which differ insignificantly. The presence of fatter tails is most evident at extremely low and high relative vorticities; Expt. 1 has significantly more fluid with negative absolute vorticity, for example, indicated by the data points to the left of the vertical line in Figure 5 . The asymmetry in the relative vorticity distribution (with cyclonic bias) is interesting, and present at other times, but it does not depend on the atmospheric forcing data used in these experiments (they all show this feature). The asymmetry is seen in mixed-layer current data too (Rudnick, 2001) , and is due to O(1) km-scale vortices that are not directly related to the ambient gyre-scale cyclonic circulation (which involves much weaker vorticities). The differences in horizontal divergence are smaller than for vorticity, but Expt. 1 has significantly greater divergence than Expts. 2 and 3. Because Expts. 2 and 3 are indistinguishable in their diagnostics, these differences are attributable to the more energetic wind field in Expt. 1. The surface ocean boundary-layer thicknesses are different between the different model experiments. Figure 6 shows that the boundary layer (as diagnosed from the Large et al., 1994, parametrisation) is substantially deeper in Expt. 3 using NCEP forcing than in Expt. is inertially unstable and overturns with a time-scale of order the inertial period -about 14 h at these latitudes (Haine and Marshall, 1998) .
at this time shows the reasons for these differences. In particular, the shape of the barrier wind jet speed (Figures 2(a), (d) ) and the associated rain band (Figures 2(c) , (f)) matches the southwest-to-northeast trending stripes in the boundary-layer thicknesses ( Figure 6 ). In Expt. 1 the jet is narrow and intense, and the peak in precipitation rate is also very narrow, elongated, and intense (consistent with observations; Renfrew et al., 2008) . At the jet centre off Greenland, the mixed layer is deepest, but to the southeast flank the jet speed rapidly decreases and the precipitation rate rapidly increases. The turbulent kinetic energy source to the boundary layer therefore drops sharply and reinforces the stratifying effect of the rain to sharply decrease the boundary-layer thickness. In Expt. 3 the precipitation rate is much weaker and less focused, and the barrier wind is also much more diffuse. Here, the ocean responds by forming a boundary layer that is shallow under the broad minimum in wind speed to the southwest of Iceland, and deep to the northwest of this front. In Expt. 2, which is forced with the NCEP wind and the MM5 precipitation rate (Table I) , we see evidence of both these effects: there is a broad stripe of shallow boundary layers associated with the minimum in wind speed from the NCEP forcing (as in Expt. 3), and there is a narrow band of shallow boundary layers from the rain bands in the MM5 forcing (as in Expt. 1).
The instantaneous boundary-layer depth is sensitive to the instantaneous air/sea forcing, as well as the accumulated flux history. As seen in Figure 6 , the MM5 data forces narrow (10-20 km wide) coherent fronts in boundary-layer thickness that are associated with the barrier wind shoulder and associated intense rain bands. Snapshots of the boundary-layer thickness fields at other times show similar features, although the locations and orientations of the boundary-layer fronts vary because the atmospheric fronts typically pass over the domain in just a few hours. Expt. 3 does not show narrow bands of shallow boundary-layer depth, however. The mean boundarylayer thicknesses are similar among the experiments, but vary on short periods. For example, at 0300 UTC on 9 March 2007 (the time of Figure 6 ) the values are 118, 105, and 128 m for Expts. 1-3, respectively, while 12 h later the values are 101, 69, and 60 m. These average results reinforce the idea that the boundary layer responds rapidly and sensitively to the local atmospheric conditions.
In contrast, the hydrographic composition of the upper ocean represents the accumulated effects of the diabatic air/sea forcing, and the cycling of water through the boundary layer. In these diagnostics the differences between the three experiments are much more muted. For instance, the sea-surface salinity fields do not show significant differences at 0300 UTC on 9 March 2007 associated with the different boundary-layer thicknesses in Figure 6 (not shown). The organised suppression of deep mixing due to the intense rain in Expt. 1 is not evident in the salinity field, because the salinity signals from mesoscale activity, and the primary front between warm, salty Irminger water and cold, fresh East Greenland shelf water, are much larger. Moreover, the temperature/salinity diagrams for the three experiments show significant but relatively minor differences, as seen in Figure 7 . This diagram is for the final day of the experiment when the largest differences in water composition are evident. The mean temperatures and salinities for Expts. 1-3 over the upper 819 m are (3.18
• C, 34.74), (3.12 • C, 34.70), and (3.09
• C, 34.70), respectively. Again, the differences in these average properties are small between the experiments. Looking at the distribution of water properties in Figure 7 in detail, we see that Expt. 3 (NCEP forcing) has more shelf water at salinities less than about 34 than Expt. 1, and Expt. 2 is intermediate. Expt. 3 also has more water at the freezing point for all salinities (the freezing line is seen in Figure 7 as the nearly horizontal lower bound to the water classes near -2 • C). In contrast, Expt. 1 has greater volumes of water along the broad line joining (roughly) (-2
• C, 33.75) and (2 • C, 35); in this experiment the water mass classes are more tightly confined in temperature-salinity space. These findings are consistent with the similar time-averaged thermodynamic results in Table III and the similar baroclinic potential energies in Table I . They are not particularly surprising, given the short duration of the experiments, and the fact that the net air/sea heat and freshwater fluxes are similar (Table II) . A longer period is needed for the contrasts in air/sea forcing fluxes to accumulate. In other words, the hydrographic composition of the ocean is relatively insensitive over a few weeks to the high-frequency, high-resolution atmospheric state, unlike the boundarylayer thickness which reflects the instantaneous mixing intensity.
Polar low case
Another interesting case-study during the GFDEx campaign occurred on 25 February 2007 when a mesoscale cyclone was present northeast of Iceland (centred at about 8 • W, 69 • N; Renfrew et al., 2008) . Peak winds in this polar low were near 25 m s −1 , based on dropsondes along a flight leg at 68
• N; surface winds were between 5 and 20 m s −1 , increasing towards the cyclone centre. The flow west of the cyclone (north of Iceland) was northerly. As for the barrier wind case, the NCEP data lack fine-scale structure associated with this northerly flow, although the magnitudes of the two surface wind products are similar. The MM5 data show flow separation near Liverpool Land (on the northern side of Scoresbysund at 70.5
• N) and weak winds in the lee of Greenland to the southwest. This weak flow over the southeast Greenland shelf is missing in the NCEP data which overestimates the wind speed, and has inadequate resolution to capture orographic steering of this type (not shown). Table V shows values of key fields from the polar low case. Expt. 1 (MM5 forcing) shows greater peak and mean current speeds than Expts. 2 and 3, which are nearly identical. This finding holds for surface speed too, although the differences are smaller. The peak current speed exceeds the surface current speed, as seen for the barrier wind in Table IV (the fastest flow occurs in a deep jet attached to the east Greenland continental slope at around 730 m depth). Consistent with the higher currents in Expt. 1, the kinetic energy is also higher with MM5 wind forcing. The potential energies and the sealevel ranges are indistinguishable for this case, however. Compared to the results for the whole experimental period (Table II) , the circulation during the polar low is weaker than the time-mean value. The histograms of surface current speed, vertical relative vorticity, and divergence all show greater variance in Expt. 1, but the differences (and the absolute values) are smaller than for the barrier wind case (not shown). There are negligible differences in boundary-layer thickness between the experiments at 0300 UTC on 25 February 2007.
The impact of the high-resolution, high-frequency MM5 forcing fields for the polar low event are much less obvious than for the barrier wind event. Several reasons are likely responsible: First, the polar low occurred earlier in the experimental period than the barrier wind studied in section 3.2 (12 d from the start, compared to 24 d). Therefore, there is less time for the forcing differences to accumulate in the polar low case. Second, the polar low persisted for only about 2 d, whereas the barrier wind was present for about 5 d. Again, there was less opportunity for the MM5 fields to drive differences from the NCEP-forced experiments. Finally, the polar low was centred at the northeast corner of the ocean model domain. Most of the feature was outside the model domain, and the northerly airflow to the southwest of the central depression is partly in the ocean model sponge layer where the ocean model resolution is coarsest. Some of the muted differences in response to the polar low are therefore attributable to the way the ocean model experiments are configured. Nevertheless, it is reasonably clear that the ocean circulation near Denmark Strait was not significantly impacted by the small-scale structure of this particular polar low.
Impact on sea ice
In Figure 8 we show time series of the sea ice volume, area, and the average sea ice thickness for each experiment. The start and end times of the 12 GFDEx flights are shown as pairs of vertical lines on the diagram. In nature, most sea ice off southeast Greenland is advected into the region from the north, with very little sea ice found in deep water. This flux of remotely formed ice is missing from our numerical model because of the closed northern wall at 70
• N. The ice formed in the numerical model therefore forms locally within the model domain within one winter. As remotely formed ice is excluded by construction, the model underestimates the true ice coverage and thickness. Nevertheless, the period of the numerical experiments is mainly a time of melting, and the differences between the three runs are still revealing. The sea ice shows sensitive dependence to the atmospheric forcing fields, and to their differences. The ice also responds to wind speed, air temperature, and humidity in subtle ways.
All three experiments show progressive decrease in ice volume and area during the month-long integrations, with little day-to-day variability. A substantial fraction of the initial ice is lost overall, with Expt. 2 showing the greatest melt (85% volume lost) and Expt. 3 the least (46% lost). All three experiments exhibit an increase in sea ice volume and area for about one week in late February and early March, however. The cause of this ice volume increase is an outbreak of frigid air from the Arctic . Although the northeasterly jet through the Denmark Strait is weaker on 2 March 2007 than during the barrier wind event one week later, the air temperature is colder -and hence dryer -by The sea ice differences between the experiments are also interesting. First, consider Expts. 2 and 3, both forced by NCEP winds, because this pair isolates the effect of sea ice thermodynamics only. We see that Expt. 3 has greater ice volume, area, and thickness than Expt. 2 at all times. These differences are due to colder, dryer air over the east Greenland coast in the NCEP product than in the MM5 product, and therefore greater ocean heat loss in Expt. 3. The colder air can be seen at 0300 UTC on 9 March in Figure 2 , for example, where NCEP is 10-15 K colder than the MM5 data (also Figure 3) . Next, notice that the sea ice area is almost identical in Expts. 1 and 2, and both are less than in Expt. 3. In fact, the maps of sea ice concentration differ in Expts. 1 and 2: Expt. 1 shows higher concentrations closer to the coast, whereas the Expt. 2 sea ice field is more diffuse and spread further offshore (not shown). This difference is attributable to the stronger northeasterly MM5 wind in Expt. 1 which pushes the ice harder against the coast. The similarity of sea ice area for Expts. 1 and 2 is therefore coincidental. Finally, consider that the Expt. 1 ice volume lies between the other two experiments at all times. This curious fact is harder to explain because both sea ice dynamics and thermodynamics are in play. The stronger MM5 wind and the lower NCEP air temperature and humidity both favour greater ocean heat loss. Thus, in Expt. 1 we should expect greater heat loss, and ice volume, than in Expt. 2, because of the stronger MM5 wind. In Expt. 3 we should expect greater heat loss, and ice volume, than in Expt. 2, because of the colder, dryer NCEP air. Figure 8 confirms both these ideas, and shows that the impact of the cold dry NCEP air exceeds the impact of the stronger MM5 wind. Other factors are likely also important, however. The stronger MM5 wind also tends to compress the ice against the coast more, for example, where it is somewhat sheltered from the peak frigid wind (Figure 2) , and heat loss occurs over a smaller area of more concentrated sea ice. Moreover, we see net ice melt during the experimental period despite consistent ocean heat loss. Clearly mixing of heat into the ice zone, both from offshore and below, dominates the sea ice heat budget overall, although the surface heat flux plays a vital role in the variations over the experimental period, and between experiments.
3.5. Volume, heat, and freshwater fluxes Next we turn to examine the fluxes of key physical quantities in the ocean circulation experiments. Figure 9 shows time-varying fluxes of volume, heat, and freshwater across a 900 km segment of the Greenland shelf-break following the 550 m depth contour. The shelf-break section is shown in Figure 1(a) , and the heat and freshwater fluxes are computed as anomalies relative to a temperature and salinity of 2 • C and 34.80, respectively. (Note that although the physical meaning of the absolute magnitudes of the heat and freshwater fluxes is ambiguous, because they depend on these reference values, relative comparisons are revealing. To convert the flux numbers here to fluxes computed using different reference values, offset our numbers with the product of the difference in reference values and the appropriate volume flux.)
The volume transport time series show values fluctuating between ±5 Sv (1 Sv is 10 6 m 3 s −1 ), corresponding to section-average onshore currents of ±1 cm s −1 . The time-mean values shown are -0.52, -0.27, and -0.48 for Expts. 1-3, respectively, indicating weak offshore flow on average. The differences in the shelf-break transport between the experiments are clearly associated with the wind. The evidence is that Expts. 2 and 3 are nearly identical for the entire period of the experiments, whereas Expt. 1, forced by the high-resolution wind product, diverges after a few days. In contrast, the small differences that exist between Expts. 2 and 3 take about 17 d to emerge on Figure 9 . Athough the variations are similar, Expt. 1 (MM5 forcing) has greater volume flux variance (1.6 Sv compared to 1.4 Sv in Expt. 3).
The cross-shelf heat and freshwater fluxes show a similar picture. The heat flux exhibits variability of 17 TW around a mean of 66 TW for Expt. 1. Interestingly, the results from Expts. 2 and 3 are almost indistinguishable in Figure 9 , and are closer to one another than the volume flux series. This result means that there is a compensation effect at work for the heat fluxes: changes in volume flux are correlated with changes in temperature so as to reduce the variations in heat flux. Nevertheless, the influence of temperature changes on heat flux variability is relatively weak, and heat flux changes are mainly driven by changes in the wind. Consistent with this idea, the correlations of volume and heat flux variability are 0.46, 0.49, and 0.48 for Expts. 1-3, respectively (all significant). For freshwater, the time-average flux for Expt. 1 is −0.38 ± 0.22 Sv. Again, the wind accounts for the main differences between the experiments (cf. Expt. 1 with Expts. 2 and 3) and the correlation with the volume flux time series are -0.68, -0.74, and -0.68 (all highly significant). These results suggest that heat and freshwater flux variations are primarily driven by changes in volume flux, rather than changes in temperature or salinity. Figure 10 shows how the shelf-break fluxes of Figure 9 vary with spatial position along the 900 km transect shown in Figure 1(a) . On this diagram, 5 Sv over 100 km corresponds to an average current of 9 cm s −1 . The results are shown for one particular day, 1500 UTC on 15 March 2007, at the end of the experimental period (shown on Figure 9 with the dashed line). At this time, the three experiments show significant differences within 150 km of the start of the transect, near the Denmark Strait. This region is where the Denmark Strait Overflow Water (DSOW) is spilling into the North Atlantic Ocean and variability in DSOW volume flux with periods of 2-4 d is known to exist (Bruce, 1995) . This episodic overflow process is responsible for the differences seen in the first 150 km of the transect along the shelf-break (also see discussion below on Figure 12 ). In Expt. 3 at this time a strong surge of DSOW is moving south near the intersection of the two transects shown in Figure 1 (a) (that is, southeast across the shelf-break section and southwest across the Denmark Strait section). Downstream of this location, the cross-shelf volume fluxes are well correlated between the three experiments. This result shows that the cross-shelf volume flux occurs at specific places along the shelf-break, independent of the forcing used. The anomalies at the cape near 550 km is a good example of this phenomenon. Interestingly, the location of the socalled East Greenland Spill Jet -a narrow, extremely intense, cascade identified by Pickart et al. (2005) near 65.5
• N, and shown in Figure 10 with a dashed line -is not associated with strong cross-shelf-break volume flux.
Nevertheless, the Spill Jet is mainly deeper than 550 m, and is mainly along the depth contours, not across them.
The heat and freshwater fluxes seen in Figure 10 are consistent with the idea that current changes are the main controlling factor, not temperature or salinity variability. The heat fluxes are very similar among all three experiments and show a progressive increase in the cumulative flux downstream. As in Figure 9 , there is a compensation between velocity and temperature perturbations that reduces the heat flux variability compared to the volume flux variability in all three experiments. Compared to the other experiments, the freshwater flux in Expt. 3 shows anomalous values near the Denmark Strait due to an overflow surge, like the volume flux. Expt. 1 shows a greater increase in offshore freshwater flux than Expt. 2 between 200 and 900 km, however, unlike the volume flux. This feature associates with differences in the Expt. 1 salinity field compared to the other experiments. At other times, Expt. 2 freshwater fluxes look very similar to Expt. 3 freshwater fluxes (not shown), as seen in the total flux time series shown in Figure 9 .
To further explore the connection between the shelfbreak variability and the wind field, we show in Figure 11 a long transport time series, and the associated crossshelf-break Ekman transport. The section in this case follows the 550 m isobath, as for Figure 1 . The data are filtered with a running mean over a length-scale of 6 km. Distance along the transect is measured towards the southwest, starting from the Denmark Strait. The dashed line shows the location of the East Greenland Spill Jet (Pickart et al., 2005) . Other details are as in Figure 9 . on the GFDEx campaign, is typical of the whole 10-month record. The Ekman flux, computed from the model wind stress, is also shown. One might expect the Ekman transport to be correlated with the model volume flux, but this is not true. The Ekman flux shows significant seasonality, with greater variance in winter, as expected. It is also consistently positive (onshore; note the Ekman flux is offset on Figure 11 ), reflecting the prevailing northeasterly winds over the Denmark Strait and the northern Irminger Sea. Both of these facts contradict the volume flux from Expt. 3. Hence, there is no simple relation between the wind field and the shelf-break transport, even though the differences between Expts. 1-3 seen in Figure 9 are attributable to the wind forcing. Finally, we show in Figure 12 time series of the fluxes leaving the Denmark Strait (Figure 1(a) shows the transect location). Unsurprisingly, the volume flux is always negative in each experiment, indicating consistent equatorward flow. Outflow variations on a time-scale of 3-4 d are clearly evident in each experiment, consistent with break-up of the incipient overflow into cyclonic boluses which are visible as cold core rings in seasurface temperature imagery (Bruce, 1995) . Although the periodic formation of overflow boluses is clearly an intrinsic dynamical process in the ocean, the wind forcing is influential to some degree. This result is seen in the volume flux data in Figure 12 as the departure of Expt. 1 from Expts. 2 and 3 after a few days. The timing of the overflow perturbations is altered in Expt. 1, but not enough to completely disrupt the coherence of the three time series over the experimental period. The strong barrier wind event on 9 March 2007 is not accompanied by any unusual overflow anomalies.
Unlike the shelf-break fluxes, the Denmark Strait heat and freshwater fluxes do not show a strong correlation with the volume flux time series (for example, the heat and volume flux correlation coefficients are 0.26, 0.18, and 0.13 -none very significant -for Expts. 1, 2, and 3, respectively). The Expt. 2 and 3 results are very close to each other (compared to Expt. 1) however, which means that the wind forcing is responsible for the differences between the experiments. These two results imply that the MM5 wind field impacts the velocity, temperature, and salinity fields so as to perturb the Denmark Strait volume, heat, and freshwater fluxes. The other MM5 forcing fields have very little impact on these Denmark Strait fluxes, however.
3.6. Impact of high-frequency forcing Next, we ask if the differences due to the high-resolution, high-frequency MM5 forcing, compared to the NCEP forcing, arise from the high spatial or temporal resolution in MM5. To address this question, we perform another experiment (Expt. 4). This calculation is identical to Expt. 1, except that the MM5 forcing is provided at 6-hourly intervals, like the NCEP forcing, not hourly. We do not present full results for Expt. 4 because it is so similar to Expt. 1. For example, the peak currents at the time of the barrier wind discussed in section 3.2 (1500 UTC on 9 March) are just 1% different, and the kinetic energy is just 1% larger in Expt. 1 than in Expt. 4 (recall from Table IV that Expt. 3 has 30% lower kinetic energy than Expt. 1). In the diagnostics shown on Figures 4 and 5, Expt. 4 is essentially indistinguishable from Expt. 1. There are some differences between the experiments in the flux time series (Figures 9 and 12 ), but only in the last few days of the integrations. As the processes controlling shelf-break exchange and flow through Denmark Strait involve internal oceanic instabilities, it is unsurprising to eventually observe divergence of the experiments in this way. It is clear that the differences seen between the MM5 and the NCEP-forced experiments are almost entirely due to the higher spatial resolution in the MM5 product, however, and not the higher temporal resolution.
North American Regional Reanalysis forcing
Finally, we further explore the impact of spatial resolution in atmospheric forcing on the ocean model. In this respect, the North American Regional Reanalysis (NARR) is a useful product. This dataset has 32 km horizontal resolution and covers the period October 1978 to the present with 3-hourly output (Mesinger et al., 2006) . It only extends over part of the western North Atlantic and eastern North Pacific Oceans, however. It covers 88% of our ocean model domain, with missing data northeast of Iceland, away from the area of greatest interest.
Experiment 5 uses NARR forcing with interpolation to NCEP values for the small region of missing data. Full results are not shown because the NARR-forced experiment is very close to Expt. 3, forced by NCEP data. For example, the Expt. 5 surface current speed and seasurface height distributions overlie those of Expts. 2 and 3 (not shown). The results for surface relative vorticity and divergence are also indistinguishable from the NCEPforced case. Compared to NCEP, the NARR fields show higher-resolution features in wind speed, surface air temperature, and relative humidity, but they lack the intensities seen in the MM5 data. At 0300 UTC on 9 March 2007 (the time of Figure 2 ), the peak wind speeds for MM5, NCEP, and NARR are 28, 22, and 21 m s −1 , respectively, for instance.
From these results, we conclude that the NARR fields are very similar to the NCEP fields in forcing Denmark Strait ocean circulation, despite being resolved eight times better. The implication is that processes simulated by MM5 at 12 km resolution, but missing from NARR data at 32 km resolution, are responsible for the MM5 versus NCEP differences. Another possibility is that the NARR winds are biased low.
Summary and discussion
The purpose of this article is to explore and quantify the impact of high-resolution, high-frequency air/sea forcing on the ocean circulation in the vicinity of Denmark Strait. The widely used NCEP 6-hourly, 2.5
• resolution global reanalysis product is compared to a custom regional atmospheric reanalysis using MM5 with hourly output and 1/10 • resolution. Our experiments are performed in a 2 km resolution regional ocean model with closed boundaries. There is no evidence that the results are compromised by the closed domain, and preliminary comparison with observations is encouraging (e.g. sea level; Figure 4) . Indeed, important differences are revealed by the month-long winter simulations of ocean currents, hydrography, and sea ice forced by these meteorological data.
The model ocean circulation is sensitive to the difference between the MM5 and NCEP products in several upper-ocean diagnostics. This difference between MM5 and NCEP output is seen most obviously in the greater intensity and small-scale variability in the MM5 wind data (Figure 2 ). The surface air temperature, humidity, and precipitation fields are also significantly different. The response of the ocean model to the MM5 wind field is to increase current speed, kinetic energy, sea-surface height variability, and surface-ocean vorticity variability. This more vigorous circulation is clear in the time-average results (section 3.1, Table III) 3). The upper-ocean boundary-layer thickness -reflecting the intensity of near-surface turbulent mixing -also shows a big difference between MM5 and NCEP forcing ( Figure 6 ). Here, the effects of wind-generated turbulent mixing and stratifying surface rain compete to control the boundary layer, and the NCEP forcing drives deeper layers because the NCEP precipitation is much weaker and more diffuse than MM5's.
The thermodynamic response of the ocean model to the different forcing products is more muted. The surface water-mass structure of the ocean model responds to the different forcing fields (Figure 7 ), but the impact is relatively modest because the net air/sea heat fluxes are similar (Table III, Figure 3) , and the experiments last only for one month. There is negligible impact of the highresolution MM5 forcing on average temperature, salinity, or baroclinic potential energy (Tables III and IV) .
The response of the sea ice in the ocean model depends on both mechanical and thermodynamic forcing. Both the intense MM5 wind and the low NCEP air temperature and humidity promote large ocean heat loss (section 3.4). Consistently, the MM5-forced experiment has similar, but lower, sea-ice volume than the NCEP-forced experiment (Figure 8 ). The sea ice results also point to two other issues that are common to both the MM5 and NCEP forced experiments. First, the synoptic-scale atmospheric conditions have an important impact, as shown clearly by the increase in ice volume during the cold-air outbreak at the start of March 2007. Second, the ice volume declines overall, despite the persistent oceanic heat loss, indicating the importance of ocean mixing to the sea ice heat budget.
As for sea ice, the ocean fluxes across the east Greenland shelf break and through the Denmark Strait respond to the different forcing products in complex ways (section 3.5). For example, the more intense MM5 wind drives greater variability in volume, heat, and freshwater fluxes across the shelf break, but the other forcing fields have negligible impact (Figure 9 ). Moreover, volume flux changes account for most of the heat and freshwater flux variability. Although the wind field influences the shelf-break volume flux, there is no simple relation with the Ekman transport (Figure 11 ). At Denmark Strait, the high-resolution wind field also impacts the fluxes of volume, heat, and freshwater ( Figure 12 ). As for the shelf-break section, the Denmark Strait transports are mainly controlled by internal ocean dynamics, however. The wind field can cause phase changes, and affect the variability, but the mean fluxes over one month are insensitive to the resolution of the atmospheric forcing in these experiments.
These findings show that the high-resolution MM5 product has a substantial impact on upper ocean circulation on time-scales of O(1) week. Comparison of NARRand NCEP-forced experiments suggests that atmospheric scales resolved at 12 km resolution by MM5, but absent from NARR data at 32 km resolution, are responsible for this impact (section 3.7). The high temporal resolution (hourly for MM5, 6-hourly for NCEP) is much less important (section 3.6). The main contribution of this article is to describe and quantify this impact. Clearly, ocean modellers should be aware of these effects when they choose to force their models with atmospheric products like the NCEP output used here. Unfortunately, O(10) km resolution meteorological reanalyses are not available on a routine basis for the global ocean for the last few decades.
Another important conclusion emerges from this study: physical consistency of the atmospheric forcing fields is critical for accurate ocean simulation. The results demonstrate this in two ways. First, it is key to use the atmospheric state (10 m wind speed, surface air properties, and radiative fluxes), rather than the air/sea fluxes computed from the meteorological analysis, to force the ocean model. This finding has been reported before (Pagowski and Moore, 2001; Renfrew et al., 2002) , because of biases in the air/sea flux algorithms used in atmospheric reanalysis models. But Figure 3 shows how the ocean/sea-ice model controls the net air/sea fluxes, particularly near the ice edge. Physical inconsistencies between the position of the ice edge in the reanalysis model and the ocean model will therefore cause large errors, if the ocean model is forced with the reanalysis air/sea fluxes. Second, Figure 6 shows how the ocean boundary-layer thickness is affected by wind-induced mechanical mixing and rain-induced buoyancy forcing. Physical inconsistency between the wind field and the precipitation field (as in Expt. 2) thus leads to large bias in the boundarylayer thickness (Figure 6(b) ). Although using multiple sources for the atmospheric forcing fields is tempting, the resulting physical inconsistency may lead to large errors, as in Expt. 2. Of course, there exists some inconsistency in the present experiments because the ocean and atmosphere models are uncoupled. Quantifying this effect is left to future work, although it is probably minor compared to the MM5/NCEP differences as the ocean model resolves the large-scale sea-surface temperature field accurately.
The GFDEx campaign, and the availability of the highresolution MM5 reanalysis, offered an exceptional opportunity to study the impact on the ocean of small-scale, intense atmospheric forcing over the Denmark Strait. The question of how to extend the present results to longer periods, other regions, and coarser ocean model resolution naturally arises. On this topic, we can only speculate at this time. Over longer periods, the differences in air/sea buoyancy forcing will accumulate and cause changes in the hydrographic structure of the ocean model. The 6% difference in mean air/sea heat flux between Expts. 1 and 3 in Table III will take several years to drive large hydrographic changes, however, assuming that the present results can simply be extrapolated. Other regions, such as deep-convection sites, will be more sensitive to this effect. (Note that the intermittent deep-convection site in the southern Irminger Sea (Pickart et al., 2003) is not well represented in our ocean model, because of the nearby boundary.) The broader-scale impact of the lateral flux differences across the shelf break and through Denmark Strait (Figures 9  and 12 ) are also unclear because longer experiments are needed. The fact that the atmospheric forcing is only an indirect factor controlling these fluxes, and the net differences are quite small, suggests that long periods might be needed for significant impact to accumulate. For other regions, the present results probably provide an upper limit on the differences to be expected. The reason is that the GFDEx targeted intense, smallscale atmospheric conditions, that are inevitably missing from coarse-resolution products like the NCEP global reanalysis data. For coarser-resolution ocean models, the impact of the high-resolution atmospheric forcing will decline as the ocean model resolution becomes coarser and smears out the energetic O(10 km)-scale forcing features. Of course, the impact of degraded resolution on the internal ocean dynamics will also be profound, particularly when the internal deformation radius is no longer resolved.
