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Resumen. Este artículo propone un Sistema de Detección de Intrusos (IDS) de 
Red embebido en un sensor inteligente, capaz de operar de forma independiente 
como IDS de anomalías o integrarse de forma transparente en una red de 
sensores inteligentes o en un Sistema de Detección Distribuida de Intrusos 
(DIDS) bajo el enfoque de Arquitecturas Orientadas a Servicios (SOA). La 
principal novedad de la propuesta se encuentra en el hecho de embeber el IDS 
en un sensor inteligente, aprovechando muchas de las ventajas que aporta la 
filosofía con la que están diseñados y, al mismo tiempo, ofrecer su 
funcionalidad como servicio. El objetivo fundamental del trabajo es minimizar 
el enorme volumen de tareas de gestión que este tipo de servicios de red llevan 
aparejadas en la actualidad, haciendo inviable su implantación o su posterior 
mantenimiento así como facilitar el diseño de DIDS escalables. En el trabajo 
también se aborda la construcción de un prototipo físico de sensor con el que se 
han realizado las pruebas que han permitido validar la propuesta, arrojando 
unos ratios de detección y rendimiento similares a los IDS existentes pero con 
características de mantenimiento-cero, robustez y escalabilidad muy superiores. 
1   Introducción 
Los sistemas de detección de intrusos (IDS) constituyen un elemento fundamental en 
la infraestructura de comunicaciones de las organizaciones y representan una de las 
principales herramientas de seguridad de las redes informáticas. 
El papel del administrador de seguridad en el problema de la detección de intrusos 
no es sencillo: los sistemas y servicios son cada vez más sofisticados y complejos; su 
configuración es cada vez más complicada; constantemente aparecen nuevos ataques 
y vulnerabilidades; y el número de nodos interconectados y el volumen de 
información a gestionar crecen vertiginosamente. 
Los IDS tradicionales se centran en ataques de bajo nivel y generan alertas 
aisladas, aunque exista una conexión lógica entre las mismas. Además, la gran 
cantidad de alertas que generan se convierten en inmanejables, desbordando a los 
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administradores de seguridad e impidiendo un análisis y comprensión adecuado del 
estado de seguridad de la red [1]. Para solucionar este problema, los sistemas de 
detección de intrusos distribuidos (DIDS) combinan todas estas alertas dispersas y 
aprovechan la relación lógica existente entre las mismas para obtener información 
adicional. 
Los DIDS son en la actualidad tan necesarios como complejos debido a que 
implican multitud de tecnologías, dispositivos y recursos de red, así como sofisticadas 
tareas de gestión que están fuera del alcance de muchos usuarios u organizaciones 
que no cuenten con un equipo de administradores altamente especializado. 
Todavía existe multitud de frentes abiertos en el campo de la detección de 
intrusiones que no tienen que ver únicamente con la mejora de los ratios de detección 
o con minimizar el número de falsos positivos que generan; entre ellos podemos 
destacar los siguientes: (a) la infraestructura tecnológica TI que soporta este tipo de 
sistemas es cada vez más compleja, lo cual conlleva un incremento importante de la 
complejidad y la cantidad de tareas de gestión asociadas; (b) éstos sistemas se ven 
obligados a gestionar cada vez más información, sobrecargando la red y los propios 
sistemas de análisis de intrusiones; (c) finalmente, la necesidad de incorporar cada 
vez más tecnologías, cada vez más potentes, aumenta notablemente el ya 
sobresaturado consumo energético. 
De entre todos los problemas, éstos son los que nuestra propuesta aborda en busca 
de mecanismos que permitan distribuir la lógica de estos sistemas, reducir al máximo 
el impacto que tiene el incremento del tráfico de red, mantener los niveles de 
detección de los actuales sistemas y proponer soluciones escalables, fáciles de 
implantar, con filosofía de mantenimiento-cero y un consumo reducido. 
Los sensores inteligentes constituyen una de las tecnologías clave para el futuro 
[2]. Sus aplicaciones poseen requerimientos especiales: ahorro energético, 
restricciones en la asignación de recursos (CPU, memoria, almacenamiento, ancho de 
banda), compacidad y flexibilidad para adaptarse a distintos tipos de sensores, 
interfaces de comunicaciones y hardware computacional [3]. Estas características los 
convierten en un soporte ideal para resolver muchos de los problemas detectados en 
los IDS de red [4], [5]. 
Es por todo lo anterior que en este artículo se propone aplicar la tecnología de los 
sensores inteligentes como dispositivo físico en el que embeber un IDS de red 
(NIDS),  con capacidad para entender el tráfico que captura y ofrecerlo en su 
momento bajo demanda.  
Aunque la propuesta se desarrollará más extensamente en los siguientes secciones, 
básicamente se podría concretar en: diseñar dispositivos de red de reducido tamaño 
que actuarán como sondas de red inteligentes capaces, no sólo de monitorizar el 
tráfico de la red, sino también de procesarlo en tiempo real en busca de anomalías que 
pudieran estar ocasionadas por intentos de intrusión, generar alertas en caso de 
encontrar anomalías, y almacenar y comunicar bajo demanda dichas alertas. En la 
práctica, la sonda de red se comporta como un NIDS para la detección de anomalías 
actuando bajo la filosofía de un sensor inteligente. 
Para desarrollar esta idea, en la siguiente sección se presenta una revisión de los 
trabajos y resultados previos relacionados con el tema; a continuación se expone la 
propuesta de sensor inteligente junto con un escenario general de desarrollo en el que 
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podría actuar formando parte de un DIDS; posteriormente se revisa el diseño del 
prototipo funcional que se ha fabricado para realizar las pruebas pertinentes y que ha 
servido para validar la propuesta; finalmente se presentan las principales conclusiones 
que se desprenden del trabajo realizado así como las líneas futuras a seguir. 
2   Antecedentes 
El principal desafío de los IDS actuales es que sean capaces de detectar ataques 
nuevos a partir de otros observados previamente. La investigación en IDS basados en 
anomalías ha llevado al uso de distintas técnicas para modelar el comportamiento 
normal y llevar a cabo el proceso de análisis [6]. La herramienta más utilizada es el 
análisis estadístico, donde el modelo normal está formado por un conjunto de 
variables estadísticas. Por ejemplo, una combinación lineal de seis medidas [7] o una 
métrica basada en la distribución de caracteres para detectar anomalías en el 
contenido de los paquetes de red [8]. 
No obstante, existen muchos sistemas de detección de anomalías que usan técnicas 
de aprendizaje de máquina para aprender, mediante entrenamiento, los parámetros 
que modelan el comportamiento normal del sistema. Las redes neuronales son la 
herramienta de aprendizaje más utilizada en los IDS. De esta manera, podemos 
encontrar su aplicación en la detección de anomalías en programas a partir de las 
llamadas al sistema [9], en protocolos de red basándose en distintas variables de 
sesión [10], [11], y en la capa de aplicación a partir de palabras clave [12]. Incluso, 
existen enfoques que combinan redes neuronales en un IDS híbrido de abusos y 
anomalías. 
El mayor número de trabajos sobre IDS basados en redes neuronales han empleado 
Mapas de características Auto-Organizativos (SOM) [10], [13], [14], [15] debido a 
su sencillez de implementación y a que tienen la ventaja de necesitar menor tiempo de 
entrenamiento por tratarse de una red no supervisada. Otra importante característica 
de estas redes neuronales, es que pueden ser implementadas en un hardware y obtener 
mayor ventajas de su capacidad de procesamiento paralelo. En este sentido se pueden 
encontrar algunas investigaciones: un chip neuronal implantado en una plataforma 
escalable [16], redes neuronales en DSP para el posicionamiento de robots [17], e 
incluso redes neuronales  basada en FPGAs [18], [19]. 
Debido al crecimiento del tamaño de las redes, los IDS convencionales se muestran 
insuficientes. Para paliar estas carencias han surgido los sistemas de detección de 
intrusos distribuidos como un conjunto de sensores distribuidos que colaboran en la 
detección. Sin embargo, los DIDS actuales con arquitectura, principalmente, 
jerárquica adolecen de falta de escalabilidad, por lo que es necesario recurrir a 
técnicas descentralizadas [20]. Los enfoques descentralizados se están mostrando 
como los más apropiados [21], incluso, deberían cooperar en la detección sólo los 
nodos donde tenga lugar la intrusión de manera independiente [22]. Además, el 
despliegue de gran cantidad de sensores que colaboren entre sí, junto con el volumen 
de información que generan y el incremento de velocidad de las redes, dificulta el 
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análisis e incrementa el coste, por lo que es conveniente el uso de mecanismos 
hardware ligeros que puedan llevar a cabo la detección de forma autónoma [23]. 
En la última década se ha logrado un gran avance en las tecnologías para el 
desarrollo de pequeños dispositivos de red con una más que aceptable capacidad de 
cómputo, autonomía de funcionamiento [24] y posibilidad para embeber inteligencia 
en los mismos. Aunque hasta hace poco el coste de estos dispositivos no justificaba 
su incorporación masiva para la gestión de determinadas tareas y servicios, la actual 
tendencia hacia dispositivos cada vez más pequeños, con capacidades de computación 
y comunicación mayores y precios muy ajustados, propicia un escenario idóneo para 
plantear propuestas que proporcionen servicios de red concretos, con necesidades de 
gestión y atención mínimas por parte de los administradores, basados en modelos de 
autoconfiguración y de gestión compatibles con las arquitecturas orientadas a 
servicios (SOA) y protocolos normalizados (UDDI, SOAP, uPnP), todo ello 
empotrado en un dispositivo de red de dimensiones muy reducidas (incluso del 
tamaño de un mechero) y unos costes realmente residuales [25].  
El despliegue masivo de dispositivos embebidos de pequeño tamaño y bajo coste, 
dotados de uno o varios sensores [26], [27], interconectados a través de redes 
inalámbricas o cableadas, e integrados en Internet, proporcionará oportunidades sin 
precedentes para monitorizar y controlar nuestras viviendas, ciudades y medio 
ambiente [2]. 
Con la tecnología actual, los sensores son capaces de medir una gran variedad de 
magnitudes, abarcando un amplio espectro de dominios. Además, los sensores 
inteligentes suelen integrar conocimiento acerca de su posición [2], [28], [29]. 
Debido a las actuales limitaciones de los sistemas de alimentación, uno de los 
requerimientos fundamentales en los sensores inteligentes es un consumo energético 
reducido. Para mejorar la disponibilidad energética de los sensores inteligentes, es 
posible utilizar protocolos que proporcionan energía a los dispositivos a través de la 
propia red de comunicaciones, como el estándar Power over Ethernet para redes 
cableadas [30]. En general, los sensores inteligentes deben hacer posible un ajuste 
configurable del compromiso entre la vida útil —desde el punto de vista energético— 
y la latencia y efectividad del sistema [29]. 
Los modelos de sistemas operativos (SO) tradicionales resultan poco adecuados 
para satisfacer tales requerimientos, lo cuál ha impulsado el desarrollo de SO 
específicos para sensores inteligentes [3]. Este es el caso de TinyOS, un SO basado 
en software libre y código abierto para smart sensors, desarrollado por la Universidad 
de Berkeley y que constituye la base de numerosos proyectos sobre redes de sensores 
inteligentes [31] o µCLinux [32]: una versión de Linux para dispositivos embebidos 
sin unidades de manejo de memoria. 
Para alcanzar una plena integración, cada sensor inteligente debe ir más allá de los 
protocolos de comunicación ad-hoc, incorporando modelos, arquitecturas y 
tecnologías capaces de ofrecer su funcionalidad de manera abierta y normalizada, 
facilitando la interoperabilidad entre los sensores y las aplicaciones que hacen uso de 
ellos. En este sentido, las arquitecturas orientadas a servicios proporcionan un modelo 
en el que cada nodo de la red ofrece su funcionalidad a través de servicios 
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independientes, accesibles de forma estandarizada [33]. En la actualidad, existe un 
conjunto de tecnologías estándar que hacen posible el desarrollo de aplicaciones 
basadas en SOA: el servicio HTTP, el lenguaje XML, y sobre ellos, el lenguaje 
WSDL y los servicios SOAP y UDDI [33]. La conjunción de estas tecnologías 
constituye la base de los Servicios Web (WS). 
A partir de esta breve revisión se puede extraer cómo conclusión que todavía 
existen problemas abiertos en cuanto a la escalabilidad, integridad, consumo y gestión 
de volúmenes de datos dentro del ámbito de los IDS. También se observa que los IDS 
de anomalías basados en redes SOM pueden servir como un referente para validar 
nuestra propuesta debido a su sencillez y a que no estamos interesados en validar 
aspectos de efectividad en la detección, sino de eficiencia en cuanto a la gestión de 
recursos. Así mismo, ha quedado patente que los sistemas embebidos y más 
concretamente los sensores inteligentes pueden constituir un soporte físico idóneo 
para embeber las funcionalidades de este tipo de IDS paliando en gran medida 
muchos de los problemas detectados. 
3   Propuesta 
El objetivo fundamental de nuestra propuesta es el diseño de un sistema de detección 
de intrusos, embebido en un dispositivo de red de reducidas dimensiones que ofrecerá 
su funcionalidad como un servicio web (WS) bajo el enfoque de arquitecturas 
orientadas a servicios (SOA) de forma que, además de actuar como un sensor de red 
proporcionado —a un DIDS o a los propios administradores del sistema— el tráfico 
IP que capturan, puede brindar dicho tráfico filtrado y procesado en forma de alertas.  
Para las alertas se empleará el formato de intercambio de mensajes de detección de 
intrusos (IDMEF) definido por el IETF [34] en la RFC4765. Dicho estándar define 
los formatos de datos y los procedimientos de intercambio para el compartimiento de 
datos de interés ente los IDS, los sistemas de respuesta y los sistemas de gestión que 
deben interactuar entre sí. 
Las alertas IDMEF pueden transmitirse tanto de forma continua como bajo 
demanda, cuando realmente se precise o cuando los recursos de la red puedan 
soportar la transferencia sin mermas importantes en su rendimiento ayudando a 
diseñar DIDS escalables. 
Desde el punto de vista físico, el sistema se ha diseñado como un sensor 
inteligente. En la fig. 1 se muestra la estructura física de dicho sensor, pudiendo 
apreciarse los elementos principales que la componen: (a) el sensor, propiamente 
dicho, formado por un adaptador de red para su conexión a la red de área local (LAN) 
cuyo tráfico se desea investigar. Dicho adaptador deberá soportar el modo promiscuo 
para poder observar todo el tráfico de la red. Este elemento es el que proporciona la 
capacidad de sensorización al sistema; (b) un microprocesador en el que se embeberá 
la funcionalidad adicional con la que se dotará al sensor: analizar en tiempo real el 
tráfico capturado en busca de patrones de comportamiento que puedan considerarse 
anómalos y, por lo tanto, ser clasificados como intentos de intrusión y convertidos en 
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alertas; (c) además de capacidad de procesamiento, se ha dotado al sensor con una 
memoria de almacenamiento interna no volátil en la que se guardarán las alertas que 
genere el IDS, junto con el tráfico que las provocó; (d) finalmente, el dispositivo 
cuenta con un módulo de comunicaciones adicional para su conexión a la red de 
gestión —generalmente, Internet— a través de la cual recibirá solicitudes de análisis 
referentes a posibles intentos de intrusión, provenientes de otros subsistemas IDS, o 
solicitudes de administración, provenientes de los sistemas de administración. El 
hecho de contar con dos interfaces de red independientes para la monitorización y 
para la comunicación, además de generalizar la propuesta, la hace más viable en un 




Fig. 1. Estructura física del sensor inteligente que actúa como dispositivo embebido que sirve 
de soporte para el sensor y NIDS 
Las capacidades de procesamiento, memorización y comunicación bajo demanda 
convierten el dispositivo embebido en un sensor inteligente. 
 
 
Fig. 2. Arquitectura software del sensor de tráfico de red. 
Si desde el punto de vista físico el sistema IDS de red puede considerarse como un 
sensor inteligente, desde el punto de vista funcional, este sistema puede ser 
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considerado como un servicio de detección de intrusos de red y se organiza en 
diferentes capas como se muestra en la figura 2. 
3.1   Capa física 
En esta capa se contemplan desde el punto de vista funcional los recursos físicos del 
dispositivo o del medio al cual se conecta necesarios para alcanzar sus objetivos; 
concretamente: la red de área local de la cual se desea obtener información, la 
memoria interna del dispositivo en la que se almacenará la información procesada 
(i.e., las alertas IDMEF generadas) y la red de gestión 
3.2   Capa de middleware 
En esta capa se encuentran ubicados los módulos que proporcionan acceso a los 
recursos básicos de la capa física (adaptadores de red, memorias), encapsulándolos y 
proporcionando una visión uniforme a la capa superior, libre de los detalles físicos. 
Según lo anterior, los principales bloques propuestos son los de gestión de E/S de red 
y disco junto con un sencillo sistema de archivos para facilitar la gestión de la 
memoria no volátil y una implementación de la pila TCP/IP que es fundamental para 
todos los procesos de la capa de aplicación.  
3.3   Capa de aplicación 
Esta es la capa más importante desde el punto de vista funcional. En ella se 
encuentran los principales componentes funcionales del dispositivo. Estos 
componentes se han agrupado en dos grandes módulos: un módulo de procesamiento 
y un módulo de comunicaciones. A continuación estudiaremos con mayor detalle 
cada uno de ellos. 
 
Módulo de procesamiento 
Este módulo (ver Fig. 3) representa el motor del sistema y es el responsable de la 
monitorización del tráfico de red, de su posterior análisis y del almacén de las alertas 
detectadas junto con el tráfico y datos de contexto que las originaron. El módulo de 
procesamiento cuenta, a su vez, con un filtro de preprocesamiento responsable de 
adaptar el tráfico recogido de la red, normalizarlo y convertirlo en un patrón de 
información. Dicho patrón es la fuente de entrada del módulo de análisis que se 
encarga de la detección de intrusiones y la generación de las alertas en formato 
IDMEF. Este módulo compara los patrones de entrada con un mapa de patrones, 
previamente almacenado en la memoria no volátil del dispositivo y, en caso de 
detectar un comportamiento anómalo, lo catalogará como un intento de intrusión y 
almacenará una alerta indicando este hecho, junto con el tráfico que la originó y otra 
información de contexto (como la fecha y la hora en la que se produjo o el tipo de 
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tráfico afectado). El módulo de análisis es una de las piezas clave de todo el sistema 
pues es la que desarrolla el servicio de detección de intrusos y constituye un IDS de 





















Fig. 3. Componentes del módulo de procesamiento 
Módulo de de comunicaciones 
Este módulo (ver Fig. 4) está compuesto por las diferentes interfaces que el 
dispositivo emplea para comunicarse con el exterior. El sensor proporciona tres 
interfaces bien diferenciadas: 
1) Una interfaz de publicación. Esta interfaz le permite localizar un servidor de 
registro y publicar los servicios que ofrece, expresados en hojas WSDL. Para ello 
empleará, siguiendo un esquema SOA, el protocolo de publicación UDDI sobre 
el protocolo de aplicación SOAP. 
2) Una interfaz de transferencia masiva de información. Esta interfaz es la 
encargada de la retransmisión de todo o parte del tráfico monitorizado hacia un 
dispositivo externo, de una forma organizada, teniendo en cuenta aspectos de 
carga, tanto del dispositivo, como de la red de comunicación. Mediante esta 
interfaz el dispositivo puede actuar como un sensor de red típico de un DIDS. No 
se ha optado por la transferencia masiva a través de la interfaz WS debido a que 
SOAP no está diseñado ni optimizado para esta tarea. 
3) Una interfaz de servicio. Esta es la principal interfaz desde el punto de vista 
funcional. Teniendo en cuenta que todo el sistema se ha concebido bajo un 
modelo SOA, desarrollado sobre la tecnología de WS, el servicio de detección de 
intrusiones actuará como un servicio web estándar, empleando el protocolo de 
aplicación SOAP para su comunicación con sus clientes, devolviendo como 
respuestas las alertas IDMEF embebidas en sobres SOAP. 




























Fig. 4.  Componentes del módulo de comunicaciones. 
4   Escenario de desarrollo 
En las secciones anteriores, aunque se ha mencionado sucintamente su capacidad para 
operar junto con otros sistemas, fundamentalmente hemos analizado la propuesta 
como dispositivo aislado. En este sentido, su funcionalidad no es muy diferente a la 
de cualquier IDS de red y su principal aportación radica en ser una propuesta más 
compacta, robusta, económica, con menor consumo energético y, sobre todo, capaz 
de proporcionar su funcionalidad en forma de servicio bajo demanda. 
Sin embargo, la funcionalidad del dispositivo se ve notablemente ampliada cuando 
actúa como parte de un sistema de detección mayor en el que cada sensor no es más 
que un sencillo, pero muy versátil, componente. 
En la Fig. 5 se muestra un escenario representativo con los diferentes elementos 
que pueden actuar para de la detección de intrusiones en sistemas distribuidos. Dicho 
escenario es un fiel reflejo del enfoque general del sistema centrado en las 
arquitecturas orientadas a servicios. Este enfoque favorece la implantación de DIDS 
basados en una red de sensores inteligentes ya que permite definir los diferentes 
componentes involucrados como la composición ordenada de actividades de 
administración, cada una de las cuales es ofrecida por un servicio SOA. Por esta 
misma razón el escenario se ha dividido en tres áreas diferenciadas: Área de 
Provisión de Servicios, Área de Publicación de Servicios, y Área de Consumidores de 
Servicio. 






































































































Fig. 5. Escenario general de desarrollo de la propuesta 
 
En el área de provisión de servicios se puede encontrar los diferentes sensores de 
red inteligentes que actúan como NIDS y que han sido conectados a las redes a las 
cuales se pretende investigar. 
En el área de publicación están los servidores de registro responsables de mantener 
la información referente a los diferentes servicios disponibles en el sistema. 
El área de consumidores de servicios es la más heterogénea de todas, pudiéndose 
agrupar en tres tipos. (a) Los sistemas de gestión y las terminales remotas empleadas 
por los administradores de red o de seguridad para acceder a las tareas de gestión o, 
sencillamente, para recabar información directamente sobre tráfico analizado o las 
alertas generadas por un determinado NIDS. Puede tratarse de sencillos navegadores 
web o de complejos sistemas de gestión. (b) El segundo tipo de clientes lo forman las 
pasarelas que actúan como adaptadores entre nuestros sensores que trabajan bajo el 
enfoque SOA y otros componentes o sistemas heredados de un DIDS tradicional que 
no soportan este enfoque. (c) Finalmente, existe un tercer tipo de clientes formado por 
componentes de un IDDS que incorporen de forma nativa la tecnología WS y que, 
por lo tanto, son capaces de localizar y contactar directamente con los sensores 
inteligentes. 
Desde el punto de vista funcional, el escenario puede describirse también en 
función de las diferentes fases del modelo SOA en la que se encuentre los elementos 
que participan en el mismo: publicación, descubrimiento y consumo. 
1) La publicación es la primera de las fases en las que entra todo sensor una vez es 
conectado a la red. En dicha fase, el sensor deberá localizar un servidor de 
publicación y, mediante el protocolo UDDI, enviarle, en forma de hojas WSDL, 
toda la documentación que describe el servicio que pretende prestar. 
2) Durante la fase de descubrimiento cualquier cliente WS que desee consumir un 
servicio de detección de intrusos ofrecido por un sensor inteligente deberá 
previamente conocerlo. Par ello, en primer lugar, localizarán un servidor de 
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registro al que solicitarán la documentación del sensor para conocer detalles 
sobre su dirección, cómo se debe dirigir a él o en qué forma les será devuelto el 
servicio demandado. Para ello, nuevamente, se hará uso del protocolo UDDI y la 
información radicará en hojas WSDL. 
3) El consumo es la fase más importante de todas pues es la que otorga verdadero 
sentido a todo el sistema. En esta fase, los clientes, una vez realizado el 
descubrimiento de servicios, se encuentran en disposición de consumirlos o, lo 
que es lo mismo, de dirigirse directamente a los sensores inteligentes y solicitar 
los servicios que ofrecen. Toda la comunicación entre servicios y consumidores 
en esta fase se realizará mediante solicitudes y respuestas SOAP. 
5   Prototipo de implementación 
Se ha dividido la construcción del prototipo de Sensor inteligente que actúa como un 
dispositivo embebido IDS, en tres apartados bien diferenciados: el soporte físico, las 
aplicaciones software y el sistema de detección de intrusos. 
5.1   Soporte físico 
Como dispositivo físico se ha utilizado un dispositivo de red MOXA modelo UC-
7110-LX cuyas principales características se listan en la Tabla 1. Cabe resaltar de este 
dispositivo su reducido tamaño, su bajo consumo y sus dos interfaces de red (Fig. 6). 
 
Fig. 6.  Dispositivo MOXA que  ha servido como soporte físico para la implementación del 
prototipo. 
5.2   Aplicaciones software 
Este dispositivo incorpora el sistema operativo µClinux v2.4.22. Esto ha facilitado 
enormemente el desarrollo de las diferentes aplicaciones mediante la utilización de 
lenguajes y entornos conocidos como el compilador GCC. Al mismo tiempo se ha 
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podido aprovechar muchos desarrollos de código abierto para implementar los 
servicios de soporte de las capas de servicio y de manejadores: Boa v0.93 como 
servidor web y cSOAP v1.1.0 como servidor de aplicaciones. En la Fig. 7 se muestra 
la arquitectura software del prototipo con los diferentes módulos implementados o 
utilizados. 
Tabla 1. Especificación del hardware (Moxa UC-7110-LX). 
MOXA UC-7110-LX 
CPU ARM9-based 32-bit RISC CPU, 166 Mhz 
RAM 16 MB (12 MB of user programmable space) 
Flash 8 MB (4 MB of user programmable space 
LAN (x2) Auto-sensing 10/100 Mbps 
LAN Protection Built-in 1.5 KV magnetic isolation 
Serial Ports (x2) RS-232/422/485 
Serial Protection 15 KV ESD for all signals 
Console Port RS-232, 3-wire (Tx, Rx, GND) (19200, n, 8 , 
1) 
Gross Weight 190 g 
Power input 12-48 VDC 
Power Consump. 290 mA @ 12 VDC 
Operating temp. -10 to 60ºC, (14 to 140F), 5 to 95%RH 
Storage temp -20 to 80ºC, (-4 to 185F), 5 to 95%RH 
Dimensions 77x111x26 mm 
 
Debido a que la interfaz WS no está diseñada para transmitir eficientemente 
grandes cantidades de datos, para enviar el tráfico de red asociado a las alertas 
generadas se ha implementado un mecanismo más eficiente basado en el protocolo 
FTP. 
5.3   IDS 
En el apartado de aplicaciones, el módulo más importante es el de análisis para el cual 
se ha diseñado un NIDS de anomalías. Puesto que en este trabajo no se entra a valorar 
qué red neuronal puede ser más eficiente en la detección de intrusos, se ha optado por 
utilizar una SOM como motor de detección debido a su simplicidad y a su amplia 
difusión en este tipo de trabajos. El NIDS propuesto detecta ataques a nivel de 
conexión TCP, por lo que es necesario definir los parámetros que van a caracterizar 
cada conexión y que constituyen  la entrada a la red neuronal. Para ello se ha seguido 
un esquema similar a los presentados en [9] y [11], seleccionando las cinco 
características siguientes: duración de la conexión (DOC), el número de bytes 
enviados desde el cliente al servidor (SRC), el número de bytes enviados desde el 
servidor al cliente (DST), el promedio de paquetes enviados por segundo desde el 
cliente (SPA) y el promedio de paquetes enviados por segundo desde el servidor 















ftpd v8.5 (FTP server)
snmpd v1.0 (SNMP agent)
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Fig. 7. Arquitectura software del prototipo con los diferentes módulos implementados o 
utilizados. 
Para obtener estos datos es necesario preprocesar los paquetes de entrada obtenidos 
de la interfaz de red del sistema. Primero, y dado que en nuestro sistema se va a 
construir una red neuronal por cada servicio, se filtrarán los datos para obtener 
solamente aquellos paquetes que estén dirigidos al servicio correspondiente, en 
nuestro caso se han utilizados filtros tcpdump. Segundo, se obtienen los parámetros 
que caracterizan cada conexión, para lo cual se ha implementado un módulo con el 
fin de ir leyendo todos los paquetes que forman las distintas conexiones, construir la 
conexión entera y, después, calcular las variables estadísticas de entrada. Finalmente, 
con el fin de que uno de los cinco parámetros no predomine sobre los restantes por 
tener valores de distintas dimensiones, es necesario normalizar los parámetros de 
entrada. Se ha elegido una normalización de varianza, de forma que cada dimensión 
de los vectores de entrada tenga una varianza de uno. Este proceso de normalización 
se lleva a cabo en el módulo de normalización, teniendo en cuenta la media y la 
desviación típica de cada dimensión calculadas en módulo anterior.  
Los vectores de cinco componentes obtenidos en el módulo de normalización serán 
la entrada a la red neuronal SOM. La red neuronal clasificará cada conexión en 
normal o anómala, almacenando el resultado en formato IDMEF [34] en la memoria 
interna del dispositivo para su análisis posterior y lanzando una alarma en el caso de 
que la conexión sea anómala. 
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6   Pruebas y Validación 
Con el objetivo de validar la propuesta se realizaron las pruebas necesarias para 
evaluar tanto el motor de análisis como la capacidad de publicación y descubrimiento 
de los servicios respondiendo a una arquitectura SOA. Todas las evaluaciones de 
realizaron a través de un escenario de pruebas. A continuación se incluye una 
explicación detallada de estas. 
6.1   Escenario de pruebas  
Siguiendo el escenario propuesto en la Fig. 5, para la realización de las pruebas se 
han montado dos redes de computadores reales: una red de gestión y una red de 
trabajo. 
La red de gestión sigue un patrón SOA, por lo que se han incorporado los 
dispositivos de red necesarios para desplegar toda su funcionalidad, agrupados en tres 
áreas diferenciadas: Área de Provisión de Servicios, Área de Publicación de 
Servicios, y Área de Consumidores de Servicio. 
• En el Área de Publicación de Servicios, para el Servicio de Descubrimiento, 
se ha utilizado un equipo con la plataforma operativa Linux Ubuntu v. 8.04 
server versión con el servidor de UDDI basado en java  jUDDI v.  0.9rc4. 
Para su puesta en marcha también hemos instalado el contenedor web 
Tomcat v. 5.5.23 y la base de datos MySQL v. 5. 
• En el Área de Consumidores de Servicio, para implementar los gestores y 
clientes compatibles con WS también se ha utilizado un equipo basado en 
Linux Ubuntu y se ha implementado una aplicación cliente basada en java 
que permite descubrir y consumir los servicios ofertados por los Sensores 
Inteligentes. La versión del JDK utilizada ha sido la 1.6.0_02. Para la 
implementación de los servicios Web se ha utilizado la plataforma Apache 
Axis v.1.4 junto con el contenedor Web Tomcat. El desarrollo se ha 
realizado mediante el entorno Eclipse Europa 3.3 con el módulo Web Tools 
instalado. Para almacenar las alertas y otros datos de configuración también 
se ha utilizado una base de datos MySQL v. 5. Para la transferencia masiva 
del tráfico de red asociado a las alertas se ha utilizado un servidor FTP. 
• En el Área de Provisión de Servicios se ha ubicado el prototipo de sensor 
inteligente descrito en la sección anterior. 
 
La red de trabajo hace referencia a la red que se desea monitorizar en busca de 
posibles intentos de intrusión. En esta se han incorporado nuestros sensores junto con 
los equipos necesarios para reproducir las diferentes condiciones de tráfico y de carga 
bajo cuyas condiciones deseábamos probar la validez de la propuesta. Así mismo, se 
ha incorporado en esta red de trabajo el tráfico de red malicioso extraído del conjunto 
de datos DARPA para tener una batería real y objetiva de datos con la que contrastar 
los resultados. Esta red está compuesta por los siguientes elementos: 
• Un conjunto de diez equipos heterogéneos tanto en hardware como en 
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plataformas operativas. Estos equipos utilizarán la red con distintos niveles 
de cargas mediante el uso programado de servicios de red estándares (web, 
ftp, smtp,…) con el objetivo de evaluar el rendimiento del sistema de 
detección en función de la carga del sistema. 
• El prototipo de dispositivo embebido IDS que actúa como Sensor 
Inteligente, estableciendo su NIC en modo promiscuo para analizar todo el 
tráfico de la red. Para facilitar esta tarea, el switch utilizado para 
interconectar los equipos de la red ha sido configurado para que todo el 
tráfico de red sea reenviado al puerto al que se ha conectado el Sensor 
Inteligente. Además de las alertas producidas, para validar la propuesta 
desde el Sensor Inteligente también se monitorizan otras variables de 
rendimiento como: paquetes procesados y uso de memoria y CPU. 
• Finalmente, se ha incorporado un inyector de tráfico de red que enviará el 
tráfico de red DARPA empleado en las pruebas y que contiene tanto tráfico 
asociado a alertas conocidas como tráfico de red normal. La aplicación 
empleada es tcpreplay v.3.3.1 que permite reenviar el tráfico de red 
almacenado en ficheros con el pcap format utilizado en DARPA. 
 
Es importante recordar que en este trabajo no se busca mejorar los resultados en 
cuanto a detección de intrusos que se puedan haber presentado en otras 
investigaciones, sino demostrar que una solución compacta, con bajo consumo y 
mantenimiento cero puede comportarse, bajo diferentes condiciones de carga del 
sistema de una forma solvente. Por esta razón, en los siguientes apartados 
analizaremos las pruebas realizadas en este sentido: capacidades de auto-gestión 
(publicación, descubrimiento, etc.) y rendimiento del analizador frente a condiciones 
de carga diversas.  
6.2   Publicación y descubrimiento 
Para comprobar el módulo de auto-registro ha sido utilizado un servidor jUDDI. El 
registro del servicio es realizado de manera estándar. Conectando el prototipo a la 
red, puede ser demostrado, analizando el tráfico, que éste busca el servicio de IDS en 
el servidor jUDDI. Si no es encontrado entonces se publica realizando la 
autenticación necesaria para el trabajo con las funciones privadas del servidor jUDDI. 
El servicio ha sido probado de manera satisfactoria, utilizando por una parte un 
cliente PHP que usa la biblioteca NuSOAP, y por otra el cliente estándar de líneas de 
comando WSIF desarrollado por el grupo de Apache. Este cliente estándar es capaz 
de usar servicios a través de su invocación escribiendo solamente la función, sus 
parámetros y la dirección de almacenamiento de la hoja WSDL. Con esto es capaz de 
construir la llamada al servicio correctamente y mostrar la respuesta obtenida. 
En el diagrama de secuencia de la Fig. 8, dentro del bloque de configuración, se 
pueden observar las principales transacciones implicadas en las pruebas de 
publicación, descubrimiento y consumo: 
1. Inicialmente el Sensor Inteligente se publica en el Servicio de Descubrimiento 
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utilizando el protocolo UDDI mediante la Interfaz de Publicación (Fase de 
Publicación). 
2. Posteriormente tanto el Administrador como un IDS externo basado en WS 
pueden descubrir la localización y funcionalidad del Sensor Inteligente 
realizando un proceso de descubrimiento UDDI con el Servicio de 
Descubrimiento (Fase de Descubrimiento). 
3. Una vez descubierto el Sensor se pueden realizar labores de gestión del mismo 
desde el Administrador. En el diagrama se muestra como ejemplo la 
actualización del mapa de análisis que utilizará el Analizador del sensor. Para 
ello el Administrador se pone en contacto con la Interfaz de  Servicio, la cual a 
su vez almacena el mapa en el Sistema de Archivos, desde donde podrá ser 
recuperado por el módulo de Análisis (IDS). 
 
 
Fig. 8. Diagrama de secuencia con las principales transacciones realizadas durante las 
diferentes pruebas de rendimiento y validación de la propuesta. 
6.3Transferencia masiva y motor de análisis 
En el diagrama de secuencia de la Fig. 8, dentro del bloque de análisis, se han 
recogido las principales acciones implicadas en las pruebas de análisis y consumo 
realizadas durante las pruebas: 
1) En el bloque de análisis el módulo de filtro de Pre-procesamiento obtiene los 
paquetes que viajan por la red y posteriormente realiza un procesado previo de 
los mismos. En esta fase, inicialmente se reconstruyen las sesiones TCP/IP 
analizando los paquetes IP que los conforman para calcular los datos de entrada 
de la red neuronal. Una vez obtenidos los datos se normalizan y se pasan al 
módulo de Análisis. Si en el módulo de análisis se detecta un ataque se almacena 
la pertinente alerta en el Sistema de Archivos. Opcionalmente, si el sensor fue 
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configurado para ello, el tráfico asociado a la alerta también se almacena en el 
Sistema de Archivos. 
2) En el bloque de alertas tanto los Administrador como los IDSs externos pueden 
solicitar bajo demanda la obtención de las alertas producidas. Para ello los 
elementos externos se ponen en comunicación con el Sensor mediante la Interfaz 
de Servicio que recuperará las alertas del Sistema de Archivos para entregarlas al 
solicitante 
6.4   Pruebas de rendimiento del IDS  
Con el fin de evaluar la propuesta, en esta sección mostramos los resultados 
experimentales de la aplicación de la red SOM en el entrenamiento y detección de 
ataques de trafico Web, es decir, se ha desarrollado un IDS orientado a servicio en el 
que la red se ha entrenado con tráfico HTTP y es capaz de reconocer ataques a este 
servicio.  
Con el objetivo de poder comparar los resultados obtenidos con otras propuestas de 
IDS, es necesario el uso de datos de pruebas estandarizados. El conjunto de datos 
para la evaluación de sistemas de detección de intrusos de DARPA ha sido 
ampliamente utilizado con estos propósitos y representa un avance significativo para 
la comunidad científica por brindar un amplio número de paquetes normales e 
intrusivos que pueden ser utilizados para la evaluación el funcionamiento de 
cualquier IDS. Por tanto, para el entrenamiento y prueba de la red neuronal, fue 
utilizado este conjunto de datos. 
La elección de la topología de la red neuronal SOM se ha llevado a cabo 
calculando los dos vectores propios de la matriz de autocorrelación de los datos de 
entrenamiento que tienen los valores propios más grandes, la relación entre las 
dimensiones de la red se obtiene teniendo en cuenta la relación entre estos dos 
valores propios y considerando el número de patrones en los datos de entrenamiento 
[15]. Siguiendo estos criterios se ha seleccionado una SOM de dimensiones 18 x 28, 
con inicialización lineal dentro del rango de los patrones de entrenamiento y con 
función de vecindad Gaussiana.  
Para la validación de la red, después de la fase de entrenamiento se han utilizado 
los mismos datos de nuevo, y se ha calculado la distancia de cada patrón a la neurona 
vencedora. La red se considera validada si al menos el 95% de los vectores de los 
patrones de entrada tienen una distancia con respecto a los vectores de las neuronas 
vencedoras menor que dos desviaciones típicas [15], esta heurística asume que los 
datos de entrada siguen una distribución Gaussiana. 
Para que los resultados sean directamente comparables se han empleado los valores 
de los parámetros de las redes recomendados por su autor [35]. Los parámetros 
básicos han sido: ratio aprendizaje inicial 0.9 decreciente, vecindad inicial elevada y 
decreciente para una mejor ordenación y el número de iteraciones de aprendizaje han 
sido un mínimo de 500 veces el número de neuronas.  
Así mismo, para realizar las comparativas de rendimiento, se han seleccionado tres 
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pruebas realizadas correspondientes a tres niveles de carga de la red: carga baja, sólo 
con el tráfico inyectado por el tcpreplay, correspondiente a tráfico normal y tráfico 
con ataques; carga media, con el trafico anterior y el resto de equipos emitiendo una 
carga de red media de aproximadamente 1 MB/seg; carga alta, con el tráfico del 
primero más el resto de equipos saturando al máximo la red (una red de 100 Mb/seg, 
es decir 12 MB/seg). 
En la Fig. 9 se muestra un gráfico con la representación del uso de la CPU ARM 
del dispositivo MOXA. Por claridad el grafico solamente refleja un fragmento 
representativo de 100 segundos sobre el total de las pruebas realizadas (tres semanas). 
Según estas pruebas la media de uso de la CPU para carga baja es de un uso del 3,9%.  
En el caso de de carga media se observa un uso medio del 20,5%. En el caso de carga 
alta de la red el procesador se satura y la media sube hasta el 79,9%. En la gráfica 
también se puede observar que se producen  picos de procesamiento puntuales 
debidos a incrementos puntuales en el tráfico de red. Se puede concluir que el 
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Fig. 9. Representación gráfica del uso del CPU. 
En la Fig. 10 se muestra el tráfico de red procesado por la interfaz de red del 
sensor. Igualmente se ha tomado una fracción representativa de 100 segundos del 
total de las pruebas realizadas. Las medias de información recibida en el sensor según 
la carga son de un 0.1% para carga baja, un  9.9% para carga media y de un 68.7% 
para carga alta de red.  Se observa una clara relación entre esta gráfica y la anterior, 
de forma que picos en la transmisión de información se reflejan en picos de uso de la 
CPU. Se puede concluir que la interfaz de red del sensor tiene un comportamiento 
directamente proporcional a la carga de red. 
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Fig. 10. Representación gráfica de la carga del dispositivo de interfaz de red 
En la gráfica de la Fig. 11 se muestra el rendimiento del sistema en función de la 
carga de la red. El uso de la CPU sigue una tendencia incremental hasta llegar a un 
punto de saturación a partir del cual, si bien la media oscila alrededor del 80% en la 
mayor parte del tiempo, exceptuando las caídas por saturación de la red reflejadas en 
la Fig. 10, el resto del tiempo el procesador está próximo al 100%. La curva tramas 
procesadas indica el porcentaje de paquetes procesados por la aplicación respecto a 
los recibidos por la interfaz de red. La curva desciende según se incrementa la carga 
ya que el buffer de la interfaz de red se satura antes de que la aplicación pueda 
procesar la información, dando lugar a descartes de paquetes. La curva paquetes 
analizados indica el porcentaje de paquetes analizados por el IDS con respecto a los 
enviados por el inyector tcpreplay. Esta curva también decrece según se incrementa la 
carga de la aplicación. Por último la curva ataques eliminados indica el porcentaje de 
ataques detectados por el IDS. Como puede observarse, si entendemos que el 
porcentaje de detección tolerable para un IDS puede rondar hasta un 80% [11], el 
dispositivo se muestra eficaz solamente hasta una carga del 50% de la red. En el 
ámbito de los servicios de red convencionales se considera que un dispositivo de red 
sólo puede garantizar sus servicios para cargas de red inferiores a un 30%. En este 
sentido el prototipo diseñado en este trabajo presenta un excelente comportamiento, 
muy por encima de los valores convencionales. 
Además de estos resultados también cabe destacar que en el conjunto total de 
pruebas el IDS no ha generado ningún falso positivo. 
Como dato adicional, comentar que el uso de la memoria volátil se ha mantenido 
todo el tiempo constante, alrededor del 57% de ocupación. 
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Fig. 11. Representación gráfica del rendimiento del prototipo en correspondencia con la carga 
de red  
7   Conclusiones 
En este trabajo se ha propuesto el diseño de un sensor de red inteligente. El sensor se 
considera inteligente debido a que no sólo es capaz de transferir el tráfico de red 
investigado hacia otros sistemas que formen parte de un DIDIS, sino que, además, 
puede analizar en tiempo real este tráfico y ofrecerlo posteriormente bajo demanda. 
Desde el punto de vista funcional, la principal ventaja que aporta el dispositivo es 
la de comportarse como un NIDS, generando alertas en formato IDMEF. Dicha 
funcionalidad se ofrece como un servicio Web, de forma que se adapta perfectamente 
a los modelos SOA. Además, y siguiendo la filosofía de estos estándares, el 
dispositivo es capaz de autoconfigurarse y auto-publicarse en un servidor de registro 
UDDI. 
Así mismo, se ha implementado un prototipo totalmente funcional que ha 
permitido validar la propuesta. Los resultados muestran que el dispositivo posee un 
comportamiento estable y es capaz de ofrecer un servicio tan crítico como lo es el de 
la detección de intrusos bajo las condiciones de carga de tráfico real de red. 
En la actualidad se está desarrollando un modelo de gestión basado en incorporar 
semántica en la definición de los servicios de forma que se puedan alcanzar altos 
niveles de automatización, en todas las tareas de configuración y gestión, ya no sólo 
de un dispositivo aislado, sino de todo un DIDS, incluso aunque las condiciones, 
recursos y necesidades varíen en el tiempo.  
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