Introduction
More than 30 years ago, Lehninger's [1975] textbook Biochemistry had the phrase 'cells are capable of regulating their metabolic reactions and biosynthesis to achieve maximum efficiency and economy'. Later versions stated [Lehninger et al., 1993] that 'cells have evolved highly efficient mechanisms for capturing the energy of sunlight, or extracting this energy of oxidized fuels, and coupling thus obtained energy to the many energy consuming processes of the cell'. Both editions mentioned the brown adipose, a tissue in newborns mammals that functions in an 'uncoupled' fashion to produce heat and keep them warm, but this example is presented more as an artifact of biology rather than a fundamental principle or strategy.
To many scientists the idea that living organisms might deliberately dissipate or 'spill' ATP sounds better suited to a late night television 'infomercial' and drugs that cause miraculous body weight loss rather than a serious scientific discussion. However, Russell and Cook [1995] concluded that many bacteria have reactions that dissi-pate excess ATP when the catabolic rate is faster than the anabolic rate. This short review is not designed to re-iterate all of the evidence presented in this earlier manuscript. However, the idea that bacteria can spill energy has been strengthened by additional experiments and a more precise delineation of the mechanism in Streptococcus bovis . The term 'energy spilling' will be used to describe nongrowth dissipation of excess ATP, but the reader should realize that this phenomenon has also been called 'uncoupling', 'spillage' and 'overflow metabolism' ( fig. 1 ).
ATP and Growth
In its most basic sense, biological growth is a complicated set of reactions that couples the exergonic reactions of catabolic schemes with the endergonic anabolic pathways of monomer biosyntheses and polymerization [Repke, 2004] . This coupling of exergonic and endergonic reactions is typically mediated by ATP. The importance of ATP as an 'energy rich' intermediate in this process was first fully appreciated by Lipmann [1941] , but as Nichols [1982] more recently noted, 'It is frequently, and misleadingly, supposed that the phosphate anhydride bonds of ATP are ''high energy'' bonds which are capable of storing and driving reactions in otherwise unfavorable directions. However, it should be clear that it is the extent to which the observed mass-action ratio is displaced from equilibrium which defines the capacity of the reactants to do work, rather than the attribute of a single component.' This re-definition of bioenergetics as chemical equilibria greatly clarified the once diverse concepts of catabolism and anabolism, but this clarification did not negate the fact that biological systems have evolved to use reactions involving ATP rather than other molecules. Bauchop and Elsden [1960] performed some simple growth experiments with anaerobic bacteria that had known pathways of ATP production and reported that the bacterial growth efficiency (yield or Y ATP ) was 10.5 g cells per mole of ATP. The 10.5 value was actually a ratio derived from a range of 8.3-12.6, but inherent variation was largely ignored, and at least one textbook of microbiology still treats the 10.5 g cells per mole of ATP as a biological constant [Brock and Madigan, 1991] . In some cases, Y ATP has even been used as a basis for predicting the amount of ATP that a bacterium is able to generate from its catabolic scheme. However, the assumption that Y ATP is a constant was soon to be questioned; there was a very active interest in bacterial bioenergetics, and the question arose: Why could Y ATP values vary as much as 10-fold [Tempest, 1978; Stouthamer, 1979] ?
Yield of ATP or Y ATP

Methods of Generating ATP
One explanation for the discrepancies in Y ATP was simply the inaccuracy of microbiologists to estimate the amount of ATP generated by catabolic pathways. Indeed, this was and continues to be a problem. Otto Warburg proposed that inorganic phosphate could be added to aldehyde groups to create compounds like 1,3-diphosphoglyceric acid, and it soon 'became apparent that reverse reactions of a similar sort could be coupled to ATP formation from ADP and P i '. These mechanisms are known as substrate level phosphorylation, and appear to be stoichiometric. However, substrate level phosphorylation could not explain all of the ATP that was produced by mitochondria or aerobic bacteria.
Much time was devoted to identification of a high-energy intermediate (sometimes called the X factor), but these efforts were futile. Mitchell [1961] proposed a radical alternative to substrate level phosphorylation. Mitchell reasoned that the movement of ions across an electrochemical membrane potential could provide the energy needed to produce ATP. This theory was confirmed by the discovery of a membrane-bound ATP synthase that could produce ATP [Racker, 1977] . Since this time, a variety of chemiosmotic mechanisms have been discovered, and many are linked to sodium as well as protons [Dimroth, 1987; Skulachev, 1994] .
While one cannot deny the fact that oxidative phosphorylation and chemiosmotic mechanisms are the dominant means of generating ATP in aerobes, there has nev- er been a firm consensus on the degree of ATP coupling. This point is readily illustrated by a simple example . When Escherichia coli is grown aerobically, the amount of ATP could be more than 9-fold greater than the amount generated from the anaerobic pathway producing acetate, formate and ethanol (28 vs. 3 ATP per glucose) [Gottschalk, 1986 ], but the yield of cells (biomass) is only 2-fold greater [Stouthamer and Bettenhaussen, 1977] . Given this comparison, it seems readily apparent that ATP production can only be reliably estimated if the sole mechanism of ATP generation involves substrate level phosphorylation.
These discrepancies in ATP production from oxidative phosphorylation could be due to either: (1) the failure to move ions, or (2) a less than stoichiometric coupling the ion gradient and ATP synthesis. Cited values typically range from 2 to 4 protons translocated per ATP [Maloney, 1990; Hinkle et al., 1991] , but structural studies on the membrane-bound ATPase have given us new information. Based on the ratio of membrane 'c' subunits to cytoplasmic gamma subunits, a stoichiometry of 3.33 of protons per ATP now seems reasonable; however, some organisms can vary this stoichiometry this by altering the number of c subunits in the ring [Fillingame and Dmitriev, 2002] .
Rhodobacter capsulatus uses chromatophores (subbacterial vesicles) and the F 1 F 0 -ATPase to generate ⌬p and ATP, and the coupling efficiency is usually very high. However, when Feniouk et al. [2005] energized the chromatophores with a flashing light, the transmembrane voltage and pH difference 'relaxed'. This latter result indicated that protons were leaking. However, there was no detectable detachment of F 1 from F 0 and the slip persisted for hours. Because the slip could be reversed at least partially by the addition of ADP or ATP and had no protonmotive force (⌬p) threshold, the authors concluded that the 'proton slip' was probably caused by 'the freewheeling of the central rotary shaft, subunit ␥ , in an open structure of the ( ␣ ␤ ) 3 hexagon with no nucleotides in the catalytic sites'. Whether this is a common feature physiological of oxidative phosphorylation in other organisms has yet to be determined.
Cell Composition
Bacteria can vary the composition of their cells, and this point was illustrated by the classic 'shift-up and shiftdown' experiments of Maaloe [Cooper, 1993] . When E. coli was provided with different energy sources, growth rate could be varied nearly 10-fold. When the cells grew faster (shift-up), there was an increase in ribosomal RNA, and conversely there was a decrease in ribosomal RNA if the cells grew slower (shift-down). Not all bacteria have such a large a range in potential growth rates and vary their ribosomal RNA to as great an extent as E. coli [Russell, 1986 ], but many bacteria accumulate polysaccharide. This polysaccharide can be an extracellular material that helps protect the cell or intracellular glycogen that is used for energy during periods of starvation. Some aerobes accumulate ␤ -hydroxybutyrate as an alternative to glycogen.
In the 1970s, Stouthamer [1973] did some simple calculations that were based on standard pathways of biosynthesis. Stouthamer used a cell composition that was typical of laboratory cultures of E. coli, but generalizations for all bacteria could be made. Monomers such as amino acids and nucleotides were not very costly to make, but the polymerization of these monomers into macromolecules requires a very large amount of ATP. Protein was the most costly polymer to synthesize, and it accounts for approximately 1/2 of the total ATP requirement, whereas polysaccharide was relatively inexpensive to synthesize ( table 1 ). When the mass of the polymer and the ATP requirement for biosynthesis were compared, it became apparent that the Y ATP of bacteria should be 32 g cells/mole ATP [Stouthamer, 1973] , a value 3 times greater than estimated by Bauchop and Elsden [1960] .
So Why Is Protein So Expensive to Make?
This point was addressed by Harold [1986] . The inefficiency of protein synthesis may be related to the information protein contains and the 'willingness' of living organisms to invest a large amount of energy to make sure that the information (sequence) is correct. This principle is supported by a 'thought experiment' called 'Max- well's demon'. In 1868, James Maxwell hypothesized a Demon that was able to operate a frictionless door that connected two rooms separated by a partition. Whenever air molecules looked as if they would pass through the opening, the demon opened the door. Afterwards he closed the door to trap the molecule. The demon did this over and over until there was a concentration gradient of air molecules between the two rooms. A concentration gradient is energy. Where did the energy come from? The demon had information when the door should be opened and closed. Hence, energy and information are inter-convertible!
Maintenance Energy
Stouthamer's calculations [1973] only considered growth-related functions and did not address the fact that bacteria must expend a portion of their ATP to maintain their cells. Bacterial maintenance energy has not been precisely defined, but at least three functions are known to contribute: (1) motility, (2) turnover of macromolecules (e.g. protein) and sensory molecules (e.g. ppGpp and histidine kinases), and (3) re-establishment of ion gradients across the cell membrane. Because membranes have an inherent 'leakiness', the third component is clearly the most important one. Bacterial maintenance is estimated indirectly from growth rate-dependent changes in bacterial yield, and it is possible to compare maintenance to the overhead of a small business. When the rate of cash flow (glucose consumption) is slow, overhead (maintenance) makes a larger proportion of the total budget (total ATP availability). Thus, the contribution of maintenance is more pronounced when fermentation and growth rates are slow.
Maintenance energy is most easily demonstrated in continuous culture [Herbert et al., 1956] . In batch cultures, the bacteria grow as fast as they can; maintenance only makes up a small part of the total ATP consumption, and the composition of the growth medium changes. In continuous culture, steady states are maintained, and cell composition (including enzymes) stabilizes. The principles of continuous culture were developed by Monod [1949] and Novick and Szilard [1950] . Monod was a Frenchman, and he called his device a chemostat. In a chemostat, medium is added to the growth or culture vessel at a constant rate from a medium reservoir. Because the culture vessel has a constant volume, every time a drop of medium is added to the culture vessel, one drop of cell containing material leaves the vessel. The dilution rate of the vessel (D) is computed by dividing the flow rate of medium leaving the reservoir (F) by the volume of the culture vessel (V) and has the units of h -1
. At steady state, some nutrient must be limiting, and the rate of cell production ( x) must be equal to the rate of cell loss through overflow (Dx). If x = Dx, the growth rate, , must be equal to the dilution rate, D.
Maintenance can be estimated from growth rate-dependent declines in yield (growth efficiency). In the derivation of Marr [1962] , maintenance (a) is expressed as an absolute rate (h -1 ), and Marr assumed that bacteria would grow even faster if they did not have this non-growth function. Three years later, Pirt [1965] expressed maintenance as a specific rate (mmol ATP or glucose per mg cells per h), but the 2 approaches are interrelated: a = m/ Y G where Y G is the yield if there were no maintenance (theoretical maximum yield). The inclusion of maintenance energy in bacterial energetics helped to explain why bacteria did not achieve the theoretical value proposed by Stouthamer [1973] , but it could not begin to explain the discrepancy of rapidly growing cells that would be expending relatively little of their overall energy on maintenance.
The concept of maintenance and its impact on yield became even more complicated when Tempest and his colleagues conducted continuous culture studies where nutrients other than energy (glucose) limited growth [Teixeira De Mattos et al., 1983; Neijssel and Tempest, 1976; Tempest, 1978; Tempest and Neijssel, 1978; Streekstra et al., 1987] . If continuous cultures were ammonia-, sulfate-, potassium or phosphate-limited, the 'apparent' maintenance value was as much as 10-fold greater. But why would it take less energy to maintain a glucose-limited cell? By the 1980s, it became apparent that many bacteria used another avenue of energy dissipation (energy spilling) that was distinct from maintenance (fig. 1 ).
Is There a Biochemical Mechanism? Westerhoff et al. [1982 Westerhoff et al. [ , 1983 likewise noted that 'thermodynamic efficiency of microbial growth is low', and they concluded this lack of efficiency must be needed for 'maximal growth rate'. In a more recent review, Von Stockar and Liu [1999] re-explored the relationships of growth, entropy and enthalpy, and stated that 'heat generation can rid microorganisms of internal entropy production resulting from maintenance and growth processes'. However, neither of these thermodynamic approaches detailed a specific biochemical mechanism. In the 1980s, Otto [1984] noted that certain sequences of catab-olism can also serve as anabolic pathways (e.g. glycolysis and gluconeogenesis) and proposed that individual steps might act in an antagonistic fashion (e.g. phosphofructokinase and fructose 1,6-diphosphatase, glycogen synthetase and glycogen glycogenolysis, glucokinase or glucose PTS and glucose-6-phosphatase). However, direct evidence of futile enzyme cycles was not provided, and it has now become apparent that such enzymes are tightly regulated (e.g. allosteric effectors like phosphoenolpyruvate, fructose-6-phosphate, FDP, ADP, AMP), so ATP will not be wasted .
Studies with E. coli have given us insights into a great many aspects of bacterial metabolism, but it is not a good model for studying energy spilling. E. coli can store large amounts of glucose as glycogen. It is not easily de-energized, and often uses pathways of catabolism (e.g. respiration) that do not have clearly defined stoichiometries of ATP production. Because the cell membrane is protected by an outer-membrane, intracellular volume is difficult to estimate, and potentially useful tools such as ionophores cannot be used on intact cells. To circumvent these latter problems, we selected Streptococcus bovis, a Gram-positive species that only uses substrate level phosphorylation and never stores glycogen or other energy sources. Because glucose is transported by the phosphotransferase system [Russell, 1990] , and lactic acid bacteria can reserve a pool of phosphoenolpyruvate [Thompson, 1978] , glucose fermentation can be re-initiated very quickly, even after a significant period of starvation.
Most studies of bacterial energetics were simple exercises of 'feeding and weighing' bacteria, and it was not always clear if the energy source was being used strictly for ATP generation or if it was also being used to synthesize cell material [Stouthamer, 1979] . Microcalorimetry offered a more direct method of estimating the ultimate end-product of energy spilling, namely heat. The first study with S. bovis established several important characteristics of energy spilling [Russell and Strobel, 1990] . First, non-growing resting cell suspensions that were either limited by nitrogen or treated with the protein synthesis inhibitor, chloramphenicol, consumed glucose and produced heat 10-fold faster than the maintenance coefficient of glucose-limited continuous cultures. Secondly, the rate of energy spilling could be enhanced by ionophores and protonophores that dissipated ion gradients across the cell membrane. Thirdly, energy spilling was abolished by DCCD (dicyclohexylcarbodiimide), an inhibitor of the F 1 F O ATPase. Given these observations, it became apparent that the energy spilling mechanism of S. bovis was mediated by membrane ATPase activity and a futile cycle of protons through the cell membrane. Direct comparisons of heat ( W) with ATP production directly and measurements of membrane voltage provided a means of using Ohm's law to estimate changes in membrane resistance (proton influx) [Russell, 1992a] .
How Is the Energy Spilling of S. bovis Regulated?
Growth studies indicated that energy spilling was not just a characteristic of 'resting cells'. Glucose-limited continuous cultures did not spill energy, but rapidly growing cells spilled as much as 25% of their ATP [Russell, 1991b] . The question then became, how was energy spilling being regulated? In bacteria and other living cells, the ratio of ATP to ADP changes little until the cells are starved and dying . E. coli uses cAMP as a signal to regulate the transcription of certain proteins (most notably lactose permease), but there is little evidence that this signal is important in non-enteric bacteria. In low G+C Gram-positive bacteria (including S. bovis ), the glycolytic intermediate fructose 1,6 bis-phosphate (FDP) can vary as much as 40-fold depending on the glycolytic rate [Thompson, 1978; Bond and Russell, 1996] , and FDP can act as a regulator of lactate production [Wolin, 1964] , inducer expulsion and transcription [Reizer et al., 1998 ].
Studies with permeabilized S. bovis cells indicated that FDP could play a role in energy spilling by improving the affinity of the F 1 F O -ATPase for ATP by as much as 5-fold . However, later work indicated that the role of FDP in energy spilling was primarily mediated by its effect on intracellular inorganic phosphate (P i ) [Bond and Russell, 1998 ]. When FDP increased, P i decreased, and this change in P i increased the ⌬lG of ATP hydrolysis ( ⌬ G'p of ATP = -285 mV -62 log ([ATP]/ [ADP] ! [P i ]) from -410 to -450 mV ( fig. 2 ). This increase in driving force available to the ATPase was consistent with an increase in ⌬p (-80 to -140 mV). The relationship between ⌬p and the rate of energy spilling was clearly non-ohmic, and the 'leak' of protons through the cell membrane seemed to have a threshold of approximately -80 mV [Bond and Russell, 2000] .
It has long been recognized that amino acid sources often stimulate the growth yield of S. bovis [Russell, 1993] and other bacteria, but the calculations of Stouthamer [1973] indicate that it costs nearly as much ATP to take up an amino acid as it would to synthesize one de novo. The provision of amino acids as an exogenous carbon source would spare some carbon so more of the energy source could actually be devoted to ATP production, but even this effect could not explain the relationship between amino acids and cell yield [Russell, 1993] . The effect of amino acids on yield appears to be mediated via energy spilling. When bacteria have amino acids, they typically grow faster (as much as twice as fast), and the balance of anabolic and catabolic rates are more closely matched .
The idea that amino acids could decrease energy spilling was demonstrated with rapidly growing continuous cultures of S. bovis [Bond and Russell, 1998 ]. S. bovis is an unusual lactic acid bacterium, and it can use ammonia as a sole nitrogen source for growth [Wolin et al., 1959] . When S. bovis had only ammonia as a nitrogen source, intracellular FDP was high ( 1 10 m M ), P i was low ( ! 12 m M ), the ⌬ G of ATP hydrolysis was -455 mV, the ⌬p was -120 mV and the ATP yield was only 7 g cell protein per mole of ATP generated. The addition of an amino acid source to the medium reservoir completely changed the energetics. FDP decreased (5 m M ), P i increased (32 m M ), and ⌬G and ⌬p (-80 mV) declined. The decrease in ⌬p-dependent energy spilling results in a nearly 2-fold increase in growth efficiency.
By comparing the ⌬p with ⌬G of ATP hydrolysis, it became possible to estimate the H + to ATP stoichiometry [Bond and Russell, 1998 ], and use standard electrical equations (watts = amperage ! voltage; amperage = 1/resistance ! voltage) to estimate the resistance of the cell membrane to H + . At very slow rates of energy spilling, the apparent stoichiometry of H + to ATP was greater than 4 to 1, but the value stabilized at approximately a value of 3.3 when the rates of energy spilling increased. The decrease in apparent H + /ATP indicates that the reaction was closer to equilibrium when the cells were spilling energy more slowly. However, when the ⌬ G went up, ⌬ p did not go up as much, and the reaction proceeded at a faster rate (proportionally more 'push' on the ATP hydrolysis side). This effect shows how the leak helps to accelerate the ATPase, but it would not affect the conductance measurements per se.
Even 'acid-tolerant' lactic acid bacteria tend to grow less efficiency at acidic pH, and this effect was traditionally explained by the ability of fermentation acids to move freely across the cell membrane, dissociate in the more alkaline interior and cause uncoupling [Jay, 1989] . The uncoupling theory of fermentation acid toxicity, however, did not explain why some bacteria were much more sensitive than others, and the ability of fermentation acids to act as true uncouplers was contradicted by the observation that the anions were not membrane permeable. Experiments with S. bovis indicated that it could let its intracellular pH decline significantly and that this decline prevented large and potentially toxic accumulation of fermentation acid anions [Russell, 1991a] . This ability to let intracellular pH decline appears to be a generalized strategy of bacteria that grow well in the presence of fermentation acids even when the pH is acidic [Russell and Diez Gonzalez, 1998 ].
Continuous culture studies indicated that S. bovis did indeed grow more inefficiently when fermentation acids were present and the pH was acidic [Russell and Dombrowski, 1980] , but this effect can be explained by energy spilling. When intracellular pH declines to prevent toxic accumulation of fermentation acid anions [Russell, 1991a] , the glycolytic rate decreased, but the effect on anabolism was even greater [Russell, 1992] . Another feature that energy spilling explained was lag phase. Laboratory cultures that are inoculated in fresh medium often 'lag' before growth is observed. One reason for lag time is viability. If the inoculum has a large number of dead cells, these cells must be diluted out by growth before net growth is observed. Lag is avoided by using 'fresh' cultures that have a high number of viable cells, but experiments with S. bovis indicated that even fresh cultures lagged if they had been grown with ammonia as the nitrogen source [Russell, 1993b] . Because S. bovis cultures that were lagging produced heat at a rapid rate, it appears that they too were spilling energy while they were synthesizing a pool of amino acids that could later drive growth.
Why Does the Membrane Resistance of S. bovis Decrease?
Because conventional attempts at mutagenesis did not result in a S. bovis mutant that could not spill energy, the pathway of H + across the cell membrane is still a matter of speculation ( fig. 2) . Brown adipose and a variety of other tissues that produce additional heat (e.g. plant seedlings) have an uncoupling protein called thermogenin (UCP), but this integral mitochondrial membrane protein does not seem to be regulated by changes in membrane voltage as it is in S. bovis. The impact of this protein seems to be regulated by the amount of protein present rather than a change in activity of protein that has already been synthesized. For example, the amount of UCP transcript in mitochondria of shoots and roots of maize seedlings doubled after salt stress [Dlaskova et al. 2006] . In S. bovis, a large increase in energy spilling occurred almost immediately after growth was inhibited with chloramphenicol, and this results indicated that proton conductance was being regulated directly not just via protein synthesis [Russell and Strobel, 1990 ]. An interesting, but still unproven, hypothesis is that the membrane conductance of S. bovis cells to H + is mediated by a variety of proteins that serve as normal carriers. If H + /symporters simply translocated only H + or more H + per substrate when the membrane voltage was high, the same effect could be elicited.
What Happens if Bacteria Do Not Spill Energy?
The rumen is typically a energy-limited system, and simple growth experiments indicated that the ruminal bacterium Prevotella bryantii (formerly Bacteroides ruminicola ) B 1 4 could not survive in continuous culture if nitrogen was limiting and glucose was in excess [Russell, 1992b] . Later work showed that the 'glucose toxicity' was due to methylglyoxal [Russell, 1993a] . When ATP could not be used to grow and synthesize protein, there was insufficient ADP to fuel glycolysis, and the fermentation shifted to the methylglyoxal shunt, a pathway that does not generate ATP or require ADP [Russell, 1993] . E. coli has an enzyme (glyoxalase) that can convert the highly reactive methylglyoxal to D -lactate, but it too can suffer from methylglyoxal toxicity if nitrogen, and in particular amino nitrogen, is limiting [Cooper and Anderson, 1970; Ferguson et al., 1998 ]. Methylglyoxal has been detected in ruminal fluid, but its impact on ruminal ecology has not been addressed [Lodge-Ivey et al., 2004] .
Another ruminal bacterium that does not spill energy and can be killed by excess carbohydrate is Fibrobacter succinogenes , but this toxicity cannot be explained by methylglyoxal. Nitrogen-limited, cellobiose-excess cultures had little ATP and a very low ⌬p and cell viability. Methylglyoxal could not be detected in the extracellular culture fluid, and F. succinogenes was more resistant to methylglyoxal than either P. bryantii or E. coli . The only parameter that could be correlated with the toxicity was intracellular glycogen. The nitrogen-limited, glucose-excess cultures had more than twice as much intracellular glycogen as protein. The carbohydrate-toxicity of F. succinogenes is probably a laboratory artifact. The niche of F. succinogenes in the rumen is cellulose digestion, and 'excess-cellulose' did not cause a decrease in viability [Thomas and Russell, 2003] . The inability of cellulose to be as toxic as cellobiose can in turn be explained by the observation that the cellulases of F. succinogenes seems to be unusually sensitive to feedback inhibition by cellobiose .
Do Other Bacteria Spill Energy?
As mentioned earlier, bacteria that store glycogen and use pathways other than substrate level phosphorylation to synthesize ATP do not make good bioenergetic models, but here is some evidence suggesting that enteric bacteria may also use futile ion cycles to spill energy. In E. coli , intracellular potassium is a prime factor regulating turgor pressure, and this bacterium has multiple transport systems for potassium uptake as well as efflux. Mulder et al. [1986] studied the impact of potassium transport systems on the growth efficiency of E. coli when potassium was limiting. Because a mutant which was defective in high-affinity potassium transport utilized glucose more efficiently [Buurman et al., 1991] , it appeared that the wild type was taking up potassium by the highaffinity, ATP-driven (Kdp) system and losing potassium on the low-affinity, proton symport (Trk) system. Because the energy spilling of S. bovis was neither potassium nor sodium-dependent, the energy spilling reaction of S. bovis could not be explained by a similar mechanism [Bond and Russell, 2000] .
In the 1970s, Harold and Van Brunt [1977] demonstrated that gramicidin-treated Enterococcus (Streptococcus) faecalis cultures could grow even though they did not have a ⌬p, but it should be noted that the medium was very rich. Because the medium was rich, ⌬p was not required to drive transport. More recent results indicated that the amino acid fermenting bacterium, Clostridium sporogenes, did not have a significant ⌬p while it was growing, but a relatively normal ⌬p was generated if growth was inhibited by either acidic pH or inhibitors of protein synthesis [Flythe and Russell, 2005] . Because amino acid catabolism continued at a very rapid rate, even in the complete absence of growth, and ⌬p was only generated if growth was inhibited, it appeared that ⌬p generation and potassium flux was a mechanism of energy spilling .
Probably the strongest argument that energy spilling is a common feature of bacteria is derived from growth experiments with the methanogen [Schönheit et al., 1980] . Methanogens are thought to be among the most energy starved bacteria (now archaea) in all of nature, and until the 1980s, the mechanism of ATP generation was not known [Blaut et al., 1990] . Many of the details are now known, and it appears that methanogens derive all of their ATP from chemiosmotic mechanisms. The idea that even methanogens may have evolved energy spilling reactions can be argued from simple growth experiments. In nature, hydrogen a common precursor is present at very low concentrations, and the growth yield of methanogens under such conditions is relatively high. However, if methanogens are grown in the laboratory under a high pressure of hydrogen, the growth yield is much lower, and methane is even produced after growth ceases because some other factor has become limiting. 'These findings indicate that methane formation and growth are less tightly coupled at high concentrations of H 2 or CO 2 in the medium than at low concentrations' [Schönheit et al., 1980] . Liu et al. [2001] used a microcalorimeter to study the acetotrophic methanogen, Methanosarcina barkeri, and concluded that microbial growth was characterized by 'enthalpy increase and correspondingly by a large increase in entropy may be called enthalpy-retarded growth'.
Beneficial or Detrimental?
In many situations, energy spilling can be viewed as a detrimental process that decreases cell production and the products associated with cells. For instance in ruminant animals (e.g. cattle, sheep, goats, deer, etc.) microbial protein is the primary amino acid source entering the small intestine [Hungate, 1966] , and it has long been recognized that the flow of microbial protein from the rumen can be enhanced if the bacteria have amino nitrogen rather than just ammonia. This improvement in the growth yields of rumen bacteria has been explained by a decrease in energy spilling [Van Kessel and Russell, 1996] . Similar cases could be made of biotechnological processes that seek to produce enzymes, peptide hormones or other valuable cell components. However, in some cases the metabolic end-product of energy spilling itself can be a valuable product. Such is the case in ethanol and solvent production. In both cases, large amounts of product are not produced until growth has ceased [Russell and DiezGonzalez, 1998; Cot et al., 2001] .
Basal Metabolic Rate of Mammals
It has long been recognized that small mammals (rats and mice) have a higher basal metabolic rate than large mammals (cattle, elephants and man). Kleiber [1976] noted that a graph of basal metabolic rate versus body weight could only be made linear if the body weight was expressed as the 3/4 power. However, the reason for this difference was not clear until Brand et al. [1994] examined the mitochondrial proton leak of various animals. Their results indicated that this leak could account for as much as 26% of the oxygen consumption of animals. Because the leak was significantly greater in smaller animals (greater heat production and substrate consumption rate from each mitochondrion), the greater basal metabolic rate of small animals as compared to larger ones could be explained.
Cancer Cells and Human Disease
In his last public lecture at Lindau, Germany, Otto Warburg [1966] drew analogies between human cancer cells and lactic acid bacteria. One of the similarities was very rapid rates of glucose catabolism and 'uncoupled growth' that we have discussed as 'energy spilling'. Ephraim Racker, the scientist that uncovered the mechanism of substrate phosphorylation, isolated purified and reconstituted the F 1 F O ATPase, and provided the final proof for Peter Mitchell's chemiosmotic theory, was taken with Warburg's comments, and in the late 1970s directed a graduate student, Mark Spector, to pursue this idea.
Spector's experiments appeared to go very well and a paper was published . 'Recent work has identified a cascade of membrane-bound protein kinases in Ehrlich ascites tumor cells. One result of activation of the cascade is the phosphorylation of the ␤ -subunit of the Na + K + -ATPase, which causes inefficient Na + pumping and is at least in part responsible for the high aerobic glycolysis of Ehrlich ascites tumor cells.' To honor Warburg, Racker called this cascade of phosphoryla-tion and high glycolytic rate, the 'Warburg effect' [Racker and Spector, 1981] . However, it later became evident that some of Spector's key experiments could not be repeated and appeared to be falsified [Racker, 1989] . Nonetheless, the 'Warburg effect' has once again gained respectability and interest. 'Two prominent cancer biologists contend that a shift in energy production from oxidative phosphorylation to glycolysis -the so-called ''Warburg effect'' -is a fundamental property of cancer cells, not just a byproduct of the cell's transformation into cancer. ''We think it's a requirement of transformation'', said University of Pennsylvania cancer biologist Craig Thompson, MD. ''You can't become fully transformed until you've had this shift.'' If Thompson is right, the implication is enormous: a whole new area of vulnerability for cancer cells, one that promises novel targeted treatments' [Garber, 2004] . 'Uncoupling or slippage' via Ptype cation ATPases creates heat in the uncoupled state, and this property is now thought to be involved in a number of diseases including ageing, ischemia and cardiac failure [Berman, 2001] .
Conclusions
The idea that organisms always utilize energy (ATP) in an efficient manner is contradicted by the observation that many bacteria and eukaryotes appear to have energy spilling reactions. In at least some cases, these reactions appear to involve a futile cycle of ions through the cell membrane.
