Abstract. We introduce and describe several classes of martingales based on reflected Lévy processes. We show how these martingales apply to various problems, in particular in fluctuation theory as an alternative to the use of excursion methods. Emphasis is given to the case of spectrally negative processes.
Introduction and notations
Let us fix a probability space (Ω, A, P). Let X denote a real Lévy process, started at 0 under P. We call P x the law of x + X under P. Also, we let F t denote the usual right-continuous, universal augmentation of the filtration generated by X. We shall be concerned with the process X reflected at its supremum: if S t = sup s≤t X s , the reflected process is defined by R t = S t − X t . We recall that R is a Feller process with respect to (F t , P).
Our goal in the present paper is to present various martingales related to the process R; these martingales generalize the corresponding ones in the case of Brownian motion, where they have proved quite useful for the study of a number of questions. Also for Lévy processes, some of the martingale properties we present are already known in special cases, and have been used in various contexts; some other seem to be new, though quite simple. For example, we recover the following special case of Kella-Whitt [13] : for every u ∈ R, the process (M Ψ being the Lévy exponent of X defined below. We also show that if X is a spectrally negative martingale, for any locally bounded Borel function φ, the process (Φ(S t ) − (S t − X t )φ(S t ), t ≥ 0) 1 with Φ(x) =
x 0 φ(y) dy, is a local martingale, which extends a previous result of Azéma and Yor [4] in the Brownian case.
We shall give various applications of these and other martingales; in particular, they can be used as an alternative to excursion methods to derive some results in fluctuation theory.
In our presentation, we have tried to keep the results as general as possible, but the case of spectrally negative processes is still particularly interesting, due mostly to the existence of the scale function, which naturally arises in fluctuation theory.
Let us introduce some further notations that will be needed throughout. We write the Lévy-Itô decomposition of X in the form
where a ∈ R and ξ is the square integrable martingale σB t + t 0 |x|≤1
xd(µ − n)(s, x) with σ ≥ 0, µ the random measure associated to the jumps of X, and n, the compensator of µ, is given by n(ds, dx) = dsν(dx) where ν is the Lévy measure of X.
We denote by Ψ the Lévy exponent of X, defined by E e iλXt = e −tΨ(λ) (λ ∈ R), and recall that Ψ is given by the Lévy-Khintchine formula
Given x ∈ R, we denote by T + x and T − x the first time X goes above or below x:
T ± x = inf{t : X t ≷ x}.
We now turn to the introduction of some objects which are specific to the situation when X is spectrally negative. Hence, until the end of this introduction, we assume that the Lévy measure ν is carried by (−∞, 0).
In this case, we denote by ψ the Laplace exponent of X, which is defined by E e λXt = e tψ(λ) ( (λ) ≥ 0), and is related to the Lévy exponent by ψ(λ) = −Ψ(−iλ).
Furthermore, the q-scale function W (q) is defined over R by: W (q) (x) = 0 if x ≤ 0, and
Lastly, the following primitive of W (q) will play an important role:
Note that there exists no scale function unless X is spectrally negative -or spectrally positive-see e.g. [16] .
The rest of the paper is organized as follows. In Section 2, we show how a martingale property related to X translates into a martingale property related to the reflected process R. In Section 3, we give some martingale properties involving both X and R, which generalize those found by Kennedy [14] for Brownian motion.
Various applications are gathered in Section 4. Precisely, we give an elementary proof of the Wiener-Hopf factorization, using only martingale properties. While this is done in a general setting, the next two examples only concern spectrally negative processes. First, we specify the behavior of X at the first passage times of R. Lastly, we give a simple pathwise construction of a solution to Skorokhod's embedding problem for X. The first two problems have already been studied via excursion theory (see e.g. [6] for the former and [3] for the latter), which is the natural tool to use, since it is the continuous time counterpart of the renewal property at ladder times for random walks. However, it is interesting to examine these problems by martingale theory. First, this leads to more elementary proofs of the results, if less intuitive. Second, it sheds light on the relationship between martingale theory and excursion theory in this context.
From X-martingales to R-martingales
In this section, we show how a martingale property for X "translates" into a martingale property for R. The following simple result, which applies not only to Lévy processes but also to any strong Markov process, will be quite useful: (2.1) Lemma. Let X be a strong Markov process. Let a < x 0 < b be reals, and set T = inf{t :
Proof. Let x ∈ (a, b). For all 0 ≤ s ≤ t, we have:
But, on the other hand, our assumption implies
We now turn to the main result of this section, which is the following (2.2) Proposition. Let f : R + × R → R be a C 1,1 , function and for a < b, set
(2.3) Remarks.
1. Derivatives with respect to t, x, etc., will be denoted whenever convenient either by f t or by ∂f ∂t and so on...
2 is an immediate consequence of Itô's formula. The proof only consists in showing that one can actually weaken the regularity requirement on f to: f ∈ C 1,1 (R + × R, R). This is needed later in applications (see 4.2).
3. Of course, there is a similar result with X −I instead of S−X. Specifically, assume that f (t, X t ) is a martingale; then
is a martingale. The fact that f x is evaluated at 0 in the integrals with respect to dS c and dI c is intuitively clear from the fact that S c and I c are local times at 0 for the processes S − X and X − I respectively. The measures dS c and dI c are then respectively carried by {S = X} and {I = X} (see also the next point).
4. Here we have treated the special case with S or I as a bounded variation process to perturb X, but it is clear from the proof that one could work as well with a general bounded variation process Y (in the spirit of [13] ). In this case, the only difference would be that one cannot say anything about the value of X + Y on the support of dY .
Proof. Let (φ n , n ≥ 1) be an approximation of unity, and set f n (t, x) = φ n (y)f (t, y+ x)dy. Then f n is smooth in x, and the functions f n , ∂fn ∂t and ∂fn ∂x converge uniformly on compacts to f , ∂f ∂t and ∂f ∂x respectively. First, we note that f n (t ∧ T, X t∧T ) is a P x -martingale, for large enough n. In fact, we have f n (t, X t ) = φ n (y)f (t, y + X t )dy and if n is large enough, the support of φ n is so small that y + x ∈ (a, b) for all y ∈ Supp(φ n ). By Lemma 2.1, f (t ∧ T, y + X t∧T ) is a martingale, hence so is f n (t ∧ T, X t∧T ).
Since f n is smooth with compact support, it is in the domain of the generator A X of X, and we have
Now set
By Itô's formula and (5), we obtain that N n t∧τ is a martingale. We now show that (N n , n ≥ 1) converges in H 2 , as n → ∞, to a martingale N . To see this, note that by Doob's L 2 inequality
To simplify the notation, we set f n,p = f n − f p , and, if f :
We have:
where
Note that X s = S s if ∆S s > 0 and apply the basic compensation formula (Lemma 4.1 below) to get
and
where we write A ∼ B to mean that A − B is a local martingale. Now, using Itô's formula, we see that
Applying Lemma 4.1 to each term, we see that E [A i (t ∧ τ )] → 0 as n and p go to ∞; so N n is a Cauchy sequence in H 2 and therefore converges to a process N which is a martingale up to time τ .
On the other hand, since f n → f and ∂fn ∂x → ∂f ∂x uniformly on compacts, we have that
This concludes the proof. . If we let a → −∞ and b → +∞, we get local martingales, and we should be careful if we wish to apply the optional stopping theorem.
(2.5) Example. In [13] (see [2] for a generalization), the authors introduced a martingale which has proved quite useful in a number of applications. Specifically, if Y has bounded variation and is adapted, and if
is a martingale. If Y = −S, this martingale property is an easy corollary of Proposition 2.2. Indeed, consider the function f (t, x) = e iλx+tΨ(λ) , which generates the exponential martingale f (t, X t ). By Proposition 2.2, the process
is a martingale, where
Then, the martingale introduced in [13] can be recovered as
If X is spectrally negative, the result of Proposition 2.2 simplifies since S is continuous.
(2.6) Corollary. Suppose that X is spectrally negative. Let a < x < b and
, and assume that Z t∧Ta∧T b is a P x -martingale. Then, if
Kennedy martingales
In this section, we describe an analogue of the martingales introduced by Kennedy [14] for Brownian motion. Here, both the reflected process R and the supremum process S come into play independently, which gives rise, as shall be seen later, to an interesting two-parameter family of martingales.
The case of Brownian motion
Let us first recall some martingales in the Brownian motion case, which were used in [4] to obtain a solution to Skorokhod's embedding problem.
(3.1) Proposition ( [4] ). Let B be a standard Brownian motion and set S t = sup s≤t B s . Let f : R + × R + × R + → R be a smooth function. If
Proof. This follows immediately from Itô formula, and the fact that dS t is carried by {t :
If we look for functions f that satisfy (6) in the form f (t, x, y) = h(x)e −αy−βt , then one obtains h = 2βh and the boundary condition h (0) = αh(0). Solving this equation, it follows that
for some constant C ∈ R. This is a quite particular case (see also [20] for a related discussion). Later on, we shall see an example where no interesting such function h can be found. The following extension of the above result to Brownian motion with drift is immediate:
Again we can look for f in the form f (t, x, y) = h(x)e −αy−βt . h must then satisfy 1 2 h −µh −βh = 0, together with the boundary condition h (0) = αh(0). Hence, we get
for some constant C. As an application, these martingales allow to recover immediately a formula of H. M. Taylor [21] . Indeed let T = inf{t : S t −X t = a}, then the local martingale h(S t∧T − X t∧T )e −αS t∧T −β(t∧T ) is bounded, so that
where δ = µ 2 + 2β (see also [22] ).
Kennedy martingales for Lévy processes
In this paragraph we assume that our Lévy process X is integrable, and we denote µ = E [X 1 ]. Under this condition, we have the following analogue to Proposition 3.1:
Then f (t, S t − X t , S t ) is a local martingale.
Proof. This follows immediately from Itô's formula, and the "support property" that X t− = X t = S t = S t− on Supp(dS c t ).
(3.5) Remark. If f does not depend on y, this can also be directly deduced from Proposition 2.2.
Just as in the Brownian case, we can look for f in the form f (t, x, y) = h(x)e −αy−βt . The conditions of Proposition 3.4 then imply that h is a solution to the integro-differential equation
with the boundary condition h (0) = αh(0).
(3.6) Example. Let us look at a simple example. Assume that X is the compensated Poisson process X t = N t − t. In this case, the function h must satisfy
, it is standard to integrate the equation satisfied by h; we obtain
By putting x = 0 in the formula above, we get
On the other hand, the boundary condition h (0) = αh(0) gives
From the last two formulas, we deduce that
If we rule out the trivial case h(0) = 0, we then obtain
2 . If we also rule out the special case 1 + β − α = 0, we obtain β = e −α + α − 1 = ψ(−α), where ψ is the Laplace exponent of X, E e λXt = e tψ(λ) . Plugging this into (11), we obtain h(x) = h(0)e αx , x ≤ 1.
Let us now turn to the case x > 1. Then h must satisfy h − βh + h(x − 1) − h(x) = 0. Setĥ(λ) = 
This gives:ĥ
Hence, h(x) = h(0)e αx for all x ≥ 0, and we have found again the classical Wald martingale.
We now turn, until the end of this section, to the special case when X is spectrally negative. From Proposition 3.4, we obtain:
As a corollary, we obtain the analogue of Corollaire 2.2.2') in [4] : (3.8) Corollary. Suppose that µ = 0, so that X is a martingale. Let φ be a locally bounded Borel function, and set Φ(x) = x 0 φ(y)dy. Then,
is a local martingale.
Proof. If φ is C 1 , one checks that f (t, x, y) := Φ(y) − xφ(y) satisfies conditions 12. The result for general φ then follows from the monotone class theorem.
Let us look again for functions f in Proposition 3.7 of the form f (t, x, y) = h(x)e −αy−βt . Besides the boundary condition h (0) = αh(0), h must satisfy
Settingh(x) = −h(−x), this can be rewritten
Hence e −β(t∧T
) must be a P x -martingale for all x < 0, where
) must be a P x -martingale for all x > 0, where T − 0 = inf{t : X t < 0}. In other words, the function e βt h(x) is a time-space harmonic for A X in R + × R + . The study of this case will be continued in Paragraph 4.3.1, but for the moment, we note the following: (3.9) Example. In the case of a spectrally negative process X, the scale functions W (q) and Z (q) give rise to other natural examples of martingales. Indeed, (see e.g. [3] ), for any q ≥ 0 and a < x < b, the processes
are P x -martingales, where T = inf{t :
Therefore, any linear combination is also a martingale; this will be used in Paragraph 4.2. We recall a few examples where the function W (q) is known explicitly:
On the second line, X t = t − Nt k=1 U k where N is a Poisson process with intensity λ and U k are independent, also independent of N and have an exponential distribution with parameter c; the functions h and k are defined by
On the third line, E α is the Mittag-Leffler function of index α (see [23] or [9] ).
The functions e −qt W (q) (x) and e −qt Z (q) (x) provide us with examples of time-space harmonic functions in R + × (a, b). Note that in the Brownian case, the Kennedy martingale can be expressed in terms of W (q) and Z (q) .
Some applications
This last section is dedicated to some examples of application of the martingales we have introduced in the previous sections. In paragraphs 4.1 and 4.2, we examine two results that have already been obtained by using excursion theory, and derive them again by martingale arguments. We obtain more elementary, if less intuitive proofs. In paragraph 4.3, we generalize H. M. Taylor's formula (8) and the approach of [4] to Skorokhod's embedding problem.
The Wiener-Hopf factorization
In this paragraph, we show how our martingales can be used to recover the celebrated Wiener-Hopf factorization. Recall that this factorization states that, if θ is an exponential variable of parameter q, independent of X, then S θ and X θ − S θ are independent, and hence:
This is equivalent to the existence, for every q > 0, of two functions φ 
Standard arguments from complex analysis then entail that the functions φ Before we proceed, we recall the following well known martingale property related to the jumps of Lévy processes. 
is a martingale.
The above lemma will be used a lot below, and we shall refer to it as "basic compensation".
We also recall the basic fact that if σ = (S c ) −1 is the inverse local time of R at 0 and if we set H = X • σ ≡ S • σ, the process (σ, H) is a bivariate subordinator, called the ladder process of X. We denote by κ its Laplace exponent: E e −qσt−λHt = e −tκ(q,λ) .
We showed in Example 2.5, as a consequence of Proposition 2.2, that for every u, the process
is a martingale. θ being as above, we have hence E M (u) θ = 0. Let us compute the expectation of each term on the right-hand side of (17) . First, we have
Next, by an immediate change of variables,
.
Let us now turn to the last term of (17) . Since the summand vanishes unless ∆S r = 0, which is equivalent to ∆X r > R r− , we have
where we recall that ν is the Lévy measure of X and the second equality follows from the basic compensation lemma. Putting pieces together, we obtain:
To conclude and recover the Wiener-Hopf factorization, it remains to show that
; (18) this formula appears slightly differently as (13) in [19] , where it is proved using excursion theory. We give now a more elementary proof. Let us set, for q, λ ≥ 0:
By the basic compensation lemma, we have
where l is the Lévy measure of the ladder process (σ, H). The foregoing formula can be written as
Now, observe that we have the a.s. equality between the sets
this follows from the very definition of (σ, H). Hence, we have:
as follows once more from Lemma 4.1. It is then not hard to see that
Now, recall that κ is the Laplace exponent of a bivariate subordinator, hence admits the following Lévy-Khintchine representation: for some b, k ≥ 0,
With our choice of S c as a local time for R at 0, we have k = 1, and an immediate transformation of the integral yields:
By what we have just shown above, we obtain:
. (20) Now, recall that:
14 (18) now follows easily from combining (20) and (21).
Formula (21) was proved in [12] by elementary methods essentially building on discrete time approximations. For the sake of completeness, we now present a proof of (21) in the spirit of the present paper. Using Itô's formula and a basic compensation, it is easy to see that the process
, where θ is an exponential variable with parameter q, independent of X. Let us compute again each term. First we have
Next, notice the a.s. equality between sets
It follows that
Putting pieces together, we obtain
Now, from the Lévy Khintchine representation (19) of κ, we recognize that the term in brackets in the above formula is nothing else but κ(q, 0). (21) shows that S θ has the same law asZθ whereZ is a subordinator with Laplace exponent φ(λ) = κ(q, λ) − κ(q, 0) andθ is an exponential variable with parameter κ(q, 0), independent ofZ. More precisely, (21) can be written
where P is the Esscher transform
It would be interesting to know more on the relationships between fluctuation theory and this Esscher transform.
(4.3) Remark. In the spectrally negative case, the argument above is due to [15] ; it is then very simple, since there is no sum of jumps in M (u) and S θ ≡ S c θ simply has an exponential distribution.
The exit problem for the reflected process (spectrally negative case)
In this paragraph, we assume that X is spectrally negative, and we are interested in the joint law of (τ k , R τ k ) where τ k = inf{t : R t > k}. The knowledge of this joint law, given by (23) below, has applications in finance ( [1, 3, 17] ), and was originally obtained in [3] using excursion theory (see also [10] for a different approach). We also assume for simplicity that the Lévy measure of X has no atom, so that W (q) is a C 1 function, as shown in [10] (our results still hold in the general case, provided we interpret W (q) as the left derivative of W (q) ). Recall the scale functions W (q) and Z (q) give rise naturally to some martingales related to the two-sided exit problem for X. They can also be used to construct martingales related to R. Before we proceed, let us introduce the Esscher transform of P with parameter v, i.e. the probability measure defined by
and recall that under P v , X is a spectrally negative Lévy process with Laplace exponent ψ v (λ) = ψ(v+λ)−ψ(v). The scale functions relative to P v are denoted
v . We can now state: (4.4) Proposition. Fix 0 < x < k, and set
Then by Example 3.9, N t∧T is a P v −x martingale, so that if
Ñ t∧T is a P −x martingale. By Corollary 2.6, if we set
we obtain the desired result.
From the preceding martingale property, we deduce the joint Laplace transform of (τ k , R τ k ):
(4.5) Corollary. For all v ≥ 0 and q ≥ 0, we have:
Formula (23) was derived in [3] by means of excursion theory. To complete the description of the process at time τ k , we give the following trivariate law, which follows immediately from (23) after an Esscher transform: (4.6) Corollary. For u, v, q ≥ 0, we have:
Skorokhod embedding for spectrally negative processes
Our last example of application of the martingale properties shown in Sections 2 and 3 is a simple pathwise construction of a solution to Skorokhod's embedding problem for a spectrally negative Lévy process X.
We assume that we are in the situation of Paragraph 3.2, that is X is spectrally negative and integrable.
A solution to Skorokhod's problem has been given by Azéma and Yor in [4] for Brownian motion and one-dimensional diffusions. Rogers reexamines this solution in [18] from an excursion-theoretic viewpoint. Bertoin and Le Jan treat the problem in a very general setting in [7] , also using excursion theory. Here, we shall again restrict ourselves to elementary martingale arguments.
We first examine a simple case, which will turn out to be a particular case of our solution to Skorokhod's problem.
An extension of H. M. Taylor's formula
Let λ 0 = inf{λ : E e λX1 < ∞} ≤ 0, and assume that λ 0 < 0. We also assume that β * = lim λ→λ0+ ψ(λ) > 0. Under these assumptions, we can work out an interesting special case of Proposition 3.7.
The Laplace exponent of X, ψ(λ) = ln E e λX1 , is C ∞ and strictly convex on (λ 0 , ∞). Then for each 0 < β < β * , there are two distinct solutions to the equation ψ(λ) = β; denote them for instance by γ − < 0 < γ + . The function h(x) = Ae −γ−x + Be −γ+x (where A and B are constants) verifies
and the boundary condition of (12):
Hence h is given by
for some constant C. It is not hard to check that h can be rewritten as
for a suitable choice of C, where
Set then T a = inf{t : S t −X t = a}, for a > 0. In order to apply the optional stopping theorem, we want to show that the martingale M t = h(S t − X t )e −αSt−βt is uniformly integrable. Note that h is an increasing function; clearly, the only problem is then with the term: e γ−(Xt−St) , and it is in fact enough to show that E e γ−(Xt−St) < ∞ for all t. However, since E e γ−Xt < ∞, we can define the probability P γ− by
Then, we have E e γ−(Xt−St) = e βt E γ− e −γ−St , and E γ− e −γ−St < ∞ since X is still spectrally negative under P γ− . Thus, we obtain
which is a nice extension of (8).
It is now of interest to go further in the comparison of (26) with the Brownian case (8) . Denote by P (µ) the probability measure on (Ω, A) under which X is a Brownian motion with drift µ. We then notice the following identity
By the Cameron-Martin formula, (27) can also be expressed in terms of Brownian motion
Ta .
In particular if β ↓ 0, we obtain that the law of S Ta is exponential with parameter
with the understanding that if η(0) = δ(0) = 0, which is equivalent to ψ (0) = 0 (in this case, X is a martingale), the above formula means a limit and is:
We can also easily characterize the conditional law of T a given S Ta . Indeed, we have on the one hand
and, from (26):
Comparing the two expressions above for E e −αS Ta −βTa , we get:
The computations above were first done in the case of Brownian motion by Biane-Yor [8] in relation with the Hilbert transform of Brownian local times. It is remarkable that the same formulas (in particular (26) and (30)) are obtained more generally for spectrally negative Lévy processes; this phenomenon is related to the "universal laws" obtained by Fitzsimmons-Getoor [11] and Bertoin [5] for the Hilbert transform of the local times of a Lévy process. We shall not deepen this investigation here, as it would take us into the realm of excursion theory, and would bring us away from the main scope of this paper.
A solution to Skorokhod's problem
Let us now turn to Skorokhod's embedding problem. We retain the assumptions made at the beginning of the previous paragraph, and moreover we assume that X is a martingale (that is, ψ (0) = 0). Let µ be a centered probability measure, and set
where Ψ µ is the function defined by
as in [4] . Then X Tµ has law µ, as follows by exactly the same reasoning as in [4] . Indeed, if φ is a strictly increasing continuous function such that φ(x) ≥ x, φ(−∞) = 0 and φ(y) = y ⇒ φ(x) = x for all x > y, we deduce easily from (13):
whereT φ = inf{t : S t − X t = φ(S t )}. Let us furthermore assume that Ψ µ is continuous, bijective and that µ[x, ∞) > 0 for all x > 0. As shown in [4] , this assumption is not at all necessary, but it simplifies the computations and it is not hard to go from there to the general case. We then have T µ =T Φ provided we set Φ(x) = x − Ψ , and a simple change of variables shows that the law of X(T µ ) is µ.
Let us write Ψ = Ψ µ and T = T µ ; we now wish to compute the joint law of (S T , T ). This can be done just as in [4] . Let α and γ be two positive numbers, and denote by γ the (unique) negative number such that ψ(γ ) = ψ(γ); set, as before:
By Proposition 3.7, the process Z t = e −η(St−Xt) ((α + η) sinh(δ(S t − X t )) + δ cosh(δ(S t − X t ))) e .
Let us finish this study with the following remark. Assume that X is square integrable; then the predictable bracket of X is given by
where σ is the diffusion coefficient of X and ν its Lévy measure; since X 2 − X, X is a martingale, we obtain
(4.7) Remark. Let φ be a function as above, and set T φ = inf{t : S t − X t > φ(S t )} (in the Brownian case, T φ ≡T φ ). It is easy to study T φ or S(T φ ) by excursion techniques; one then obtains
the law of X(T φ ) can also be computed, however, the expression of this law is rather complicated, so that it would be quite difficult to find the appropriate φ to ensure that X(T φ ) has a given law µ.
On the other hand, for a (spectrally negative) Lévy process more general that Brownian motion, T φ andT φ are different, and excursion theory does not seem very efficient to studyT φ . This point illustrates the complementarity between martingale and excursion techniques.
