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SIMBOLOGIA UTILIZADA 
c = contido em 
6 = pertence a 
At = transposta de A 
^ = interseção ' 
U = união 
(+) = soma direta 
> = = -maior ou igual 
< = =. menor ou igual . 
= / = não 'igual 
B . 
Interseçäo(A¡) = interseção de A1 até An 
i = 1 
F-loca Ê = união de A1 até An 
f: A -- > B = mapa- que aplica A em B 
oo = infinito 
t--> = t tende a 
t --/-> = t não tende a 
max (.) = máximode 
min (.) = mínimo de -
n 
Soma (Ai) = soma de A1 até An i= 1 
|A} = modulo deA 
=normadeA 
<--> = equivalente a 
det(A) = determinante de A
d/ dt(.) = derivada respeito de t 
dx/ dt = derivada de x respeito de t 
diag[ ai, i= 1..n] = matriz diagonal com elementos ai na diagonal 
blocodiag [a¡, i= 1..n] = matriz bloco-diagonal com blocos ai na diagonal 
Apxq = matriz de dimensões p por q
' 
dim (A) = dimensão de A
V 
C+ = complexos com parte real positiva ou nula 
C' = complexos com parte real negativa _ 
X+ (A) '= subespaço dos modos instáveis, do mapa A 
X'(A) = subespaço dos modos estáveis do mapa A 
@(A) =_ espectro de mapa A V ` 
Im A = imagem do mapa A 
Ker A = espaço nulo do mapa A 
A| S = mapa A restrito ao subespaço S 
X/S = espaço quociente de X relativo a S 
R(s) = anel das funções racionais reais _ 
R[s] = anel dos polinômios de coeficientes reais 
Rnxp(s) = anel das matrizes nxp racionais reais 
RnxP[s] = anel das matrizes nxp polinomiais de coeficientes reais ` 
Rp(s) = anel das funções racionais reais e próprias 
RpnxP(s) = anel das matrizes nxp racionais reais e próprias 
(s) = anel das funções racionais reais e estritamente próprias Rpo 
Rp0nxP(s) = anel das matrizes nxp racionais reais e estritamente próprias 
T a-b = transferência de b para a 
Gi]-(s) = elemento ij da matriz G(s) A 
grauc-1 [A] = grau da colunaj da matriz A 
gràulí [A1 = grau da lizúzzi da matriz A 
Z[A(s)] = conjunto de zeros de A(s)
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PRINCIPAIS ABREVIAÇÕES 
PI = controlador proporcional integral 
PID = controlador proporcional integral derivativo ` 
C N e S = condição necessária e suficiente 
C N = condição necessária 
C S = condição suficiente 
SSE = se e somente se 
Fl`MF_ = função de transferência de malha fechada 
MA = malha aberta - 
MF = malha fechada 
f.c.d. = fração coprima pela direita 
f.c.e. = fração coprima pela esquerda 
SLM = sistema linear multivariável 
PP = posicionamento de pólos 
E = estabilidade 
PPP = problema de posicionamento de pólos ‹ 
PE = problema da estabilidade 
PRP = problema de rejeição de perturbações com realimentação de estados 
PRPES = problema de rejeição de perturbações com realimentação estática da saída 
PRPDS = problematde rejeição de perturbações com realirnentação dinâmica da saída ` 
PRPA = problema de rejeição de perturbações assintótico « 
PRPE = problema de rejeição de perturbações com estabilidade . 
PRPER ¡= problema de rejeição de perturbações com estabilidade relativa 
PRPPP = problema de rejeição de perturbações com posicionamento de pólos por 
realimentação de estados 
.
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PRPSPP = problema de rejeição de perturbações com posicionamento de pólos por 
realimentaçao da saída 
_
. 
PRPAPP = problema de rejeição de perturbações assintótico com posicionamento de 
pólos
p 
PDT = problema de desacoplamento por realimentação de estados 
PDTA = problema de desacoplamento por realimentaçâo de estados para o sistema 
aumentado ' 
PDTS = problema de desacoplamento por realimentação da saída 
PDTPP = -problema de desacoplamento com posicionamento de pólos por realimentaçäo 
de estados « ' 
PDTSPP = problema de desacoplamento com posicionamento de pólos por
z 
realimentaçao da saída i ' 
PDTPPU =_ problema de desacoplamento total com posicionamento de pólos por 
realimentação unitária 
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z RESUMO 
Nesta dissertação se realiza uma análise comparativa das soluções 
apresentadas pelas teorias geométrica e polinomial para resolver os problemas de 
posicionamento de pólos, rejeição de perturbações e desacoplamento entrada-saída 
em sistemas lineares multivariãveis. 
Primeiramente são analisados, para cada problema, os diferentes 
conjuntos de condições que devem se verificar parajarexístência da solução. Após 
isto se colocam e comparam os procedimentos de síntese dos compensadores. Em 
cada caso são colocadas as_ vantagens e desvantagens 'da aplicação dos diferentes 
métodos. r 
Como aplicação da análise realizada é resolvido o problema do controle 
desacoplado do fluxo e velocidade de um motor a.c. A solução é colocada em duas 
etapas. Na primeira propõe-se uma técnica de controle para o modelo linearizado 
do motor. Na segxmda, a solução é generalizada para o caso não linear. Os 
resultados obtidos são -.avaliados medianteçsimulações, se eles mostram a boa 
performance da estrategia de controle proposta - '
\.
ABSTRACT 
In this work, a comparative analysis made about the geometric and 
factorial approaches to solve pole shifting, disturbance rejection and decoupling 
problems in linear multivariable systems. ` 
First of all, for each problem, the different sets of conditions that must 
be verified for the existance of solutions, are analysed. After that, the controller 
synthesis procedures are shown and compared. In each case, the advantages and 
disadvantages of the application of the different methods are stated. 
As an application of the analysis made, the a.c. motor flux and speed 
decoupled problem is solved. The solution is presented in two stages. In the first one 
a technique for the control of -the linear model is proposed. For the second stage, 
the solution is extended to the non-linear case. The results obtained are evaluated 
with simulations, showing the goodness of the proposed control strategy.
PARTE 1 
Introduçaoe Conceitos Prellmlnalfes
1
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cAPíTULo 1z rNTRouUçÃo E oBJE'nvos. 
1.1. Introdução ao trabalho 
O estudo da teoria de sistemas de controle linear multivariável têm passado, no 
decorrer das ultimas décadas, por diversas etapas que se diferenciam,'fundamentalmente, 
pelo tipo de abordagem matemática utilizada. ' 
Os trabalhos da teoria freqüencial clássica (Bode, Nyquist, Ruth-Hurwitz, etc), 
da primeira metade do século vinte, utilizaram-se dos conhecimentos da teoria polinomial 
existente (Maxwell,'I-Iermite, etc) para estabelecer -criterios de análise e projeto baseados 
nos conceitos de margem de fase e de ganho. 
Já apartir dos trabalhos de Kalman, ao final dos anos cinqüenta, a abordagem 
dos diferentes problemas de controle mudou para a utilizaçao de representaçoes matriciais 
dos sistemas através de suas equações de estado. O novo enfoque levou à adoção de 
especificações de controle baseadas no posiciona-mento de pólos do sistema e na 
otimização das respostas em malha fechada (controle ótimo). Nessa etapa, a solução dos 
problemas de realimentação e estimação de estados passaram a ter uma importância 
fundamental nas técnicas de projeto. 
Ao final da década de sessenta, surge uma nova teoria que permite a solução de 
diversos e importantes problemas de controle de sistemas lineares multivariáveis, como a 
rejeição de perturbações e o desacoplamento entrada-saida, utilizando a representação por 
variaveis de estado. A chamada teoria geométrica, que utiliza a álgebra linear como 
ferramenta matemática, permite, além da obtenção da solução, uma interpretação simples 
dos fenômenos físicos presentes em cada problema. Paralelamente a esta teoria surgem
9 
alguns trabalhos estabelecendo, nas representações clássicas, condições de solução 
equivalentes às geométricas. Isto criou para diversos problemas alternativas de solução em 
função do tipo de representação utilizada. 
` Nos últimos anos tem-se retomado zà análise freqüencial dos sistemas 
multivariáveis, mas com uma representação em frações polinomiais. Nesta teoria, 
conceitos como controlabilidade e observabilidade tem sido reformulados com a utilização 
da teoria de aneis e módulos. Além das interpretações teóricas deste enfoque, surgiram 
caminhos alternativos para a implementação de algoritmos de análise e síntese de 
controladores. 
Atualmente, as diferentes teorias \ matemáticas do controle encontram-se 
avançando por diversos caminhos e estabelecendo, em cada um deles, soluções de 
especificação ou tratamento diferente para cada um dos mais importantes 'problemas do 
controle de sistemas lineares multivariáveis. ' 1 
1.2. Objetivos do trabalho - 
Considerando a análise acima pode-se concluir que existem, dentro da teoria de 
controle de sistemas lineares mult-ivariáveis, diversos tipos de solução --para cada tipo de 
problema e varias maneiras de implementação de cada uma de elas. Por isso o engenheiro 
de controle deve realizar, antes de optar por uma estrutura decontrolador e/ou por uma 
técnica de síntese, uma pesquisa»-que permita comparar as diversasiformas 'de especificar e 
solucionar o problema em estudo. 
' O objetivo deste .trabalho é fornecer uma síntese dos :diversos resultados 
possíveis para os mais importantes problemas da teoria de controle de sistemas
10 
multivariáveis e realizar uma análise comparativa dos mesmos, de forma tal que a escolha 
da solução mais adequada para cada situação seja o mais simples possível. Ao mesmo 
tempo o trabalho será base para pesquisas mais aprofimdadas em alguns dos problemas 
aqui analisados, ou para a implementação de algoritmos de controle utilizados em pacotes 
de análise e projeto assistido por computador.
_ 
Por outro lado, mostra-se como as técnicas teóricas analisadas podem ser 
aplicadas com sucesso à solução de problemas reais e de grande importância prática. Em 
particular neste trabalhoçé solucionado o problema do controle não interativo de fluxo e 
velocidade de um motor de induçao alimentado por tensão. 
1.3. Organização do trabalho. 
, 
O trabalho é dividido em três partes. A priineira' éconcluida com o capítulo 2 
onde são revisados alguns conceitos básicos das teorias geométrica e polinomial. A 
segunda parte, dividida por sua vez em quatro capítulos, ocupa-se da análise comparativa 
das diversas teorias que estudam os principais problemas do controle de sistemas lineares 
multivariáveis. No capítulo 3 é abordado .o problema de posicionamento de pólos e da 
estabilidade, no capítulo 4 a rejeição de perturbações, e no capítulo S a rejeição de 
perturbações com posicionamento de pólos. O desacoplamento entrada-saída com e sem 
condições de estabilidade ou posicionamento de pólos é estudado no capítulo 6. Na 
terceira parte se apresentam, no capítulo 7, aplicações dos resultados obtidos ao controle 
de motores de indução, e no capítulo 8 as conclusões gerais do trabalho. 
Deve se notar que, como regra geral, a maioria dos teoremas e resultados 
apresentados neste trabalho não vão acompanhados das respectivas demonstrações e que 
todas elas podem ser achadas nas referências oportunamente citadas.
11 
CAPÍTULO 2 : CONCEITOS PRELIMINARES 
Neste capítulo são colocados em forma resumida os conceitos preliminares 
necessários para a formulação dos problemas dos capítulos seguintes. Eles são 
apresentados separadamente para a teoria geométrica e polinomial.
_ 
2.1. Teoria geométrica [Wonham 791, [Gomes 841, [Schumacher-.80=b]. 
Espaços A-invariantes e mapas restritos. 
Definição 2.1: ' 
.
' 
Seja um mapa linear A: X--> X e um subespaço V c X qualquer. Diz-se que V é 
A-invariante SE AV c V. 
É possível definir para um dado mapa A: X --> Y o seu mapa restrito a um subespaço 
S c X como: z I _ 
A|S:S->Y ~ 
etalque 
A|S=AS t 
ou seja que A] S tem a mesma ação que o mapa A mas nãoesta definido fora de S. ' 
Utilizando a propriedade da invariancia pode ser observado que para o mapa S 
A-invariante tem-se: z - _ 
A 
I S : S --> S
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Chamando A1 ao mapa que "insere" o subespaço S em X tem-se o seguinte diagrama:
A 
x x 
A1 A1 
A|s 
S .... »._> s 
Se existeRtal queR(+)S = Xe ARcRentão.existeomapa A|R:R-> R eomapa 
A pode ser decomposto nos mapas complementares AI S e AI R. - 
Espaços quocientes e partição do espectro. 
Dado um subespaço V c X e um vetor xl e X, chama-se classe lateral de xl modulo V aos 
vetores v e Xtais que xl-v e V. Para cada xl e X e V c X a mencionada classe é uma- classe 
de -equivalência. O conjunto destas classes com as operações de soma e produto por um 
escalar formam um espaço vetorial chamado espaço quociente de X relativo ao subespaço 
V e notado como X/ V. A dimensão do mencionado espaço é: - 
âim(x/vq)=a¡mx-óimv 
Desta forma cada vetor x e X tem associada uma classe x' tal que existe um mapa P 
(projeção canônica) que verifica: _ ._ V 
P:X---> X/V e Px~= x'
.›
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Nota-se que X/ V não é subespaço de X, porém ele é isomorfo com qualquer complemento 
V' do subespaço V, e por isso é escolhido como o complemento padrão de V. Assim tem- 
se: 
V'(+)V = X e V'isomorfo comX/V 
Com esta partição do espaço X pode-se obter, para o espectro do mapa A: X -> X, a 
seguinte relação: ' 
@(A) =_@(A|V)U @(Â) 
onde A é o .mapa induzido pelo mapa A no' subespaço X/V, .definido na continuaçao, e 
Al V é o mapa restrito ao subespaço V. 
O mapa induzido pelomapa A no subespaço X/V,¬corn' V A-invariante, é definido como: 
Ã z x/_v---> x/v 
etalqueseverifica: ÃP = PA. 
Estabilidade. 
A Í Dado um sistema representado pelas equações: ' 
dx/dt = Ax + Bu comx(0) = x0 et >=0 (1) 
y=Cx .
-'14 
diz-se que seu comportamento é estável 
SE: 
o estado x(t) tende a O para t tendendo a infinito' com entrada u(t) = Oipara todo t. 
Dado que o sistema pode ser representado também numa relação irreductível entrada- 
saída como segue: V 
` 
- Y(S) = H(S)11(S) (2) 
deve-se fazer uma distinção entre estabilidade interna e externa do sistema. Geralmente 
,diz-se que um sistema é internamente estável quando a totalidade de seus estados verifica 
a condição estabelecida, e externamente estável, ou simplesmente estável, quando a 
condição é verificada somente pelos estados ou modos representados na equação (2). 
Considerando as definições anteriores pode ser definido o dominio de estabilidade 
representando ao sistema pela equação dx/dt = Ax com x(0) = x0: 
'Dom-estab-A = { v e X tal que se x(0) =v então x(t)--> O para t-> oo } 
Para associar este conjunto ao espectro do mapa A considera-se o polinômio mínimo de A 
(que será notado A(s)) como: 
' 
'
4 
› A(s) = A°(s) .A+(s) 
onde: 
A'(s) é o polinômio associado as raizes estáveis de A(s) 
A+ (s) é o polinômio associado as raizes instáveis de A(s)
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Definindo os subespaços X+(A) e X'(A) como: 
x+(A) = Kor [ A+(A)1 
' X'(A) = Ker [ A'(A) ] 
verificam«se as seguintes propriedades: 
(1) x+(A) (+) x'(A) = x @ v 
(ii) X* (A) e X`(A) são A-invariantes 
(iii) toda trajetoria do vetor de estados iniciada em X'(A) irá para zero quando t->oo, e 
aquelas iniciadas em X* (A) não o farão. ' 
Com isso o dominio de estabilidade fica perfeitamente definido pela relação: 
` Dom-est-A = X7(A) ` 
Controlabilidade e observabilidade. 
As definições de controlabilidade e~ observabilidade do sistema na 
representação por variaveis 'deestado estão intuitivamente vinculadas, respectivamente, à 
possibilidade de comandar ou observar a evolução do vetor de estados através .das entradas 
e saídas do sistema. As condições de verificação destas propriedades, conhecidas 
matricialmente nas expressões: “ ' * 
posto [B AB A213 Afl'1B1 = o
` 
p 
posto [ c CA cA2 cAfl'1 1* =«o 
'É 
'
_
\ 
onde n = número de estados, 'podem ser colocadas através dos subespaços de modos 
controláveis e observáveis do sistema. '
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Suponha a seguinte representação para o sistema: 
dx/dt l= AX + Bu 
y =Cx comx(0)=x0 et>0, 
e onde x e X, y e Y e u e U são o estado, a saída e a entrada do sistema. Assim é possível 
definir: 
u
' 
(i) n subespaço dos modos controláveis do' par (A,B) é <A,I_rnB> =ImB + AImB + 
A2ImB + + An`1ImB , .e é ao mesmo tempo o menor subespaço A-invariante que 
contem a ImB, 
'
V 
(ii) o subespaço dos modos não observáveis do par (C,A) é Nob = KerC ^
 KerCA ^ 
KerCA2 ^  ^ KerCAn'1 _, e é ao mesmo tempo o maior subespaço A-invariante contido 
em KerC. ' 
A partir destas colocações as condições de controlabilidade e observabilidade podem ser 
expressas como: '- 
Teorema 2.1. 
'
‹ 
O sistema dado pela tema (A,B,C) é controlável SSE ‹<A,ImB'> = X, e é observável SSE 
Nob ='0" 
V
t 
_ 
De forma mais geral podem ser definidas as classes de subespaços de modos 
controláveis de um dado par (A,B) ou de modos não observáveis dopar (C,A), dual da 
primeira.
i
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Um subespaço R c X é dito subespaço de controlabilidade do par (A,B) quando 
existe F: X-->U e G: U-->U tais que: i 
R = < A+BF |1m(BG) > 
to que implica na controlabilidade do par ((A+BF) I R,BG). 
Nota-se T(A,B,X) á classe de subespaços de controlabilidade do par (A,B) no espaço X. 
De forma mais geral- para um dado- subespaço S c X define-se a classe T(A,B,S) como: 
T(A,B,S) = { R tal que R sz T(A,B,X) z R c s } 
Toda classe T(A,B,S) possui um elemento máximo, notado R'(S) e chamado geralmente 
de maior subespaço de controlabilidade contido em S. Cabe mencionar que no caso 
particular do espaço X se verifica T(A,B,X) -= <A,ImB>. Dualmente, para a classe de 
subespaços de observabilidade complementária do par' (C,A) que contêm a um dado S 
existira um elemento mínimo, notado Nz(S) e chamado de menor subespaço de 
observabilidade complementâria que contêm à S. 
R Existem diversos algoritmos para a determinação dos' subespaços R'.(S) e 
Nz(S), [Wonham~79], [Willems 81]. Citando as sequências mais importantes tem-se: 
(i) para lÍ'(S) gera-se:
` 
R1<+1(s) = s (ARk(s) + 1mBR) com R0 = o 
e acha-se o máximo quando RH' 1(S) = Rt(š) para algum t inteiro;
\ 
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(ii) para Nz(S) gera-se: 
Nk+1(s) ê s + (A4 Nk(s)) -Kerc com N0(s) = x 
e acha-se o mínimo quando Nt + 1(S) = N¡(S) para algum t inteiro. 
Pares (C,A,B) e propriedades. 
Dado um sistema representado pela terna (A,B,C) como na equação (1) e um 
subespaço V c X qualquer, diz-se que: 
(i) V é (A,B)-invariante SSE se verifica: 
existe F: X --> U tal que (A+ BF)V c V 
ou equivalentemente: ' 
AV c V + ImB 
(ii) V é (C,A)-invariante SSE se verifica: 
existe G: Y -> X tal que (A+ GC)V c V 
ou equivalentemente: 
` 
A(v ^ Kzrc) ¢ V.
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De forma mais geral pode se definir a classe de subespaços (A,B)-ínvariantes contidos em 
um dado subespaço S c X. Assim tem-se: 
J(À,B,s)={ v¢x,v¢sze›ús¢¢Ftz1qu¢(A+BF)vzv} 
e pode provar-se que a classe J(A,B,S) possui um elemento máximo. Ele é definido como o 
maior subespaço (A,B)-invaria;nte contido em S e é notado: V? (S). A classe de todos os 
mapas F que fazem V um subespaço (A,B)-invariante é notada como F(V). 
Utilizando dualidade é possível definir a classe de subespaços (C,A)-invariantes 
que contém o espaço S c X e provar que a mencionada classe possui um elemento mínimo 
que será notado: Vz(S). A classe de todos os mapas G que fazem V um subespaço (C,A)- 
invariante é notada como G(V).
‹ 
Utilizando os conceitos de (A,B) e (C,A)“invariancia é possível definir os pares~ 
(C,A,B) como: 
Definição 2.2: . 
O par de subespaços (VPVQ pertencentes ao espaço. X é um par (C,A,B) quando se 
verifica: e 
V1 é (C,A)-invariante 
V2 é (A,B)-invariante 
Sejam F(V) e G(V) as seguintes classes de mapas:
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F(v) = {Fz X-->U tal que (A+BF)v ‹z v} 
G(V) = {G: Y-->X tal que (A+GC)V c V } 
Então um dado par (C,A,B), (V1,V2), verifica a seguinte propriedade: 
ExistemFcF(V2) ,GcG(V1) e K: Y-->U tais que: 
F=F0+KC e G=G0+BK 
com V1 c KerF0 e ImG0 c V2. 
Assim pode ser introduzida a classe não vazia P(V1,V2) como:
A 
P(V1,V2) = { (F,G) c F(V1) x G(V2) tal que existe K: Y-->U 
de modo que se verifica V1 c Ker(F-KC) e Im(G-BK) c V2 } 
Comentarios gerais.. 
Os conceitos da teoria da invariância aqui analisados sao de grande importância 
na abordagem geométrica da teoria de controle de sistemas multivariáveis e em particular 
no estudo dos problemas de rejeição de perturbações e desacoplamento. Para um estudo 
mais aprofundado dos mesmos aconselha-se seguir as referências 'citadas no começo deste 
capítulo.
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2.2. Teoria polinomial, [Hautus 781, [Callier 821, [Vidyassagar 85],[Bhattacharyya 831, 
[Ozgurer 851, [Van der Woude 871. _ 
A teoria polinomial constitui uma ferramenta importante para o estudo da 
teoria de sistemas de controle multivariáveis. Mesmo que a teoria frequencial clássica 
tenha utilisado durante muito tempo a teoria de polinômios para desenvolver os seus 
resultados, é com a representação por matrizes polinomiais que a maioria das ferramentas 
conhecidas podem ser aproveitadas. Nos últimos anos uma grande quantidade de 
resultados têm sido desenvolvidos, dando a possibilidadede utilisar outras técnicas além 
das da conhecida teoria geométrica matricial. Para uma revisão geral da teoria_básica de 
polinômios e sua ' aplicação aos problemas de controle multivariãvel referir-se 
principalmente à [Callier 82] e [Vidyasagar -8-5]'.
' 
Matrizes polinomiais. 
r 'Uma matriz polinomial, com elementos pertencentes ao anel de polinômios 
R[s], notada como M[s] e Rmxn[s], ré a representação de um mapa linear que leva do 
módulo (Rn[s],R[s]) ao módulo (Rm[s],R[s]). 
Assim M[s]: (R11[â1,R[s1) --> (RP1[s1,R[s1) ézzú que; 
~
_ 
(i) idet( M[s] ) =/ 0 (não identicamente nulo) <-> as colunas de M[s] são linearmente 
independentes sobre R[s] <--> -se Mx~= O então x = 0 <-> M é um mapa injectivo. 
' 
*ä 
_ 
›. 
Além disso se n ft-m define-se a matriz M como não singular.
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(ii) det( M[s] ) = constante não nula <-->' o mapa linear M é 
bijzzzúvo <--> existe M'1[s] ‹-z Rfl×m[s1. 
Além disso se n=m define-se a matriz M como unimodular ou inversível. 
Propriedade: 
Seja M[s] e RnXn[s]. Então: 
SE M é não singular <--> posto(M[s]) = n menos para um-conjunto finito de pontos do 
plano complexo. . 
Se M é tmimodular <_--> posto (M[s]) = n para todo s complexo. 
Máximo divisor comum pela direita e esquerda. 
Sejam A, B, e C três matrizes polinomiais tais que A = BC. Então diz-se que: 
A é múltiplo pela-direita de B (m.d.) e C é divisor pela direita de A (d.d.). Idem para as 
relações pela esquerda, m.e., e d.e. 
Se A = AIR = LA2 e B = BIR = LB2 então diz-se que: 
R (L) é divisor comum pela direita, d.c.d., (esquerda, d.c.e.) de A e B.
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Se R' (L") é m.e. (m.d.) de todos os d.c.d.(d.c.e.) de A e B então R' (L*) é .o maior divisor 
comun pela direita (esquerda), m.d.c.d. (m.d.c.e.), de A e B. . 
Matrizes coprimas pela direita e esquerda. 
Duas matrizes polinomiais A e B com o mesmo número de colunas são ditas coprimas pela 
direita, c.d. ( esquerda, c.e. ) SSE elas tem um m.d.c.d. ( m.d.c.e. ) unimodular. 
Identidade de Berzout. 
Seja o sistema' linear multivariável representado pelas seguintes equações: 
D(P) z(t) = N¢(P)11('f) P=<1/dt 
A 
Y(f) = Nd(P) z(t) + K(P)~11(Í) 
_ 
(3) 
onde u(t) (dim ni), z(t) (dim ne) e y(t) (dim no) são respectivamente a entrada, o pseudo 
estado, e a saída; efD (não singular), Nd, Ne e K são matrizes polinomiais. A função de 
transferência do sistema pode ser obtida como: _ 
' 
H(s) = Nd D-1 Ne + K tz Rfl°XflÍ(s). 
Seja o par (Nd,D) e Rn°xI.ú'[s] x RníXni[s] com D não singular. Então (N d,D) é 
um par coprimo pela direita SSE existem duas matrizes polinomiais Ud, e Vd tais que 
verificam a identidade de Berzout: V
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UdNd+VdI)=IDi 
que é ,simplesmente a generalização do caso escalar para dois polinômios coprimos. Além 
disso [ Ud Vd ] é a inversa pela esquerda de [Ndt Dt ]t com operações no anel R[s]. 
Se são consideradas as duas representaçõescoprimas de uma dada função de transferência 
H(s), pode se utilizar uma forma generalizada de Berzout para vinculá-las. Assim dada 
(Nd,Dd) fração coprima pela direita de H(s) ( f.c.d.), existem Vd, Ud, Ue, Ve tais que: 
`Vd Ud Dd -U 
'-Ne De Nd vez i rn 
e onde (De,Ne) é uma f.c.e. de H(s). 
Matrizes de transferência próprias. 
Definição 2.4.: '
° 
Dada a matriz de transferência H(s) c Rn°Xni[s] diz-se que ela é própria ( estritamente 
própria) SSE H(s)--> A c Rnomi (H(s) --> 0) quando s-->`oo. Nota-se, respectivamente, 
Rpn°Xm(s) e Rpon°xm(s) aos aneis de funções racionais próprias e estritamente próprias .
£a_J 
Definição 2.5. 
Dado um vetor linha ou coluna de uma matriz polinomial qualquer,define-se o grau do 
vetor como o maior grau de seus elementos. Nota-se, respectivamente, grau¡1(M) e 
graucj(l\/D aos graus da linha i e coluna j da matriz M. ‹ 
Assim se (Nd,Dd) é uma f.c.d. de H(s) própria, para toda colunaj vale: 
grauc-Í(Nd`) = < graucÍ(Dd). Observe que o recíproco.não é válido. 
Definigão 2.6. 
Dada uma matriz D c Rmm[s] não singular diz-se que é reduzida por colunas ( linhas ) 
SSE: 
`
V 
Il I1 › 
grau(det D) = soma [ graucj(D)] _ ( soma [ grau]i(D)] ) 
j=1 
t 
-i=1 
‹ _ 
A importância desta definiçao baseia-se na 'possibilidade de gerar, através de operaçoes 
elementar-es com `linhasf"e colunas, e a partir de uma dada representação coprima de H(s), 
(Nd,Dd), uma outra equivalente, também coprima, mas com Dd reduzida por colunas 
(menor grau por coluna). * 
A partir destas definições pode ser achada a matriz de coeficientes máximos 
por coluna, Dh, de uma matriz D c Rmm[s] não singular e com graus por coluna kj.
/
2 6 
Assim: 
. Dh = limite D[51.[dizg0nz1( s'1<1' )j=1 z 111 
s-›‹×› ~ 
Observe-se que Dh terá elementos não nulos quando o correspondente em D tenha grau 
igual ao máximo da coluna. A definição para linhas é equivalente. 
Quando umamatriz D é reduzida por colunas, Dh é não singular. 
Uma matriz D é reduzida por linhas e colunas quando: 
limite {.(diag[s'ñ] i= 1...ne).D[s].(diag[s'kÍ1j = 1...ne)} = Dh 
s-- > oo 
com Dh e Rnexne, det(Dh) = 0 e ri, graus por linha e coluna respectivamente. 
Zeros de desacoplamento de entrada e saída. Controlabilidade e observabilidade. 
Definição 2.7. 
A
. 
O complexo s é dito zero de desacoplamento de entrada do sistema descrito pelas 
equações (3) SSE dada uma matriz L(p) md.c.e. do par (D,Ne) se verifica L(s) = 0. 
O complexo s é dito zero dedesacoplamento de saída do sistema descrito pelas equações 
(3) SSE dada uma matriz‹R(p) m.d.c.d. do par (Nd,D) se verifica R(s) = 0. '
27 
Estas definições permitem vincular a controlabilidade e observabilidade da representação 
(3) com a existencia de cancelamentos de modos entre as matrizes Ne, D e Nd. Como o 
tratamento édualanalisa-se unicamente o caso da observabilidade. - 
4 Chamando trajetoria de entrada zero do sistema (3) às soluções da equação diferencial 
homogenea Dz = 0, pode se definir 'a observabilidade do sistema como segue: 
O sistema (3) é observável se toda trajetoria não trivial de entrada zero é observâvel. 
Uma trajetoria nao trivial de entrada zero é nao observável quando a saída correspondente 
y(t) verificar 
zy(t). = Nd(p)z(t) = O para todo t> O 
_ ou equivalentemente z(t) é soluçao de: 
[D(p)f Nd(p)1 1*z(z) ¬= o pam¢‹›ó0z>o 
equivalente a ser solução de: 
R(p) z(t) = 0 para todo t>0 
sendo R(p) o m.d.c.d. do par (Nd,D). 
Com isso a condição de observabílidade é colocada como segue.
_ \
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O sistema (3) é completamente observável 
SSE 
(Nd-,D)« é um par coprimo pela direita 
ou 
não possui nenhum zero de desacoplamento de saída. 
Frações internamente próprias. Estabilidade assintótica. 
Uma representação do sistema (3) dada por (Nd,D,Ne,K) é internamente própria SSE as 
matrizes: 
D'1,Nd D'1,D-1 Ne, z H = Nd D-1 Ne + lc 
são próprias. 
Definição 2.8. 
Diz-se que 0 sistema (3) é bem conformado SE para toda condição inicial de z(t) e suas 
derivadas, e para toda entrada u(t) tal que u(s) c Rp0(s)ni e dju/dtÍ(0') = 0 para j = 1,2,.. se 
verifica: . 
z‹s› zRp0‹â›“¢ e y‹s› ‹‹Rp0‹s›“° 
Pode-se provar que se 0 sistema é bem conformado, sua representação ( Nd,D,Ne,K é 
estritarnente propria, Estas propriedades permitem o estudo da estabilidade assintótica do 
sistema através da mencionada representação.
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Definiçäo 2.9. 
A representação ( N¿,D,Ne,K) é exponencialmente estável SSE: 
(i) toda trajetória z(t) gerada a partir das condições iniciais ep com entrada nula é 
decrescente, isto é: ‹ 
para todo z(0) c R” existem dois reais a > O e b > '0 tais que a solução z(t) < b exp(-at) 
para todo t > 0; 
(ii) é bem conformada. 
Com esta definição pode se estabelecer o seguinte teorema: 
TEOREMA 2.1. 
O sistema ( Nd,D,Ne,K) é exponencialmente estável SSE: 
(i) Z[ det D ] c C' 
(ii) a representação ( Nd,D,Ne,K) é internamente própria. 
Para testar a parte (ii) do teorema 2.1. pode ser utilizada da estrutura reduzida das matrizes 
do sistema. Assim : « V ` `
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Dado o sistema ( Nd,D,Ne,K ), 
SE ' 
D é reduzida por colunas e linhas com graus e ri respectivamente, e se verifica: 
grauli [ Ne] = < ri para todo i= 1,2...,ne 
graucj [ Nd ] = < para todo j = 1,2...,ne 
` 
Ke RIIOXH 
ENTÃO - 
o sistema é bem conformado. 
Matrizes-próprias por linha ou coluna. Matrizes causais e bicausais. Ordem de uma 
matriz não nula. 
Dada uma matriz racional W(s) c R(s)nXm e sua representação em vetores coluna, 
W1 w2 wm com W¡(s) e R(s)n, gera-se W'(s) e RÓ(s)nXm tal que suas colunas w'¡(s) 
verificam: 
H 
w”¡(s) = s`gra“(W¡) w¡(s) 
e calcula-se W' = lim W'(s). ' 
' S-> OO 
Definiçâo 2.10 : 
'
. 
Diz-se que W e l_§(s)nXm é própria por colunas se a--matriz W' é injetiva. Dualmente, se Wi 
é própria por colunas, então W é própria por linhas.
\
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~ Definigâo 2.11 -, 
~
A 
Uma matriz W(s) e R(s)nxm é causal (estritamente causal) se todo elemento não nulo de 
W(s) É Próprio (estritamente próprio). Se W(s) causal tiver inversa pela direita (esquerda) 
diz-selque é bicausal pela direita (esquerda). Se W(s) for quadrada e inversível e sua 
inversa for causal, diz-se que W(s) é bicausal. - 
Definição 2.12 :
~ 
A ordem de uma matriz T(s) não nula é definida como o inteiro ordem(T(s)) tal qua 
. verifica: A _ 
um S-ordem(T(s)) T(s) = k = / O 
s '--> oo 
A solução do "two-side matching problem " :A = B X C. 
~A solução da equação A =--BXC para A, B, .e C matrizes polinomiais é de grande interesse 
. 
'na teoria de sistemas multivariáveis, pois permite uma abordagem polinomial do problema 
H 
de rejeição de perturbações. Para que os problemas relativos à rejeição de perturbações 
dos capítulos 4 ei 5 possam ser devidamente analisadosré necessário estudar a solução da 
' equação A = BXC nos aneis Rp(s) e R[s]. 
Considere-se A e R[s]pxq, B e R[s]pxr, C ejR[s]5xq e sejam U e R[s]pxP, V e R[_s]qxq 
matrizes polinomiais unimodulares tais que:
~ 
B' 
j
V 
‹UB=0 cfv=[c0] ~
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e onde B'c R[s]kxf é própria por linhas e C'c R[s]Sx1 é própria por colunas com graus por 
linha e coluna ui e vj, respectivamente. 
_
_ 
A'11 A'12 
seja A' = U A v = com A'11 c R[s]kX1 
A'21 ^'22 
e seja GB (GC) o maior fator comun pela esquerda (direita) de B'(C'), isto é: i 
B'=GBUB C'=UCGC 
onde UB (UC) é própria por linhas (colunas) e imimodular pela esquerda (direita). 
A partir destas matrizes as condições de solução da equação A = B X C são colocadas no 
seguinte teorema: 
TEOREMA 2.2: - 
A equação A = B X C tem uma solução X(s) tal que: 
(1) X(s) ¢ Rp(â) ssEz 
^'12 = °› A'21 = °› A'22 = 9 
_ 
(4) 
gI`aU(3.,ij) = < Ui + Vj i=1..k,j=1..l 
X(s) c R[s] SSE vale a condição (4) e 
GB`1 A'11 GC"1 é matriz polinomial (6)
colocado 0 procedimento de síntese da 
solução. 
caso (i): 
Considere a equação A'11 = B' X C 
Como B'(C') é própria p 
(esquerda) tal que, [Hautus 78): 
or linhas (colunas) exis 
J J~ 
Êfëfloloca UEãÊ\fÊ;?§ÉÊÉ§?§ë 
7 Ê 
V 
m Ozgurer o será A prova completa do teorema pode ser achada e 
' ando verificadas as condições de matriz X(s) qu 
C'(S) = C (S) DC(S.) B'(S) = DB(S) B1(S) . ' 1 
111 ~- onde: DB(s) é diagonal (s s 
DC(s) é diagonal ( svl svz svl) 
e B1(s) (C1(s)) é b 
- (esquerda) B2(s) ((b(s)). _ 
_ Assim: - 
icausal pela direita (esquerda) 
- Dt ‹s›'1 A'11‹s› D¢‹s›*1 0z‹s› X(S) B2(S) B 
1 
.é solução de (7) e pe a 
X(s) é solução de:
9B N=UAvà w x@{ 
e portanto soluçao '@A=Bxc 
I condição (5) também é própria. Usando a condiçao 
C' 0] =UBX(s)CV 
te uma matriz própria inversa p 
e tem inversa própria pela d 
(7) 
' 
ela direita 
ireita 
' 
(4) vale que
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caso (ii): 
Seja a equação A'11 = B' X C' = GB UB X VB GC 
Assim basta escolher X(s) = VB GB°1 A'11 GC'1 VC 
onde VB (VC) é unimodular e inversa pela direita (esquerda) de UB (UC). Além disso por 
(6) X(s) é polinomial e por (4)' é solução de: 
A'=UAv§ x(s)[c'o] =UBX(s)cv 
e portanto de A = B X C. 
Comentarios gerais. 
Os conceitos analisados neste item podem ser considerados como os básicos, ou 
mínimos necessários, para a compreensão das soluções dos diferentes problemas que serão 
estudados nos próximos capítulos utilizando a estrutura de servocompensador clássico e 
com representaçao polinomial dos sistemas. `
PARTE 2 
Estudo dos Principais Problemas da Teoria de 
Controle de Sistemas Lineares Multivariáveis
CAPÍTULO 3: POSICIONAMENTO DE PÓLOS E ESTABILIDADE 
3.1. Introdução 
O estudo do posicionamento de pólos (PP) e da estabilidade (E) é um dos 
problemas mais importantes na teoria de controle de sistemas multivariãveis. Em geral o 
engenheiro de controle encontra-se frente à necessidade V de estabelecer, com boa 
aproximação, certas características no comportamento dinâmico do sistema. Para isso 
devem ser utilizadas técnicas de realimentação que permitam escolher adequadamente os 
modos de excitação do sistema em malha fechada (MF). Este problema, analisado numa 
estrutura entrada-saída do sistema, conduz diretamente ao posicionamento de pólos. Se a 
análise é feita preocupando-se da dinâmica internado sistema, então deve se orientar 0 
estudo a uma alocação de autovalores do sistema em MF. ` 
. 
, 
Mesmo sem entrar nos detalhes das diferentes técnicas de controle que dão solução 
a estes problemas, duas questões importantes devem ser levantadas: 
(i) a relação entre o comportamento dinâmico do sistema e a posição de seus polos 
ou autovalores; 
(ii) as possibilidades teóricas de posicionar os polos ou autovalores. 
- O primeiro problema, de características simples no caso monovariável, deve ser 
analisado detalhadamente nos sistemas multivariáveis, devido à não unicidade da solução 
para um dado conjunto de pólos (autovalores). Isto traz como consequência a obtenção de 
comportamentos dinâmicos bem diferentes segimdo a eleição de uma das possíveis 
soluções. Para estabelecer a melhor solução, dentro do cojunto das possíveis, diversas 
metodologias tem sido desenvolvidas, [Fontes 88], [Chen 70]. 7
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O segundo problema leva diretamente a análise da controlabilidade 
(estabilizabilidade) e da observabilidade (detetabilidade) do sistema, e como consequência 
à região do plano complexo escolhida para 0 posicionamento. Assim considera-se a 
estabilização de um sistema quando o conjunto onde Pé desejado alocar os pólos do sistema 
é o semiplano esquerdo do plano complexo excluído o eixo imaginario (C'), e o 
posicionamento de pólos quando o cojunto desejado for qualquer subconjunto de C`,(nota- 
se Cb ). _ 
« Com estas considerações pode-se fazer uma primeira análise tratando unicamente o 
PP e considerar a E como um caso particular do anterior quando as condições de 
controlabilidade e/ou observabilidade forem substituídas respectivamente pelas de 
estabilizabilidade e/ou detetabilidade. Nestes casos, poderão ser utilizadas tanto 
representações internas (ou completas) como de entrada-saida, já que as condições de 
controlabilidade e observabilidade asseguram a equivalência total entre ambas. Uma 
segunda análise tratará do sistema representado em forma completa para obter conclusões 
à respeito dos modos não controláveis ou não observáveis. Para isso as representações 
serão tais que colocarão em evidência a dinâmica do estado ou pseudo estado do sistema. 
3.2. Posicionamento de pólos 
z O problema de posicionamento «de pólos (PPP) de um sistema linear multivariável 
(SLM) pode ser abordado utilizando a sua representação por variáveis de estado ou de 
entrada-saída; e de diferentes maneiras dentro de cada uma de elas.
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3.2.1. Análise por variáveis de estado 
São diversas as técnicas de controle aplicadas ao PPP. A mais tradicional delas é a 
que utiliza uma lei de realimentação dos estados do sistema através de uma matriz de 
ganhosconstantes como na estrutura da figura 3.1.
D 
Í'-. ~ 
Figura 3.1. Realimentação de estados. 
Equações do sistema:
A 
dx/dt=Ax+Bu` t>0 
y=Cx+Du x(0)=xO 
com x c X (dim n), u c U (dim m), y c Y ( dim p) e A, B, C, D matrizes reais de dimensões 
apropriadas. ~ 
Equação de realimentação: u = F x 
Teoricamente, e sob condições de controlabilidade do sistema [Wonham 791, esta 
técnica se apresenta como muito simples, porém, a solução real do problema deve 
enfrentar e salvar duas dificuldades importantes: (a) em muitos sistemas não é possível
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medir diretamente o vetor de estados x, e (b) os métodos numéricos para o cálculo final da 
matriz de realimentaçäo apresentam problemas de estabilidade importantes, [Fontes 88). 
O primeiro dos problemas pode ser solucionado utilizando um observador de estado (isto 
é, usar a informação da saída e entrada do sistema para gerar um estimador do estado), ou 
diretamente realimentando a saída através de uma matriz de ganhos constantes. Para 
construir um observador (ver figura 3.2.) que estime adequadamente 0 estado do sistema, 
sob condições de observabilidade , é necessário que sua dinâmica seja bem mais rápida 
que a do próprio sistema em malha fechada, [Wonham 79], [Kailath 80],~[Chen 70). Mesmo 
resolvendo esta dificuldade, o problema numéricode cálculo da lei de realimentaçào 
continua presente. 
_ 
^ " “ ' ' ' ' ` 
' A escolhade um algoritmo de cálculo da matriz de realimentação de estados 
depende diretamente do método' utilizado para' obter a solução teórica. No caso 
monovariável existe uma única solução para este problema, mas no caso multivariável a 
especificação da dinâmica somente fixa os autovalores do mapa linear sem definir de 
maneira única os autovetores associados, [Fahny 821, [Fanhy`83]. O método escolhido para 
fixação destes autovetores determinará assim o algoritmo de cálculo da matriz de 
realimentação e consequentemente seus problemas de instabilidade numérica. Uma 
análise mais detalhada deste problema pode ser encontrado em [Fontes 881.
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.Figura 3.2. Realimentação de estados com observador.
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Equação do observador: 
dx'/dt = (A-QC)x' + Bu + Q(y-Du) 
com x' = estimador do estado, e Q c R nxp. 
Num outro esquema de realimentação, conhecido como realimentação dinâmica 
(ver figura 3.3.), é utilizada exclusivamente informação da saída para gerar a lei de 
realimentaçäo. A existência do men‹šionadozc_0mpensador depende somente das condições 
de observabilidade e controlabilídade do sistema (A, B, C, D), e sua ordem pode ser um a 
menos que 0 índice de observabilidade ou de controlabilidade do sistema, [Wonham 79]. 
1 
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Figura 3.3. Realimentação com compensador dinâmico. 
Equações do compensador dinâmico: 
dw/dt=Mw+Ny 
u =Lw+Ky t>0` 
com W c W ( dim l ) e as matrizes M, N, L, K de dimensões apropriadas.
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É importante notar que posicionar os pólos de um SLM implica em posicionar 
seus autovalores (modos) observáveis e controláveis, e que somente no caso (A,B) 
controlável e (C,A) observáveltodos os pólos são coincidentes com os autovalores. Este 
resultado é consequênc_ia:é:_d_if_reta da definição dos pólos como raízes do polinômio 
denominador da função de transferência do sistema irredutível representado por: 
P(s)= c (sr-A)-11; + D,
p 
y(S) = P(S)u(S) ¢‹›mdimy(S) = P C di_m11(S) = rn, 
e dos autovalores como raízes do polinômio característico do mapa A, dado por: 
polc-A (s) = det ( sl - A). 
Já na técnicade realimentaçãol-estática da saída. (figura 3.4.), mesmo sob 
condições de controlabilidade e observabilidade do sistema, a solução do problema não é 
sempre possível, e também não está a 'salvo dos problemas numéricos de implementação. 
Vários trabalhos foram desenvolvidos com o objetivo de achar as condições para a 
«existência de solução assim como paraa obtenção de algoritmos de câlculo';s['Davison 751, 
[Kimura 75), [Magni 85]. Em geral, a existência de solução está sujeita a relações entre o 
número de entradas , saidas, e estados do sistema. Baseadas nessas relações tem sido 
achadas condições necessárias de 'existência da solução, mas não se conhece aínda 
nenhuma condição necessária e suficiente. Uma outra proposta de solução, não global mas 
de carater local com realimentação direta da saída é a apresentada em [Kabamba 821, 
onde é solucionado o problemade modificar' arbitrariamente a posição dos polós de 
malha fechada nas vizinhanças de um conjunto deles.
c
+ Ó 
Ei.
H 
×
.H + Ô+ =<J 
Figura 3.4. Realimentação direta da saída. 
Equação da realimentaçâo: u =_ F y 
3.2.2. Análise na representação entrada-saída. 
Uma segunda alternativa de abordagem deste problema é através da 
representação entrada-saída do sistema. Como consequência, as alternativas de controle 
são reduzidas à realimentaçâo da saída em forma dinâmica (figura 3.5 .a) ou estática (figura 
3.5.b). 
Figura 3.5.a. Realimentação dinâmica. Figura 3.5.b. Realimentaçäo estática. 
Para se fazer uma análise comparativa com os resultados já apresentados da 
teoría de variaveis de estado é necessário achar as equivalências de representação do 
sistema. Assim, o esquema de blocos da figura 3.2. pode ser colocado como:
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b > 
. 
P(s) A
y 
Figura 3.6. Representação entrada-saída da realimentação por observador. 
onde: 
P(s) = D + c(s1 -A)'1 B 
H1(s) ~= (sr _ A + oc)-1(B _ DQ) 
1-12(S) = (SI - A + Qc)'1 Q 
e onde a lei de realimentação é gerada não somente com informação da saída do sistema 
mas também com a da entrada. Este diagrama de blocos da figura 3.6. representa através 
de 'funções de transferência o esquema clássico de realimentaçäo de estados com 
observador. Dado que P(s) representa a parte controlável e obsërvável do sistema 
(A,B,C,D), fica assegurada a existência das submatrizes do observador e de realimentaçâo 
para posicionamento de pólos. Analisando a estrutura da figura 3.3., equivalente a da 
figura 3.S.a.. é possível concluir que para obtervposicionamentode pólos pode se escolher, 
na estrutura dafigura 3.6., H1(s) = O , o que equivale, na representação por variáveis de 
estado, a utilização de um compensador dinâmico ou um observador com a restrição B = 
0. Isto significa que não é preciso gerar internamente no compensador o estado do sistema. 
A equação do compensador dinâmico equivalente ao descrito 'em variáveis de estado é: 
c(s)~ = + 1.(s1 -M)-1 N
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Com as considerações feitas, o problema de posicionarnento de pólos através da 
representação entrada- saída pode ser analisado nas estruturas clássicas da figura 3.7. A 
diferença entre ambas é estahelecida na escolha do ponto de entrada da referência.
~ 
Figura 3.7.a. Estrutura cascata. Figura 3.7.b. Servocompensador em realimentação. 
3.2.3. Representação por frações polinomiais. ' 
Para resolver o problema de posicionamento de pólos nestas estruturas será 
utilizada uma representação por frações polinomiais das funções de transferência da planta 
e do compensador. A nomenclatura e conhecimentos básicos necessários para acompanhar 
a análise foram analisados no capítulo 2 e podem ser encontrados com maiores detalhes 
nas referências nele citadas. A estrutura utilizada para a análise é a da figura 3.7.a. 
Considera-se que: . 
- P(s) c Rp0(s)n°mí- tem uma representação em frações coprimas pela direita (f.c.d.) 
(Dp¿,Npd) internamente própria tal que: e 
(i) Dpd é reduzida por colunas com graus por coluna (1) 
(ii) A matriz de coeficíentes de maior grau por coluna de Dpd é Ini. ' (2)
- C(s) c Rp(s)nÍXn° na figura 3.7.a é tal que: 
(i) (_Dce,Nce) é fração pela esquerda (f.e) internamente própria. (3) 
(ii) Dee é reduzida por linhas. (4) 
Nota-se J (s) ao polinômio característico .desejado de malha fechada. Deve-se notar que as 
condições (1) e (2), Verificadas pela representação da planta não limitam a generalidade 
do projeto, já que sempre é possível achar uma f.c.d. de P(s) que as verifique,[Callier 82].V 
Calculando a malha fechada do sistema, y(s) á H(s) yr(s) tem-se: 
H(s) = Npd [ Dee Dpd + Nce Npd 1-1 Nec à Npd Dk'1 Nec (sa) 
com J(s) = det [ Dee Dpd +_ Nec Npd] = det Dk(s) 
H 
(Sb) 
onde os pólos de malha fechada, i.e. os zeros de det(Dk(s)) = 0, são um conjunto de 
números complexos simétrico e pertencente ao serniplano esquerdo doplano complexo, 
condição que assegura a estabilidade assintótica do sistema em malha fechada. Assim Dk é 
escolhido para cumprir a condição anterior e para que a equação: 
X DPI + Y Npr = Dk (ó) 
tenha soluções (X,Y) R[s]nÍXnÍ x R[s]“im° queverifiquem:
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(X,Y) é uma f.e. internamente própria. (7) 
X é reduzida por linhas. (8) 
Sob estas condições o controlador solução, C(s)= X'1 Y será urnafimção de transferência 
racional própria. O cálculo do controlador se reduz então a encontrar uma solução da 
equação (6) com as condições (7) e (8), [Callier 82]. 
Uma condição necessária e suficiente para a existência de uma solução 
polinomial qualquer da equação (6) é colocada no seguinte teorema. 
TEOREMA 3.1. [canier 821 
Considere a eq. (6) com P(s) satisfazendo (1) e (2). Sob estas condições o par 
(X,Y) c R[s]nixnÍ x R[s]niXn° é solução da equação (2) SSE existe Nk c R[s]niXní tal que: 
X = Dk vpd - Nk Npc (9) 
onde Vpd, Upâ, Dpe, Npc são os elementos da igualdade generalizada de Berzout. 
Além disso, (X,Y) é coprima_pela esquerda (c.e.) SSE (Dk,Nk) é c.e.. 
Observações: 
V
A 
(i),O cálculo não assegura (X,Y) internamente própria nem X reduzida por linhas. 
(ii) As eqs. (9) e (10) são uma parametrização em Nk da solução, [Vidyasagar 85]. Isto 
sigriifica que todas as possíveis soluções do problema podem ser achadas através dessas 
expressões com Nk como parâmetro. ~
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(iii) Nk pode ser calculado como o quociente da divisão pela direita de Dk Upd por Dpe, 
isto é: 
_ i -1 '
À 
Dk - -Nk DPC + Y Íal quê Y C Rpo(S)mxn0 
_ 
Para uma solução .internamente própria do problema, além da já estabelecida 
condição det(Dk(s)) = J (s), devem ser consideradas algumas condições de grau nos 
elementos da matriz Dk(s) . Isto é analisado num segundo teorema. 
TEOREMA 3.2.[Callier 82] ~ 
Seja P(s) com as condições (1) e (2), e Dk(s) c R[s]níxni. Seja (Dpe,Npe) uma f.c.e. 
internamente própria qualquer de P(s) com DPC reduzida por linhas. _ 
ENTAO 
a equação (6) tem uma solução (X,Y) tal que: 
‹><.Y›zRfâ1“”*“í ›‹ R[s1“f°“1° a' se 
s
a 
(X,Y) é int. própria com X reduzida por linhas e com graus por linha ri, i= 1...n¡, 
SE 
_
V 
Dk(s) c 'R[s]níxnÍ é reduzida por colunas e linhas, com graus por linha ri e graus por 
coluna tais que: - _ 
r¡>=u_-1 parai=1...n¡,onde: V 
u = max grau por linha de Dp¡= max grau de elementos de Dpl.
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Observações: 
(i) u é único para uma dada P(s), e portanto os ri são escolhidos independentemente da 
representação polinomial utilizada para P(s); r _ 
(ii) u é o índice de observabílidade de P(s), [Kailath 801; ' ' 
(iii) Como pode ser observado das condições do teorema, a imposição de graus mínimos 
na matrü Dk(s) cria restrições de grau na ordem do determinante det(Dk(s)), isto é, do 
polinôrnio característico de malha fechada, e também no compensador C(s). Resulta: 
_ ni 
grau [ det Dk(s)] > = soma [ kí ] + n¡(u - 1) 
i= 1 
grau [ det Dk(s)] > = grau[ det Dp¿ ] + n¡(u - 1) 
O último resultado coincide totalmente com o obtido na teoria geométrica, [Wonham 79], 
onde a ordem do compensador dinâmico é (u - 1), já que a ordem de C(s) = "X`1Y (no pior 
caso) é obtida como a soma das ordens mínimas de cada termo da diagonal da matriz 
X(s). Além disso ambos resultados- são conservativos, isto é, a 'ordem do compensador 
calculado pode não ser mínima. ' 
3.2.4. Comentários gerais. 
Com esta última análise confirma-se, nos sistemas controláveis e observáveis, 
uma grande equivalência de resultados teóricos entre ambos enfoques. A nível de 
.J 
'implementação algorítmica as técnicas de variáveis de estado para `SLM são bem 
conhecidas, e também as mais utilizadas. Nelas, a síntese dos compensadores consiste na
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determinação de uma matriz de realimentação de estados ou das duas matrizes que 
formam 0 par observador-lei de realimentação. H' 
As técnicas polinomiais não estao tao difundidas a nível de implementaçao 
algorítmica, mas elas se apresentam como uma alternativa interessante. Em particular um 
algoritmo de cálculo do compensador C(s) para posicionar os polos de P(s) no esquema da 
figura 3.7.a. .constaria dos seguintes passos: 
(i) Escolher Dk(s) para que verifique as condições do teorema 3.2.; 
(ii) Calcular as matrizes V , U , N , D utilizando a igualdade de Berzout; pd pd Pe pe
t 
(iii) Efetuar a divisão pela direita: 
Dk Upr ¬= - Nk DPI + Y v com Y'1 Dp¡¢.RpO(s)f1ÍXfl° 
para obter Nk e Y ( quociente e resto respectivamente )_; 
\
t 
(iv) Calcular C(s) a partir das equações: 
c(s) = X-1 Y
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3.3. Estabilidade do sistema total. 
Como já foi mencionado, para se realizar um estudo da estabilidade interna ou 
total de um sistema, é necessário conhecer uma representação completa do mesmo. As 
duas representações que permitem colocar em evidência a dinâmica interna são: 
(i) representação matricial ou do estado (x), de equações: 
dx(t)/dt = Ax(t) + B u(t) t > = 0, x(0) = X0 
y(t) = Cx(t) + Du(t) _
' 
comxcX(dirnn),ucU(dimn¡),ycY(dimnO)eA,B,C,Dmatrizesreaisde 
dimensoes apropriadas; . ' r 
(ii) representação polinomial ou do pseudo estado (z). - 
D(p) z(t) = Ne(p) u(t) t > = 0, p = d/dt 
ya) = Nd<p› za) + Ko) u(t) i 
com D(p) não singular e ^ grau(det D(p)) = n, e com z- c Z (dim r), u c U (dim ni), y c Y 
(dim no) e D(p), Ne(p), Nd(p) e K(p) matrizes polínomiais de dimensões apropriadas. 
Além disso 0 vínculo com a representação por função de transferência do sistema é dada 
pela seguinte equação: 
P(s)=D+c(s1-A)'1B =K+N¿'1Dp Ne (11)
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mas somente sob condições de controlabilidade e observabilidade do sistema completo as 
três representações são equivalentes.
V 
No que segue se analisarão os motivos principais pelos quais o estudo da estabilidade total, 
ou interna, é de grande importância no projeto do controle do sistema. 
Suponha-se que o engenheiro de controle utiliza uma representação não completa do 
sistema, conhecida como de caixa preta, isto é, atravésde um conjunto de relações 
entrada-saída(y/u). Assim, se não for possível obter nehurnavfoutra informação do sistema, 
o problema da estabilidade interna não poderá ser analisado. No entanto, os modos 
instâveis ocultos (nao controláveis e/ou nao observáveis), sempre que existam, se 
manifestarão através de "outras" variáveis de saída do sistema (não contidas em y). Porém, 
quando existe a possibilidade de "entrar" no sistema e obter uma representação mais 
completa, isto é, que modele os modos ocultos darelaçãoy/u, será possível preever o 
comportamento do sistema. Já para solucionar o problema, isto é, para toma-lo estável, 
deverá ser possível atuar sobre esses modos e não somente saber da sua existência. Isto é 
claro, dependerá das particularidades de cada sistema. ` 
Assim, quando o sistema em estudo for não controlável e/ou não observável, 
previamente à utilização de quaisquer teorias de controle deve-se fazer um estudo da 
estabilidade interna. 'E somente se o sistema completo for estabilizável e detectável, isto é, 
que todos os seus modos não controláveis e não observáveis forem estáveis, 0 projeto do 
controle, em quaisquer das suas representações, obterá resultados equivalentes.
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3.3.1. Condições de estabilizabilidade e detectabilidade. 
Na representação de estado do sistema, as condições. de estabílizabilidade e 
detectabilídade podem ser colocadas, respetivamente, em função dos subespaços modos 
controláveis (< A,B >) e de modos não observáveis (Nob). Assim tem-se: 
(A,B ) é <-zstzbuizâvei ss1‹: X+(A) ¢ < A, B > (12) 
( C,A) é detectável SSE Nob c X'(A) (13) 
onde: 
X+ (A) = subespaço de modos instáveis do mapa A 
X`(A) = subespaço de modos estáveis do mapa A 
' Na representação por equações polinomiais as condições de estabilizabilidadee 
detectabilidade são colocadas, respetivarnente, em função dos zeros de desacoplamento de 
entrada e de saída. Assim tem-se: 
O sistema ( D, Ne, Nd ) é estabilizável SSE não possui nehum zero de desacoplamento de 
entrada instável, o que equivale az ' 
posto [ D(s) Ne(s) 1 = r para todo s c C+ (14) 
Osistema ( D, Ne, N d ) é detectável SSE -não possui nehum zero de desacoplàrnento de 
saída instável, 0 que equivale a:
J 
posto [ Dt(s) Ndt(s) ]t= r para todo s c C+ (15)
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3.3.2. Comentários gerais. 
As equações (12), (14) e (13), (15) estabelecem teoricamente e em diferentes 
representações, as mesmas condições para a estabilizabilidade e a detectabilidade 
respectivamente de um sistema linear multivariável. A aplicação de uma ou outra técnica 
dependerá fundamentalmente dos seguintes aspectos: 
(i) a representaçao em que se encontre 0 sistema, 
(ii) a facilidade de implementação de algoritmos para a verificação das condições. 
Devido à dualidade dos problemas de estabilizabilidade e detectabilidade será analisado 
somente 0 primeiro e os resultados serão extendidos ao segundo. V 
Como já foi mencionado o estudo da estabilizabilidade tem interesse somente quando o 
sistema é não controlável verificando-se portanto alguma das seguintes condições: 
nâo controlável <--> <A,B> =/ X <--> posto[B An'1B]< 11 - 
não controlável <--> posto[D(s) Ne(s)] < r para algum si c C 
Nos métodos geométricos-matriciais existem duas alternativas de solução que 
utilizam o cálculo feito previamente' na verificação da não controlabilidade. Supõe-se 
conhecida a família de k vetores coluna linearmente independentes (t¡) da matriz [B AB.. 
.›..An-`›1B] de-posto k < m ou equivalentemente uma base do espaço <A,B>. Apartir dela 
podem ser usados dois procedimentos diferentes: z- V ' .z- › 
Procedimento 1: r 
_
- 
PASSO 1: gera-se uma matriz de transformação de base (T) tal que é inversível e contém a
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família de vetores ti: 
T = [ Í1 Í2 ....Íi... in ] 
PASSO 2: transforma-se o sistema original na sua representação canônica de Kalmrnan 
usando a matriz T: 
Ã= ~š= c=[cC cnc] 
PASSO 3: calculam-se os autovalores do mapa Am e verifica-se a estabilidade. 
Procedimento 2: n 
PASSO 1: calcula-se 0 polinômio mínimo de A e fatora-se na suas partes estáveis e 
instáveis. Seja pol-inst(s) a sua parte instável. A ~ 
PASSO 2: gera-se o subespaço X+(A) = Ker [ pol-inst(A) ] e representa-se o mesmo 
através de uma base de vetores ví. 
PASSO 3: verifica-se a condição de estabilizabilidade testando se todo vetor vi podeser 
expresso como combinação linear dos ti, o que implica num procedimento de solução de 
equaçoes lineares. 
Um terceiro procedimento matricial utiliza somente as matrizes >A e B do 
sistema para a verificação da-controlabilidade e / ou estabilizabilidade. 
Procedimento 3: 
Calculam-se os autovalores dos mapas (A + BF1) e (A + BF2), para um pa: de leis de
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realimentação F1 e F2 escolhidas aleatoriamente, e determinam-se os autovalores 
coincidentes. Aqueles valores coincidentes podem ser considerados, com, probabilidade 
quase um, como os modos fixos ou não controláveis do sistema. Assim se eles forem 
estáveis pode se dizer que o sistema (A,B) é estabílizãvel. Deve-se notar que o método 
depende fortemente da aleatoriedade da escolha de F1 e F2. 
Na representação polinomial o procedimento utilizado para a verificação da 
contlíolabilidade permite diretamente .analisar ea estabilizabilidade do sistema. Para se 
calcular oposto da matriz [ D(s) Ne(s) ] gera-se a forma triangular de Hermite e calculam- 
se asraízes dos r polinômios da diagonal principal da matriz ( sempre que o posto seja r 
para algum ,valor de s c C). Se todas as raizes forem estáveis o sistema será estabilizável. 
Observe que -a obtenção da forma de Hermite apresenta menos dificuldades 
algoritmicas-computacionais que os procedimentos 1 e 2 da teoria geométrica-matricial. 
Além disso, a nível de representação, existe uma forma simples de expressar, mediante 
polinômios, as equações matriciais do sistema,isto é: 
D(s) = sl- A Ne(s) = B 
Nd(s) = C K(s) = D 
Observe-se que o procedimento inverso apresenta grandes dificuldades de implementação. 
V 
›~ - Esta análise mostra a maior simplicidade, tanto a nível algorítmico como 'de 
implementação, dos procedimentos ,polinomial e terceiro da teoria matricial. Pode-se 
considerar ainda que o método _polinomial apresenta a vantagem da independência de uma 
escolha adequada das matrizes F1 e F2.
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3.4. Uma análise da robustez dos compensadores. 
._ Quando o engenheiro de controle projeta um determinado controlador para 
posicionar os pólos ou estabilizar um sistema em MF, deve considerar as possíveis 
diferenças entre o modelo utilizado e o sistema real onde será instalado aquele 
controlador. Por isso, na hora do projeto, deverá ser considerado o universo de plantas às 
quais ele estará conectado. O mencionado universo é geralmente representado através de 
um elemento central ou nominal ( planta não perturbada ) e de uma certa região, em torno 
daquele elemento, ocupadaipelas plantas com parâmetros perturbados. 
Fazendo-se uma análise geral das perturbações paramétricas na representação 
entrada-saída, (não seconhecem-resultados similares na teoria geométrica-matricial) tem- 
se três grupos principais: 
(i) perturbações aditivas em P(s), 
(ii) perturbações relativas à planta nominal Po(s), e ' 
(iii) perturbações na representaçao polinomial coprima de P(s). 
Fixado 0 universo de plantas onde trabalhará -o compensador, deverão ser 
especificadas às condições desejadas para o comportamento dinâmico do sistema 
perturbado. Como a posição exata dos pólos no plano complexo será uma função dos 
parâmetros da planta, adota-se geralmente o critério de estabilidade para especificar a 
posição dos pólos perturbados de MF. Analisam-se então os três grupos de perturbações, 
[Vidyasagar 851. › 
3.4.1. Perturbações paramétricas aditivas. , 
` 
Seja Po a planta nominal e estável. Seja d(s) uma dada função de transferência 
própria. A classe de plantas com perturbações aditivas é o conjunto de todas as P(s) tais
S7 
que P c R(s)n°Xnj, que possuem o mesmo número de pólos que Po (segundo seus graus de 
Smith-Mc.Millam, [Vidyasagar 851) e satisfazem a relação:
_ 
| |P(jw) - Po(jw)| | < |d(jw)l para todo w c R. 
Esta classe será chamada A(P0,d). Observa-se que a condição no numero de pólos implica 
em perturbações que não mudam a ordem do sistema., ou seja não são gerados modos 
ocultos.
' 
Considerando o sistema da figura 3.7.a. já analisada, o seguinte teorema coloca uma CN eS 
para que um dado compensador C(s) estabilize todas as plantas P(s) c A(PO,d). 
TEOREMA 3.3. [Vidyasagar 85] 
Suponha-se P(s) ceR(s)n°mí, d(s) c RO(s) e o compensador 'C(s) c R(s) nixm) tal que 
posiciona os pólos de MF em CE c C`. Então C(s) estabiliza toda P c A(P0,d) SSE se 
verifica: ' _ 
H G›('I + P0C)`1 (jw) 'II I d(jw) | =<'l“paratodowcR 
3.4.2. Perturbações paramétricas relativas a P0. 
Seja P0 a planta nominal e estável. Seja d(s) uma dada função de transferência 
própria. A classe de plantas com perturbações paramétricas relativas a Po, M (PO,d), são 
as P(s) c R(s)n°mi, que possuem 0 mesmo número de pólos que P0 (segundo seus graus de 
Smith-Mc.Millam) e satisfazem a -relação: » 
P(s) '= (I + M(s)) P0(s) com M(s) c R(s)n°xn°, e 
H M(jw) || < |d(jw) I paratodowcR.
58 
A CNeS para que C(s) estabilizc toda P(s) c M(P0,d) é dada no seguinte teorema: 
TEOREMA 3.4. [Vidyasagar 851 ' - ' 
Suponha-se P(s) c R(s)n°xnÍ, d(s) c R0(s) e o compensador C(s) c 'R(s)nix-no tal que 
posiciona os pólos de MF em Cb c C' Então C(s) estabiliza toda P c M(P0,d) SSE se 
veñfica: 
||Poc(r+ P0 c)-1(jw) || |‹1(jw)| =< ipzrzwóowcpn 
_ \_ _ 
Observa-se a equivalência entre 'os teoremas 3.3 e 3.4, dada a relação entre as 
perturbações absolutas e relativas a P0. 
3.4.3. Perturbações paramétricas na representação polinomial. 
Seja PO a planta nominal e estável com uma representação polinomial coprima 
pela direita (N0d,Dod). Seja d(s) uma dada função de transferência própria. A classe de 
plantas com perturbações paramétricas nas matrizes Nod e Dod, F (N 0d,Dod,d), são as 
P(s) = Nd(s) Dd(s)`1, que possuem o mesmo número de pólos que P0 ( segundo seus graus 
de Smith-Mc.Millam ) e satisfazem a relação: 
|| 
_ 
< |d(s),| para todo s c C+ 
D¢(S) Dfi (5) ' 
N¿(5) Nod(S)
Io 
A CNeS para que C(s) estabílize toda P(s) c F(N0d,D0d,d) é dada no seguinte teorema: 
TEOREMA 3.5. [Vidyasagar 85] 
Suponha-se P(s) c R(s)n°xni e tal que Po(s)=N0d(s)D0d(s)`1, d(s) c RO(s) e o
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compensador C(s) c R(s)nbm° tal que possui uma representação coprima pela esquerda 
(Dce,Nce) e posiciona os pólos de 'NIF em Cb c C`. Então C(s) estabiliza toda P lc 
F(N0d,D0d,d) SSE se verifica: 
|| [Dce(jw) Nce(jw)] II |d(jw) l =< 1paratodowcR 
Esta 'última representação das perturbações permite a utilização em forma total da teoria 
polinomial para a análise de um compensador que posicione os pólos de MF do sistema e 
seja robusto as mencionadas perturbações; O problema da sua síntese visando robustez 
para um universo 'de plantas ainda não foi totalmente resolvido, porém existem algumas 
metodologias de cálculo que projetam 0 compensador utilizando, iterativamente, as 
técnicas de análise, [Ozgurer 86}. 
3.5. Conclusões. 
Foram analisados nesteicapítulo os problemas de posicionamento de pólos e de 
estabilidade de sistemas lineares multivariáveis. Os resultados colocados, no que diz 
respeito à existência e síntese da solução, fornecem, ao engenheiro de controle, 
informações suficientes para realizar a escolha da técnica mais adequada em cada situação. 
Além disso foram sugeridos alguns caminhos alternativos para a síntese dos algoritmos 
utilizados na determinação das leis de realimentação, e na verificação da controlabilidade 
(estabilizabilidade) e observabilidade (detectabilidade) do sistema. Em particular no 
algoritmo do ítem 3.2.4. observa-se que o passo (iii) é o único que pode apresentar 
complicações algorítrnicas-computacionais, e por isso .resulta interessante propor, para 
futuras pesquisas, uma análise detalhada das possibilidades de se estabelecer métodos 
computacionais alternativos, ou eventualmente mais simples ou robustos que os 
conhecidos.
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A nível de introdução foram colocados alguns conceitos da análise da robustez 
dos compensadores a perturbações paramétricas da planta na representação entrada-saída. 
Nesse ponto 0 esforço deve ser aumentado visando obter resultados equivalentes no 
enfoque geométrico-matricial e uma metodologia de síntese para ambas as teorias.
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cAPíTULo 4z REJEIÇÃO DE PERTURBAÇÓES 
4.1. Introdução 
. O-conjunto de' entradas de um SLM pode dividir-se em dois grupos: (i) entradas 
de controle e referência, i.e., entradas comandadas pelo projetista, e (ii) perturbações ou 
entradas não controláveis que poderão ter características aleatórias ou determinísticas. 
Levandoem conta esta classificação, o projetista terá como um dos objetivos do controle a 
obtenção de uma saída fortemente ,dominada pelas entradas do grupo (i) e com mínima 
dependência das do grupo (ii). Nesta direção, as propostas de controle poderão ter 
diferentes graus de complexidade. O controle mais exigente tentará compensaro sistema 
eliminando os efeitos das perturbaçõesçde forma total, para todo instante de tempo e 
independentemente do tipo de sinal de perturbação. Aceitando uma exigência menor, 0 
controle obteria na saída um efeitozlimitado arbitrariamente paratodo tempo e tipo de 
perturbação. Nota-se que na implementação prática, devido à impossibilidade de se obter 
zeros absolutos nas relações saída-perturbação, as duas propostas anteriores podem, em 
alguns casos, fornecer soluções equivalentes. J á uma estratégia menos exigente obterá uma 
rejeição assintótica de perturbações, i.e, somente no regime permanente da resposta. 
Lembra-se que neste último caso é necessário o conhecimento do tipo de perturbação. 
Deve se resaltar aquio caracter acadêmico do problema de rejeição total de perturbações, 
ou seja,.ele é usado principalmente para introduzir muitos dos mais importantes conceitos 
da teoria geométrica e não tem quase aplicabilidade em casos reais. 
Como primeiro passo antes de realizar a síntese ou projeto do controlador deve 
se analisar al existência de solução para o problema especiñcamente planteado, i.e, sob 
quais condições do sistema de malha aberta (MA) é possível projetar um compensador de 
características dadas para obter em malha fechada (MF) alguma das especificações de 
projeto já mencionadas. É claro então que as condições a veriñcar pelo sistema em MA
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serão tanto mais exigentes quanto o sejam as especificações de controle. Um outro fator a 
considerar na hora de implementação prática é a complexidade dos controladores obtidos 
como soluçao teórica do problema. 
Levando em conta os fatos mencionados, resulta de grande interesse realizar 
uma análise detalhada das diferentes solucöes teóricas do problema de rejeição de 
perturbações, para que o projetista possua um panorama global na hora da escolha de uma 
alternativa de controle. 
,
, 
4.2. O problema da rejeição total de perturbações. 
Seja um SLM representado em MA pelas equações: 
dx/dú=A×+Bu+Eq 
yecx ~ ‹o 
comx(0)=x0et > 0,eAcRn›m,BcRnxm,CcRlxn,EcRnxp, 
onde x c X(dim n), u c U(dim m), y c Y(dim l), q c Q(dim p), são respectivamente o estado, 
a entrada, a saida e' a perturbação- do sistema. Utilizando uma lei de realimentação 
u=f(x,y,v ), onde v é a nova entrada de controle para o sistema em MF, coloca-se como 
objetivo do controle obter, em MF, uma saída y(t) que verifique: 
t 
A
, 
'y(t) = yp(1) = C ¢×r›[(f-r›)Afl E q(r›) dp = 0 (2) 
.â0 
v=0,x0=0
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(i) controle por realimentação de estados 
(ii) controle por realjmentação da saída 
4.2.1. Controle por realimentacão de estados. 
4.2.1.1. Existência da solução 
» 
» Or problema a solucionar é: -sob -que condições dosistema (1) existe uma lei de 
realimentação u=Fx tallque o sistema em MF verífica a condição (2). Se notará PRP ao 
problema de rejeição de perturbações usando realimentação de estados. O sistema em MF 
é:
' 
dx/dt= (A+ BF)x +Eq V 
y=Cx' 
De forma clara pode-se concluir que uma condição necessária de solução, e de 
simples verificaçao é: ' 
ImEcKerC 
mas se o objetivo é achar uma condição também suficiente então deve-se estudar a relação 
entre os -modos ocultáveis da saída e os modos alcançáveis pela perturbação. No sistema da 
equação (1) os modos alcançáveis pela perturbação estão no subespaço: 
<(A+BF)1rmE>
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e se o objetivo do controle é o ocultamento total destes modos, deverá verificarse: 
<(A + BF) | ImE > cKerC 
equação que coloca de forma bem intuitiva a condição para a .solução do problema. A 
condição necessária' e suficiente (CNeS) para a existencia da solução é dada pelo seguinte 
teorema: Í. 
TEOREMA 4.1.[w‹›nhzm 791 1 
O PRP tem solução, i.e, existe F tal que <A+ BF | ImE> c KerC 
ssE z ~1mE ¢ v"(K¢rc) (3) 
onde V: (KerC) = max J (A,B,KerC). 
Conhecido o modelo do sistema basta calcular o subespaço V*(KerC) para verificar a 
existência da solução. Existem diversos algoritmos para o mencionado cálculo. Entre eles 
cabe mencionar os trabalhos de Wonham (1979) e Bhattacharyya (1975) que geram a 
solução usando teoria geométrica; o de Vardulakis (1981) onde é usada a teoria de 
matrizespolinomiais; e finalmente, o trabalho recente de Solak .(1986) onde é realizada 
uma unificação dos trabalhos anteriores. 
Após o cálculo de V*(KerC) e verificada a condiçao (3) do teorema 1 procede- 
se à síntese da lei F de realimentação; Se a condição (3) não for verificada deverá 
escolherse uma especificação de controle menos exigente e partir para uma outra análise 
teórica da solução.
1
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4.2.1.2. Condições equivalentes na representação entrada-saída 
'Suponha-seu que o sistema~('-1)' possa ser representado-pela seguinte equação: 
Y(S) = G1(S) “(5) + Gz(S) q(s) (4) 
onde y(s), u(s) e q(s) são respectivamente saída, entrada e perturbação, e: _ 
Í G¡(s) = c(sr-A)'1B t (sz) 
G2(s) = c(S1-A)'1 E ~ (sb) 
são as funções de transferência «do sistema. Então a solução do PRP ~-também pode ser 
caraterizada através de G1(s) e G2(s) como no seguinte teorema: . 
TEOREMA 4.2. [Bhattacharwa 83-a] " 
O PRP tem solução SSE G1(s) e G2(s) das equações (5) podem ser fatoradas como: 
G1‹s› = T‹s› U‹s› 
~ 
‹õz› 
G_z(S) = T(S) V(S) (611) 
-onde T(s), V(s) são estritamente causais e U(s) é bicausal. 
z 
e 
_ 
' Este último resultado mostra que a representação por funções de transferência, 
mesmofornecendo informação parcial-do~~.si~stema, permite estabelecer condições -para 
resolver o PRP por realimentação de estados. Isto confirma a independência da 
representação utilizada parao sistema com a existência da solução. Este fato é colocado 
forrnahnente no seguinte corolário: E/
6 6 
coRoLÁR1o.[G‹›m¢s 841 f i 
Se dois sistemas (A,B,C,E), (A',B',C';E') possuem as mesmas matrizes de transferência 
G1(s) = G'1(s) e G2(s) =G'2(s), então eles são idênticos com respeito ao PRP. 
4.2.1.3. Síntese da solução 
A A lei u=Fx que soluciona o PRP deve pertencer ao conjunto F(V'(KerC)), i.e, 
ao conjunto de realimentações que fazem V'(KerC) um subespaço (A,B)-invariante, 
condição que é colocada como: 
(A+BF)[v*(K¢rc)1 C v'(K¢rc) 
Dado um SLM, o subespaço V*(kerC)_ é determinado de maneira única, mas 
existirá um conjunto F(V*(KerC)) de realimentações que solucionarâo o PRP. Para a 
determinação de uma única F será necessário fixar -outras especificações de projeto ao 
sistema em NW. Em geral os graus de liberdade resultantes na determinação da matriz F 
são utilizados para fixar arbitrariamente um subconjunto dos autovalores do sistema em 
MF (visando estabilidade ou uma certa resposta transitória), já que o restante do espectro 
de A+ BF fica determinado ao impor a rejeição de perturbaçÕes. De fato escrevendo o 
espectro de A+ BF como: . 
c @(A+BF) = @(A+BF| v'(K¢fc)) + @(À +13' F) s (7) 
onde A+ BF é o mapa induzido no subespaço X/:(KerC)]. Considerando os subespaços 
(A,B)-invariantes R*(KerC) e S' = < A|ImB > + V'(KerC) tem-se o seguinte diagrama 
de espectros do mapa (A+BF), [Shumacher 80-a].
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r v × parte fixa do @(A+BF) 
_; 
_ 
\ 
j S* -@(A+BF) ;* 0 
parte livre do @(A+BF) l\ 
l o V*(Ker¢)
,
V 
parte fixa do @(À+BF|V* (KerC)') 
,
‹ 
- 
' lz@(A+BF|v*(Kerc)) 
; 
Q HR*(KerC) 
parte livre -do @ (A+BF|;.V* (Ker'C)') 
J'
~ 
- - 
t 6 o 1 
onde são colocadas em evidência as partes posicionáveis do espectro de (A+ BF), e que se 
correspondem com as partes controláveis decada subespaço. 
Além desta análise do espectrotpode-sefazer um estudo dos efeitos da síntese 
de F na representação entrada-saída. Através da matriz de 'transferência do sistema 
observa-se que todos os pólostz-se correspondem com os autovalores do espectro 
@(A+BF), i.e. existe um ocultamento dos modoss¡c@[(A+BF)|(V'(KerC))] já 
que V'(KerC) c 'KerC. Isto pode interpretar-se como uma perda de observabilidade do 
sistemaao sintetizar a lei u=Fx (lembre-se que a controlabilidade é mantida zsob 
vrealimentação de estados). A proriedade anterior é colocada formalmente no.seguinte 
ÍCOI`Cl11aI V ' r 
TEQREMA 4.3. [Gomes 341 a 
Dada uma tema (A,B,C) e uma lei de realimentação u=Fx qualquer, então N¡(subespaço 
dos modos não observáveis do par (A+BF,C),) verifica: °' ~ ' 
Nf¢v*(1<¢rc) e Nf = v'(K¢fc) ssE F ¢F(v'(1<zrc)) (3)
68 
Isto mostra claramente como a síntese de F para obter V'(KerC) sintetiza ao mesmo 
tempo o subespaço de modos não observáveis do par (A+ BF,C). 
4.2.1.4. Efeitos da síntese de F na representação entrada-saida - 
Suponha-se o sistema representado pela equação (4) e uma lei de 
realimentação -u = Fx + Lv, onde v é a nova entrada de controle. Estudando a função de 
transferência G1(s) do sistema tem-se: - 
em MA G1(s)= c(s1-A)'1B = H(s)/p‹›1¢(s) (9) 
em MF G1¿(s)= C(sI-A-BF)'1L = HÍ(s)_/polcf(s) (10) 
onde polc(s) e polcf(s) são, respectivamente os polinômios característicos de MA e MF, e 
H(s) e HÍ(s) as matrizes que contêm os numeradores das funções de transferência» 
Da equação (7) obtem-se a seguinte relação: 
polcf(s) = polc1(s) * polc2(s) , (11) 
onde: polc1(s) = polinômio característico do mapa (A+ BF) 
| 
V' 
polc2(s) = polinômio característico do mapa (A+ BF). 
Considerando a partição do espaço X em V*(KerC) e V'*(KerC), V"(KerC) isomorfo 
com X/ Vt(KerC), é possível gerar uma representação matricial do tipo:
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A11 A12 
Af = 
o A 
I 
1 
L.: 
(12) 22 
c = [ o cz 1 
onde x=[x1t x2t]t é tal que xl c V'(KerC) e xzzc V'.(KerC)._ 
Note-se que a parte nula da matriz Af (i.e. A21) 'deriva da Afinvariância do subespaço 
Vi' (KerC). Com a representação (12) a função de transferência fica: _ 
~ 
G1f‹s› = ¢zz‹sI-Azz›'1 Izz <12›› 
e os polinômios característicos polc1(s) e polc2(s) como : 
polc1(s) = det( sI-Au ) (14a)` 
polc2(s) = det('-sI-A22) (14b) 
A partir da equação (13) é justificado o fato da função de transferência de MF ter uma 
ordem igual à dimensão do espaço X/V*(KerC), ou equivalentemente: 
ordem = dim X - dim v'(Kerc). u . 
Usando as equações (11), (13) e (14) ainda é possível colocar aseguinte relação: 
cms) = pc(z1 - Af)-11. = o¿(SI-A22)'11,¿ = Hf‹s)/ p‹›1¢f(s) ze H2f‹s)/ p‹›1‹z2(s) 
.então H¡(s) = poIc1(s).Hi¡(s) . (15)
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ou seja que os autovalores de @[A+BF|V*(KerC)]_ são cancelados em todos os 
polinômios numeradores -da matriz HÍ(s). Para o' caso monovariável a relação anterior 
transforma-se simplesmente num cancelamento de zeros e pólos, i.e., a síntese de F cr 
F (V*(KerC)) posiciona um subconjunto de pólos de MF coincidindo com os zeros de MA. 
Formalmente tem-se: 4 
TEQREMA 4.4. [Gomes 341
A 
Seja um sistema linear monovariável representado pela tema (A,b,c) ou pela função 
g(.s) =c(sI-A)'1b = m(s)/polc(s). Então vale: - 
(i) m(s) e _polc(s) são primos entre si SSE o sistema é controlável e observável. 
(ii) se o sistema é controlável e observável entao 
dim V*(KerC) = grau m(s) e se também é F c F(V'(KerC)) então: m(s)= po1c1(s)= 
=polinômio característico de (A+ bF) |V*(KerC). 4 
Observe que nes-te caso particular'R' = 0. Isto implica na não existência de modos livres 
dentro do espectro do mapa A4'-BF 
| 
V* (KerC).` ` - 
4.2.1.5. Análise estrutural do PRP 
- Além da vinculação da solução geométrica com a representação entrada-saida 
pode-se fazer uma análise estrutural do PRP. Suponha-se que o sistema (1) possa ser 
representado; numa certa base, pelas seguintes equações: 
All A B E dx/dt = 1.2 xz -+ 1 u + 1 
Bzcl A22 B2 
. .Á 
z=[o c2]x (16)
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Então uma lei de realimentação u = Fx com F = [ -C1 F0 ] para F0 arbitrária gerará em 
MF o sistema: » 
dx/at = 2 × + 1 q 
_z=[o c2]× 
que tem sua saída z(t) livre dos efeitos da perturbação q(t) para todo tempo t. Este 
resultado é ,colocado formalmente no seguinte teorema: _ 
TEOREMA 4.5. [Gomes 841 _ 
O PRP tem solução para oi sistema (1) se é possível achar uma base na qual a 
representação do sistema seja (A, B, C, D): 
'
V 
A11 A12 B E1 dx/dt = x + 1 u + q 
'A21 Azz 
z=[0 C2]x . 
com A11 c R bd, e onde se verifica: 
(i) A21 = B2C1 para alguma matriz C1 e, , 
(ii) l inteiro tal que dim q(t)< l < n - dim y(t). 
Nota-se a relação direta entre o teorema 4.5 se a representação da equação (12), onde a 
base escolhida é a que cria a partição do espaço X em V'(KerC) e V”'(KerC). Dado que o
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PRP tem solução, portanto ImE c V*(KerC), vale que dim q(t) < 1 e, como 
dim v'(1<¢rc)< aún Kzfc, se verifizzl < zz _ dim z(z). 
Anrepresentação (16) permite analisar o sistema (1) como composto pelos subsitemas S1 e 
S2, dados pelas equações:
` 
X1 = X1 + + B111 + Q 
Y1 = CÍX1 P 
S22 X2 = X2 + (11 + 
vz =Y = <b×z 
0 que equivale em um diagrama de blocos à estrutura da figura 4.1. - 
U + 
' 
_ 
. S1 . S2~ Q t yl 
Figura 4.1. Estutura da solução do PRP.
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sempre que os subsistema S1 e S2 sejam estritamente causais. Formalmente: 
TEOREMA 4.6. [Bhattacharyya 83-a] j ~ ~ 
O PRP tem solução SSE o sistema (1) apresenta uma estrutura como na figura 1 com os 
sistemas S1 e S2 estritamente causais. ›
b 
Este teorema permite ver a importância da estrutura da figura 4.1, pois qualquer que seja 
o sistema em estudo, sempre que exista solução para o PRP sua estrutura poderá ser 
transformada em aquela. - 
4.2.1.6. Comentarios gerais 
As conclusões a respeito da utilização da representação entrada-saída na 
solução do PRP de forma global não devem ser mal interpretadas. Mesmo que elapermita 
achar as condições de existencia da solução e que estas sejam equivalentes as geométricas ~ 
e matriciais, não será possível a síntese de uma lei u=Fx se na .representação o estado x 
K. 
não é acessível. Porém aiimportância de uma expressão frequencial das CNeS para a 
solução do PRP se baseia principalmente na possibilidade de utilizar algoritmos 
alternativos,pmuitas vezes mais simples e robustos. Este ponto será explorado com mais 
detalhe nos próximos ítens. 
Com respeito ao problema de robustez dos métodos analisados frente a 
variações paramétricas existem ainda muitos pontos para serem pesquisados. Somente 
alguns 'poucos trabalhos foram realizados na procura de um subespaço V*(KerC), comum 
a uma família de sistemas representados por um conjunto de mapas (A,B,C,E), 
.'z
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[Bhattacharyya 83-b], [Basile 871. Nesse ponto, a análise comparativa dos métodos 
polinomiais e geométricos pode estabelecer uma base de conhecimentos que pennita, em 
futuras pesquisas, vincular condições de robustez entre uma e outra teoria. 
Como já foi analisado no problema de posicionamento de pólos, toda técnica 
de controle que utilize a realimentação do vetor de estados está limitada pela possibilidade 
real de se medir diretamente aquele vetor. Assim quando o vetor de estados for não 
mensurável deverão ser utilizadas técnicas de realimentação da saída Nesses casos, tanto 
para a análise como para a síntese da solução é possível representar o sistema por 
variáveis de estado ou por funções de transferência. _ 
Os resultados obtidos fornecem ao engenheiro de controle uma visão geral do 
PRP, já que vinculam diretamente a estrutura do sistema a suas diferentes representações. 
Pode-se concluir que o enfoque geométrico-matricial. se apresenta como mais adequado 
para obter a solução do PRP, dado que o estudo prévio realizado para a determinação da 
existência da mesma consiste em uma parte importante do procedimento de síntese da lei 
u = Fx. '
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4.2.2. Controle por realimentação da saída. 
~ Em -geral; -quando não ~é possível medir~~~diretamente 0 vetor de estados de um» 
dado sistema, a solução do problema de controle deve ser abordada via realimentaçäo da 
saída mensurável. Assim seja o sistema representado pelas equaçoes: 
dx/dt=Ax+Bu+Eq 
y~= Cx t > 0,x(0) =x0 
arz=Dx A UD 
comA.cRmm,BcRnXm, CcR1Xn, DcRkm, EcRnxp,e onde xcX(dimn), 
u ec U(di1n m), q c Q(dim p), y- c Y(dim l), z c~Z'(dim k), são respectivamente o estado, a 
entrada de controle, a perturbação, a saída mensurável, e a saída a controlar. Suponha-se 
ainda a seguinte lei de realimentação estática da saída: ~ 
u=Ky - 
Assim o sistema em MF fica representado pelas equações: f 
dx/dt=(A+BKC)x+Eq 
-z=Dx A l(18) 
e problema de rejeição de perturbações por realimentação estática da saída (PRPES) se 
coloca como: V "
A 
PRPES: Achar K: Y -> U tal que 0 sistema em MF de equações_('18) possua uma saída 
z(t) livre_dos efeitos de'q(t) para todo t > 0. Isto significa que os modos alcançáveis-pela 
perturbação sejam ocultos da saída:
A
<A~+ BKC 
| 
ImE > cKerD 
Esta condição é equivalente a achar um subespaço V tal que seja (A,aB»,~C)-invanante e 
verifique: 
Im E c V c Ker D i 
A utilização de uma realimentaçäo estática da saída cria condições muito exigentes para o 
sistema,.isto é,~ a solução poderá ser aplicada. com sucesso somente em sistemas muito 
1 P b ' ' particu ares. ara o ter condiçoes menos restritivas propoe-se o seguinte caminho: 
(i) Gera-se um sistema de r integradores do tipo: 
.dw/dt = v com di1n(w) = r 
(ii) Cria-se o sistema aumentado seguinte: _ 
dx/dt 
dw/ dt 
|ÍíI=I 
z=[D o][x_twt]t t>o (19)
C
O 
d . _ on e as matrizes serao chamadas Aa, Ba, C , Da e Ea. 
(iii) Supõe-se uma realimentação estática da saída aumentada: 
I H 
3 . '
> 
O X B O U E 
+ +Wm“:m q 
O W 0 I V O 
I
W
20
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com NcRm, McRrx1, KcRmx1, LcR mn, egera-seo sistema em MF apartir de 
(19) e (20), _ 
A
s 
dx/dt A + Bxc BL x E 
dw/ dt MC N w 0 
z = [ D o 1 [ xt wt ]t t > o (21) 
onde a matriz do sistema em MF será chamada Aaf. 
Assim, aplicando ao sistema aumentado (21) a condição de rejeição de perturbações por 
realimentação estática, obte-se: . 
< Aaf 
| ImEa > c KerDa 
ou equivalentementez 
< A+BKC 
I [ImE(+) O]> cKerD (+)W (22) 
onde O é o espaço nulo de W. Matricialmente esta condição equivale a:
A 
[D o1(Aaf)Í[EÍ o]Í = 0 parz,zz0d0i=o,1,...,n+r-1. 
A partir deste raciocinio pode-se formular o problema de realimentação dinâmica para o 
sistema representado na equação (17) como sendo uma realimentação estática sobre o 
sistema aumentado representado em (19). Portanto é possível formular o problema de 
rejeição de perturbações com realimentação dinâmica da saída (PRPDS) como segue:
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PRPDS: Dado o sistema (17), solucionar o` PRPDS consiste em achar um «espaço de 
extensão W e mapas K, I, M, e N, como na equação (20), tais que exista um subespaço V c 
X (+) W, Aaf-invari-ante efque verifique: -- ~ 
1mE(+)o¢v¢KzfD(+)w (23) 
A compensação dinâmica resultante pode ser representada pelo compensador dinâmico de 
equaçoes: 
dw/dt = NW + My (24) 
u=Ky+Lw t>0 \ 
A análise da existência da solução deste problema é feita no próximo ítem. 
4.2.2.1. Existência da solução . 
. O primeiro passo antes de iniciar a procura de um compensador que solucione 
o PRPDS consiste em analisar as condições sob as quais existe a mencionada solução. Uma 
CNeS para a existência de solução em função dos pares (C,A,B) estudados no capítulo 2 é 
dada no seguinte teorema. - 
TEOREMA 4.7 [Schumacher 80-b] 
O PRPDS tem solução SSE existe um par-(C¶,A,B), (V1,V2), que verifique: 
IrnE c V1 c V2 c KerD (25).
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Além disso a dimensão mínima necessária do compensador é: 
dim-min = min[dim V2 - dim V1]. - 
Conclui-se a partir da condição (25) que a existência de um único subespaço V3 tal que 
seja (A,B)-invariante e (C,A)-invariante e verifique: 
ImE c V3 c KerD (26) 
é uma 'CS para a existência da solução do PRPDS. Mas deve ser notado que tanto a 
'* equação (25) como a (26) 'nâo apresentam características construtivas já que para sua 
veríficação é necessária az procura da existência dos subespaços V1 e V2 ou V3. Para obter 
uma solução construtiva do resultado do teorema 4.7 procede-se da seguinte maneira: 
(i) Separa-se a equação' (25) em: _ 
* " V2 c KerD com V2 (A,B)Âinvaria'n°tei ~ (27a) 
IrnE c V1 com V1 (C,A)-invariante (27b) 
V1 c V2 ¬ (27c) 
(ii) Geram-se os subespaços V' (KerD) e Vz(ImE) tais que: 
V? (KerD) é o maior subespaço_(A,B)-invariante contido em KerD i 
Vz(ImE) é o menor subespaço (C,A)-invariante que contém ImE ~ ‹ z~~ 
(iii) Substitui-se o teorema 4.7 pelo seguinte corolário,
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çoRoLÁR1o[231 
o PRPDS tem solução ssE v..(1mE) ‹z v'(K¢rD) (23) 
A importância do corolário se fundamenta na possibilidade de construção da condição (28) 
através dos diversos algoritmos existentes para o cálculo de V'(ImE) e Vz(KerD), ver 
referências [Basile 691, [Morse 73], [Wonham 79], [Aplevich 79], [Vardulakis 81], [Van 
Dooren 81] e [Solak 861. As condições geométricas achadas podem ser diretamente 
vinculadas às condiçoes matriciais, obtendo se dessa forma 'algoritmos alternativos para 
sua verificação. Recentemente Linnemarm (1986), apresenta um enfoque matricial do 
PRPDS onde a condição de solução é sujeita à existência de uma forma condensada 
particular das matrizes do sistema em MA. Nesse mesmo trabalho também são 
apresentados algoritmos de verificação das condições e de síntese do controlador. 
. Além de condições matriciais, é também de interesse prático a obtenção de 
condições polinomiais equivalentes. Utilizando a representação entrada-saída do sistema é 
possível gerar condições que geralmente são de aplicação mais simples e de características 
mais robustas que as geométricas. Este ponto será analisadocom maior detalhe no ítem 
4.2.2.4. 
4.2.2.2. Uma solução alternativa do PRPDS. As condições na função de transferência do 
sistema. 
.
, 
Paraaanalisar as condições vistas no ítem anterior à luz da teoria de funções de 
transferencia é necessário representar ao sistema como: 
Zis) G1]_(5) G12(5) uls) = (29) 
Yis) G21(5) G22(5)' ' q(5) -
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onde “as Gi]-(sf) são matrizes racionais estritamente 'próprias e- vinculam-se com a 
representação (17) através das equações: 
› l-Gn ~= D(s1-A)'1 B 
t (312 = D(s1-»A)'1 E 
_ G21 = c(s1-A)'1 B G22 = c(sI-A)'1 E 
eo .compensador da equação (24) é dado por: 
C(s) = L(sI-N)-1 M + K (30) 
sendo C(s) uma matriz racional própria,
_ 
*Apartir das equações (29) e (30) o_ PRPDS consiste em achar uma matriz C(s) própria tal 
que, dadas Gil-(s) estritamente próprias, a função de transferência em MF que relaciona a 
perturbação q(s) com a saída z(s) seja identicamente nula, i.e.: 
G11(s)c(s)[1- G21(s)c(s)1'1G22(s) + G1_,_(s) = o (31) 
O problema reduz-se então ao acharluma solução C(s) para a equação (31), ou de forma 
equivalente, uma solução X(s) para a equação' (32): - - 
-~ G11(S) X(S) G22(S) + G12(S) = 0 
onde X(s) = C(s) [I - G21(s)C(s)]'1 é uma matriz racional propria.
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» Esta última equação, mesmo constituindo um caminho para a síntese do 
compensador, não permite uma verificação prévia da existência da solução. Por isso é 
importante achar uma condição de verificação sistemática que relacione as matrizes de 
transferência de MA do sistema com a existência de solução. Para alcançar esse objetivo 
basta vincular as ordens das matrizes de transferência (definidas como no capítulo 2) com 
a solução da equação (32). 
TEOREMA. 4.8. [Bhattacharyya 82] 
(a") As condições (i) e*(ü) abaixo são CN»-para--a existência de uma solução própria -da 
equação (32): 
V
' 
(1) Gm]-(S) = / o --> G°22¡(s) â / o e alma) ze/ o (ssa) 
(ii) o(G12¡¡) = < o(G°22¡) + o(G111¡) i=1...1, j=1...p (ssh) 
(b) Se posto(G110)=l e posto(G22o)=p (34) 
então a condição (33) também é suficiente, onde Gno e G220 são respetivamente, as 
matrizes de coeficientes máximos por linha e por coluna de GU e G22. 
A prova deste teorema pode ser realizada diretamente no plano da frequência dando 
consistência a este enfoque, mas também é 'possível 'demonstrar a equivalência com as 
condições geométricas da equação (28), -[Ghm 841. a-
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4.2.2.3. O PRPDS na representação por frações polinomiais. 
Utilizando uma representação poljnomial do sistema pode se fazer uma análise 
equivalente das condições estudadas no ítens 4.2.2.1. e 4.2.2.2. Suponha-se a seguinte 
representaçao parao sistema em malha aberta: 
ze T _ K K u s=‹ Qt to 1 2 › ‹35› Yo P Q 
. \ 
onde as matrizes polinomiais T, P, Q, R, S, K1, K2, K3, e K4, vinculam-se com as funções 
de transferência estritamente próprias do sistema através das seguintes equações: 
cms) z To*1 R + K1 G12(s) = TQ'1 s + K2 
V 
(ssa) 
G21(z) = P Q'1 R + K3 G22(z) = P o'1 s + K4 (sób) 
Além disso se verifica que: 
Q c R[s]m é tal que Q'1 é própria 
H PQ'1 e Q`1R são estritamentepróprias. 
Cabe 'mencionar que estas hipóteses não constituem restrições para o problema geral, 
[Ozgurer 851. -' - 
Com esta representação a solução do PRPDS consiste, como 'no ítem 4.2.22., em achar
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uma lei de compensação: 
ul=-C`:(s)y +v (37) 
tal que seja solução da equação: 
- 
- » -T K1 controlar 
G11‹s› C‹s› r 1 - <r‹z1‹s›t c‹s› 14 Gz1‹s› + G1z‹s› = 0
~ 
ou de forma equivalente:
+ 
onde X(s) = C(s) [ I - G21(s) C(s) ]`1 é própria. 
A equação (32) pode ser estudada através do problema conhecido como " two-side 
matching problem ", que consiste em achar a solução ( X ) da equação A = B XC, onde A, 
.B e C são matrizes polinomiais e X deve pertencer aos aneis Rp(s), Rp0(s) ou R[s]. 
Para conseguir determinar o vínculo entre a equação A = B X C e o PRPDS basta 
representar as fimções de transferência Gil-(s) pelos f seguintes sistemas de equações 
polinomiais: 
Q S 1 
G22(s) <--->. Z2 = sistema perturbação-saida 
- -P K4 
` mensurável ' 
. Q R ~ 
G11(s) <--.-> Z3 = “sistema controle-saída a 
t Q S 
G (s) <---> Z = sistema perturbação-saída 12 
~ 
4 
as 
-T K¡ a controlar
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e expressar (32) em função de 79, Z4: 
'Z4=Z3XZz¿ (38) 
A partir da equação (38) pode-se estabelecer o seguinte teorema: 
TEoRE1vLA4.9.[ozguf¢r 851
_ 
O PRPDS tem solução SSE a equação (38) tem uma solução própria X(s) c Rp(s). 
Combinando este último resultado com a solução da equação A=BXC estudada no 
caPítulo 2 tem-se: ‹ 
A 
' 
.
» 
coRoLÁRIoz 
O PRPDS tem solução SSE se-verifica: 'Í 
(i)Z12=0 JZz¿2=0 e%1=0 (39a) 
(ii) grau( z11¡j(s)) = < ui + vj para todo i=r1..t, j=1.;w. (391)) 
onde: ' 
šš3` _ U z3 =-.t_Ó z2'v = 1:22 o 1 
.› 
4 » -_ 
_ N 211 512 
z4 = U z4 v = 
Z21 Z22
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e onde: 
U e V sao unimodulares, 
23 é própria por linhas com graus [ul ....ut ], 
Zz¿ é própria por colunas com graus [v1 ....vw ], 
zu c R[s1°<W. x 
A equivalência entre as expressões achadas na teoria polinomial e os resultados da teoria 
geométrica é de maneira simples estabelecida no seguinte teorema: 
TEOREMA 4.10. [Ozgurer 86] 
Vz(ImE) c V*(KerD) SSE existe uma solução própria de (38). 
Além disso pode se provar [Ozgurer 86] que no cálculo dos graus por linha de Z3 e por 
coluna de Z4 são sintetizadas, respectivamente, bases dos subespaçõs V*(KerD) e 
Và(~ImE). Isto cria uma maneira alternativa de verificação das condições geométricas. 
4.2.2.4. Comparação dos enfoques analisados. 
Antes de estudar a síntese do controlador que soluciona o PRPDS é importante 
analisar as alternativas apresentadas para verificar a existência da solução. Nesta tarefa de 
análise comparativa das condições existem três propriedades importantes a considerar: (i) 
a interpretação física doproblema , (ii) a simplicidadede aplicação , (iii) a robustez frente 
a perturbações paramétricas.
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As condições obtidas pelo enfoque geométrico levam vantagem no primeiro 
ponto já que elas colocam de uma maneira muito -simples e intuitiva o que acontece 
fisicamente com z.o sistema. Já para interpretar as condiçõesde ordem das equações (~33a)ee 
(33b) é necessário utilizar uma representação de blocos do sistema. Seja então o seguinte 
diagrama que mostra a evolução do sinal de perturbação dentro do sistema: 
V canal direto do sistema 
.qj 
_ + _
1
OH
-
+ 
+
, 
-O I
Q 
Q
_ 
""› 
‹....I
O 
I-|\ F-5 I_loi O+ G2 
canal de realimentação do sistema
1 
Figura 4.2. Evolução do sinal de perturbação 
Nesse-diagrama, sea quantidade de zeros de um bloco é associada àsvelocidade de trânsito' 
dos sinais através dele, resulta claro que a condiçào (33b), que de fato coloca um limite 
superior na quantidade de zeros de Gui]-(s), está impondo como condição de solução que 
a velocidade de trânsito da perturbação' no canaldireto nunca seja maior que no canal de 
realimentaçãot Nota-se assim que a. condição nas ordens das matrizes é somente 
necessária, pois não sempre existirá um compensador C(s), que na posição do diagrama, 
mantenha as propriedades de velocidade de trânsito estabelecidas. Com' respeito as 
equações polinomiais (39a) e (39b) não se conhece uma interpretação física equivalente.
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No que diz respeito à aplicação das condições, a vantagem é das equações nas 
funções de transferência. Observe-se que a verificação das condições (33a) e (33b) pode se 
realizar por simples inspeção e que algoritmicamente é bem mais complicado o cálculo dos 
subespaços V*(KerD) e Vz(ImE) que o das matrizes G110 e Gzzo. « 
- 
- 
- Nos casos -mais gerais encontrados na prática as condições nas funções de 
transferência do sistema apresentam-se como mais robustas. Considerando o sistema na 
sua representação entrada-saída como na equação (29), uma perturbação nos seus 
parâmetros, i.e., .coeficientes dos polinômios -numerador e denominador, não alterará as 
condições da equação (33) quando que não produzam cancelamentos entre os 
mencionados polinômios. Assim, se para a mencionada perturbação, (34) continua 
valendo, pode-se afirmar que (33) é uma condição de solução robusta, [Bhattacharyya 831. 
Já no caso de perturbações nos parâmetros da representação por variáveis de 
estado, a verificação da condição (28) implica em uma nova síntese dos subespaços 
V*(ImE) e Vz(KerD), i.e., a condição não é robusta as mencionadas perturbações. Porém 
deve notar-se que ela será verificada sempre que as equações (33) e (34) o sejam. 
. Como foi mencionado, as perturbações aceitas na representação entrada-saída 
são tais que não alteram a ordem do sistema, i.e., não são consideradas aquelas 
perturbações que produziriam perdas de controlabilidade ou observabilidade do estado do 
sistema. No caso deacontecer este tipo de perturbação todos os enfoques forneceriam 
condições não robustas, mas o enfoque geométrico estaria mostrando com 'detalhe as 
mudanças internas do sistema. ' ' 'ã
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4.2.2.4. Síntese da solução 
Após verificada ala das condições que asseguram a existência da solução 
para o PRPDS é necessário optar por uma das possíveis técnicas de cálculo do 
compensador. Este procedimento, que será chamado síntese da solução, conduz à 
obtenção das matrizes K, L M, e N, ou equivalentemente à função de transferencia C(s), já 
definidas nas equações (24) e (30) ou (37) respectivamente. A ordem deste compensador 
dependerá, logicamente, da metodologia empregada para o cálculo. Em geral se considera 
como mais vantajosa aquela técnica que consegue obter a menor ordem no compensador 
sob similares condições de complexidade dos algoritmos. ' 
- Da mesma formaque para as condições, de solução; tem-se três caminhos 
teóricos diferentes para se obter a síntese do compensador. O primeiro se baseia nas 
condiçoes geométricas achadas e utiliza portanto a representação por variáveis de estado 
do sistema. O segundo, ocupa-se da solução da equação (32) na representação entrada- 
saída e 0 terceiro baseia seu cálculo na solução da equação A=BXC.
_ 
(i) Síntese pelo enfoque 'geométrico-matricial. 
-» A síntese' dasmatrizes K,L,M,N, para resolver o PRPDS pode se basear nas 
propriedades dos pares (C,A,B),[Schumacher 80-b], .analisadas no capítulo 2, ou na 
resolução de equações matriciais que envolvem formas condensadas das matrizes A,B,C,D 
e_ E, [Linemmann 871. No trabalho de Schumacher (1980), a solução do PRPDS consiste 
em achar um subespaço V c X (+) W tal que seja AÍ-invariante e que verifique a equação 
(23): ~ 
J
' 
ImE(+)O c VcKerD(+)W (23)
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Definindo respectivamente a "projeção" (V ) e "intersecção" (V-) de um subespaço V 
, p 1 ' 
VcX(+)W comoespaçoX como: 
VP = {xcX talqueexistewcWe[xt wt]tc V} 
vi = {xcX zzúquz [xt o1f¢v} 
a condição de solução (23) equivale a: 
ImE c Vi c Vp c KerD (40) 
A partir 'desta relação, se são escolhidos Vi ='Vz(ImE) e VP = V*(KerD) a condição 
(35) se verifica automaticamente e somente resta encontrar V tal que seja AÍ-invariante e 
tenha Vi e VP como "interseção" e "projeção" respetivamente. ~ 
Com estas considerações a síntese se baseia no seguinte teorema: 
TEOREMA 4.9 [Schumacher 80-b], 
Dado o par(C,A,B), (V1,V2 ), existe um espaço .de extensão W, de dim W = 
=dim V2 - dim V1, e mapas K, L, M, N, tais que V1 = Vi e V2 = VP para um dado 
subespaço V c X (+) W. V V ' . 
Os passos a seguir na mencionada síntese são:
` 
PASSO 1. 
Escolhe-se o espaço linear W com a propriedade: 
dim W = dim V2 _ dim V1,
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sendo que 'V1 = v.(1mE) z V2 = v*(KezD). 
PASSO 2 _ 
Escolhe-se o mapa R: V2-> W tal que KerR = V1, e define-se 
v~= {[×* (R›z)f1* ¢a1quz×‹zv2}‹zx(~+)w. 
Com esta escolha de V se garante a condição Vi = V1 e V2 = VP. 
PASSO 3 
Escolhe-se K, L, M, e N para que 'V seja AÍ-invariante. Para isso: 
A+ BKC BL x [A+B(1<c'+LR)] x 
'MC N RX (MC+NR)X 
deverá estar contido no espaço V para todo x c V2. 
Como V2 é (A,B)-invariante escolhe-se: ' 
A+B(KC+LR) =A+.BF.comFcF(V2), 
daí resulta :
_ 
.Kc+LR=F (4 
A outra condição impõe que ( MC-+~NR )x = R( A + BF )x para todo x, ou seja: 
e 'NR+Mc=R(A+BF)~ (42)
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Com as equações (36) e (37) a síntese é completada com a escolha de uma das possíveis 
soluçoes. 
Uma forma de se fazer esta escolha- , consiste em aproveitar as propriedades dos pares 
(C,A,B) para fixar as matrizes K e M de modo a assegurar a existencia de N e L que 
verifiquem (41) e (42), [Schumacher 80-b]. A matriz K, K:Y->U, se escolhe para verificar: 
F = Kc + F0, v¡ ¢K¢rF0 
G = BK + G0, Imczocvz 
sendo que (F,G) c P(V1,V2). 
A matriz M se escolhe: M = -RG0. A partir destas relações obtem-se L e N de: 
LR=Fo NR=R(A+BF.+G0c). 
~ *Corn esta proposta 'anão fica resolvido o problema da ordem mínima do 
compensador. Como a dimensão de W depende da diferença de dimensões de V1 e V2, a 
escolha mais adequada parece não ser o par Vz(ImE), V*(KerD). Muito pelo contrário a 
procura deve apontar em direção de um par(C,A,B) que verifique a condição (40) com 
mínima dimensão para V2 e máxima para V1. Este raciocínio, válido teoricamente, 
apresenta a dificuldade de não ser sistemático. Além do apontado, resta comentar que os 
graus de liberdade encontrados na síntese do compensador são utilizados geralmente para 
impor, ao sistema, outras especificações de controle. z 
` 
A No trabalho de Linnemann (1987), é apresentado um método de síntese 
alternativo. Nele, as condições de solução estão sujeitas à existencia de uma matriz S
A=S AS= Aâl A32 ... A35 B-S B- B3 E-S -- 
/ 
A 
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inversível tal que as matrizes do sistema possam ser levadas a uma forma condensada 
(porém não canônica) como se descreve na continuação: - 
A11 A12 °'- ^15 B1 Eli 
_ -1 A21 A22 °'° Azs - _ _1 _ B2 _ _ _1E_ E8 
` A42 "° A45 B4 ° 
onde B4 e Q sao de posto completo. Verificada esta condiçao o compensador solução é 
calculado a partir das seguintes equações: 
B4Ko¿=-A42 .,MÇ,¿=A32+B3KC¿ (43) 
B4L= 
A ordem do compensador depende-«diretamente da-escolha de S pois a-.matriz A33. fixa a 
dimensão da matriz N, e pode ser provado que para um dado S a dimensão do 
compensador coincide com (dim V'(KerD) - dim Vz(ImE)). As equações (43) podem ser 
resolvidas utilizando a decomposição em 'valores singulares das matrizes do sistema, 
gerando assim um cojunto de_ soluções de dimensão escolhida. 
(ii) Síntese na representação entrada-saída. 
A 
Para sintetizar o compensador que resolve o PRPDS é necessário achar uma 
matriz propria X(s) tal que: -
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Supondo verificada a condição (34) -do teorema 4.8. é possível expressar as matrizes G11(s) 
e G22(s) como: 
'
~ 
G11(S) = D11(S) G'11(S) 
G22(S) = G'22(5) D22(S) 
onde: D11(s)= diag( st1,"sÍ2,..., sfl) , O(Gül¡)' = ti 
D22(s)= diag( SC1, s°2,..., SCP) ,o(G22°¡) = cj 
e G'11(s) e G'22(s) são bicausais por direita e por esquerda respeitivamente [Hautus 78]. 
Assim a solução é colocada como, [Ohm 84): ~ 
x(s)= - G* 11(S)D11'1(s)G12(S)D22'1(s)G+22(s) (44)
A 
onde G+ 11(s) e ~G+22(s) são respetivamente, inversas próprias por direita e esquerda de 
G”1_1(s) e G'22(s). A solução X(s) é própria pois a condição (33b) do teorema 4.8 assegura 
que D11`1(s)G12(s)D22`1(s) é propria.
V 
Um outro procedimento de síntese baseado nas expansões em series de potência de 
Laurent das matrizes G¡j(s) e X(s) pode ser analisado em [Ohm 84].
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A partir da obtenção de X(s) o compensador C(s) é calculado da equação: ` 
c‹s› = (1 fz Gz1‹s›sX‹s›,›°1 
(-iii) -Síntese na representação polinomialz 
A síntese 'do compensador nesta representação .consiste basicamente em achar 
uma soluçãozprópria da-equação (38) ou de forma equivalente, da equação A = BXC 
estudada no capítulo 2. Assim se: . ' 
X X . 
xl X2 _ 
3 4 
é a solução própria achada o compensador C(s) é calculado como: 
c(s) = x4 ( r - G21(s) X4 )-1 
4.3. Solução assintótica do problema de rejeição de perturbações. 
O projeto de um compensador para a. obtenção da rejeição total de 
perturbações é, em geral, pouco aplicável a casos práticos já que as CN e S estabelecidas 
para a existência 'da solução “carecem de generalidade. Assim quando não é` possível achar 
uma desse tipo, isto é, que rejeiteeztodo tipo de perturbação para todo tempo, deve tentar- 
/"
_ 
se alguma outra menos exigente. No .caso mais simples o problema se reduz a impor 
condições assintóticas de rejeição no sistema em MF. Formalmente a saída' do "sistema y(t) 
deverá verificar:
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y(t)--> f( u(t) ) com u(t) =entrada de controle e f(.) uma função linear (45) 
t--- > oo 
sendo que para todo outro instante de tempo, 
y(t) = f(u(t),q(t)) com 'q(t) =perturbação. (46) 
Para se lograr este objetivo é preciso conhecer a classe de perturbações que entram no 
sistema. No caso de tratar-se de uma perturbação estável, isto é, que verifica a condição 
q(t)-> O quando t-- > oo, a única condição a estabelecer no sistema en MF é a estabilidade 
( equivalente a possuir todos os seus polos 'com parte real negativa). Já se a perturbação é 
instável-, q(t)-,L-‹i> 0 quando t-->oo, além da condição de estabilidade deverão conhecer-se 
os modos de excitação da mesma para criar um compensador que obtenha a condição (45). 
Com. estas considerações a análise do problema de rejeição de perturbações de 
forma assintótica (PRPA) levará em conta somente o conjunto de perturbações instáveis. 
Elas serão definidas ( no plano s ) como:
` 
Q = { q(s) estritamente própria e q(s)=nq(s)/dq(s) com Z[dq(s)] c C+ } (47) 
. Além das '“co'nsiderações na classe de perturbações” é necessário, para definir 
totalmente o problema a ser estudado, fixar uma. conñguração de controle. Serão' 
analisadas as estruturas que se mostram nas fig. 4.3 e 4.4.
u
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Figura 4.3. Estrutura clássica de servocompensador. 
.» q 
Figura 4.4. Estrutura de servocompensador com realimentação de estados. 
Em ambos modelos são considerados de forma geral, tanto perturbações na entrada , em 
pontos intermediários, como na saída da planta. Nestes esquemas de controle, planta e 
compensador podem ser representados por funções de transferência oupor variáveis de 
estado. As equivalênciaslsão estabelecidas, para a planta, nas seguintesexpressões:
z 
.J 
dx/ô1=Ax+Bu+Eq '- 
y=Dx+Kq+Gu comx(0)=x0et>0.
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/ 
y‹s› = lP1‹s› Pz‹s›1 lu*‹s› ‹i*‹s› 1* 
com P1(s) =¶D(sI -A)'1 B + G, e 
1>2(s) = D(s1-A)'1 E + ig 
onde a escolha das ~ matrizes E, e K permite obter quaisquer das configurações 
mencionadas para a perturbação.
J 
z. _ Com todas as considerações anteriores coloca-se o PRPA da seguinte maneira: 
Achar um compcnsador C, ou um compcnsador e uma realimentaçào de estados, 
respectivamente nas configurações das figuras 4.3. e 4.4., de forma tal que 0 sistema em 
MF apresente uma resposta y(t) tal que: ~ 
lim y(t) =« 0 para yr(t) =0, q(t) c Q, e para todo t. (48) 
Í~-- > O0. 
4.3.1. Estrutura clássica do servocompensador. Enfoque polinomial, [Callier 821, 
[Vidyasagar 851. 
4.3.1.1. Existência da solução 
Na. estrutura da figura 4.3, as representações entrada-saída da planta P e do 
compcnsador C verificarao as seguintes* hipóteses:
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Hipóteses 1 
(i) P = matriz no x ni, racional e estritamente própria, cuja representacão em matrizes 
polinomiais vem dada por: - = 
V(Dpe,Npe) fração coprima por esquerda de P, P = Dpe`1 Npc 
(Np¿,Dpd) fração coprima por direita de P, P = Npd Dp¿`1. 
Considera-se que os zeros de P verificam: 
Z[Pl "Z[Ql =/ 0 (49) 
(ii) C = matriz no x no, racional própria, cuja representação em matrizes polinomiais vem 
dada por: 
(Dce,Nce) fração coprima por esquerda de C, C = Dce`1 N cs 
(N cd,Dcd) fração coprima por direita de C,- C = N cd Dcd'1. 
Em malha fechada a função de transferência é: 
FTMF ; [1>c(1+ Pc )'1 L(1+~Pc)'11 (so) 
matriz que relaciona o vetor de entrada [ ut(s) qt(s) ]t com a saida y(t).j A matriz L 
representa a função de transferência direta entre o ponto de entrada da perturbação e a 
saída da planta, e tem seus valores limites em I e P. 
Os pólos deste sistema resultam da solução da equação :
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ó¢t( 1 + Pc) = o <»> ‹1¢z(DpeDcdW+ NpeNcd) = o (51) 
Condição Necessária para existência da solução. 
Sob as hipóteses 1 no sistema em MA, a condição (47) na perturbação q(t) e sendo o 
sistema em MF estável, 
SE ' 
o sistema em LH* rejeita assíntóticamente toda perturbação q(t) c Q, 
ENTÃO “ 
para todo s c Z[Q] vale det(NpeNcd) = / 0 ou equivalentemente: 
posto(Npe) = posto(Ncd) = no = < ni. 
Esta última condição exige, para que exista solução ao PRPA, que, nem a planta nem o 
compensador tenham zeros coincidentes com os modos da perturbação.
V 
Condição Suficiente para existência da solução. 
Sob as hipóteses 1 no sistema em MA, e a condição (47) na perturbação q(t), 
o sistema em kfi? é estável, Z[det(I+PC)] c C`, e dq(s) c R[s} é fator de todo elemento de 
Dc¿ ( Dcd(s) = dq(s)Dc(s) para algum Dc(s) c R[s]n°m° ), _ 
ENTÃO , › t ~
. 
0 sistema em Ivfl* rejeita assintóticamente toda perturbação q(t) c Q.
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Observe que esta condição é simplesmente uma generalização da dos sistemas 
monovariáveis. Para isso basta lembrar que se .P(s) não possui como pólos os modos 
instáveis a serem rejeitados, é necessário que os mesmos façam parte da dinâmica do 
compensador. _ 
Como observações gerais destas duas condições tem-se: 
(i) as mesmas indicam o caminho da síntese do compensador solução 
(ii) a condição de estabilidade, colocada nos métodos anteriores (PRP, PRPES, PRPDS ) 
como uma especificação de projeto adicional e complementar, é, neste enfoque, necessária 
para a existência "da solução; Observe que se o sistema for instável; qualquerperturbação 
q(t) c Q que afete a saída y(t) em um instante qualquer t'-c [0, oo), fará com que no regime 
‹ Yi 
permanente y(t) possua termos instáveis e dependentes da perturbação. - 
4.3.1.2. Síntese da solução. 
Baseando-se nas condições analisadas' no ítem anterior, a síntese do 
compensador C(s) c R(s) nixno para rejeitar assintóticamente as perturbações q(t) c Q, 
deve realizar-se nos seguintes passos: ` " ~ ' * ' ^ ' 
(i) escolhe-se Dx(s) c R[s]nim° tal que Z( det('Dx(s)) c C' 
(ii) Acha-se uma solução .(X,«Y)~~da equação: X.dq.Dpd + Y.Np.d =~›Dx 
_ 
(52) 
tal que (X,Y) c R[s]mxm ir R[s]mxn° e (dq.X,Y) seja uma fração coprima pela esquerda. 
(iii) calcula-se 0 compensador C(s) = (dq.X)`1 Y = Dce`1 Nce
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Deve-se notar que: » ~ 
(a) a condição-‹(i) assegura a estabilidade-de MF (cuja dinâmica é dada pela equação 
(52)) 
(b) a solução da equação _(52) na condição (ii) pode ser obtida da mesma forma que no 
problema de posicionamento de pólos do capítulo 3, mas levando em consideração a 
condição de rejeição dada por: 4
' 
posto( Y(s) ) = no para todo s c Z[Q], 
isto assegura que se ('dqX,Y) é uma fração coprima pela esquerda, (X,Y) também oserá. 
(c) a existência de uma solução (X,Y) estritamente própria da equação (52), e portanto de 
um compensador bem conformado, é assegurada sempre que DX seja escolhida reduzida 
por linhas e colunas com graus respectivos li e ci, sendo que estes verificam a relação: 
li > = grau( dq(s) ) + u - 1 para todoi=V1...n 
onde u = max[ grau( Dpe ) i= 1..n ]. 
(d) uma escolha adequada de DX levará a obter valores de li suficientemente grandes como 
para assegurar a existência da solução verificando (c). t
' 
(e) um algoritmo de cálculo deste compensador será -similar ao analisado no capítulo 3, 
onde trocando Dpe por dq.Dpe fica para as equações de Berzout: 
v¿ Ud ` dq Dpd -Ue _ In o 
o In -Npe -dq npe Npd ve
`1o3 
x=Dxvd-NXNPI 
Y =DxUd+ Nxdqnpe 
4.3.2. Estrutura do servocompensador com reaiimentação de estados. Enfoque matricial.
/ 
4.3.2.1. Existencia da solução. 
Considere-se a estrutura da figura 4.4. com a seguinte representação para a 
planta P:
. 
dx/dt.=Ax+ Bu + Eq 
y=.Dx comx(0)=x0et>0. 
e as seguintes hipóteses de trabalho: - 
Hipóteses 2 ' ' 
(i) O par (A, B) é estabilizável. 
(ii) Os zeros de transmissão da planta P não são modos da perturbação q(t). Esta condição 
é equivalente à relação já estabelecida entre os zeros de Q e P : Z[Q] ^  Z[P]` = / 0. 
Considere o compensador C de estrutura: 
dxc/dt f= Ac xc + BC nc 
zc = Dc xc 
com matrizes Ac, BC, e Dc tais que:
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Ac = diag[ Aci ], BC = diag[ Bei ],i = 1,..(dim y) 
Dc = Identidade 
onde cada par (Ac¡,Bc¡) é uma representação canônica controlável da função de 
transferência irredutível: 
Q0(s) = q1(s) q2(s) qk(s) 
que representa todos os modos existentes nas perturbações q(t) c Q. 
Com C definido desta forma o sistema aumentado fica: 
dx/dt A o x B E o = +. u +q ' q +- yr 
dxc/dt -BCD AC xc 0 0 BC 
y=tD ‹>1[×'° xctlt 
onde xc é o estado do compensador. 
Para que o PRPA tenha solução deverá verificarse: 
y(t) -> O para yr = 0 e q(t) c Q (53) 
Í --> 00 
Condição suficiente de solução 
Com-a estrutura definida para o compensador, SE valem as hipóteses 2 existirá uma lei de 
reafimentaçâq para o sistema aumentado, u = F xa com F = [F1 F2] e 
xa = [xt xct]t, *tal que o sistema em _verifica a condição (53).
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É simples verificar que com as hipóteses 2 fica assegurada a estabilizabilidade do sistema 
composto, [Chen 701, e que nessas condiçoes existirá uma lei de realimentaçao que 
.estabilizazzo sistema; t[Wonl1am 791.- Verificando-se a estabilidade) de MF;~a¬eestrutura do 
compensador estabelecerá a rejeição de perturbações q(t) c Q. 
4.3.2.2. Síntese da solução. 
._ 
.. +0 procedimento de-.síntese pode resumir-se aos -seguintes passos: 
(i) verificar a estabilizabilidade do par (A, B ), 
(ii) verificar que Z[P] ^  Z[Q] = / 0, V 
(iii) modelizar o~servocornpensador de acordo com as perturbaçoes, 
(iv) montar o sistema aumentado, . 
(v) utilizar algum procedimento de posicionamento de pólos para posicionarla parte 
controlável do sistema e determinar a lei de realimentação F. 
Quando o vetor de estados nao é acessível pode se realizar uma realime'ntaça"o através de 
um estimador do estado, (sempre que o sistema seja detectável) e utilizar o teorema da 
separação para estabelecer a lei de realimentação que soluciona o PRPA. Nota-se que o 
compensador é sempre uma realizaçãocontrolável e observável já queé calculado a partir 
de uma função de transferência irredutível. No caso de- usar o observador o sistema ficaria 
como na figura 4.5.
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yr' + -U y 
+ C ¬ 
l 
F2
X 
OBS 
Figura 4.5. Servocompensador com realimentação de estados via observador. 
4.3.3. Robustez do compensador. 
_ 
Neste tipo de compensador é possível uma análise simples do problema de 
perturbações paramétricas. Interessa determinar qual é o conjunto de perturbações 
paramétricas admissíveis na planta, ou mesmo no compensador, sem mudar as 
características de estabilidade nem as de rejeição de perturbações q(t)cQ. 
Utiliza-se linhas para identificar os :parâmetros e os elementos pertürbados. '" ` 
A partir da análise feita fica claro que mantendo-se as condições: 
(Í) Z[1°']" Z[Ql _=/ li; 
(ii) ( N'cd,dq D'c) é um par coprimo pela direita, ou equivalentemente 0 controlador 
(A'c,B'c) continua sendo uma representação mínima das perturbações q(t) c Q; 
(iii) o sistema em MF é estável;
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o sistema perturbado em MF rejeitarâ assintóticamente toda perturbação q(t) cQ. 
Para estabelecer a relação direta entre -as perturbações nos parâmetros da planta _e a 
solução do problema, se poderá considerar C(s) não perturbado, e se o conjunto de plantas 
perturbadas é reduzido a aquelas que verificam (i), a condição de estabilidade em MF 
para toda planta P, contida naquele conjunto, assegura a solução robusta do PRPA Desta 
forma ozanálise dezrobustez reduz-se a dos compensadores que estabílizam-o sistema em 
MF. ' 
4.3.4. O vínculo com o problema de rastreamento assintótica de referências. 
Uma característica importante que apresentam as estruturas analisadas em 
MF, é a possibilidade de estudar simultaneamente o PRPA e o rastreamento assintótico de 
referências da mesma classe que a perturbação. De fato se o compensador C(s) da figura 
-4:3; ou o par* (Ac,Bc) da figura 4.4. “forem projetados para rejeitar assintóticamentetoda 
perturbação q(t) c Q, então ambos sistemas rastrearão assintóticamente toda referência 
yr c Q. Como já foi analisado que o sistema em MF das figuras 4.3. ou 4.4. rejeitam 
assintóticamente todaperturbaç-ão 'q(t)"c Q independentemente do ponto'de“entrada na 
planta, é possível utilizar, sem perda de generalidade, a estrutura da figura para provar 
que y(t) -> yr(t) quando t-->oo sempre que yr(t) c Q. Para isso basta comparar, na 
figura 4.6., as matrizes de transferência T y-q e T ea-yr l " " " “ _ 
'ry-q=(1+Pc)'1 Te-yr=(1+Pc)'1
- ¬
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V 
' 
<1
_ 
yr-+e U ++y
- 
1 Figura 4.6. Perturbação na saída da planta. 
e concluir _que: 
SE 
y(t)-- > 0 para toda q(t) c Q, . 
t-- > oo 
ENTÃO 
e(t)--> 0 para toda yr(t) c Q, e portanto,
U 
t-- > oo ' ' ' 
y(t)-->y1.(t) para toda yr(t) c Q, 
t-- > oo V ' 
o que implica emrastreamento assintótico da referência~yr(t).* 
4.3.5. Comentários gerais. 
Um ponto importante a ser destacado neste estudo, é a exigência da 
estabilidade do sistema em malha fechada para obter a rejeição assintótica das
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perturbações. Como em geral a especificação de estabilidade é exigida na maioria dos 
projetos de controle, a observação anterior não resulta por demais restritiva. Porem 
usando somente as técnicas de controle para- a -solução do PRP, ~PRP~ES-=ou.- P-RBDS ` é 
possivel obter uma saída instável (para entrada limitada) e livre de perturbações. 
Outro ponto importante a considerar é a resposta transitória do sistema. 
Dependendo da .importância que esta tiver para o projetista, a solução assintótica do 
problema de rejeição de perturbações poderá ser não satisfatória. Em geral, mesmo 
conhecendo os possíveis modos da perturbação, o problema torna-se crítico quando o seu 
ponto. de.. entrada zé, desconhecido.z»De`forma .geral pode se dizer que a solução assintótica 
não é adequada aos -problemas onde se requer . respostas transitórias robustas' e se 
desconhece a função de transferência perturbação-saída de MA. 
4.4. Conclusões. 
Como pontos importantes a serem destacados na análise feita neste capítulo 
coloca-se: 
- a complexidade da solução é, logicamente, tanto maior quanto mais exigentes são as 
especificações de rejeição colocadas pelo projetista, 
- a análise do problema pode ser feita por vários caminhos sendo que o geométrico se 
apresenta como mais claro a nível conceitual e o polinomial mais operativo, 
- os procedimentos de síntese do compensador colocados no -ítem. 422.4 dão uma solução 
teórica do problema, mas não analisam a robustez algoritmica do cálculo. Para isso 
deverão ser realizados novos trabalhos de pesquisa que poderão utilizarieste 'como base, '
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- o problema da rejeição assintótica, por ser o de solução mais simples, apresenta um 
método de síntese do controlador que pode ser implementado na prática com resultados 
satisfatórios. Basicamente a robustez do método de cálculo de C(s) está sujeita ao 
algoritmo de posicionamento de pólos que se utilize. 
Finalmente deve-se colocar que, na maioria das aplicações de controle, o problema de 
rejeiçãofde perturbações é analisado conjuntamente com o posicionamento de pólos ou a 
estabillidade em malha fechada, e que isto gera maiores restrições nas condições de 
existência de solução e também maior complexidade na síntese dos compensadores. Este 
problema será analisado no próximo capítulo.
z
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CAPÍTULO sz Pos1cIoNAMENTo DE PÓLos E REJEIÇÃO DE PERTURBAÇÓES 
5.1. Introdução. 
Quando é projetado um controlador para obter rejeição de perturbações em 
MF, geralmente tambem são especificadas outras condições como estabilidade (E) ou 
posicionamento de pólos (PP). É por este motivo que o estudo de ambos problemas, 
simultaneamente, tem grande interesse prático. Levando em conta a análise feita nos 
capítulos anteriores, deve-se fazer um estudo que considere o problema segundo diferentes 
estruturas de controle e/ou diferentes especificações de rejeição. O problema da 
estabilidade será considerado como um caso particular do posicionamento de- pólos de 
igual forma que no capítulo 3. As considerações a respeito dos modos não controláveis ou 
não observáveis feitas naquele capítulo continuam valendo, já que no problema da rejeição 
de perturbaçoes sao somente consideradas as influências da perturbaçao na saída do 
'sistema¬ t 
V Serão analisados os seguintes problemas: 
(i) rejeição total e posicionamento de pólos utilizando: 
s (a) realimentação de estados (PRPPP) e,
_ 
(b) realimentação da saída (PRPSPP); 
(ii) rejeição assintótica e posicionamento de pólos (PRPAPP). 
uf
_ 
. , . A nomenclatura a utilizar será *a ' mesma dos capítulos anteriores e valem 
também os comentários feitos no capítulo 4 no que diz respeito dos problemas de rejeição 
total.
'
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5.2. Rejeição total de perturbações e posicionamento de pólos. 
5.2.1. Usando realimentação de estados 
Dado um SLM representado pelas equações: 
dx/dt=AVx+Bu+Eq t>0 ex(0)=_x0 
z =Cx 
_ (1) 
o objetivo do controle é achar uma lei de realimentação u = Fx + v de modo a obter 
em MF: ' 
z(t) = 0 (2) 
para todo q(t) e com xo = 0, v(t) = 0 para todo t,
ç 
@(A+nr ) c cb 
2 
(3) 
onde Cb é um conjunto arbitrário de números complexos simétrico com respeito ao eixo 
real. As condições (2) e (3) são logicamente as mesmas que se analisaram nos PRP e PPP. 
5.2.1.1. Enfoque geométrico do PRPPP. 
(a) Análise do problema. _ 
Considera-se a classe de subespaços de X, H+(A,B,KerC), definida por:
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IjI+ (A,B,KerC) = { V c X tal que V c J (A,B,KerC) e existe F c F(V) tal que 
@t ‹A+BF›|v1 c Cb› ‹4› 
e calcula-se o elemento máximo desta classe -Vb'(KerC).~O espectro do mapa A+ BF, para 
uma lei F c F[Vb'(KerC)], pode-se decompor em: e 
@(A+BF) = @[ (A+ BF) | vb'(Kzrc) 1 U @[ (A+BF)¬| x/ vb"(1<‹zrc) 1 
= @[ (A+BF) | vb'(Kzfc) 1 U @[(A+BF)1 
Com a escolha do conjunto Cb é possível estabelecer uma partição de X nas partes estáveis 
(ou boas) -~e instáveis (ou mins) relativas a aquele conjunto.” Assimetem-se: 
X = X,‹A› ‹+› Xb‹A› ~ 
Observa-seque com a escolha de F c F[Vb'(KerC)] fixam-se, dentro do conjunto desejado 
Cb, os autovalores do mapa restrito (A+ BF) | [Vb*(KerC)] e da mesma forma que no PRP 
o mapa. F não .fica na totalmente' determinado, =Se -os -graus -de líbe'rdade*resta'utesz na 
determinação do mapa F permitirem o posicionamento dos restantes autovalores do mapa 
(A+ BF) dentro de Cb, e a imagem da perturbação estiver contida em Vb*(KerC), então, 
para-o dado Cb, o problema terá solução. Este problema assim colocado pode serchamado 
de rejeição de perturbações com estabilidade relativa a .Cb(PRPER). Formalmente:
R 
TEOREMA 5 1 
O PRPER tem solução SSE o sistema.(1) verifica: ~ 
,›
\ 
» X¡(A) c < A,B >- ` ' (Sa) 
Im E ¢ vb'(K¢rc) (sb)
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Notar: ` 
(i) que se verifica Vb'(KerC) c V* (KerC) e portanto existe solução ao PRP. 
(ii) que se a condição (Sa) é substituída por X+(A) c <A,B>, i.e. (A,B) estabílizável, o 
teorema dá a solução ao problema de rejeição de perturbações com estabilidade (PRPE). 
Isto equivale a escolher Cb = C`. 
(iii) o subespaço Vb'(KerC) cria a seguinte partição do espaço X e do espectro do mapa 
A+ BF: 
t _ 
.
. 
o X (dim n) 
O <A,B› 
O KGIC 
ç 
0 V*(KerC) 
parte não controlável 
e*mal posicionada do 
V (Ker C). 
4 
Q vbfl ‹_xerc› parte nao controlável 
e*bem posicionada do V (Ker C). * 
~ o R (KerC) 
parti controlável 
do V (Ker C). 
Q -0(dim 0) 
Figura 5.1. Diagrama de espectros da partição do espaço X. 
onde: _ 
R*e(KerC) é o maior subespaço de controlabilidade do KerC, e 
V'(KerC) o maior subespaço (Á¿B) invariante do KerC.
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Este diagrama mostra claramente as condições de solução e permite associá-las ao 
problema real.
V 
Se o PRPER é alterado de forma tal a exigir que o sistema em malha fechada possa ter 
seus pólos posicionados em qualquer conjunto Cb c C', então ele se transforma no 
problema de rejeição»---de perturbações com alocação arbitrária de pólos (PRPPP). 'Esta 
condição, claramente mais restritiva, é equivalente a supor a condição mais desfavorável 
no PRPER já analisado, isto é, que nenhum dos autovalores-do mapa A+ BF restrito ao 
subes aço Vf.(KerC)/R."(KerC esteja-no conjunto desejado C ›, então resulta: - P b 
vb'(Kz-zfc) = R'(K¢rc) (6) 
resultado que pode ser facilmente interpretado no diagrama da figura 5.1. Sob esta 
hipótese pode ser usado o algoritmo de 'cálculo de R*(KerC) analisado no capítulo 2. 
Desta forma ~as.condições de soluçãopara o PRPPP 'podem ser colocadas formalmente' 
como segue: ` » 
'I`EOREMA 5 2 
O PRPPP tem solução SSE o sistema (1) verifica: 
< A,B > = X <->*(A,B) controlável
V 
Im E c R'(KerC) 
Observe-se que neste caso deve exigir-se' controlabilidade 'do par (A,B), já que em 
qualquer outro caso-não é possível que X¡(A) esteja contido em <A,B> para qualquer Cb 
escolhido arbitrariamente. Isto pode ser facilmente comprovado escolhendo um conjunto 
Cb' discreto. ~› '
i
f
1 1 6 
(b) Síntese da solução . 
_Para a síntese da lei u = Fx que soluciona o PRPER pode ser utilizado o 
cálculo já feito no estudo da existência da solução. Conhecido o espaço Vb'(KerC) 
calcula-se uma lei F1 tal que F1 c F(Vb'(KerC)) e gera-se uma matriz de MF 
A1.=A+BF1. O par (A1,B) induz no subespaço <A,B> /Vb8(KerC) o par (A'1,B'1) que 
é controlável [Wonham 791, e por tanto existe uma segunda lei 
F2:<A,B> /Vb*(KerC) -> U tal que o espectro @((A'1+B'1F2)/ <A,B>) c Cb. Esta lei 
F2 pode ser calculada aplicando -qualquer algoritmo de posicionamento de pólos no 
subsistema ( A'1, B'1). 
_
' 
Já para o cálculo de Vb'(KerC) segue-se os seguintes passos: 
(i) calcula-se V'(KerC) e F0 c F(V*(KerC)) e gera-se A0 = A + B F0. 
. V 
_ ,
í 
»(ii) determina-se o polinômio mínimo polmin(s) do mapa Ã0| [Vt (KerC)/R*(KerC)], onde 
ÃO é o mapa induzido por A0 no subespaço X/ R'(KerC). Assim : 
polmin(s) = polminb(s). polminr(s) 
onde: . ` ' 
polminb(s) tem suas raízes em Cb 
polminr(s) tem suas raízes em Cl. 
(iii) calcula-se xb* xzxer [p0imú1b(Ão)1.[v*(k¢rc) /R'(1<¢rc)1 
(iv) determina-se a projeção canônica P: X --> X/R'(KerC) e calcula-se P`1.
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(v) calcula-se o subespaço Vb'(KerC) = P`1Xb'. 
_ 
~ 
\ 
p
V 
Para a solução do PRPPP basta considerar, sob condições de controlabilidade do par 
(A,B), a síntese do subespaço R'(KerC) analisada no capítulo 2.
V 
No restante do capítulo se tratará exclusivamente o PRPPP. 
5.2.1.2. Enfoque matricial do PRPPP. 
(a) Análise da solução. . 
A utilização das formas matriciais condensadas permitem, como no PRP já 
analisado; uma outra maneira de resolução 'do`PRPPP. _Mediante uma transformação de 
coordenadas o sistema (A,B,C,D) é expresso de forma condensada, e a verificação do 
postode algumas de suas submatrizes permite concluir sobre .a existência da solução. 
Formalmente: 4 i 
TEOREMA 5.3_[Linemmann 81] 
O PRPPP tem solução SSE o par (A,B)* é clontrolável e existe uma matriíinversível T 'c 
RBX" tal que: 
P 
I 
V
a 
' 
. A11 A12 A1: B1 E1 
- '_ -1 _ . -_ -1 _ ~ _ -1 _ A-T AT- A21 A22 A23 B-T B- B2 LE-T E- o 
ã=c'r=[oc2o] '
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ondeA¡jcRñ)frÍ,B¡cRrb“n,E¡cRr¡x1,CjcR ,ez 
posto (B2) = r2 
posto( rl ) = rl + r2_ para s c C 
A21 B2 
Os algoritmos de cálculo da transformação T sâc estáveis e podem ser analisados com 
detalhe nas referências [Aplevich 791, [_Ven.Doore1ê 51] e [Linemmann 871. 
(b) Síntese da solução. 
O procedimento de síntese da matriz de realimentação de estados é similar ao 
analisado 'para o método geométrico. A matriz F é obtida como resultado» da 
transformaçao: 
F = . 
21 22 F 
onde T é a matriz que gera a forma condensada, e P é tal que: . 
B11 B12 
V i B1 
. -1_ _ o B22 P - B2 -¿ B' 
O O 0 ' 
As submatrizes Fij são determinadas com as seguintes equações: 
Fáléifllflw B22Fá1==-AQ1 \
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F22 e F23 sao tals que 6 ( › 
t 
_ 
_ A 
A22*B22F22 A23+B22F23 ' 
t 
) 
= °2 
32 
_ 
A33 ' 
onde C1 e C2 são uma partição de Cb, C1 U Q = Cb. 
Observafse que os algoritmos que resolvem asequações acima são de posicionamento de 
pólos de subsistemas do sistema original, ou de resolução de equações lineares. 
5.2.1.3. Análise estrutural do PRPPP. 
A estrutura do sistema sob análise pode fornecer suficiente informaçao a 
respeito do PRPPP. Suponha-se que .o sistema (1) possa ser representado, como foi 
analisado no capítulo 4, pela estrutura da seguinte figura: _
z 
u2 
ul 
_
V 
_ 
+ + 
H 
y2 
S . t 
qfl 1/_ yl O _ S2 _ 
Figura 5.1. Estrutura solução do PRPPP_. _ 
'â 
` . 
Assim o PRPPP terá solução SSE os subsistemas S1 e S2 da figura 5.1. são estritamente 
causais, S1 é controlável atravésde ul e S2 é controlável através de u2. Desta forma uma
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realimentação do estado de S1 na entrada uz eliminará o efeito da perturbação em S2 para 
solucionar o PRP como no capítulo 4, e realimentações de estado independentes 
posicionarão os pólos do sistema composto. Representando ao sistema pelas equações; V 
d.X1/dl = + + 111 + 
Y1 = C1×1 z 
= X2 + 112 + yl 
lvz=¢»z›‹z=z » 
o que é possível pela condição de causalidade, basta escolher a matriz de realimentaçâo F 
como: 
e usar qualquer algoritmo de posicionamento de pólos nos subsistemas S1 e S2 para achar 
F1 C
4 
5.2.2. Usando realimentação da saída. 
' ' Em muitos .casos práticos o vetor' de estados do sistema (1) não é mensurável, e 
portanto não são aplicáveis as técnicas de realimentação analisadas no ítem 5.2.1. Nessas 
condições a solução do problema pode ser atingida mediante técnicas de realimentação do 
vetor de saída mensurável do sistema (y). A estrutura mais geral para estudar uma 
realimentação deste tipo é a do compensador dinâmico de equações: 
dw/dt=Mw+Ny t>=0 
u =1<y+Lw zóim(w)`=1 (7)
1 2 1 
ou seu equivalente na representação polinomial: 
QC xc = nc ~‹ (8a) 
yc = Pc xc (Sb) 
onde xc é' o pseudo estado do compensador e se verifica: 
, c‹s› = Pc 051 
~ ~y‹s› =c‹s› u<,‹s› 
A malha fechada é obtida vinculando o compensador e a planta segundo as seguintes 
equações: A V 
uc = y 
u = -yc + ~v v = entrada externa 
Assim «o problema de rejeição de perturbações e posicionamento de pólos com 
realimentação da saída (PRPSPP) é colocado como: e * ' 
(i) na representação por variáveis de estado: 
Achar o compensador dinâmico da equação (7) para obter, no sistema em malha fechada 
de equaçoes: - 
.dx/dt . A + Bxc BL x E 
axe/dt ML N x o 
z=tD ‹›1t×'°~×¢t1'° (9)
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uma saída z(t) = 0 para xo = 0, para todo q(t)_ e todo t, e uma dinâmica de MF dada pelo 
espectro @( Af) c Cb c C' (Af é a matriz de malha fechada); 
(ii) na representação polinomial: 
Achar o compensador da equação' (8) tal que, em malha fechada com o sistema: 
z T _ _ K1 K2 u V = ‹ Q 1 t R S 1 + › ‹10› 
y . P K3 K4 _ q 
gere uma função de transferência de q para z identicamente nula, e posicione os pólos de 
MF do sistema em Cb c C”. 
5.2.2.1. Enfoque geométrico do PRPSPP. 
(a) Análise da solução. 
I.
/ 
A solução deste problema na teoria geométrica pode ser analisada como uma 
conjunção das soluções obtidas para o PRPDS e PRPPP do capítulo 4 e ítem 5.2.1. 
respectivamente. A partir das condições de solução destes problemas, isto é, das equações: 
v.(1mE) ‹z v`(K¢rD)- (11) 
rmE ¢ v'b(K¢rD) (12) 
e da relação Vb*(KerD) c V'(KerD) já estabelecida, pode-se gerar uma outra condição 
mais restritiva: ~ 
v.(1mE) <z vb'(K¢fD)¢ v'(K<-zm) 1 
' 
(13)
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tal que estabelece a solução do PRPS e ao mesmo tempo faz possível a alocação arbitrária 
do espectro do mapa A+_BF|~Vb'(KerC)› para um determinado conjuntofl-de› mapas F. 
Dualmente pode-se gerar o subespaço Vbz(ImE) -como sendo o menor da classe H”, isto é, 
dos subespaços (C,A)-invariantes que contém a ImE e verificam 
@[ A+ CG | .Vbz(ImE) ] c Cb c C', e propor uma nova condição: 
vb.(1mE) z vb'(KzrD) (14) 
ainda mais restritiva quea anterior. Mas pelo fato de verificar-se Vz(ImE) c' Vbz(ImE), 
(14) estabelece a existência da solução para o PRPS e, ao mesmo tempo assegura o 
posicionamento arbitrãrio das partes fixas 'dorespectro de Af, isto é, aquelas partes que não 
podem ser mexidas após a escolha de uma lei de realimentação. Assim se à condição (14) é 
acrescentada a observabilidade e controlabilidade do sistema em MA (sistema completo), 
obtem-se uma condição necessária e suficiente para a solução do PRPSPP. Observa-se que 
a observabilidade e controlabilidade permitem o posicionamento arbitrário na região livre 
do espectro. F ormalmente: .
_ 
TEOREMA 5.4. [Willems 81]
_ 
O PRPSPP tem solução SSE ,(C,A,B) completo e se verifica: 
vb.(1mE) ¢ vb'(KzfD) (15) 
A condição estabe1ecida~no teorema 5.4. cria uma dependência entre a solução do 
problema e os algoritmos de determinação do subespaços Vbz(ImE) e Vb'(KerD). Com o 
objetivo de simplificar a implementação da solução pode se considerar que 'não existe 
parte alguma do espectro fixo de Af posicionado na região desejada (condição válida para
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infinitos conjuntos Cb e portanto geral), hipótese já utilizada no ítem 5.2.1., e obter como 
consequência: 
vb.(rmE) = N.(1mE) 
vb'(K<-zrn) = R'(KzrD) 
Com esta simplificação o PRPSPP terá solução SSE o sistema for completo _e Nz(ImE) c 
R'(KerD). Os algoritmos para a determinação de Nz(ImE) e R'(KerD) são os analisados 
no capítulo 2. .
_ 
Em geral a probabilidade de existência de solução ao PRPSPP está vinculada às dimensões 
dos vetores de -entrada, saida e perturbação. Assim pode-se dizer que o PRPSPP terá 
geralmente solução SSE: 
número de entradas > número de saídas a controlar 
' número de saídas mensuráveis > número de perturbações. › 
(b) Síntese da solução, [Willems 81]. 
A síntese do .compensador solução é realizada em três passos. O primeiro para estabelecer 
a rejeição de perturbações e particionar o sistema em dois subsistemas desacoplados, e os 
dois posteriores para estabelecer o posicionamento de pólos em cada um desses 
subsistemas.
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Passo 1; 
Partindo da condição de solução dozproblema, isto é: 
vb..(1m E) ¢ vb'(K<-zz D) . 
_ 
onde; vb.(Im E) = mm de H' vb'(Kzf D) = mâzz de H* 
té. possível zgerar um sistema aumentado do sistema original com dimensão = < (dim Vhs 
dim Vbz), de equações: ' 
dxa/dt = Aaxa + Baua + Eaq 
ya = Caxa 
za = Daxa 
com as seguintes propriedades: ` 
Existe um subespaço La, (Aa,'Ba,"Ca)-invaiiante, isto é, existe uma leiua “= Ka + ul 
tal que no sistema em MF: t V 
dxa/dt = Afxa + Bau1a¬+ -Eaq 
ya = (taxa Af = Aa + Balíaca (16) 
za = Daxa 
se verifica que La é Afinvariante, e vale: 
vb.(1m E) = La^ x z PIP = vb' (Kzz D)
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e Im Ga c La c Ker Da onde La c Ha+ ^  Hai. 
Então dado que < Af|t.Im Ea > c Llal c < Ker Dal > o sistema aumentado em»MF 
rejeita a perturbação. Para estabelecer o posicionamento de pólos, se realiza, perviamente, 
uma partição do estado dosistema xa c Xa em dois subespaços complementares: V 
(i) Xa / La, de mapa induzido Af, e 
(ii) o seu complemento canônico, que nota-se Sa 
I 
La e' possue um mapa induzido Af| La. 
Matricialmente tem-se: 
a . a a a a 
a 
= 
a a + L a u 1 + 
- 3 
+ qa 
_ -E2 
ya =lCa1 Cazilxaf xaztr 
V 
Z3. = 
[ Dal D32 [x3.1Í x32Í ]Í 
onde xal c Sa|La e xaz c Xa/La. 
Observe que a matriz A321 = 0 devido à AÍ-invariância de La. 
Assim tem-se que Sa|La é controlável pois La c H+(Ker D) e Sa|La é observável pois o 
sistema completo é observável. Note que se Sa|La for não observável, dado que Aazl = 0, 
o sistema total também seria não observável.
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De forma dual, para o subsistema Xa/La, tem-se que Xa/La é observável pois o sistema 
completo o é, e Xa/La é controlável pois La c H`(Im E). ~
V 
Com as propriedades provadas para os subsistemas Xa/La e Sa/La é possível posicionar os 
pólos de cada um arbitrariamente em forma "desacoplada" com realimentações parciais. 
Passo 2' Posicionamento de pólos no subsistema Sa/La 
- a a Cria-se uma exteao W2 do' subsistema S ¿|L talque se gere--uma 'matriz de MF Azf e 
existe um subespaço Laz tal que: 
La2 = Lal (+) , AZÍ-ÍDVafÍ8.flÍC C 
Im Eaz c Laz c Ker Daz, 
(ü)@(A2f¡Lfl2)¢cb ‹z.@(Ã2f)¢c~b. _ 
Com isso ficam posicionados tos” 'pólos do subsistema Sa/La, ao mesmo tempo que é 
mantida a propriedade de rejeição. ‹ 
Passo 3: Posicionamento de pólos de Xa/La. 
*Cria-se uma extensão W3 do subsistema Xa/La e uma lei de realimentaçâo tal que: 
(i) 1.33 = Laz, Laz é A3Í~invariante (A3f é a nova matriz de MF) 
é rm E213 z 133 ¢ Ker Da3, e
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(ii) @( A3f|La3) = @( A3f|La2 ) C Cb 
e @( A3f) c Cb.
ç 
Desta forma é completado o posicionamento de pólos mantendo a rejeição de 
perturbações._ 
`
' 
5.2.2.2. Enfoque polinomial do PRPSPP. 
(a) Análisedo problema. 
A solução do PRPSPP na representação polinomial da equação (10) é analisada como uma 
extensão do problema sem posicionamento de pólos do capítulo 4. Reescrevendo a 
equação que impõe a rejeição de perturbações tem-se:
_ 
G11(s) x(s) G21(s) + iG12(s) = o « (17) 
onde X(s), solução própria de (17), deve ser achada para se conseguir o posicionamento de 
pólos do sistema em MF. 
Se 0 sistema é representado por: 
Qxs =Ru+ Sq 
z = Txs + Klu + Kzq xs = pseudo estado do sistema 
~y=PxS+K3u+K4q 
o compensador por: 
Qd XC = uc _ 
yc = P xc xc = pseudo estado do compensador
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e a lei de realimentação por: 
u = -yc + v 
" uc = y v = entrada externa para controle de MF 
o sistema aumentado terá uma dada por: 
R O u S 
0 I uc 
e realimentando: 
I 
Q »R Pc xs R s 
-P QC+ K3 Pc_ . xe K3 K 
Assim a matriz polinomial: 
Q R Pc 
V *P Qc+ K3 Pc 
deverá ser estável- para gerantir estabilidade de MF e deverá verificar-ser 
ç 
"Z[ dCÍ(Qf) 1 C Cb CC
L 
para estabelecer o posicionamento de pólos. 
.z 
As condições de solução colocadas devem ser expresas em função das equações de MA do 
sistema. Lembrando a análise feita no capítulo 4 estabelece-se o seguinte teorema: 
._z
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TEOREMA» 5.5. [Ozgurer 86][Eldem 891 ` 
O PRPSPP tem solução SSE a equação: 
Z4 = (18) 
tem solução nos aneis Rp(s) e Í1[s] e as matrizes P, Q e R verificam: 
Q e Rvsao coprimas_por esquerda 
. P e Q são coprimas por direita. 
Combinando as condições de solução da equação (18), estudadas no capítulo 2, com o 
resultado do teorema anterior, tem-se: ' A 
COROLARIO: 
O PRPSPP tem solução SSE:
. 
(i) o maior fator comumpela direita de P e Q, e o maior fator comum pela esquerda de Q 
e R são imimodulares, - 
(ii) Z12 = 0121 = °› Q2 = °› 
grau ( Znij ) = < ui + vj para todo i,j, e 
M3* Zn M24 é polinomial. 
onde a nomenclatura usada é a mesma do capítulo 4.
1 3 1 
(b) Síntese da solução. 
Analogamente»-ao analisadomo capítulo-4,za síntese» da solução do PRPSPP na 
representação polinomial se reduz a uma das soluções da equação A=BXC estudadas no 
capítulo 2. Maiores detalhes deste procedimento podem ser achados nas referências 
[Ozgurer 851, [Ozguret -861, [Eldem 89].
_ 
5.3. Rejeição assintótica de perturbações e posicionamento de pólos. 
Comoffoi mencionado no capítulo 4, o problema de rejeição assintótica não 
pode ser ~resolvido'para“qualquer escolha da dinâmica de MF do sistema, mas somente se o 
posicionamento arbitrária dos pólos,simultâneo à rejeição, se realiza em um conjunto Cb 
que verifica: 
cb ¢ C i (19) 
os Sob a *condição (19) o problema que se deve analisar difere bem pouco do 
estudado no capítulo 4. 
No casode utilizar a estrutura clássica do servooompensador da figura 4.4.a. e 
a representação por frações polinomiais da planta e compensador, 0 PRPAPP ê 
solucionado como no alpítulo 4 com exceção da condição nos zeros do determinante da 
matriz DX[s]. Para 0 caso de posicionamento de pólos deve considerar-se: i ` 
Dx[z] ¢iR[â1“¡>“1? tal que z{‹iz1(Dx[s1 ) 1 c cb ¢ cr 
O restante do equacionamento é o mesmo do capítulo 4.
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Também existem poucas diferenças na solução do PRPAPP quando é utilizado 
oservocompensador com- realimentação de estados- da figura 4.4;b.. Simplesmente. o novo 
problema ~é solucionado mudando a condição de (A,B) estabilizável pela de (A,B) 
controlável. Já no caso de utilizar um par observador-realimentação de estados, deve ser 
acrescentada a condição (C,A) observável. - 
De uma maneira geral aqui se confirma o estudado nos capítulos 2 e 3, isto é, o 
PRPAPP~~é um problema mais 'amplo que »o PRPA, e este último pode ser considerado 
como caso particular do primeiro. ' ' . 
5.4. Conclusões. 
' Uma análise detalhada dos diferentes problemas colocados neste capítulo 
mostra que: V -~ 
(i)'o~ problema de rejeição total de perturbações com posicionamento de pólos apresenta, 
tanto no procedimento de análise como de síntese, maiores dificuldades que seus 
equivalentes nos problemas isolados estudados nos capítulos 3 e 4; 
(ii) o problema de rejeição assintótica com posicionamento de pólos tem, de fato, uma 
solução equivalente ao problema simples de rejeição do capítulo 4, já que neste último a 
estabilidade do sistema em malha fechada é exigida como condição de solução; 
(iii) as soluções do PRPSPP estabelecidas nas teorias polinomial e geométrica, embora 
equivalentes, continuam apresentando as mesmas características já mencionadas nos
Q' Biëlleimm Unwâzz~âšíâšê*šÉâ* 
xi 
_
I 
capitulos anteriores, isto é, as primeiras resultam de aplicação mais simples e as segundas 
colocam a solução de forma mais facilmente interpretável;
i 
(ivã os algoritmos de obtenção da solução que foram apresentados têm um caracter 
teórico-acadêmico. Nota-se como ponto de interesse para futuras pesquisas, a análise e o 
_‹_1esenvo1vimento..de algoritmos com boas características numéricas para a solução destes 
problemas. ` t '
J
134 
CAPÍTULO 6: DESACOPLAMENTO ENTRADA-SAÍDA 
6.1. Introdução. 
Todo sistema linear multivariável pode ser analisado como o resultado da 
interconexão de vários subsistemas de menor dimensão, e em alguns casos particulares, 
como composto por um conjlmto de sistemas monovariáveis. As mencionadas 
interconexões criam, entre as diversas partes do sistema, um acoplamento que é observado 
nas relações entrada-saída do sistema. completo. Assim, as entradas de cada subsistema 
influenciam as saídas de varios deles e não somente -as do próprio. Este acoplamento entre 
as diferentes partes impede que seja realizado um estudo em forma independente para 
cada subsistema, fato que, se fosse possível, facilitaria enormemente as técnicas de 
controle a serem empregadas. 
Assim, baseando-se na simplicidade das técnicas de controle monovariãvel e na 
existência de uma relação direta entre complexidade dos .algoritmos -«de controle c 
dimensão» do sistema, pode-'se concluir que aanãlise das técnicas de desacoplamento 'torna- 
se um ponto muito importante dentro da teoria de controle de SLM. 
a ‹. › O. objetivo de uma técnica de desacoplamento consiste entao em utilizar uma 
realimentação dos estados ou saídas do sistema em MA para obter em MF um conjunto de 
subsistemas que possam ser controlados independentemente. Assim, a especificação de 
desacoplamento deve entender-se como aquela que procura obter, no sistema em MF, o 
cumprimento simultâneo das condições de: (i) não interação entre as ações de controle e 
(ii) controlabilidade de cada uma das saídas. Esta última condiçao /está estritamente 
vinculada ao problema de estabelecimento de uma certa relação estática e dinâmica entre 
os pares (z¡,u¡). Por este motivo, e a diferença dos outros problemas tratados neste
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trabalho, a estabilidade ou o posicionamento de pólos do sistema em MF serão estudados 
conjuntamente com o problema de desacoplamento. r 
As condições de desaeoplamento podem ser colocadas através de diferentes 
tipos de especificação. Entre elas, a mais exigente para 0 sistema é aquela que estabelece 
um desacoplamento dinâmico e entre todos ossubsistemas que compõem o sistema global. 
Outras soluções mais simples podem ser analisadas se são especificadas somente condições 
de desacoplamento parcial (estático, dinâmico unilateral, etc).
` 
Como primeiro passo antes de realizar a síntese ou projeto do controlador deve 
'se analisar a existência de solução para o ,problema especificamente colocado, i.e, sob 
quais condições do sistemade MA é possível projetar um dado compensador para obter, 
em MF, alguma das especificações de projeto já mencionadas. É claro então que as 
condições a verificar pelo sistema em MA serão tanto mais exigentes quanto o sejam as 
especificações de controle. ' 
Levando em conta os fatos mencionados, far-se-á, neste capítulo uma análise 
das diferentes solucões teóricas do problema de desacoplamento com e sem acresentar 
condições de estabilidade ou posicionamento de pólos. 
6.2. Desacoplamento total 
._ Considere um SLM onde as saídas escalares z¡j tem sido agrupadas em k 
subcojuntos disjuntosf. de forma tal que cada um deles representa características físicas 
particulares 
` do sistema total.` Suponha também que o sistema é controlado por um 
conjunto de «entradas escalares u¡, l=1...m > = k. Em muitos casos práticos é de interesse 
realizar um esquema em MF que permita que cada entrada ul controle cada subconjunto
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de saídas em forma independente, isto é, sem afetar o comportamento dos outros 
subconjuntos. Quando é possível realizar um controle desse tipo, diz-se que o sistema foi 
desacoplado totalmente, e que a ação de controle é não interativa. 
6.2.1. Enfoque geométrico do problema de desacoplamento total. 
6.2.1.1. Análise do problema. 
Seja o SLM representado pelas equações: 
dx/dt = Ax + Bu 
y = Cx x(0)=x0,t>0 (1) 
-Zi = = 1...k 
onde ix c X(dim n), u c U(dim m), y c Y(dim r), e zi c Z¡(dim li) são respectivamente 
0 estado, a entrada, a saída mensurável `e as saídas a controlar, e onde se adota para a 
saída: ' A 
z = z1(+)z,2(+)....(+)zk. 
O objetivo do controle é encontrar uma lei de realimentação do tipo: 
V 
u = f( x, y, w, v1,...., vk) 
u 
(2) 
onde w .é uma variável auxiliar e os vetores vi representam os conjuntos de entradas de 
controle escalares, tal que em MF cada saída zi seja controlada exclusivamente por cada 
vi.
_
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(a) Realimentação de estados. 
Quando o estado-do sistema é mensurável; afilei de controle 'da equação (2) transforma-se 
em uma lei do tipo: ~ ' ' * 
.u = Fx + G1v1'+ G2v2 +t...+ 'Gkvk (3) 
onde F:'U --> X e Gi: U-> U. 
Com esta lei de realimentação o sistema em MF é -representado na equação* (4), e cada 
_ a ~ uma das relações entrada-saída é estabelecida pelas funções de transferência dadas em (5). 
dX/dí = (A + BF)X + V1 + BG2V2.+...+ C
_ 
z¡ = Dix i=1...k 
_ 
-‹ (4) 
Ti]-(S) = DJ- (s1- A - BF)'1 Boi - (5) 
Como o objetivo é que cada entrada vi controle, unicamente, uma saída'äJf,"`as condições de 
solução podem ser estabelecidas em função dos subespaços controlados por cada vi. Assim, 
seja Ri 0 subespaço de controlabilidade dado por: ' 
R¡ = < A + BF |_1m(BG¡) > (ó) 
Como ví não deve afetar a saída jqêi, tem-se: 
DJ- Ri = O para todo igkj (7) 
e como vi deve controlar z¡:
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Di = Im Di para todoi (8) 
o que implica que, com uma escolha adequada, todo elemento da imagem de Di pode ser 
alcançado por vi. .
_ 
A partir do anterior pode se definir formalmente o problema de desacoplamento total por 
realimentação de estados (PDT) como segue: 
' ' 
PDT: Achar um conjunto de mapas F, Gi, i~=1..k, tais que para o sistema em MF 
representado em (4), os Ri definidos em (6) verifiquem as equações (7) e (8), ou 
equivalentemente, que as funçÕes de transferência definidas em (5) verifiquem: 
Til- = 0 para todo i;é j entre 1 e k. 
Definindo K¡= Ker Di para i=1..k, e lembrando que a equação (6) pode ser colocada 
como,[Wonham 79]: 
R¿=<A+BF|ImB^R¡)>' * (9) 
as equações (7) e (8) podem ser respectivamente reescritas como: 
Ri c Interseçâo ( ) i= 1...k (10) 
í¢J` 
Ri + 1<¡ = x â=1...1< (11) 
Geralmente a condição (10) é conhecida como condição de não interação e a (11) como de 
controlabilidade. Resulta claro que a condição de controlabilídade do par (A,B) é
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necessária para que cada saída z¡ seja controlada. A condição de estabilizabilidade poderia 
ser utilizada se a convergência a zero dos estados não controláveis fosse suficientemente 
rápida para não influênciar a resposta dos outros-estados. ~ *~~ ' 
Um ponto importante de ser analisado neste problema é a compatibilidade da familia de 
subespaços Ri relacionados ao~par (A,B), [Wonham 79]. Observe que a condição (9) impõe 
a existência de um mapa F comum a todos os subespaços Ri, isto é, deve existir pelo menos 
um "amigo comum" entre as familias F(R¡), ou equivalentemente: 
Interseção F(R¡) =/ O (12) 
i = 1..k 
A maneira mais direta de se atacar o PDT seria calculando os subespaços máximos de 
controlabilidade: - 
R*¡ = max T(A,B,K'¡) 
onde K'¡ = lmerâeçâo K1- i= 1;;.1< 
i#J' 
que geram pares Fi, R"¡ que verificam (10). Mas a condição ( 11) com os Rti passa agora a 
n -u , z * ser somente necessária já que mesmo se ela e venficada por todos os R Í, nada asegura 
que estes sejam compatíveis. Com este raciocinio fica claro que para o problema mais 
geral, isto é, para uma escolha qualquer dos Ki, a solução usando simplesmente uma lei 
u=Fx é pouco provável.-«Para encontrar uma CN e S no caso 'derrealimentação deestados, 
é reciso acrescentar al ma hi ótese na escolha dos D-_ Considere ue os subes a os - P 811 _,P ¡ fl P Ç 
verificam: * '
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Inteseção i= O (13) 
i= 1..k 
o que implica que se Dix = 0 para todo i=1..lc, então x = 0, isto é, o mapa D: X -> Y 
definido pela soma direta: 
D x = D1 x (+) Dzx (+).._..(+) Dk x é mónico. 
Nesse caso diz-se que a saída do sistema é completa. 
Com esta hipótese a CN e S para a existência da solução é colocada no seguinte teorema: 
TEOREMA 6.1. [Wonham 79] 
Sujeito à condição (13) o PDT tem solução SSE: 
R*¡ + Ki = X para ¢_‹›‹1‹›i=1..k _ (14) 
Para ver que '( 14) sujeita a (13) gera a independência dos Kti e portanto a independência e 
compatibilidade dos R*¡ basta colocar: ' 
K; ,, É gt) K.)¡\¿(ln_›<5) ¢(n,kr)m<à zãkfzø sf ~ ' f; j¿¿ s#) ifà.. 
H
= 
Se além das condições de desacoplamento. já-colocadas se especificauma determinada 
região do plano complexo para alocar os pólos de MF, deve ser considerada a condição de
1 
controlabilidade do sistema total. Assim, se 0 par (A,B) for controlável a independência 
dos Kti permite o posicionamento de pólos do sistema em MF. Formalmentez
s 
1 4 1 
TEOREMA ó.2. jwonhzm 791 l 
Se (A,B) é controlável e se verifica (13), então seja uma partição qualquer de Cb c C' tal 
que .Cb = União Chi e os Cbí são~admissíveis. Entãoexiste umalei desrealimentaçào F tal 
que:
' 
`
` 
F c Interseção F (Rti) (15a) 
'i = 1..k ' 
t 
s @ [(A+BF) | R1] ‹= chi (1515) f' 
@ [A+BF_1 = cb (15‹z) 
Assim, as condições (13) e (14) dão uma solução ao PDT com posicionamento de pólos 
(PDTPP), já que 1 escolhendo F para verificar (15) está-se escolhendo uma lei de 
realimentaçào que sintetiza a condição (14) de desacoplamento. - 
_ ¡' A aplicação .da solução “apresentada tem como dificuldade principal" 'a condição de 
independência dos R*¡. Esta condição é, em geral, não válida para 0 sistema (1), mas pode 
gerar-se, através de uma dinâmica de integradores, um sistema aumentado que possua as 
propriedades desejadas semexigir condição alguma na saída do sistema. ' ` 
(b) A solução para o sistema aumentado. 
Seja o conjunto de integradores dado por: 
‹1×¿ /dz = BC ue (16)
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onde xc c X¿(dim nc) e uc c UC. 
Gera-se o sistema aumentado dado por: 
dx/ dt A 0 x, B 0 u = + 
dxc/ dt O O xc O BC nc 
y=t¢e‹›1[×*° xctlt V 
zi = [ ni o ][ .xt xctjt (17) 
t e nota-secom subíndice av às variáveis, subespaços e matrizes do novo sistema aumentado. 
O problema de desacoplamento total para o sistema aumentado, (PDTA) é colocado 
COIDOI 
PDTA: Achar, para o sistema ( 1), uma extensão dada pela equação (16) e k subespaços de 
_ controlabilidade aumentados Ria tais que: “ 
Inteseção Fa(R¡a) = / 0 (18a) 
i= 1..k 
Ria c Interseçâo ( (+) XC ) i= 1..k (18b) 
#5 ~
M 
Ria + (Ki (+) XC) = Xa ' (18c) 
que de fato são, respectivamente, as condições de compatibilidade, desacoplamento e 
controlabilidade para o sistema aumentado. A solução é colocada a seguir: t
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TEOREMA 6.3 [wonham 79; 
o PDTA :zm soluçào ssE R'¡ + Ki = X (19) 
onde Rti é o definido para o sistema sem aumentar. 
A flexibilidade obtida ao aumentar o sistema permite sintetizar os subespaços Ria de 
forma tal que resultam independentes, e portanto se toma possível escolher uma única Fa 
comum a todos os Ria. Pelo mesmo fato que no teorema 6.2, e se (A,B) controlável, a 
independência dos Ria permite o posicionamento dos pólos do sistema aumentado. Assim, 
existe Fa tal que soluciona o PDTA com posicionamento de pólos (PDTAPP), isto ê: 
+ BaFa) C = 
@(Az + BzFz| Rai) ° Chi ` 
O resultado do teorema 6.3 pode ser interpretado através de uma estrutura de 
compensação dinâmica. Observe-se que a dinâmica da extensão do sistema é: ' 
dxc/dt = B¿ uc 
e sendo que nc é escolhido pela realiinentação como: 
uc =_F21vx + F22 :tc + Soma G¡v¡ com 
. F F 11 12 Fa = › 
F21 F22 
obtem-se, compondo as equações, uma estrutura de compensação: 
_ 
ÕXC/dt = Xc 4- X SOIÍI3 . 
u = F12 xc + F11 x + Soma Givi
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que éequivalente à: 
dw/dt = NW + My + S0maH-v- 1 1
4 
u = Lw + Ky + Soma G¡v¡“ 
onde a saída mensurável do sistema é coincidente com o estado (C = I).
\ 
Quando 0 PDTA tem solução, a ordem necessária do compensador solução não é maior 
que [Wonham 79]: a- i 
' k k . 
nc = suma dim(R'¡) - ‹1im(s‹›ma R1) - (20) 
1=1 1=1 
Esta forma de calcular a ordem máxima necessária pode ser analisada de forma intuitiva. 
Observe que se os R*¡ fossem independentes, nc = O e portanto não seria necessário 
aumentar a ordem do sistema, fato que simplesmente confirma -o. teorema 6.1. Jáquando 
os Rti não são independentes,¬a equação (20) coloca "o número de estados que fazem falta 
para se conseguir a condição de solução. Cabe resaltar que essa ordem não é mínima já 
que a condição de independência dos R'¡ é suficiente mas não necessária para a obtenção 
da compatibilidade. Uma análise mais detalhada deste ponto pode ser achada no trabalho 
de Wonham e nas referências nele citadas. .
\
/
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(c) Compensação utilizando realimentação da saída mensurável 
Quando o estado do sistema- -não ézmensurável, a estrategia de controle -analisada em (b) é 
substituída por uma similar onde o vetor x é subsituido pela saída mensurável (y) do 
sistema. Assim, o compensador dinâmico tem asseguintes equaçoes: 
dw/dt=N`w+ My
_ 
u=Lw+Ky+ Soma 'Givi 
t (21) 
i=1..k 
onde w é o estado do compensador e vi as entradas externas de controle. Em malha 
fechada, o sistema tem as equações: 
dxa/dt = Aaxa + Soma Gia ví 
z 
' i=1..k'_ 
zi = Dia xa i= 1..k (22) 
onde: 
X A4-'BKC BL BGi 
xa = Aa = ' Gia = Dia =[Di 0] W MC N O 
e o problema de desacoplamentol total com realimentação dinâmica da saída (PDTS) é 
colocado como: ` 
Achar os mapas N, M, L, K e Gi tais que o sistema em MF representado pelas equações 
(22) tenha cada zi controlado exclusivamente pela entrada vi. Geométricamente isto 
equivale a dizer que: V
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< Aa | Im Gia > c Interseção Ker Dja A (23) 
J* 1 
ou seja que os modos controlados pela entrada v¡ sejam ocultos da saída para todo j # i. 
1 Se além disso, supondo (A,B) controlável,i é' exigida a alocação de pólos em MF, deverá 
verificar-se a controlabílidade de cada saída zi desde cada entrada ui, isto é: 
Dia. < Aa I >. = IIII 
Desta forma (23) e (24) constituem as condições de existência de solução para o PDTS 
com posicionamento de pólos (PDTSPP). 
PDTSPP: - 
Para se analisar o PDTSPP vale realizar uma comparação com o PDTAPP do ítem (b). 
. Observa-se' que em ambos casos é_ utilizada uma 'compensação dinâmica eique somente 
muda a variável mensurável ( x no PDTAPP,,e y no PDTSPP ). Mas se o par (C,A) for 
observável, a informação contida no estado x pode ser obtida através de um observador. 
CQILLÍSSO, as condições para a existênciazda solução do PDTSPP serão as mesmas que no 
PDTAPP mais a obserbabílidade do par (C,A). Formalmente coloca-se: 
TEQREMA ó.s[Lzi¢¢ ssh x l r 
Se o par (A,B) é controlável então as C N e S para a existência da solução do PDTSPP são: 
(i) (C,A) observável; V V '(25) 
(ii) R'¡ + Ki = x i=1...1< (26) 
com R'¡ e definidos como no ítem (a).
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Nota-se que se simplesmente for colocada a condição de estabilidade o par (C,A) deverá 
ser somente detectável. No caso que se deseje analisar o problema sem a condição de 
alocação de pólos, é possível uma análise *através dos pares (C,A,B) estudados no capítulo 
2, [Leite 861. 
6.2.1.2. Síntese da solução. 
(a) Usando realimentação de estados 
Considere o PDT analisado no ítem 6.2.1.1. Se a condição necessária para a existência da 
solução for verificada, a síntese do mapa F consiste em encontrar um "amigo comum" dos 
8 
I _ , 0 I I ,., , subespaços R Í. Note-se que no caso mais geral, onde nao e verificada a condiçao de saida 
completa da equação (13), a procura de uma-única F pode não ter sucesso. 
Já no caso do PDTA a solução existirá sempre que s_e verifique a condição (19), e a síntese 
do mapa F dependerá da forma de escolher o compensador dinâmico que asegura a 
compatibilidade dos Rgia. Para se lograr esta última condição define-se,[Wonham 79]: 
(i) XC tal que dim (XC) = nc e Xa = X(+)Xc 
onde nc e a dimensão definida em (20); 
(ii) Ei : Xa --> Xa tais que Im Ei c Xc i= 1...k. 
Assirn, para cada Rai calculam-se os Ria como: 
.J 
Ria = (I + Rti Í=1...k.
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Com esta escolha os Ria resultam independentes e por tanto a existência de Fa: Xa-> Ua, 
solução do PDTA, ê garantida. 
Para encontrar os mapas Ei pode se aplicar o seguinte procedimento, [Wonham 791: 
, 
t 
. L-1 . 
Í 8 
Define-se L1 = 0 eL¡ = R ¡^ Soma R j i=2...k,
J 
l‹ 
que -de fato verificam Soma dim (Li) = dim (XC). › 
i.=L . 
Apartir deles escolhem-se os Ei tais que verifiquem: 
Li isomorfo com = .Im Ei c XC i=1...k, 
o que asegura a sua independência e portanto a dos Ria.
v 
Além- da -solução do PDT, a condição des independência permite, sempre que^"'('A,B) 
controlável, escolher uma Fa tal que 0 espectro @[(A+BaFa)|R¡a] -c Chi, isto é, após 
estabelecer ao desacoplamento, os graus de liberdade na determinação dos coeficientes fil- 
da matriz Fa são suficientes para obter o posicionamento dos pólos de MF. “ ' 
(b) -Usando realimentação da saída, [Leite 881. " 
O procedimento desíntese do compensador que soluciona o PDTSPP divide-se em duas 
etapas. 'Na primeira é obtida a alocação dos pólos de MF, e na segunda estabelece-se o 
desacoplamento. '
Etapa 1;
' 
Dado que (C,A) é observável é possível achar V1 c X tal que (Wonharn, 1979) 
V1(+)Kz-zfczx z @(A+Gc) zcgcc 
onde A+ GC é o mapa induzido por A+ GC em X/V1 e Cg é um conjunto de n-p numeros 
complexos simétricos. 
Como (A,B) é controlável existe F tal que @(A+ BF) = Cf c C`. 
Considere-se a extensão de X através do espaço Wo de dimensão n-p e o mapa S0 defimdo 
por: ~ 
so z x-¿> wo e 1<er(s0) = V1 
e seja o compensador dinâmico de equações: 
u=Ky+L0w0 
dwo/dt .-= Moy + No wo _ ( ) 
que gera o sistema em MF: 
awo/at 
Í _ 
dx/dt A+Bxc 
Moc 
de espectro dado por: 
@(A0) = @(A+BF) U @(A+GC) = CfU Cg 
_ rt t - Ao[ x wc 
_ _» .- .
Com isso os pólos de MF ficam posicionados. Para definir totalmente o compensador de 
equações (27), as matrizes K, Lo, M0, e No são escolhidas para que o subespaço: 
To = { [xt (Rox)t]t , x c X } seja A0-invariante.
l 
Assim, acha-se K tal que: . 
~ F = Kc + F0 zum V1 ¢‹Kzr(Fo) e F ¢ F(v2=x) 
G =' BK + Go com Im G0'cV2 eGcG(V1) 
e escolhe-se: 
Lo; WO --> U tal que Loso = F0 
M0: U --> Wo tal que M0 = '- SOGO - 
No: wd-e> wo zzú que Noso = s¿,(A+BF+G¿c)t 
Etapa 2: V 
_A partir da síntese anterior define-se 0 compensador total como: 
k. 'k 
ut= Ky + Lowo + SomaL¡w¡ + SomaG¡v¡ 
i=1 i=1 
k ' k 
dwo/dt = Moy + No wo + Soma Niwi +V Soma Ji vi
I 
1:1 Í:i 
1150 
(28a) 
(28b) 
(29a) 
(29b) 
(z9¢)“
â
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= + Vi Wi CWÍ Í=1...k 
onde os mapas Li, Gi, Ni, Ji, Ai, e Hi devem ser calculados para obter o desacoplamento 
sem mudar as condições de estabilidade da etapa 1. O sistema em MF é representado nas 
equações: 
dwo/dt MOK No Nl ;;;__ _ NE; wo 
dwl/at = A1 o 
' 
wl + 
. O O ..Aí.. O . 
0 1 c 
dx/dt 
I 
A+BKc BLO 131.1 BLk~ x 
O z ~ - wk 
+ soma BC]-_ vi onde os Bei são definidos como: i=1 V 
Bzi= Hz B¢z<=fl 0 
l0Í
O 
Sejam Ci c C' k conjuntosede números complexos simétricos. Como os Rti (dim ni) são 
subespaços de controlabilidade, existem Fi e Gi tais que:
V 
.F¡:X-__>U G¡:U-->U~ 
(A+BF)R'¡ ¢ ia] 
R'¡ = < (A+BF) | 1m(BG¡) > (30)
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@[ (A+BFi)| R'i1 = ci i=1..1< 
Portanto escolhendo -a dinâmica de cada se arbitra a alocaçao de pólos do sistema total 
em MF. Definindo Wi isomorfo com Rsi e Si: Rti-->Wi e Fi que verifique (30) calcula-se 
Ai para obter:
_ 
Ai si = si < A+BFi| R_'i > 
condição que-equivale, dado que Si é um- isomorfismo, a @(Ai) = Ci. 
O espaço de extensão W se define como: 
W = W0(+)W1(+)W2(+) .... ..(+) Wk 
e seja Ti a extensão do -subespaço R'i ao espaço aumentado W: 
Ti = {×a¢ais que xa = ×(+) s0×(+) si(+)×,×eR*i} 
que por definição verifica a condição de não interação colocada em (24). Logo se Ti for 
Ac-invariante e alcançável pela nova entrada Im Bci, o PDTSPP fica resolvido. Para obter 
a Ac-invariância de Ti escolhe-se: e 
Lisix = (Fi-F)× ×eRfi e 
so (A.+BF)× + Ni six = so (A+B1=i)× ix ¢R'i
1 5 3 
Além disso escolhendo: 
Ji=SoBGiV Hi=SiBGi 
resulta para os mapas Bei: Im Bci c Ti e como: 
Rzi = < A+BF¡ 
I BGÍ > vale Ti = <Ac | ImBc¡ >,oque 
implicavna condição de alcançabilidade desejada. 
6.2.2. Enfoque polinomial do problema de desacoplamento total, [Desoer 811, [Vardulalds 
871, [Ferreira 881. 
6.2.2.1. Análise do problema. 
Seja um sistema linear multivariável representado pela função de 
transferência P(s) c R(s)n°xm, e seja a estrutura de controle por realimentação unitária da 
saída da fig. 6.2. 
yr* e u y ”' E 
' Figura 6.2. Estmtura de controle.
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O problema que se coloca ê achar, na estrutura da fig. 6.2, um compensador C(s) c 
R(s)nim°, tal que o sistema em MF possua* uma função de transferência bloco diagonal e 
com seus pólos em uma região Cb c C' do plano complexo. Além disso, o* sistema total em 
MF deve ser internamente estável. O problema assim formulado é chamado de 
desacoplamento total com posicionamento de pólos via realimentação unitária (PDTPPU). 
Seja C, 0 complemento 'de Cb (Cb U C1. = C) e considere a representação em frações 
coprimas por direita de P(s): 
P(s) = N(s) D-1(s) 
Sejam polN(s) 'e polD(s) as partes dos polinomios invariantes de N e D que possuem todas 
suas raízes em Cr. Assim, pode-se estabelecer uma condição necessária e suficiente para a 
existência de um C(s) que soluciona o PDTPPU através do seguinte teorema: 
TEOREMA 6.6 [Ferreira 871 
Suponha-se que polN(s) e polD(s) são coprimos. Assim, existe C(s). que soluciona o 
PDTPPU SSE P(s) é de posto completo por linhas. ` ” V ~ 
Este teorema permite testar de maneira muito simples a existência de solução para o 
PDTPPUajá que os polinômios invariantes de N e D podem ser facilmente achados a partir 
da forma de.Smith das matrizes N e D. » 
Uma condição similar mas somente 'suficiente para a existência da solução é obtida a partir 
dos polinomios a1(s) e b1(s) da matriz de Mc.-Millam de P(s) dada como: " 
zé 
s(â) = bloco ‹1izg(z1/b1,a2/b2,.....), ¡` vardulalós 371
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Assim, se a1'~e bl' são respectivamente as partes de al e bl com raízes em Cr, a solução 
para P(s) própria existe SE al' e bl” são coprimos. 
No caso particular onde o conjunto de plantas P(s) é reduzido as que verificamfno = ni, a 
condição .de posto completo de P(s) permite trabalhar com P*1(s) e obter o compensador 
de uma forma muito simples. Isto será analisado na continuaçao. 
6.2.2.2. Síntese da solução. 
No caso mais geral, isto é, quando P é retangular e de posto completo a condição nos 
polinomios polN(s) e polD(s) permite definir C1 como sendo [Ferreira 87] : 
p‹>1N‹s› 
~ 
~ 
a'1‹s›
p 
cl = --_-i-- m(s) U(s) 
m(s) polD(s) 
onde U(s) é uma matriz polinomial unimodular tal- que NU = [N 0], e m é um 
polinomio com raízes em Cb escolhido para que C¡ seja próprio e polN/m polD 
estritamente próprio. Com esta escolha se verifica que: ' " * ' ' 
polN(s) 
P(s) C1(s) = --í-_----- I 
' m(s) polD(s) 
e também não existem cancelamentos de pólos e zeros dentro do conjunto Cr, o que 
assegura que 'P(s) C1(s) é internamente estabilizável no conjunto Cb. 
Se a função de transferência de MF desacoplada é dada por H(s)' -= ~diagonal(h¡) com 
i= 1...n0 e = ni/d¡, então a solução do problema é dada pelas soluções próprias xi/yi das 
equaçoes: ~ i
.
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›‹i‹s› p‹›1N‹s› + yi‹s› m‹s› r›‹›1D‹s› = di 
Estas soluções existem se grau(d¡) > = 2 grau(m polD) -1 para todo i [Callier .81]. Se os 
graus dos polinomios di não forem suficientemente grandes deverão ser acrescentados 
novos pólos em di que não comprometam a dinâmica da solução' desejada e permitam uma 
solução xi/yi própria.
H 
Com os xi/yi achados o compensador soluçãoresultar 
C(s)' = C1(s) diag(x¡/yi) i=1..n0. 
No caso particular de P' quadrada tem-se a seguinte simplificação no procedimento 
[Callier 81}: 
' 
_ 
_
_ 
Calcula»-se P(s)`1. .Se P(s) tiver zeros em Cr calcula-se N(s)`1 e escolhem-se polinomios 
gl-(s) tais que para os elementos n'¡J-(s) de N(s)'1 se verifique: - 
i ' ' 
n'¡j(s) gj(s) analítica em CI. para todo i. 
Em outro caso os -(s se escolhem unitários. Assim o com ensador C s é calculado como: 8] P 
¬z 
_ . _1 . c .cnj(s) gl-(s) C(S) = P(S) <i1a9› I 1 
t gd,-‹s› - n¿t‹s› ‹z,~‹s› 
e o grau dos polinomios dj(s) deve ser escolhido para assegurar que C(s) seja próprio.
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6.3. Desacoplamento parcial e estático.” 
Em muitos casos práticos não é necessário exigir do sistema em MF condições 
de desacoplamento totais, porém podem ser utilizadas outras do tipo parcial ou 
estacionado. Nesses casos as condições que deverá verificar o sistema em MA serão menos 
restritas. ~ 
Dentro das possíveis estruturas de desacoplamento parcial, destaca-se particularmente 
aquela que propõe uma relação "triangular" entre as saídas. Isto pois ela permite, através 
de realização de um controle sequencial das saídas do sistema, obter um comportamento 
similar ao de desacoplamento total. Suponha-se que fosse possível obter uma estrutura de 
controle onde cada entrada ui controlasse a saída z¡ sem perturbar a evolução de zj com 
j < i. Assim, após estabelecida a saída zi poderão mudar-se as seguintes (com j > i) sem 
alterá-la. . ~
1 
Formalmente o desacoplamento triangular consiste em achar, para o sistema de equações 
(1), um mapa F de realimentação e subespaços tais que: _ ‹ 
Ri = < (A+ BF)|(1mB^R¿) > i=1...1< 
1-1
_ 
Ri c Interseção Ker Dj i=2...k (31) 
›'=1 e 
+ Kêl' = X H Í=1...l(. 
Uma condiçao N e S para a existência de soluçao é:
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TEOREMA 6.7 [Wonham 791; 
O problema de desacoplamento triangular tem soluçao SSE: 
A R'¡+K¢rD¡ =x i=1..1< 
onde os Rai são›os máximos das classes de subespaçosr-Ri queverificam a condição (31). 
Outras -especificações parciais de desacoplamento podem ser analisadas de maneira similar 
ao .caso anteriorjbastando para ~isso~a colocação do problema através dos conceitos de não 
interação e controlabilidade. - 
Já quando não for possível obter alguma condição de desacoplamento dinâmico parcial, 
pode ser interesante desacoplar estaticamente (regime estacionário), seja em forma parcial 
ou total. Para isso, «supondo o sistema representado pela sua função de transferência, 
calcula-se.o vínculo estático entre z¡(t) e ui-(t) através da relação z¡(s)/ul-(s) e da condição 
de estabilidadeem MF. A partir destas.relações calcula-se, quando possível, a matriz de 
realimentação estática que resolve o desacoplamento desejado. 
6.4. Conclusões. 
A solução -do problema de desacoplamento. apresenta algumas-características 
diferentes dos problemas analisados nos capítulos anteriores. Como ponto principal nota- 
se que a solução polinorníal do PDTSPP além de ser operativamente maissimples que a 
geométrica, pode servinculada'de-forma"'simples. ao- fenômeno físico do desacoplamento. 
Além disso a solução totalido problema pode ser obtida de forma combinada, isto é, 
.i 
desacoplando através de técnicas geométricas e posicionando os pólos de cada malha com 
técnicas poljnomiaisf
A
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Por outro lado nota-se que, de forma similar aos outros problemas já estudados, quando o 
sistema permite a medição direta do vetor de estados, a solução do PDT por realimentação 
de estados usando enfoque geométrico se apresenta como a mais adequada. 
Como últirno ponto deve notar-se, novamente, o caracter acadêmico dos algoritmos 
apresentados para a síntese de compensadores.
PARTE 3 
Aplicações e Conclusões 
160
1 6 1 
cAPíTULo vz APLICAÇÕES. 
7.1. Introdução. 
O estudo comparativo das diferentes técnicas de controle de um SLM, 
realizado na segunda parte deste trabalho, permitirá a aplicação das diferentes teorias a 
um problema prático específico, visando obter como resultado a melhor opção de controle. 
Os problema escolhido para este estudo é 0 do controle de um motor de indução 
controlado por tensão. A escolha desta máquina elétrica como modelo para a aplicação se 
baseia nos aspectos seguintes: ~ ` - 
(i) a importância prática da solução, e 
(ii) a possibilidade de estudar,num mesmo modelo, todos os problemas analisados na parte 
'dois do trabalho.
_ 
Dado que o modelo real do motor é não linear, será feita uma análise sobre o 
modelqlinearizado no seu ponto de funcionamento nominal. Após a obtenção da melhor 
solução linear possível, será generalizada a estrategia de controle para 0 modelo não 
linear. Todos os resultados serão avaliados através das respostas temporais do modelo 
obtidas em simulação por computador. Serão usados para isso os pacotes SIMAP, [Luz 88] 
e PID,'[Caetano 88].
` 
7.2. Especificação do problema. 
_ 
Na prática é de grande interesse obter condições para controlar 0 motor de 
indução de maneira similar a um motor de corrente contínua. Para isso deve se estabelecer
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o desacoplamento entre o fluxo no entreferro e a velocidade mecânica do motor, isto é, 
que ambas variáveis possam ser controladas independentemente. Esta condição é de fato a 
principal na especificaçâo-de controle, que considera-também ascaracterísticas de resposta 
e as perturbações no sistema. Levando em conta todas elas é possível formular .o problema 
global da seguinte maneira: ' 
Projetar uma lei de compensação para um motor de indução, cujo modelo corresponde a 
urnaalinearizaçäo no ponto de funcionamento nominal, de modo a obter, em malha 
fecliada, as seguintes características-1 z 
(a) desacoplamento entre o fluxo e a velocidade ~ 
(b) rejeição de perturbações de torque de carga f _
' 
(c) características de resposta de «velocidadecom sobrepasso próximo de 0% e tempo de 
estabelecimento adequado às especificações de torque máximo do motor 
(d) seguimento assintótico de referências constantes
' 
(e) robustez frente a perturbações paramétricas. 
O modelo nãolinear do motora controlar, sob as hipóteses de: ' 
- simetria trifásica; 
- desprezar termos de segunda ordemcomo perdas -noentreferro, harmônicas de 
ranuras e deslocamentos de correntes; 
- distribuição senoidal da força magnetomotriz; 
- acoplamento inductivo associando toda a dispersão ao estator; 
é representado pelo seguinte conjunto de equações diferenciais, [Barbi 851: 
Lrimrwr-Rrisq = Os (1)
WS = Ilwm + WI. 
R, 18° .= Rr imf + nr ó/óúfimf) 
vsq = Rs isf-1 + â Ls d/dt(ii;-1) + wsâ Ls idfi + ws (1¬zz) LS âmR 
vsdz Rsisd + 41.5 ó/‹1t(i¿d)- wsznss isq + wS(1‹z)Ls ó/àt(âmR) 
J ó/a1(wm) + Bwm + rc = zz(Lm/Lr),âS<1 e 
6; = Kê (ímr)_ 
onde:
‹
T 
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(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
RS e Rr sao, respectivamente, as resistências estatórica e rotórica vistasdesde o estator, 
LS e`I_.r são, respectivamente, as indutâncias estatórica e rotórica vistas desde o estator, 
wm e wl., sao, respectivamente, as velocidades mecânica e rotórica, _ 
i f i S, e isq são respectivamente, as correntes rotórica, direta e de quadratura,
I 
mfd f 
Vsd e Vsq são;-respectivamente, as tensões de controle direta e de quadratura, 
n é o número de pares de pólos da máquina, 
d é o fator de dispersão, 
Tc é o torque externo de carga, 
J é o momento de inercia, 
B té o atrito, 
er é o fluxo rotórico, e 
Kë(imr) é a característica magnética que define a equação (7) e se representa na 
figura7.1.
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Gr ^ 
“_ ,..z.. ..‹-N =z=.¬à1›.‹ 
› Mm- 
Figura 7.1. Característica magnética do motor. 
Para o caso particular estudado, os parâmetros nominais, .isto é, medidos em frio, 
apresentam os seguintes valores: 
Rr = 1.14 ohms 
Rs = 0.88 ohms 
LI = LS = 0.094 Hy 
Lm = inductância magnetizante = 0.091 Hy › 
d =. 0.0628 
n = 2 
J = 0.04 Js 
B = 0.0115 
e asvariações por temperatura geram valores de Rr e RS- superiores aos nominais em 30%. 
O ponto de funcionamento nominal é estabelecido em: 
wmo = 1800 rpm (8a) 
T0 = 13.5 Nm r(8b) 
em = of/ T (sz)
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e as limitaçoes de torque sao: 
Tmáximo Tmax = 40.0 
O modelo linear, utilizando incrementos em tomo .ao ponto de funcionamento nominal e 
despreçando termos de segunda ordem e maiores, é dado pelas equações: 
(i) na representaçao de estados, 
dx/dt=Ax+Bu+Eq (9) 
y=Cx 
onde:
_ 
x = (imr, d/dt(imr), isq, wm) é o estado do sistema; 
tz = (vsd, vsq) é 0 controle; «
~ 
q = Tc é a perturbação; 
y = (er, isq, wm) é a saída a controlar. 
(ii) na representação entrada-saída, 
y(s) = G1(S) u(s) + Gz(S)<1(S) (10) 
onde: 
u(s) = (VSd(s), VSq(s)) é o controle; 
q(s) = Tc(s) é a perturbação; » 
y(s) = (6¡(s), iSq(s), wm(s')) é a saída a controlar. 
Note que de fato as variáveis de saída a controlar são er, T (torque da máquina) e wm, mas
X
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como, conhecendo 0 fluxo Gr e a corrente isq 0 torque fica perfeitamente determinado, 
pode considerar-se que 0 vetor de saída a controlar é o proprio y=[6r isq wm]t. 
As matrizes das equações _(9) e ~(_10) são respectivamente: _ 
O 1 0 O 
_ 
, -A 2 __ _ __? V . _ - ._ _" RrRs __(R1' .1sq0) (RrLs+LrRs) wsRr n lsqü Rr 
I 2 ' dL Lr '<Lrím 0) d LsLr Lr Lr . s A = _ _ _ _ ' Í n wm ws Lr (RrLS + LI_Rs) . n 1m O 
zz nr zzLsr.r zz 
H az? 15% n' 1.3 info -D
6 
í_---._-- 9 _í_--- .---.- 
Lr J Lr J J 
O O O
0 
R /d L Lr 0 oí 
Lm 
I' S . B = E = c= 
V 0 ~1/d Ls 0 
1/J 0~ 0 
_
- 
. 0.2 S2 + 70 s‹+ sao 6.7 S + 140 V 
Gl= 1/d -5.3 sz -ssos -1.1 103 0.253 +5.s sz +365 -170 . 
- 170 s - 3.01 10 4 _ 0-57 52 + 190 s + 1.5 103 ' 
-5.04 103 S + 2.7 106 
G2 š 1/d 1.2 104 + 4.2 106 S + 1.3 107 
25 s3_- 1.7 104 S2 ~ 3.2 106 s_- 1.65 1076
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d`= 1o 4 ( s4 + 684 53 + 1.46 105 + 8.4 106 s + 1.9 107 ) 
7.3. Solução do problema. 
7.3.1. Solução para o modelo linearizado. 
7.3.1.1. Análise do problema do desacoplamento com posicionamento de pólos. 
- 
“ ' Como o vetor de estados do sistema em estudo é mensurável, a primeira 
tentativa de solução, por ser a mais simples, será através de uma realimentação de estados. 
Assim devera ser verificada a CN de solução estudada no capítulo 6. Utilizando o conjunto 
de valores nominais para os _parâmetros do sistema, as equações de estado ficamz. 
o 
p 
1 o 1 o 
-2054.4 -362.5 
_ 
476Q.2 241.6 
A = - V 
-õooo.o -32.36 -362.5 -244.9 
' -43.87 ' O 33.87 -0.25 
o . o o 
2054.4 o o'l 
B à 
7 E = 
0 ~1õ9.4 o 
o ' o V 1-25 
0.091 O O V0 
C = 0 O 1 O w 
O O »0r 1 
Dado que existem somente duas entradas para o controle das três saídas do
1 6 8 
sistema, é proposto um esquema de controle como segue: 
-11f~=l[u1»u2~.]t = Fx + Hv~ com Fc RZX4 e I-IcR2x2
l 
onde ul controla o fluxoêr e u2 controla o par isq, wm. 
Assim os blocos da matriz de saí a sao: 
cl = [ o.o91 o - o o 1 
O O 1 0 C= 
calculados K1 = Ke: C2 z K2 = Kzr cl zz os âubzspaços v*(K1), 'v'(K2), 'R'(K¡) 
R*(K2) é testada a relação: 
R*(K¡) + Ker Ci = X parai= 1,2. 
Parai=1: 
K1 = Im' 
Usando o algoritmo do capítulo 2 tem-se: 
-k V1-Im 
dC' 
OOOI-' 
OOOD-' 
2 
I 
O O O 1
I 
OOI-'O 
I-'I-'OO 
OO!-'O P-'OO 
I-'
169 
OO 
e- R*1 = Im
I 
l-'O 
eportanto Rtl + KerC1 =/ X 
Parai=2: 
OO!-'O 
OI*-'OO 
P-'DOO 
K2 = Im
I 
Usando o algoritmo do capítulo 2 tem-se: 
O!-'OO 
F-'DOO 
v*2 ='Im 
O!-'OO 
e R*2 =. Im ` 
epor tanto R'2 + KerCQ = X. 
Existe então a possibilidade de gerar uma lei de desacoplamento parcial triangular, como a 
analisada nO Capítulo 6, isto é, pode-se obter uma saída yl = Gr controlada exclusivamente 
por v1 e um vetor de saída [y2 y3 ]t = [ isq wm ]t controlado por ambas entradas V1 e 
v2. Ao mesmo tempo os pólos de malha fechada do sistema podem ser posicionados 
arbitrariamente.
'
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A síntese da mencionada lei de realimentaçâo pode ser analisada, neste caso particular, 
onde as saídas são proporcionais aos estados, através da matriz de malha fechada A + BF. 
Se a lei de realjmentacão é: ' * ~ ~ A 
F =V 
f21 fzz Í23 >f24 \ 
Í11 Í12 `f13 f14
I 
a matriz A + BF fica: 
O ` 1 O _ O - 
A*BF = a21+b21fi1 a22*b21f12i a23+b21f13 a24+b21f14 
a31+b32f21 a32+b32f22 a33+b32fz3 a34+b32f24 
341 ° a43 a44i 
ondeA=(a¡Jf) e B=(b¡j). 
Então para se obter 0 desacoplamento parcial basta escolher: 
~ f13 = ' 823/521 f14 = ' a24/b21 
ep para que a influêncial da dinâmica do fluxo sobre a de corrente isq seja eliminada 
escolhe-se: 
A 
.z
* 
f21 = ' asi/bsz fzz '= ' flsdbsz 
Os valores restantes da lei F podem ser usados para o posicionamento de pólos das duas 
malhas.de“segunda ordem resultantes, mas comoexistem outras especificaçoes de projeto
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do sistema, os mesmos serão calculados após a análise do problema de rejeição de 
perturbaçoes. 
-7.3.1.2. Análise do problema de rejeição de perturbações. 
Como primeira tentativa deve-se procurar uma solução que obtenha rejeição 
total de perturbações. Para isso pode ser analisada a simples condição- necessária de 
existencia de uma lei u =' Fx para rejeição total, isto é: 
ImE cKerC 
Como Im E = .Im O e Ker -C = 1 O 0 
o 
' o-1o "l O 0-1 
o 011' 
a condição não é verificada e por tanto deve tentar-se uma solução menos restritiva. 
Propõe-se então uma solução assintótica para perturbações de torque constantes. 
A partir desta análise e do estudado no ponto (a) -pode-se fazer uma especificação 
definitiva do problema, isto é, que considere as restrições próprias da estrutura do sistema. 
Assim, são especificadas: 
(1) desacoplamento parcial (a dinâmica do fluxo é independente da do torque e 
velocidade);
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(2) posicionamento arbitrario de pólos (visando obter a dinâmica desejada para o fluxo e a 
velocidade);
_ 
(3) rejeição assintótica de perturbações de torque constantes; 
(4) seguimento assintótico de referências constantes»-de velocidade; 
(5) análise da robustez frente a perturbações paramétricas. 
O esquema de malha fechada a utilizar é representado na figura 7.1. Nesse esquema, 
mediante uma -lei~de realimentação de estados é* garantida a especificação (1) e o 
.posicionamento de pólos da malha de fluxo. Já para a obtenção das especificações (2), (3), 
e (4) na malha de velocidade é utilizado um servocompensador com uma estrutura do tipo 
analisado no capítulo 4. Dadoque as perturbações de torque de carga são constantes o 
modelo do servocompensador de velocidade é: 
dxc/dt = yr - y~ (integrador)
V 
onde y = wm e yr é a referência de velocidade.
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-' 
12 
. 
V h Õ r MOTO i _ 
.yr+ + U2 
_ 
` yszwln 
2I›‹ffi|›‹4 
Figura 7.1. Esquema total de controle. 
,,._.‹,._z. . ._ 
7.3.1.3. Síntese da solução total. l' 
O primeiro passo a -ser executado simplesmente calcula os valores dos 
elementos da matriz de realirnentação de estados que asseguram o desacoplamento. 
Assim: _ 
' = -2.32, = -0.12, = f22 = 0.19 
e como a dinâmica do fluxo resulta independente de isq e de wm, basta utilizar fu e fm 
para posicinar os respectivos pólos. Escolhendo os polos de malha fechada do fluxo em -8 e
10 resulta 
fu = 0.961 f12 = 0.168 
Com estas escolhas o es uema do sub-sistema fl d ed ` - d fi 7.2 
Figura 7.2. Malha fechada de fluxo. 
que ~é representado pelas equações de malha fechada: 
dxl/dt* ~‹l, o 1 xl V o 
+ V1 âxz/at -so.o -1s.o - 879.1 
yl = er = [.o.o91 ~ o 1 [ xl xz ]t 
,¡ 
onde a entradavl fixa ovalor de regime do fluxo 61.. ` 
(1 IIXO PO CI' UZII SC 30 3 gllfa ., 
V1 + O X er 
` 0 › iai INTEG [(1091 0] . 
+ 2054.4 A 
0 1
; 
r 
o 
ls 2054 -362
É 
( 0.961 0.168 ) = F
l 
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Note-se que o valor de h é escolhido para que em regime permanente se verifique er = v1. 
Para o cálculo completo da lei de realimentaçao resta somente detern1i'nar"os 
valores de ÍZ3 e f24 da lei u=Fx e o ganho f5 do servocompensador. Para isso devem ser 
consideradas as especificações de torque e velocidade. Na figura 7.3. é apresentado um 
esquema mais detalhado da estrategia de controle da malha de velocidade. Nele imr, que 
de fato representa o incremento de corrente respeito do ponto de funcionamento nominal 
e é proporcional ao fluxo incremental, pode ser considerada nula já que o fluxo é mantido 
constante durante as mudanças de velocidade. Esta forma de operaçao do motor de 
indução é de fato possível devido ao desacoplamento obtido no ponto ítem 7.3.1.1. 
Tc 
' + sub-sistema ' 2 = 
- r VELOCIDADE 
(f23 f24) 
Figura 7.3. Malha fechada de velocidade. 
As equações do sub-sistema torque-velocidade são: 
z-1x3/dt -362.5 -244.9 x3 169.4
+ 
dX4/dt 33.87 -0.25 X4 0 
+ CI
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y=t0q11t×3 X41* 
e as do servo-compensador e lei de realimentação são respectivamente: 
ÕXS/(ll = yr - X4 
112 = Ífzs f24. f51Í»×3 X4 Xslt 
Com isso 0 sub-sistema torque velocidade aumentado é representado pelas seguintes 
equações:
_ 
dX3/dt -362.5 -244.9 0- X3 _ 169.4 
dx4/dt = 33.87 -0.25 O x4 + O ,uz 
dxs/de » o -1 o I ×5 o 
o V o 
+ -25 q + O yr 
O 1 
y = [ o 1 o 1 { ×3 ×4 x5 ]t 
A escolha dos valores de f23, f24, e f5 pode ser realizada utilizando qualquer técnica de 
posicionamento de pólos. Levando-se em conta as especificações de resposta temporal 
escolhe-se para os pólos de MF: V -- 
1 
p1=-30 pz =-35 p3 =-32
I 
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resultando para a matriz F os seguintes valores: 
f23'= -1.569 f24 = -.904 fs ='-5.856 
Assim o sistema total aurnentado em malha fechada possue a seguinte representação: 
dxl/dt ç O 1 O O 0 xl 
dxz/dt -ao -18 o o o xz 
dx3/dt = o o -96.75 91.7 992 x3 + V 
. dX4_/dt -43.87 O 33.87 -.25 O X4 
dx5/dt o o o -1 o X5 
O O O ' 
O 879.1 O
v 
+ 0q+ 0~0 'll 
Yr -25 o `o - 
o o_ 1 
yl .o91 o o o o 
yz = o o 1 o o [ xl X2 x3.x4 X5 ]t 
y3 o o .o 1 o 
Dado que o sistemalinear é válido para representar 0 motor trabalhando nas vizinhanças 
do ponto nominal de operação P = (sro, isqo, wmo), as limitações de torque não serão 
consideradas. Observe que se a máquina está trabalhando em tomo do ponto P, as 
variações de torque, devidas às mudanças de referência de velocidade, não superam os 
valores máximos estabelecidos.
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Os resultados desta técnica de controle podem ser avaliados através das seguintes 
simulações. Na figs. 7.4, 7.5, e 7.6 são respectivamente plotadas as respostas de fluxo, 
torque __e .velocidade para exitações do tipo_deg1=auz~em v1 e wm. Já-_na»fig~.~ 7.7 se mostra a 
evolução da velocidade wm frente a perturbações de torque de carga constantes. Observe 
que como as variáveis são consideradas incrementais, o ponto de operação "incremental" é 
0 para qualquer uma de elas. i 7 z - 
ao! 
' 
Ê°‹Ê<°°`““`Ê7 
' ' -
. 
-59 . -. ........... 
..¿ ............................... ... ......... .., .......... ..‹ 
' HQ .. .................................................................................................................. ._ 
29 .+ ........ ..` ......................................................................................... ..| ........... .z 
0 * . . I . 2 . : ; ;› 
0 'V to ao ao 'io se 
_ 
. __... ._ . _ ,,__ ._ __ , ~£‹¶Q'*$) _ 
Fig. 7.4. Resposta de er a um degrau de 10% de v1 nominal. 
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Fig. 7.5. Resposta de T a um degrau de 10% de wmref nominal.
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Fig. 7.6. Resposta de wm a um degrau de 10% de wmref nominal. 
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Fig. 7.7. Resposta de wm a uma perturbação de 10% de Tc nominal. 
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7.3.1.4. Uma solução alternativa para a malha de velocidade: o controlador clássico PI. 
.Mantendo .a .- estrutura de desacoplamento estudada no item -..7.3.1~-.z1. z..e 
escolhendo na matriz de realimentaçâo de estados f23 = 0 e f24 = 0, é possível gerar, para 
a malha de controle de velocidade, um modelo equivalente no planos como é mostrado na 
figura 7.8..Nesse esquema, o fluxo er, .que é controlado em uma malha. independente; será 
considerado como um parâmetro que assume valores constantes durante as variações de 
velocidade. A
' 
Cl 
u2 + a43 + 1 
» 
. 's - a33 . s - a-44 W hu 
Figura 7.8. Modelo no plano s da malha de velocidade do motor de indução desacoplado. 
/' 
O modelo apresentado na figura 7.8. é semelhante ao do motor de corrente contínua 
descrito na figura 7.9. Esta semelhança permite a utilização das conhecidas .técnicas de 
controle de motores 'de corrente contínua para controlar a malha de velocidade do motor 
de indução desacoplado. Assim, propõe-se um controlador PI que permite obter: (i) 
.
« 
rejeição assintótica de perturbações de torque constantes, (ii) seguimento assintõtico de 
referências constantes, e (iii) uma dinâmica de malha fechada dentro de especificações. O 
ajuste dos parâmetros do PI é feito. segundo conceitos clássicos e o esquema de controle é 
mostrado na figura 7.10. Analogamente à solução linear do ítem 7.3.1.3., os parâmetros do 
.J 
PI são calculados- sem considerar as restrições no torque do motor pois o mesmo evolui
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H E sem ultrapassar os limites máximos impostos.
' 
. 
Tc 
t .. 
rei' + + _ 
s - a33 s- a44 
Figura 7.9. Modelo do motor de corrente contínua. - 
Tc Gr: cte 
Wref + sub-sistema 
4
W 
PI torque-veloc. 
_ Figura 7.10. Controlador PI aplicado à malha de velocidade. 
Os parâmetros do controlador PI, de estrutura dada por C(s) = Kp(1 + 1/Tis), são 
fixados em: _ 
Ti: 13 ' KP=Õ.5 
obtendo-se uma resposta de torque e velocidade dentro de especificações como se aprecia, 
respectivamente, nas figs. 7.11 e 7.12. Na fig. 7.13 é mostrada a evolução de wm para uma
perturbação de torque de carga constante. f 
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Fig. 7.11. Resposta de T a um degrau de 10% de wmref nominal. 
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Fig. 7.12. Resposta de wm a um degrau de 10% de wmef nominal. 
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:Fig. 7.13. 'Resposta dewm 'a uma perturbação de 10% de Tcfnominal. 
7.3.2. A solução do problemanão linear real. 
7.3.2.1. Generalização da solução linear. 
' As soluções achadas para o modelo linearizado serão válidas exclusivamente 
para pequenas variações de velocidade ou fluxo em tomo dos valores de funcionamento 
nominal." Assim, para os casos onde o motor” opera nessas condições os' esquemas 
analisados poderiam ser utilizados. Na prática, no zfuncionamento como servomotor, é 
desejável aplicar grandes mudanças de referência e manter as respostas dentro das 
especificações colocadas em7.2. Para se lograr isso, não é possível aplicar ~o' controle do 
modelo linearizado. Entretanto, pode-se utilizar a ideia geral da estrategia para conseguir 
um controlador não linear que obtenha resultados similares.
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Da mesma forma que no caso linear, a etapa principal do controle é a lei de 
desacoplamento. No modelo não linear, o fluxo Gr vincula-se à corrente imr segundo a 
equação (7), .e portanto se imr .for controlada independentemente de wm e isqa dinâmica 
do fluxo estará desacoplada da malha torque-velocidade de igual forma que no modelo 
linearizado. Um reordenamento das equações diferenciais do motor permite estabelecer o 
modelo de blocos que se mostra na figura 7.14. 
No modelo, a dinâmica de imr está vinculada à velocidade wm e à corrente isq através da 
seguinte equação:
_ 
H(P) Ímr(P) = VSd(P) + 11 4 LS Wm(P) i5q(P) + d LS Rr (íSq(P))2 / Lr imr (P) (11) 
onde: p = d/dt 
e H(p) = RS + p (Ls+RSL,/Rr) + p2(z1LSL,/Rr) 
. 
_ 
TC f limV sq 
1 _ L 
lsq .
1 
. 
' Rs + pdl§ f `. Jp 4 B 
'Y
_ 
lã!
H 
` 
vsa ~ Rr H 1 ` ---_-- - ef . 1âRr+RsL-r)+P(d1z1.r) imr i 
¡› i 
na 
. P: õ/auf)E 
Figura 7.14. Diagrama de blocos do motor não linear. 
-_ V >-f Ei `
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Assim, a seguinte lei de realímentaçäo desacopla o fluxo de wm e isq: 
v,d‹p› = vz - n d L, wm‹p› i;1‹p› -â L, R, e‹1,q‹1›››2 /L,1,fiI‹p› e t ‹»12› 
onde v'1 é a entrada externa de controle. 
Se além do desacoplamento se deseja estabelecer especificações na dinâmica de MF, é 
possível utilizar uma lei do tipo: 
V,1 = GI. + + 
Com esta lei a função de transferência de v1 para imr resulta: 
- r' _ lm _ Gl _ . (13) 
vl (o.sa - fl) + (o.1õ7' - f2)s + 4.9 1o'4 S2
' 
Nessa transferência os valores fl e fz são escolhidos para se obter uma dinâmica dentro de 
especificação, e o valör de G1 fixa o ganho estático. Os valores de fl e fz se escolhem: . 
fl = 0.841 fz = 0.158 (14) 
posicionando os pólos em s = (-8,0) e s = (-10,0). 
O sistema de malha fechada com a lei de realimentaçào estabelecida é representado no 
diagramaedasfigura 7.15.a., e seu equivalente supondo o desacoplamento perfeito na figura 
7.15.b. Nota-se que a velocidade não esta sendo controlada.
H
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Vsq ' wm ` 
' MOTÓR ' 
V1 + Vds lsq
¬
°
~ 
`
~
. 
Figura 7.15.a. Desacoplamento não linear. 
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Figura 7.15.b. Modelo não linear desacoplado. 
A partir desta primeira etapa do controle supõe-se que as variações de 
referência de velocidade são realizadas mantendo v1 constante, 0 que implica em assumir 
- .› 
qne tanto imr como el. permanecem constantes. Assim tem-se o modelo da malha de 
velocidade como na figura 7.16,
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Gr Tc 
- íàrzfuimst A+ 4S+1«“- 
+s 
. 0.094 X V. - + .. 
' 12.13W 
Figura 7.16. Malha de velocidade com fluxo constante. 
que -apresenta uma função de-transferência linear e com parâmetros dependentes dos 
valores estabelecidos de imr e er como se mostra nas equações (15) e (16).
'
4 
qúq _ÍE_ _ L 1.934 1o A er (15) 
vsq (4s+1)(13o1+o.59s) + 3635.9 imr er 
TC=o* 
wm 1oo(as+o.59s) 
r 
= 
o (16) 
Tc ~ (4s+1)(13o1+o.59s) + 3635.9 ímf e¿ 
. vSq=o _ 
7.3.2.2. Limitações de torque. Estrategia de aiuste do sinalde controle. 
_ .. Para a obtenção das condições estáticas de resposta estabelecidas em 7.2. é 
necessário utilizar, na malha torque-velocidade de equações (15) e (16), um controlador 
com características integrativas."Assi1n,Ié proposto um controlador digital de estrutura PID,- 
que permite também posicionar adequadamente os pólos de MF. Porém, quando é preciso 
manter as características de velocidade especificadas em 7.2. e o torque do motor deve ser
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limitado a um conjunto de valores prefixados, o controlador linear proposto não pode ser 
utilizado isoladamente. Deve-se partir então, para soluções que limitem o torque sem 
comprometer .a resposta de velocidade. O controlador digital PID utilizadoapresenta _a 
estrutura seguinte: z 
tvzçk) = .v2(1<-1) + 111 e(1‹) + 112 z(k-1) + 113 e(1<-2) 
`= wfgák) ' 
Para evitar que o torque T e a corrente isq .superem os valores máximos estabelecidos é 
utilizado um bloco de saturaçao entre o controlador e o sistema. Para optimizar a síntese 
deste bloco é necessário -conhecer a corrente e 0 torque em cada período de amostragem. 
Assim, o objetivo da saturação será limitar o controle de tal forma que gere uma evolução 
de torque ou corrente no limite de saturaçao. 
Considere-'se um período de amostragem ts e as equações (15) e (16). Assim, a equação 
discreta da corrente isq é dada por: ' 
iSq(k+ 1) =~ a isq(k) + bwm(k) + cv2 + f(Tc) (17) 
onde 'f(Tc), definida para [ktS, (k+ 1)tS], representa os efeitos da perturbação de carga Tc 
sobre a corrente iSq(k+ 1),-e pode ser desprezado se o período de amostragem é escolhido 
suficientemente pequeno, [Zeni 841. Assim, usando a equação resultante .desta 
simpli-ficação como um preditor de iSq(k+1),' o torque 'T pode ser lirnitado ao seu valor 
máximo Tmax utilizando a estratégia de saturação seguinte: ,_ _ .
1
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Passo 1: 
= 
[ 
' a ' b c 
-Passo 2: 
SE |v2(1‹) | > |v2maX (k) | ENTÃO 
V2(k) = v2max(k) ` 
FIM 
Quando o controle aplicado ao sistema for o valor de saturação vzmax, as variáveis 
internas do PID deverão ser recalculadas para evitar a integração de um 'valor de erro 
diferente 'do real.iAssim éproposta a seguinte' estrategia de eliminação de sobrecarga da 
ação integral, [Bruciapaglia 86]: ‹- i 
V2(k'1) = V2max(k)§ 
¢(1<-2) = e(1<-1); 
e(k-1) = [v2nm(1<) _ v24(1<-1) - 111 cuz-1) - 112 ¢(k-2)] /111. 
Na figura 7.17; mostra-se um esquema completo da estratégia de controle não linear 
proposta. t 
Note-se: 
(i) dado que o fluxo Gr ê mantido constante, a corrente isq pode ser utilizada como uma 
medida do torque da máquina; “ ~ - -
' 190 
(ii) o controlador da fig. 7.17. atua linearmente somente quando I v2(k) | < tl vzmax (k) 1; 
(iii) o bloco de saturação-proposto permite obter, quando o sistema satura, a resposta de 
wm mais rápida possível, já que o torque é mantido constante no seu valor máximo durante 
0 transitório de vetøzidzúz. 
'
r 
Os parâmetros do PID são ajustados para o ponto de funcionamento nominal dado por 
iSq= 7.69 A e 61, = 0.7 T e de modo a obter a resposta de wm mais rápida possível sem 
sobre sinal. Note-se que eles deverão ser mudados quando seja escolhido um outro valor 
de referência para o fluxo. Porem deve se observar que os novos parâmetros podem ser 
calculados previamente e mantidos como uma tabela de esquema de trabalho. 
Tc 
Wreí ~ T 
+ 
` 
. 
-motor.. a.c.- - 
_ t . modelo não 
+ . + linear. Wm V1 + - 
Í 
desacopla ` 
' QI'
Í 
Figura 7.17. Estratégia completa de controle para o modelo não linear;
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7.3.2.3. Resultados da simulação da estratégia de controle não linear. Análise da robustez. 
Aspossibilidades de aplicaçâoprática. e , , . - K. 7 s. ._ _ . 
Para avaliar a boa performance da estratégia de controle proposta, serão 
analisadas, .neste ítem, as respostas temporaies do modelo da fig. 7.17. Numa primeira 
etapa se avaliam os resultados do ponto de vista teórico, isto é, sem considerar 
perturbações paramétricas no sistema. Em -seguida, para estudar as possibilidades de 
aplicaçãoreal da estratégia, são colocados "resultados que levam em 'conta as .diferenças 
entre os parâmetros reais e os nominais do modelo. 
' 
- 
V Na' fig. 7.18. se mostra a evolução» de er desde zero até seu estabelecimento no 
valor nominal com o motor parado. Para isso ée aplicado na entrada do sistema um degrau 
de valor nominal na entrada v1, e se mantém wm = 0. Com 61. estabelecido é aplicado um 
degrau de referência de~velocidade`p'araIlevaro motor a wm nominal; Assim,-.na fig.. 7.19 .é 
mostrada a evolução de T e wm para uma inversão total-de velocidade. J :fr na fig. 7.20 se 
observam as boas propriedades da malha de controle no que diz respeito à rejeição de 
perturbaçoes de~ carga: Observe fiqueƒernbora a resposta ~-de swim-«seja muito lenta, a 
amplituda máxima de Awm é menor que 0.2% do valor nominal (para Tc = 100% de Tn). 
Se nas especificações de projeto forem colocadas as condições de respeito ao tempo de 
resposta da figura 7.20, o iajusteido PID deveria ser modificado; [Hang 891. ~
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Fig. 7.18. Estabalecimento de Gr no seu valor nominal. 
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`Fig. 7.19. (a) Resposta de T e wm duradte uma inversão completa de velocidade.(b) 
Controle aplicado. `
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O 
Quando são..co11sideradas as variações de Rr e RS ldevidas as mudanças de temperatura, 
isto é: z ~ 
RS = RS0 + ARs(temp) ao Rr = RIO + ARr(temp) 
a lei de desacoplamento proposta já não conseguirá eliminar totalmente os efeitos de isq e 
de wm na dinâmica= do fluxo. Assim, pode se modelar o›*sistema perturbado corrío"Í1o' 
esquema seguinte: . ' 
e + i lh d fl
_ 
V1 + 
Ina a e UXO er
Ê
1 
_ desadoplada
× _
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onde e é o erro de desacoplamento e vale: 
e = zz Ls (iS<l)2 AR, / L, imf
2 
e na malha de fluxo desacoplada são considerados os parâmetros perturbados. 
Utilizando 0 novo modelo da malha de fluxo se simula uma inversão completa de 
velocidade. Os resultados obtidos se mostram na fig. 7.21. A partir deles pode se constatar 
a robustez dalei de desacoplamento. Observe que para variações de 30% em R1. e Rs, 0 
fluxo Gr sofre variações menores que 3%. Também utilizando o modelo de parâmetros 
perturbados se observa, na fig. 7.22, a evoluçao de T e wm para uma inversao total de 
velocidade. A excelente robustez do controle de-velocidade e 'torque pode ser avaliada 
comparando as respostas das figs. 7.22 e 7.19. 
Estes últimos resultados permitem concluir que a estrategia de controle proposta 
funcionaria muito bem se -fosse implementada- num motor real. i ¬ r - 
3; Q ....................... .._ ....................... ............................................................................. _. 
~~~~~~~~~ ~ 
5 l 
1
l ml ....................... ....... ... ...................................... .., ....................... ..§ ....................... ..‹ 
V 
t Í (Tesla) t\\ 
Q 
_ 
ÉS LB Í (5) 
Figura 7.21. Evolução do erro e e do fluxoer numa inversão completa de velocidade.
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7.4. Concluções. 
_ Neste capítulo foi 'mostrado como um problema geral de controle multivariável 
pode senespecificado e resolvido_ a partir da escolha da abordagem mais adequada dentre 
as diversas possíveis. .Alem disso, mostrou-se como uma solução desenvolvida para o 
modelo linearizado do sistema pode servir de base para obter, a partir de uma 
generalização, a solução para o caso -não linear. Deve-se destacar também o fato de 
aplicar, com sucesso, resultados de controle teórico a um problema de grande importância 
prática como 0 controle de motores de indução. 
V 
Nota-se que a solução proposta para o sistema não linear apresenta uma 
excelente performance tanto no caso' de se trabalhar com parâmetros nominais ou 
perturbados. Baseando-se nessa última característica pode-se concluir que a estratégia de 
controle proposta deve funcionar satisfatoriamente em aplicações reais.
g
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CAPÍTULQ sz coNcLUsõ1:s E PERSPECTIVAS 
Q* 
O objetivo deste trabalho foi realizar um estudo comparativo das soluções 
apresentadas pelas teorias geométrica e polinomial no que diz respeito aos mais 
importantes problemas de controle da teoria de sistemas lineares multivariáveis. Em 
particular foram analisados os problemas de posicionamento de pólos, da estabilidade, da 
rejeição de perturbações e do desacoplamento entrada-saída. Além disso foram colocados 
os problemas que resultam da combinação dos dois últimos .com os dois primeiros. 
Primeiramente, para cada problema, foram colocados os aspectos da análise da 
s~olução,..isto é, das condições que devem se verificar no sistema para que sejaipossível 
achar. um compensador solução. Neste ponto destacou-se a simplicidade e clareza 
conceitual da abordagem geométrica dos problemas de posicionamento de pólos e rejeição 
de perturbações. Já do ponto de vista operativo foram analisadas uma série de condições 
alternativas que se apresentam como vantajosas na hora de serem aplicadas. No que diz 
respeito ao problema do desacoplamento, a abordagen polinomial se apresenta, tanto a 
:nivel -de análise comozde-sí-n-tese,esalvoo casof-derealimentação-zde estados, não somente 
«› 
como mais apropriadas para serem aplicadas mas também igualmente simples e claras a 
nívellconceitual como as geométricas. 
Dentro do conjunto de procedimentos de síntese de compensadores, pode-se 
dizer que foram analisados os métodos teóricos mais importantes. Esta análise permite 
apreciar a maior ou menor simplicidade de cálculo de cada algoritmo-, mas nao os compara 
considerando o importante problema da estabilidade numérica associada a cada um deles. 
Este ponto deverá ser futuramente analisado se se pretende a implementação de alguma 
.J 
das técnicas de controle colocadas neste traba.lho.~ . Í
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Na última parte do trabalho se apresenta a solução do controle por 
desacoplamento de um motor de indução alimentado por tensão. Os principais objetivos 
desta parte do trabalho sao. _ _ .. 
(i) mostrar como deve-se realizar a análise e reespecificação do problema de controle para 
adapta-lo às restriçõesdo próprio sistema físico, J 
(ii) mostrar como escolher-a melhor solução dentre» as várias possíveis.baseando-se na 
análise comparativa dos diferentes métodos, V . l ' 
(iii) obter, para um problema de interesse prático como o controle de motores a.c., uma 
solução teoricamentebem fundamentada e que apresente resultados práticos. satisfatórios. 
No que se refere a este últimoponto destaca-se a utilização da solução obtida para 0 
modelo' linear,‹na .criação de uma lei' de controle não linear e que 'apresenta excelentes 
resultados. _ 7 
Como contribuições mais .importantes deste trabalho destacam-se: ~ 
.- O esforçozdefsíntese. das diferentessoluções-.estudadas ao longo das últimas décadas. Isto 
permite que o trabalho .seja usado como importante material de referência quando se 
deseja aprofundar em algum dos assuntos nele citados, 
- a apresentação comparativa. das diferentes soluções tanto a nível.de análise como de 
síntese de controladores, '
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- a solução do problema de controle por desacoplamento do motor a.c., obtida através da 
aplicação dos resultados geométrico-polinomiais colocados no trabalho. 
Como perspectivas de continuidade de estudos e pesquisas nas linhas de este 
trabalho 'propõe-se: ' ' - 
- continuar o estudo comparativo dos métodos de síntese de controladores no que se refere 
à estabilidade numérica dos algoritmos; 
- especificar e implementar pacotes de PASC para sistemas multivariãveis que permitam a 
especificação e a modelagem através das representação polinomial ou matricial e portanto 
a aplicação das diversas técnicas de controle aqui estudadas; 
- estudar a robustez a perturbações paramétricas das soluções de cada um dos problemas 
colocados neste trabalho para obter resultados de 'maior aplicabilidade prática. Como já 
foi mencionado nos capítulos 3 e 4, existem já alguns estudos nesta direção, principalmente 
na teoria polinon1ial. Porém resulta importante obter não somente novos resultados nesta 
teoria, mas também estabelecer uma equivalência com a geométrica; 
- analisar com- maior 'profundidade"oiproblemado controle por desacoplamento doíriotor 
a.c. no que diz respeito à robustez a perturbações paramétricas; 
- estudar o problema de desacoplamento parcial com estabilidade e/ ou posicionamento de 
pólos para estruturas particulares de interesse prático."
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