The role of spike rate versus timing codes in visual target selection is unclear. We simultaneously recorded activity from multiple frontal eye field neurons and asked whether they interacted to select targets from distractors during visual search. When both neurons in a pair selected the target and had overlapping receptive fields (RFs), they cooperated more than when one or neither neuron in the pair selected the target, measured by positive spike timing correlations using joint peristimulus time histogram analysis. The amount of cooperation depended on the location of the search target: it was higher when the target was inside both neurons' RFs than when it was inside one RF but not the other, or outside both RFs. Elevated spike timing coincidences occurred at the time of attentional selection of the target as measured by average modulation of discharge rates. We observed competition among neurons with spatially non-overlapping RFs, measured by negative spike timing correlations. Thus, we provide evidence for dynamic and task-dependent cooperation and competition among frontal eye field neurons during visual target selection.
Introduction
Complex behavior is the result of interactions among neurons in different brain areas. Saccadic visual search is one behavior ideal for understanding the role of neuronal interactions in perceptual decision making. Several studies have shown functional correlations between pairs of neurons involved in perception and decisions (Ts'o et al., 1986; Engel et al., 1991a; 1991b; Ahissar et al., 1992; Zohary et al., 1994; Vaadia et al., 1995; Snider et al., 1998; Das and Gilbert, 1999; Narayanan and Laubach, 2006; Samonds et al., 2006; Cohen et al., 2007; Poulet and Petersen, 2008; Stark et al., 2008) , but it is unclear to what degree these correlations are dynamic and how they depend on task demands.
During visual search for a target among distractors, the brain must allocate attention to the target while filtering out distractor objects (Wolfe, 1998) . Do cortical neurons that discriminate between a search target and distractors interact to select the target, or do they each select the target independently? To answer this, we investigated the role of spike synchrony in visual target selection in the macaque frontal eye field (FEF). Visually responsive FEF neurons signal the location of a target of visual search by increasing activity with the target inside their receptive field (RF) relative to when a distractor is in the RF (Schall and Hanes, 1993; Schall et al., 1995; Thompson et al., 1996; Sato et al., 2001; Sato and Schall, 2003; Cohen et al., 2009a) . We recorded activity from multiple FEF neurons simultaneously and measured spike rate and timing correlations between pairs of neurons.
We show that when both neurons in a pair selected the target of search and had overlapping RFs, they cooperated through spike timing synchrony when the target was inside the intersection of both neurons' RFs around the time when each neuron selected the target as measured by its firing rate. Furthermore, when both neurons in a pair selected the target of search and had non-overlapping RFs, they competed through spike timing asynchrony when the target was inside one but not the other neuron's RF. These results reject the hypothesis that each FEF neuron selects the target independently and sends target selection signals to be pooled downstream. Rather, FEF neurons cooperate and compete to select targets during visual search, suggesting that spike timing, as well as spike rate, conveys information about target location.
Materials and Methods

Behavioral task and recordings
We recorded activity from pairs or groups of FEF neurons in both hemispheres of three male macaques (Macaca radiata) during color and form visual search tasks of varying difficulty (Table 1) . Because we analyzed spike timing relationships in pairs of neurons, many neurons contributed data to more than one pair (107 of 208). However, because the proportion of neurons contributing to the pairs of interest (the rightmost three columns in Table 1 ) was smaller (36 of 164), we removed the neurons contributing data to multiple pairs and found similar results, albeit with weaker effects. Thus, we present data with those neurons included.
In the color search task (Fig. 1A , left), monkey F searched for a target (green disk) among seven distractors (Sato et al., 2001) . Each trial began with the monkey fixating a central spot for ϳ600 ms. A target was then presented at one of eight isoeccentric locations equally spaced around the and experimental procedures were in accordance with the National Institutes of Health Guide for the Care and Use of Laboratory Animals and approved by the Vanderbilt Institutional Animal Care and Use Committee. Details have been described previously (Schall et al., 1995; Sato et al., 2001; Cohen et al., 2009a) .
Recordings were acquired from the rostral bank of the arcuate sulcus using tungsten microelectrodes (FHC). To confirm that electrodes were in FEF, we evoked saccades with low-threshold microstimulation (Ͻ50 A) at each site (e.g., . Spikes were sorted online and A B C Figure 1 . A, Color and form visual search tasks. In each task, monkeys were required to make a single saccade to the target for reward. B, Diagram of RF conditions. The dashed arcs represent the RFs of a pair of neurons. The shaded gray region represents the intersection of the RFs. The "intersection" condition occurred when the target was inside the intersection of the pair of neurons' RFs (i.e., in the shaded gray region). The "opposite" condition occurred when the target was in a location opposite the RF intersection. The "XOR" condition occurred when the target was in one neuron's RF but outside the other's RF. C, Example neuron that selected the target during the form search task. The black curve with dark bands represents the mean Ϯ SEM firing rate when the target was inside the neuron's RF. The gray curve with light bands represents the mean Ϯ SEM firing rate when the target was opposite the RF. Initially, the neuron's firing rate did not discriminate between target and distractors, but after 130 ms its firing rate selected the target (dashed vertical line). offline using principal components analysis and template matching (Plexon). To ensure that spikes came from different neurons, we only analyzed pairs of neurons recorded from different electrodes. To measure the firing rate of each neuron, we used a spike density function, convolving each spike with a kernel resembling a postsynaptic potential (Thompson et al., 1996) . Spike density functions were used to measure target selection time, but not in spike synchrony analyses.
Data analysis
Target selection time. To measure the time of target selection, we used millisecond-by-millisecond Wilcoxon rank sum tests. Selection time was defined as the time at which the distribution of activity when the search target was inside a neuron's RF was significantly greater than the distribution of activity when the target was opposite the RF for 10 consecutive milliseconds with p Ͻ 0.01. For one neuron, we used a more conservative criterion of 50 consecutive milliseconds based on visual inspection of the spike-density functions. This "neuron-antineuron" approach presumes that a population of neurons in the brain representing the location of the target competes with a population of neurons representing the location of distractors opposite the target. Measuring selection time with a receiver operating characteristic analysis (Thompson et al., 1996) yielded indistinguishable results. Neurons from which we measured a target selection time were all classified as visual and visuomovement and had significant above-baseline activity during the memory delay period in the memory-guided saccade task. Fourteen neurons had phasic visual activity with no activity above baseline during the delay of the memoryguided saccade task; these neurons did not discriminate between target and distractors during the search task because their responses were too brief. There was no difference in target selection time between visual and visuomovement neurons. While movement neurons showed increased activity before a saccade was made to the target inside of their movement field relative to a distractor outside of their movement field, this activity was not considered "target selective" because these neurons select the endpoint of the saccade, not the location of the target (Thompson et al., 1997; Murthy et al., 2001; Sato and Schall, 2003; Schall, 2004) . Indeed, we observed that these neurons fired at their baseline rate when a saccade was made outside their movement fields. Thus, while we measured a "target selection time" for these movement neurons, we did not classify them as target selective; rather, they were saccade endpoint selective. Figure 1C shows target selection in an example neuron. One of the factors of interest in this study was whether both, one, or neither neuron in a pair selected the target. Of the neurons that did not select the target, some were movement neurons that were involved in preparing saccades, some were visual or visuomovement neurons that did not select the target (typically transiently firing visual neurons) and some were not task related. Of the 208 total neurons in the dataset, 115 were visual or visuomovement neurons that selected the target.
Visuomovement index. To quantify the strength of visual-and movement-related activity, we computed a visuomovement index for each target-selecting visual and visuomovement neuron:
where V is the average firing rate from 50 to 150 ms after target onset in the memory-guided saccade task and M is the average firing rate in the 100 ms before saccades in the memory-guided saccade task. The visuomovement index is Ϫ1 for neurons with only movement-related activity and 1 for neurons with only visual-related activity. Spike rate noise correlations. We measured spike rate noise correlations as the trial-by-trial spike rate correlation after the mean spike rate was subtracted from each neuron in the pair (Averbeck and Lee, 2004) . The noise correlation is defined as follows:
where j is the spike rate from the jth neuron, ⌳ j is the mean spike rate from the jth neuron, i references a given trial, and ͳ ⅐ ʹ denotes expected value.
Spike synchrony. We measured spike-timing relationships using joint peristimulus time histograms (JPSTHs) (Aertsen et al., 1989; Brody, 1999a,b) . The shuffle-corrected, normalized JPSTH is defined as follows:
where t 1 and t 2 are time points within a trial, S i (t) is the spike train on the ith trial at time t, and (t) is the SD of the PSTHs S(t). JPSTH measures correlations in spike timing over the time course of experimental trials at varying lags between spike trains. To compute JPSTHs, we used the time from 50 ms before search array onset to the 90th percentile of the saccade response time distribution for a given pair of neurons. We used a 1 ms bin width for spike counts to search for precise spike timing relationships. To visualize trends in the JPSTH matrix, we applied a twodimensional mean filter with a 10 ϫ 10 square kernel (see Fig. 3 ); all statistical tests were performed on unfiltered data. Figure 3 shows the normalized JPSTH (J N in the above equation).
From the JPSTH, we extracted two measures: a crosscorrelogram, which measures the overall correlation of spike times at varying lags, and a coincidence histogram, which measures the average spike timing correlation over time. Crosscorrelograms (gray histograms in the upper right of each JPSTH in Fig. 3 ) and their 95% confidence intervals were computed using Ϯ50 ms around a lag of 0 ms (Brody, 1999a,b) . Crosscorrelograms were counted as significant if two consecutive values exceeded the confidence intervals. Coincidence histograms (black histograms to the right of JPSTHs in Fig. 3 ) were computed as the average JPSTH at Ϯ10 ms around the main diagonal. To determine the effects of experimental manipulations on spike timing relationships, we measured the area under the crosscorrelograms in a 20 ms window around a lag of 0 ms and the area under the coincidence histograms. Each of these area measures (i.e., the integral) was the sum of the crosscorrelogram or coincidence histogram values in the appropriate time window, so that positive values were added to the area and negative values were subtracted from the area.
To avoid spurious crosscorrelation due to stimulus-induced firing rate increases, we both used an excitability correction (Brody, 1999a,b) and simulated spike trains with the same average firing rates of the neurons in our dataset. To generate a simulated spike train from a given neuron, we used that neuron's peristimulus time histogram (PSTH) as the probability of spiking at each time point over the course of a trial. For each simulated trial and time bin, we drew from a uniform [0, 1] probability distribution. If the value drawn was less than or equal to the PSTH at that time bin, the simulated trial would have a spike in that time bin. This ensured that while the average time-varying firing rate of the simulated neurons remained the same as the real neurons, the specific spike timing information was random, so any spurious JPSTH correlation caused purely by mean firing rate should also be present in the simulations. This confound is different from that controlled for by the excitability correction of Brody (1999a,b) , which is why we used this additional negative control. None of the comparisons described in Results using the excitability correction or the simulated neurons were significant. Crosscorrelograms and coincidence histograms were fit with smoothing splines for visualization, but bar plots and statistics show results from unsmoothed data. All statistical tests were done with Bonferroni corrections for multiple comparisons. Analyses were done with R (http://www.r-project. org/) and Matlab (The MathWorks).
Results
We recorded from 239 pairs of neurons from different electrodes from three macaques (154 pairs from monkey F in the color search task, 34 from monkey Q in the form search task, and 51 from monkey S in the form search task). We measured spike rate and timing correlations manipulating two experimental factors. The first factor, the number of neurons in the pair that selected the search target, had three levels: both neurons in the pair selected, one neuron selected, or neither neuron selected. Note that this does not necessarily mean that both neurons in a pair selected the target on the same set of trials. We define target selection as the discrimination between target and distractor when the respective stimulus was inside a particular neuron's RF; for example, one neuron may select the target when the target is in the upper left part of visual space, while the second neuron selects the target when it is in the lower left part of visual space. The second factor, the position of the target relative to the RFs, had three levels ( Fig. 1 B) : target inside the intersection of the RFs ("intersection"), target inside the RF of one neuron but not the other ("XOR"), or target opposite the intersection of the RFs ("opposite"). We analyzed the 104 pairs of neurons with overlapping RFs (comprised of the 32, 49, and 23 pairs in which both neurons, one neuron, or neither neuron selected the target) (see Table 1 ). Nine pairs of neurons had completely overlapping RFs, so there was no XOR condition for these pairs.
We defined two types of neurons: (1) visual and visuomovement neurons that selected the target from distractors (see Materials and Methods) and (2) neurons that did not select the target (some of these included movement neurons, which selected the target on correct trials but selected the distractor that was the endpoint of the saccade on incorrect trials). We recorded from 47 neurons that selected the target in the color search task and 68 that selected the target in the form search task. Table 1 shows the number of pairs of each type associated with each analysis.
Noise correlation
We first measured the spike rate noise correlation to determine whether the variability of spike rates of pairs of simultaneously recorded neurons tended to covary. Noise correlation was higher on trials when the target appeared at the intersection of the RFs than when it was opposite the intersection or in one RF but not the other (Fig. 2 A) 
We next analyzed 18 pairs of neurons in which both neurons in each pair selected the target and the RFs of each pair were non-overlapping in the visual field. These pairs can be considered to comprise neurons from different pools, whereas the pairs of neurons with overlapping RFs can be considered as derived from the same pool, analogous to neurons with similar or different direction tuning in MT (Cohen and Newsome, 2008) . We found negative noise correlations for these 18 pairs of neurons when the search target was in one RF but not the other (Fig. 2 B) (mean Ϯ SEM, Ϫ0.077 Ϯ 0.026, t (17) ϭ Ϫ2.95, p Ͻ 0.01). This indicates that signals arriving from neurons in different spatial pools in FEF exhibit a "push-pull" interaction in spike rate.
Joint peristimulus time histogram analysis
Next, we measured JPSTHs for each pair of neurons. Figure 3 shows two example JPSTHs with crosscorrelograms and coincidence histograms. In Figure 3A , the left plot shows analysis of a pair of visual neurons that selected the target in the color search task. The right plot shows analysis of simulated neurons with the same time-varying average firing rates as the two visual neurons (note the similar PSTHs between data and simulated neurons). The data clearly show synchronous firing beginning around the time of target selection (dashed lines) in the two neurons that does not appear in the analysis of simulated neurons. This is apparent in the JPSTH, coincidence histogram, and the crosscorrelogram. Figure 3B shows a pair of movement neurons recorded in the color search task with strong synchronous firing around the time of saccade onset, which does not appear in the analysis of simulated neurons with the same time-varying average firing rates.
Crosscorrelogram analysis
To measure the spike timing relationships between pairs of FEF neurons, we calculated crosscorrelograms. The crosscorrelogram measures the correlation between spiking in the pair of neurons, taking into account spurious correlations based on firing rate (see Materials and Methods), but ignoring the time course of correlations. Of the 239 pairs of neurons, 21 (8.8%) showed significant peaks in the crosscorrelogram, while none of the simulated pairs of neurons showed significant peaks, measured using 95% confidence intervals (see Materials and Methods). Figure 4 shows crosscorrelograms from each experimental condition collapsed across task difficulty. The left column shows the crosscorrelograms and the right column shows the area under the crosscorrelograms in a window Ϯ10 ms wide around zero lag. There was a significant effect of neuron pair type (i.e., both, one, or neither neuron in a pair selected the target; mixed-effects ANOVA, F (2,98) ϭ 3.4, p Ͻ 0.05) and target location (i.e., intersection, XOR, or opposite; F (2,180) ϭ 18.1, p Ͻ 0.001) on crosscorrelogram area. When both neurons in a pair selected the target (32 pairs), and the target was inside the intersection of their RFs, they showed significantly higher positive correlations than when the target was opposite the intersection (Fig. 4 ) (paired t (31) ϭ 3.9, p Ͻ 0.001). The same effect held for pairs in which one neuron, but not the other, selected the target and the target was inside the intersection of the RFs versus in one RF but not the other (49 pairs; paired t (48) ϭ 3.4, p Ͻ 0.01) or opposite the intersection (t (39) ϭ 2.9, p Ͻ 0.01). Comparing across pair type, when the target was inside the intersection of RFs, pairs of neurons in which both selected the target showed significantly higher positive correlations than pairs in which neither neuron selected the target (Fig. 4) To ensure that these effects were not due to changes in firing rate, we simulated neurons with the same time-varying average firing rates (see Materials and Methods). There were no significant correlations or pairwise differences in any correlations (Fig.  4, gray bars) . Thus, pairs of neurons showed the strongest positive correlations when the target of search was inside both of their RFs and both neurons selected the target from distractors.
Coincidence histogram analysis
To measure the time course of spike correlations, we extracted coincidence histograms from the JPSTHs. The coincidence histogram is a measure of the time course of correlations in a window Ϯ10 ms wide around zero lag, ignoring the spike timing relationships in terms of lag. Figure 5 shows coincidence histograms from each experimental condition collapsed across task difficulty, aligned to the time of search array onset (left column) and saccade onset (right column). Note that the increase in coincidence histograms occurred after the initial increase in firing rate in response to the onset of the search array (dashed line in Fig. 5 , top left), suggesting that the increased spike timing correlations were not due solely to increased firing rates.
There was a significant effect of neuron pair type (i.e., both, one, or neither neuron in a pair selected the target; mixed-effects ANOVA, F (2,98) ϭ 3.1, p Ͻ 0.05) and target location (i.e., intersection, XOR, or opposite; F (2, 195) ϭ 26.0, p Ͻ 0.001) on coincidence histogram area. Coincidence histogram area was significantly larger when both neurons in a pair selected the target than when one or neither neuron selected the target (Welch's t (170) ϭ 2.6 and t (151) ϭ 3.9, p Ͻ 0.01).
Relationship to target selection time
We noticed that around the time of target selection for individual neurons (vertical gray line in Fig. 5 shows the mean target selection time), correlations rapidly increased from baseline when both neurons in a pair selected the target. Therefore, we used target selection time to divide the time course of synchrony into two intervals. The first was from array onset to target selection time, the second from target selection time to the 90th percentile of saccade response times. For pairs of neurons in which both selected the target, the first interval ended at the earlier of the two target selection times and the second interval began at the later of the two target selection times (the median difference between target selection times for these pairs was 23 ms; the median difference between target selection times from pairs of neurons recorded at different times was 30 ms, which was significantly larger measured by Wilcoxon rank sum test, p Ͻ 0.05). We measured the time course of spike synchrony in the two intervals using the area of the coincidence histogram in each (Fig. 6 ).
There was a significant effect of interval (before vs after target selection time) on coincidence histogram area (mixed-effects ANOVA, F (1,77) ϭ 29.9, p Ͻ 0.001). When both neurons in a pair selected the target, there was significantly larger area in the coincidence histogram after target selection time than before selection time both when the target was inside the intersection of the Crosscorrelograms and crosscorrelogram areas for each experimental condition, combined across task difficulty. The left column shows mean Ϯ SEM crosscorrelograms when the target was inside the intersection of the RFs ("intersection" condition; blue), in one RF but not the other ("XOR" condition; red) and opposite the intersection of the RFs ("opposite" condition; black). The right column shows mean Ϯ SEM of the differences in the area (i.e., integral) of the crosscorrelograms in a Ϯ10 ms window around a lag of 0 ms for each paired comparison. Asterisks denote significance. The top row shows results from pairs in which both neurons selected the target. The middle row shows results from pairs in which one neuron, but not the other, selected the target. The bottom row shows results from pairs in which neither neuron selected the target. Coincidence histograms for each experimental condition, combined across task difficulty. The top row shows mean Ϯ SEM coincidence histograms when both neurons selected the target, aligned to array onset (left) and saccade onset (right) when the target was inside the intersection of the RFs ("intersection" condition; blue), in one RF but not the other ("XOR" condition; red) and opposite the intersection of the RFs ("opposite" condition; black). The middle row shows the same when only one neuron in the pair selected the target. The bottom row shows the same when neither neuron in the pair selected the target. Vertical line indicates mean target selection time in individual neurons when both neurons selected the target. Dashed line in upper left plot shows the average firing rate when the target was inside RFs, normalized between 0 and 0.2, indicating that the increase in coincidence was not a result of the initial increase in firing rate of individual neurons.
RFs and when the target was opposite the RFs (paired t (31) ϭ 5.2 and 3.1, p Ͻ 0.01). Similarly, there was significantly larger coincidence histogram area after as opposed to before selection time when one neuron in the pair selected the target and the target was inside the intersection of the RFs (paired t (48) ϭ 4.2, p Ͻ 0.001).
Next, we tested whether there was a difference in coincidence histogram area across neuron pair types as a function of target location (intersection, opposite, or XOR) and interval (before or after target selection time) (Fig. 6 ). When both neurons in a pair selected the target, we found significantly larger coincidence histogram area after target selection time than when one or neither neuron in a pair selected the target. This effect was present when the target was inside the intersection of the RFs (Welch's t (62) ϭ 2.1 and t (52) ϭ 3.6, p Ͻ 0.05) and when the target was opposite the intersection (Welch's t (63) ϭ 2.5 and t (53) ϭ 3.2, p Ͻ 0.05). There were no differences between any coincidence histogram areas before target selection time, suggesting that the increase in synchrony when the target was inside the intersection of the RFs was associated with the target selection process.
There was a significant effect of target location on coincidence histogram area (F (2,156) ϭ 22.5, p Ͻ 0.001). When the target was inside the intersection of RFs coincidence histogram area was larger than when the target was opposite the intersection (Welch's t (57) ϭ 2.2, p Ͻ 0.05) or in one RF but not the other (t (62) ϭ 3.4, p Ͻ 0.01) for pairs of neurons in which both selected the target. When one neuron in the pair selected the target, coincidence histogram area was larger when the target was in the intersection of RFs than when it was in one RF but not the other (t (86) ϭ 3.3, p Ͻ 0.01).
Effects of distance between neurons
To determine whether the strength of spike timing correlations varied as a function of distance between neurons, we performed two analyses. First, we split crosscorrelograms and coincidence histograms from pairs of neurons with overlapping RFs into two groups: pairs of neurons recorded in the same hemisphere and pairs recorded in different hemispheres. Crosscorrelogram area was significantly larger for intrahemispheric versus interhemispheric pairs of neurons when the target was in the intersection of RFs (Fig. 7A ) (Welch's t (79) ϭ 2.3, p Ͻ 0.05).
Coincidence histogram area after target selection time, but not before, was larger within the same hemisphere than across different hemispheres. When the target was inside the intersection of the RFs, coincidence histogram area was significantly larger when the neurons were recorded from the same hemisphere than from different hemispheres (Fig. 7 B, C ) (Welch's t (90) ϭ 3.5, p Ͻ 0.01). To rule out the possibility that these differences were due to differences in the magnitude of target selection between pairs of neurons in the same versus different hemispheres, we measured the firing rate difference between when the target was inside each neuron's RF and when the target was opposite the RF, yielding an index of the magnitude of target selectivity. We found no difference in the magnitude of target selection between pairs of neurons recorded in the same versus different hemispheres (Welch's t (90) ϭ 0.44, p Ͼ 0.6). We also tested for differences in the amount of overlap between RFs of pairs of neurons in the same versus different hemispheres. ANOVAs with number of overlapping RF locations and same/ different hemisphere revealed no significant effect of the number of overlapping RF locations on crosscorrelogram area (F (1,101) ϭ 0.013, p Ͼ 0.9) or coincidence histogram area (F (1,101) 
Second, we correlated the area under the crosscorrelograms and coincidence histograms with the distance between pairs of neurons recorded in the same hemisphere. We found that area under the crosscorrelograms decreased as a function of distance between neurons (Fig. 7D ) (linear regression slope ϭ Ϫ0.27 Ϯ 0.14, intercept ϭ 1.13 Ϯ 0.16, p Ͻ 0.05). Similarly, area under the coincidence histogram after target selection time decreased as a function of distance between neurons (Fig. 7E ) (linear regression slope ϭ Ϫ0.04 Ϯ 0.01, intercept ϭ 0.14 Ϯ 0.02, p Ͻ 0.05).
Relationship to saccade response time
To determine whether increases in synchrony varied with saccade response time, we divided the data from each pair of neurons into two groups: trials faster than the median and slower than the median response time for each session. Previous studies have shown that these neurons select the target later with longer response times (Bichot et al., 2001; Sato et al., 2001; Cohen et al., 2009a) . The increase in the coincidence histogram when the target was inside the intersection of RFs relative to when the target was inside one RF but not the other first became significant (millisecond-by-millisecond Wilcoxon signed rank test, p Ͻ 0.05) at 163 ms after array onset for fast trials (Fig. 8 , dashed gray lines) (millisecond-by-millisecond Wilcoxon signed rank test, p Ͻ 0.05). For slow trials, the coincidence histogram when the target was inside the intersection of RFs exceeded that when the target was in one RF but not the other 191 ms after array onset. This earlier onset of coincidence histogram difference for fast trials than slow ones correlated with the difference in target selection time between fast and slow trials (Fig. 8 , solid gray lines) (mean Ϯ SEM fast trials, 148 Ϯ 3.0 ms; slow trials, 188 Ϯ 3.8 ms; Welch's t (101) ϭ 8.2, p Ͻ 0.001). The difference in saccade response time was also significant (Fig. 8, solid black lines) (mean Ϯ SEM fast trials, 195 Ϯ 3.4 ms; slow trials, 304 Ϯ 8.8 ms; Figure 6 . Mean Ϯ SEM area under coincidence histograms under three target location conditions (intersection, opposite, and XOR; depicted below the abscissa labels; see Fig. 1 for details) when both neurons in the pair selected the target (left panel), when one neuron selected the target (middle panel), and when neither neuron selected the target (right panel). Asterisks indicate significant differences (see Results) between RF conditions within each group of pair type ("both," "one," or "neither"). All coincidence histogram areas from simulated neurons were not significantly different from zero, and are not shown here. Areas are normalized by the length of the interval.
Welch's t (97) ϭ 11.4, p Ͻ 0.001). A similar pattern of effects, albeit weaker, was observed when we divided data into easy (efficient search in the color task and set size 2 in the form task) and hard (inefficient search in the color task and set size 8 in the form task) trials.
Visuomovement index
To determine whether the strength of spike synchrony varied with the relative amount of visual-versus movement-related activity in pairs of neurons, we computed a visuomovement index for the 55 target-selecting neurons that comprised the pairs in which both selected the target. The distribution of visuomovement indices happened to be significantly larger than zero (mean Ϯ SEM, 0.22 Ϯ 0.06; t (54) ϭ 3.4, p Ͻ 0.01), indicating that target-selecting neurons tended to have stronger visual-than movement-related activity during the memory-guided saccade task. There was no significant correlation between the area under the crosscorrelogram or coincidence histogram and the mean visuomovement index or difference between visuomovement indices between pairs of neurons (all p Ͼ 0.2).
Spike correlations during the memory-guided saccade task
To determine whether the observed spike timing correlations were present during saccade target selection without distractors, we calculated JPSTHs during the memory-guided saccade task for the same pairs of neurons analyzed above. Of the 32 pairs of neurons in which both selected the target, 25 of them had sufficient numbers of trials (Ͼ50) to calculate JPSTHs. For this sample of 25 pairs of neurons, we calculated crosscorrelograms and coincidence histograms (Fig. 9) . There was significantly larger crosscorrelogram area when the target was in the intersection of RFs than when the target was in one RF but not the other (paired t (24) ϭ 2.99, p Ͻ 0.01). The area under the coincidence histogram from 50 to 200 ms after the target flash was significantly larger when the target was in the intersection of RFs than when it was in one RF but not the other (paired t (24) ϭ 3.20, p Ͻ 0.01).
We compared the coincidence histograms between the memory-guided and visual search tasks for these 25 pairs of neurons. Coincidence histogram area was significantly larger during the search task than the memory-guided task (paired t (24) ϭ 4.62, p Ͻ 0.01), suggesting that target-distractor competition enhanced cooperation among neurons with overlapping RFs.
Spike correlations among neurons with non-overlapping receptive fields
Thus far, we have measured spike timing correlations among pairs of neurons with overlapping RFs (i.e., from the same pool). Next, we measured JPSTH for the 18 pairs of neurons analyzed in Figure 2 F: those pairs in which both neurons selected the target and the RFs were spatially non-overlapping. We found that around the time of target selection for these neurons, the coincidence histograms shifted to negative correlation values when the target was in one RF but not the other ("XOR") relative to when the target was in neither RF (Fig. 10) . This decrease was significant in the interval from target selection time to saccade (paired t (17) ϭ 2.47, p Ͻ 0.05) but not from array onset to target selection time (paired t (17) ϭ 1.03, p Ͼ 0.3), as measured by the area under the coincidence histogram in each interval. These results suggest that neurons with spatially non-overlapping RFs compete during target selection. 
Effects of firing rate
In the analyses reported above, we used three control analyses (shuffle correction, excitability correction, and simulation) to ensure that the spike timing relationships we observed were not due to covariations in firing rate between pairs of neurons. However, these controls do not rule out the possibility that the magnitude of spike timing correlations was related to the magnitude of the firing rates (but see Fig. 5 ). To test this possibility, we plotted the absolute value of the area under the crosscorrelogram as a function of the mean of the mean firing rates from search array onset to saccade onset for all pairs of neurons. Across the population of 239 pairs of neurons, we found a significant power law between crosscorrelogram area and firing rate: CCA ϭ 0.0055 ⅐ FR 1.17 , where CCA is the crosscorrelogram area and FR is the mean of the mean firing rates (Fig. 11) ( p Ͻ 0.001 for slope and intercept). Thus, we cannot rule out that common driving input is a source of cooperation and competition in FEF, although we cannot distinguish between this interpretation, one in which cooperation and competition occur exclusively in FEF, and a combination of the two.
Discussion
We show that interactions between neurons are time varying and depend on whether and how neurons are involved in a task. Pairs of FEF neurons cooperated to select a visual search target from distractors by increasing their probability of firing synchronously when the firing rates of both neurons discriminated target from distractors and when the target was inside both of their RFs. The timing of cooperative synchrony was aligned to the presentation of the visual search array, not saccade onset (Fig. 5) , suggesting that the observed synchrony was involved in target selection and not saccade preparation. This is not surprising given that this effect was present in pairs of visual and visuomovement neurons that selected the target individually. The onset of cooperative synchrony also scaled with saccade response time (Fig. 8) .
We found greater cooperative synchrony in pairs of neurons located in FEF in the same versus different hemisphere and competitive synchrony in pairs of neurons with non-overlapping RFs. This supports models of selective attention that propose that populations of neurons compete for representation of stimuli (Desimone and Duncan, 1995) . However, it is unclear how such models would account for our observation of weak but significant synchrony during the memory-guided saccade task, in which a single target was flashed without distractors (Fig. 9) . We showed previously, using a multivariate analysis, that movement neurons were engaged in greater interactions with visual and visuomovement neurons than vice versa (Cohen et al., 2007) . Although we could not assess the direction of the interactions in this study given our limited sample of movement neurons, we did find surprisingly precise timing of the onset of synchrony in target-selecting visual and visuomovement neurons that varied with RT and task difficulty (e.g., Fig. 8 ). This is a significant advance over Cohen et al. (2007) because the previous study did not examine the time dependence of neuronal interactions.
We observed some crosscorrelograms with broad peaks (Fig.  3B) , which have been interpreted as evidence for common synaptic input or comodulation (Ts'o et al., 1986; König and Engel, 1995; Nowak et al., 1995; Averbeck and Lee, 2004) . Most crosscorrelograms, however, had sharper peaks on the order of 20 ms (Figs. 3A, 4) , consistent with those observed in other cortical areas across species, including primary visual cortex (Toyama et al., 1981 cortex (Celikel et al., 2004; Poulet and Petersen, 2008) , auditory cortex (Ahissar et al., 1992; deCharms and Merzenich, 1996; Tomita and Eggermont, 2005) , gustatory cortex (Yokota and Satoh, 2001) , motor cortex (Allum et al., 1982; Jackson et al., 2003; Narayanan and Laubach, 2006) , and prefrontal cortex (Vaadia et al., 1995; Funahashi and Inoue, 2000; Narayanan and Laubach, 2006; Tsujimoto et al., 2008) . These peaks probably do not reflect direct synaptic connections between pairs of recorded neurons, although the percentage of significant crosscorrelations is consistent with anatomical studies estimating the probability of corticocortical connections using probability models (Abeles, 1991) and fluorescent labeling and patch clamping (Brown and Hestrin, 2009) . Recent work has shown synchrony between unconnected neurons in vitro (de la Rocha et al., 2007) and zero-lag peaks that reflect long-range synaptic connections (Vicente et al., 2008) . Previous work in cat visual cortex has shown interhemispheric synchrony (Nowak et al., 1995) . Thus, we do not claim that the neurons we recorded were synaptically connected, but we emphasize that at a population level these interactions are modulated by the task and could therefore contribute to the decision to select a target.
Given our observation that FEF neurons cooperate to locate a search target, how many neurons are required to make a decision about the target location? A recent study showed that weak correlations in spike timing between cortical neurons can imply strongly correlated networks of neurons (Schneidman et al., 2006) . Thus, our observation of small correlation values could have profound effects in FEF population codes. Several studies report optimal or sufficient decision making with a population of 10 -100 neurons (Newsome et al., 1989; Zohary et al., 1994; Shadlen et al., 1996; Shadlen and Newsome, 1998; Panzeri et al., 2003; Schoppik et al., 2008) , including in FEF (Bichot et al., 2001) . Thus, models of networks of neurons that do not account for weak but informative temporal correlations between neurons may overestimate the amount of information a population can encode (Panzeri et al., 1999; Pouget et al., 2000; Averbeck and Lee, 2004; Averbeck et al., 2006) . Indeed, a previous study of FEF neurons found that 7-14 neurons were sufficient to select a search target from distractors; they noted that this may have been an underestimate because they did not account for neuronal correlations (Bichot et al., 2001 ).
We measured noise correlation to determine whether variability in spiking was correlated trial by trial. Previous studies have shown that noise correlation depends on the amount of time used to calculate it (Reich et al., 2001; Lee, 2003, 2004) , so we used the spike rates from search array onset to saccade, scaled by that duration. A previous study of MT neurons showed noise correlation values of about 0.12 for pairs of neighboring neurons (Zohary et al., 1994) . We find similar values of noise correlation in FEF, but the precise values vary as a function of neurons' involvement in a task (Fig. 2 A) for pairs of neurons recorded as far away as opposite hemispheres.
Our noise correlation results suggest that population coding models need to be modified to account for positive and negative noise correlations among neurons in the same versus different pool, respectively. Recent work has shown that MT neurons representing different pools (disparate motion direction preferences) have lower noise correlation values than pairs of neurons representing the same pool (neurons with similar motion direction preferences) (Zohary et al., 1994; Newsome, 2008, 2009 ). Analogously, we may define pairs of neurons with overlapping RFs as part of the same pool and neurons with non- overlapping RFs as belonging to different pools. FEF neurons tend to have contralateral RFs (Mohler et al., 1973; Schall, 1991) , so it may be natural to think of each FEF as representing a different population of neurons involved in target selection and attention. Our data are consistent with a model in which neurons with spatially overlapping RFs excite each other as well as a population of interneurons that inhibit neurons with nonoverlapping RFs (Fig. 12) .
Of course, FEF is not the only brain area containing targetselecting neurons. Neurons in posterior parietal cortex (e.g., Constantinidis and Steinmetz, 2001; Thomas and Paré, 2007) and superior colliculus (e.g., McPeek and Keller, 2002) show similar behavior during visual search tasks. The question arises, then, whether neurons in these areas also cooperate to select targets, and how the three areas interact. One hypothesis is that neurons in all three areas cooperate independently within each area and are then pooled downstream (in the superior colliculus, for example). An alternative hypothesis is that neurons in all three areas interact as one large population of target-selecting neurons. Multiple-neuron recordings are required to address this question and, given their anatomical connections, it seems likely that a combination of the two hypotheses is at work. A third hypothesis is that the spike timing correlations we observed did not originate in FEF but instead are due to common input from areas that project to FEF. The power law between crosscorrelation magnitude and firing rate (Fig. 11 ) and the increased noise correlation for pairs of neurons in the same pool (Fig. 2) are consistent with this hypothesis. Future experiments can distinguish between common input versus local interactions as the source of cooperation and competition in FEF by stimulating or inactivating areas that project to FEF.
In conclusion, we wish to draw a speculative analogy that we believe relates our findings to decision-making studies across different scientific fields. Increased synchrony around the time of target selection may signal formation of a quorum, a feature of many biological systems (Couzin, 2009) , including groups of ants (Pratt et al., 2002) , bees (Seeley and Visscher, 2004; Passino et al., 2008) , bacteria (Waters and Bassler, 2005) , and yeast (De Monte et al., 2007) . Individuals in a group (e.g., neurons) do not need to know the outcome of the group decision; each individual signals its choice based on local interactions with other individuals, and the decision forms, often very quickly (Taylor et al., 2009) . We suggest that it may be useful to view the self-organization evident in neuronal interactions within a framework used by behavioral ecologists to understand large-scale biological patterns.
