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PRO-C CONGRUENCE PROPERTIES FOR GROUPS OF ROOTED TREE
AUTOMORPHISMS
ALEJANDRA GARRIDO AND JONE URIA-ALBIZURI
Abstract. We propose a generalisation of the congruence subgroup problem for groups acting
on rooted trees. Instead of only comparing the profinite completion to that given by level
stabilizers, we also compare pro-C completions of the group, where C is a pseudo-variety of
finite groups. A group acting on a rooted, locally finite tree has the C-congruence subgroup
property (C-CSP) if its pro-C completion coincides with the completion with respect to level
stabilizers. We give a sufficient condition for a weakly regular branch group to have the C-CSP.
In the case where C is also closed under extensions (for instance the class of all finite p-groups
for some prime p), our sufficient condition is also necessary. We apply the criterion to show
that the Basilica group and the GGS-groups with constant defining vector (odd prime relatives
of the Basilica group) have the p-CSP.
1. Introduction
Groups of rooted tree automorphisms have been studied intensively for the past few decades.
One of the driving factors for this was the appearance in the 1980s of examples of groups with
properties hitherto thought of as exotic (intermediate word growth, finitely generated infinite
torsion, amenable but not elementary amenable, etc). The theory of groups acting on rooted
trees, and (weakly) branch groups in particular, has come a long way since the early days in
which it just seemed a collection of curious examples and is now an important part of group
theory, with connections to other areas of mathematics (see [2, 10, 14]).
The congruence subgroup problem (or property), first studied in the context of arithmetic
groups, and SLn(Z) in particular ([4]), has been adapted and generalised to several other natural
contexts. The classical version of this problem asks whether every finite index subgroup of
SLn(Z) contains the kernel of the map SLn(Z) → SLn(Z/mZ) for some m ∈ N, the filtration
consisting of these kernels being an obvious one to consider when studying finite quotients of
SLn(Z). One of the most natural generalisations of this problem is to the context of groups
acting on rooted, locally finite, infinite trees (henceforth “rooted trees”), as every residually
finite group acts faithfully on some such tree. The congruence subgroup problem then asks
whether every finite index subgroup contains some level stabilizer. This can be rephrased in
terms of profinite completions as follows. For a group G acting faithfully on a rooted tree, taking
the level stabilizers {stG(n) | n ≥ 0} as a neighbourhood basis for the identity gives a topology
on G – the congruence topology – and the completion G of G with respect to this topology is
a profinite group called the congruence completion of G. As G acts faithfully on the tree, we
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have
⋂
n stG(n) = 1, so G embeds in G. A fortiori, G also embeds in its profinite completion
Ĝ which maps onto G. The congruence subgroup problem asks whether the map Ĝ → G is an
isomorphism. If the answer is positive, then G has the congruence subgroup property.
The congruence subgroup problem for groups acting on rooted trees has so far only really
been considered for branch groups (see Section 2 for the definition). It is known that a number
of “canonical” examples have the congruence subgroup property (Grigorchuk group, Gupta–
Sidki groups). The first examples of branch groups without this property were tailor-made in
[15]. The problem was considered systematically for the first time in [3], where the authors also
show that the Hanoi towers group (see [11]) does not have the congruence subgroup property.
We propose to study a generalisation of this problem in two natural directions simultaneously.
Firstly, we consider weakly branch, but not necessarily branch groups. Secondly, we allow other
completions. For a class C of finite groups, the pro-C completion ĜC of a group G is the inverse
limit of all quotients of G that lie in C. The congruence subgroup property can now be modified
to the context of pro-C completions, where it is sometimes more natural because all quotients
by level stabilizers lie in some class to which not all finite quotients of G belong. Consider a
group G ≤ AutT and a class C of finite groups. The weakest possible requirement on C is that
it be a formation, but for our purposes C should also be closed under taking subgroups, i.e.,
a pseudo-variety. Then G satisfies the C-congruence subgroup property, or C-CSP for short, if
every quotient of G lying in C is a quotient of some G/ stG(n). In other words, the congruence
completion G maps onto the pro-C completion ĜC . If all quotients G/ stG(n) happen to be in
C, then G has the C-CSP if and only if G is isomorphic to ĜC .
Our main result is a sufficient condition for a weakly regular branch group to have the C-CSP.
Let ψ : AutT → AutT ≀ Sym(d) be the isomorphism induced by the natural identification of
the d-regular rooted tree T with any of its subtrees at distance 1 from the root. The rest of the
notation and terms used in the next theorem is explained in Section 2.
Theorem 1. Let G ≤ AutT be a weakly regular branch group over a subgroup R and let C be
a pseudo-variety of finite groups. Suppose that there exists H EG such that R ≥ H ≥ R′ ≥ L
where L := ψ−1(H × d. . .×H). If G has the C-CSP modulo H and H has the C-CSP modulo L,
then G has the C-CSP.
If C is extension-closed, then this condition is also necessary.
We then apply the criterion to some examples of weakly regular branch groups, the Basilica
group acting on the binary tree and an analogue of it acting on the p-regular tree for p an odd
prime, the GGS-group with constant defining vector. This last group was studied in [1] for
p = 3 and for general p in [6, 5]. For the appropriate p, each of these groups is contained in a
Sylow pro-p subgroup of AutT consisting of elements that permute vertices according to a fixed
cyclic permutation of order p (when p = 2, this is already the whole of AutT ). In particular,
all quotients by level stabilizers are p-groups, being subgroups of an iterated wreath product
Cp ≀ · · · ≀ Cp. None of these groups have the CSP for the simple reason that they virtually map
onto Z and therefore have quotients of arbitrary order. (This is actually the same reason that
many lattices in rank 1 Lie groups fail to have the CSP.) However, according to our criterion,
they do have the C-CSP when C is the pseudo-variety of all finite p-groups. This implies that,
if G denotes any of these groups, the kernel of Ĝ→ G is the inverse limit of all finite quotients
of G whose order is coprime to p. By contrast, the examples constructed by Pervova [15] still
fail to have the C-CSP as the derived subgroup, of p-power index, does not contain any level
stabilizer.
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It is worth mentioning that, even though we only treat the pseudo-variety of finite p-groups
in our examples, the criterion is valid for any pseudo-variety C of finite groups. Therefore it is
interesting to consider weakly branch groups whose quotients by level stabilizers all lie in other
pseudo-varieties of finite groups such as finite nilpotent groups (Cn), or finite solvable groups
(Cs). The case of the Hanoi towers group H is particularly interesting, because although it acts
on the ternary tree, the quotients by level stabilizers are not 3-groups, they are only solvable.
Despite this, and the fact that H is just non-solvable (it is not solvable but all of its proper
quotients are), it does not have the Cs-CSP, because the derived subgroup H
′ does not contain
any level stabilizer. It would be interesting to see more constructions of weakly regular branch
groups with “intermediate” CSPs.
Another line of investigation worth pursuing involves calculating the kernels of the various
maps between all these possible completions of a weakly branch group. In [3], the authors
give a general method for calculating the kernel of the map Ĝ → G for a branch group G.
Unfortunately, this method does not carry through to weakly branch but not branch groups,
because it really makes use of the fact that the rigid stabilizers have finite index and that the
completion of G with respect to this filtration lies between Ĝ and G. It is therefore desirable
to find alternative methods for this wider setting and it seems plausible that using the various
pro-C completions as “stepping stones” will help with this problem.
Acknowledgements. We are grateful to B. Klopsch for suggesting the problem and valuable
discussions and to G. A. Ferna´ndez Alcober for suggesting several improvements. D. Francoeur,
B. Klopsch and H. Sasse pointed out an inaccuracy in [12] that affected our calculations (but
not the main result) for the Basilica group in a previous version.
2. Definitions and preliminaries
Pseudo-varieties of groups.
Definition 2. Let C be a class of finite groups. Say that C is a pseudo-variety of finite groups
if the following properties are satisfied:
(C1) it is closed under taking subgroups, that is, if G ∈ C and H ≤ G then H ∈ C,
(C2) it is closed under taking quotients, that is, if G ∈ C and N EG then G/N ∈ C,
(C3) it is closed under taking finite direct products, that is, if G1, . . . , Gk ∈ C for k ∈ N then∏k
i=1Gi ∈ C.
If C is also closed under taking extensions of groups in C, it is an extension-closed pseudo-variety.
To simplify notation, N EC G will denote that N EG and G/N ∈ C.
The following observations are straightforward from the above definition and will be used in
future without reference.
Lemma 3. Let G be a group and C a pseudo-variety of finite groups.
(i) If N1, N2 EC G then N1 ∩N2 EC G.
(ii) If N EC G and N ≤ K EG then K EC G.
(iii) If N EC G and K ≤ G then N ∩K EC K.
(iv) If α : G1 −→ G2 is a homomorphism and N1 EC G1 then α(N1)EC α(G1).
Branch and weakly branch groups. A level homogeneous rooted tree is one where all
vertices at a given distance from the root have the same finite valency. A faithful action of a
group G on such a tree is a weakly branched action if it is transitive on each level of the tree and
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if for each vertex v there is a non-trivial element of G whose support is contained in the subtree
rooted at v. The set of all elements of G which are only supported on the subtree rooted at v
is a subgroup of G, the rigid stabilizer rstG(v) of v. If v, u are two distinct vertices of the same
level, rstG(u), rstG(v) commute. The subgroup rstG(n) :=
∏
{rstG(v) | v of level n} is called
the nth level rigid stabilizer. A weakly branched action is a branched action if rstG(n) is of finite
index in G for every n ∈ N. A group is (weakly) branch if it has a faithful (weakly) branched
action on some level homogeneous rooted tree.
Let T denote the d-regular infinite rooted tree (all vertices have valency d+1, except the root,
which has d), for an integer d ≥ 2. Since T is regular, the subtree rooted at any vertex may be
identified with T . Under this identification, we have an isomorphism ψ : AutT → AutT ≀Sym(d)
where
ψ(st(1)) = AutT × d. . .×AutT.
Inductively, we also have ψn : AutT → AutT ≀ Sym(d) ≀ n. . . ≀ Sym(d) and
ψn(st(n)) = AutT × d
n
. . .×AutT
for each n ∈ N. A group G ≤ AutT is weakly regular branch over a (non-trivial) subgroup K if
ψ(K) ≥ K × d. . . ×K
and G acts transitively on all levels of T . This implies that ψ(rstG(1)) ≥ K × d. . . × K and,
inductively, that ψn(rstG(n)) ≥ K× d
n
. . .×K for each n ∈ N. In particular, each rstG(v) contains
a copy of K and so G is a weakly branch group.
For convenience, let us record a fundamental lemma that can be extracted from the proof of
[9, Theorem 4].
Lemma 4. Let T be a level homogeneous rooted tree and G ≤ AutT act transitively on every
level of T . For every non-trivial normal subgroup N of G there exists n such that N ≥ rstG(n)
′.
Proof. Let g ∈ N be a non-trivial element and choose some vertex v of T which is moved by g.
Let x, y ∈ rstG(v). Since N is normal, it contains [[g, x], y] which equals [x, y], as y
g commutes
with x and y. Knowing that N ≥ rstG(v)
′, the result follows using the fact that N is normal and
that all rigid stabilizers of the same level as v are conjugate, because G acts transitively. 
The C-congruence subgroup property. Let G ≤ AutT and let C be a pseudo-variety of
finite groups.
Definition 5. A group G ≤ AutT has the C-congruence subgroup property (abbreviated to
C-CSP) if every N E G satisfying G/N ∈ C contains some level stabilizer in G.
G has the C-CSP modulo M E G if every normal subgroup N E G satisfying G/N ∈ C and
M ≤ N also contains some level stabilizer in G.
Independence of the weakly branch action. A weakly branch group G may have several
different faithful weakly branched actions. However, they are all related to each other. It was
shown in [7] (see also [8]) that for any two weakly branch actions σ : G→ AutTσ, ρ : G→ AutTρ
of a group G the sets of respective level stabilizers are cofinal in each other. That is, for every
n ∈ N there exists m ∈ N such that stσ(n) ≥ stρ(m), and vice-versa. This means that both
filtrations define the same topology on G when taken as neighbourhood bases of the identity.
Thus, having the C-CSP is independent of the weakly branch action of the group.
The examples we consider in this paper are not only subgroups of AutT where T is the rooted
p-adic tree, but of a Sylow pro-p-subgroup A of AutT , isomorphic to the infinite iterated wreath
product of cyclic groups of order p. The above-mentioned results imply that if σ : G →֒ A is
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a weakly branched action then any other weakly branched action ρ : G →֒ AutT , on, a priori,
some arbitrary level-homogeneous rooted tree T , must actually have image in (a conjugate of)
A.
3. A criterion for a weakly regular branch group to have the C-CSP
We start with a simple but very useful result that will be used repeatedly.
Lemma 6. Let G ∈ AutT and N EM E G. If G has the C-CSP modulo M and M has the
C-CSP modulo N then G has the C-CSP modulo N .
Proof. First note that (iii) of Lemma 3 ensures that stG(n)∩M = stM (n)ECM for every n ∈ N
so that it makes sense for M to have the C-CSP.
Now let H EC G be such that H ≥ N . We have to prove that H ≥ stG(n) for some n ∈ N.
Since M has the C-CSP modulo N and since H ∩M EC M , there is some m ∈ N such that
stM (m) ≤ H∩M . Now sinceH, stG(m)ECG, we have stG(m)∩HECG and (stG(m)∩H)MECG.
Thus there is some l ∈ N such that stG(l) ≤ (stG(m) ∩H)M . Taking n := max{m, l}, we have
stG(n) = stG(l) ∩ stG(m) ≤ (stG(m) ∩H)M ∩ stG(m)
= (stG(m) ∩H)(M ∩ stG(m))
≤ (stG(m) ∩H)(H ∩M) ≤ H,
where the second equality follows by the modular law. 
Let us also record another extension property.
Lemma 7. Let C be an extension-closed pseudo-variety of finite groups (for instance, that of all
finite p-groups). Let G ≤ AutT be a group with normal subgroups M ≤ H such that H EC G.
If G has the C-CSP modulo M , then so does H.
Proof. Consider K EC H with K ≥ M . Then each of the finitely many conjugates Ki of K by
elements of G also satisfy M ≤ Ki EC H, therefore so does their intersection, N , the normal
core of K in G. Since C is closed under taking extensions, N EC G and therefore N contains
some level stabilizer of G. 
Theorem 1. Let G ≤ AutT be a weakly regular branch group over a subgroup R and let C be
a pseudo-variety of finite groups. Suppose that there exists H EG such that R ≥ H ≥ R′ ≥ L
where L := ψ−1(H × d. . .×H). If G has the C-CSP modulo H and H has the C-CSP modulo L,
then G has the C-CSP.
Proof. Put L0 := H, L1 := L = ψ
−1(H × d. . . ×H) ≤ R′ and
Ln := ψ
−1
n (H ×
dn. . .×H) ≤ ψ−1n−1(R
′ ×
dn−1
· · · ×R′) ≤ rstG(n− 1)
′
for n ∈ N, n ≥ 2.
We will show by induction on n that G has the C-CSP modulo Ln for each n ∈ N. Then, as
G is weakly regular branch, it is in particular transitive on all levels of T , so by Lemma 4, for
each non-trivial N E G there exists n ∈ N such that N ≥ rstG(n)
′ ≥ Ln+1, whence the result
follows.
There is nothing to show for the base case as we have assumed that G has the C-CSP modulo
H. It will suffice to show that Ln has the C-CSP modulo Ln+1 for all n ∈ N and then inductively
apply Lemma 6.
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Fix n ∈ N and let Ln+1 ≤ N EC Ln. Then
L× d
n
. . . × L ≤ ψn(N)EC H × d
n
. . .×H.
For i = 1, . . . , dn, denote by Hi the ith coordinate subgroup in ψ(Ln) and similarly for Li. Then
Ni := N ∩Hi EC Hi and Ni ≥ Li, so, since H has the C-CSP modulo L, there is some mi ∈ N
such that stH(mi) ≤ Ni. Taking the maximum, m, of the mi, we obtain
stH(m)× d
n
. . .× stH(m) ≤ ψn(N).
Thus
stLn(m+ n) = ψ
−1
n (stH(m)×
dn. . .× stH(m)) ≤ N
as required. 
Corollary 8. If C is also extension-closed and HECG, then Lemma 7 shows that the condition
in Theorem 1 is also necessary for G to have the C-CSP.
4. Examples: the p-CSP
We consider two types of weakly branch groups, one for p odd (the GGS-groups with constant
defining vector studied in [1, 6, 5]) and another for p = 2 (the Basilica group, studied in [12]).
These examples are subgroups of a Sylow pro-p group of AutT , so the quotients by level
stabilizers are finite p-groups. It is therefore sensible to consider the C-CSP for C a pseudo-
variety consisting of finite p-groups. In this section we focus on the pseudo-variety of all finite
p-groups and will therefore talk about the p-CSP.
4.1. Example: the GGS-groups with constant defining vector. Let p be an odd prime
and let G = 〈a, b〉 ≤ AutT be the GGS-group with constant defining vector. That is, a cyclically
permutes the vertices of the first level as the permutation (1 2 . . . p) and b = (a, a, . . . , a, b)
acts as a on the first p − 1 subtrees rooted at the first level. Let K = 〈ba−1〉G . It was shown
in [5] that G does not have the CSP, because it virtually maps onto Z and therefore has many
finite quotients that are not p-groups. We show here that it does have the p-CSP.
This automatically gives us the answers for the cases of pseudo-varieties of solvable and
nilpotent groups. For the pseudo-variety Cs of finite solvable groups, G will not have the Cs-
CSP because G/K ∼= (Z × p−1. . . × Z) ⋊ Cp and so G has quotients that are solvable but not of
p-power index.
On the other hand, for Cn, the family of finite nilpotent groups, G has the Cn-CSP. Suppose
N E G such that G/N is nilpotent. Then N ≥ γi(G) for some i ∈ N. Since G/G
′ is finite of
exponent p, each quotient γi(G)/γi+1(G) is also finite of exponent p. Thus, each γi(G) is of finite
index in G and moreover of index a power of p. If G has the p-CSP then, in particular, each
γi(G) contains some level stabilizer, and thus G has the Cn-CSP.
Proposition 9. For each n ∈ N, the nth rigid stabilizer satisfies ψn(rstG(n)) = K
′ × p
n
. . .×K ′.
Proof. We know from [6] that G is weakly regular branch overK ′. This means that ψn(rstG(n)) ≥
K ′ × p
n
. . . × K ′ for all n. Now if we prove the statement for n = 1, since ψ(rstG(2)) ≤
rstG(1)× · · · × rstG(1) we get ψ2(rstG(2)) ≤ K
′× p
2
. . .×K ′ and inductively the same for the rest
of the levels. By the proof of Theorem 3.7 of [5], we have ψ(rstG′(1)) = K
′× p. . .×K ′. We need
only prove that K ≥ rstG(1), since then rstG(1) = rstK(1) = rstG′(1), where the latter equality
holds because G′ = st(1) ∩ K. We will in fact show the stronger statement stG(1)
′ ≥ rstG(x)
for some x ∈ X, (and therefore for all x ∈ X, as stG(1) is normal in G, which acts transitively
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on X) from which the claim follows as K ≥ stG(1)
′. Suppose that there is some g such that
ψ(g) = (h, 1, . . . , 1) ∈ rstG(x) \ stG(1)
′. Then we can write
g = bi0(ba)i1 . . . (ba
p−1
)ip−1t
where t ∈ stG(1)
′. Now
ψ(g) = (a∗bi1a∗t1, . . . , a
∗bi0a∗tn) = (h, 1, . . . , 1),
where ti ∈ G
′ for i = 1, . . . , p and the ∗ denote unimportant exponents. Then, necessarily,
ij = 0 for j 6= 1, and consequently
ψ(g) = (bi1t1, a
i1t2, . . . , a
i1tp−1) = (h, 1, . . . , 1),
implies that also i1 = 0. Thus g ∈ stG(1)
′, as required. 
For the following, see [5, Proposition 3.4] and [13, Example 7.4.14, Section 8.2].
Proposition 10. The quotient G/K ′ is isomorphic to the integral uniserial space group Z[θ]⋊Cp
where θ is a primitive pth root of unity and the generator of Cp acts by multiplication by θ. In
particular, each normal subgroup of p-power index in G/K ′ is precisely γi(G)K
′/K ′ for some
i ∈ N.
Corollary 11. The groups G and K have the p-CSP modulo K ′.
Proof. In [6, Theorem 4.6] it is proved that G/K ′ stG(n) is of maximal class and order p
n+1 for
every n ∈ N. Thus stG(n)K
′ = γn(G)K
′ for every n ∈ N and by Proposition 10 the first claim
follows. The second claim follows by Lemma 7. 
Define K1 := K
′,K2 := ψ
−1(K ′ × p. . .×K ′) = rstG(1). Consider the following maps:
S : stG(1) → G/K1 ×
p−2. . . ×G/K1
g = (g1, . . . , gp) 7→ (g1K1, . . . , gp−2K1)
,
and for n ≥ 3,
πn : K/K1 ×
p−2. . . ×K/K1 → K/ stG(n)K1 ×
p−2. . . ×K/ stG(n)K1
(g1K1, . . . , gp−2K1) 7→ (g1 stG(n)K1, . . . , gp−2 stG(n)K1)
,
Observe that kerπn = stG(n)K1/K1×
p−2. . .×stG(n)K1/K1. Then we have the following properties,
which can be extracted from the proof of Theorem 4.5 in [6].
Lemma 12. With the above notation,
(i) the map S restricted to K1 has kernel K2 and image K/K1 ×
p−2. . . ×K/K1,
(ii) the kernel of the composition Sn := πn ◦ S is (stG(n+ 1) ∩K1)K2.
Proposition 13. The group K1 has the p-CSP modulo K2.
Proof. Let K2 ≤ N Ep K1. Then
S(N)Ep K/K1 ×
p−2. . . ×K/K1.
For i ∈ 1, . . . , p− 2, the intersection of S(N) with the ith direct factor (K/K1)i in S(K1) is
of p-power index in (K/K1)i. By Corollary 11, it contains (stG(ni)K1/K1)i for some ni ∈ N.
Taking n = max{ni | 1 ≤ i ≤ p− 1} yields
S(N) ≥ stG(n)K1/K1 ×
p−2. . . × stG(n)K1/K1.
That is, S(N) ≥ kerπn, and thus N ≥ S
−1(ker πn) = kerSn = (stG(n+ 1) ∩K1)K2. 
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We must now separate the proof into two cases: p = 3 and p ≥ 5. This is because we would
like to apply Theorem 1 to G with H = R = K1. The only remaining hypothesis to check is
that K ′1 ≥ K2. However, this only holds when p ≥ 5, which is implicit in the proof of [6, Lemma
4.2 (iii)]. In fact, by (ii) in Lemma 12, K1/K2 ∼= K/K1 ×
p−2. . . × K/K1, which is abelian, so
K ′1 = K2. In particular, this and Proposition 9 imply that rstG(n)
′ = rstG(n+1) for each n ≥ 1.
Corollary 14. For every prime p ≥ 5, the GGS-group G ≤ AutT with constant vector has the
p-CSP, but not the CSP.
Let us now prove the remaining case, so that from now on p = 3. The following result can
be found in [1].
Lemma 15. Let G and K be as before, then we have
ψ(G′′) = K ′ ×K ′ ×K ′.
Proof. One inclusion is clear because ψ(G′) ≤ K×K×K by [6, Lemma 4.2 (iii)]. For the other
one, observe that ψ([b, a]) = (y1, 1, y
−1
1 ) and ψ([b
−1, a]a) = (y0, y
−1
0 , 1). Thus ψ([[b, a], [b
−1, a]a]) =
([y0, y1], 1, 1) and, since K
′ = 〈[y0, y1]〉
G , the result follows. 
In order to apply Theorem 1 with R = K1 = K
′ and H = K2 = G
′′ we must check that
K ′′ ≥ ψ−1(G′′ × G′′ × G′′).
Proposition 16. We have G′′ ≤ γ3(K).
Proof. Since G′ = 〈[a, b]〉G , we have
G′′ = 〈[[a, b], [a, b]g ] | g ∈ G〉G .
Because γ3(K) is normal in G, it suffices to prove that [[a, b], [a, b]
g ] ∈ γ3(K) for every g ∈ G.
We already know that G/K ∼= C3 and we can take as coset representatives {1, a, a
2}. Write
g = kai with i ∈ F3 and k ∈ K. If i = 0 there is nothing to prove, because
[[a, b], [a, b]g ] = [[a, b], [a, b][a, b, g]]
= [[a, b], [a, b, g]],
and since G′ ≤ K, the element belongs to γ3(K).
Suppose that g = kai with i = 1, 2 and k ∈ K. Now we have
[[a, b], [a, b, kai ]] = [[a, b], [a, b, ai][a, b, k]a
i
]
= [[a, b], [a, b, k]a
i
][[a, b], [a, b, ai ]][a,b,k]
ai
.
It is clear that the first factor is in γ3(K). On the other hand,
ψ([a, b]) = (b−1a, 1, a−1b),
ψ([a, b, a]) = ((a−1b)2, b−1a, b−1a),
ψ([a, b, a2] = (a−1b, a−1b, (b−1a)2),
imply that the second factor is trivial for i = 1, 2. 
Proposition 17. We have ψ(K ′′) ≥ G′′ × G′′ × G′′.
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Proof. By Proposition 16, it suffices to prove the containment
ψ(K ′′) ≥ γ3(K)× γ3(K)× γ3(K).
Since G is weakly regular branch over K ′, we know that for every k1 ∈ K
′ there is some
g1 ∈ K
′ such that ψ(g1) = (k1, 1, 1). On the other hand, since ψ([y0, y1]) = (y2, y0, y1) we get
that K ′ is subdirect in K × K ×K. Thus, for every k2 ∈ K there is some g2 ∈ K
′ such that
ψ(g2) = (k2, ∗, ∗). Finally, we obtain
ψ([g1, g2]) = ([k1, k2], 1, 1),
and the result follows. 
Now we can apply Theorem 1 with R = K ′ = K1 and H = G
′′ = K2. By Proposition 13, we
only need to prove that K2 = G
′′ has the p-CSP modulo ψ−1(G′′×G′′×G′′). Lemma 15 implies
that G′′/ψ−1(G′′ ×G′′ ×G′′) ∼= K1/K2 ×K1/K2 ×K1/K2, and then using again Proposition 13
the result follows.
4.2. Example: Basilica group. This group was defined by R. Grigorchuk and A. Zuk in [12].
In the same paper they prove that this group is torsion-free and weakly branch. We recall here
the definition and some auxiliary results proved there.
Definition 18. Let T be the binary tree. The Basilica group G is generated by two automor-
phisms a and b defined recursively as follows:
a = (1, b) b = (1, a)ε
where ε denotes the swap at the root.
Lemma 19. Let G be the Basilica group. Then,
(i) G acts transitively on all levels of T ,
(ii) ψ(G′) ≥ G′ ×G′, so G is weakly branch over G′,
(iii) G′ = ψ−1(G′ ×G′)⋊ 〈[a, b]〉,
(iv) G/G′ = 〈a〉 × 〈b〉 ∼= Z× Z,
(v) G is torsion-free.
Since G/G′ ∼= Z× Z, and all quotients by level stabilizers are 2-groups, G does not have the
congruence subgroup property. We show below that it has the 2-CSP.
Lemma 20. Let A := 〈a〉G and B := 〈b〉G. Then G′ = A ∩B.
Proof. G′ = 〈[a, b]〉G and [a, b] ∈ A∩B, so G′ ≤ A∩B. Since G/(A∩B) ∼= G/A×G/B ∼= Z×Z,
the result follows. 
Lemma 21. With A and B as above we have
(i) rstG(1) = A with ψ(A) = B ×B,
(ii) ψn−1(rstG(n)) = G
′ × 2
n−1
. . . ×G′.
Proof. The first item is Lemma 3 of [12]. For the rest of the levels, the fact that
ψ(rstG(n)) = (rstG(n− 1)× rstG(n− 1)) ∩ ψ(rstG(n− 1))
for every n, implies in particular that ψ(rstG(2)) = (A × A) ∩ (B × B) = G
′ × G′. The claim
follows because ψ(G′) ≥ G′ ×G′. 
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It was pointed out to us by D. Francoeur, and separately by B. Klopsch and H. Sasse, that
Lemma 8 of [12] is inaccurate, which also affects the proof of Lemma 9 in that paper (although
not the statement). Since we will make use of these results, we provide corrected versions.
Lemma 22. The following hold:
(i) ψ(G′′) = γ3(G) × γ3(G);
(ii) γ3(G)/G
′′ ∼= Z2;
(iii) G′/G′′ ∼= Z3.
Proof. First note that G′ ∋ [a, b−1] = (b, b−1) and, since ([b, a], 1), (1, [b, a]),∈ G′ by Lemma 19,
we obtain ([[b, a], b], 1), (1, [[b, a], b]) ∈ G′′. It is easy to check that [[b, a], a] = 1, so γ3(G) =
〈[[b, a], b]〉G. This and that stG(1) ≤ G × G proves one inclusion of the first item. For the
other inclusion, it suffices to show that G′/γ3(G) × γ3(G) is abelian. For this, we use that
G′ = 〈[a, b−1]〉G. Then [a, b−1]a
±1
= [a, b−1]. A calculation yields
[a, b−1]b
2n
= (b, b−1)(a
n,an) ≡ (b[b, a]n, b−1[b, a]−n) mod γ3(G)× γ3(G)
[a, b−1]b
2n+1
= (b−1[b−1, a], b)(a
n,an) ≡ (b−1[b, a]−n−1, b[b, a]n) mod γ3(G) × γ3(G)
for every n ∈ N. Since a commutes with the above elements modulo γ3(G) × γ3(G), the group
G′/γ3(G)× γ3(G) is generated by the images of [a, b
−1]m for m ∈ Z, and these clearly commute
with each other, which implies that G′′ ≤ γ3(G)× γ3(G).
To show the second item, we examine the image of 〈[[a, b−1], b]〉G modulo γ3(G) × γ3(G):
x := [[a, b−1], b] = (b−1b−a, b2) ≡ (b−2[b, a]−1, b2)
xb
2n
= x(a
n,an) ≡ (b−2[b, a]−2n−1, b2[b, a]2n)
xb
2n+1
= (xb)(a
n,an) ≡ (b2[b, a]2n+2, b−2[b, a]−2n−1).
Since a commutes with xb
m
for all m ∈ Z, these conjugates of x generate γ3(G). Writing
y := xb
2
xb ≡ ([b, a]−1, [b, a]), it is easily checked that xb
2n
≡ xy2n and xb
2n+1
≡ x−1y−2n−1
modulo γ3(G) × γ3(G), for all n ∈ Z.
Now, [a, b]n = (bna, b−n) ≡ (bn[b, a]n, b−n) mod γ3(G)×γ3(G) for every n ∈ Z. Suppose that
[a, b]n ∈ γ3(G) for some n ∈ Z. Then there exist r, s ∈ Z such that
xrys ≡ (b−2r[b, a]−r−s, b2r[b, a]s) ≡ (bn[b, a]n, b−n) ≡ [a, b]n mod γ3(G) × γ3(G).
Comparing the second coordinate, and using that bm ∈ G′ if and only if m = 0 (see Lemma
19), we get 2r = −n and s = 0. Using this for the first coordinate yields that bn+2r ≡ [b, a]−r−n
mod γ3(G). But this means that n = r = −2r, so r = 0 and n = 0. This now easily implies
that x and y are of infinite order modulo γ3(G)× γ3(G), proving the second item.
Put c := [a, b−1]G′′, d := [a, b−1][a, b−1]bG′′ = ([a, b], 1)G′′ and e := [a, b−1][a, b−1]b
−1
G′′ =
(1, [a, b])G′′. Then c, d, e clearly generate G′/ (γ3(G)× γ3(G)) and the above argument shows
that they are of infinite order and linearly independent, proving the third item. 
In view of the fact that ψ(γ3(G)) ≥ ψ(G
′′) = γ3(G) × γ3(G), we will take R = G
′ and
H = γ3(G) to apply Theorem 1. Note that we even have Ln ≤ rstG(n)
′ for all n ∈ N, in the
notation of that theorem. It only remains to show that G and γ3(G) have the 2-CSP modulo
γ3(G) and ψ
−1(γ3(G)× γ3(G)), respectively. The rest of this section is devoted to proving this.
Proposition 23. The quotient G′/γ3(G) is infinite cyclic and G/γ3(G) is isomorphic to the
integral Heisenberg group.
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Proof. The first statement follows from the last two items of Lemma 22. The second follows
from the first statement and the fact that G/G′ ∼= Z2. 
Lemma 24. If g ∈ G′ is such that ψ(g) = (g1, g2) then g1g2 ∈ G
′. Similarly if g ∈ G′ stG(n)
then g1g2 ∈ G
′ stG(n− 1).
Proof. Define ϕ : G×G −→ G/G′ by (g1, g2) 7→ g1g2G
′. We claim that G′ ≤ ker(ϕ◦ψ). Clearly,
ψ−1(G′ ×G′) is contained in the kernel and, since G′ ≥ ψ−1(G′ ×G′), it suffices to check that
the image is in the kernel for the generators of G′ modulo ψ−1(G′ ×G′), that is, for [a, b]. The
result follows because ψ([a, b]) = (ba, b−1). 
Proposition 25. The group G has the 2-CSP modulo γ3(G).
Proof. It suffices to prove that G, A, and G′ have the 2-CSP modulo A, G′ and γ3(G), respec-
tively, and apply Lemma 6 twice. Since G/A ∼= A/G′ ∼= G′/γ3(G) ∼= Z, it is enough to show
that |G : A stG(n)|, |A : G
′ stA(n)| and |G
′ : γ3(G) stG′(n)| tend to infinity with n. Indeed, since
in Z the subgroups of order a power of 2 are totally ordered, this will imply that any normal
subgroup N of index a power of 2 in, for instance, A ≤ N ≤ G will satisfy N ≥ stG(n)A for
some n ∈ N.
We first prove by induction that b2
n
/∈ A stG(2n + 1). The base step, b /∈ A stG(1) = stG(1),
is clear. Now assume that b2
n−1
/∈ A stG(2n) and suppose for a contradiction that b
2n ∈
A stG(2n+ 1). By Lemma 19, we have
A stG(2n + 1) = 〈a〉G
′ stG(2n+ 1) = 〈a〉〈[a, b]〉ψ
−1(G′ ×G′) stG(2n + 1).
So there are i, j ∈ Z such that [a, b]jaib2
n
∈ ψ−1(G′ ×G′) stG(2n + 1). Thus
ψ([a, b]jaib2
n
) = ((ba)ja2
n−1
, bi−ja2
n−1
) ∈ G′ stG(2n)×G
′ stG(2n).
Consider bi−ja2
n−1
∈ G′ stG(2n). As ψ(b
i−ja2
n−1
) = (a(i−j)/2, a(i−j)/2b2
n−1
), applying Lemma
24 yields ai−jb2
n−1
∈ G′ stG(2n − 1) ≤ A stG(2n − 1). This implies that b
2n−1 ∈ A stG(2n − 1),
a contradiction. The claim follows by induction.
This easily implies that a2
n
/∈ G′ stG(2n+2) for each n ∈ N. Indeed, a
2n = (1, b2
n
) and, since
b2
n
/∈ G′ stG(2n + 1), Lemma 24 yields that a
2n cannot be in G′ stG(2n+ 2).
Finally, let us prove that |G′ : γ3(G) stG′(n)| tends to infinity with n. Suppose that it does
not, so there existM,K ∈ N such that G′/γ3(G) stG′(m) ∼= Z/2
K
Z for allm ≥M . In particular,
[a, b−1] ≡ [a, b]−1 has order 2K modulo γ3(G) stG′(m). By the proof of the second item of Lemma
22, for each m ≥M there exist rm, sm ∈ Z such that
(1) [a, b−1]2
K
≡ (b2
K
, b−2
K
) ≡ xrmysm ≡ (b−2rm [b, a]−rm−sm , b2rm [b, a]sm)
modulo (γ3(G)×γ3(G)) stG′(m) ≤ γ3(G) stG(m−1)×γ3(G) stG(m−1). In particular, b
2K+2rm ∈
G′ stG(m − 1). We have seen above that b
2n ∈ G′ stG(2n) \ G
′ stG(2n + 1) for all n ∈ N. Thus
2⌊m/2⌋ divides 2K + 2rm. In other words, denoting by v(·) the 2-adic valuation, ⌊m/2⌋ ≤
v(2K +2rm). If v(2rm) 6= K then v(2
K +2rm) = min{K, v(2rm)} ≥ ⌊m/2⌋, which is impossible
for m > 2K + 1 and so for those m there must be some odd tm ∈ Z such that 2rm = 2
Ktm.
Thus equation 1 implies that b2
K+2K tm [b, a]2
K tm+sm , b2
K+2K tm [b, a]sm ∈ γ3(G) stG(m − 1) for
m ≥ max{M, 2K + 2}, which in turn means that [b, a]2
K−1tm ∈ γ3(G) stG(m − 1). Since
G′/γ3(G) stG(n) is a 2-group for all n ∈ N, and tm is odd, we deduce that [b, a] = [a, b]
−1 has
order at most 2K−1 modulo γ3(G) stG(m−1) for all m ≥ max{M, 2K+2}, a contradiction. 
Proposition 26. The group γ3(G) has the 2-CSP modulo ψ
−1(γ3(G) × γ3(G)).
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Proof. This is proved like the previous result. In the proof of Lemma 22, we saw that ψ(γ3(G))
is generated by (b−2[b, a]−1, b2) and ([b, a]−1, [b, a]) modulo γ3(G)×γ3(G), so it is also generated
by α := (b2[b, a], b−2) and β := (b−2, b2[b, a]−1).
We first show that γ3(G) has the 2-CSP modulo 〈β〉γ3(G)×γ3(G). Suppose for a contradiction
that there exist M,K ∈ N such that γ3(G)/〈β〉(γ3(G) × γ3(G)) stγ3(G)(m)
∼= Z/2KZ for all
m ≥M . That is, for all m ≥M there exists rm ∈ Z such that
α2
K
= (b2
K+1
[b, a]2
K
, b−2
K+1
) ≡ βrm = (b−2rm , b2rm [b, a]−rm)
modulo (γ3(G)× γ3(G)) stγ3(G)(m) ≤ γ3(G) stG(m− 1) × γ3(G) stG(m− 1). In particular,
b2
K+1+2rm [b, a]2
K
, b2
K+1+2rm [b, a]−rm ∈ γ3(G) stG(m− 1)
and therefore [b, a]2
K
γ3(G) stG(m−1) = [b, a]
−rmγ3(G) stG(m−1). We saw in the proof of 25 that
G′/γ3(G) stG(n) ∼= Z/2
tnZ where tn tends to infinity with n, which means that −rm = 2
K for all
large enoughm. Thus b2
K+1−2K+1 [b, a]2
K
∈ γ3(G) stG(m−1) for all large enoughm,contradicting
that G′ has the 2-CSP modulo γ3(G).
To show that 〈β〉(γ3(G)×γ3(G)) has the 2-CSP modulo γ3(G)×γ3(G), suppose for a contra-
diction that there exist M,K ∈ N such that β has order 2K modulo (γ3(G) × γ3(G)) st(m) for
all m ≥M . This means that (b−2
K+1
, b2
K+1
[b, a]−2
K
) ∈ (γ3(G)× γ3(G)) st(m) ≤ (γ3(G) st(m−
1) × γ3(G) st(m − 1)) for all m ≥ M . In particular, b
2K+1 ∈ G′ st(m − 1) for all m ≥ M , a
contradiction to the proof of 25.
Lemma 6 now yields the result. 
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