Abstract-When an adaptive filter is used for echo cancellation, it is essential to prevent the filter from diverging in situations when the echo signal is contaminated with near-end disturbance, i.e., during double-talk. This paper presents an extension of a previously proposed double-talk detector for improved performance. It is shown that the computational complexity of the proposed detector is lower than that of the well-used normalized cross correlation (NCC) double-talk detector, at the cost of performance. Further, it is shown that there can be a significant performance difference, in terms of detecting double-talk, between having a fixed echo cancellation filter, which is a common strategy in objective evaluation techniques, and an adaptive filter, which is more close to realistic conditions.
I. INTRODUCTION
T HE purpose of an echo canceller is to remove echo of a known output (far-end) signal from an input signal. This is in practice typically achieved with an adaptive finite impulse response (FIR) filter set to model the echo path, creating a replica of the echo which is then subtracted from the input signal. To prevent the adaptive filter from diverging when local (near-end) disturbance is present, a double-talk detector (DTD) can be used.
A scheme of an adaptive echo cancellation filter controlled by a double-talk detector is shown in Fig. 1 . In this case, is the unknown echo path and is the adaptive filter, both assumed, for the sake of simplicity, to be of length and is the sample index. Also, is considered time-invariant or slowly changing for the sake of simplicity. The driving far-end signal is filtered with the echo path, forming an echo which in turn is summed with local near-end noise and/or speech , yielding the input signal , where is the regressor vector. The echo is subtracted from the input signal to obtain an echo cancelled signal
Updating of the adaptive filter can be achieved in many ways [1] . In this paper, the normalized least mean square (NLMS) algorithm is used owing to its simplicity. An NLMS filter update is performed as (2) where is a regularization term to avoid division by zero and is the step-size control parameter [1] .
In the case of a significant near-end signal, , risking to interfere with the update of the adaptive filter, the updating of the adaptive filter should be halted to avoid filter divergence. Halting of the filter update in case of near-end disturbance is commonly handled by a DTD. Typically, the DTD calculates a detection statistic , and double-talk is said to be active when is lower than some threshold . Thus, the filter is updated normally according to (2) when and when the update is halted.
Perhaps the most basic double-talk detector is the Geigel detector [2] , which compares the far-end and the near-end signal and decides that double-talk is present when the near-end energy is larger than the far-end energy. Other, more recent approaches have been power comparison using cepstral analysis [3] as well as coherence and cross-correlation based techniques [4] , [5] .
It should be noted that in addition to the mentioned adaptive filter and double-talk detector, a complete echo cancellation solution typically also require components for residual echo removal, feedback estimation, estimation of filter misalignment and rescue detection to prevent the filter from longlasting misadjustment [3] , [6] . The focus of this paper is however only the problem of correlation-based double-talk detection. It should also be noted that the proposed solution, and basically any type of DTD, could be used together with a parallel "two-path" adaptive filter structure [3] , [7] , [8] for preventing erroneous filter updating and for controlling the residual echo suppression.
The outline of the paper is as follows. In Section II, normalized cross-correlation based double-talk detection is briefly described and the fundamental problem with the so-called MECC detector is shown analytically. Section III introduces the proposed double-talk detector denoted D-MECC and discusses practical implementation issues in Section III-A and 1558-7916/$31.00 © 2012 IEEE computational complexity in Section III-B. Then, in Section IV double-talk detector evaluation is discussed, and the problem of trying to separate the DTD from the adaptive filtering algorithm is shown. In this section, it is also shown by an example that the claim that the performance of the MECC DTD and the NCC DTD are exactly similar [9] does not hold when the DTD operates together with an adaptive echo cancellation filter. Simulations to compare performance of the different DTDs are then described in Sections V and VI, showing that the detection performance of the proposed D-MECC lies between that of MECC and the more computationally demanding NCC. Finally, conclusions are presented in Section VII.
II. NORMALIZED CROSS-CORRELATION-BASED DOUBLE-TALK DETECTION
The normalized cross correlation (NCC) double-talk detector, presented in [5] , uses the detection statistic (3) where is the cross correlation vector between and , is the autocorrelation matrix of , is the variance of (assuming zero mean) and denotes expected value. One of the main advantages with this detection statistic is that it achieves normalization in the sense that is 1 when no near-end disturbance is present and when near-end disturbance is present.
It can be seen that and when in a converged state it is clear that . Thus, a common way to reduce the computational complexity is to substitute for in (3) [5] , [9] - [11] . Equation (3) can then be rewritten as (4) To further reduce the computational complexity, one can use the approximation [11] (5) where . Using this approximation and removing the square root, one obtains the double-talk detection statistic [9] , [11] (6) where . In [11] , this double-talk detector is denoted Cheap-NCR variant 2 (and the double-talk detector corresponding to (3) in this paper is denoted Cheap-NCR variant 1). The approximation in (5) was also used in [9] , and in that paper the corresponding detector was denoted MECC. Worth noting is that no clear distinction between NCC and MECC in terms of performance is made in neither [11] nor [9] . In fact [9] even states that the performance of NCC and MECC are exactly similar.
By combining (1) and (6) , assuming that and are independent and zero mean and using that and , it can be seen that
where . If the adaptive filter does not update during near-end disturbance it is clear that the adaptive filter coefficients and are independent, and thus and . Since when the filter is converged, it can be seen that when no near-end disturbance is present and during strong near-end noise. However, in a situation where the DTD misses the near-end disturbance and updates the filter, the performance of the MECC DTD will deteriorate due to the influence of in (8) .
The nature of will entirely depend on the filter adaptation algorithm. In the case of NLMS, can be evaluated as follows. By using the NLMS filter update (2) rewritten as (9) (assuming for simplicity) to expand the expression for , one obtains (10) where and is the identity matrix. It should be noted that (11) owing to the independence and zero-mean of and and the fact that is considered constant. Again, using the NLMS filter update (9) to expand (10) yields the expression (12) It can thus be seen that continuing to expand the expression for using the NLMS filter update (9) gives (13) where and is the number of expansions. By considering as the starting index and thus as the initial adaptive filter vector, it is clear that the first term is 0 since and are assumed to be independent and zero-mean. (Also, the adaptive filter typically has all coefficients set to zero initially.) The relation will hold for all , since the reference is always the chosen starting point . Hence, the resulting expression becomes (14) Several conclusions can be drawn from (14) . First of all, it is obvious that the disturbance is directly proportional to the step-size parameter . Further, if any of the signals and are white, then . In the case of speech, the magnitude of the first factor in (14) is likely to decrease as increases, since the autocorrelation of a speech signal usually decrease rapidly as the lag increases [12] - [14] . Further, since all eigenvalues if are nonnegative and , the magnitude of the eigenvalues of the matrix resulting of the product are monotonically decreasing as increases. This is intuitive since it can be argued that recent activity should have more influence on the disturbance than earlier activity.
III. PROPOSED DOUBLE-TALK DETECTOR
The detection statistic proposed in this paper is based on the same idea as in [12] , where a delay is introduced to reduce the influence of near-end disturbance in a filter deviation measure, although in this paper the idea is used in a DTD context. The proposed detection statistic is (15) where , and . As in the previous section, using (1) and (6) It is obvious that for . As in [12] , it can be argued that should hold in most cases since the auto-correlation for speech decreases as the lag increases. For this is trivial to realize by comparing (14) and (17). For however, as shown in [13] , it does not always hold that . For example, and will result in the first term of being which is likely to give even worse performance than . Nevertheless, as increases, the disturbance term is likely to decrease since then the largest first factor will be multiplied with a second factor of smaller magnitude (since, as argued before, the magnitude of the eigenvalues of the matrix resulting of the product are monotonically decreasing as increases). This agrees well with the simulated results in [13] . To illustrate the behavior of , simulations to estimate the components of (17) were conducted. The signal was chosen as where and the signal was chosen as where . The parameters and were set to 0.95 and 16, respectively. The reason for choosing a comparatively short filter length was to avoid excessive computations. Ensemble averages were taken over runs and the results are shown in Figs. 2-4 . From the figures, it can clearly be seen that a low reduces the magnitude of . Thus, should then be a better choice for detection statistic than for . A setting of was chosen in this paper.
A. Practical Considerations
In practice, , and can be estimated using a running average over a time-window [5] , [11] or exponential recursive weighting [9] , [12] as (18) where is to approximate , is to approximate and is to approximate , respectively, and is a forgetting factor. This is the approach used hereinafter, with a forgetting factor used for all three DTD and for all simulations. Variables used in the proposed detection statistic are estimated analogously. The variable determines the tradeoff between sensitivity and robustness, i.e., a small forgetting factor results in averages that change rapidly over time and quickly adapt to changes, while a large forgetting factor gives averages which are more consistent (robust). Hence, a small would imply rapid but not so accurate detection of double-talk, while a large would imply more accurate, but less rapid double-talk detection.
As discussed in the previous section, the proposed algorithm is based on a delay . One approach for implementation with is to introduce a delay in the signal path of , yielding a causal process. The proposed DTD then operates on the "early" signals and preceding the delay, and the adaptive filter operates on the delayed signals and . The downside of this implementation is of course the delay introduced in the signal path, but since typically is comparatively small this delay is acceptable in some applica- tions such as Voice-over-IP endpoints. If the delay is not acceptable (for instance, the ITU-T recommendation G-168 establishes that the delay in the "receive path" should not exceed 250 s), an alternative approach would be to store previous versions of the adaptive filter . On the other hand, this significantly increases the amount of required memory.
Nevertheless, a third, much more efficient, approach is to calculate directly using knowledge about previous filter updates. First of all the index is changed using for the sake of clarity, yielding . It should be kept in mind that only the case of is considered here. First of all, inserting the NLMS update (2) into the expression for gives
where . Continuing to recursively expand (19) using the NLMS update (2) yields (20) where . It is thus obvious that
where the vectors and are both of length . It should be noted that is calculated in the adaptive filtering update and is thus available without additional computational cost. It should also be noted that this approach introduces no signal delay and avoids storing of previous filter coefficients.
Since the proposed DTD uses an "old" copy of the adaptive filter,
, it is in a sense more sensitive to an echo path change than the related methods. This is likely to become apparent in situations with short filters, large and abrupt changes of the echo-path. A straight forward approach to avoid problems related to this, such as, e.g., dead-lock, is to use the proposed DTD together with a parallel two-path adaptive filter structure [3] , [7] , [8] .
B. Computational Complexity
In terms of computational complexity, the NCC double-talk detector requires multiplications and additions just for calculating and in (18). Further, an additional multiplications and additions as well as one division are required for evaluating (6) (ignoring the square-root), resulting in a total of multiplications, additions and one division per evaluation, i.e., typically per input sample.
Using similar exponential recursive weighing as in (18), it is clear that can be evaluated very efficiently, using a total of four multiplications, two additions, one subtraction, and one division per evaluation.
As a comparison, D-MECC with the direct approach of storing previous filter coefficients or introducing a signal delay requires, in addition to the complexity of the MECC, multiplications, additions and one subtraction to calculate . On the other hand, D-MECC with the approach of calculating as explained in the previous section requires evaluation of (21) together with one subtraction (for obtaining ) in addition to the complexity of the MECC. The vector , used in the scalar product in (21) can be obtained at practically no additional computational cost, since which is calculated in the NLMS update (2) just has to be delayed/stored in the vector. The elements of the vector can be obtained recursively at low computational cost as , i.e., using just two multiplications, one addition and one subtraction per element. Thus, in addition to the complexity of the MECC, D-MECC with the approach of calculating requires multiplications and additions/subtractions per evaluation.
IV. EVALUATION OF DOUBLE-TALK DETECTION PERFORMANCE
An objective technique for evaluating the performance of DTDs based on receiver operating characteristics (ROC) was presented in [10] and has since been used in numerous publications. The technique is carried out by first selecting a probability of false alarm, , i.e., the probability of declaring detection when double-talk is not present, and finding appropriate detection thresholds that correspond to the selected setting by using speech signals where double-talk is not present. Then, simulations using speech signals with double-talk are carried out, using the respective thresholds corresponding to the chosen setting, and the probability of miss, , i.e., the probability of failing to detect double-talk when double-talk is present, is calculated. The probability of miss is evaluated over a range of near-end to acoustic echo ratios (NER) to give an indication of the performance of the double-talk detection algorithms in different situations. For a more detailed description of the evaluation technique, the reader is referred to [10] . One important aspect of the evaluation technique, as originally presented, is that the adaptive filter is assumed to be converged throughout the simulation. Thus, a fixed filter with a predetermined misalignment at 30 dB, generated by perturbing the actual room response samples, is used [10] . Naturally, this is done to remove the dependence of the adaptive algorithm. However, as will later become apparent, this dependence can in some cases be crucial for the performance of the DTD. Thus, in those cases, using a fixed filter will not reflect the true performance of the double-talk detector in a real environment together with an actual adapting filter.
In Fig. 5 , the detection statistics for the three considered DTDs; NCC, MECC and D-MECC in a simulation with a fixed filter, at a predetermined misalignment at 30 dB, are shown. The far-end signal was a colored stationary signal generated as , where and the near-end signal was a speech signal, becoming active after 16 200 samples, corresponding to approximately 2 s with 8-kHz sample rate. As can be seen from Fig. 5 , all three double-talk detection statistics perform identical. This is indeed in agreement with the results of [9] .
Shown in Fig. 6 is the resulting detection statistics from the same simulation as described above, with the single difference that a constantly updating NLMS-based adaptive filter with step-size parameter was used instead of a fixed filter. The filter was allowed to converge to a steady-state before activating the detection statistics, and is still updating as double-talk occurs, simulating a situation where the DTD fails to detect double-talk or a parallel filter ("two-path") implementation where the DTD is coupled to the constantly updating background filter [8] . From Fig. 6 , it can be seen that all compared detection statistics behave very differently during double-talk, when the adaptive filter is updating. Worth noting is that the detection statistic for MECC in this case is significantly worse than the NCC and D-MECC detection statistics-a threshold setting of 0.8 would in this case mean that the MECC completely misses to detect the double-talk. This situation is shown in Fig. 7 where it clearly can be seen that MECC fails to detect doubletalk, while the detection statistics for NCC and D-MECC both behave similar to the situation with no filter updates in Fig. 5 .
Further, a double-talk detection threshold of 0.8 would also mean that both NCC and D-MECC detect doubletalk approximately at the same time, after 25-75 samples (depending on exactly at which sample near-end speech is considered active). However, using the implementation of D-MECC with the delay in the signal path of , as described in Section III-A, will result in a delayed update of the adaptive filter, i.e., the DTD will operate on and the adaptive filter will operate on . Thus, the adaptive filter will in the D-MECC case update less iterations during actual double-talk than NCC (since the NCC DTD operates on ), resulting in a reduced risk of a misadjusted filter.
In conclusion, NCC, MECC, and D-MECC all show identical performance in the case of a fixed filter. In a more realistic scenario with an adaptive filter however, it is apparent that the performance of the three algorithms are very different. Therefore, further simulations to compare the performance of the algorithms are performed.
V. SIMULATIONS
To evaluate the performance of the double-talk detectors, the evaluation method in [10] was used, with the modification that an adaptive NLMS-based filter was used for echo cancellation instead of a fixed filter. The adaptive filter was constantly updating with step-size parameter during far-end single-talk and was halted when the evaluated algorithm declared double-talk. The length of the adaptive filter was set to , which was the same length as the fixed echo-generating filter which was obtained by measurement in a standard office. The forgetting factor was set to for all averages, see Section III-A Like in [10] , the far-end signal with duration of 12.5 s was from a male talker, sampled at 8 kHz and four different speech signals (two male and two female) of approximately 2 s each and also sampled at 8 kHz, were used as near-end speech. The near-end speech was set to occur at four different positions in time (at 6.25 s, 7.5 s, 8.75 s, or 10 s) within the 12.5-s far-end speech. Independent flat spectrum noise with different intensity was added to the near-end signal, resulting in three different cases with echo-to-noise ratio (ENR) of 10, 20, and 30 dB. In all cases, the adaptive filter did reach a steady-state in less than 5 s and after this the double-talk evaluation was initiated. Hence, the adaptive filter misalignment depended only on the near-end noise intensity during the double-talk evaluation.
A. Results
The simulation results for over a range of NERs and ENRs are shown in Figs. 8-10 . It can be seen that the NCC detector performs significantly better than the MECC detector, while the performance of the proposed D-MECC detector lies close to that of NCC for low NERs and relatively high misalignment (NER 10 dB shown in Fig. 8 ) and goes down towards (and occasionally surpasses) NCC for high NERs and for less misalignment (NER 20 and 30 dB shown in Figs. 9 and 10 ).
Simulations were also performed for , and the results are visible in Figs. 11-13. In these cases NCC still shows the best performance, although the D-MECC performance is close. MECC shows the worst performance.
It should be noted that the difference in performance between MECC and NCC decrease for increased ENR and NER. The performance difference also seems to be smaller for than for . This is probably owing to the fact that the adaptive filter is halted more often in these cases (as the DTD detects double-talk more frequently), and once the adaptive filter is halted, the performance of NECC and MECC are identical in theory given the same adaptive filter.
VI. EXPERIMENTS WITH RECORDED SIGNALS
Experiments were also carried out with signals recorded in a small office. The loudspeaker and microphone were placed with approximately 50-cm distance from each other on a desk and the loudspeaker volume was set so that the ENR was approximately 24 dB. In this case, it was also necessary to increase the adaptive filter length to in order to capture most of the echo tail (all other parameters were unchanged). As in the simulations in Section V, the adaptive filter was allowed to converge for 5 s before double-talk was applied. Double-talk was applied in the same manner as previously.
The results of the experiments are shown in Figs. 14 and 15. Fig. 14 shows the result for and Fig. 15 shows the result for . It can be seen that all three DTDs in Fig. 14 show very similar results to the simulation with ENR set to 20 dB displayed in Fig. 9 . The reason for the experiments not showing improved results, despite an ENR increase of 4 dB, is probably due to the colored background noise in the case of the recordings.
As in the simulations, NCC and D-MECC are fairly similar, while MECC exhibits worse performance.
It is thus clear that in realistic situations, with an adaptive NLMS filter which updates when the DTD does not indicate double-talk, the NCC detector is superior to the MECC detector. The proposed D-MECC detector performs overall significantly better than the MECC detector and slightly worse than the NCC detector. On the other hand, in terms of computational complexity, MECC has by far the lowest, followed by D-MECC, while the NCC requires the most, see Section III-A.
VII. CONCLUSION
In [9] , is it claimed that the performance of the MECC double-talk detector and the NCC double-talk detector are exactly similar. In this paper, it was shown that this holds only under the assumption of a fixed echo cancellation filter. In a realistic situation with an adaptive NLMS filter updating when the DTD does not indicate double-talk, the MECC performs significantly worse than the NCC detector. This has been verified by simulations. Further, a novel DTD named D-MECC with computational complexity slightly higher than the MECC but much lower than NCC, has been proposed. It has been shown through simulations that the D-MECC performance is significantly better than MECC and appears to become comparable to that of NCC when the adaptive filter misalignment is low.
