





















? 1? ???? 7
? 2? ???? 9
2.1 ??????????????????? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 ???????????????????? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 ????????????? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
? 3? ???? 11
3.1 ????????????????? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2 ?????????????????????????? . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.3 ????????????????????? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
? 4? ?? 17
4.1 ????????????????? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 ???????????????????????????? . . . . . . . . . . . . . . . . . . . . 19
4.3 ???????????????????????? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
? 5? ????? 23
5.1 ??????? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.2 ?? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.2.1 ???????????? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.2.2 ???????????????????????????? . . . . . . . . . . . 26
5.2.3 fastText?????????????????. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5.2.4 Tukey HSD???????? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29























































































































































































?? i× i??? SWV?3.1???????????????????????? i× i???
EV????????????????????????? GV ??????????






?Input: 200,000 Tweets and 450,000 Tweets (collected during 01/01/2014 - 12/31/2014)




sentiment polarity? sentiment vector????????????????
???????????????????????????????????? 4.2?? 4.3?
? 4.4??????????????????????????????? −1.00?? 1.00?



























Negative Neutral Positive Model name
x ≤-0.18 −0.18 < x < −0.02 −0.02 ≤ x Model_0 (test_0.2M)
x ≤-0.10 −0.10 < x < −0.02 −0.02 ≤ x Model_1 train_result_1_0.45M
x ≤-0.08 −0.08 < x < −0.04 −0.04 ≤ x Model_2 (train_result_2_0.45M)















Negative Neutral Positive ALL
annotator_0 625 556 1, 088 2, 269
annotator_1 598 645 1, 026 2, 269



















Negative 0.3270 0.3059 0.6370
Neutral 0.7228 0.0756 0.4160
Positive 0.4503 0.1212 0.5033
? 5.2 ?????????????????? (System_B)
Precision Recall F-measure
Negative 0.3245 0.2342 0.6477
Neutral 0.7073 0.0756 0.4135
Positive 0.4449 0.1143 0.5048
? 5.3 ?????????????????? (System_C)
Precision Recall F-measure
Negative 0.3330 0.2935 0.6455
Neutral 0.7339 0.0785 0.4184
Positive 0.4581 0.1239 0.5077
? 5??????
? 5.4 ????????????????? (System_D)
Precision Recall F-measure
Negative 0.2580 0.2218 0.5019
Neutral 0.3237 0.3430 0.3180
Positive 0.2871 0.2694 0.3893
??? Tukey HSD?????????? [20]?





????? ABCD ?????????????????????? 5.1 ????????
???
? 5.5 ????????????????
System_A System_B System_C System_D
???????? ??????????? ??????????? ???????




















???????? 5.6?? 5.7?? 5.8?? 5.9????
? 5.6 ????????????????
P-Negative P-Neutral P-Positive
T-Negative 326 23 102
T-Neutral 224 26 94
T-Positive 447 36 344
? 5.7 ?????????????????????
P-Negative P-Neutral P-Positive
T-Negative 319 37 95
T-Neutral 227 26 91







T-Negative 331 22 98
T-Neutral 225 27 92
T-Positive 438 43 346
? 5.9 ????????????????????
P-Negative P-Neutral P-Positive
T-Negative 146 146 141
T-Neutral 110 113 121





































T-Negative 239 153 59
T-Neutral 181 113 50
T-Positive 345 220 262
? 5.11 ?????????????????Model_2?
P-Negative P-Neutral P-Positive
T-Negative 292 73 86
T-Neutral 217 51 76
T-Positive 411 101 315





















default -epoch 5 -minCount 1 -dim 100
set -epoch 100 -minCount 10 -dim 300




Negative 0.3274 0.3038 0.6391
Neutral 0.7339 0.0698 0.4111
Positive 0.4528 0.1135 0.5004
? 5.14 Model_Y????????
Precision Recall F-measure
Negative 0.3202 0.3488 0.6402
Neutral 0.7361 0.0436 0.4196
Positive 0.4462 0.0775 0.5069








Negative 0.3263 0.2941 0.6375
Neutral 0.7228 0.0727 0.4148
Positive 0.4497 0.1166 0.5026
? 5.16 Model_X?????
P-Negative P-Neutral P-Positive
T-Negative 331 22 98
T-Neutral 226 24 94
T-Positive 454 33 340
? 5.17 Model_Y?????
P-Negative P-Neutral P-Positive
T-Negative 332 14 105
T-Neutral 239 15 90
T-Positive 466 14 347
? 5.18 Model_Z?????
P-Negative P-Neutral P-Positive
T-Negative 326 24 101
T-Neutral 225 25 94
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