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Abstract
Stereotactic neurosurgery is a subspeciality within neurosurgery that relies on accurately targeting
structures within the brain for diagnostic and therapeutic purposes. Surgical implantation of electrodes
is a common procedure in stereotactic neurosurgery. For instance, deep brain stimulation (DBS) is an
effective treatment option for individuals living with movement disorders while
stereoelectroencephalography (SEEG) provides invaluable information from individuals living with
drug-resistant epilepsy. In both procedures, electrophysiology data is acquired and used to identify
brain characteristics such as surgical target location in DBS surgery and the seizure onset zone in SEEG
surgery. Accurate surgical positioning of the electrodes is crucial, with millimeter deviations resulting
in unwanted side effects and minimal clinical benefit. Among the medical centres that perform
stereotactic neurosurgery, most employ preoperative magnetic resonance imaging (MRI) visualization
of the surgical target for preoperative surgical planning. Neuronavigation is the term given to a set of
tools or software that a neurosurgeon can use to navigate the brain. Currently, closed-source
commercial neuronavigation software is used for preoperative trajectory planning. To ensure optimal
positioning of DBS electrodes, intraoperative electrophysiology recording and test stimulation are
performed to accurately place the electrode(s) within the surgical target nucleus. The preoperative MRI
provides the anatomical border of the selected target nucleus while the intraoperative recordings
provide the electrophysiological border. Once the final electrodes are implanted, the commercial
neuronavigation software can be used to qualitatively assess the postoperative position of the implanted
electrode(s) based on postoperative medical imaging data. Unfortunately, the commercial
neuronavigation software is costly, is not easily customized, employs proprietary data formats, and
often does not implement the most cutting-edge algorithms that may improve targeting accuracy. Few
open-source tools have been developed that perform similar functions to the commercial
neuronavigation software while also maintaining the flexibility for users to modify and improve the
tool. The work in this thesis explores open-source solutions to stereotactic neurosurgery planning, data
storage, and data visualization. In Chapter 3, an anatomical fiducial placement protocol is validated in a
set of clinical imaging data for potential use in surgical planning. Chapter 4 explores an open-source
pipeline for detecting and navigating stereotactic space using several common head frame systems. In
Chapter 5, an open-source data storage structure for electrophysiology data is described and a
preprocessing pipeline is introduced, called ephysPrep, which extracts electrophysiology signal
features for machine learning applications. Finally, in Chapter 6, an open-source neuronavigation
software called trajectoryGuide is introduced, which provides modules for preoperative surgical
planning, data visualization, and postoperative electrode localization with electrode stimulation field
modelling. Overall, the goal of this work is to provide a foundation of open and transparent tools that
can be used and built upon by members of the clinical neuroscience community.

Keywords: neuronavigation, deep brain stimulation, magnetic resonance imaging, stereotactic
neurosurgery, surgical planning.

Lay Summary
Stereotactic neurosurgery is a subspeciality within neurosurgery that relies on accurately targeting
structures within the brain for diagnostic and therapeutic purposes. Surgical implantation of electrodes
is a common procedure in stereotactic neurosurgery. For instance, deep brain stimulation (DBS) is an
effective treatment option for individuals living with movement disorders while
stereoelectroencephalography (SEEG) provides invaluable information from individuals living with
drug-resistant epilepsy. In both procedures, electrophysiology data is acquired and used to identify
brain characteristics such as surgical target location in DBS surgery and the seizure onset zone in SEEG
surgery. Accurate surgical targeting of the electrodes is crucial, with millimeter deviations resulting in
unwanted side effects and minimal clinical benefit. Among the medical centres that perform
stereotactic neurosurgery, most employ preoperative magnetic resonance imaging (MRI) visualization
of the surgical target for preoperative surgical planning. Neuronavigation is the term given to a set of
tools or software that a neurosurgeon can use to navigate the brain. Currently, closed-source
commercial neuronavigation software is used for preoperative trajectory planning. To ensure optimal
positioning of DBS electrodes, intraoperative electrophysiology recording and test stimulation are
performed to accurately place the electrode(s) within the surgical target nucleus. The preoperative MRI
provides the anatomical border of the selected target nucleus while the intraoperative recordings
provide the electrophysiological border. Once the final electrodes are implanted, the commercial
neuronavigation software can be used to qualitatively assess the postoperative position of the implanted
electrode(s) based on postoperative medical imaging data. Unfortunately, the commercial
neuronavigation software is costly, is not easily customized, employs proprietary data formats, and
often does not implement the most cutting-edge algorithms that may improve targeting accuracy. Few
open-source tools have been developed that perform similar functions to the commercial
neuronavigation software while also maintaining the flexibility for users to modify and improve the
tool.
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“If I have seen further it is by standing on the shoulders of Giants.”
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Chapter 1: Introduction
Stereotactic neurosurgery is a subspeciality within neurosurgery that relies on accurately targeting
structures within the brain. Targeting is carried out with diagnostic and therapeutic electrodes using a
minimally invasive keyhole neurosurgery approach. Therapeutic electrodes are permanently implanted
in deep brain stimulation (DBS) surgery to alleviate the motor symptoms associated with movement
disorders. The implanted electrodes enable electrical current delivery to localized brain regions
involved in motor symptom manifestation. In Canada, DBS is approved for the treatment of Parkinson
disease (PD), Essential Tremor, and Dystonia [2]. Diagnostic electrodes are temporarily implanted
during stereoelectroencephalography (SEEG) surgery to determine the epileptogenic zone in
individuals living with drug-resistant epilepsy [3,4]. Lüders et al. (2006) defined the epileptogenic zone
as “the minimum amount of cortex that must be resected (inactivated or completely disconnected) to
produce seizure freedom.” [5]. In both therapeutic and diagnostic applications, accurate localization of
the electrodes with respect to structural and functional brain anatomy is important for clinical benefit.
Traditionally, preoperative stereotactic surgical planning is performed using “neuronavigation”
software which provides precise spatial information to the neurosurgeon. Safe and accurate navigation
of brain anatomy is of great importance when attempting to avoid important structures such as blood
vessels and nerve tracts. This thesis explores a gap in stereotactic neurosurgery, namely the reliance on
commercial

close-sourced

neuronavigation

software

tools.

The

proposed

software

suite,

trajectoryGuide, provides improvements over commercial neuronavigation systems including state of
the art registration algorithms, open-source data formats, and postoperative localization of any
implanted electrode.
In this introductory chapter, stereotactic neurosurgery will be introduced including medical
imaging data, coordinate system fundamentals, stereotactic frame systems, and common
1

neuronavigation software. This thesis presents open-source tools for use in stereotactic neurosurgery to
facilitate storage of clinical data in an open format to enable analysis and sharing of data. The primary
software suite, called trajectoryGuide, provides support for several phases in minimally invasive
keyhole neurosurgery including: preoperative trajectory planning, three-dimensional visualization of
intraoperative data, and postoperative electrode localization/stimulation field modelling.

1.1

Medical Image Data

Preoperative electrode trajectory planning is performed based on medical images, which is the standard
of care in many keyhole neurosurgical procedures. Inaccurate placement of the electrode(s) or surgical
tools used may result in hemorrhage and severe neurological complications. The main goal of image
guidance in neurosurgery is to accurately project magnetic resonance imaging (MRI) and/or computed
tomography (CT) data into the operative field for defining anatomical landmarks, pathological
structures, and margins of tumors.
1.1.1 Computed Tomography
Computed Tomography (CT) was first described in 1973 by Godfrey Hounsfield [6]. CT is an
advancement on X-ray imaging as it is a processed stack of X-ray images. While an X-ray can provide
anterior and lateral projections, the CT image provides axial (horizontal) scans. In the world of
stereotactic neurosurgery, this meant obtaining coordinates of brain structures and led to the
development of a coordinate localizer system that is now widely used in many stereotactic frame
systems (described in detail in Section 1.2).
1.1.2 Magnetic Resonance Imaging
Magnetic Resonance Imaging (MRI) is an image technique that encodes magnetization induced from
the alignment of atoms to a strong magnetic field. The atoms involved in the alignment have an odd
number of protons or neutrons resulting in a net spin [7]. Hydrogen atoms are the primary component
of the MRI signal and are found throughout the body within water, fat and other organic molecules [7].
When a strong magnetic field is applied to the atoms, they will either align parallel or anti-parallel to
the direction of the field [7]. A radio-frequency pulse is then applied to the atoms, exciting them into a
higher energy state. When the pulse is stopped, the atoms return to the alignment state - a processed
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termed “relaxation” [7]. Relaxation time is the time required for the atoms to return back to the
alignment state.
1.1.3 Image Registration
The planning phase of stereotactic neurosurgery requires the linear alignment of the stereotactic head
frame coordinate system with the patient brain image space. Target planning is conducted on the
preoperative imaging volume but during the operation the electrode implantation is guided by the
stereotactic head frame. Immediately before the operation, either an MRI or CT imaging volume is
acquired with the stereotactic head frame mounted to the patients skull. Using neuronavigation
software, the preoperative MRI planning volume is aligned with the stereotactic head frame volume.
Thus, the planning information is transferred from the preoperative image space to the stereotactic
space.
Image registration is the process of mapping one image coordinate system to another image,
bringing the two images into spacial alignment. The image that is moved and reshaped is called the
source (or moving) image, while the stationary image is called target (or fixed) image. Once the images
are aligned, existing useful information in one volume can be applied to the other volume. Image
registration may be within-modality (e.g. MR-MR) or across-modality (e.g. MR-CT). The number of
changes allowed to be made to the source image to get it aligned with the target image is referred to as
the degree of freedom (DOF), which the user may have control over. There are generally four
modifications that can be made to the source image to get it aligned:
•

Translation: straight shifts in the x, y, and z directions

•

Rotation: rotation about the x, y, and z axes

•

Scale: the enlargement or shrinkage of the image in x, y, and z directions

•

Shear: this introduces a trapezoidal distortion to the image
In general, registration can be rigid, affine, or non-linear depending on the allowable DOF. In

3D space, rigid registration permits the translation and rotation of an image in all three planes (6 DOF).
Affine registration includes a rigid registration along with scaling (9 DOF) and shearing (12 DOF) of
an image. While affine registrations are limited to linear manipulations on voxel coordinates, non-linear
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registration can apply any manipulation to the coordinates independently. This means some parts of the
source image can be manipulated more drastically than other parts.
All image registration algorithms have a similar end goal of minimizing a cost function
associated with aligning the images. The cost function will be small when the source and target are
well-aligned. In general, the image volume attributes that can be used to align the images are: image
intensities, corresponding image surfaces, and/or corresponding image points. Image intensity-based
registration uses the voxel intensities between two images to align image areas with similar patterns of
intensity [8]. Surface-based registration attempts to align and minimize the distance between
corresponding surfaces from two images [8]. Finally, point-based methods attempt to align and
minimize the distance between corresponding points from two images [8].
1.1.4 Iterative closest point registration
A commonly used point-based registration method is the Iterative Closest Point (ICP) algorithm, which
will be used in Chapter 4. The ICP algorithm pairs source points to their nearest neighbour in the target
point cloud or surface (Figure 1.1a) [9]. The transformation needed to align the two point clouds and
minimize the distance between corresponding points is determined iteratively (Figure 1.1b) [9]. The
distance between source and target corresponding points is computed using the Euclidean distance (d)
(equation 1). The distance is calculated for all point cloud pairs and a transformation matrix is
generated and applied. The overall error is then computed using the Root Mean Square (RMS) for all
point-to-point distances (equation 2).
d ( si , t k )= √((s xi−t xk )2 +(s yi−t yk )2 +(s zi −t zk)2 )

RMS =

√

1 n
∑ (s −t )2
n i=1 i k

(1)
(2)

where si is the source point, tk is the target point, and n is the number of point-pairs. If the RMS
value is below the pre-defined threshold then the ICP registration will finish.
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Figure 1.1: Iterative Closest Point (ICP) registration applied to N-localizers. a) illustrates the source
point cloud (green) and target surface (red) are not aligned, b) when the output transformation from ICP
registration is applied to the source points they become aligned to the target surface. The target surface
is a template generated from the frame geometry described in Section 1.2.2.
1.1.5 Registration error
It is impossible to align two images perfectly; most often the registration results need to meet a certain
threshold depending on the task. To quantify the performance of a registration, several error metrics can
be used. The process of locating a fiducial centroid introduces error called fiducial localization error
(FLE), which is the displacement between the estimated and actual fiducial centroid position [10].
Once the registration has been performed, the euclidean distance between the fiducials in the two
images is called the fiducial registration error (FRE). The euclidean distance between two points not
used to determine the registration is called the target registration error (TRE).
1.1.6 Brain templates and atlases
It is difficult to compare brain data across subjects because of the anatomical heterogeneity; the size
and position of brain structures between subjects must correspond to make meaningful comparisons
[11]. Often it is useful to register a subject's MRI into a common space called a brain template.
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Generally, a brain template is an average of many brains and has a well defined coordinate system [12].
The process of registering a subject’s brain image into a common brain template is called
normalization. The normalization registration process often begins with a 12 DOF affine registration
that includes translation, rotation, scaling, and shearing [13]. Following the affine transformation, nonlinear deformations are usually applied to refine the template registration further; obtaining a more
accurate match between the subject and template [13]. The template provides a target for images to be
aligned to but lacks information about anatomical features. A brain atlas usually accompanies a brain
template to provide locations of anatomical structures in the template space [12]. A brain atlas is
essentially an overlay for the template that outlines and describes brain regions within the template
[12]. The most commonly used template space is the Montreal Neurological Institute (MNI) template.
The details about the template spaces used in trajectoryGuide will be discussed in Chapter 6.

1.2

Stereotactic neurosurgery

The advent of stereotactic neurosurgery is often attributed to Victor Horsley and Robert Clarke when
they presented their stereotactic frame for animal use in 1908 [14]. Robert Clarke coined the term
“stereotaxy”, which he used to describe cranial procedures that relied on guidance from instruments or
imaging [14]. However, it was finally decided to formally use “stereotactic”, “stereo-” (Greek meaning
“solid”) and “-tactic” (Greek meaning “arrangement”), although “stereotaxy” is still often used [15].
Their stereotactic frame used Cartesian coordinates to locate internal brain structures. However, the
limitation of their work was the assumption that all subjects of similar size would have corresponding
internal and external anatomy.
1.2.1 Coordinate systems
In stereotaxy, two coordinate systems are used for defining a point in space: the Cartesian system and
the polar (spherical) system. In a Cartesian coordinate system, a point is defined as the linear distance
from an origin in three perpendicular axes (x, y, z). The system allows for negative and positive
directions (relative to an origin). In a polar coordinate system, a point is defined using both the
previously mentioned linear units and angular units. The linear unit is the linear distance from an origin
and the angular unit is the angle from a reference direction (generally counterclockwise from positive
X-axis). This gives rise to the phi (φ) and theta (θ) angles (Figure 1.2).
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Figure 1.2. Cartesian and polar coordinate systems.
In 1967, Jean Talairach proposed using a three-dimensional Cartesian coordinate system as a
common space for different brains [16]. His method used anatomical landmarks to align a subject brain
to the common three-dimensional coordinate space. He used the anterior commissure (AC), the
posterior commissure (PC), and the midline sagittal plane to perform the alignment. These landmarks
are still used during the preoperative planning phase to enable indirect coordinate-based targeting.
However, Talairach defined the origin as the point where the AC intersected the midline plane. This
differs from modern neuronavigation software that define the origin as the mid-commissural point
(mid-point between the AC and PC landmarks).
An example of a Cartesian stereotactic system is illustrated in Figure 1.3a. The probe carrier is
fixed vertically and articulated in two directions (x, z) to set the probe at the entry point [17]. A microdrive is used to advance the electrode toward the target point in the third dimension (y). A polar
stereotactic system is illustrated in Figure 1.3b.
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Figure 1.3: Stereotactic frame devices. a) a Cartesian coordinate stereotactic system,
b) a spherical polar coordinate stereotactic system. The images are from Horner and
Potts (1984) [17].
1.2.2 Stereotactic frame systems
In 1946, Ernest Spiegel and Henry Wycis developed the first human stereotactic frame, which
was similar to the Horsley-Clarke frame in that both systems used Cartesian coordinates to locate
structures [18]. Lars Leksell, who was studying under the supervision of Spiegel and Wycis in
Philadelphia, Pennsylvania, developed his version of a stereotactic frame in 1949. The difference
between the Leksell frame and its predecessors is it uses both a spherical and a Cartesian coordinate
system. Following the development of the Leksell frame there was an explosion in the development of
other human frame systems, including: Talairach system (1949), the Reichert-Mundinger system (1951)
[19], the Todd-Wells system (1967) [20], the Brown-Roberts-Wells (BRW) system (1977) [21], and the
Cosman-Roberts-Wells (CRW) system (1988) [22].
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In 1978, Russell Brown designed an imaging localizer system, termed N-localizer, which
allowed the transfer of coordinates between the imaging space and the stereotactic frame space without
the need for the patient to remain in the scanner (Figure 1.4) [23]. The N-localizer system was first
implemented in 1978 by Russell Brown and Theodore Roberts when they developed the CT specific
BRW stereotactic frame system [23,24]. The N-localizer is one of the most common localizer systems
and can be found in most currently available stereotactic frame systems. The N-localizer system is
compatible with either CT or MRI.

Figure 1.4: The localizer box containing the N-localizers. The N-localizers are
present in many frame systems. The images are from Heilbrun (1988) [213].
A single N-localizer produces two circles and one ellipse artifact within an axial slice of the
acquired image. The relative distance between the ellipse and circles informs the position of the
imaging section with respect to the N-localizer [25]. Normally 2-3 N-localizers are incorporated into a
stereotactic frame system. In Figure 1.5, the artifact blobs 1,3,4,6,7, and 9 are circular while artifact
blobs 2,5, and 8 are oblique shaped. The differences in shape present a challenge when attempting to
estimate the centroid of the fiducial marker (discussed further in Chapter 4). The artifact blobs are more
formally referred to as “fiducial markers”; this terminology will be used. A three-dimensional (x, y, z)
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Cartesian coordinate representing the fiducial marker centroid is termed “fiducial point” or “fiducial”.
Fiducial points are derived from the fiducial markers within the volume.

Figure 1.5: Leksell CT localizer box fiducial marker artifacts. The numbers
represent the ordering of the N-localizer rods in the Leksell frame system.
1.2.2.1

Leksell Stereotactic System

The Leksell stereotactic system was developed by Lars Leksell in 1949 [26]. This frame system is
compatible with both MRI and CT imaging modalities [27]. The frame system has been refined over
the years and the most commonly used Leksell frame is the G model (Elekta AB, Stockholm, Sweden).
The frame has an accompanying localizer box (Elekta Instruments, Atlanta, GA) that contains three Nlocalizers, arranged rectilinearly: two lateral (on either side of the head) and one anterior. Prior to
image acquisition, the Leksell frame is mounted to the patient’s head using four skull screws (Figure
1.6a) and the localizer box is attached to the frame (Figure 1.4a). The localization system has six
vertical and three diagonal fiducial bars which makeup the three N-localizers. On a single axial slice,
the fiducial bars appear as nine fiducial markers around the head (bright spots in Figure 1.5). These
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markers provide the position and orientation of each slice within the volume which are used to
calculate the position in the coordinate system defined by the stereotactic head frame. The Leksell
frame uses a Cartesian coordinate system for the base head ring and a spherical coordinate system for
the arc.

Figure 1.6: Leksell frame model G. a) The frame base is mounted to the patients skull
using four bone screws, and b) the arc is attached to the base to guide insertion of the
probe. The base is a Cartesian coordinate system and the arc is a spherical coordinate
system. These images are from the Leksell Stereotactic System manual published by
Elekta (v2015-05) [27].
The geometry of the N-localizers within the Leksell localizer box is important for the frame
detection algorithm described in Chapter 4. The origin point of the frame (0,0,0) is located in the right
superior posterior side of the frame and the frame centre is in the middle of the two lateral N-localizers
with the coordinates (100,100,100). The N-localizers have a height and width of 120 mm and the two
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lateral N-localizers are separated 190 mm. The coordinates of each N-localizer corner are summarized
in Figure 1.7.

Figure 1.7: N-localizers in the Leksell stereotactic frame system. The dorsal view is in
radiological view so the left and right sides are flipped. The centre of the frame is marked in the
right anterior view and corresponds to the frame coordinate (100,100,100). The frame origin is
located on the right-superior-posterior side. R, right; L, left; A, anterior; P, posterior.
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1.2.2.2

The Brown-Roberts-Wells stereotactic system

The BRW stereotactic system was developed by Russell Brown and Theodore Roberts in 1979 [23].
The BRW system was built specifically for the CT modality. There are three N-localizers, positioned
circularly: two on either side of the head and one posterior. The N-localizers have a height of 189 mm,
a width of 140 mm, and a total lateral span of 280 mm. The origin point of the frame (0,0,0) is located
at the centre of the frame system. The coordinates of each N-localizer corner are summarized in Figure
1.8.

Figure 1.8: N-localizers in the Brown-Roberts-Wells stereotactic frame system. The dorsal
view is in radiological view so the left and right sides are flipped. The centre of the frame is
marked in the right anterior view and it is located at the frame origin coordinate (0,0,0). R,
right; L, left; A, anterior; P, posterior.
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1.2.2.3

The Cosman-Roberts-Wells stereotactic system

The CRW stereotactic system is a modification of the BRW system and was developed by Eric Cosman
in 1988 [20]. The CRW system differs from the BRW system in that it utilizes a target-centred arc
design similar to the Leksell system. Furthermore, like Leksell the CRW is CT and MRI compatible
[28]. The N-localizers are positioned rectilinearly, similar to the Leksell frame except the lateral Nlocalizers are mirrored in the CRW system. The N-localizers have a height and width of 120 mm and
the lateral N-localizers are separated by 200 mm. The origin point (0,0,0) is located at the centre of the
frame system. The coordinates of each N-localizer corner are summarized in Figure 1.9.
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Figure 1.9: N-localizers in the Cosman-Roberts-Wells stereotactic frame system. The dorsal
view is in radiological view so the left and right sides are flipped. The centre of the frame is
marked in the right anterior view and it is located at the frame origin coordinate (0,0,0). R,
right; L, left; A, anterior; P, posterior.
1.2.3 Coordinate transformation
The invention of CT and MRI allowed neurosurgeons to visualize and target much smaller structures
with a greater accuracy. In 1970, the Leksell frame was adapted further by Bergstrom et al. (1979) to be
compatible with CT, which allowed direct translation of coordinates between the scanner and frame
[29]. The mathematical theory for describing a 3D point using three orthogonal planes was first applied
to stereotactic neurosurgery by Robert Clarke and Victor Horsley in 1906 [30]. To move between
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coordinate systems, an affine transform matrix can be generated that specifies information on rotation
'
'
'
R , scaling S , and translation T (equation 3).

'

'

'

X xyz =R ∗S ∗X xyz +T

'

(3)

where Xxyz is the anatomical (imaging) coordinate system, X’xyz is the frame coordinate system,
'
'
'
R is the rotation matrix, S is the scaling matrix and T is the translation vector. The anatomical

coordinate system, the frame coordinate system, the scaling matrix, and the translation vector all
consist of three components (x, y, z). The rotation matrix contains nine components (equation 4).

[][
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r x' x r x ' y r x ' z s x ' 0 0
x
x ' t x'
y = ry'x ry' y ry'z ∗ 0 sy' 0 ∗ y ' + t y'
z
r z ' x rz ' y rz ' z
0 0 sz ' z '
t z'

(4)

In the frame systems described, the x-axis is the left-right (lateral), y-axis is front-back
(anterior-posterior), and the z-axis is down-up (vertical). In the CRW and BRW frame systems, the X
points to the right-hand side of the head, the Y points towards the anterior aspect of the head, and Z
points towards the top of the head. This is commonly referred to as the RAS coordinate system (rightanterior-superior). In the Leksell system, X points to the left side of the head, the Y points anteriorly
(similar to the CRW and BRW frames), and Z points toward the base of the head.
1.2.4 Neuronavigation Systems
Many neuronavigation software systems are proprietary and closed-source. A benefit of the proprietary
software is it is maintained by the company and they often provide 24-hour support along with user
training. Open-source software allows for user customization and immediate implementation of newer
algorithms. However, projects may become abandoned by the developer and over time may become
more difficult to receive support. The following section will briefly introduce other neuronavigation
systems that provide a method to plan stereotactic trajectories. Systems that do not provide this
functionality (i.e. those that only provide postoperative localization of implanted electrodes) will be
excluded.
1.2.4.1

Commercial neuronavigation systems

The StealthStation and StealthViz were developed by Medtronic [31]. Both software systems support
image registration, trajectory planning and diffusion tractography. The neuroinspire system was
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developed by Renishaw and is used for planning stereotactic procedures [32]. It provides delineation of
anatomical features, which is useful for trajectory planning. The Elements system was developed by
Brainlab and provides modules for image registration/segmentation, trajectory planning and fiber
tracking [33]. The Inomed planning system was developed by Inomed in Emmendingen, Germany [34].
The company advertises that its superior medical image manipulation algorithms set it apart from other
systems. The MNPS system was developed by Mevis Informática Médica in São Paulo, Brazil [35].
The system can be used for planning stereotactic procedures and is compatible with many of
stereotactic frames.
1.2.4.2

Open-source neuronavigation systems

Several open-source systems have been developed that provide preoperative stereotactic trajectory
planning. Tactics was one of the first open-source neuronavigation software packages to be released. It
was developed in the laboratory of Dr. Terry Peters in 2005 [36]. Tactics resembles many of the
commercial neuronavigation software tools and is focused on the planning of surgical trajectories.
However, this tool relies on software libraries that are ~20 years old, which makes installation on
modern workstations a difficult task. Ogles2 is a standalone software package developed by Dr.
Johannes Koeppen in 2012 [37]. Ogles2 is compatible with both the Riechert-Mundinger and the
Zamorano-Dujovny stereotactic systems. PyDBS is a software that wraps the open-source software 3D
Slicer. PyDBS was developed in the laboratory of Dr. Pierre Jannin in 2014 [38]. This tool provides
preoperative planning of trajectories and postoperative electrode localization. While this tool is opensource it is not freely-available, requiring a sub-license agreement prior to installation. The PyDBS
installation process has many prerequisites including a specific implementation of 3D Slicer (modified
from the freely available version). Sinoplan was developed by Zan Li in 2018 [39]. Due to intellectual
property protection issues, this software must operate in an approved network environment and online
verification is required during operation.
1.2.5

Limitations of current neuronavigation systems

For commercial neuronavigation systems, any new software implementation needs to receive approval
from Health Canada before being used clinically. A recent study found this process can take 3-7 years
[40], which impacts the ability to employ state of the art algorithms. For instance, frame registration
parameters are fixed on the StealthStation, the user is unable to adjust registration parameters to
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improve the accuracy. Furthermore, the user is unable to review the registration errors outside the
software program.
The open-source neuronavigation systems are often developed for a specific medical centre and
are not always deployable at other medical centres. All the mentioned open-source solutions are
restricted to a specific stereotactic frame system. For instance, Tactics can only be used with the
Leksell and Olivier-Bertrand-Tipal frame systems. Specific requirements for each open-source solution
is outlined in Table 1.1.
Table 1.1: Comparison of open-source neuronavigation software tools.
Open-source software
Features
Developer

trajectoryGuide

Tactics

Greydon Gilmore

David Adair, David
Gobbi, and Yves
Starreveld

Need to compile.
Requires libraries prior
to the year 2006.
MacOS, Windows, and Windows, MacOS, and
Operating systems
Linux
Linux
Registration
NiftyReg, FSL, ANTS
VTK registration
Installation

Portable installation

Stereotactic frame Leksell frame, BRW
support
frame, CRW frame

Leksell frame, OlivierBertrand-Tipal frame

Loadable volumes

No limit
up to 2 volumes
Any stereotactic
Any stereotactic
Indication
trajectory
trajectory
Documentation
Online
None
All models from
Medtronic and Boston
Scientific.
Any – user provides
Electrode models
Any additional – user lead specification file
provides lead
specification file
Brain
Pending
None
segmentation

1.3

PyDBS
Ogles2
Tiziano D’Albis, Claire
Haegelen, Caroline
Johannes A. Koeppen and
Essert, Sara FernándezFahimeh Naravani
Vidal, Florent Lalys, and
Pierre Jannin
Execute installation
Pre-compiled or compile
script that installs several
needed
tools
Windows – precompiled
Linux
Linux – need to compile
FSL, ANTS SyN
NiftyReg
Riechert-Mundinger
Leksell frame
frame, ZamoranoDujovny frame
No limit
No limit
Any stereotactic
Deep brain stimulation
trajectory
Provided with software
Limited online
Medtronic 3389 and
3387

Medtronic 3389

Intensity-based

Manual only

Deep Brain Stimulation

In 1987, Benabid et al. demonstrated the efficacy of chronic high-frequency stimulation of the Ventral
Intermediate Nucleus (Vim) of the thalamus to treat tremor [41]. In 1993, Benabid et al. demonstrated
the efficacy of bilateral high-frequency stimulation of the subthalamic nucleus (STN) for the treatment
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of advanced PD [42]. Deep brain stimulation (DBS) surgery is a minimally invasive keyhole
neurosurgical procedure that involves the permanent implantation of therapeutic stimulation electrodes
which enable electrical current delivery to localized brain regions. Health Canada has approved DBS
for the treatment of Parkinson disease (PD), Essential Tremor, and Dystonia. Determining accurate
brain target trajectories for the DBS electrode is important for optimal clinical improvement [43] and
minimization of stimulation-induced side effects [44]. The DBS treatment workflow occurs in three
phases: 1) preoperative surgical target planning based on acquired MRI/CT scans, 2) intraoperative
microelectrode recordings (MERs) and test stimulation, and 3) postoperative localization of the
implanted electrode(s) using postoperative MRI/CT data and setting the current delivery on the DBS
device (i.e. current, pulse width, and frequency). The effectiveness of DBS intervention is highly
dependent upon the proper radiologic and electrophysiological identification of DBS target structures
and accurate placement of the DBS electrodes. The reasons for sub-optimal results from DBS surgery
could be related to several factors such as patient selection (preoperative), precision of DBS electrode
placement (intraoperative), and inadequate device programming and follow-up (postoperative) [45].
1.3.1 Microelectrode recordings
At most medical centres that perform DBS surgery, the process of localizing the target nuclei involves
preoperative stereotactic MRI combined with intraoperative microelectrode recordings (MERs)
[46,47]. Preoperative target planning is achieved via both indirect visualization according to a
stereotactic atlas [48] and direct visualization using MRI sequences. The MRI containing the surgical
plan and the CT containing the stereotactic frame are co-registered to obtain optimal trajectory
coordinates that avoid various brain structures such as veins, arteries, sulci, and ventricles. Errors can
occur during the surgical procedure that may impede targeting accuracy. For example, the loss of
cerebrospinal fluid and the buildup of intracranial air may shift the brain from what was visualized on
the preoperative MRI [49]. In a recent study, incorrect positioning of DBS electrodes accounted for
40% of cases in which inadequate clinical efficacy was obtained post-operation [45]. To accommodate
these potential errors, MERs are often carried out to delineate the boundaries of the target nucleus
[50,51].
While anatomy is important in the planning phase, functional activity of the nucleus needs to
also be considered. For instance, the STN, which is the most common surgical target nucleus for
treatment of Parkinson disease (PD), is a small structure (7.0 mm x 4.0 mm) located deep within the
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brain (~70.0-80.0 mm from the cortical surface); the small size and position of this nucleus increases
the difficulty of surgical targeting. Furthermore, the STN is subdivided into three regions, the most
important for PD being the motor territory in the dorsolateral STN. Recent findings suggest the
dorsolateral region can be optimally targeted based on electrophysiological characteristics [52]. Thus,
intraoperative electrophysiological recordings, in combination with MRI images, results in optimal
STN targeting [49,50]. Several groups have developed functional atlases, which include three pieces of
information: 1) intraoperative MERs, 2) intraoperative stimulation responses, and 3) postoperative
programming settings. Nowinski et al. (2003) developed a probabilistic functional atlas from most
effective contacts found during device programming [53]. They demonstrated that surgical planning
using the atlas was more accurate than using only preoperative imaging [53]. Guo et al. (2006)
incorporated intraoperative data into their atlas, including MERs and stimulation responses [54]. This
approach was one of the first to implement automated registration of medical images, anatomy
segmentation, and target localization visualization.
A typical STN trajectory entry point is ~2.0 mm anterior to the coronal suture and 3.5 mm
lateral to the skull midline. The trajectory is angled ~60 0 on the axial plane and ~700 on the sagittal
plane. Traditionally, several microelectrodes are advanced into the brain toward the target nuclei to
capture neural spiking activity [55,56]. As the microelectrodes are being lowered the neurosurgical
team monitors the signal for indication of entrance into the target nuclei (visually see the characteristic
neural activity), which marks the top border of the target nuclei. The microelectrodes are advanced
further until the target nuclei neural activity stops, which marks the bottom border. Along the way,
neural activity from other regions may be captured as well, such as the thalamus, zona incerta, and
substantia nigra pars reticulata (Figure 1.10). Like the STN, these structures each have a unique neural
firing activity which helps to pinpoint the target nucleus. The MER signal helps to guide the electrode
placement and allows the surgeon to adjust MRI-based targeting [57]. The fundamental role of MER is
to define the trajectory with the most extensive signature of the target nuclei spike activity in the dorsal
to ventral plane [58].
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Figure 1.10: Microelectrode recordings from nuclei along the trajectory to the subthalamic nucleus.
For STN targeting in individuals living with PD the MER is also used to define the most lateral
trajectory that passes through the STN with an adequate length of characteristic STN neuron spike
activity (the motor territory of the STN) [59]. However, the reliability and accuracy of
electrophysiology for target location is still debated, and often MERs are reported to be qualitative and
nonobjective [47]. The use of MERs, for localization, requires a trained electrophysiologist that can
interpret the electrophysiology signal that is collected from the target nuclei. This requirement reduces
the number of centres that perform the DBS procedure. To remove this barrier, Gironell et al. (2005)
developed an intraoperative navigator system that automatically identifies neural sub-types and
provides insight into the anatomy around the recording microelectrode [60]. Cicerone is a 3D
visualization tool that displays MER data and stimulation modelling within the patients imaging space
[61]. Luján et al. (2009) developed an algorithm that automatically fits a 3D atlas to intraoperative
MER data and provides optimal DBS electrode placement coordinates [62]. Neurozone is a software
tool that analyzes MER signals in real-time and provides a prediction of brain structures during
stereotactic surgery for PD [63]. Neuronav is an extension to Neurozone, which provides the
incorporation of imaging data into the MER data prediction model [64]. Taken together, MERs can
provide invaluable “ground truth” information about the boundaries of the target nuclei if interpreted
correctly.
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1.4

Thesis Overview

This thesis work is presented in monograph format to allow a deeper exploration into the pieces that
will be included in the final software suite trajectoryGuide. In Chapter 2 a literature review is presented
which outlines the current use of postoperative imaging with electrodes from several international
medical centres. In Chapter 3, an anatomical fiducial placement protocol is validated in a set of clinical
imaging data for potential use in surgical planning. In Chapter 4, an algorithm to compute coordinates
in stereotactic space using CT and MRI is explored. The algorithm is compared to a gold-standard
commercial neuronavigation system to demonstrate the accuracy of transitioning between the
preoperative imaging coordinate system and the intraoperative stereotactic coordinate system. In
Chapter 5, a tool used for the standardization of electrophysiology data storage is described.
Additionally, ephysPrep is presented, which is a pipeline that accepts the standardized
electrophysiology as input and extracts signal features in preparation for machine learning applications.
In Chapter 6, a software suite is described that incorporates the algorithms within the previous
Chapters, providing modules useful in stereotactic neurosurgery.
1.4.1 Motivation
The stereotactic neurosurgery workflow occurs in three phases: 1) preoperative: surgical target
planning using acquired MRI and CT imaging data, 2) perioperative: mapping of preoperative imaging
coordinate space to intraoperative stereotactic space, and 3) postoperative: localization of the implanted
electrode(s) using postoperative imaging data and electrode stimulation programming (i.e. current,
pulse width, and frequency). The workflow involves collaboration between many individuals including
neurosurgeons, neurologists, psychologists, electrophysiologists, and imaging technicians. The ability
to easily share data between these individuals may improve the outcome of clinical management for the
patient. Moreover, given the complexity of data obtained during the surgical procedure, it is difficult to
visualize all the data at the same time in the same coordinate space. Furthermore, current
neuronavigation systems are not capable of interpreting and displaying all the acquired information. A
software solution that combines all the preoperative, intraoperative, and postoperative data into one
feature space would enable the neurosurgeons to assess targeting accuracy and neurologists to better
understand the anatomy around the implanted electrode. To address the limitations of extant systems
described in Section 1.2.5, this thesis describes open-source algorithms and data storage formats that
are included in the neuronavigation software suite trajectoryGuide.
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1.4.2 Aim and objectives
The overall aim of this thesis work is to enable preoperative surgical trajectory planning, intraoperative
data visualization, and postoperative electrode localization within an open-source software suite;
outside commercial neuronavigation software.
Objective 1 is to evaluate the reliability of placing anatomical fiducials on a set of clinical
imaging data from individuals living with Parkinson disease. This objective will confirm the reliability
of using landmark fiducials in the context of stereotactic neurosurgical planning to provide accurate
and quantitative measures of image registration; potentially improving outcomes for these procedures.
Objective 2 is to develop and validate a stereotactic localizer fiducial detection algorithm. The
outcome of this objective will enable the calculation of coordinates in stereotactic space, which are
used to guide the implantation of the electrode(s) in the operating room. The algorithm will work with
either MRI or CT modalities and will accommodate three of the most common stereotactic frame
systems (see Section 1.2.2).
Objective 3a is to develop a data storage pipeline for electrophysiology data that adheres to a
well-defined structure and uses accessible data formats. The pipeline will accommodate data from
various recording systems used to collect electrophysiology data from DBS and SEEG procedures. The
database generated from this objective will increase the ease of data analysis and data sharing.
Objective 3b is the development a preprocessing tool that automates the extraction of signal features
from electrophysiology data. These features may then be used to train machine learning models. For
instance, electrophysiology data collected during DBS surgery can be used to train a model that
predicts the borders of a surgical target, reducing signal interpretation time and may potentially reduce
operating room time.
Objective 4 is the development of an open-source neuronavigation software suite that provides
modules for stereotactic neurosurgical trajectory planning (enabled by objective 2), intraoperative data
visualization (enabled by objective 3), and postoperative electrode localization and stimulation
modelling.
1.4.3 Contributions
In this thesis, an open-source neuronavigation software suite is developed that enables stereotactic
neurosurgical trajectory planning. The fundamental motivation behind this line of work is the
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incorporation of clinical information from all phases of the treatment workflow into the same space to
provide a more informed and accurate therapy. This thesis makes the following contributions:
•

comprehensive review of stereotactic frame localizer geometry

•

comprehensive review of imaging acquisition in the presence of electrodes
◦ associated manuscript: Gilmore, G., Lee, D. H., Parrent, A., & Jog, M. (2017). The
current state of postoperative imaging in the presence of deep brain stimulation electrodes.
Movement Disorders : Official Journal of the Movement Disorder Society, 32(6), 833–838.

•

assessment of reliability for anatomical landmark identification within clinical imaging data
from individuals living with PD
◦ associated manuscript: Abbass, M.1, Gilmore, G.1, Taha, A., Chevalier, R., Jach, M.,
Peters, T. M., Khan, A. R., & Lau, J. C. (2021). Application of the anatomical fiducials
framework to a clinical dataset of patients with Parkinson’s disease. Brain Structure &
Function.

•

development of open-source pipeline for automatic stereotactic frame localizer detection in
three common stereotactic frame systems

•

development of data2bids software for converting electrophysiology data to a standard data
structure using SEEG and DBS datasets
◦ creation of BIDS application called ephysPrep that preprocesses electrophysiology data for
machine learning by extracting common signal features

•

development of trajectoryGuide software suite for stereotactic neurosurgical trajectory
planning, visualization of intraoperative data, and postoperative electrode localization including
stimulation field modelling

1.4.4 Software versions
Implementation of trajectoryGuide was achieved using an open-source software named 3D Slicer
(www.slicer.org; v4.11). 3D Slicer is a medical image visualization and analysis toolbox that is
designed to facilitate the development of new functionality in the form of 3D Slicer extensions. The
developed extensions are automatically incorporated into the 3D Slicer user interface. 3D Slicer uses
several open-source tools depending on the purpose:
1
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•

three-dimensional visualizations: Visualization Toolkit (VTK v9.0; Kitware, Clifton Park, NY)

•

graphical user interface (GUI): Qt (v5.15; http://qt-project.org/)

•

medical specific algorithms: Insight Toolkit (ITK v5.0; http://www.itk.org/)
Since 3D Slicer is well established for medical imaging analysis and provides Python scripting

of modules, Python was chosen as the programming language (Python v3.7). Python is a programming
language that is suitable for machine learning, allows for easy manipulation of imaging data, and
provides the capability of being open-source. The algorithms discussed in Chapter 4 and Chapter 5
were developed in Python. They were incorporated into trajectoryGuide as stand-alone modules.
Development was performed on a Linux workstation (OS: Ubuntu 20.04; CPU: AMD Threadripper 12core processor 4.20 GHz; RAM: 4x16GB DDR4; GPU: GeForce RTX 2080 Ti).
1.4.5 Source code availability
The source code used in the subsequent thesis Chapters is stored on a compact disk (CD) attached to
the back of this thesis. All figures were created by the author unless otherwise stated. The vectorized
versions of all figures are on the attached CD and can be found online (at the time of writing):
https://github.com/greydongilmore/phd_thesis. At the time of writing, the source code for each Chapter
can be found online:
•

Chapter 4: https://github.com/greydongilmore/trajectoryGuideModules/frameDetect

•

Chapter 5: https://github.com/trajectoryGuide/merPrep

•

Chapter 6: https://github.com/greydongilmore/trajectoryGuideModules

The documentation for trajectoryGuide has been stored on the attached CD and can be found online at
www.trajectoryGuide.greydongilmore.com.
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Chapter 2: Magnetic resonance
imaging in the presence of
electrodes
This chapter is based on the following manuscript:
• Gilmore, G., Lee, D. H., Parrent, A., & Jog, M. (2017). The current state of postoperative
imaging in the presence of deep brain stimulation electrodes. Movement Disorders : Official
Journal of the Movement Disorder Society, 32(6), 833–838. https://doi.org/10.1002/mds.27028

2.1

Introduction

As mentioned in Section 1.3, limited clinical improvement following DBS or SEEG therapy may result
from sub-optimal implantation of electrodes during the intraoperative procedure. MRI has been the
preferred method for confirming the anatomical location of electrodes, given the amount of detail
obtained in an MRI. More recently, CT is being used for electrode localization since it provides
geometric accuracy with no risk of electrode heating. To obtain anatomical information, the postoperative CT is registered with the preoperative MRI. However, this method may introduce location
error given the image registration process required (e.g. brain shift, CT air pockets etc.). There is an
implicit need for localization of DBS electrodes with postoperative imaging, and no amount of
experienced DBS programming can compensate for a poorly placed electrode. The current restrictions
on the postoperative MRI of electrodes has resulted in many centres opting out of the procedure.
Importantly, while the potential danger imposed by MRI scanning in the presence of electrodes should
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not be disregarded, the fear of such procedures should not impact patient care. Regardless of the
patient, treating neurologist, or the implantation technique, postoperative imaging is invaluable for
proper electrode placement verification and diagnostic applications.

2.2

Specific Absorption Rate

In 1979 the concept of specific absorption rate (SAR) was introduced by the National Council on
Radiation Protection and Measurements for measuring the rate of radiofrequency (RF) energy absorbed
by the body. SAR is defined as the mass normalized rate at which RF power is coupled to biological
tissue [65]. SAR is measured in units of watts per kilogram (W/kg) [65]. The objective of calculating
SAR is to limit the rise in body temperature due to RF deposition. During the MRI procedure, the
patient’s body temperature is not easy to detect, so SAR is used to control the potential temperature
increases [65]. The MRI software calculates the SAR value before the scan sequence and the technician
can manipulate scan parameters to reduce the SAR. The SAR value is strictly an estimate produced by
the MRI software based on numerous variables such as frequency, type of RF pulse sequence,
repetition time, type of RF coil used, and patient weight [66]. In general, the SAR value is calculated
using equation 5.
SAR avg=

N RF∗J RF
T R∗M pat

(5)

where NRF is the number of RF pulses in the sequence, JRF is the energy deposited by the
standard RF pulse, TR is the repetition time and Mpat is the weight of the patient [65]. Gorny et al.
(2008) performed calorimetric measurements to determine the SAR generated from MRI head scans. It
was found that the amount of RF required to reach the 90 0 flip angle, in a fast spin echo (FSE)
sequence, increases as patient weight is also increased [67]. However, the SAR values may differ
between two individuals weighing the same amount due to variables such as patient body habitus [67],
precise positioning within the scanner [65], and even oral surgery history [68]. The fluctuations of SAR
values between patients is of concern, especially when the value is used to estimate RF deposition.

2.3

Industry approved MRI scan parameters for DBS devices

Currently, the FDA permits a whole-body SAR limit of 4.0 W/kg and a local head SAR limit of 3.2
W/kg in individuals without DBS devices [69]. Prior to 2005, Medtronic had approved a local head
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SAR limit of 0.4W/kg for individuals with DBS devices. However, two injury cases [70,71] led
Medtronic to update their safety guidelines for postoperative MRI scans with DBS devices.
Unfortunately, these two cases were the result of user error. In the first case, the implanted pulse
generator (IPG) was implanted into the abdomen and a subsequent MRI was acquired with a
transmit/receive body coil [70]. However, this directly contradicted the guidelines set by Medtronic that
specified only to use a transmit/receive head coil. In the second case, the DBS leads were externalized
and an MRI was performed. However, the leads were not kept straight in the cetner of the head coil as
outlined by Medtronic [71]. The reduction of the maximum allowed SAR value went from 0.4 W/kg to
0.1 W/kg in 2005 [72], which is well below the FDA permitted whole-body and local head SAR limits.
Recent reports have provided evidence that the strict restriction on SAR is unreasonable and provides
poor quality MRI images that may hinder clinical outcomes [72–74].
The greatest safety concern with postoperative MRI of DBS electrodes is the potential risk of
heating during the scanning procedure. The electrical field accompanying the RF magnetic field
induces current within the electrode wires, which essentially act as antennas. The induced current
passes through the electrode contacts into the surrounding tissue, resulting in heating and potential
lesions [75]. The amount of RF charge deposited into tissue depends predominantly on the specific
MRI scan sequence selected. Scan sequences produce higher SAR values due to the specific scan
parameter settings required for their acquisition (e.g. FSE). Finelli et al. (2002) studied the effect of T2weighted FSE sequences on local thermal temperature elevations with DBS electrodes. It was found
that FSE sequences produced a local head SAR of <0.5W/kg and temperature elevations <0.5 0C. This
relationship was consistent with other clinically relevant sequences such as gradient echo (GRE) and
echo-planer [76]. Finelli et al. (2002) concluded that MRI scanning of DBS electrodes with a
transmit/receive head coil poses no significant risk with local SAR values less than 1.2W/kg [76].
Minor, physiologically tolerable, safe temperature elevations in the 1-2 0C range are expected with local
SAR value of 2.4W/kg [76].
2.3.1 Imaging for electrode localization
Postoperative imaging in DBS intervention is crucial to determine final electrode position and assess
surgical complications [77–79]. Imaging with an MRI or CT scan can assess various surgical
complications such as hemorrhage [80], edema [81], infarction [82], and brain shift [83]. However,
there is still an ongoing debate about which imaging modality provides the most precise information
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about electrode position [73,84,85]. Anheim et al. (2008) re-implanted misplaced DBS electrodes in 7
individuals that had undergone surgery over 1 year prior. It was found that re-implantation of misplaced
electrode leads, confirmed with MRI, improved response to the DBS therapy [86].
The risk of electrode heating is non-existent with CT scanning and the scans provide geometric
accuracy. However, CT images lack the soft tissue contrast needed to identify deep brain structures and
they contain significant electrode induced artifacts [79]. Typically, postoperative CT images need to be
fused with preoperative MRI images [87]. However, because the anatomical target cannot be viewed on
the CT image, the fusion relies on the assumption that anatomical structures have not moved [88].
Fusion errors can arise from the brain shift effect commonly occurring during the surgical procedure
[83]. To avoid fusion errors and obtain precise anatomical electrode placement, a postoperative MRI is
often preferred.
The advantages of using MRI examinations in postoperative management of DBS is implicit
[74,89–92]. MRI imaging of DBS electrodes has been performed at many centres with very few
adverse events, despite the concern of DBS electrode heating [74]. A postoperative MRI can provide
important information about surgical consequences that may impede DBS therapeutic effect.
Importantly, the MRI images can provide much more detail about the specific electrode placement and
contact point location within anatomical structures [91].
2.3.2 Diagnostic imaging in the presence of electrodes
MRI scans are the modality of choice over CT scans, when imaging brain tumors [93] and strokes [94],
due to better tissue discrimination and greater sensitivity to early symptom detection [95]. Currently,
the industry SAR recommendations limit available diagnostic MRI sequences. If an MRI is required for
diagnostic purposes in the presence of electrodes, it cannot always be performed adequately at the
limited SAR values depending on the scan sequence required. Furthermore, MRI offers a number of
advanced scan sequences that can be performed in order to identify different brain structures such as
GRE sequences, susceptibility-weighted imaging (SWI), diffusion-weighted imaging (DWI), perfusion
imaging, and MR spectroscopy [96]. Various MRI sequences provide invaluable diagnostic information
but are being avoided if the sequence exceeds the industry SAR recommendations.
For instance, in the event of an acute stroke, early detection of blood may be crucial for optimal
recovery. Several studies have demonstrated the sensitivity of GRE scan sequences in measuring
intracerebral hemorrhage (ICH) over CT scans [94,97]. The SAR values of GRE sequences are lower
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than FSE sequences due to the unneeded 1800 flip angle and a flip angle usually below 90 0 [98]. In a
phantom study, it was found that GRE sequences produce a local head SAR values around 0.5 W/kg
[76]. The most widely used scan for ICH is a DWI sequence, which employs a fast GRE. More recently
the SWI sequence has been used for visualizing ICH. The SWI scan uses the magnetic susceptibility
differences between the tissue of interest and the surrounding tissue, which is caused by substances
such as iron, hemorrhage, or calcium [99]. DWI is powerful at detecting acute ICH but SWI can be
used as an adjunct to localize the affected brain tissue further. SWI is so sensitive that it can detect
minute micro-bleeds, which is important when considering thrombolytic agents [99]. The SWI
sequence uses a GRE sequence with post-processing, which means a SAR value of ~0.5W/kg is
obtained.
2.3.3 Exceeding recommended SAR limits with electrodes
The possibility of performing less restrictive scan sequences with higher SAR values has been explored
in several studies (Table 2.1). Table 2.1 outlines the many centres that have acquired scan sequences
that produce SAR values exceeding the industry recommended limits. These centres routinely use scan
sequences that produce higher SAR values than recommended such as FSE and GRE sequences, with
no adverse events [72,73,76,100,101]. Following an extensive literature search, it was found that over
5,400 individuals with implanted DBS devices have had a postoperative MRI scan at higher SAR
values than recommend by industry (Table 2.1).
Larson et al. (2008) reported that they routinely perform T2-weighted FSE and inversion
recovery FSE scan sequences with SAR values well above the industry recommended values. With a
1.5T MRI machine with a transmit/receive head coil their centre has scanned over 400 individuals with
bilateral DBS electrodes [72]. The SAR values varied depending on the scan sequence, but were
reported to never exceed 3.0W/kg. The authors, while giving proper caution, concluded that the
industry recommended SAR value is unnecessarily low and that the restrictions discourage or prevent
postoperative MRI imaging from occurring [72]. Tagliati et al. (2009) surveyed 40 National
Parkinson’s Foundation centre of Excellences (COEs) on their typical postoperative DBS MRI
procedures. It was found that only 23 of the 40 COEs routinely performed postoperative MRI of the
DBS electrodes [100]. The 17 COEs that did not acquire postoperative MRI reported the main concern
was with industry guidelines and warnings [100]. A total of 3481 patients were scanned at the 23 COEs
and only 1 adverse event was reported, which was related to hardware failure and not linked to the
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imaging routine itself [100]. Nazzaro et al. (2010) conducted a large retrospective cohort study to
examine the implementation of T2-weighted postoperative MRI scan sequences in 249 DBS patients.
All scan sequences in the study produced a higher SAR value than industry recommendations with no
reported adverse events [73]. In general, the reported studies maintain the postoperative MRI SAR
value below 1.0W/kg while still obtaining high quality MRI images. Weise et al. (2010) conducted a
retrospective study with 211 DBS patients who underwent at least one postoperative MRI scan and
found that the acquired T2-weighted FSE with inversion recovery resulted in a SAR value of ~0.8
W/kg [102].
Table 2.1: Clinical case reports depicting the safety of postoperative MRI imaging of DBS electrodes
at higher SAR values.
Group
Hardware

Adverse
Events

--

None

Sagittal/Coronal
SE

Externalized
bilateral leads
Kinetra

Transient
hemiballismus

--

Bilateral Soletra

Permanent
neurological
deficit

N

MR (T), Coil

SAR (W/kg)

Scan Sequence

Dormont et al. [91]

5

1.5, --

--

T1W SE
3D Soiled GE
3D TOF

Spiegel et al. [71]

1

1.0, T/R Head

--

Henderson et al. [70]

1

1.0, T/R Body

Whole body:
0.57 – 1.26
Local body: 3.92

Kovacs et al. [103]

34

1.0, T/R Head

<0.20

Larson et al. [72]

405

1.5, T/R Head

<3.0

Vasques et al. [104]

161

1.5, T/R Head

Tagliati et al. [100]

3481

Chhabra et al. [105]

Soletra

None

Itrel, Soletra,
Kinetra, Libra

None

Whole body:
<1.9

T1W MP-RAGE
T2W SE
T2W FSE
3D GE
IR FSE
3D T1W FSE
2D SE

1.0/1.5, Various

--

Various

Various

64

1.5, T/R Head

<0.8

Fraix et al. [101]

570

1.0 and 1.5, T
body/R head

<4.0

Nazzarro et al. [73]

249

1.0/1.5, T/R
Head

0.16 – 3.13

Weise et al. [102]

211

1.5, T/R Head

0.8 – 0.9

Zrinzo et al. [74]

223

1.5, T/R Head

<0.4

T1W SE
T2W FSE
IR FSE
3D T1W FSE
T1W and T2W
SE
T1W 3D
T2W SE
T2W Turbo IR
T2W SE with IR
T2W FSE
DSE T1 Volume

Itrel, Soletra

Two hardware
failures
One hardware
failure

Itrel, Soletra

None

Itrel, Soletra,
Kinetra

None

Itrel, Soletra

None

Kinetra

None
One transient
neurological
event

Soletra, Kinetra

*Body = body coil, DSE = dual spin echo, FSE = fast spin echo, GE = gradient echo, Head = head coil, IR = inversion recovery, MP-RAGE =
magnetization prepared-rapid gradient echo, R = Receive, SE = spin echo, T = Transmit, TOF = time-of-flight, W = weighted.
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2.4

Discussion and Conclusion

Unfortunately, most of the industry MRI recommendations are based on in vitro testing of
homogeneous tissue and phantom models. Homogeneous models are commonly used for modelling
malignant tumors [102], but do not accurately predict the SAR distribution within the heterogeneous
distribution of tissues with varying electrical properties [106,107]. Ullman et al. (2011) conducted a
literature review of the DBS Brain Tissue Network for MRI related adverse events. Furthermore, they
performed 3T MRI scans on 4 post-mortem brains with DBS leads. They did not observe any
pathological findings due to the MRI within the DBS brain tissue database [108]. After 12 hours of
extensive 3T MRI imaging of the post-mortem brain tissue, there were no noticeable tissue changes
[108].
Patient care is of utmost importance, which includes both safety and effective clinical
management following the implantation of the DBS electrodes. The concern for electrode heating
should not be disregarded, as reports have demonstrated a relationship between radio-frequency
application and electrode heating [76,109]. However, restricting SAR to unnecessarily low levels and
sacrificing appropriate MRI scanning should be avoided. The extensive patient data presented in Table
2.1 supports the notion that the industry recommended SAR value may pose a greater threat to clinical
management rather than being mindful of patient safety. Based on the literature search, the scan
sequences that provide the most valuable information for electrode localization and diagnostics are: T2weighted FSE, inversion recovery FSE, and 3D T1-weighted GRE. These recommended scan
sequences produce SAR values greater than the industry recommendations. Given that industry reduced
the recommended SAR value from 0.4 W/kg to 0.1 W/kg based on user error, a minimum of 0.4 W/kg
can be used. The maximum SAR value is more difficult to determine, as this value depends on user
experience. The review of literature demonstrates that several centres can obtain useful MRI sequences
at SAR values not exceeding 1.0 W/kg. Furthermore, it has been demonstrated that no significant
temperature increases are experienced at SAR values less than 1.2 W/kg [76]. Given that over 1000
patients have been scanned at SAR values exceeding 1.0 W/kg, without an adverse event, an MRI scan
that produces a SAR value less than 1.0 W/kg should not pose a significant risk. It is recommended that
scan parameters should be planned per the scan type first, then modifications should be made to reduce
SAR to below 1.0 W/kg. It is encouraged that centres performing MRI, in the presence of electrodes,
report the scan sequence parameters and SAR values when writing manuscripts. This information will
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be invaluable going forward, especially given the limited number of reported values currently in
literature. Postoperative MRI in the presence of electrodes is crucial for the well-being of the patient,
the current industry SAR recommendations are inappropriately conservative.

33

Chapter 3: Anatomical fiducials
defined on clinical magnetic
resonance imaging data of
individuals living with Parkinson
disease
This chapter is based on the following manuscript:
• Abbass, M.2, Gilmore, G.2, Taha, A., Chevalier, R., Jach, M., Peters, T. M., Khan, A. R., & Lau,
J. C. (2022). Application of the anatomical fiducials framework to a clinical dataset of patients
with Parkinson’s disease. Brain Structure & Function. https://doi.org/10.1007/s00429-02102408-3

3.1

Introduction

Non-invasive imaging techniques such as MRI have allowed for insights into the anatomy and function
of the central nervous system. A critical aspect in neuroimaging research and clinical application is to
establish accurate spatial correspondence between images [110], allowing for the combination and
comparison of multimodal data across subjects and populations. Establishing spatial correspondence
requires the specification of a common stereotactic 3D coordinate reference frame, and the registration
2
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of 3D images to that reference frame [111]. Researchers have established numerous common reference
frames, including those based on both individuals and populations [112].
As discussed in Chapter 1, image registration is an important step in many neurosurgical
procedures. Establishing correspondence between various brain images has historically relied on linear
transformations [112,113]. Over the last few decades, various non-linear transformations have been
implemented allowing for more accurate registration between brain images [112]. Two images can
never be aligned perfectly and quantifying the amount of error in aligning the images is important in
determining to accept or reject the results of registration. Previously, degree of overlap between regions
of interest (ROIs) is a common technique to evaluate registration results. For instance, the thalamus or
areas of the basal ganglia are common subcortical ROIs used to evaluate image alignment [114,115].
Measures of spatial correspondence within these relatively large ROIs are known to be quite coarse and
fail to capture subtle misregistration between images [114,116]. Inspired by classical stereotactic
methods [16], a set of anatomical fiducials (AFIDs) were validated using an open framework and
proposed as an intuitive way to quantify alignment using point-based distance measures between brain
structures. This method was validated in individual subject and template scans and was found to be
more sensitive to registration errors than ROI-based voxel overlap measures [114].
With the increasing use of MRI in research and clinical settings, accurate assessment of
registration between image sequences is necessary. Since clinical outcomes in stereotactic neurosurgery
depend on accuracy at the millimeter scale [117], a robust framework for assessing correspondence
between brain images is required for optimal neurosurgical planning. This Chapter assesses the
reproducibility and utility of the AFIDs framework in a clinical population living with PD.

3.2

Methods

3.2.1 Subject demographics and MRI acquisition
Subject scans used in this study were obtained from 39 individuals living with PD (age: 60.2 ± 6.8, sex:
33.3% female). For all subjects, the MRI sequence used was a post gadolinium enhanced volumetric
T1-weighted (T1w) image (echo time = 1.5 ms, inversion time = 300 ms, flip angle = 20°, receiver
bandwidth = 22.73 kHz, field of view = 26 cm x 26 cm, matrix size = 256 × 256, slice thickness = 1.4
mm, resolution = 1.25 × 1.25 × 1.50 mm) (Signa, 1.5 T, General Electric, Milwaukee, Wisconsin,
USA). The subject data were collected at University Hospital in London, ON, Canada. The study was
35

approved by the Human Subject Research Ethics Board (HSREB) office at the University of Western
Ontario (REB# 109045).
3.2.2 AFID placement
The individual scans were imported into 3D Slicer (v4.10.0 [118]). The subject scans were first
transformed into anterior commissure-posterior commissure space (AC-PC space), and the raters were
required to initially identify and mark 4 of the AFIDs, which included: AC (AFID01), PC (AFID02)
and two additional anatomical fiducials located on the brain midline. The built-in “AC-PC Transform”
function in 3D Slicer was used to align the AC-PC horizontally in-line in the antero-posterior plane.
Adequate alignment was subjectively judged by each rater, who then placed the remaining AFIDs as
previously outlined [114].
Five raters were initially trained to place AFIDs using publicly available brain images:
MNI152NLin2009bAsym [112], deepbrain7t [119], and PD25-T1MPRAGE [120]. Each template has a
set of ideal AFID coordinates (ground truth), which represents the mean AFID coordinate between a set
of experienced raters. Quality assurance was performed to ensure each rater was placing the AFIDs on
the templates below a minimum threshold of error (Euclidean error < 2.00 mm when compared with
ground truth placements). Once the raters had received adequate feedback about their initial ratings
during the training phase, they then independently performed the AFIDs protocol in the subject scans.
Two raters (MA and GG) had prior neuroanatomy experience and were deemed “expert”, while three
(AT, MJ and RC) had no prior neuroanatomy experience and were deemed “novice”. The novice raters
had no experience with medical imaging so additional training was provided on navigating an MRI
sequence in 3D Slicer (i.e. left/right, axial/coronal/sagittal views etc.). A total of 6240 AFIDs were
placed (5 raters x 32 AFIDS x 39 patients).
3.2.3 Analysis in subject space
The 3D coordinates of each AFID were exported and subsequently analyzed in Python (v3.7). The
anatomical target localization error (ATLE) was calculated as the Euclidean distance between each
individually placed AFID and the group mean, in each of the 32 AFIDs in each scan. ATLE
measurements were made for each manually placed AFID. Outliers were determined as having an
ATLE of greater than 10.0 mm and were excluded in the results.
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To determine each rater’s deviation from the group mean, the mean rater ATLE across all 39
subjects was calculated for each AFID. ATLE was then dichotomized between expert and novice raters
by calculating the mean ATLE among these two groups. Wilcoxon rank-sum tests were used to
determine significance in ATLEs between expert and novice raters. Bonferroni correction was used to
account for multiple comparisons with an adjusted p-value of .05/32 as a threshold for significance.
The overall ATLE for each AFID was then calculated as the mean ATLE across all raters. Rater
reliability was assessed using intraclass correlation coefficient (ICC), which was calculated in each
dimension. A two-way random effects model with single measurement type was used, ICC (2,1) as
determined by Shrout and Fliess [121]. ICC among all raters, expert raters and novice raters was
calculated.
3.2.4 Analysis in MNI Space
To assess and quantify registration error, the subject scans were non-linearly transformed to
MNI152NLin2009cAsym brain template space using fMRIPrep (v1.5.4 [122]; RRID: SCR_016216),
which is based on Nipype (v1.3.1 [123]; RRID: SCR_002502). Specifically, the T1-weighted (T1w)
image was corrected for intensity non-uniformity (INU) with N4BiasFieldCorrection [124], distributed
with ANTs (v2.2.0 [125]; RRID: SCR_004757), and used as T1w-reference throughout the workflow.
The T1w reference was then skull-stripped with a Nipype implementation of the antsBrainExtraction.sh
workflow (from ANTs), using OASIS30ANTs as the target template. Brain tissue segmentation of
cerebrospinal fluid, white-matter and gray-matter was performed on the brain-extracted T1w using the
fast algorithm from FSL (v5.0.9 [126]; RRID: SCR_002823). Volume-based spatial normalization to
one standard space (MNI152NLin2009cAsym) was performed using a symmetric diffeomorphic image
registration method (antsRegistration; ANTs v2.2.0), using brain-extracted versions of both T1w
reference and the T1w template. The following template was selected for spatial normalization: ICBM
152 Nonlinear Asymmetrical template version 2009c ([112]; RRID: SCR_008796; TemplateFlow ID:
MNI152NLin2009cAsym). Many internal operations of fMRIPrep use Nilearn (v0.6.0 [127]; RRID:
SCR_001362), mostly within the functional processing workflow.
Each individually placed AFID was transformed to MNI space and the Euclidean distance was
calculated between each individually placed AFID transformed to MNI space and the group mean for
each AFID placed in MNI space. We term this the real-world Anatomical Target Registration Error
(ATRE). The mean real-world ATRE across all subjects and raters was then calculated in the same
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manner as for the ATLE. The real-world ATRE represents the expected ATRE obtained by a single
rater. The mean ATRE was calculated for linearly and non-linearly registered images. Wilcoxon ranksum tests were used to determine significance between real-world ATREs obtained following both
linear and non-linear registration. Bonferroni correction was used to account for multiple comparisons
with an adjusted p-value of .05/32 as a threshold for significance.
3.2.5 Distance between AFIDs as a biomarker of disease
A possible secondary benefit of the AFIDs protocol was to examine unique morphometric features in
the PD patient population. As such, all pairwise Euclidean distances between AFIDs were computed,
generating 496 distance measures (32*31/2). These values were compared to distances obtained from a
control group of 30 subjects from the OASIS-1 database with AFIDs previously placed [114]. All 30
subjects had maximum Mini-Mental State Exam (MMSE) scores (i.e. 30 out of 30). The mean age was
58.0 ± 17.9, and 17 subjects (56.7%) were female. Age between the two groups was compared using an
unpaired two-tailed t-test, and sex between the two groups was compared using a chi-square test.
Wilcoxon rank-sum tests were used to determine significant differences in pairwise distances between
the two groups, and Bonferroni correction was used to account for multiple comparisons with an
adjusted p-value of .05/496 as a threshold for significance.

3.3

Results

3.3.1 AFID Placement
Out of all 6240 AFIDs placed, 21 were deemed outliers by using a threshold ATLE of greater than 10
mm (0.33%). None of the outliers were placed by expert raters; therefore 0.55% fiducials placed by
novice raters were outliers. All outliers involved placements at some component of the lateral
ventricles, and were as follows (number of outliers for this structure in brackets): right lateral ventricle
at AC (5), left lateral ventricle at AC (6), right lateral ventricle at PC (2), right anterolateral temporal
horn (1), right superior anteromedial horn (1), left superior anteromedial horn (1), right inferior
anteromedial horn (2), left inferior anteromedial horn (2) and right ventral occipital horn (1).
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Figure 3.1: Mean individual rater Euclidean distance from rater average for all anatomical fiducials in
subject space.
Figure 3.1 depicts the distance from the rater average each rater for the 32 AFIDs. The mean
overall ATLE across all AFIDs was 1.57 mm ± 1.16 mm. The mean ATLE across all raters for each
AFID can be seen in Figure 3.2. AFID 25 and 26 (left and right lateral ventricle at AC respectively) had
the highest ATLE at 2.63 mm ± 1.75 mm and 2.79 mm ± 1.95 mm respectively. The AFIDs with the
lowest overall ATLE were AFID 01-02 (anterior commissure and posterior commissure respectively),
with ATLEs of 0.70 mm ± 0.78 mm and 0.55 mm ± 0.34 mm respectively.
Table 3.1 represents the mean ATLE obtained by expert and novice raters. Expert raters overall
had a lower mean ATLE (1.33 mm ± 0.79 mm), compared to novice raters (1.73 mm ± 1.30 mm).
Wilcoxon rank-sum tests for ATLE between expert and novice raters with Bonferroni correction for
multiple comparisons are shown in Table 3.1. Expert raters had a lower ATLE in 29 of the 32 AFIDs. 6
AFIDs had significantly different ATLEs between raters, 5 of which were higher in the novice raters.
The superior interpeduncular fossa (AFID05) however had a greater ATLE obtained by expert raters
compared to novice raters.
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Table 3.1: Mean anatomical target localization error (ATLE) with standard deviation calculated
for expert raters and novice raters.
Fiducial
1
2*
3
4
5*
6
7
8
9
10
11
12
13
14
15*
16*
17
18
19
20*
21
22
23
24
25
26
27
28
29
30
31
32*

Fiducial Name

Expert ATLE (mm)

Novice ATLE (mm)

AC
PC
Infracollicular sulcus
PMJ
Superior interpeduncular fossa
R superior LMS
L superior LMS
R inferior LMS
L inferior LMS
Culmen
Intermammillary sulcus
R MB
L MB
Pineal gland
R LV at AC
L LV at AC
R LV at PC
L LV at PC
Genu of CC
Splenium
R AL temporal horn
L AL temporal horn
R superior AM temporal horn
L superior AM temporal horn
R inferior AM temporal horn
L inferior AM temporal horn
R indusium griseum origin
L indusium griseum origin
R ventral occipital horn
L ventral occipital horn
R olfactory sulcal fundus
L olfactory sulcal fundus
Mean

0.54 ± 0.36
0.41 ± 0.75
0.92 ± 1.00
0.86 ± 1.28
1.60 ± 1.48
1.35 ± 1.75
1.55 ± 1.50
1.61 ± 1.45
1.68 ± 1.27
1.35 ± 0.60
0.64 ± 0.71
0.78 ± 0.78
0.85 ± 1.47
1.41 ± 1.35
1.32 ± 1.41
1.43 ± 1.39
1.30 ± 1.31
1.16 ± 1.00
0.96 ± 0.89
0.98 ± 1.11
1.39 ± 1.35
1.48 ± 1.51
1.45 ± 1.56
1.56 ± 2.19
2.29 ± 2.57
2.46 ± 1.55
1.51 ± 1.87
1.75 ± 1.42
1.34 ± 1.37
1.48 ± 2.17
1.73 ± 1.85
1.55 ± 1.34
1.33 ± 0.79

0.81 ± 0.45
0.65 ± 1.09
1.15 ± 0.71
1.03 ± 1.92
1.16 ± 1.23
1.44 ± 1.35
1.43 ± 1.72
1.99 ± 1.90
1.94 ± 1.44
1.86 ± 0.68
0.78 ± 0.85
0.87 ± 0.92
0.82 ± 1.34
1.53 ± 1.29
2.74 ± 1.45
2.93 ± 1.20
2.02 ± 1.02
1.65 ± 0.93
1.22 ± 1.07
1.47 ± 1.67
1.64 ± 1.60
2.00 ± 1.38
1.78 ± 1.55
1.94 ± 2.40
2.85 ± 2.34
3.01 ± 1.48
2.10 ± 1.64
2.04 ± 1.26
1.91 ± 1.58
2.24 ± 1.30
2.23 ± 1.25
2.29 ± 1.33
1.73 ± 1.30

Wilcoxon rank-sum tests were obtained for each anatomical fiducial (AFID) between expert and
novice raters, with a significance threshold of .05/32. Six AFIDs had significantly different
ATLEs obtained by novice and expert raters (indicated by *). All but one AFID (05) had higher
ATLEs obtained by novice raters. R, right; L, left; AC, anterior commissure; AL, anterolateral;
AM, anteromedial; CC, corpus callosum; IPF, interpeduncular fossa; MB, mammillary body;
LMS, lateral mesencephalic sulcus; LV, lateral ventricle; PC, posterior commissure; PMJ,
pontomesenphalic junction.
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Figure 3.2: Mean anatomical target localization error (ATLE) for each anatomical fiducial (AFID) and
subject. a) bar graph representing the mean ATLE s for each AFID across all 39 subjects + standard
deviation. b) heat-map of mean ATLE s across all raters for each AFID and subject, illustrating the
distribution of ATLE s across all subjects and AFIDs. AFIDs 01, 02, 11, 12, and 13 had the lowest
ATLEs, while AFIDs 25 and 26 had the greatest ATLEs.
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To illustrate the differences in ATLE obtained across all 39 subjects and 32 AFIDs, the mean
ATLE across the five raters was obtained (Figure 3.2a). This produced a 39 by 32 matrix which is
represented as a colormap in Figure 3.2b. Each cell in the matrix represents the mean ATLE across the
five raters for that subject and AFID. This figure illustrates the distribution of errors across the 39
subjects. Some fiducials with a high ATLE, such as AFIDs 25 and 26 demonstrate a consistently higher
error across most subjects. However, other fiducials such as AFIDs 15 and 16 only demonstrate a
higher ATLE in a subset of subjects.
ICC was calculated for each AFID between all raters, expert raters and novice raters,
summarized in Table 3.2. The mean ICC across all AFIDs was .814 between all raters, .912 between
expert raters, and .777 between novice raters. The superior interpeduncular fossa (AFID 05) had the
lowest ICC among both expert and novice raters (.708 and .544 respectively). Otherwise, novice raters
also had a lower inter-rater agreement when placing AFIDs associated with the temporal horns (AFIDs
23 to 26). The left anteromedial temporal horn (AFID26) had the second lowest ICC calculated at .567
between novice raters, but had an ICC of .963 between expert raters.
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Table 3.2: Intraclass correlation coefficient (ICC) calculated for each
anatomical fiducial (AFID) across 39 subjects, across all raters, expert raters
(N=2), and novice raters (N=3)
Fiducial
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32

Fiducial Name
AC
PC
Infracollicular sulcus
PMJ
Superior interpeduncular fossa
R superior LMS
L superior LMS
R inferior LMS
L inferior LMS
Culmen
Intermammillary sulcus
R MB
L MB
Pineal gland
R LV at AC
L LV at AC
R LV at PC
L LV at PC
Genu of CC
Splenium
R AL temporal horn
L AL temporal horn
R superior AM temporal horn
L superior AM temporal horn
R inferior AM temporal horn
L inferior AM temporal horn
R indusium griseum origin
L indusium griseum origin
R ventral occipital horn
L ventral occipital horn
R olfactory sulcal fundus
L olfactory sulcal fundus
Mean

Novice ICC
.674
.855
.877
.805
.544
.726
.739
.796
.818
.877
.798
.765
.770
.756
.778
.764
.762
.872
.937
.886
.873
.723
.706
.637
.625
.567
.829
.836
.924
.926
.748
.673
.777

Expert ICC
.958
.964
.974
.917
.708
.822
.831
.885
.890
.936
.826
.849
.812
.835
.972
.970
.967
.971
.975
.979
.961
.953
.876
.914
.943
.963
.931
.866
.990
.991
.884
.867
.912

Total ICC
.771
.895
.911
.841
.568
.747
.748
.814
.801
.903
.816
.798
.782
.757
.846
.841
.830
.908
.952
.922
.904
.777
.755
.661
.704
.649
.866
.853
.947
.946
.780
.737
.814

ICC was calculated using a two-way random effects model with a single measurement type.
The mean ICC in these three groups was obtained across all AFIDs. R, right; L, left; AC,
anterior commissure; AL, anterolateral; AM, anteromedial; CC, corpus callosum; IPF,
interpeduncular fossa; MB, mammillary body; LMS, lateral mesencephalic sulcus; LV, lateral
ventricle; PC, posterior commissure; PMJ, pontomesenphalic junction.

43

3.3.2 Analysis in MNI Space
To demonstrate the use of AFIDs in determining registration error, subject scans were linearly and nonlinearly transformed to the MNI152NLin2009cAsym brain template. The mean non-linear real-world
ATRE was 3.34 mm ± 1.94 mm and the linear ATRE was 4.15 mm ± 2.03 mm (Table 3.3). Wilcoxon
rank-sum tests for real-world ATREs between linear and non-linear registration showed that fifteen of
the 32 AFIDs had a significantly greater ATRE when using linear registration compared to non-linear
registration (Table 3.3).
Figure 3.3a demonstrates the mean non-linear ATRE across all subjects and raters for each
AFIDs. The anterior commissure (AFID01) had the smallest ATRE calculated at 1.11 mm ± 1.06 mm.
The right and left superior/inferior temporal horns (AFIDs 23, 24, 25, and 26) had the largest ATRE at
4.81 mm ± 1.56 mm, 5.12 ± 1.71 mm, 4.62 ± 1.93 mm, and 4.94 mm ± 2.20 mm respectively. A
heatmap of non-linear ATRE across the 5 raters for each subject and AFID is illustrated in Figure 3.3b.
This figure demonstrates that the AFIDs with the smallest registration error (AFIDs 01, 02, 04, 05, 19,
11, 12, 13, 19, 31 and 32) were robustly decreased across most subjects. Alternatively, AFIDs 23, 24,
25, and 26 had large registration errors across multiple subjects.
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Figure 3.3: Mean anatomical target registration error (ATRE) for each anatomical fiducial (AFID)
and subject. a) bar graph representing the mean non-linear ATRE for each AFID across all 39
subjects + standard deviation. b) heatmap of the mean non-linear ATREs across all raters for each
AFID and subject, illustrating the distribution of non-linear ATREs across all subjects and AFIDs.
AFIDs 01, 02, 11, 12, 13, 31 and 32 had decreased ATREs across most subjects. AFIDs 29 and 30
had large ATREs across most subjects.
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Table 3.3: Mean real-world anatomical target registration error (ATRE) with standard
deviation obtained with linear and non-linear registration of clinical images to MNI space
using fMRIPrep.
Fiducial
1*
2
3
4*
5*
6
7
8
9
10
11
12
13
14
15*
16*
17*
18*
19*
20
21*
22*
23
24
25*
26
27*
28*
29
30
31*
32*

Fiducial Name

MNI Linear ATRE (mm)
mean ± std

MNI Non-linear ATRE (mm)
mean ± std

AC
PC
Infracollicular sulcus
PMJ
Superior interpeduncular fossa
R superior LMS
L superior LMS
R inferior LMS
L inferior LMS
Culmen
Intermammillary sulcus
R MB
L MB
Pineal gland
R LV at AC
L LV at AC
R LV at PC
L LV at PC
Genu of CC
Splenium
R AL temporal horn
L AL temporal horn
R superior AM temporal horn
L superior AM temporal horn
R inferior AM temporal horn
L inferior AM temporal horn
R indusium griseum origin
L indusium griseum origin
R ventral occipital horn
L ventral occipital horn
R olfactory sulcal fundus
L olfactory sulcal fundus
Mean

2.39 ± 1.17
2.43 ± 1.02
2.60 ± 1.13
4.49 ± 1.57
2.61 ± 0.72
2.80 ± 0.81
2.82 ± 0.84
3.11 ± 0.66
3.36 ± 0.90
3.83 ± 1.30
2.68 ± 1.36
2.83 ± 1.37
2.89 ± 1.40
2.88 ± 0.94
5.48 ± 2.32
5.71 ± 2.63
4.72 ± 2.33
4.86 ± 2.47
3.81 ± 1.71
3.17 ± 1.41
4.43 ± 1.18
5.09 ± 1.54
4.24 ± 1.57
5.30 ± 1.96
5.94 ± 1.93
6.28 ± 2.10
4.50 ± 1.35
5.35 ± 1.59
7.43 ± 2.44
7.42 ± 2.92
3.52 ± 1.19
3.84 ± 1.38
4.15 ± 1.40

1.11 ± 0.56
2.05 ± 1.19
2.12 ± 1.14
2.82 ± 1.10
2.06 ± 0.67
3.10 ± 1.07
3.21 ± 1.25
2.86 ± 0.72
3.01 ± 0.79
4.32 ± 1.54
2.05 ± 0.94
2.02 ± 0.88
2.14 ± 0.95
3.45 ± 1.17
3.36 ± 1.55
3.16 ± 1.68
3.21 ± 1.74
2.96 ± 1.71
2.51 ± 1.01
3.39 ± 0.77
2.60 ± 0.99
3.26 ± 1.69
4.66 ± 1.50
5.14 ± 1.64
4.41 ± 1.80
4.81 ± 2.17
3.50 ± 1.36
4.20 ± 1.03
6.81 ± 2.25
7.36 ± 3.14
2.60 ± 0.64
2.58 ± 0.88
3.34 ± 1.32

Wilcoxon rank-sum tests were obtained for each anatomical fiducial (AFID) between linear and non-linear
real-world ATRE, with a significance threshold of .05/32 (*). Linear ATRE was significantly greater in 15
AFIDs. R, right; L, left; AC, anterior commissure; AL, anterolateral; AM, anteromedial; CC, corpus
callosum; IPF, interpeduncular fossa; MB, mammillary body; LMS, lateral mesencephalic sulcus; LV,
lateral ventricle; PC, posterior commissure; PMJ, pontomesenphalic junction.
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3.4

Discussion

AFIDs were developed as a method to provide a point-based distance to evaluate brain image
correspondence [114]. Using a set of standard templates and individual subject datasets, it was
previously found that the AFID placement protocol was reproducible and more sensitive to local
registration error compared to commonly applied voxel overlap measures [114]. The current study
sought to apply the AFIDs framework to a clinical dataset, using a set of MRI images obtained in a
population of patients with PD. First, it was demonstrated that AFIDs could be placed with low error by
both novices and experts. Second, the use of AFIDs to evaluate the transformation of clinical images to
a standard MNI brain template was demonstrated. Point-based measures were used to evaluate local
registration error for each subject.
To investigate the accuracy of AFID placement in a clinical setting, ATLE measurements were
obtained among novice and expert raters. A mean ATLE of 1.57 mm ± 1.16 mm was obtained across all
raters and clinical images. Expert raters generally placed AFIDs with greater accuracy than novice
raters, as evidenced by a lower mean ATLE (1.33 mm ± 0.79 mm compared to 1.73 mm ± 1.30 mm)
and a greater inter-rater reliability. This suggests that prior knowledge of neuroanatomy does aid in the
placement of AFIDs, and that expert raters are more accurate in their use of the AFIDs framework in
clinical applications reliant on accurate MRI registration.
The points with lowest ATLE across all raters were the anterior and posterior commissures
(AFID 01-02; 0.70 mm ± 0.78 mm and 0.55 mm ± 0.34 mm respectively), which has also been found
previously [114,128]. Points associated with the ventricular system had the largest ATLE. However,
errors associated with these AFIDs are not always homogeneously distributed across subjects. For
instance, while the right and left inferior antero-medial temporal horns (AFID 25-26) had a high ATLE
in most subject scans, the right and left lateral ventricles at the anterior commissure (AFID 15-16) only
had a high ATLE in select subject scans (Figure 3.2). This may be a consequence of the decreased
quality clinical images may be subject to, perhaps making some of these structures more difficult to
resolve. Anatomical variability across subjects likely also contributes to an increased ATLE.
Overall, the current findings suggest that both novice and expert raters are able to place AFIDs
within a margin of error in the millimeter range. In fact, the overall ATLE is comparable with errors
obtained in previous AFIDs work [114], with a mean ATLE of 1.27 mm in high resolution template
scans and 1.58 mm in individual scans. It was also found that AFIDs around the ventricular system had
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an increased error, with ATLEs in the 2.0-3.0 mm range. Therefore, despite the heterogeneous nature of
clinically obtained imaging, it has been demonstrated that AFIDs can be placed with millimeter
accuracy.
The use of AFIDs to provide a point-based quantitative metric for registration of clinical images
to a standard MNI template was also evaluated. Using fMRIPrep to perform linear and non-linear
registration resulted in a mean non-linear ATRE of 3.34 mm ± 1.94 mm and mean linear ATRE of 4.15
mm ± 2.03 mm. When comparing linear and non-linear registration, 15 of the 32 AFIDs had
significantly lower ATREs with non-linear compared to linear. Non-linear registration has evidence for
improved registration accuracy; however, accuracy for these registration methods were previously
assessed by calculating voxel overlap in specific ROIs [129–131]. The previous AFIDs work
demonstrated that point-based accuracy measures can provide a more localized quantification of
registration error [114]. In this Chapter, evidence that the AFIDs protocol can be used in a clinical set
of images to provide localized quantification of registration error was demonstrated. Furthermore, a
decreased registration error was obtained through non-linear registration compared to linear
registration.
Figure 3.3 demonstrates the distribution of non-linear registration errors across each AFID and
subject in MNI space. These findings highlight the utility of performing a point-based measure of
registration error, which allows quantification of local areas of registration error for each patient. A
schematic such as this may have utility in clinical and research settings where brain image registration
is required for a set of subjects, allowing for focal areas of misregistration to be quickly identified. In
the current work, it can be seen that AFID 23-26 had a large ATRE across most patients. The non-linear
ATREs obtained were higher than previously reported using MRI images from the OASIS database
(1.80 mm ± 2.09 mm) [114]. Registration may have been affected by the variable quality of clinical
images, baseline structural differences in PD patients, and the use of gadolinium-enhanced images for
which fMRIPrep is not optimized. fMRIPrep was chosen due to its focus on robustness rather than
accuracy, and because it has been demonstrated to achieve accurate registration in the use of traditional
voxel overlap measures [128]. fMRIPrep was used in the previous AFIDs work to define a baseline for
future refinement and elected to use it in this study to aid in directly comparing the results [114].
This study has a number of limitations. It was demonstrated that on average expert raters had a
lower ATLE than novice raters, although this is tentative given the small sample size (novice=3,
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expert=2). Investigating ATLE in 32 AFIDs introduces multiple comparisons which required statistical
correction. However, the sample size of this study may not provide sufficient power in demonstrating
significant differences in ATLE for each AFID. Additionally, clinical imaging may be subject to
variable image quality which can add subjectivity in placing AFIDs. This may result in higher ATLEs
and ATREs, although these results may be more representative of the AFIDs framework applied in a
clinical setting.
Further work is required to automate the placement of AFIDs, providing clinicians with an
efficient method to characterize image registration without the subjectivity of manual AFID placement.
Although the use of AFIDs to investigate biomarkers for patients with PD was demonstrated, future
work is required to further investigate the robustness of these findings and provide more data that can
be used to investigate for subtle biomarkers of neurological diseases.

3.5

Conclusion

In summary, this Chapter demonstrated that the AFIDs framework can be applied to a clinical
population of PD patients with millimeter accuracy. Successful utilization of AFIDs in the context of
neurosurgical planning for stereotactic procedures can provide accurate and quantitative measures of
image registration, potentially improving outcomes from such procedures. AFIDs provide researchers
with the benefit of a common, open framework that can be applied across different studies, allowing for
an aggregation of clinical datasets and comparisons between various neurological conditions.
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Chapter 4: Automatic fiducial
marker detection using common
stereotactic frame systems in
neurosurgery
This chapter is being prepared for submission.
• Gilmore, G., Chalil, A., Seyed, W., & Lau, J. C. (2022). Review of stereotactic frame geometry
and an open-source tool for stereotactic frame detection. Journal of Neurosurgery.

4.1

Introduction

Functional stereotactic neurosurgery encompasses surgical interventions that modulate neurologic
function by targeting specific anatomic structures. This branch of neurosurgery originated in the last
part of the nineteenth century, when superficial and readily accessible cortical areas were considered
targets for ablation and resection [132]. With increasing knowledge of and surgical experience with the
extra-pyramidal system, subcortical structures gained interest as potential surgical targets [133].
Therefore, a method had to be designed to reach structures in the diencephalon and mesencephalon
with maximal accuracy and minimal disturbance of surrounding brain tissue. This led to the
development of the stereotactic frame more than 100 years ago and hence to the introduction of
stereotactic surgery in humans [18,134]. To date, the stereotactic frame is still the gold standard for
stereotactic procedures as it provides a stable platform and offers a high degree of accuracy [135,136].
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The ability to generate a stereotactic coordinate space is not unique to stereotactic frames.
Adhesive fiducial markers, anatomical landmarks and surface matching are methods currently applied
in frame-less image-guided neurosurgery. It has been found that the target registration error (TRE) was
2.49 ± 1.07 mm when using adhesive fiducial markers [137]. This degree of error might be acceptable
for other neurosurgical procedures, but for deep brain stimulation surgery the target structures are
measured in cubic millimeters. Bjartmarz and Rehncrona (2007) performed a direct comparison of
targeting accuracy between frame-based and frame-less methods and found significantly different
errors of 2.5 ± 1.4 mm and 1.2 ± 0.6 mm respectively [138]. The choice of stereotactic imaging
modality, CT or MRI, could impact the targeting accuracy. Sajeev et al. (2013) investigated the impact
imaging modality has on accuracy using the Leksell frame system and obtained an error of 0.57 mm for
CT volumes and 1.41 mm for MRI volumes [139]. Sedrak et al. (2021) found variability in fiducial
localization error between stereotactic frames, reporting 0.58 ± 0.13 mm for Leksell and 0.53 ± 0.03
mm for the BRW [140]. Until now, detection of stereotactic frame markers in volumes has been limited
to the commercial neuronavigation systems. Two of the open-source neuronavigation systems
discussed in Section 1.2.4.2 have made their frame detection algorithm available online, Tactics and
Ogles2. However, Tactics is limited to the Leksell frame and Ogles2 is limited to the RiechertMundinger and Zamorano-Dujovny frame systems. An open-source algorithm that can accommodate
several of the most common frame systems would increase the usefulness of the software as well as the
likelihood of the community adopting the algorithm. The present work describes an algorithm that
handles CT and MRI modalities and is compatible with three common frame systems: Leksell, BRW,
and CRW. The algorithm is provided as a module within trajectoryGuide.

4.2

Methods

4.2.1 Patients
During the period from January 2011 to April 2018, 103 patients living with Parkinson disease
underwent bilateral subthalamic nucleus electrode placement for deep brain stimulation surgery at the
London Health Sciences centre. A subset of 65 patients were used in the present study based on the
following inclusion criteria: 1) surgical plans accessible in the commercial neuronavigation software,
2) N-localizers fully captured in the volume, 3) volume containing the stereotactic frame markers was
only acquired once, and 4) operative notes are complete (i.e. frame settings used, stereotactic
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coordinates etc.). The study was approved by the Human Subject Research Ethics Board (HSREB)
office at the University of Western Ontario (ethics #109045).
4.2.2 Stereotactic frame imaging data
Surgical planning was done using the StealthStation S7 planning station (Medtronic Corp, MN). Prior
to 2017, the Framelink software (v5.4; Medtronic Corp, MN) on the StealthStation S7 was used. From
2017 onward, the Cranial software (v3.0; Medtronic Corp, MN) was used. On the day of surgery, a
stereotactic Leksell frame model G (Elekta instruments, Sweden) was mounted onto the patients’ head.
The Leksell frame is then secured to the bed of the CT using the CT-Adapter (Elekta instruments,
Sweden) and a CT scan (LightSpeed VCT, GE Medical Systems, Chicago, IL, USA) was performed.
The CT scan was acquired with the following parameters: tube voltage, 120 kV; tube current, 145 mA;
data acquisition diameter, 1,331 mm; reconstruction diameter, 320 mm; matrix size, 512×512 voxels;
pixel spacing, 0.625 × 0.625 mm2; axial slices, 96; slice thickness, 0.625 mm (downsampled to 1.25
mm); gantry tilt, 0o. The frame fiducial registration error was extracted from the StealthStation software
and the volumes containing the Leksell frame were exported to be used within trajectoryGuide.
The algorithm was tested on three CT volumes containing the BRW frame system, one CT
volume containing the CRW frame system, and four MRI volumes containing the Leksell frame
system. Since there were so few volumes for these frame conditions, validation was only carried out
with CT volumes containing the Leksell frame system for the current study. Preliminary validation with
the BRW and CRW stereotactic systems was performed on a small number of volumes and are
therefore not included. Future validation will be carried out with a larger sample size for these frame
systems.
4.2.3 Fiducial marker segmentation
The stereotactic imaging fiducial marker detection algorithm consists of two main parts. The first part
identifies candidate voxels that are situated within bright regions belonging to fiducial markers. Within
a single axial slice of the volume, a fiducial marker will contain several candidate voxels (see clusters
in Figure 4.3a). The second part of the algorithm identifies voxels that actually lie within a fiducial
marker and returns the centroid coordinates. The algorithm accepts either MRI or CT modalities and is
compatible with three common stereotactic frame systems: 1) Leksell, 2) BRW, and 3) CRW.
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4.2.3.1

Part 1: Identify candidate voxels

If the input volume is an MRI volume, intensity normalization is first performed on the volume. The
MRI intensity values can have large variation differences between regions [141]. These differences
need to be normalized prior to running the algorithm. The intensity range is set to standard grayscale
image values from 0 (black) to 255 (white). The first step for CT volumes and the next step for MRI
volumes is to apply an intensity threshold. To apply the threshold, each voxel intensity value in the
volume is compared to a set threshold value. The threshold value varies on the stereotactic frame used.
Based on experience with stereotactic CT volumes at our institution, the fiducial markers in the Leksell
frame have a voxel intensity range of 400-700 Hounsfield Units (HU), the CRW has a voxel intensity
range of 400-1300 HU, and the BRW has a voxel intensity range of 200-500 HU. Pixel intensity tuning
was performed with the Leksell frame to determine the optimal CT pixel intensity threshold value
(Figure 4.1). Using stereotactic CT volumes acquired at our institution, it was determined that a CT
pixel intensity of 450 HU resulted in the lowest fiducial registration error so this value was used as the
threshold value. For MRI volumes, the threshold value was set to the mean intensity of the volume.
Voxels with an intensity value greater than the threshold value were set to 1, while voxels with an
intensity value below the threshold value were set to 0 (Figure 4.3b).
f (x)=

x−min (x)
∗255
max( x)−min( x)

(6)

where f ( x) is the standardized pixel intensity, x is the original pixel intensity, min(x) and max(x)
are the minimum and maximum image intensity values, respectively. The resulting value is then
multiplied by 255 to bring it into the range 0-255. This normalization step is a widely accepted step in
MRI preprocessing for machine learning [142–144].
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Figure 4.1: Leksell frame CT pixel intensity threshold and resulting iterative closest point (ICP)
registration error.
The next step was to reduce the artifacts within the volume and isolate the fiducial markers by
generating an image mask. An image mask defines a subset of voxels that are of interest within a
volume. To generate the mask, morphological operations were applied to the threshold image. A
morphological operation is an algorithm that probes an input image with a small shape or template
called a structuring element. The structuring element is a set of voxels with a specific pattern or shape
that defines a region of interest around a voxel (Figure 4.2).
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Figure 4.2: Common structuring elements for morphological
operations in 2D (top row) and 3D (bottom row). The first element of
each title is the method call from the Python library scikit-image
(https://scikit-image.org) to generate the respective shape. The second
element of each title is the dimensions of the respective structuring
element.

Figure 4.3: Image segmentation steps to isolate stereotactic frame fiducials.
Erosion of a binary image sharpens the boundaries of foreground voxels, which will act to make
features in the volume “thinner”. Dilation of a binary image softens the boundaries of foreground
voxels, which will act to make features in the volume “thicker”. Erosion is performed on the threshold
image using a 3D ball structural element with a size of [7x7x7]. The resulting eroded volume contains
frame and skull artifacts but the frame fiducials are no longer present (Figure 4.3c). An initial binary
dilation is applied to the eroded volume using the same structural element from the erosion operation.
55

This step recovers the original shape of the artifacts. A series of subsequent binary dilation operations
are then applied to the dilated volume to overestimate the boundaries of the artifacts, which ensures
their removal (Figure 4.3d). The final masked image is generated by intersecting the threshold volume
with the inverse of the mask, which will recover the frame fiducials and minimize skull and frame
artifact (Figure 4.3e).
4.2.3.2

Part 2: Determine fiducial marker centroid coordinates

It needs to be determined which voxel candidates described in section 4.2.3.1 are associated with an Nlocalizer fiducial and remove all other candidates. To determine which voxels belong to the same object
a Connected Component Analysis (CCA) is used. The CCA method will search the input image for
neighbouring voxels that share the same value. As long as neighbouring pixels share the same value,
they will be labelled as a single region (Figure 4.5a). All connected regions are assigned the same
integer value to form clusters of connected voxels. Within a single axial slice, each voxel cluster is
averaged to obtain the coordinates of the cluster centroid (Figure 4.5b).
4.2.4 Point-based registration
An iterative closest point (ICP) registration was performed to align the detected N-localizer points from
the volume to a target frame template constructed with known frame geometry. The ICP was performed
using The Visualization Toolkit library class vtkIterativeClosestPointTransform (VTK; v9.0). ICP
registration parameter tuning was performed to determine the most optimal settings that resulted in the
lowest frame fiducial registration error (FRE) (Figure 4.4). The final ICP registration parameters were:
rigid 6 DOF, 100 iterations, 450 landmarks, no centroid matching, 0.001 maximum mean distance, and
RMS was used as mean distance metric. Once the registration had completed, the mean error was
calculated using the VTK library class vtkCellLocator (see Listing 4.1). This method finds the closest
point in the target model for each point in the source model, the distance between the two points is
computed.
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Listing 4.1: Implementation of mean distance calculation between a source and target after a
registration has been applied. This implementation uses the VTK class vtkCellLocator to find the
closest point in the target object that matches the source point.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27

import vtk
import math
import numpy as np
cellId = vtk.mutable(0)
subId = vtk.mutable(0)
dist2 = vtk.mutable(0.0)
locator = vtk.vtkCellLocator()
locator.SetDataSet(inputTargetModel.GetPolyData())
locator.SetNumberOfCellsPerBucket(1)
locator.BuildLocator()
totalDistance = 0.0
sourcePoints = inputSourceModel.GetPoints()
for sourcePointIndex in range(sourcePoints.GetNumberOfPoints()):
sourcePointPos = np.zeros(3)
# get source point coords
sourcePoints.GetPoint(sourcePointIndex, sourcePointPos)
# need to both be 1x4 array
tSourceP = np.append(np.zeros(3), 1)
sourcePointPos = np.append(sourcePointPos, 1)
# transform source using ICP transform
icpTransform.MultiplyPoint(sourcePointPos, tSourceP)
surfaceP = np.zeros(3)
# find the squared distance between the points
locator.FindClosestPoint(tSourceP[:3], surfaceP, cellId, subId, dist2)
# take the square root to get the Euclidean distance between the points
totalDistance = totalDistance + math.sqrt(dist2)
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Figure 4.4: Leksell frame iterative closest point (ICP) registration tuning parameters. a) ICP without
initial centroid matching between source and target. b) ICP with initial centroid matching between
source and target. Centroid matching starts the ICP registration process by first translating the centroid
of the source points to the target centroid so they both coincide.
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Figure 4.5: Image segmentation pipeline to locate frame fiducial markers. a) candidate voxel
clusters and computed fiducial marker centroids segmented in a CT volume, and b) a threedimensional rendering of all the fiducial marker centroids computed in a CT volume. The fiducial
markers were generated by a Leksell model G frame N-localizer system.
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4.2.5 Statistical analysis
All analysis was performed in Python (v3.7). Frame FRE was defined as the root-mean-square (RMS)
distance between the detected frame fiducials in the volume and the frame model after ICP registration
was applied (see Figure 1.1). The StealthStation provides an average frame FRE during the frame
detection step. These error values were extracted for all patients in the study. In trajectoryGuide, the
frame FRE was computed for all N-localizer points and the average was used in the analysis.
An ICC was used to measure the reliability of registration error between StealthStation and
trajectoryGuide. ICC quantifies both the degree of correlation and agreement between measurements
[145]. A scatter plot was generated using the registration errors from both StealthStation and
trajectoryGuide; the line of quality was drawn. Since the interest was to examine the consistency of the
reported registration error between StealthStation and trajectoryGuide on the same subjects a meanrating (k=2), absolute-agreement, 2-way mixed-effects model was used [145]. ICC was computed using
the Python package Nipype (v1.6.1). Normality was checked using a Q-Q plot and running the ShapiroWilk test. The Q-Q plot was generated by plotting the quantiles for registration error difference values
on the y-axis versus the quantiles of a theoretical normal distribution in the x-axis. ICC values are less
accurate when data dispersion is limited. The coefficient of variance (CoV) was computed to
investigate the dispersion of error values reported by both StealthStation and trajectoryGuide. CoV is
the ratio of standard deviation to the mean, quantifying the extent of variability in relation to the mean.
A Bland-Altman analysis was used to measure the agreement between StealthStation and
trajectoryGuide on reported frame fiducial marker registration error. The mean error of StealthStation
and trajectoryGuide was plotted against the error difference between the two systems. The difference
between two error measurements (StealthStation - trajectoryGuide) was plotted as the y-coordinate and
the mean of the error measurements ((StealthStation + trajectoryGuide)/2) was plotted as the xcoordinate. The bias (mean difference) between two methods is a measure of the lack of agreement and
is estimated by the mean difference and the variation around the bias is estimated as the standard
deviation (sd) [146]. The distribution of the error differences was checked for normality and the
variation of the results was calculated (±1.96 x 2sd) and referred as the limits of agreement (LoA)
[146]. The LoA values indicate that 95% of the data points range between the limits of mean difference
(±1.96 x 2sd) and was used to visually examine the agreement between the two systems. The
confidence intervals (CI) were computed for the bias and LoA. Bland-Altman analysis was performed
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using the Python (v3.7) code in Listing 4.2. The a priori clinically acceptable limit for the LoA was
equal to the in-plane voxel resolution of the CT volumes (0.625 × 0.625 = 0.390 mm). If the LoA does
not exceed this value then the results are clinically acceptable.
Listing 4.2: Python implementation of Bland-Altman analysis of frame fiducial marker
registration error from the StealthStation and trajectoryGuide.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

import numpy as np
import pandas as pd
import stats

# limit of agreement
LoA = 1.96
# import excel data
xls = pd.ExcelFile("../frame_registration_analysis.xlsx")
df = xls.parse("reg_error", header=0)
# compute mean of raw values and mean/std of value differences
data1 = df["stealth_error"]
data2 = df["trajectoryGuide_error"]
mean =
diff =
mnDiff
sdDiff

np.mean([data1, data2], axis=0)
data1-data2
= np.mean(diff)
= np.std(diff, axis=0)

# compute bland-altman metrics
confidenceIntervals_mean = stats.t.interval(
0.95, len(diff)-1, loc=mnDiff, scale=sdDiff/np.sqrt(len(diff))
)
stdErrorLoA = ((1/len(diff))(LoA**2/(2*(len(diff)-1))))*(sdDiff**2)
rangeLoA = np.sqrt(stdErrorLoA)*stats.t._ppf((1-0.95)/2.0, len(diff)-1)
upperLoA = ((mnDiff+LoA*sdDiff)+rangeLoA,(mnDiff+LoA*sdDiff)-rangeLoA)
lowerLoA = ((mnDiff-LoA*sdDiff)+rangeLoA,(mnDiff-LoA*sdDiff)–rangeLoA)
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4.3

Results

4.3.1 Frame fiducial marker registration error
Analysis was performed on 65 CT scans that contained the fiducial marker artifacts from the Leksell
model G frame. The mean frame FRE from the StealthStation was 0.242 ± 0.087 mm and from
trajectoryGuide it was 0.203 ± 0.033 mm (Figure 4.6a). The difference in registration error between the
two systems was normally distributed (Figure 4.6b) based on the Q-Q plot of the differences (Figure
4.6c) and the Shapiro-Wilk test (W=0.982, p=.456). CoV for the StealthStation was 35.98% and the
CoV for trajectoryGuide was 16.15%.

Figure 4.6: Leksell frame fiducial registration error (FRE) between the StealthStation and
trajectoryGuide. a) distribution of the frame registration errors reported by each system (scatter
points indicate the raw values for each subject). b) histogram of the registration error difference
between the two systems. c) QQ-plot confirming the difference in registration error was
normally distributed (red line indicates the 45-degree reference line).
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The StealthStation only provided an overall frame FRE value for all the fiducial markers
combined. However, in trajectoryGuide the frame FRE for each N-localizer fiducial marker was
isolated (Figure 4.8). Table 4.1 summarizes the errors in the (x, y, z) axes and the total RMS error for
each fiducial.

Figure 4.7: Euclidean distance between the source points and the target template following registration.
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Table 4.1: Leksell frame fiducial registration error for each fiducial marker reported by
trajectoryGuide. The errors were separated into the x, y, and z axes components. Axis values are
distance between the obtained and expected position of the fiducial marker.
Fiducial

X-axis mean ± sd

Y-axis mean ± sd

Z-axis mean ± sd

1
2
3
4
5
6
7
8
9

-0.063 ± 0.075
0.053 ± 0.069
-0.032 ± 0.063
-0.006 ± 0.063
-0.068 ± 0.032
-0.026 ± 0.056
0.129 ± 0.054
0.008 ± 0.072
-0.001 ± 0.088

0.143 ± 0.060
-0.019 ± 0.057
0.104 ± 0.058
-0.092 ± 0.079
-0.227 ± 0.063
-0.134 ± 0.073
0.098 ± 0.044
-0.045 ± 0.060
0.173 ± 0.062

0.000 ± 0.000
-0.019 ± 0.057
0.000 ± 0.000
0.000 ± 0.000
0.068 ± 0.032
0.000 ± 0.000
0.000 ± 0.000
-0.045 ± 0.060
0.000 ± 0.000

Root mean square
error
0.220
0.182
0.173
0.174
0.282
0.187
0.204
0.171
0.239

4.3.2 Neuronavigation system agreement
The reliability between both systems on reported frame FRE was moderate, with an ICC of .774
(Figure 4.8a). The system agreement showed a slight bias of -0.016 ± 0.072 mm (CI: 0.018, 0.059), a
lower of agreement of -0.165 mm (CI: -0.196, -0.134), and an upper limit of agreement of 0.133 mm
(CI: 0.102, 0.164) (Figure 4.8b).
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Figure 4.8: Comparison of StealthStation and trajectoryGuide Leksell frame fiducial registration error
(FRE). a) Correlation plot of the frame FRE between systems. b) Bland-Altman plot showing bias and
limits of agreement between systems (n=65). On the correlation plot, the dashed line is the line of
equality. On the Bland-Altman plot, the blue dashed line indicates the bias (mean difference) with 95%
CI (light blue area), the pink dashed lines show the limits of agreement with 95% CI (pink shaded
areas), and the solid black line indicates zero mean difference. The upper and lower limits of agreement
were (± 1.96 x 2sd). CI=confidence intervals, sd=standard deviation.

4.4

Discussion

In this Chapter, a stereotactic frame detection algorithm was presented. The frame registration error
was compared with a commercial gold standard neuronavigation system. The mean frame FRE from
the StealthStation was 0.242 ± 0.087 mm and from trajectoryGuide it was 0.203 ± 0.033 mm. The
reliability of the frame FRE reported between both systems was low (ICC = .774). There was slight
bias of -0.016 mm in favour of the trajectoryGuide with limits of agreement between -0.165 and 0.133
mm. No noticeable pattern was observed when the errors were separated into fiducial components
(Figure 4.7).
Few studies have reported stereotactic frame algorithm validations. In a recent study, Adair et
al. (2020) presented their software tool Tactics and demonstrated the validity of the frame detection
algorithm [36]. Using targets defined in an imaging phantom, they reported a targeting accuracy of 0.72
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± 0.20 mm. Direct comparison to this study cannot be made as the reported error value is TRE; an FRE
value was not provided. Maciunas et al. (1994) used an image phantom to test the accuracy of several
commercial stereotactic frame systems, they reported the Leksell frame had an accuracy of 1.7 ± 0.10
mm [136]. Interestingly, they explored the effect of volume slice thickness on frame accuracy. They
found a slice thickness of 4.0 mm resulted in an error of 2.6 ± 1.40 mm and a slice thickness of 8.0 mm
resulted in an error of 5.4 ± 2.40 mm [136]. They plotted the volume slice thickness against the frame
accuracy and obtained a correlation coefficient of .942, which suggests a strong correlation between
slice thickness and frame accuracy [136]. This highlights the importance of image acquisition with
appropriate parameter settings; ensuring an optimal slice thickness is set for the stereotactic CT
volume. In the current study, the CT scans had a slice thickness of 1.25 mm. However, it would be
advantageous to demonstrate the accuracy of the proposed algorithm on CT volumes with larger slice
thicknesses in a future study.
The CT scanner gantry is a ring-shaped structure that contains the x-ray tube; the patient table is
moved through the gantry during image acquisition. Normally, the gantry is perpendicular to the patient
table, however, there are instances when the gantry might be angled to reduce CT image artifact. Zylka
and Wischmann (1996) demonstrated a tilt of the gantry can lead to severe image distortion of up to 2.0
mm [147]. Maciunas et al. (1994) explored the effect CT scanner gantry tilt had on stereotactic frame
accuracy and found an angulation of the stereotactic frames with respect to the image acquisition plane
worsened the accuracy [136]. For instance, when the CRW frame was parallel to the acquisition plane
the accuracy was 1.8 ± 1.1 mm and when it was angled with respect to the acquisition plane the
accuracy was 2.2 ± 1.1 mm [136]. Their finding may help explain the registration error reported in
Table 4.1. In Table 4.1, the x-axis and y-axis registration errors appear reasonable while the z-axis error
returned unexpected errors. The z-axis registration error was zero for the vertical fiducial bars: 1, 3, 4,
6, 7, 9. At our institution, the Leksell frame is placed into a CT-Adapter that is attached to the bed of
the CT scanner. Assuming the gantry tilt is zero, the vertical fiducial bars would run parallel to the
acquisition plane and the position of the artifact they produce would remain relatively consistent across
CT slices (circular artifact). However, the position of the artifact produced by the diagonal fiducial bars
would change between adjacent CT slices (oblique artifact); it moves its position with the depth of the
slice.
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All subjects had the same CT acquisition parameters (in-plane resolution of 0.625 × 0.625 mm 2; slice
thickness of 1.25 mm), which means the voxel main diagonal was [(0.625) 2 + (0.625)2 + (1.25)2]1/2 =
1.53 mm. Therefore, for the diagonal bars, there would be spatial uncertainty about the z-axis position
within a voxel.
The overall frame FRE reported by trajectoryGuide (0.203 ± 0.033 mm) was smaller than the
in-plane voxel resolution of the CT volume (0.625 × 0.625 = 0.390 mm). At first glance, this might
seem implausible since the image voxel is the minimal element that makes up the structure of the
localization data. However, if the fiducial artifacts are larger than the dimensions of a voxel then, when
the centre of the fiducial is computed, additional spatial information is obtained from surrounding
voxels. An ideal fiducial marker is one that is as large as possible.
Examination of the CoV for the error distributions show there is a restricted range of
registration error values (Figure 4.6). Mehta et al. (2018) discuss the limitations of performing ICC
when the distribution of scores are restricted [148]; a narrow range of data values will result in a low
ICC [121]. Since ICC compares within subject variability to the total variability, if the variance
between patients is low the ICC will also be low [148]. One contributing factor to the restricted range
was the error metric (RMS). RMS can never take on a negative value, which means the error
distribution is bounded by zero on one side. Another contributing factor to the restricted range is the
surgeon attempts to minimize the frame FRE to as close to zero as possible. If the frame FRE is large
the surgeon may re-scan the patient to lower the FRE. Thus, there is a natural bias for smaller frame
FRE values. A follow-up study should be carried out using an imaging phantom that would enable
larger registration errors and provide a less restricted distribution of data points.

4.5

Conclusion

An open-source stereotactic frame fiducial marker detection algorithm was developed to work with
three common stereotactic frame systems. Validation of the algorithm was performed with 65 patient
CT scans containing the Leksell frame. The algorithm fiducial registration error was compared to a
gold-standard neuronavigation system (StealthStation). Overall, the StealthStation fiducial registration
error was 0.254 ± 0.109 mm and the developed algorithm had an error of 0.203 ± 0.033 mm. Reliability
was low between systems with an ICC score of .774. The limits of agreement between the two systems
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was below the a priori (equal to the in-plane CT voxel resolution). Additional validations will need to
be conducted for the BRW and CRW stereotactic frames with this algorithm.
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Chapter 5: Open-source
storage structure for
electrophysiology data and
signal preprocessing
5.1

Introduction

Electrophysiology data is important for clinical care in several keyhole neurosurgical procedures
including DBS and SEEG. Among the medical centres that perform these procedures, the equipment
used to collect the data often differs. The data is stored in proprietary formats, which presents a
challenge when attempting to share data between institutions. Furthermore, important metadata about
the way the recordings were collected may not be stored (i.e electrode impedance, channel labels etc.).
To enable sharing of this data it is important to establish a standard data storage format that can be
adopted by many institutions.
The Brain Imaging Data Structure (BIDS) is a standard for storing neuroscience data in a way
that makes the dataset transparent and re-usable [149]. It has recently been extended to SEEG (iEEGBIDS) data collected from electrodes implanted in the brain of patients with epilepsy [150].
Application to electrophysiology data from DBS procedures has not been explored. The primary
objective of this Chapter is to present a generic data storage workflow that adheres to the BIDS
standard, but can be applied to any type of electrophysiology data in neurosurgery (i.e. MER data,
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SEEG data). A software program was developed called data2bids, which wraps the data conversion
workflow in a user-friendly graphical user interface (GUI).
One advantage of storing data according to the BIDS standard is the possibility to use a BIDS
application (BIDS app), which is a stand-alone analysis pipeline that can take any BIDS formatted data
as input. If the input data is compliant with the BIDS data storage structure, the pipeline can be run
with the data. Automating the interpretation of electrophysiology signal is an area of interest for many
research centres. Therefore, the secondary objective of this Chapter is to develop a BIDS application
pipeline, called ephysPrep, which extracts signal features from electrophysiology data in preparation
for training a machine learning model. The feature extraction pipeline will run on any data stored in
accordance with the modified iEEG-BIDS format outlined in Section 5.2.5. Training and implementing
a machine learning model that automatically interprets the electrophysiology data could reduce manual
interpretation time and provide objective/quantitative signal metrics.

5.2

Methods

5.2.1 Electrophysiology database
For both DBS and SEEG procedures, the patients were seen in the preoperative area where a
stereotactic Leksell frame model G (Elekta instruments, Stockholm, Sweden) was affixed to the head
after local anesthetic injection at the Leksell frame pin sites (lidocaine 2% mixed with bupivacaine
0.5% [50:50] with epinephrine [1:200,000]). The Leksell frame was then secured to the bed of the CT
using the CT-Adapter (Elekta instruments, Stockholm, Sweden) and a CT scan (LightSpeed VCT, GE
Medical Systems, Chicago, IL, USA) was performed. The CT scan was acquired with the following
parameters: tube voltage, 120 kV; tube current, 145 mA; data acquisition diameter, 1,331 mm;
reconstruction diameter, 320 mm; matrix size, 512×512 voxels; pixel spacing, 0.625 × 0.625 mm 2;
axial slices, 96; slice thickness, 0.625 mm (down-sampled to 1.25 mm); gantry tilt, 0o.
Microelectrode recordings were gathered from 210 bilateral STN-DBS surgical cases between
the years 2005-2020 at University Hospital in London, ON, Canada. To capture intraoperative
electrophysiology data, the Leadpoint recording station (Leadpoint 5, Medtronic) was used prior to
2017. In 2017, the NeuroOmega system was used (Alpha Omega, Nazareth, Israel). In general, five
microelectrodes (anterior, posterior, centre, medial, and lateral) were inserted into the Ben-Gun for both
systems. The microelectrodes had an impedance of 0.5-1.0 mΩ at 1kHz for the Leadpoint system and
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0.2-8.0 mΩ at 1kHz for the Neuro Omega system (microelectrodes for both systems had a 60 µm
diameter and were coated tungsten). Signals were recorded from 10.0 mm above the preoperatively
determined target point to well below the ventral (bottom) border of the STN, generally looking for
activity indicative of the substantia nigra (~4.0-5.0 mm below the target point). The drive was initially
advanced in 1.0 mm increments and then in 0.5 mm increments within the target nucleus. At each
depth, advancement was paused to allow any drive or neural artifact to be resolved. Once a clean signal
was visualized a 10-20 second recording was collected prior to advancing the microelectrodes further.
The signals were sampled (Leadpoint: 24kHz, 8-bit; NeuroOmega: 44kHz, 16-bit), amplified
(Leadpoint gain: 10,000; NeuroOmega gain: 20,000) and digitally filtered (Leadpoint: bandpass=50050,00Hz, notch=60Hz; NeuroOmega: no filters applied). Collection of this data was approved by the
Human Subject Research Ethics Board (HSREB) office at the University of Western Ontario (REB
#109045).
SEEG depth electrode recordings were gathered from 72 surgical cases between the years 20182021. All SEEG cases were planned using Neuroinspire™ planning software and electrodes were
implanted using the Neuromate® stereotactic robot (Renishaw plc, Gloucestershire, United Kingdom).
Perioperatively, all patients receive 2 g cefazolin in combination with 10 mg dexamethasone
intravenously. Positioning was supine at 30° with the head fixed in the Leksell frame, which was
mounted to the operating table holder. After induction of general anesthesia, followed by endotracheal
intubation, Fluoroscopy was installed in an anterior-posterior direction. All electrodes were implanted
in the same manner. Through 2.4-mm twist drill holes, 10-contact Ad-Tech Medical Instrument
Corporation (Racine, Wisconsin) electrodes for SEEG with 3-, 4-, 5-, or 6-mm spacing (0.86-mm
diameter) were implanted under fluoroscopy and secured with bolt anchors. At the end of the case,
bilateral 5-mm 4-contact reference electrodes were placed into the frontoparietal galea. After
dismantling the Leksell frame, the bolt anchors were padded with sterile gauze to prevent kinking of
the electrodes. After extubation, the patient was transferred to the postoperative anesthetic care unit. A
non-contrast CT was performed using the same parameters as described above. The SEEG signals were
digitally recorded (Natus Quantum, Pleasanton, CA) with a sampling rate of either 1,024 Hz or 2,048
Hz and 16-bit precision. Signals were referenced to the subdermal reference electrode. All SEEG
patients were adults with refractory epilepsy and all underwent long-term intracranial monitoring in the
Epilepsy Monitoring Unit (EMU) at University Hospital in London, ON, Canada. Collection of this
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data was approved by the Human Subject Research Ethics Board (HSREB) office at the University of
Western Ontario (REB #114420).
5.2.2 Data storage format
The iEEG-BIDS standard has selected the European Data Format (EDF) to be one of the acceptable
data storage formats. EDF is a simple and flexible format for exchange and storage of multichannel
biological and physical signals. An extension of EDF, named EDF+, was developed in 2002 and
provides a few advantages: the files can contain interrupted recordings, and annotations can be stored
within the file along with stimuli/events [151]. EDF files consist of a “header record” (of type ascii)
that describes the contents of the file and the experimental settings. The header record is split into two
parts: measure and channel information. The measure information contains general metadata about the
recording while the channel information contains specific metadata about each channel used to record.
The electrophysiology data samples (of type int16) are stored after the header record in blocks called
“data record(s)”. Each data record contains the data samples acquired during a period of time specified
in the header as “duration of data record”, and the total number of blocks in the file are “number of data
records”. EDF allows the acquisition of signals at different sampling rates; the number of samples per
signal in each data record is defined in the header record as “number of samples in data record”.
As an example, signal A and signal B are acquired at 100 Hz and 5 Hz respectively. The data are
saved every 20 seconds (duration of data record = 20). Thus, one block of data (a data record) would
consist of 2000 samples (number of samples in data record = 100 Hz * 20 secs = 2000) from signal A
followed by 100 samples (number of samples in data record = 5 Hz * 20 seconds = 100) from signal B.
If the header indicates that there are 70 blocks (number of data records = 70), then the total duration of
the recording would be 70 x 20 = 1,400 seconds (number of data records * duration of data record).
The organization of the EDF file is illustrated in Figure 5.1.
Clinically, the collection of MER data differs from how SEEG data is collected so the iEEGBIDS standard had to be adapted to handle various types of data. One key difference is the coordinates
of data recording in the brain. In SEEG recordings, the electrodes remain stationary so the recording
site coordinates are fixed. However, the MER recording site coordinates change continuously as the
microelectrodes are lowered deeper into the brain. Each depth of MER data is stored as a new epoch,
which results in many discontinuous data files. Fortunately, the EDF+ format works well with both
continuous and discontinuous recordings.
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Figure 5.1: European data format (EDF) specification file structure.
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5.2.3 Electrophysiology data export
As previously discussed, the electrophysiology data is acquired using various commercial recording
equipment that store data in proprietary formats. The first step in conversion is extracting the data from
these proprietary files and storing it in the EDF file structure. The systems used to record MER and
SEEG data were discussed in Section 5.2.1. The goal was to make data conversion to BIDS fully
automatic for these systems.
Medtronic no longer provides support for the Leadpoint system and they could not provide
information about the proprietary Leadpoint data file format structure. However, the Leadpoint system
comes with a program that extracts the data from the proprietary files and stores the data within text
(.txt) files. Once the data is in text format, the conversion to EDF is automatic. Thus, until the
Leadpoint proprietary data file format structure is known the data conversion to BIDS will be semiautomatic for this system. Alpha Omega provided detailed information about their proprietary data file
format structure (file extension .mpx). This enabled the development of a Python (v3.7) function that
can parse data directly from the Alpha Omega data files enabling a fully automatic BIDS conversion
pipeline for Alpha Omega system.
SEEG data is stored in a Natus proprietary data file format, which has an unknown file
structure. However, Natus provides a command-line tool to export the data from the proprietary format
and store the data within EDF files. The Natus tool is called EDFExport. Thus, until the Natus
proprietary data file format structure is known the data conversion to BIDS will be semi-automatic for
this system.
5.2.4 Software for Electrophysiology data conversion
A software program was developed called data2bids, which was built with Qt and the Python module
Pyside2 (v5.12.4). data2bids wraps the modified iEEG-BIDS conversion pipeline in a user-friendly
GUI that provides options to customize the data conversion. The conversion of electrophysiology data
is carried out using the QRunnable Worker class from Pyside2, which is a binding for the Qt toolkit.
The QRunnable Worker class handles job execution by running on a separate thread from the main
data2bids GUI thread. This is an important point as the data files can be quite large and would
otherwise block the main thread until the task was finished. This would prevent the user from being
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able to interact with the data2bids GUI while the conversion is running (i.e. press the ‘Pause’ or
‘Cancel’ buttons). The data2bids program is illustrated in Figure 5.2.

Figure 5.2: data2bids software program for converting electrophysiology data to a modified iEEGBIDS data structure
5.2.5 Components of open-source electrophysiology data structure
Prior to describing the output files from data2bids, two key attributes of the BIDS standard need to be
discussed. Within the BIDS standard, a “session” is defined as a logical grouping of data across
patients. In the context of MER data, a session is synonymous with a single operation day visit. In the
context of SEEG data, a session is synonymous with a full 24hr recording of data while the patient
stays in the EMU (each sequential day in the EMU). A “run” is an uninterrupted data acquisition event
with the same acquisition parameters. In the context of MER data, each hemisphere implanted would
be a separate run. In the context of SEEG data, there would generally be 1 run unless the recording was
stopped and started again.
Each session will have a single electrodes metadata file that describes the physical
characteristics of the electrodes used and each EDF file within a run will have 3 accompanying
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metadata files. As an example, the output directory for bi-lateral DBS would consist of 1 session (1
operating room visit) and 2 runs (1 run/hemisphere) resulting in 9 output files ([2 runs * 3 metadata
files] + 2 EDF files + 1 electrodes file = 9 files). In this scenario, each hemisphere implanted would be
a separate run. The output directory, for an SEEG patient who spent 9 days in the EMU (no interrupted
recordings), would contain 45 output files ([[1 run * 3 metadata files] + 1 EDF file + 1 electrodes
file]*9 sessions = 45 files).
The file naming and metadata file variable naming are preserved when possible to match the
iEEG-BIDS standard. As mentioned above, each EDF file in the output directory is accompanied by 3
metadata files containing information about the recording data and each session has an electrodes
meatadata file (Figure 5.3).

Figure 5.3: modified iEEG-BIDS output directory
structure.
5.2.5.1

Sidecar *_ieeg.json file

The sidecar *_ieeg.json file stores metadata information about the data recording run. Information such
as the sampling rate, signal filters, and the institution where the data was collected (Figure 5.4). Each
EDF file will have an associated *_ieeg.json file. The following information is stored within the
*_ieeg.json file (see Figure 5.4 and 5.5 for examples):
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•

TaskName: name of the task, no two tasks should have the same name (i.e. full for a full
recording)

• InstitutionName: name of the institution in charge of the equipment that produced the data.
• InstitutionAddress: address of the institution that produced the data
• Manufacturer: manufacturer of the data recording system
• ManufacturersModelName: manufacturer's designation of the equipment model
• SamplingFrequency: sampling frequency (in Hz) of all the channels in the recording
• HardwareFilters: the frequencies of the temporal hardware filters applied (note: if no filters are
applied, n/a is used)
• SoftwareFilters: the frequencies of the temporal software filters applied (note: if no filters are
applied, n/a is used)
• *ChannelCount: number of the respective channels included in the recording (i.e. SEEG, EEG,
ECG etc.). Note: SEEG is also used to represent MER channels
• PowerLineFrequency: frequency (in Hz) of the power grid where the recording was done (for
example, 50 or 60)
• RecordingDuration: length of the recording in decimal hours
• RecordingType: defines whether the recording is continuous, discontinuous or epoched
• for MER data this should be ‘epoched’ unless the data is recorded during microelectrode
movement
• SubjectArtefactDescription: freeform description of the observed subject artifact and its
possible cause (i.e. "door open", "nurse walked into room at 2 min", "seizure at 10 min")
• iEEGPlacementScheme: freeform description of the placement of the electrodes
• for MER data using Ben-gun could be either “plus” or “cross” formation
• for SEEG data could be left/right/bilateral/depth/surface (i.e. “bilateral hippocampal
depth”)
• iEEGReference: general description of the reference scheme used and (when applicable) of
location of the reference electrode in the raw recordings (i.e. "bipolar", “subdermal”)
• ElectrodeManufacturer: manufacturer for the electrodes used during the recording
• ElectricalStimulationParameters: free form description of stimulation parameters
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{

}

{

"TaskName": "full",
"InstitutionName": "Western University",
"InstitutionAddress": "339 Windermere Rd",
"Manufacturer": "Alpha Omega",
"ManufacturersModelName": "Neuro Omega",
"SamplingFrequency": 44000,
"HardwareFilters": {
"HighpassFilter": {"Cutoff (Hz)": 0.0},
"LowpassFilter": {"Cutoff (Hz)": "n/a"}},
"SoftwareFilters": "n/a",
"EEGChannelCount": 0,
"EOGChannelCount": 0,
"ECGChannelCount": 0,
"EMGChannelCount": 0,
"ECOGChannelCount": 0,
"SEEGChannelCount": 3,
"MiscChannelCount": 0,
"TriggerChannelCount": 0,
"PowerLineFrequency": 60,
"RecordingDuration": 0.258,
"RecordingType": "continuous",
"SubjectArtefactDescription": "",
"iEEGPlacementScheme": "Plus",
"iEEGReference": "",
"ElectrodeManufacturer": "Alpha Omega",
"ElectricalStimulationParameters": ""

}

Figure 5.4 Contents of the ieeg.json sidecar
file for MER data.
5.2.5.2

"TaskName": "full",
"InstitutionName": "Western University",
"InstitutionAddress": "339 Windermere Rd",
"Manufacturer": "Natus",
"ManufacturersModelName": "Quantum",
"SamplingFrequency": 2048,
"HardwareFilters": {
"HighpassFilter": {"Cutoff (Hz)": 0.0},
"LowpassFilter": {"Cutoff (Hz)": "n/a"}},
"SoftwareFilters": "n/a",
"EEGChannelCount": 0,
"EOGChannelCount": 0,
"ECGChannelCount": 0,
"EMGChannelCount": 0,
"ECOGChannelCount": 0,
"SEEGChannelCount": 90,
"MiscChannelCount": 0,
"TriggerChannelCount": 0,
"PowerLineFrequency": 60,
"RecordingDuration": 23.789,
"RecordingType": "continuous",
"SubjectArtefactDescription": "",
"iEEGPlacementScheme": "bilat hippocampal depth",
"iEEGReference": "subdermal",
"ElectrodeManufacturer": "Adtech",
"ElectricalStimulationParameters": ""

Figure 5.5 Contents of the ieeg.json sidecar file
for SEEG data.

*_channels.tsv file

A distinction exists between an “electrode” and a “channel”. The electrode is a physical object used to
acquire the signal and is the point of contact between the recording site and recording system. A
channel is a single analog-digital converter within the recording system that converts the analog
recording site signal into a digital time series. The *_channels.tsv file contains metadata related to the
recording system and how each channel was set-up for the recording (Table 5.1). Within a recording
session, every run would have an associated *_channels.tsv file with the following information (see
Table 5.1 and 5.2 for examples):
• name: label of the specific channel
• type: type of channel (i.e. MER, SEEG, EEG, EOG, ECG etc.)
• units: physical unit of the value represented in this channel (i.e. μV for microvolts).
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• low_cutoff: frequency used for the low pass filter applied to the channel in Hz (note: if no low
pass filter was applied, n/a is used)
• high_cutoff: frequency used for the high pass filter applied to the channel in Hz (note: if no high
pass filter was applied, n/a is used)
• sampling_frequency: sampling rate of the channel in Hz
• notch: frequency used for the notch filter applied to the channel in Hz (note: if no notch filter
was applied, n/a is used)
• reference: label for the reference (i.e. 'mastoid', 'ElectrodeName01', 'intracranial' etc.). If the
channel is not known then n/a is used
• group: which group of channels this channel belongs to. This is relevant because one group has
one cable-bundle and noise can be shared.
◦ for MER data this would be the position of the Ben-gun (i.e. left hemisphere would be
‘lt1’)
◦ for SEEG data this would be the position of the respective depth electrode (i.e. ‘RAHc’
for right anterior hippocampus)

Table 5.1: A sample *_channels.tsv file for MER data.
name

type

cen
MER
ant
MER
pos
MER
med
MER
lat
MER
* lt = left track.

units

low_cutoff

high_cutoff

sampling_frequency

notch

reference

group

μV
μV
μV
μV
μV

n/a
n/a
n/a
n/a
n/a

n/a
n/a
n/a
n/a
n/a

44000
44000
44000
44000
44000

n/a
n/a
n/a
n/a
n/a

n/a
n/a
n/a
n/a
n/a

lt1
lt1
lt1
lt1
lt1
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Table 5.2: A sample *_channels.tsv file for SEEG data.
name
type
units low_cutoff
LOFr1 depth
μV
n/a
LOFr2 depth
μV
n/a
LOFr3 depth
μV
n/a
LOFr4 depth
μV
n/a
LOFr5 depth
μV
n/a
LOFr6 depth
μV
n/a
LOFr7 depth
μV
n/a
LOFr8 depth
μV
n/a
LOFr9 depth
μV
n/a
LOFr10 depth
μV
n/a
* LOFr = left orbitofrontal.

5.2.5.3

high_cutoff
n/a
n/a
n/a
n/a
n/a
n/a
n/a
n/a
n/a
n/a

sampling_frequency
2048
2048
2048
2048
2048
2048
2048
2048
2048
2048

notch
n/a
n/a
n/a
n/a
n/a
n/a
n/a
n/a
n/a
n/a

reference
n/a
n/a
n/a
n/a
n/a
n/a
n/a
n/a
n/a
n/a

group
LOFr
LOFr
LOFr
LOFr
LOFr
LOFr
LOFr
LOFr
LOFr
LOFr

*_electrodes.tsv file

The physical properties of each microelectrode, for each channel, are stored within the *_electrodes.tsv
file. For a single session, there should only be one *_electrodes.tsv file. All session runs are represented
within the single file. The “group” refers to the electrode group each channel belongs to. The
*_electrodes.tsv file would have the following information (see Table 5.3 and 5.4 for examples):
•

name: label given to the specific electrode contact point during the recording
◦ for MER data, this would be the position of the microelectrode within Ben-gun (i.e. ‘cen’,
‘ant’ etc.)
◦ for SEEG data, this would be each contact along the electrode (i.e ‘RAHc1’, ‘RAHc2’,
‘RAHc3’ etc.)

•

x,y,z: the coordinates in MRI space for the specific electrode contact point

•

size: the diameter of the electrode in millimetres

•

type: the electrode type (i.e. depth, scalp, micro etc.)

•

material: the electrode material

•

manufacturer: the manufacturer of the electrode

•

group: which group of channels this channel belongs to
◦ for MER data, the microelectrodes are lowered as a block in Ben-gun formation and are
considered a single group
◦ for SEEG data, each depth electrode is considered a different group
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Table 5.3: A sample *_electrodes.tsv file for MER data.
name
x
y
z
cen
-12.601 3.154
5.433
ant
-12.492 5.133
5.165
pos
-12.71 1.175
5.701
med
-10.748 3.154
6.186
lat
-14.454 3.154
4.680
cen
12.899 3.153
5.433
ant
12.710 5.054
4.843
pos
13.088 1.252
6.023
med
10.995 3.153
6.044
lat
14.803 3.153
4.822
* lt = left track, rt = right track.

size
100
100
100
100
100
100
100
100
100
100

type
MER
MER
MER
MER
MER
MER
MER
MER
MER
MER

material
Tungsten
Tungsten
Tungsten
Tungsten
Tungsten
Tungsten
Tungsten
Tungsten
Tungsten
Tungsten

manufacturer
Alpha Omega
Alpha Omega
Alpha Omega
Alpha Omega
Alpha Omega
Alpha Omega
Alpha Omega
Alpha Omega
Alpha Omega
Alpha Omega

group
lt1
lt1
lt1
lt1
lt1
rt1
rt1
rt1
rt1
rt1

manufacturer
AdTech
AdTech
AdTech
AdTech
AdTech
AdTech
AdTech
AdTech
AdTech
AdTech

group
LOFr
LOFr
LOFr
LOFr
LOFr
LOFr
LOFr
LOFr
LOFr
LOFr

Table 5.4: A sample *_electrodes.tsv file for SEEG data.
name
x
y
LOFr1 -12.601 3.154
LOFr2 -12.492 5.133
LOFr3 -12.71 1.175
LOFr4 -10.748 3.154
LOFr5 -14.454 3.154
LOFr6 12.899 3.153
LOFr7 12.710 5.054
LOFr8 13.088 1.252
LOFr9 10.995 3.153
LOFr10 14.803 3.153
* LOFr = left orbitofrontal.

z
5.433
5.165
5.701
6.186
4.680
5.433
4.843
6.023
6.044
4.822

size
0.86
0.86
0.86
0.86
0.86
0.86
0.86
0.86
0.86
0.86

type
depth
depth
depth
depth
depth
depth
depth
depth
depth
depth

material
Platinum
Platinum
Platinum
Platinum
Platinum
Platinum
Platinum
Platinum
Platinum
Platinum

5.2.6 Machine learning with microelectrode recording data
Machine learning (ML) is a subfield of artificial intelligence that attempts to find patterns within data
sets. The use of ML in medicine is widespread and is being used to assist clinicians in decision making
[152]. ML, in relation to PD, has been used to detect motor symptoms for diagnosis [153]. ML
algorithms fall into two categories: supervised and unsupervised learning. Learning is supervised when
the true values of the model predictions are known and unsupervised when the true values are not
known [154]. Within supervised learning, problems can be either classification problems or regression
problems. In both cases, the goal is to develop a model that obtains true values as accurately as possible
[154]. The difference is that the true values for classification are discrete while the true values for
regression are continuous [154]. In supervised learning, the model attempts to find the optimal input
variables (features) and weights for the given inputs to obtain accurate predicted values [155]. There
have been several attempts to automate MER interpretation during DBS surgery to locate the surgical
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target nucleus [156–159]. Most often MER interpretation is considered a supervised classification
problem. The classification labels are either 0 for MER data from outside the target nucleus and 1 for
MER data from within the target nucleus (Figure 5.9).
Exploring previous literature, two categories of MER signal features are typically used: spikedependent and spike-independent features. Spike dependent include features that rely on detecting and
sorting spike waveforms, which is a computationally expensive process. Spike-independent include
time and frequency features, which are much faster to compute. Time domain analysis provides
information about change in the signal over time and is the fastest domain to compute. Frequency
domain analysis is used to decompose signals into frequency components and requires higher
computational power than time domain analysis. The ease of computation makes the spike-independent
features desirable when building a predictive model to be used in real-time in the operating room. A
brief review of literature that used spike-independent features is outlined in Table 5.5. This information
was used as a guide when defining the various feature extraction functions (described in ensuing
Section).
Table 5.5: Previous research exploring time domain feature extraction from microelectrode recordings.
Number of electrodes
Spike-independent
Group
Patients
(number tracks)
features
Pesenti et al. 2004 [160]
8 bilateral-STN
1-2 (13)
PSD
Pralong et al. 2004 [161]
43 bilateral-STN
1-2 (70)
RMS
Moran et al. 2006 [157]
27 bilateral-STN
1-2 (47)
RMS
Danish et al. 2008 [162]
10 bilateral-STN
1-2 (13)
CL, RMS
Kano et al. 2008 [163]
98 bilateral-STN
1-2 (98)
NS
Gemmar et al. 2008 [164]
28 bilateral-STN
3-5 (103)
WT
Wong et al. 2008 [162]
27 bilateral-STN
1-2 (43)
CL, THR, PKS, RMS, ANE, ZC
Zaidel et al. 2009 [165]
21 bilateral-STN
1-3 (56)
RMS, PWR
Novak et al. 2011 [166]
10 bilateral-STN
1-2 (36)
PWR
Cagnan et al. 2011 [167]
84 bilateral-STN
2-5 (258)
NS, PSD
Chaovalitwongse et al. 2011 [168] 17 bilateral-STN
1 (17)
CL, THR, PKS, RMS, ANE, ZC
Ciecierski et al. 2011 [169]
20 bilateral-STN
2-4 (60)
PWR
Shamir et al. 2012 [170]
35 bilateral-STN
1-3 (100)
RMS, PWR
Rajpurohit et al. 2015 [158]
26 bilateral-STN
1-2 (65)
CL, THR, PKS, RMS, TKEO, ZC
Guerrero et al. 2015 [171]
3 bilateral-STN
3 (18)
CL, THR, PKS, RMS, ANE, ZC
Schiaffino et al. 2016 [172]
8 bilateral-STN
1 (16)
CL, THR, PKS, RMS, ANE, ZC
Valsky et al. 2017 [173]
81 bilateral-STN
1-2 (131)
RMS, PWR
Telkes et al. 2018 [174]
22 bilateral-STN
1-3 (75)
PWR
Thompson et al. 2018 [175]
105 bilateral-STN
1-3 (219)
RMS
* ANE, average non-linear energy; CL, curve length; NS, noise; PKS, number of peaks; PSD, power spectral density; PWR,
power; RMS, root mean square; THR, threshold; TKEO, teager kaiser energy operator; WT, wavelet transform; ZC, zero
crossings.
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5.2.7 Measuring classification model performance
The performance of a classification model can be summarized using a 2x2 confusion matrix. The
matrix contains true values that represent correctly predicted observations and false values that
represent incorrectly predicted observations. With respect to MER data, true positive (TP) values are
the correctly identified MER epochs that contain signal from within the target nucleus while true
negative (TN) values are correctly identified MER epochs that contain signal from outside the target
nucleus. A false positive (FP) value would be a case where an MER epoch was predicted to be from
within the target nucleus but actually came from outside the target nucleus. A false negative (FN) value
would be a case where an MER epoch was predicted to be from outside the target nucleus but actually
came from within the target nucleus. Using the four values from the confusion matrix, several summary
metrics can be computed: sensitivity, specificity, precision, accuracy, and F1 score. Sensitivity is the
ratio of true positive predictions to the total number of positive samples (equation 7). Specificity is the
ratio of true negatives to the total number of negative samples (equation 8). Precision is the ratio of true
positive predictions to the total positive predictions (equation 9). Accuracy is the ratio of correct
predictions to the total predictions (equation 10). F1 score is the weighted average of the precision and
recall (equation 11).
sensitivity=

TP
( FN +TP)

(7)

specificity =

TN
(TN +FP)

(8)

TP
(TP + FP)

(9)

precision=

(TP+TN )
(TP + FP+ FN +TN )

(10)

2∗( sensitivity∗ precision)
( sensitivity+ precision)

(11)

accuracy =

F 1 score=

5.2.8 Electrophysiology data feature selection
Electrophysiology data signal features were extracted for use in machine learning model training
applications. Features not requiring neural spikes (spike-independent) were defined in the time and
frequency domains. Time domain features are computed using the amplitude of a signal and resultant
values give a measure of waveform amplitude, frequency, and duration [176]. Since time domain
features do not need a transformation, they are computed quickly. Frequency domain features are
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computed using the estimated power spectrum density of a signal. Frequency domain features require
more computation than time domain features. Multiple features were extracted for several reasons,
including: increasing the likelihood of keeping suitable features during feature reduction, minimize the
variability across patient physiology and to reduce potential operating room signal artifacts that may
lower the performance of certain features. A sample raw recording is shown in Figure 5.6.
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Figure 5.6: Sample raw electrophysiology data from a STN-DBS surgical case. The blue shaded area
are epochs within the STN, the solid green line indicates the dorsal border of the STN, and the red line
indicates the ventral border of the STN. Borders were determined by the neurosurgical team at the time
of recording.
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5.2.8.1

Time domain features

1. Mean Absolute Value (MAV): N is the total number of samples in the signal and xi is the ith
sample [175].
1
N
2.

N

∑i=1 |x i|

(12)

Mean Absolute Value Slope (MAVS): the difference between MAV of two consecutive signals
[177].
MAV i+1 −MAV i

(13)

3. Modified Mean Absolute Value 1 (MMAV1): adds a weighing window to the MAV, where
beginning and ending 25% are weighted by half [178].
1
N

,
∑i=1 w i|x i|, w (i )={1.0
0.5 ,
N

0.25N ≤i≤0.75N
otherwise

(14)

4. Modified Mean Absolute Value 2 (MMAV2): adds a different weighing window to the MAV
[178].
1
N

{

1.0 ,

0.25N ≤i≤0.75N
0.25N > i
4( N −i)/ N , 0.75N <i

N

∑i =1 w i|x i| , w (i)= 0.5 ,

(15)

5. Variance (VAR): deviation of the signal from its mean [179].
1
N
6.

N

∑i=1 ( x i− x̄ )2

(16)

Root Mean Square (RMS): represents the average "power" of a signal [178].

√

N

∑i=1 x2i

(17)

N
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7. Curve Length (CL): the cumulative length of the waveform over the time segment [177].
N −1

∑i=1 |x i+1 + x i|

(18)

8. Zero Crossings (ZC): the number of times the signal amplitude crosses the zero y-axis [177].
1
N

N −1

∑i =1 |sgn x i+1−sgn x i|

(19)

9. Threshold (THR): measure of how scattered the signal is (deviation) [180].

1
N −1

√∑

N

i =1

( x i− X̄ )2

(20)

10. Willison Amplitude (WAMP): the number of times that the difference between signal
amplitude among two adjacent segments that exceeds a predefined threshold (ε) to reduce noise
effects [179].

{0 , otherwise

N
∑i=1 f (|x i −x i+1|)= 1 , if x > ε

(21)

11. Peaks (PKS): the number of peaks in a given signal [180].

1
N

N −2

∑i =1 max {0 , sgn( xi +2 + x i +1)−sgn( x i +1+ x i)}

(22)

12. Teager-Kaiser Energy Operator (TKEO): is analogous to the total (kinetic and potential)
energy of a signal [173].
2

x i − x i+1 x i−1

(23)

13. Average Nonlinear Energy (ANE): the average energy difference between each signal sample
and its two neighboring samples [180].
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N −1
1
∑i=1 x i2−x i−1 x i+1
N −2

(24)

14. Shape factor: resultant value affected by objects shape but is independent of its dimensions
[181].

√

1 N 2
∑ x
N i =1 i
1 N
∑ |x |
N i =1 i

(25)

15. Entropy (ENT): is an indicator of disorder or unpredictability [182].
N

−∑i=1 p( x i) log 10 p( xi )

5.2.8.2

(26)

Frequency domain features

1. Mean frequency: calculated as the sum of the product of the spectrogram intensity (in dB) and
the frequency, divided by the total sum of spectrogram intensity.
M

∑ j =1 f j∗P j
M
∑ j=1 P j .

(27)

2. High frequency band: within the frequency range of 500-3000 Hz and represents the multiunit
spiking activity [183].
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Figure 5.7. Time domain features extracted from the raw signal in Figure 5.6. Feature values are
normalized between 0 and 1. Depth 0.0 mm is the planned surgical target determined on the
preoperative imaging. Negative depth values fall above the surgical target while positive depth values
fall below the surgical target.
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Figure 5.8. Time domain features extracted from the raw signal in Figure 5.6.Feature values are
normalized between 0 and 1. Depth 0.0 mm is the planned surgical target determined on the
preoperative imaging. Negative depth values fall above the surgical target while positive depth values
fall below the surgical target.
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Figure 5.9: Frequency domain features extracted from the raw signal in Figure 5.6. Feature values are
normalized between 0 and 1. Depth 0.0 mm is the planned surgical target determined on the
preoperative imaging. Negative depth values fall above the surgical target while positive depth values
fall below the surgical target.

5.2.9 Electrophysiology data feature reduction
Preprocessing was performed on the features to isolate the features that describe the variance in the
data best. Feature reduction was performed in two steps: 1) removal of correlated features, and 2) apply
the backward elimination wrapper method. The implementation of this process is outlined in Listing
5.1. Wrapper methods conduct a search of the features by entering or removing them from the model
one at a time to determine which features produce the best result [154]. Backward elimination begins
with all features, one feature is removed at a time until classification error increases. The correlation
threshold was set to .95 and the backward elimination threshold was set to .15. This means any feature
that had a p-value greater than threshold was removed. The final prepossessing step was standardizing
the feature values by calculating the Z score for each feature. Standardization is defined by equation 28.
x i −μ
z= σ

(28)
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where xi is the ith observation, μ is the mean, and σ is the standard deviation for a given feature.
Feature importance was then computed for the remaining features using a random forest classifier and a
drop-column approach. The random forest classifier was first trained and a benchmark accuracy score
was computed. The model was iteratively re-trained, each time an additional feature column was
removed and the difference between the benchmark accuracy score and dropped column accuracy score
was calculated. Knowing the feature importance can verify the important features to keep and provide a
better understanding of the trained model.
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Listing 5.1: Implementation of feature selection methods for electrophysiology data
including removal of correlated features followed by backward elimination. Implemented
in Python (v3.7).
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40

import pandas as pd
import numpy as np
import statsmodels.api as sm

def remove_correlated_features(X):
corr_threshold = 0.9
corr = X.corr()
drop_columns = np.full(corr.shape[0], False, dtype=bool)
for i in range(corr.shape[0]):
for j in range(i + 1, corr.shape[0]):
if corr.iloc[i, j] >= corr_threshold:
drop_columns[j] = True
columns_dropped = X.columns[drop_columns]
X.drop(columns_dropped, axis=1, inplace=True)
print(f"Columns dropped: {columns_dropped.values}")
return X
def backward_elimination(X,y):
# adding constant column of ones, mandatory for sm.OLS model
X_1 = sm.add_constant(X) # fitting sm.OLS model
model = sm.OLS(y,X_1).fit()
# backward elimination
cols = list(X.columns)
pmax = 1
while (len(cols)>0):
p = []
X_1 = X[cols]
X_1 = sm.add_constant(X_1)
model = sm.OLS(y,X_1).fit()
p = pd.Series(model.pvalues.values[1:],index = cols)
pmax = max(p)
feature_with_p_max = p.idxmax()
if(pmax > 0.1):
cols.remove(feature_with_p_max)
else:
break
selected_features_BE = cols
X = X[selected_features_BE]
print(f"Columns kept: {selected_features_BE}")
return X
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5.3

Results

Using the MER dataset, feature reduction based on correlated features and backward elimination
retained nine MER signal features. Figure 5.10a illustrates the MER signal feature importance for the
remaining features. The seven features that improved model performance were: peaks (0.066), mean
frequency (0.029), curve length (0.011), shape frequency (0.009), zero crossings (0.004), skewness
(0.002), and average power in multi-unit frequency range (0.001). The two features that reduced the
model performance were: threshold (-0.001), and variance (-0.001). The features were not significantly
correlated (see Figure 5.10b).
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Figure 5.10: MER electrophysiology data signal features selected for model training using feature
reduction methods. a) Drop-column feature importance computed using a random forest classifier
with 1000 trees. A positive feature importance value indicates the feature improved the model
accuracy and a negative value indicates the feature reduced the model accuracy. b) Correlation matrix
highlighting the correlation between signal features.
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5.4

Discussion

In this Chapter, a data storage standard for electrophysiology data was presented and a signal feature
extraction BIDS app was developed called ephysPrep. ephysPrep extracts electrophysiology signal
features that can be used to train machine learning models. For instance, a model could be trained to
automatically interpret MER data from DBS surgery, providing the location of the dorsal and ventral
border of the target nucleus along the electrode trajectory. ephysPrep computes common signal features
used in literature and prepares the data for machine learning applications.
The MER signal features that were found to improve model performance the most were peaks,
mean frequency, curve length, shape frequency, and zero crossings. Rajpurohit et al. (2015) used
similar MER signal features in their analysis and found similar feature performance with curve length,
zero crossings, and peaks improving the model performance the most [158]. Chaovalitwonse et al.
(2011) found that the addition of features only improved the model performance to a certain point (13
features) before plateauing [168]. This suggests that the number of features provided by ephysPrep
might not be necessary for all applications. The preprocessing step to isolate features based on feature
importance may be a necessary step.

5.5

Conclusion

The electrophysiology data used in this Chapter were acquired from a combination of different
recording systems, electrodes, and neurosurgeons which enhances the generalizability of the conversion
tool data2bids. A standard library for electrophysiology signal features does not exist even though the
features are routinely used in literature. This work presents a data storage standard for
electrophysiology data and a software program to perform conversion to this format called data2bids.
Additionally, this Chapter presented a preprocessing pipeline that extracts common electrophysiology
signal features called ephysPrep. The goal of this current work is to provide a standard for future
studies to use when acquiring electrophysiology signals from DBS and SEEG surgical interventions.

96

Chapter 6: trajectoryGuide: an
open-source neuronavigation
software for stereotactic
neurosurgery
6.1

Introduction

Previous open-source software solutions exists that assist surgeons in planning and carrying-out
stereotactic neurosurgical trajectories to reach brain targets. The solutions can be categorized based on
the phases of the workflow they assist with, such as: preoperative surgical planning (manual and
automatic), intraoperative data visualization (electrophysiology, stimulation effects etc.), postoperative
electrode localization/stimulation modelling. Few software solutions have been developed that
incorporate all these categories into a single software.
For instance, a promising solution for DBS surgery is CranialVault, which provides modules for
all three phases of the DBS treatment workflow and attempts to centralize the data collected during
these phases between multiple centres [184]. The centralized database, called CranialCloud, stores data
such as MERs, patient imaging data, intraoperative stimulation responses, and postoperative
programming parameters [185]. However, CranialVault remains closed-source and gaining access to
the software is not straightforward. For instance, CranialCloud requires a license and each user is
required to submit data from their centre. The latter requirement is often difficult to achieve due to
local ethics board concerns. This chapter introduces the development of an open-source stereotactic
neurosurgical planning software suite, trajectoryGuide. trajectoryGuide is agnostic to the type of
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stereotactic trajectory being planned and can be used for any procedure that requires an entry and target
point to be defined in stereotactic space (i.e. DBS surgery, depth electrodes for epilepsy, radio-ablation,
brain biopsies etc.).
There is a growing concern about reproducibility in science, and the neuroimaging community
has responded by developing a standard for storing neuroimaging data [149,186,187]. As discussed in
Chapter 5, BIDS is a standard for organizing and explaining neuroscience datasets [149]. Curating and
storing data into a standard format increases the ease of data analysis and data sharing, ensuring that all
processing pipelines receive a predictable data structure. Data handling in trajectoryGuide adheres to
BIDS, which will allow other BIDS compliant tools to interact with the data. The open-source aspect of
trajectoryGuide may increase wide-spread use as it allows users to freely implement and suggest
additions helpful to their specific treatment workflow. Furthermore, the open-source aspect allows
developers in other subject areas to use the platform as a starting point for their application. Taken
together, the objective of this Chapter is to present trajectoryGuide, a software suite solution that
provides support for any type of stereotactic neurosurgical trajectory into the brain, while storing the
data in open-source formats for easy data sharing.

6.2

trajectoryGuide architecture and design

Implementation of trajectoryGuide was achieved using an open-source software named 3D Slicer
(www.slicer.org; v4.11), which is a medical image visualization/analysis toolbox that allows Python
scripting of extensions that are incorporated into the user interface. Since 3D Slicer is well established
for medical imaging analysis and provides easy Python scripting of modules, Python was chosen as the
programming language (Python v3.7). Python is a programming language that is suitable for machine
learning, allows for easy manipulation of imaging data, and provides the capability of being opensource. To display objects in 3D space, VTK (The Visualization Toolkit; Kitware, Clifton Park, NY) is
used, and is included within the 3D Slicer environment. A few of the objects that will be modelled
using VTK include the planned/actual electrode/microelectrode trajectories, MER data, and the
stimulation fields. All trajectoryGuide settings and stereotactic data are stored within JSON files for
easy data analysis. The modules included in trajectoryGuide are:


data import: selection of the directory that contains the patients imaging data
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frame detection: automatic detection of the stereotactic frame



registration: employs developed/validated registration algorithms



anatomical landmarks: define common surgical brain landmarks



preop planning: provides the capability of planning surgical trajectories



intraop planning: display MER data within the preoperative MRI space



postop localization: electrode localization in CT or MRI



postop programming: stimulation field modelling



data view: manipulate the data visibility and characteristics in the scene

The methods employed within each module will be described in the ensuing Sections.
6.2.1 Data import module
This module handles import of imaging data as well as stored trajectoryGuide data for the patient if it
exists. If the patient has had a previous session in trajectoryGuide, all trajectoryGuide data will be set
to the previous values (i.e. stored entry and target coordinates, anatomical coordinates etc.). Additional
plans can be created if subsequent procedures are performed. For handling imaging data, several
algorithms have been developed to automate the process of converting DICOM directories into a BIDS
compliant structure: HeuDiConv [188], dcm2bids [189], BIDScoin [190]. These workflows perform
well on imaging datasets acquired for research. In a research setting, the investigator has control of
important input criteria for the automated sorting workflows, such as: 1) study visit timing, and 2)
DICOM header information. In contrast, clinical imaging data acquisition is less predictable (i.e. visit
timing, DICOM header information, etc.). Patients often undergo sequential imaging studies, which can
occur weeks to months apart (sometimes even years). This results in a varying number of imaging
sessions between patients within a dataset. The DICOM header information often varies between samesite scanners as well as between health centres (i.e. sequence naming, sequence settings). Further,
clinical DICOM headers contain a patients’ personal health information, which needs to be removed
prior to data sharing. For these reasons, the current DICOM to BIDS sorting algorithms needed to be
adapted to address the added challenges of clinical imaging.
Within this thesis, an open-source workflow was developed to automate the conversion of
clinical DICOM directories to a BIDS compliant structure. The workflow occurs in two stages: 1)
DICOM directories are converted to Tarball (tar) archives, and 2) the tar archives are converted to
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BIDS structure. This conversion pipeline is implemented within the data import module of
trajectoryGuide and will automatically run if DICOM files exist in the patient input directory.
6.2.1.1

DICOM to tar

DICOM files are grouped based on study instances, sorted based on acquisition date/time, and stored in
tar archives using a modified version of dicom2tar (https://github.com/khanlab/dicom2tar). The
intermediate tar archive output has the acquisition date embedded within the archive name (Table 6.1).
Table 6.1. Initial output structure for the tar archives.
output/
└── tars/
└── P001/
├── P001_2017_09_15_20170915_I5U57IAQF6Q0.46F51E3C_MR.tar
├── P001_2017_11_10_20171110_NW1NTJVCBOJH.F06BAD6C_MR.tar
├── P001_2018_03_26_20180326_76EGBNLGE0PA.06FE3A9D_CT.tar
├── P001_2018_03_26_20180326_K6S2I5FI1MB9.92C5EAF3_CT.tar
└── P001_2018_03_27_20180327_9WK33LJUKNJP.F61DC193_CT.tar

HeuDiConv is a command-line algorithm that converts the tar archives to the final BIDS
structure [188]. To obtain session directories in the BIDS output directory, HeuDiConv allows session
numbering to be provided as input. However, imaging studies with differing acquisition dates are
treated as different sessions within the HeuDiConv framework. This means combining imaging studies
into pre, peri and post is not possible using HeuDiConv alone and additional post-hoc sorting is
required. To satisfy the HeuDiConv session handling, imaging studies are first given sequential session
numbering based on image study acquisition date/time. The final sorting step will reorganize the output
from HeuDiConv into the final session organization based on imaging sequence type. The intermediate
session numbering is demonstrated in Table 6.2 (note the added numbering in front of the acquisition
date).

100

Table 6.2. Intermediate output structure for the tar archives, which includes
session numbering based on date of acquisition.
output/
└── tars/
└── P001/
├── P001_001_2017_09_15_20170915_I5U57IAQF6Q0.46F51E3C_MR.tar
├── P001_002_2017_11_10_20171110_NW1NTJVCBOJH.F06BAD6C_MR.tar
├── P001_003_2018_03_26_20180326_76EGBNLGE0PA.06FE3A9D_CT.tar
├── P001_004_2018_03_26_20180326_K6S2I5FI1MB9.92C5EAF3_CT.tar
└── P001_005_2018_03_27_20180327_9WK33LJUKNJP.F61DC193_CT.tar

6.2.1.2

Tar to BIDS

The tar archives are supplied to HeuDiConv for final BIDS conversion. At minimum, each subject,
within the final BIDS output directory, will have one session sub-directory. If a clinical event occurred
for the subject, there may be additional session directories if imaging studies were acquired during and
after the event (e.g. during event: peri; after the event: post). For instance, Table 6.3 demonstrates the
final structure if the subject had imaging studies before, during and after an operation.
Table 6.3. Final BIDS output structure for a patient with imaging studies
before, during and after a clinical event.
output/
└── bids/
└── sub-P001/
├── ses-peri/anat/...
├── ses-post/anat/...
└── ses-pre/anat/...

101

6.2.2 Frame detection module

Figure 6.1: Frame detection within trajectoryGuide.
6.2.2.1

Automatic frame detection

The algorithm used in this module was described in Chapter 4, The module requires the user to specify
the volume that contains the stereotactic frame and to indicate the frame system being used (Leksell,
CRW, or BRW). When the registration is complete, the user is presented with the registration error for
each fiducial marker from the stereotactic localizer (Figure 6.2). The user can move up/down the
volume to verify the error values. An average frame registration error is presented on the left-hand side.
If the user is not satisfied with the registration, the first solution is to modify the settings within the
Advanced menu. If the frame registration is still sub-optimal there is an option to perform manual
fiducial identification. When the frame registration step is complete, a 3-dimensional rendering of the
stereotactic localizers will be stored and can be viewed (visibility-on) at any time (Figure 6.1). The user
is able to modify the ICP registration parameters using the advanced settings panel (see Figure 6.1).
The adjustable parameters are:
•

Transform type (default: Rigidbody): Rigidbody, Similarity, Affine.
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◦ Rigidbody: rotation and translation only (6 DOF)
◦ Similarity: rotation, translation and isotropic scaling (7 DOF)
◦ Affine: collinearity is preserved (12 DOF)
•

Iterations (default: 100): set the maximum number of iterations (range: 50-1000).

•

Max Landmarks (default: 450): set the maximum number of frame fiducials to use, each slice
in the volume contains a set of fiducial points. For instance, if a CT scan is acquired with 124
slices, using a Leksell frame, there would be ~ 600 fiducial points.

•

Match Centroids (default: No): starts the process by translating source centroid to target
centroid.

•

Mean Distance Measure (Default: RMS, other: ABS): metric to use when measuring the
point registration error. RMS is the square root of the average of the sum of squares of the point
distances between source and target. ABS is the mean of the sum of absolute values of the point
distances between source and target.

Figure 6.2: Frame fiducial registration error display in trajectoryGuide. The registration error for
each fiducial marker in each image slice are displayed. If the registration error is less than 0.5 mm
the values will appear green, errors greater than 0.5 mm will appear red.
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6.2.2.2

Manual frame detection

If the automatic frame detection step fails, the user can select the “Manual Detection” button which
will require the user to manually place points on a single axial image slice for each localizer bar (Figure
6.3). The axial slice chosen will be located near the centre of the volume.

Figure 6.3: Manual frame detection within trajectoryGuide.
6.2.3 Registration module
The registration module wraps three commonly used image registration command-line tools: 1)
reg_aladin from NiftyReg (v1.5.58) [130], 2) flirt from FSL (v6.0.1) [191], and 3) antsRegistration
from ANTS [192]. In trajectoryGuide, within patient registration is rigid (6 DOF), while registration to
a template space is affine (12 DOF). Within the registration module, the user selects the target volume
and the volume containing the stereotactic frame (if present). The floating volume drop-down menu is
automatically populated with any remaining volumes, the user can uncheck volumes they do not want
registered (Figure 6.4). The user selects the registration tool to use for registration and adjusts the
settings associated with the specific algorithm.
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Figure 6.4: Volume selection within the
trajectoryGuide registration module.
6.2.3.1

NiftyReg – reg_aladin

NiftyReg is a command-line toolkit developed by Marc Modat at University College London, UK in
2009 [193]. The toolkit provides functions for rigid, affine, and non-linear registration. At our
institution, NiftyReg has performed well in the registration of CT volumes containing the stereotactic
frame to the MRI volume. In trajectoryGuide, the function reg_aladin is used for registration, which is
the default algorithm given its performance with stereotactic volumes. Interpolation order is the only
adjustable parameter for within subject rigid registration.
• interpolation order: nearest neighbor, cubic, sinc, linear (default nearest neighbor).

Figure 6.5: NiftyReg rigid registration
parameters within trajectoryGuide.
6.2.3.2

ANTS – antsRegistration

Advanced Normalization Tools (ANTS) was developed by Brian Avants, Nicolas Tustison, and Gang
Song in 2014 [194]. ANTs is a command-line toolkit providing functionality for image registration and
segmentation. Within trajectoryGuide, default settings for ANTS have been adopted from
antsRegistrationSyNQuick.sh, which is a bash shell script written by Nick Tustison to reduce the
complexity of running registration in ANTS. The user is able to modify the following settings for this
algorithm:
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•

transform type (default: rigid): rigid, rigid+affine
• rigid: rotation and translation only (1 stage; 6 DOF)
• rigid+affine: rotation, translation, scaling, and shearing (2 stages; 12 DOF)

• interpolation (default: nearest neighbor): applied only to the output image. Options are:
linear, nearest neighbor, bspline, general label
• threads: number of threads to use
• histogram matching (default: 0): use histogram matching

Figure 6.6: ANTS quick registration
parameters within trajectoryGuide.
6.2.3.3

FSL – flirt

FMRIB's Linear Image Registration Tool (FSL) was developed by members of the Functional
Magnetic Resonance Imaging of the Brain Analysis group at Oxford University, UK in the year 2000.
FSL is a command-line library containing tools for image registration, image statistics, and image
viewing. trajectoryGuide uses the FSL function flirt to perform within patient rigid registration. The
user is able to modify the following algorithm parameters:
•

interpolation order: nearest neighbor, spline, sinc, trilinear (default trilinear)

•

cost: used during the second stage. Options are: mutual info, correlation ratio, least square,
normalized correlation, normalized mutual info (default corratio)

•

search cost: used during initial search stage. Options are: mutual info, correlation ratio, least
square, normalized correlation, normalized mutual info (default corratio)

•

coarse search: search delta angle to use during initial alignment between the images (default
60)
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•

fine search: search delta angle to use during final alignment between the images (default 18)

Figure 6.7: FSL flirt
parameter
settings
trajectoryGuide.

registration
within

6.2.4 Anatomical landmarks module
As discussed in Chapter 1, Talairach landmarks are still commonly used in present day stereotactic
neurosurgical planning. The line connecting the AC and the PC is referred to as the intercommisural
line, which defines the anterior-posterior axis (AC-PC line). Generally, the origin of the commissural
Cartesian system is the mid-commissural point (MCP). Using the MCP and the AC-PC line, any
location is described in terms of anterior/posterior, lateral/medial, and dorsal/ventral coordinates. To
obtain the mid-sagittal plane (MSP) at least one additional midline point needs to be defined. The
landmarks AC and PC, along with the MSP, form a standardized coordinate system that is used in
common stereotactic atlases such as the Schaltenbrand-Wahren atlas [195] and the Talairach and
Tournoux atlas [196]. As mentioned, this coordinate system is routinely used in modern day
preoperative surgical planning.
For instance, in DBS procedures, target locations are estimated by their relative positions in this
AC-PC coordinate system. On the day of surgery, the stereotactic frame is mounted to the patient’s
skull, a MRI or CT scan is acquired which is registered to the preoperative volume. The registration
enables the transfer of the preoperative plans in AC-PC coordinate space to the stereotactic frame
coordinate space. Common midline points used are the infracollicular sulcus and the superior
interpeduncular fossa (Figure 6.8).
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Figure 6.8: Anatomical landmarks that are used to compute the mid-sagittal plane in trajectoryGuide.
The anterior and posterior commissure are joined by the intercommisural line. Infracollicular sulcus
and superior interpeduncular fossa are examples of two midlines point that can be used in
trajectoryGuide.
Within the anatomical landmarks module (Figure 6.9), the user is required to define four
landmark points: AC, PC, and two midline points (Mid 1-2). The midline points should be at least one
inter-hemispheric point and one brainstem point, however, the user can define up to five midline points
(by pressing the ‘Add Midline’ button). The MSP is computed using these midline points along with
AC and PC. In Figure 6.9 the volume containing the stereotactic frame was registered to the
preoperative T1w MRI so the stereotactic frame coordinates are displayed while defining the landmark
points.
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Figure 6.9: Anatomical fiducials module within trajectoryGuide.
6.2.5 Preoperative planning module
The trajectoryGuide preoperative planning module was designed for any type of stereotactic surgical
trajectory that requires defining an entry and target point. The main function of this module is to
provide the user an environment to efficiently plan a trajectory (Figure 6.13). As stated, any stereotactic
surgical trajectory can be planned within this module including DBS surgery, depth electrodes for
epilepsy, radio-ablation, brain biopsies etc. The user needs to define the trajectory plan name, once this
is entered all subsequent data will be linked using the plan name as the primary reference key (Figure
6.10). For instance, if postoperative electrode localization is being performed, the user will need to
indicate the plan associated with the postoperative electrode to be localized. If the user modifies the
name of the plan, all occurrences of the old name will be updated with the new name.
The user can enter specific AC-PC coordinates into the AC-PC coordinates box, which will
jump to that position within the volume. The user can also move through the volume with the crosshairs. If a frame volume has been registered, the stereotactic frame transformation matrix will be used
to provide coordinates in RAS as well as stereotactic frame space. There is a separate box for the entry
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and target point for the respective plan, the user will need to set both of these points to obtain a valid
trajectory (Figure 6.13).

Figure 6.10: Defining the plan name in trajectoryGuide. All data
will be linked by the plan name, there is no limit to the number of
plans a user can create.

Figure 6.11: Planning an STN trajectory within trajectoryGuide.
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If microelectrodes are utilized the user can specify how many will be used and the specific
configuration (i.e. in Bens-gun it can be a “+” formation or “x” formation; Figure 6.12). The size and
spacing of the microelectrodes are to scale.

Figure
6.12:
trajectoryGuide

Microelectrode

trajectory

configuration

within

Once the entry, target, microelectrode, and electrode type have been set the user can visualize
the planned trajectory by pressing “Confirm Plan”. The planned trajectory data will render in 2D and
3D using VTK. In Figure 6.13 the planned electrode and microelectrodes can be viewed using the
“Probe’s Eye View”. This view is obtained by reformatting each 2D view to align with the trajectory
path.

Figure 6.13: Probe's eye view of trajectory plan and associated microelectrodes within
trajectoryGuide.
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Currently, trajectoryGuide supports DBS electrodes manufactured by Medtronic and Boston
Scientific (Figure 6.14). However, additional electrode models can be added to the trajectoryGuide
settings JSON file.

Figure 6.14: DBS electrode models supplied within trajectoryGuide. Other electrode
models can be added by the user. BSci = Boston Scientific.
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6.2.6 Intraoperative planning module
Electrophysiology data is collected during the DBS operation to provide ground-truth information
about the anatomy around the recording microelectrodes. Currently, the electrophysiology data is
visualized in two-dimensions on the computer screen and the neurosurgical team interpret the signal to
decide where the borders of the target nucleus are located along the microelectrode trajectories (Figure
6.15). The intraoperative planning module in trajectoryGuide allows reconstruction of the MER data
within the patients anatomical MRI space. The user works through each microelectrode channel,
moving slider bars to the corresponding values for the dorsal (top) and ventral (bottom) borders of the
target nucleus. The span of target nucleus electrophysiology activity is rendered as a VTK object,
which represents the total span of the target nucleus recording (Figure 6.16).

Figure 6.15: Intraoperative microelectrode recording data sheets completed by the neurosurgical
team. a) the electrophysiology signal from each microelectrode is viewed on the computer screen
of the acquisition machine. The surgical team shade in the recording depths that contained STN
activity. b) The microelectrode data is then transcribed to the Schaltenbrand-Wahren atlas which
has been warped to match the patient’s AC-PC length.
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Figure 6.16: STN neural activity identified by the surgical team after viewing the microelectrode
recording data. The blue cylinders highlight the area along the microelectrode containing STN
neural activity. The MER VTK objects are generated by adjusting the double sliders on the left side
panel, marking the dorsal and ventral borders of the target nucleus.
6.2.7 Postoperative localization and programming modules
Software solutions for the postoperative phase primarily focus on electrode localization from
postoperative images and stimulation field mapping. As discussed in Chapter 1, PyDBS was developed
to assist with DBS surgical planning and postoperative assessments [38]. This solution includes atlasbased segmentation, stereotactic frame detection and registration, and automated electrode
segmentation from postoperative CT images [38]. Lead-DBS is an open-source Matlab solution, which
provides a semi-automatic reconstruction of electrode positioning [197]. Lead-DBS is actively
maintained, providing reconstructions in various atlas spaces that provide segmentation of important
anatomical structures. The newest version of Lead-DBS includes microelectrode reconstructions,
volume of tissue activated simulations and orientation identification of segmented contacts [198].
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6.2.7.1

Manual electrode localization

For now, electrode localization in trajectoryGuide is achieved by manually defining the bottom and top
of each electrode. To register any newly acquired volume with the preoperative reference volume, the
new volume should be placed in the subject folder. Upon re-loading trajectoryGuide, the newly added
volume will be identified and loaded into 3D Slicer. trajectoryGuide will detect it has not been
registered so registration to the reference volume can be performed. The user should place the
postoperative volume (CT and/or MRI) inside the patient folder, re-load trajectoryGuide, and run the
registration step. Once the postoperative volume is aligned with the reference volume it can be used to
locate the electrode(s).
The user must indicate the plan that is associated with the electrode to be localized. If only
postoperative localization is being performed for the patient a plan name can be defined within the
postop localization module. The user is then asked to place a fiducial marker at the distal tip of the
electrode to mark the “target” and another fiducial point near where it exists from the skull to indicate
the “entry” point. Once the two points are placed the “Confirm Plan” button can be pressed and the
postoperative electrode will be rendered in the 2D and 3D viewers.

Figure 6.17: Postoperative electrode localization in trajectoryGuide.
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6.2.7.2

Volume of activated tissue

The volume of activated tissue (VAT), also referred to as the volume of tissue activated (VTA), is a
model that predicts the extent and location of neural activation produced by stimulation [199]. Mädler
and Coenen (2012) prefer the acronym VAT since VTA could be confused with the brain structure
ventral tegmental area [200]. The VAT has been used in many clinical settings such as identifying ideal
stimulation locations within the target nucleus [201–203], choosing optimal postoperative stimulation
parameters [204], and guiding preoperative surgical planning [205]. Several VAT models have been
proposed; however, the most common suggestion is a spherical VAT using standard DBS electrode ring
contacts (Figure 6.14) [206–208]. In trajectoryGuide, the model proposed by Dembek et al. (2017) has
been utilized since it does not require image processing to be conducted prior to VAT computation
[209]. The calculation of the stimulation field radius based on the DBS stimulation parameters is
described in equation 29.

( 90pwμ s )∗√0.72 VmA∗ 165VI /m

r=

(29)

where pw is the pulse width (microseconds), A is the amplitude of stimulation (voltage or
milliamperes), and I is the impedance (Ohms) of the electrode contact being used for stimulation. The
value 0.72 Vm is a constant validated by Dembek et al. (2017) in a previous study [209]. A more
complex stimulation field model will eventually be incorporated into trajectoryGuide that can handle
bipolar stimulation. For now, only a mono-polar stimulation model can be generated. To generate the
VAT models in trajectoryGuide, the user needs to input the stimulation parameters including the active
contact, stimulation amplitude, frequency, pulse width, and impedance (Figure 6.18).
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Figure 6.18: Postoperative visualization of planned (light blue: electrode lead; yellow: contacts) vs.
actual (green: electrode lead; blue: contacts) electrode placement within trajectoryGuide. The planned
electrode position is based on the preoperative targeting and the actual electrode position is extracted
from the postoperative CT volume that has been registered to the preoperative volume. The volume of
activated tissue (orange) is displayed on the actual electrode. Light brown: red nucleus, light purple:
subthalamic nucleus, dark purple: substantia nigra pars compacta.
6.2.7.3

Template space

As discussed in Chapter 1, translating patient imaging data into a common template space, such
as Montreal Neurological Institute (MNI) space, is a valuable process in brain mapping [12]. This
process allows for a standardized comparison across different patient volume data. The default template
spaces

in

trajectoryGuide

are

the

MNI152NLin2009bAsym

(1.0

mm

slice

thickness),

MNI152NLin2009cAsym (0.5 mm slice thickness), and PD25 [120]. In the context of DBS surgery,
several atlases have been developed that provide anatomical segmentation of important brain structures
[210]. To assist in trajectory planning, several algorithms have been developed that involved
registration of a 3D histological atlas to the patients preoperative MRI sequences. Chakravarty et al.
(2006) were the first to describe the development of a 3D thin-slice histological atlas that can be nonlinearly mapped to a patients preoperative MRI for planning [211]. Yelnik et al. (2007) further
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extended this idea by providing a high-resolution histological atlas that can be visualized in 3D space
[212]. The latter atlas has been incorporated into trajectoryGuide to provide 3D segmentation's of
important brain structures (Figure 6.18).

6.3

Conclusion

The main goal of this Chapter was to design and implement an open-source stereotactic software suite
with modules for stereotactic trajectory planning, intraoperative data visualization, and postoperative
electrode localization and stimulation field modelling. trajectoryGuide has been implemented in the
open-source platform 3D Slicer and provides all the essential features found in commercial
neuronavigation systems. Furthermore, community users will be able to build and implement
extensions to fit their institutional requirements.
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Chapter 7: Summary and
Future Work
7.1

Summary

The common, underlying theme of this thesis work is the strive for open and transparent tools within
the neuroscience community. The overall aim of this thesis work was to enable preoperative surgical
trajectory planning, intraoperative data visualization, and postoperative electrode localization within an
open-source software suite. The software solution is intended to provide a foundation that can be used
and built upon by members of the community. The developed algorithms and user interface are not
final software products; future improvements will be implemented to increase speed, accuracy and
usability.
The first thesis objective was to evaluate the reliability of placing anatomical fiducials on a set
of clinical imaging data from individuals living with Parkinson disease. The second thesis objective
was to develop and validate a stereotactic frame fiducial detection algorithm. Work related to this
objective was resented in Chapter 4 and has a few limitations. The source point clouds used in the ICP
registration step did not contain a lot of noise. As mentioned in the Chapter 4 methods section, the
stereotactic frame was attached to a holder mounted to the bed of the CT to limit the amount of motion
artifact in the volume. To increase the robustness of the algorithm, subsequent stereotactic frame
imaging data should be collected without inserting the frame into the holder. Furthermore, imaging data
from other medical centres should be tested as well. Another limitation is that the registration error was
only compared to one gold standard neuronavigation software. As discussed in Chapter 1, there are

119

other commercial neuronavigation software programs that are used for trajectory planning. The frame
fiducial detection algorithm should be compared to a few of these systems as well.
The third thesis objective involved electrophysiology data and was divided into two parts: a)
development of a electrophysiology data storage pipeline that adheres to a universally accepted
neuroscience community standard called iEEG-BIDS, and b) development of a data feature extraction
package that extracts common electrophysiology signal features defined and used in literature.
The final thesis objective was to combine all the developed algorithms into a single unified
software suite that provides support for carrying out stereotactic surgical procedures. The software suite
provides modules for stereotactic neurosurgical trajectory planning (enabled by the second objective),
intraoperative data visualization (enabled by the third objective), and postoperative electrode
localization and stimulation modelling. The proposed software suite provides several improvements to
the commercial neuronavigation software:
•

registration module provides access to three cutting edge registration algorithms

•

the geometry of trajectoryGuide scene objects (such as the DBS electrode and the
microelectrode models) can be defined by the user within the settings file of trajectoryGuide.

◦ this enables the ability to view any object, regardless of the manufacturer. In contrast,
Medtronic only provides the electrode models they manufacture for visualization in
StealthStation
•

intraoperative MER data can be easily overlay with anatomical imaging data

•

input data is stored and processed in accordance to the BIDS standard, which increases the ease
of data sharing and analysis

•

7.2

integration of any brain template and atlas supplied by the user

Future Work

The presented software suite provides a basic framework that can be built upon in the future. The
implemented routines are well modularized so it is easy to implement improvements to portions of the
software suite.
Intraoperative microelectrode stimulation is routinely performed during DBS surgery to map
various brain regions. Currently, the results from stimulation are not captured by trajectoryGuide but in
the future it would be advantageous to map the results onto the patients anatomy.
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A logical next step would be to incorporate trajectoryGuide into the existing clinical workflow
to determine the impact it has on clinical outcomes. trajectoryGuide would not replace the commercial
neuronavigation systems in the existing workflow but can provide additional information to guide
therapy. A future study should be conducted to determine if trajectoryGuide improves the clinical
outcome for patients.
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