Abstract. In the present paper, we propose a numerical method for solving the coupled Lyapunov matrix equations
Introduction
Consider a stable linear multi-input multi-output (MIMO) state-space model of the form: ẋ(t) = A x(t) + B u(t) y(t) = C x(t), (1.1) where A ∈ R n×n , B, C T ∈ R n×s , x(t) ∈ R n is the state vector, u(t) ∈ R s is the input vector and y(t) ∈ R s is the output vector of the system (1.1). When dealing with high-order models, it is reasonable to look for an approximate stable model ẋ m (t) = A m x m (t) + B m u(t) y m (t) = C m x m (t), (1.2) in which A m ∈ R m×m , B m , C T m ∈ R m×s and x m (t), y m (t) ∈ R m , with m n. Hence, the reduction problem consists in approximating the triplet {A, B, C} by another one {Â,B,Ĉ} of small size. Several approaches in this area have been used as Padé approximation [15, 33, 34] , balanced truncation [29, 37] , optimal Hankel norm [16, 17] and Krylov subspace methods [3, 6, 11, 12, 21, 22] . These approaches require the solution of coupled Lyapunov matrix equations [1, 13, 25, 27] having the form A P + P A T + B B T = 0
where P, Q are the controllability and the observability Grammians of the system (1.1). For historical developments, applications and importance of Lyapunov equations and related problems, we refer to [10, 13] and the references therein. Throughout the paper, we will assume that λ i ( A) +λ j (A) = 0 for all i, j = 1, . . . , n where λ k ( A) and it's conjugateλ k (A) are eigenvalues of A. In this case, the equations (1.3) have unique solutions [26] . Direct methods for solving the Lyapunov matrix equations (1.3) such as those proposed in [5, 18, 24] are attractive if the matrices are of moderate size. These methods are based on the Schur or the Hessenberg decomposition. For large problems, several iterative methods have been proposed; see [14, 22, 23, 32] . These methods use Galerkin projection technics to produce low-dimensional Sylvester or Lyapunov matrix equations that are solved by using direct methods.
For the single-input single-output (SISO) case, i.e., s = 1, two approaches based on Arnoldi and Lanczos processes were proposed in [21, 22] to solve large Lyapunov matrix equations. The Arnoldi and Lanczos processes were also applied in order to give an approximate reduced order model to (1.1) [2, 6, 11, 13] .
Our purpose in this paper is to describe a method based on the nonsymmetric block Lanczos process [4, 15, 19, 36] for solving the coupled Lyapunov matrix equations (1.3) . In this method, we project the initial equations onto block Krylov subspaces generated by the block Lanczos process to produce lowdimensional Lyapunov matrix equations that are solved by direct methods. By approximating the transfer function F(z) = C (z I n − A) −1 B by another one The remainder of the paper is organized as follows. In the following section, we review the nonsymmetric block Lanczos process and give the exact solutions of the coupled Lyapunov matrix equations. In Section 3, we first show how to extract low rank approximate solutions to (1.3). Then, we give some theoretical results on the residual norms and demonstrate that the low rank approximate solutions are exact solutions to a pair of perturbed Lyapunov matrix equations. In Section 4, we consider the problem of obtaining reduced order models to LTI systems by approximating the associated transfer function. This approach is based on the nonsymmetric block Lanczos process. Finally, we will present some numerical experiments.
The block Lanczos method and coupled Lyapunov matrix equations

The nonsymmetric block Lanczos process
Let V ∈ R n×s and consider the block matrix Krylov subspace
We also recall that the minimal polynomial P of A with respect to V is the nonzero monic polynomial of lowest degree q such that
where i ∈ R s×s and q = I s . The grade of V denoted by grad(V ) is the degree of the minimal polynomial, hence grad(V ) = q.
In the sequel, we suppose that given two matrices V, W ∈ R n×s of full rank, we compute initial block vectors V 1 and W 1 using the Q R decomposition of W T V . Hence, if W T V = δ β where δ ∈ R s×s is an orthogonal matrix (i.e., δ T δ = δ δ T = I s ) and β ∈ R s×s is an upper triangular matrix, then
and
Given an n × n matrix A and the initial n × s block vectors V , W , the block Lanczos process applied to the triplet ( A, V, W ) and described by 
Algorithm 1.
The nonsymmetric block Lanczos process [4] • Inputs : A an n × n matrix, V, W two n × s matrices and m an integer.
•
Step 0 . Compute the QR decomposition of W T V , i.e., W T V = δ β; 
that satisfy the following relations
3)
where
Notice that, a breakdown may occur in Algorithm 1 ifW T jṼ j is singular, or ifṼ j orW j is not full rank. In [4] , several strategies are proposed to overcome breakdowns and near-breakdowns in order to preserve the numerical stability of the block Lanczos process for eigenvalue problems. In the sequel, we assume that m ≤ min{q, r } where q and r are the degrees of the minimal polynomials of A with respect to V and of A T with respect to W respectively.
Exact solutions of coupled Lyapunov matrix equations
Before deriving exact expressions for the solutions of the coupled Lyapunov matrix equations, let us give the following result which will be useful in the sequel. 
Using this last relation and the fact that E T m E 1 = 0, we can proof (2.7) and (2.8) by induction.
Using the same arguments, we obtain (2.8).
Using the previous lemma, we next give the low rank approximate solutions to (1.3). Let Q q be the minimal polynomial of A with respect to B and q = grad(B), i.e., Define
as the block companion polynomials of Q q and R r . Denote by M q and N r the following Krylov matrices
We now give the following theorem 
where X ∈ R qs×qs and Y ∈ R r s×r s satisfy
Proof. Premultiplying (2.10) by A, postmultiplying (2.11) by A T , using (2.9) and the fact that B = M q E 1 , we have
By the same way, we prove (2.11).
Again using Lemma 2.1, we have the following result which states that the solutions of (1.3) could be obtained by using the block Lanczos process. 
14)
where andˆ are the solutions of the following reduced Lyapunov matrix equations
Proof. Since B = V 1 β, the general solution P of the first Lyapunov equation in (1.3) can be expressed as follows
Using (2.7), we get 
Multiplying the last equalities on the right by W l , on the left by W T l and using (2.5) and (2.6) with m = l we obtain (2.16).
Note that (2.17) is obtained as above by using (2.8), (2.11) and the fact that
Before ending this section, we have to say that in general grad(B) = grad(C T ).
Hence, if l = min{grad(B), grad(C T )} and l steps of the nonsymmetric block Lanczos process have been run, then only (2.14) and (2.16) are satisfied if l = grad(B). Similarly, only (2.15) and (2.17) are satisfied if l = grad(C T ).
Solving the coupled Lyapunov matrix equations by the block Lanczos process
Let q = grad(B), r = grad(C T ) and m ≤ min{q, r }. Assuming that m steps of the nonsymmetric block Lanczos process have been run, we show how to extract low rank approximate solutions of the coupled Lyapunov matrix equations (1.3). The results given in the previous section show that the matrices given below could be considered as approximate solutions to (1.3).
where X m and Y m are solutions of the following reduced Lyapunov equations
The low-dimensional Lyapunov equations (3.3) and (3.4) could be solved by direct methods such those described in [5, 18, 24] . In the sequel, we assume that the eigenvalues λ i (T m ) of the block tridiagonal matrix T m constructed by the nonsymmetric block Lanczos process satisfy λ i (T m ) +λ j (T m ) = 0, for i, j = 1, . . . , m. This condition ensures the existence and uniqueness of X m and Y m the solutions of the reduced Lyapunov equations and that these solutions are symmetric and positive semidefinite.
Next, we show how to compute an upper-bound for the Frobenius residual norms in order to use it as a stopping criterion. Notice that the upper bound given below will allow us to stop the algorithm without having to compute the approximate solutions P m and Q m . Hence, letting 
then using (2.3) and the fact that B = V 1 β, we get
Since X m is the solution of the reduced Lyapunov equation (3.3) andṼ m+1 = V m+1 β m+1 , then
As X m is a symmetric matrix, it follows that 
and the fact that Y m is symmetric and is the solution of the reduced Lyapunov equation (3.4) , we obtain the second inequality of (3.7).
To reduce the cost in the coupled Lyapunov block Lanczos method, the solution of the low-order Lyapunov equations are computed every k 0 iterations where k 0 is a chosen parameter. Note also that the approximate solutions are computed only when
where is a chosen tolerance. Summarizing the previous results, we get the following algorithm
Algorithm 2. The coupled Lyapunov block Lanczos algorithm (CLBL)
• Inputs : A an n × n stable matrix, B an n × s matrix and C an s × n matrix.
Step 0 . Choose a tolerance > 0, an integer parameter k 0 and set k = 0; m = k 0 ;
• Step 1 . 
• Step 3 . Compute the upper bounds for the residual norms:
• Step 4 . If r m > or s m > , set k = k + k 0 ; m = k + k 0 and go to step 1.
• Step 5 . The approximate solutions are represented by the matrix product:
We end this section by the following result which shows that the approximate solutions P m and Q m are the exact solutions of two perturbed Lyapunov matrix equations. 
Using (2.3), we have
Hence,
We use the same arguments to show (3.9).
Reduced order models via the nonsymmetric block Lanczos process
In this section, we consider the following state formulation of a multi-input and multi-output linear time invariant system (LTI)
ẋ(t) = A x(t) + B u(t) y(t) = C x(t),
where x(t) ∈ R n is the state vector, u(t) ∈ R s is the input, y(t) ∈ R s is the output of interest and A ∈ R n×n , B, C T ∈ R n×s . Applying the Laplace transform to (4.1), we obtain
where X (z), Y (z) and U (z) are the Laplace transforms of x(t), y(t) and u(t) respectively. The standard way of relating the input and output vectors of (4.1) is to use the associated transfer function F(z) such that Y (z) = F(z) U (z). Hence, if we eliminate X (z) in the previous two equations, we get:
We recall that most of model reduction techniques, like the moment-matching approaches, are based on this transfer function [2, 13, 15, 20, 22] . Moreover, if the number of state variables of the previous LTI system is very high, (i.e., if n the order of A is large), direct computations of F(z) becomes inefficient or even prohibitive. Hence, it is reasonable to look for a model of low order that approximates the behavior of the original model (4.1). This low-order model can be expressed as follows
where A m ∈ R m×m , B m and C T m ∈ R m×s with m n. In [22] and for the single-input single-output case (i.e., s = 1), the authors proposed a method based on the classical Lanczos process to construct an approximate reduced order model to (4.1). The aim of this section is to generalize some of the results given in [22] to the multi-input multi-output case.
More precisely, let us see how to obtain an efficient reduced model to (4.1) by using the nonsymmetric block Lanczos process. This is done by computing an approximate transfer function F m (z) to the original one F(z). In fact, writing F(z) = C X where X = (z I n − A) −1 B ∈ R n×s and considering the block linear system 4) we see that, approximating F(z) can be achieved by computing an approximate solution X m to X by using the block Lanczos method for solving linear systems with multiple right-hand sides [19] . Letting V m , W m and T m be the biorthonormal bases and the block tridiagonal matrix, respectively, given by the nonsymmetric block Lanczos process applied M. HEYOUNI, K. JBILOU, A. MESSAOUDI and K. TABAA 225 to the triplet ( A, B, C T ) and starting from an initial guess X 0 = 0, we can show
the transfer function F(z) can then be approximated by
The above result allows us to suggest the following reduced order model to (4.1) 
Using the results of Lemma 2.1 and the fact that
Before giving an upper bound for F m (z) − F(z) , we have to recall the definition of the Schur complement [35] and give the first matrix Sylvester identity [28] . 
If D is not a square matrix then a pseudo-Schur complement of D in M can still be defined [7, 8] . Now, considering the matrices K andM partitioned as follows
we have the following property 
Proof. As C = δ W T 1 and B = V 1 β, we have
we have
Multiplying the last relation on the left by W T 1 , on the right by E 1 we obtain
Similarly, by using (2.4), we have
and again, multiplying the last equality on the left by E T 1 , on the right byṼ m+1 , we have 
m+1 m,1 (z), and then
Finally, using the inequality (z I n − A)
Next, set D m = (z I s − α m ) −1 and remark that m,1 (z) is the Schur complement of
Hence, using the result of Proposition 4.3, we have and so on, we finally obtain (4.8). Similarly, we remark that 1,m (z) T is the Schur complement of
Then, using the same arguments as for m,1 (z) we get (4.9).
Summarizing the previous results, we get the following algorithm
Algorithm 4. Model reduction via the block Lanczos process
• Inputs : A the system matrix, B the input matrix, C the output matrix.
Step 0 . Choose a tolerance > 0, an integer parameter k 0 and set k = 0; m = k 0 .
• Step 1 . For j = k + 1, k + 2, . . . , m construct the block tridiagonal matrix T m ,Ṽ m+1 andW m+1 by Algorithm 1 applied to the triplet ( A, B, C T ).
compute the matrices 1,m (z) and m,1 (z) using (4.8), (4.9). end For
• Step 2 . Compute the upper bound for the residual norm:
• Step 3 . If r m > , set k = k + k 0 ; m = k + k 0 and go to step 1.
• 
Numerical experiments
In this section, we present some numerical experiments to illustrate the behavior of the block Lanczos process when applied to solve coupled Lyapunov equations. We also applied the block Lanczos process for model reduction in large scale dynamical systems. All the experiments were performed on a computer of Intel Pentium-4 processor at 3.4GHz and 1024 MBytes of RAM. The experiments were done using Matlab 6.5.
Experiment 1.
In this first experiment, we compared the performance of the coupled Lyapunov block Lanczos (CLBL) and the coupled Lyapunov block Arnoldi (CLBA) algorithms [21] . Notice that:
• In all the experiments, the parameter k 0 used to compute the solutions of the low-order Lyapunov equations is k 0 = 5.
• For the coupled Lyapunov block Arnoldi algorithm, the tests were stopped when the residual given in [21] was less than = 10 −6 .
• For the coupled Lyapunov block Lanczos algorithm, the iterations were stopped when max Ṽ m+1X m F , W m+1Ỹm F ≤ = 10 −6 . 
Experiment 2.
The dynamical system used in this experiment is a non trivial constructed model (FOM) from [9, 31] . Originally, the system obtained from the FOM model is SISO and is of order n = 1006. So, in order to get a MIMO system, we modified the inputs and outputs. The state matrices are given by As a stopping criterion, we used the upper bound (4.7). More precisely, we stopped the computation when 
Conclusion
In this paper, we applied the block Lanczos process for solving coupled Lyapunov matrix equations and also for model reduction. We gave some new theoretical results and showed the effectiveness of this process with some numerical examples. 
