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A NONLOCAL MODEL OF EPIDEMIC NETWORK
WITH NONLIMITED TRANSMISSION: GLOBAL
EXISTENCE AND UNIQUENESS
E.LOGAK, I.PASSAT
Abstract. Following [11], we consider a nonlinear SIS-type non-
local system describing the spread of epidemics on networks, as-
suming nonlimited transmission, We prove local existence of a
unique solution for any diffusion coefficients and global existence
in the case of equal diffusion coefficients. Next we study the as-
ymptotic behaviour of the solution and show that the disease-free
equilibrium (DFE) is linearly and globally asymptotically stable
when the total mean population is small. Finally, we prove that
the solution of the system converge to the DFE.
1. Introduction
In this paper, we consider the model proposed in [11] for the spread
of epidemics on heterogeneous networks. It is formally derived from
a discrete model proposed in [16], [17] by considering the degree as a
continuous variable. Precisely, each node of the network corresponds
to a patch of the metapopulation and is characterised by its degree
x > 0. We assume that the network is described by a continuous
labelling of the nodes and is characterized by a degree distribution with
density p(x). We assume that p has compact support J = [0, xmax] with
xmax > 0 and satisfies the assumptions
(1.1) ∀x ∈ J, p(x) ≥ 0, p(0) = 0 and
∫ xmax
0
p(x) dx = 1
The condition p(0) = 0 corresponds to a connected network, with no
isolated patch.
We restrict to the case of uncorrelated network. For any function φ :
J → R with φ ∈ L1(J, p(x)dx), we denote by 〈φ〉 ∈ R its mean value
on the network defined by
(1.2) 〈φ〉 =
∫ xmax
0
φ(x) p(x)dx.
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We assume the following property
φ ≥ 0 on J, 〈φ〉 = 0 ⇒ φ = 0 on J.
We also assume that the first-order moment is finite and denote by
m > 0 its value defined as
(1.3) m = 〈x〉 =
∫ xmax
0
x p(x) dx.
Let us denote by S(x, t) (resp. I(x, t)) the density of susceptible (resp.
infected) individuals of degree x ∈ J at time t ≥ 0. In our model, their
evolution in time is given by the solution of the following nonlinear and
nonlocal system,
(C)


∂S
∂t
= I(µ− β0S)−DS(S −
x
m
s(t)), x ∈ J, t > 0
∂I
∂t
= I(−µ+ β0S)−DI(I −
x
m
i(t)), x ∈ J, t > 0
S(x, 0) = S0(x), x ∈ J
I(x, 0) = I0(x), x ∈ J
with s(t) and i(t) given by
(1.4) ∀t > 0, s(t) = 〈S(., t)〉, i(t) = 〈I(., t)〉.
Here, DS, DI > 0 are the diffusion coefficients and the constant µ > 0
is the recovery rate of the epidemics. We also define the total density
of individuals of degree x ∈ J at time t ≥ 0 by
(1.5) N(x, t) = S(x, t) + I(x, t).
In this paper, we deal with the case of nonlimited transmission and
always assume that the transmission rate is a constant β0 > 0. The
companion paper [11] is devoted to the analysis of the model under the
assumption of limited transmission, where
β =
β0
N(x, t)
.
We’ll see later that this assumption critically affects the results about
equilibria.
The system (C) is formally derived from the discrete SIS metapopula-
tion model proposed in [16, 17, 18]. We refer the reader to [11] for a
precise presentation of the discrete model.
Many recent papers have investigated dynamic processes on complex
networks using the tools and methods of statistical physics (see [13] for
a survey). In particular, epidemic networks have recently attracted a
lot of attention both from modelling and practical and from theoretical
viewpoint (see [14] and [9] for an introduction and [15] for a recent
review).
This paper and its companion paper [11] originated from a series of
papers by R.Pastor-Satorras, A.Vespignani, V. Collizza ([1], [2], [3])
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which focuses on the propagation of epidemics in ”metapopulation”, a
concept introduced to describe a population in which individuals are
spatially distributed in patches forming subpopulations. Hence the
metapopulation is naturally mapped onto a network, where nodes cor-
respond to patches of subpopulations that migrate along the edges.
The transmission of the epidemics takes place in each patch, whose
population is composed of susceptible and infected individuals. Fol-
lowing these works, J. Saldana proposed in [16] and [17] a discrete
model for the propagation of epidemics in a heterogeneous network,
with the additional feature that reaction and diffusion processes take
place simultaneously, allowing him to derive a time-continuous model.
We propose to consider a continuous version, where both time and de-
gree take values in R+. We claim that the resulting model is retaining
the main features of the discrete ones, while simplifying the analysis
and improving some of the results. Namely, we prove rigorously global
existence and uniqueness results for system (C). Besides, we estab-
lish in [12] the existence of a threshold for the existence of an endemic
equilibrium and its stability, which depends on the whole degree dis-
tribution p, and not just on its maximum value as was obtained on the
discrete model.
The plan of the paper is the following. In section 2, we show that the
system (C) is well-posed for any couple of strictly positive diffusion
coefficients (DI , DS) and with nonnegative smooth initial data. In
the case of equal diffusion coefficients, we prove that the solution is
global in time. The result is obtained using fixed point methods and
apriori estimates on the solutions. In section 3, we investigate the linear
stability of the disease-free equilibrium (DFE) and prove that for small
enough n0, it is also globally asymptotically stable. Next in section 4,
we prove that if n0 small enough, the functions (S, I) converge to the
DFE.
2. Solutions of system (C)
In order to prove the existence of solutions to (C), let T > 0 be a
fixed time and associate to a given couple of continuous nonnegative
functions (s, i) defined on [0, T ] the following evolution system
(Ĉ)


∂Ŝ
∂t
= Î(µ− β0Ŝ)−DS(Ŝ −
x
m
s(t)) x ∈ J, t ∈ [0, T ]
∂Î
∂t
= Î(−µ+ β0Ŝ)−DI(Î −
x
m
i(t)) x ∈ J, t ∈ [0, T ]
Ŝ(x, 0) = S0(x), x ∈ J
Î(x, 0) = I0(x), x ∈ J
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and denote by (Ŝ, Î) its solution on JT = J × [0, T ]. We also define
∀(x, t) ∈ JT , N̂(x, t) = Ŝ(x, t) + Î(x, t)
and for all t ∈ [0, T ] we define the functions (ŝ, î) by
(2.1) ∀t ∈ [0, T ], ŝ(t) = 〈Ŝ(., t)〉, î(t) = 〈Î(., t)〉
and accordingly the function n̂ by
∀t ∈ [0, T ], n̂(t) = 〈N̂(., t)〉 = ŝ(t) + î(t).
Note that (Ŝ, Î) is a solution of (C) if and only if ŝ = s and î = i so
that the existence of a solution to (C) follows from the existence of a
fixed point to the operator (s, i)→ (ŝ, î).
We multiply each equation by p(x) and integrate on [0, xmax] to obtain
that (ŝ, î) satisfies
(ĉ)


ŝ′ = µ̂i− β0
∫ xmax
0
(ŜÎ)(x, t) p(x) dx−DS ŝ+DS s(t)
î′ = −µ̂i+ β0
∫ xmax
0
(ŜÎ)(x, t) p(x) dx−DI î+DI i(t)
ŝ(0) = s0
î(0) = i0.
2.1. A priori estimates on (Ŝ, Î). We make the following assump-
tions on the initial data.
(ID1) The initial data S0 : J → R+ and I0 : J → R+ are
smooth, nonnegative functions on J satisfying S0(0) = 0 and
I0(0) = 0.
(ID2) We denote by s0 = 〈S0〉 (resp. i0 = 〈I0〉) the initial
average value of S (resp. I) and by n0 = s0+ i0 the initial total
average population.We assume that 0 < s0, i0 <∞.
We assume that the initial data satisfy (ID1) and (ID2).
Lemma 1. Let T > 0 be given and consider 2 smooth, nonnegative
functions (s, i) defined on [0, T ].
Then system (Ĉ) admits a unique smooth solution (Ŝ, Î) on JT . The
following properties are satisfied.
(i) ∀(x, t) ∈ JT , Î(x, t) ≥ 0
(ii) ∀(x, t) ∈ JT , Ŝ(x, t) ≥ 0
(iii) ∀t ∈ [0, T ], Î(0, t) = Ŝ(0, t) = 0
Proof of Lemma 1
The local existence and uniqueness of a solution (Ŝ, Î) of (Ĉ) follows
from classical results on system of odes. To establish (i), note that Î
satifies
(2.2)
∂Î
∂t
= Î[−(µ+DI) + β0Ŝ] +DI
x
m
i(t)
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We define the functions f̂ and F̂ by
∀(x, t) ∈ JT , f̂(x, t) = −(µ+DI)+β0Ŝ(x, t) and F̂ (x, t) =
∫ t
0
f̂(x, s)ds.
Thus for all (x, t) ∈ JT ,
∂(e−F̂ Î)
∂t
= e−F̂ [−f̂ Î +
∂Î
∂t
] = e−F̂DI
x
m
i(t) ≥ 0.
Since I0(0) ≥ 0, we deduce that the property (i) holds.
To establish (ii), note that the function Ŝ satisfies
(2.3)
∂Ŝ
∂t
= Ŝ[−β0Î −DS] + µÎ +DS
x
m
s(t).
Since Î ≥ 0 on JT by (i), the same method as in the proof of (i) allows
us to conclude that (ii) holds.
Note that α(t) = Î(0, t) satifies (2.2) with x = 0 which reads α′ =
f(0, t)α. Since α(0) = 0 by (ID1), it follows that ∀t ∈ [0, T ], α(t) = 0.
We prove similarly that for all t ∈ [0, T ], Ŝ(0, t) = 0.
This completes the proof of Lemma 1.
2.2. Existence of solutions to (C) in the case where DI = DS.
Let us first recall a standard version of the Gronwall’s Lemma that is
used in the sequel.
Theorem 1 (Gronwall’s lemma). Let us consider 2 C1 functions A :
J × R+ → R+ and C : J → R+. Let us consider a C
1 function
f : J × R+ → R such that f(x, 0) = 0 for all x ∈ J and such that
(2.4) ∀t ∈ R+, ∀x ∈ J, |
∂f
∂t
(x, t)| ≤ A(x, t) + C(x)|f(x, t)|
Then,
∀t ∈ R+, ∀x ∈ J, |f(x, t)| ≤ e
C(x)t
∫ t
0
e−C(x)uA(x, u)du.
We assume here that DI = DS which allows us to obtain global
existence using a simpler proof, namely a fixed point theorem for the
operator i 7→ iˆ .
Theorem 2. For any T > 0, there exists a unique solution to (C) on
JT .
Proof
We consider the set
E = {i ∈ C0([0, T ]), ∀t > 0, 0 ≤ i(t) ≤ n0},
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where C0([0, T ]) is equipped with the norm ‖f‖ = sup
t∈[0,T ]
e−λt|f(t)|, for
a suitable λ > 0 to be defined later. To any i ∈ E, we associate the
function s defined by
(2.5) ∀t ∈ [0, T ], s(t) + i(t) = n0
so that s ≥ 0 on [0, T ]. Let us define
φ : E −→ C0([0, T ])
i 7−→ î,
where î is defined in (2.1). We prove below that φ(E) ⊂ E and that
there exists k ∈ (0, 1) such that φ is a k-contraction in E.
The proof is decomposed in three steps.
a) For all i ∈ E, î ∈ E
This property relies on the following property.
Lemma 2. ∀t > 0, n̂(t) = n0
Proof Let us add the two lines of system (ĉ). Using that s(t)+i(t) =
n0, we obtain that for all t ∈ [0, T ],
n̂′(t) = ŝ′(t) + î′(t) = −DI(n̂(t)− n0).
Since n̂(0) = n0, it follows that for all t ∈ [0, T ], n̂(t) = n0.
In Lemma 1 (i), we proved that Î ≥ 0 and Ŝ ≥ 0 on JT . Thus î(t) ≥ 0
and ŝ(t) ≥ 0 for all t ∈ [0, T ]. Since n̂(t) = ŝ(t) + î(t) = n0 by Lemma
2, it follows that ∀t ∈ [0, T ], 0 ≤ î(t) ≤ n̂(t) = n0, which proves that
î ∈ E and establishes a).
b) expression of N̂
Proposition 1. The function N̂ only depends on the initial data and
is given by
∀(x, t) ∈ JT , N̂(x, t) = K(x)e
−DI t+n0
x
m
with K(x) = N(x, 0)−n0
x
m
.
In particular, we have that
(2.6) ∀(x, t) ∈ JT , 0 ≤ N̂(x, t) ≤ N(x, 0) + n0
x
m
Proof
When we add the 2 lines of (Ĉ), N̂ satifies
∂N̂
∂t
=
∂Ŝ
∂t
+
∂Î
∂t
= −DI(N̂ − n0
x
m
)
Thus for all x ≥ 0 and all t ≥ 0,
N̂(x, t) = K(x)e−DI t + n0
x
m
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with N̂(x, 0) = K(x) + n0
x
m
, which yields the above expression of N̂ .
Hence
N̂(x, t) = N(x, 0)e−DI t + n0
x
m
(1− e−DI t),
which implies (2.6).
c) φ is a contraction in E. Let us consider a function i1 ∈ E
(resp. i2 ∈ E) and denote by (Ŝ1, Î1) (resp. (Ŝ2, Î2)) the corresponding
solution of (Ĉ).
First we prove that the function y = Î2 − Î1 satisfies
∀(x, t) ∈ JT , |y(x, t)| ≤ DI
x
m
‖i1 − i2‖
eλt − eC(x)t
λ− C(x)
,
where C(x) = β0(N(x, 0) + n0
x
m
) + µ+DI .
Note that Îj , j = 1, 2 satisfies
(2.7)
∂Îj
∂t
= Îj(−µ+ β0Ŝj)−DI(Îj −
x
m
ij(t)),
which, using that Îj + Ŝj = N̂ by Proposition 1, can be rewritten as
∂Îj
∂t
= −β0Î
2
j + Îj [β0N̂ − (µ+DI)] +DI
x
m
ij(t).
Thus y satisfies
∂y
∂t
= y(−β0(Î1 + Î2) + β0N̂(x, t)− (µ+DI)) +DI
x
m
(i2(t)− i1(t))
= α(x, t)y +DI
x
m
(i2(t)− i1(t)),
with
∀(x, t) ∈ JT , α(x, t) = −β0(Î1 + Î2) + β0N̂(x, t)− (µ+DI).
Since 0 ≤ Îj ≤ N̂ for j = 1, 2, we have that
∀(x, t) ∈ JT , −β0N̂(x, t)− (µ+DI) ≤ α(x, t) ≤ β0N̂(x, t)− (µ+DI)
so that it follows from (2.6) that
∀(x, t) ∈ JT , |α(x, t)| ≤ β0N̂(x, t)+µ+DI ≤ β0(N(x, 0)+n0
x
m
)+µ+DI .
Hence
(2.8) |
∂y
∂t
| ≤ C(x)|y|+ A(x, t),
with
C(x) = β0(N(x, 0) + n0
x
m
) + µ+DI and A(x, t) = DI
x
m
|i2(t)− i1(t)|.
Note that y(x, 0) = 0 for all x ∈ J . Hence we can use Theorem 1 and
deduce that for all (x, t) ∈ JT ,
(2.9) |y(x, t)| ≤ eC(x)t
∫ t
0
e−C(x)sA(x, s)ds
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Let us choose λ > M = max[0,xmax]C(x). In view of the definition of
the norm in E, we have that for all s ∈ [0, T ] and x ∈ J ,
0 ≤ A(x, s) ≤ DI
x
m
‖i2 − i1‖e
λs
so that ∫ t
0
e−C(x)sA(x, s)ds ≤ DI
x
m
‖i2 − i1‖
e(λ−C(x))t − 1
λ− C(x)
.
Therefore it follows from (2.9) that
|y(x, t)| ≤ DI
x
m
‖i2 − i1‖
eλt − eC(x)t
λ− C(x)
≤ DI
x
m
‖i2 − i1‖
eλt
λ−M
.
Hence
|̂i2(t)− î1(t)| ≤
∫ xmax
0
|y(x, t)|p(x)dx ≤ DI‖i2 − i1‖
eλt
λ−M
so that finally
‖̂i2 − î1‖ ≤
DI
λ−M
‖i2 − i1‖.
We choose λ > M + DI large enough so that k =
DI
λ−M
< 1. Then
φ is a contraction in E. Therefore it admits a unique fixed point, i.e.
a function i : [0, T ] → R+ such that î = i on [0, T ]. Since in view
of Lemma 2, we have that s(t) + i(t) = ŝ(t) + î(t) = n0 on [0, T ],
it follows that ŝ = s on [0, T ]. Thus the corresponding function pair
(Ŝ, Î) = (S, I) is the unique solution to system (C) on [0, T ].
2.3. Existence of solutions to (C) in the general case DI , DS > 0.
Define
(2.10) d = min(DI , DS), D = max(DI , DS).
We first establish some estimates on the solutions to system (Ĉ) .
Proposition 2. Let T > 0 be given and consider 2 smooth nonnegative
functions (s, i) defined on [0, T ]. We assume that there exists R ≥ 0 so
that
∀t ∈ [0, T ], 0 ≤ s(t) + i(t) ≤ n0 +R
with n0 = s(0) + i(0) . Let (Ŝ, Î) be the solution to system (Ĉ) on
R+ × [0, T ] and let N̂ = Ŝ + Î. Then
(2.11) ∀(x, t) ∈ JT , 0 ≤ N̂(x, t) ≤ K(x)e
−dt +
D
d
(n0 +R)
x
m
,
with K(x) = N(x, 0)− D
d
(n0 +R)
x
m
. In particular,
(2.12) ∀(x, t) ∈ JT , 0 ≤ N̂(x, t) ≤ N+(x),
where
(2.13) ∀x ∈ J, N+(x) =
D
d
(n0 +R)
x
m
+N(x, 0)
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and
∀t ∈ [0, T ], n̂(t) ≤
D
d
(n0 +R).
Proof
Adding up the two equations in (Ĉ) yields
∂N̂
∂t
= −DS(Ŝ −
x
m
s(t))−DI(Î −
x
m
i(t))
= −DSŜ −DI Î +DS
x
m
s(t) +DI
x
m
i(t).
Since the functions Ŝ, Î, s(t), i(t) are nonnegative and d ≤ DI , DS ≤ D,
it follows that
∂N̂
∂t
≤ −dN̂(x, t) +D
x
m
(s(t) + i(t)) ≤ −dN̂(x, t) +D(n0 +R)
x
m
.
Hence by standard ODE comparison theorem,
(2.14) ∀(x, t) ∈ JT , 0 ≤ N̂(x, t) ≤ N
+(x, t),
where

∂N+
∂t
= −dN+ +D(n0 +R)
x
m
x ∈ J, t ∈ [0, T ]
N+(x, 0) = N(x, 0), x ∈ J,
A straightforward computation yields
∀(x, t) ∈ JT , N
+(x, t) = K(x)e−dt +
D
d
(n0 +R)
x
m
where K(x) = N(x, 0) − D
d
(n0 + R)
x
m
, which yields (2.11) by (2.14).
Note that
N+(x, t) = N(x, 0)e−dt + (1− e−dt)
D
d
(n0 +R)
x
m
≤ N+(x),
with N+ defined in (2.13) so that we have established (2.12). Conse-
quently, using that D
d
≥ 1 and R ≥ 0, n̂ satisfies
∀t ∈ [0, T ], 0 ≤ n̂(t) ≤ n0e
−dt +
D
d
(n0 +R)(1− e
−dt) ≤
D
d
(n0 +R)
Let us consider the set
E = {(s, i) ∈ C0([0, T ],R2), ∀t ∈ [0, T ], s(t) ≥ 0, i(t) ≥ 0,
s(0) = s0, i(0) = i0, ‖(s, i)(t)− (s0, i0)‖ ≤ R}
for some R ≥ 1 to be defined later. Here, C0([0, T ],R2) is equipped with
the norm ‖(f, g)‖ = sup
t∈[0,T ]
(|f(t)|+ |g(t)|). This set is a closed, convex
subset of C0([0, T ],R2). The corresponding function n : [0, T ]→ R+ is
then defined by n = s+ i on [0, T ].
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Proposition 3. We define
φ : E −→ C0([0, T ],R2)
(s, i) 7−→ (ŝ, î),
Then for T > 0 small enough, φ(E) ⊂ E and φ is a contraction in E.
Proof of Proposition 3
We first show that φ(E) ⊂ E. Let us consider (s, i) ∈ E and show that
(ŝ, î) = φ(s, i) ∈ E. Note that by Lemma 1, î, ŝ ≥ 0 on [0, T ]. First we
obtain an upper bound for |̂i′(t)|. The second equation in System (ĉ)
reads
î′(t) = −(µ+DI )̂i(t) + β0
∫ xmax
0
(ŜÎ)(x, t) p(x)dx+DIi(t)
Thus
(2.15)
|̂i′(t)| ≤ (µ+DI)|̂i(t)−i(0)|+µi(0)+β0
∫ xmax
0
(ŜÎ)(x, t)p(x)dx+DI |i(t)−i(0)|
Since 0 ≤ ŜÎ ≤ N̂2, it follows from Proposition 2 that
0 ≤
∫ xmax
0
(ŜÎ)(x, t) p(x)dx ≤
∫ xmax
0
N2+(x) p(x)dx.
Let us denote
C1 =
∫ xmax
0
x2p(x)dx and C2 =
∫ xmax
0
N2(x, 0)p(x)dx
so that since R ≥ 1,∫ xmax
0
N2+(x) p(x)dx ≤ 2(
D
d
(n0 +R)
m
)2C1 + 2C2 ≤ Z0R
2
for some constant Z0 > 0. Hence, using that |i(t) − i(0)| ≤ R ≤ R
2,
we deduce from (2.15) that
|̂i′(t)| ≤ (µ+DI)|̂i(t)− i(0)|+ µi(0) +DI |i(t)− i(0)|+ β0Z0R
2
≤ (µ+DI)|̂i(t)− i(0)|+ Z1R
2
for some constant Z1 > 0. Let us denote
f(t) = î(t)− i(0), C = µ+DI ,
so that f satisfies f(0) = 0 and
∀t ∈ [0, T ], |f ′(t)| ≤ C|f(t)|+ Z1R
2.
Applying Theorem 1 to the function f , we obtain that
∀t ∈ [0, T ], |f(t)| ≤ Z1R
2eCt
∫ t
0
e−Cudu.
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Finally, we have that
∀t ∈ [0, T ], |f(t)| ≤ Z1R
2 e
Ct − 1
C
≤
R
2
if T > 0 is small enough. Similarly, we can show that for if T > 0 is
small enough,
∀t ∈ [0, T ], |ŝ(t)− s0| ≤
R
2
so that
∀t ∈ [0, T ], ‖(ŝ, î)− (s0, i0)‖ ≤ R
which shows that (ŝ, î) ∈ E.
b) φ is a contraction.
Next, let us consider (s1, i1) ∈ E (resp. (s2, i2) ∈ E) and denote by
(Ŝ1, Î1) (resp. (Ŝ2, Î2)) the corresponding solutions of system (Ĉ) and
define accordingly N̂j = Ŝj+ Îj for j = 1, 2. Let us define the functions
y : [0, xmax]× [0, T ]→ R and z : [0, xmax]× [0, T ]→ R by
∀x ∈ [0, xmax], ∀t ∈ [0, T ], y(x, t) = (Î2−Î1)(x, t), z(x, t) = (N̂2−N̂1)(x, t).
We establish the following estimates on y and z.
In a first step, we prove that for all (x, t) ∈ R+ × [0, T ],
(2.16) |
∂y
∂t
| ≤ C1(x)(|y|+ |z|) +DI
x
m
|i2 − i1|(t)
with C1(x) = 2β0N+(x) + µ+DI .
Note that Îj (j = 1, 2) satisfies
∂Îj
∂t
= Îj(−µ+ β0Ŝj)−DI(Îj −
x
m
ij(t)).
Using that Ŝj = N̂j − Îj, we obtain that
∂Îj
∂t
= Îj(−µ+ β0N̂j)− β0(Îj)
2 −DI(Îj −
x
m
ij(t)).
Thus, if we define ∆ by
∀(x, t) ∈ R+×[0, T ], ∆(x, t) = β0(N̂2Î2−N̂1Î1)(x, t)−β0((Î2)
2−(Î1)
2)(x, t)
then y satisfies on R+ × [0, T ]
(2.17)
∂y
∂t
= ∆− (µ+DI)y +DI
x
m
(i2(t)− i1(t)),
We omit (x, t) and rewrite
∆ = β0N̂2(Î2 − Î1) + β0Î1(N̂2 − N̂1)− β0(Î2 + Î1)(Î2 − Î1)
= β0(Ŝ2 − Î1)y + β0Î1z
which we substitute in (2.17) and obtain that
∂y
∂t
= (β0(Ŝ2 − Î1)− (µ+DI))y + β0Î1z +DI
x
m
(i2 − i1)(t).
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Since 0 ≤ Î1 ≤ N̂1 and 0 ≤ Ŝ2 ≤ N̂2, it follows that
|
∂y
∂t
| ≤ (β0(N̂2 + N̂1) + µ+DI)|y|+ β0N̂1|z|+DI
x
m
|i2 − i1|(t)
which yields (2.16) in view of Proposition 2, since we have that
∀x ∈ [0, xmax], ∀t ∈ [0, T ], 0 ≤ (N̂2 + N̂1)(x, t) ≤ 2N+(x).
In a second step, we prove a similar differential inequality on z =
N̂2 − N̂1 and show that for all (x, t) ∈ R+ × [0, T ],
(2.18) |
∂z
∂t
| ≤ D(|y|+ |z|) +D
x
m
(|i2 − i1|(t) + |n2 − n1|(t))
with D = max(DI , DS).
Note that adding up the two equations in system (Ĉ) shows that N̂j
(j = 1, 2) satisfies
∂N̂j
∂t
= − DS(Ŝj −
x
m
sj(t))−DI(Îj(x, t)−
x
m
ij(t))
= − DS(N̂j −
x
m
nj(t))− (DI −DS)(Îj(x, t)−
x
m
ij(t)).
By substraction, it follows that
∂z
∂t
= −DSz− (DI−DS)y+DS
x
m
(n2−n1)(t)+(DI−DS)
x
m
(i2− i1)(t)
which yields (2.18) using that 0 ≤ DS, |DI −DS| ≤ D.
Finally, if we denote
C(x) = C1(x) +D and A(x, t) = 2D
x
m
(|i2 − i1|(t) + |n2 − n1|(t)),
we have established that there exists C > 0 such that for all (x, t) ∈
[0, xmax]× [0, T ],
(2.19) |
∂y
∂t
|+ |
∂z
∂t
| ≤ C(x)(|y|+ |z|) + A(x, t)
Let us define the function F for (x, t) ∈ [0, xmax]× [0, T ] by
F (x, t) =
∫ t
0
|
∂y
∂t
(x, τ)|+ |
∂z
∂t
(x, τ)|dτ
so that A, F ≥ 0 and F (x, 0) = 0. Since y(., 0) = z(., 0) = 0, |y(x, t)|+
|z(x, t)| ≤ F (x, t) so that the inequality (2.19) implies
(2.20) ∀(x, t) ∈ [0, xmax]× [0, T ],
∂F
∂t
(x, t) ≤ C(x)F (x, t) + A(x, t).
By Gronwall’s lemma, this implies that
∀(x, t) ∈ [0, xmax]×[0, T ], |y(x, t)|+|z(x, t)| ≤ F (x, t) ≤
∫ t
0
eC(x)(t−s)A(x, s)ds.
Since for all s ∈ [0, T ],
|i2(s)− i1(s)|+ |n2(s)− n1(s)| ≤ 2‖(s2 − s1, i2 − i1)‖,
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it follows that since C(x) 6= 0,
∀(x, t) ∈ [0, xmax]× [0, T ], F (x, t) ≤ 4D
x
m
‖(s2− s1, i2− i1)‖
eC(x)t − 1
C(x)
Note that by definition of î and ŝ, we have that for all t ∈ [0, T ],
|̂i2(t)− î1(t)| = |
∫ xmax
0
y(x, t)p(x)dx| ≤
∫ xmax
0
|y(x, t)|p(x)dx
and
|ŝ2(t)−ŝ1(t)| = |
∫ xmax
0
(z−y)(x, t)p(x)dx| ≤
∫ xmax
0
(|y(x, t)|+|z(x, t)|)p(x)dx.
Thus multiplying the above inequality by p(x) and integrating on [0, xmax],
we obtain that for all t ∈ [0, T ],
|ŝ1(t)−ŝ2(t)|+|̂i1(t)−î2(t)| ≤ 8D‖(s2−s1, i2−i1)‖
∫ xmax
0
eC(x)t − 1
C(x)
x
m
p(x)dx.
For any fixed R ≥ 1, let M = max[0,xmax] C(x) so that 0 < D ≤ C(x) ≤
M for x ∈ [0, xmax]. Thus
∀(x, t) ∈ [0, xmax]× [0, T ], 0 <
eC(x)t − 1
C(x)
≤
eMT − 1
D
and finally
∀t ∈ [0, T ], ‖(ŝ2 − ŝ1, î2 − î1)‖ ≤ 8(e
MT − 1)‖(s2 − s1, i2 − i1)‖
so that φ is a contraction if we choose T > 0 small enough (depending
on R) in order to guarantee that k = 4(eMT − 1) < 1.
3. Existence and linear stability of (DFE)
In this section, we consider equilibrium solutions to system (C).
Hence we look for nonnegative functions (S∗(x), I∗(x)) which satisfy
system (C∗) on R+
(C∗)
{
I(x)∗(µ− β0S(x)
∗) = DS(S(x)
∗ − x
m
s∗)
I(x)∗(−µ+ β0S(x)
∗) = DI(I(x)
∗ − x
m
i∗).
with
(3.1) s∗ =
∫ xmax
0
S∗(x)p(x)dx and i∗ =
∫ xmax
0
I∗(x)p(x)dx.
The disease-free and endemic equilibria are defined as follows.
Definition 1. For a given n0 > 0, any equilibrium solution such that
< N∗(x) >= n0 is of one of the two following types,
• The disease-free equilibrium (DFE), given by
∀x ≥ 0, I∗(x) = 0, S∗(x) = n0
x
m
,
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• An endemic equilibrium (EE), which is a nonnegative solution
(S∗(x), I∗(x)) such that there exists x0 > 0 with I
∗(x0) > 0.
Let us remark there always exists a (DFE).
3.1. Necessary condition of linear stability. Let (S∗(x), I∗(x)) be
an equilibrium solution to system (C), with s∗ =< S∗ >, i∗ =< I∗ >
and n0 = s
∗ + i∗. The linearized system around (S∗(x), I∗(x)) is given
for all x > 0 by
(L)
{
∂f
∂t
= −βI∗(x)f + (µ− βS∗)g −DS(f −
x
m
∫ xmax
0
f(x, t)p(x)dx)
∂g
∂t
= βI∗(x)f + (−µ + βS∗)g −DI(g −
x
m
∫ xmax
0
g(x, t)p(x)dx),
with given initial data (f(x, 0), g(x, 0)) = (f0(x), g0(x)), which are 2
functions from R+ to R such that∫ xmax
0
|f0(x)|p(x)dx <∞,
∫ xmax
0
|g0(x)|p(x)dx <∞.
We make the assumption that f0, g0 : R+ → R are C
1 and satisfy
(3.2) 〈f0〉+ 〈g0〉 =
∫ xmax
0
(f0(x) + g0(x)) p(x) dx = 0.
We define linear stability of (L) as follows:
Definition 2. (S∗, I∗) is linearly stable if and only if ∀x > 0,
lim
t−→∞
f(x, t) = lim
t−→∞
g(x, t) = 0,
where (f, g) is the solution of (L) with initial data (f0, g0).
Indeed, for any solution (f(x, t), g(x, t)) to the linearized system (L),
let us define the functions h and H by
∀t ≥ 0, h(., t) = f(., t)+g(., t) and H(t) = 〈h(., t)〉 =
∫
∞
0
h(x, t) p(x) dx.
Note that h satisfies
(3.3)
∂h
∂t
= −DS(f − x/m〈f(., t)〉)−DI(g − x/m〈g(., t)〉).
After multiplying (3.3) by p(x) and integrating on R+, we obtain that
for any t > 0, H ′(t) = 0. Thus H(t) = H(0) for all t > 0 so that
stability imposes lim
t→∞
H(t) = H(0) = 0 which is condition (3.2). We
also established that any solution (f, g) to (L) with (f0, g0) satisfying
(3.2) has the property that
(3.4) ∀t ≥ 0, H(t) = 〈f(., t)〉+ 〈g(., t)〉 = 0.
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3.2. Linear stability of (DFE) in general case.
Theorem 3. Let us assume that β0xmaxn0
m
< µ. Let (f, g) be the solution
of (L) with initial data (f0, g0). Then
∫ xmax
0
|g(x, t)|p(x)dx <∞ for all
t > 0 and
∀x ∈ [0, xmax], lim
t−→∞
g(x, t) = 0 and lim
t−→∞
f(x, t) = 0
which proves that the disease free equilibrium (DFE) is linearly stable.
proof of theorem 3 a) We first consider the case where g0 ≥ 0 on
[0, xmax] with 〈g0〉 > 0. The function g satisfies
(3.5)
∂g
∂t
(x, t) = g(−µ+
β0xn0
m
−DI) +DI
x
m
∫ xmax
0
g(x, t)p(x)dx
We first prove for all x ∈ [0, xmax] and t > 0, g(x, t) > 0.
Let us define the function G for t > 0 by G(t) =
∫ xmax
0
g(x, t)p(x)dx
and let us denote A = {t ≥ 0, ∀s ∈ [0, t], G(s) > 0}. Since G(0) =
〈g0〉 > 0 by assumption, 0 ∈ A so that A is not empty. Let us suppose
that A is bounded by above and let us define T ∗ = sup(A) so that
G(T ∗) = 0.
We define for all x ∈ [0, xmax] the function r by r(x) = (−µ +
β0xn0
m
−
DI). Note that for all x ∈ [0, xmax],
∂(e−r(x)tg(x, t))
∂t
= e−r(x)t[−g(x, t)r(x, t)+
∂g(x, t)
∂t
] =
∂(e−r(x)tg(x, t))
∂t
= e−r(x)tDI
x
m
G(t)
so that or all t ∈ [0, T ∗), ∂e
−r(x)tg(x,t)
∂t
> 0. Since g(x, 0) ≥ 0, it follows
that for all x ∈ [0, xmax] and t ∈ [0, T∗), e
−r(x)tg(x, t) > 0 hence
g(x, t) > 0 and that
∀x ∈ [0, xmax], ∀t ∈ [T
∗/2, T ∗), e−r(x)tg(x, t) ≥ e−r(x)T∗/2g(x, T ∗/2) > 0.
Thus g(x, T∗) > 0 for all x ∈ [0, xmax]. This contradicts G(T
∗) = 0
and proves that T ∗ =∞. Thus G(t) > 0 for all t ≥ 0 which in view of
(3.5) implies that g(x, t) > 0 for all x ∈ [0, xmax] and t > 0.
It follows that 0 ≤ g(x, t) ≤ g+(x, t) where g+ is the solution of
∂g+
∂t
(x, t) = g+(−µ +
β0xmaxn0
m
−DI) +DI
x
m
∫ xmax
0
g+p(x)dx.
Let us multiply by p(x) and integrate on [0, xmax] and define the func-
tion G+ for t > 0 by G+(t) =
∫ xmax
0
g+(x, t)p(x)dx. Then
G′+(t) = (−µ+
β0xmaxn0
m
−DI)G+(t) +DIG+(t)
so thatG′+(t) = (−µ+
β0xmaxn0
m
)G+(t). Hence, G+(t) = G(0)e
(−µ+
β0xmaxn0
m
)t.
Since for all t > 0,
0 ≤ G(t) ≤ G+(t) <∞,
this proves that
∫ xmax
0
|g(x, t)|p(x)dx <∞.
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Next we compute the supersolution g+ for all x ∈ [0, xmax] and t > 0
and obtain
g+(x, t) = g0(x)e
(−µ+
β0xmaxn0
m
−DI)t +
xmaxn0
m
G(0)e(−µ+
β0xmaxn0
m
)t.
This function converges to 0 when −µ + β0xmaxn0
m
< 0. This implies
that
∀x ∈ [0, xmax], lim
t−→∞
g(x, t) = 0.
b) In the case when g0 might change sign, we write g0 as g0(x) =
g+0 (x)− g
−
0 (x), with g
+
0 and g
−
0 2 nonnegative functions.
By linearity of (3.5), we have that g can be written as g(x, t) =
g+(x, t)− g−(x, t) where g±(x, t) is the corresponding solution of (3.5)
with initial data g
/pm
0 . It follows from a) that g±(x, t) converge to 0 as
t→∞ for all x ∈ [0, xmax], which proves the result for g.
c) Note that in view of (3.3) and (3.4), the function h satisfies
(3.6)
∂h
∂t
= −DSh + (DS −DI)(g − x/mG(t)).
A straightforward integration shows that for all x ∈ [0, xmax], limt−→∞ h(x, t) =
0, which implies the same result for f = h− g. Thus the (DFE) equi-
librium is stable when β0xmaxn0
m
< µ.
4. Asymptotic behaviour
In this section, we prove that when n0 = 〈N(x, 0)〉 > 0 is small
enough, the solution (S, I) of (C) converges to the (DFE). (Note that
we establish in [12] that there is no endemic equilibrium if n0 is small
enough.)
Let us first notice that there exists C ≥ 1 such that
(4.1) ∀x ∈ J, 0 ≤ N(x, 0) ≤ Cn0
x
m
.
We now recall the following lemma established in [11], which shows
that it is sufficient to obtain the limiting behavior of I(x, t) as t→∞.
Lemma 5.1 [11].
Assume that the initial data (S0, I0) satisfy (ID1) and (ID2) and (4.1).
Then the following properties hold.
(1) Define C˜ = max(C, D
d
) ≥ 1. Then for all x ∈ J and for all
t ≥ 0,
(4.2) 0 ≤ N(x, t) ≤ C˜n0
x
m
.
(2) For any fixed x ∈ J , we have that
lim
t→∞
(I(x, t)−
x
m
i(t)) = 0 ⇒ lim
t→∞
(N(x, t)− n0
x
m
) = 0
⇒ lim
t→∞
(S(x, t)−
x
m
s(t)) = 0
Next we establish the following result.
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Theorem 4. Assume that n0 <
1
C˜
m
xmax
µ
β0
, where d, D are defined in
(2.10). Then the solution to system (C) converges to the (DFE). Pre-
cisely,
∀x ∈ J, lim
t−→∞
I(x, t) = 0 and lim
t−→∞
S(x, t) = n0
x
m
.
Using (2.11) and (4.1) in the case where (Ŝ, Î) = (S, I), N̂ = N and
R = 0, we obtain the following estimates of the solution (S, I) and of
N = S + I,
(4.3) ∀(x, t) ∈ J × R+, 0 ≤ N(x, t) ≤ max(C,
D
d
)n0
x
m
.
Since I satisfies
(4.4)
∂I
∂t
= I(−µ+ β0S)−DI(I −
x
m
i(t)) on J × R+
it follows that i(t) =< I(x, t) > satisfies
∀t > 0, i′(t) =
∫ xmax
0
I(x, t)(−µ + β0S(x, t))p(x)dx
where by (4.3)
∀x ∈ J, −µ+ β0S(x, t) ≤ −µ+ β0C˜n0
xmax
m
.
Thus 0 ≤ i(t) ≤ i+(t) for all t > 0, where
∂i+
∂t
= i+(t)(−µ+ β0C˜n0
xmax
m
), i+(0) = i0.
Since i+(t) = i0e
(β0C˜n0
xmax
m
−µ)t, it follows that limt→∞ i(t) = 0 if C˜β0n0
xmax
m
−
µ < 0. Next it follows from (4.4) that 0 ≤ I ≤ I+ on J × R+, where
I+ satisfies
∂I+
∂t
= I+(−µ+ β0C˜n0
xmax
m
)−DI(I
+ −
x
m
i+(t)),
with I+(..0) = I(., 0) and i+(t) given above. A straightforward com-
putation yields that for all (x, t) ∈ J × R+,
I+(x, t) = (I(x, 0)− i0
x
m
)e(β0C˜n0
xmax
m
−µ−DI)t + i0
x
m
e(β0C˜n0
xmax
m
−µ)t
so that limt→∞ I(x, t) = 0 if C˜β0n0
xmax
m
− µ < 0. In view of the above
Lemma 5.1, this implies that
lim
t−→∞
S(x, t) = lim
t−→+∞
N(x, t) = n0
x
m
,
which completes the proof of Theorem 4.
18 E.LOGAK, I.PASSAT
References
[1] V. Colizza, R. Pastor-Sattoras, A. Vespignani, Reaction-diffusion processes
and meta-population models in heterogeneous networks, Nat. Phys. 3, 276-282
(2007).
[2] V. Colizza, A. Vespignani, Invasion threshold in heterogeneous metapopulation
networks, Phys. Rev. Lett. 99, 148701 (2007).
[3] V. Colizza, A. Vespignani, Epidemic modeling in metapopulation systems with
heterogeneous coupling pattern: Theory and simulations J. Theor. Biol. 251,
450-467 (2008).
[4] J. Hale, ORDINARY DIFFERENTIAL EQUATIONS, 2nd edition, Krieger
(1980).
[5] I. Hanski, A practical model of metapopulation dynamics, J. Animal Ecology,
63, 151-162 (1994).
[6] I. Hanski, Metapopulation dynamics, Nature Review 396, 41-49 (1998).
[7] H. W. Hethcote, The Mathematics of Infectious Diseases, SIAM Review 42
(4), 599-653 (2000).
[8] D. Juher, J. Ripoll, J. Saldana, Analysis and monte carlo simulations of a
model for the spread of infectious diseases in heterogeneous metapopulation,
Physical Review E 80 041920 (2009).
[9] M.J. Keeling, K.T.D. Eames, Networks and epidemic models, J. R. Soc. Inter-
face 22 Vol. 2 no4, 295-307 (2005).
[10] R. Levins, Some demographic and genetic consequences of environmental het-
erogeneity for biological control, Bull. Entomology Soc. of America, 71, 237240,
1969.
[11] E. Logak, I. Passat, An epidemic model with nonlocal diffusion on networks,
Networks and Heterogeneous Media, Vol. 11 4, 2016, 693-719.
[12] E. Logak, I. Passat, The endemic equilibrium in a model of epidemic network
with nonlimited transmission, preprint.
[13] M.E.J. Newman, The structure and function of complex networks, SIAM Re-
view 45 (2), 167-256 (2003).
[14] R. Pastor-Sattoras, A. Vespignani, Epidemic spreading in scale-free networks,
Phys. Rev. Lett. 86, 3200 (2001).
[15] R. Pastor-Sattoras, C. Castellano, P. Van Mieghem, A. Vespignani, Epidemic
processes in complex networks, Rev. Mod. Phys. 85, 925 (2015).
[16] J. Saldana, Continous-time formulation of reaction-diffusion processes on het-
erogeneous metapopulations, Physical review E 78.012902 (2008).
[17] J. Saldana, Analysis and Monte-Carlo simulations of a model for spread
of infectious diseases in heterogeneous metapopulations, Physical Review E
80.041920 (2009).
[18] J. Saldana, Modelling the spread of infectious diseases in complex metapopula-
tions, Math. Model. Nat. Phenom. Vol.5, No. 6, 22-37 (2010).
Universite´ de Cergy-Pontoise, Departement de Mathe´matiques et
Laboratoire AGM (UMR CNRS 8088), 2 avenue A. Chauvin, 95302 Cergy–
Pontoise Cedex, France
E-mail address : elisabeth.logak@u-cergy.fr, isabelle.passat@u-cergy.fr
