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Abstract
This paper deals with the distribution of the LR statistic for testing the hypothesis that the smallest
eigenvalues of a covariance matrix are equal. We derive an asymptotic null distribution of the LR statistic
when the dimension p and the sample size N approach inﬁnity, while the ratio p/N converging on a ﬁnite
nonzero limit c ∈ (0, 1). Numerical simulations revealed that our approximation is more accurate than the
classical chi-square-type approximation as p increases in value.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let x1, . . . , xN be a sample of size N from a p-variate normal distribution with an unknown
mean vector and an unknown covariance matrix . Let 1 · · · p > 0 be the eigenvalues of
. We consider the problem of testing the hypothesis that the smallest m = p − q eigenvalues of
 are equal; that is, we test the following hypothesis:
H0 : q+1 = · · · = p(= , unknown).
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This problem is important, because in applications of principal component analysis, we are usually
interested in the number of q for which the ﬁrst q principal components include most of the
information contained within the covariance matrix  and the remaining principal components
have almost the same small variances.
Let
x¯ = 1
N
N∑
j=1
xi and S = 1
N − 1
N∑
j=1
(xj − x¯)(xj − x¯)′.
The likelihood ratio test rejects the hypothesis H0 for small values of
V =
∏p
j=q+1 j (S){
1
m
∑p
j=q+1 j (S)
}m ,
where for any square matrix A the notation j (A) denotes its jth largest eigenvalue (see e.g.,
[4, p. 406]). Note that the likelihood ratio statistic V is deﬁned only for N − 1p. When we
consider the null distribution of V, there is no loss of generality that  may be diagonal, because
the eigenvalues of S are the same as those of Q′SQ for any orthogonal matrix Q. Furthermore,
V is invariant due to the multiplication of S by a positive scalar. Therefore, under H0, we may
assume that  = diag(1/, . . . , q/, 1, . . . , 1). For notational simplicity, we write
 = diag(1, . . . , q, 1, . . . , 1). (1)
Here, i should read as ˜i = i/.
In the special case q = 0, Wakaki [8] derived the limiting distribution. However, Schott [7]
proposed a statistic that can be used for n = N − q − 1 < p and derived the asymptotic
null distribution of this statistic when p/n tends to some positive constant. By applying the
aforementioned ideas to our case, we derive an asymptotic null distribution of the LR statistic in
a high-dimensional framework such that
A1 : q;ﬁx, n → ∞, m → ∞, m/n → c ∈ (0, 1).
A2 : j = O(m), j = 1, . . . , q.
We used numerical simulations to demonstrate that our approximation is more accurate than the
classical chi-square-type approximation as p increases in value.
2. Main theorem
Let S be partitioned as(
S11 S12
S′12 S22
)
,
where S11, S12 and S22 are q × q, q × m and m × m matrices, respectively. First, we consider
V˜ = det (S22·1){ 1
m
tr (S22·1)
}m ,
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instead of V, where S22·1 = S22 − S′12S−111 S12. Without loss of generality from the invariance
property of the statistic V˜ , S22·1 may be distributed as a central Wishart distribution Wm(n, Im).
The characteristic function of log V˜ is expressed as
mmit
(mn2 )m(
n
2 + it)
(mn2 + mit)m(n2 )
,
where the function m(·) is the m-variate gamma function (see e.g., [4, pp. 342 and 62]) deﬁned
as
m(a) = m(m−1)4
m∏
j=1
(a − 12 (j − 1)).
Therefore, the cumulant-generating function of log V˜ is expanded as follows:
logE[exp (it log V˜ )] = itm,n +
1
2
(it)22m,n +
1
6
(it)3	3,m,n + · · · ,
where
m,n = m logm − m

(mn
2
)
+ 
m
(n
2
)
,
2m,n =
′m
(n
2
)
− m2
′
(mn
2
)
,
	k,m,n =
(k−1)m
(n
2
)
− mk
(k−1)
(mn
2
)
(2)
for any integer k3. Here, 
(·) is the digamma function deﬁned by

(a) = d
da
log(a) = −C +
∞∑
k=0
(
1
1 + k −
1
a + k
)
= O(log a),
where C is the Euler constant, and

m(a) =
m∑
j=1


(
a − 1
2
(j − 1)
)
.
Noting that

(s)(a) =
∞∑
k=0
−s(−1)s
(a + k)s+1 = O(a
−s),
we can see that
2m,n = O(1) and 	k,m,n = Op(n−(k−2))
under the condition A1. Therefore, the characteristic function of (log V˜ − m,n)/m,n can be
expanded as
exp
{
1
2
(it)2
}[
1 + 1
63m,n
(it)3	3,m,n
]
+ O(n−2).
Formally inverting this function leads to the following theorem.
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Theorem 1. Under conditions (1) andA1, the distribution function of log V˜ can be expanded as
Pr
(
log V˜ − m,n
m,n
x
)
= (x) − 1
63m,n
	3,m,n(x)(x
2 − 1) + O(n−2),
where (·) and (·) are the distribution function of the standard normal distribution and its
derivative. The constants m,n, m,n and 	3,m,n are deﬁned by (2) with m = p − q and n =
N − q − 1.
Note that Theorem 1 was essentially derived by Wakaki [8], since he has presented a similar
asymptotic expansion of the null distribution of the LR criterion for testing  = 2Ip.
Next, we link logV and log V˜ , which is crucial for our derivation of an asymptotic distribution
of logV .
Lemma 1. Under conditions (1), A1 and A2, logV converges in probability to log V˜ .
The proof of Lemma 1 is presented in Section 4. We can write
logV − m,n
m,n
= log V˜ − m,n
m,n
+ logV − log V˜
m,n
.
According to Theorem 1 and Lemma 1, the ﬁrst term on the right-hand side of the above equation
converges in distribution onN(0, 1), and the second term converges in probability to 0. Therefore,
using Slutzky’s theorem (see e.g., [6]) we have the following main theorem (Theorem 2).
Theorem 2. Under conditions (1), A1 and A2, it holds that
logV − m,n
m,n
d→N(0, 1),
where d→ denotes convergence in distribution and the constants m,n and m,n are deﬁned by (2)
with m = p − q and n = N − q − 1.
3. Simulation results
This section presents the results of numerical simulations to demonstrate the effectiveness of
our theorem of the asymptotic normality of Zm,n = (logV − m,n)/m,n for some values of
m and n. In all our simulations, we took the common smallest eigenvalue to be 1 and we set
i = im/(1 −
∑q
j=1 j ), which is the same model as in Schott [7], for i = 1, . . . , q, N = 100,
p = 10, 20, 30, 40, 50, 60, 70, 80 and 90, and q = 2. In Table 1, we list the estimated signiﬁcance
levels for Zm,n calculated by using 1, 000, 000 repetitions for the case in which 1 = 0.56 and
2 = 0.24 with nominal signiﬁcance levels of 0.01, 0.05, 0.50, 0.95, and 0.99.
To compare these results with the test based on the classical chi-square approximation (see e.g.,
[2]), we list the signiﬁcance levels for −cm,n log in Table 2 using the same setting as for the
simulation presented in Table 1, where cm,n = 1 − (2m2 − m + 2)/(6mn) is Bartlett correction
factor (see e.g., [2]).
Tables 1 and 2 illustrate that our new approximation is more accurate than the classical chi-
square approximation, except when p = 10. Furthermore, the data in Table 2 indicate that the
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Table 1
Actual probabilities of Zm,n for several nominals
0.01 0.05 0.5 0.95 0.99
p = 10 0.004221 0.040958 0.539795 0.934835 0.976473
p = 20 0.008586 0.055513 0.567381 0.965133 0.994144
p = 30 0.009937 0.057897 0.569441 0.969330 0.995520
p = 40 0.010770 0.059437 0.568486 0.970095 0.995647
p = 50 0.010816 0.059819 0.564065 0.969164 0.995477
p = 60 0.011114 0.058948 0.558578 0.967603 0.994904
p = 70 0.010960 0.057867 0.551711 0.965076 0.994227
p = 80 0.010770 0.056656 0.543304 0.962106 0.993279
p = 90 0.010108 0.054104 0.535333 0.958210 0.991966
Table 2
Actual probabilities of −cm,n logV for several nominals
0.01 0.05 0.5 0.95 0.99
p = 10 0.009442 0.048169 0.492684 0.947871 0.989367
p = 20 0.003045 0.029127 0.455016 0.941857 0.988261
p = 30 0.003502 0.031534 0.474136 0.949255 0.990242
p = 40 0.005802 0.043735 0.534003 0.963756 0.993736
p = 50 0.013744 0.081291 0.654368 0.982864 0.997706
p = 60 0.051688 0.200582 0.831919 0.996581 0.999688
p = 70 0.254373 0.551445 0.974300 0.999999 1
p = 80 0.844747 0.965058 0.999885 1 1
p = 90 0.999982 1 1 1 1
chi-square approximation becomes increasingly inaccurate as the value of p increases for a ﬁxed
value of N.
4. Proof of Lemma 1
In this section, we prove Lemma 1 under conditions (1), A1 and A2. For this purpose, it is
sufﬁcient to show that
(i) log det (S22·1) − log
{
p∏
j=q+1
j (S)
}
= op(1),
(ii) m log { 1
m
tr S22·1
}− m log
{
1
m
p∑
j=q+1
j (S)
}
= op(1).
Previously, Schott [7] proved that
1
m
p∑
j=q+1
j (S) −
1
m
tr S22·1 = op(n−1). (3)
Note that S and S22·1 are theoretically positive deﬁnite matrix under condition A1.
Let the inverse matrix of S can be expressed as
S−1 =
(
T11 T12
T21 T22
)
,
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whereT22 is expressed asS−122·1.Applying the Poincaré separation theorem (see e.g., [5]) toS−1, we
ﬁnd that j (T22)j (S−1) for j = 1, . . . , m, and so that −1m−j+1(T −122 )−1p−j+1(S). Hence,
it holds that
1
m∏
j=1
m−j+1(T −122 )
p−j+1(S)
= det (S22·1)∏p
j=q+1 j (S)
,
or equivalently
0 log det (S22·1) − log
p∏
j=q+1
j (S) =
m∑
j=1
{logj (S22·1) − logq+j (S)}.
Let Fj (t) be a real-valued function on [0, 1] deﬁned by
Fj (t) = log {(j (S22·1) + 1) − t} − log {(q+j (S) + 1) − t}.
It is found from Tayler’s theorem that there exists j in (0, 1) such that Fj (1) = Fj (0)+F ′j (j ),
and hence
logj (S22·1) − logq+j (S) = log (j (S22·1) + 1) − log (q+j (S) + 1)
+ j (S22·1) − q+j (S)
(j (S22·1) + 1 − j )(q+j (S) + 1 − j )
.
Since log (1 + x) − log (1 + y) log (1 + x − y) for 0 < yx, it holds that
log (j (S22·1) + 1) − log (q+j (S) + 1)
 log (1 + j (S22·1) − q+j (S))
(j (S22·1) − q+j (S)),
for j = 1, . . . , m, where the last inequality follows from the fact that log (1 + x)x for x0.
Furthermore, for j = 1, . . . , m, we have
j (S22·1) − q+j (S)
(j (S22·1) + 1 − j )(q+j (S) + 1 − j )
<
j (S22·1) − q+j (S)
j (S22·1)q+j (S)

j (S22·1) − q+j (S)
2q+j (S)

j (S22·1) − q+j (S)
2p(S)
.
Therefore, it holds that
0 
m∑
j=1
{logj (S22·1) − logq+j (S)}
<
(
1 + 1
2p(S)
)
m∑
j=1
{j (S22·1) − q+j (S)}. (4)
It follows from Bai andYin [1] that
p(S) → (1 − c1/2)2 a.s., since p/n → c ∈ (0, 1). (5)
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This implies that the right-hand side of the inequality (4) is op(1), since result (3) holds. Conse-
quently, result (i) holds.
Otherwise, result (3) implies that
1 tr(S22·1)∑p
j=q+1 j (S)
1 + op(n−1)
since
∑p
j=q+1 j (S)mp(S) and result (5). Therefore, we can ﬁnd that
0 log {tr(S22·1)} − log
⎧⎨
⎩
p∑
j=q+1
j (S)
⎫⎬
⎭ = op(n−1),
which leads to the result (ii). From (i) and (ii), it is clear that logV converges in probability to log V˜ .
Note that Lemma 1 can be derived under the condition represented by a general subsequence
for m and n as in Lodoit and Wolf [3] and Schott [7].
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