Introduction
In this paper we deduce algebraic decay rates for the total kinetic energy of weak solutions of nonstationary Navier-Stokes equations in exterior domains ftcR", n~>3: Av and the no-slip boundary condition vial=0, it is reasonable to expect that the solution v would decay in L 2 as t ~ oo. However, it is in general not easy to deduce the expected L 2 decay property for the Navier-Stokes problem in unbounded domains.
This L 2 decay problem was first raised by Leray [24] in the case of the Cauchy problem in R 3 and then was affirmatively solved by Kato [20] for the Cauchy problem in R 3 and R 4 by using the fact that Leray's weak solutions become regular after a finite time.
In this paper we are interested in the L 2 decay property of weak solutions of the exterior problem (NS). Since we want to discuss also the case of space dimensions >4, in which the regularity after a finite time of weak solutions can no more be expected, we have to employ another approach different from that of [20] . Our approach adopted here is based on the Fourier analysis for closed linear operators in Banach spaces and extends those of Schonbek [33, 34] , Kajikiya and Miyakawa [18] , Botchers and Miyakawa [3] and Wiegner [43] , all of which were developed in the case of entire spaces R" and halfspaces R+, n~>2. This approach does not require the regularity of weak solutions and, moreover, provides apparently optimal decay rates. To explain our approach, let us consider the linearized version of (NS), namely, the Stokes problem in exterior domains: It is known [4] that the map a--->v~ t~O, defines a bounded analytic semigroup of class Co in each L r space, l<r<~, of solenoidal vector fields. As in our previous work [3] , we want to state our decay results in the form of the comparison of the decay rates of weak solutions v with those of functions v ~ corresponding to the same initial data as v. To do so, we need first analyze decay properties of v~ and then find an appropriate estimate on the nonlinear term v. Vv which ensures that the low-frequency components ofv. Vv can be made as small as we please as t---~. To this end we use as our basic tool the negative of the generator of the above-mentioned semigroup, namely, the Stokes operator A=Ar in L r spaces. Due to the boundedness and analyticity of the corresponding semigroup, the fractional powers of Ar are defined in the standard manner as in [21, 22, 26, 42] . Using the recent result of Giga and Sohr [13] , which guarantees the existence of bounded pure imaginary powers of At, we apply the complex interpolation theory of Banach spaces to examine the domains of the fractional powers and thereby establish an embedding theorem of Sobolev type involving the fractional powers. This embedding theorem, stated in Section 4, enables us to analyze decay properties of functions v~ as well as to find a nice estimate on the nonlinear term v. Vv. These results on v ~ and v. Vv combined with general calculation schemes as developed in [3, 18, 33, 34, 43] eventually yield the desired L 2 decay results for weak solutions of (NS).
As shown in Section 5, our estimate on v" Vo automatically gives a definite algebraic decay rate for its low-frequency components depending only on the space dimension n.
This indicates that in general we cannot expect that our weak solutions themselves would decay more rapidly than the nonlinear term, even when the corresponding functions o ~ decay in L 2 exponentially.
In [25] Maremonti discussed L 2 decay problem for (NS) in three dimensions.
Applying the energy integral method of Heywood [15] , he proved that if a is in LrnL 2 for some l<r~<2, then there is a weak solution which decays in L 2 like the corresponding solution o ~ of (S). This result does not reflect the presence of the nonlinear term, because, as will be shown in Section 2, in his case the nonlinear term decays more rapidly than the function o ~ and the decay property of his weak solutions is determined by that of o ~ Our results thus include that of [25] as a special case (see Theorems A and B in Section 2).
Using the boundedness of the semigroup a-->v~ in general U spaces, we can show (see Lemma 5.2) that any weak solutions decay in Lq-norms, n/(n-l)~<q<2, if the corresponding initial data belong to UnL 2 for some l<r<.n/(n-1). This improves the same type of result of Galdi and Maremonti [10, 25] and implies in particular that the weak solutions treated in our Theorem A in Section 2 decay in L q, r<~q<.2, with explicit rates in case r<q<~2, if in addition r<2n/(n+2); see Theorem C in Section 2.
Our main results are stated in Section 2. Sections 3 and 4 are devoted to the study of the Stokes operator A, Since in our case A, has no bounded inverse, the study of fractional powers requires more careful arguments than in the case of bounded domains as treated in [12] . We use homogeneous Sobolev spaces to examine the domains of fractional powers by means of the complex interpolation theory, and prove that the functions Vu and All2u have equivalent L~-norms provided l<r<n. The same result is given in [13] for l<r<n/2 and l<r<~2. To extend the range of r to l<r<n, we consider the stationary Stokes problem with singular data and deduce a coercive estimate on L rDirichlet norms, l<r<n, of solutions. The desired equivalence of Vu and Al/2u in appropriate L ~ spaces is then deduced through an interpolation argument, and this gives us an embedding theorem of Sobolev type for domains of fractional powers.
The above-mentioned estimate for the stationary Stokes system with singular data was first deduced by Cattabriga [6] in the case of three-dimensional bounded domains.
We first extend Cattabriga's result to the case of general space dimensions and then apply the cut-off argument as developed in [4] in order to decompose our problem to the cases of entire spaces and bounded domains. This is carried out in Section 3.
The present work was initiated while the second author was visiting the University of Paderborn in 1986--87. We wish to thank Professors R, Rautmann and H, Sohr at the University of Paderborn for a number of stimulating and helpful discussions and valuable suggestions.
Main results
We introduce some notation and definitions. Given a domain f2 of R", we denote by Co(f2) the set of scalar, as well as vector, C~176 with compact support in g2.
C~.o(f2) is the set of solenoidal vector fields on f2 with components in Co(f2 where V-u is understood in the sense of distributions and the normal component u. vl~ n of u is well defined in the dual space w-l/"'(%f~) of the fractional Sobolev trace space WV"~'(3~) = Wt-1/r"r'(~g2). Further we have ( [28] )
where * means the dual space and " the annihilator. The results (2.1) and (2.2) are proved in [28, 37] for three-dimensional exterior domains, but the proofs given [28] applies also to higher-dimensional case. 
holds for all O<~s<.t<~ and ~b 6 cl
Here r and (Vv, V$)=r.i(Siv , %,~p ); the requirement that ~b be in L"(g)) is necessary in order for the nonlinear term in (2.3) to be well defined. In the usual definitions of 2 2 weak solution the function v is required only to be in Lloc([0,oo);Lo(fl))NLlo c ([0, m); /t0 L2 (•)). However, since all the weak solutions constructed so far satisfy the energy inequality:
fO t
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for all t~>O, we adopt our present definition. Since the weak continuity of v necessarily follows from (2.3), our definition of weak solution agrees with the usual ones (see [23, 27, 30, 35] [20, 24, 29] ), and, moreover, it seems impossible to deduce (E) for general weak solutions in case n~>5. It is also proved in [29] that the energy inequality (E) implies property (a). Our part (ii) is thus an improvement of the decay result established in [29] .
Theorem A was first proved by Wiegner [43] for the Cauchy problem, with fl=min(a, (n+2)/4). The same result can be deduced also in the case of halfspaces if we use various estimates given in [3] . Contrary to these cases, our Theorem A provides slower decay rate: fl=min(a, n/4-e). As will be shown in Sections 4 and 5, this is mainly because our embedding theorem for domains of fractional powers holds only for the exponents l<r<n. When a ELr(f~)NLE(f~) for some l<r<2, one can take a=(n/r-n/2)/2 as shown in Section 4. Hence in this case fl=a and we obtain the following, which is due to Maremonti [25] Theorems A and C will be proved in Section 5, after preparing necessary material in Sections 3 and 4. In what follows we use the summation convention and C denotes constants which may vary from line to line.
The Stokes operator over an exterior domain
We first define the Stokes operator and discuss its basic properties, let P=P~ be the bounded projection from L~(f~) onto L~(f~), l<r<~, associated with the Helmholtz decomposition (2.1). The operator It is known [11, 37] that -Ar generates an analytic semigroup (e-tar; t>~O} of class Co. In this paper, however, our subsequent argument is based on the following improvement of the results of [11, 37] , which is due to [4] and [13] . In what follows the complexifications of various function spaces will be written with the same notation as the original real ones. Parts (i) and (ii) are proved in [4] and part (iii) in [13] . By (i) we can define the fractional powers Ar ~, a~>0, as in [21, 22, 26, 42] . Part (iii) is proved in [13] only for).=0; but one can easily verify that the proof of [13] [26] . Now ifAru=0, then elliptic regularity theory implies that u E Lq(f2) for some q>2. Thus, assuming without loss of generality that the origin is outside ~), we easily see that
Hence the uniqueness theorem of Chang and Finn [7, Theorem 6] implies that u=0. This shows that all integer powers of A r are injective. If A~+au=0 for some integer m~>0 and 0<a<l, then we obtain by (3.2), 
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Here II'llm,r is the norm of I-lm'r(o).
From ( 
Sf(x)= G(x,y)f(y)dy, G(x,y)=(x-y) h(y+t(x-y))t~-ldt,
in terms of any fixed function h E CO(B) such that .[ hdx= 1, and the proof is carried out with the aid of the Calderon-Zygmund theory [40] on singular integrals. The general case is then treated by reducing the problem to the case stated above by means of a partition of unity. It is also shown in [5] that the method of proof illustrated above yields the following, which is important in the next section.
PROPOSITION 3.4. The operator S restricted to {fECo(D); Sofdx=O} extends uniquely to a bounded operator from H-I"(D) to L'(D)".
We now prove an estimate on solutions of the stationary Stokes system (SS) with singular data which extends a result of Cattabriga [6] (3.10) where the supremum is taken over all v fi C~,o(f~) with IlVVlIr, = 1.
Remark. When f~ is bounded and n=3, estimate (3.8) is due to Cattabriga [6] and is valid for l<r<oo. As shown below, this result of [6] is true in all dimensions n~>2. Kozono and Sohr [45] have also proved (3.8) and (3.10) for n'<r<n. Although the arguments in [45] are almost the same as ours, we give here the detailed proofs since It remains now to prove Theorem 3,5. The proof will be carried out in several steps. We begin with the case of entire spaces R", n~>2. holds with C independent of p.
(ii) ff q is a distribution on R" with VqEIgl-l'r(Rn) for some r, then there is a (unique) function p ELr(R ") with Vq=Vp.
(iii)/f u E/to11~(R"), p E L~(R ") and f= -Au+Vp, then the estimate
holds with C independent of u and p.
Proof. (i) Since the reverse inequality is obvious, we may assume that p is in C~(R"). By an elementary calculation,
f x--y p(x) = c n ix_yl. (7p)(y) dy --Kj* (Ojp).
For q~ E Co(R" ) we have I(P, ~0)1 = I(Kj. (ajp), r gj*q~) I.
Thus, if Kj. q~ is in/-)~' ~'(R"), the Calderon-Zygmund theory [40] on singular integrals yields
and the proof of (i) is complete. We thus need only show that Kj * q~ E H~' QR"). Let r be such that 0~<~<1; r if ]x]~<l; ~=0 if ]xl~>2; and set r162 Obviously CNKj.* q~ E CO(Rn). We write IIV(l -~u) Kj * tilt, R. 
I~(Y)I dy
JN<~IxI~2N I<~g
since r'>l. This proves that Kj* dp E/t~'r'(Rn).
(ii) Let ['=l~r be the projection associated with the Helmholtz decomposition of Lr(Rn). We can now prove (3.11) . From the equation -Au=l~f, the boundedness of 15 in /-]r and estimate (3.12) it follows that tlVUlIr, R~ < CIPfI_~,r,R, <" Clfl_~,r,R,. 
<<-C(IfI_I,r,~,+IIVuIIr, R,) <-CIfI_a,,,R,"
Combining this with (3.13) yields estimate (3.1 I). The proof is complete.
We next consider the case of bounded domains and extend the result of Cattabriga [6] to all dimensions t>2. 
P--fD p r,O ~ C]IVPII-I'r'D with C independent of p, where ~-D means integration over D with respect to the normalized Lebesgue measure and I1" [I-l,,,D is the norm of H-I'r(D). (ii) If q is a distribution on D with Vq E H-I' r(D), then Vq=Vp for some p E Lr(D).
(iii)
r
If u E o: o(D) and p E Lr(D), then f= -Au + Vp E H-1, r(D ) and IIVUIIr'D+ P-f9 ,,D <'cllfl[-l'r'D with C independent of u and p, where 1,r H~,o(D) is the HI'r-closure of Co, a(D).
Proof. (i) Proposition 3.3 implies that the divergence operator
V. : H~' r' (D) -' ---> Lr'(D)
has the closed range
R(V')= { fELr'(D); fDfdX=O ).
(3.14)
Hence (i) is obtained by duality and the closed range theorem [44] .
(ii) Consider the gradient operator We first discuss the case where n'<r<oo. Taking ~02EC~(Q) such that ~pz=l in a neighborhood of supp(l-~p) and ~p2=0 in a neighborhood of aft, we find that, for e Co(R"), 
Lr*(~), 1/r* = 1/r-1/n, we obtain for q~ E D(A~,) n D(A(~,),), ( fj, dp ) = (Vui, Vdp ) = (uj, a(,.,), cp ) --', (u, a(,,,), (p ) = O.
Since (r*)'<r', D(A,,)ND(A(~,y) is dense in D(A(r,),) with respect to the graph-norm; so (u,A(~,yq~)=0 for all ~bED(A(~,),)
and therefore uED(Ar*),Ar*u=O. Hence u=0. But then, f:~-Au+Vp=Vp=O in the distribution topology, and we get p=0 because p CU(ff2) and g2 is an exterior domain. We have thus proved that uj~0 weakly in Lr*(f2) and pj~0 weakly in U(g2). In particular, uj~0 weakly in H~'r(r and since U*cU on suppV% it follows that uj is bounded in H l'r in a neighborhood of supp V~p. The
Rellich-Kondrachov compactness theorem [8] now implies that uF-~0 in Lr(suppV~p) and pjV~p-->0 in H-l'~(f~).
Since, clearly, ~n ~ppj---~0 by the definition of weak convergence, we deduce lYjl-,, ~+ Ilull~, suppvw + lip2 Vv'll-l, ,+ ~ ~0p~. 
I1(1-v2) (Pj--Pk)IIr, R, ~ flY((1-V2) (PJ-Pk) )l-l,r,lr <~C (IV(pFp,)l_,,r +rIV { W(pFp)ll-,,~,Bno) C (IV(pj--Pk)l_l,r +l~)j--Pkllr, Bnn)--') O.
Hence pj--~O in Lr(~2): a contradiction. This proves (ii). (iii) We regard (1-~p)q as a distribution on R". Since q EL~(BN •) by Proposition
3.8, we see as in the proof of (ii), ]V((1-W) q}l-1, r,R" ~< c(IVql-,,~+[lqllr,8,~) < + ~"
Hence Proposition 3.7 (ii) ensures the existence of a function p EL'(R") such that 7p =V((1-q)) q) in R". Thus,
and the function p+y2q E Lr(~) is the desired one. The proof is complete.
Proof ofLemma 3.9. Take ~ E Co(R n) such that ~= 1 for Ix[~<l and ~=0 for Ixl~>2, and let r162
For any u satisfying the assumption, we easily see that if r>n, Remarks. The condition r<n in Theorems 3.5 and 3.6 is optimal. Indeed, when r~n, it is known [5] that the smooth functions which are bounded near the infinity and vanish on af~ belong to/-)~' r(f~); consequently, the functions u=c-Wq~-V~p composed of a constant vector c, a double layer potential Wq0, and a single layer potential V~p belong to/4~'r(f2) and solve problem (SS) with f=0 and u--,c as together with some p, provided
IIV(u-u u)IIr = cllv~Nllr~ < CN -1+"/~----> 0 as N---
This last equation can be solved by the standard method presented for instance in [23] .
Thus (3.8) and (3.10) are not valid for r>~n.
Estimate of the form (3.10) was first deduced by Simader [36] in the case of the Dirichlet problem for the Laplacian in a bounded domain. Recently, Kozono and Sohr [45] have also proved (3.10) for n'<r<n. If n'<r<n, then n'<r'<n; so (3.8) and (3.10) are valid also for r', and this means that problem (SS) with fE/t-l'r(Q) is always uniquely solvable in/t~'r(Q) provided that n'<r<n. For other types of estimates on (SS) we refer the reader to [39] and [45] 
Fractional powers of the Stokes operator and interpolation spaces
In this section we examine the domains of fractional powers of the Stokes operator and establish an embedding result of Sobolev type with the aid of the complex interpolation theory of Banach spaces. This is done by Giga [12] in the case where f~ is bounded and therefore the Stokes operator possesses the bounded inverse in each L~(Q), 1 <r < oo. In our case, however, the Stokes operator is not boundedly invertible and so we have to deal with our problem more carefully. The fractional powers of the Stokes operator in an exterior domain are studied also in the recent paper [13] of Giga and Sohr. We shall improve their interpolation result by applying Theorem 3.6. This improvement enables us to deduce in the next section apparently optimal decay rates for the L2-norms of weak solutions of problem (NS).
First we define the homogeneous Sobolev space /~'~(R"), l<r<~, of fractional order s~>0 to be the completion of Co(R ") in the norm IIV~ull~,R. = IIF-'I~I~ FUlIr, R= (4.1) where F is the Fourier transformation and [~l s the multiplication operator in the phase space. When s~>0 is an integer, it follows from the Calderon-Zygmund theory [40] that /~0'r(R ") agrees with the one defined in Section 2. Since the multiplication by O<s<n, corresponds to the convolution by the Riesz potentials, it follows from Sobolev's lemma [31, 40] that IlulIq, R. <clIVsulIr, R., uEH~'r(R ") if 1/q=l/r-s/n>O.
We next recall a Sobolev type inequality which is valid for functions on exterior m -domains. For an exterior domain f2 in R n, n~>3, we denote by C~0)(f2), m=0, 1,2 ..... the set of all restrictions to ~ of functions in Cg'(R"). The following result is due to [4] , [10] and [29] . For basic facts in complex interpolation theory, we refer to [31] or [41] . If s<n/r, (4.2) shows that both U(R n) and/-)~'r(R") are continuously embedded into L'(Rn)+Lq(Rn), 1/q=l/r-s/n, so (Lr(Rn),/~0'r(Rn)} is an interpolation couple (see [41] ). Likewise, by letting )`~0 in Theorem 3.1 (ii) and applying (4.3), we see that (L~(fD, D~} is also an interpolation couple provided 2<n/r. To prove the converse, we define the function Zu, u E Co ~, o(R"), by We are now ready to prove the following, which is our key result in this section. holds with C independent of u.
Remark. Estimate (4.22) holds for l<r<~ in the case of entire and halfspaces provided only that n~>2 and 1/q=l/r-s/n>O. For the entire spaces, this is easily seen from the well-known estimates on Riesz potentials [40] . For the case of halfspaces, we refer the reader to [3] . holds with C independent of u and t>0.
Proof of Corollary
( Remarks. Iwashita [17] has recently proved (4.25) for l<r<.n. In the case of halfspaces, (4.24) holds also for q= 1 (resp. r= oo) under an appropriate assumption on r (resp. q); see [3] . Proposition 4.3 (i) was first proved by Heywood [14] for r=2. Our proof of This result was also proved by Heywood [14] for r=2.
Proof of main results
We are now in a position to prove our main results, namely, Theorems A and C in Section 2. We begin by establishing the following, which is our key lemma in this section. Let A2= ~.dgx be the spectral decomposition of the nonnegative self-adjoint operator A2. Remark. On entire and halfspaces estimate (5.1) takes the form
The proof is given in [3, 18] . The parameter ;~ will be identified with t -1 in deducing L zdecay rates; thus our estimate (5.1) yields the rate t "-n/4 caused by the presence of the nonlinear term, while (5.2) gives t -(n+2)/4 in the case of entire and halfspaces.
Proof of Theorem
A. We give a detailed proof of assertion (ii) and then describe an outline of the proof of (i), since the proof of (i) is almost the same as, and in some sense easier than, that of (ii). Let v be a weak solution of (NS) with v(0)=a, satisfying the energy inequality: we set $(r)=e-(t-r)aE 2 qg, q9 E L Z( Q), which is legitimate since Ex cp E tn(~- '2 ) , and obtain 
(It(t)-It(s)) y(t) ~ H(s) h(s) + It' (r) g(t, r) dr,
since h(t)=0. Applying (5.5) to the right-hand side above and integrating by parts, we obtain, since g(t, t)=0, Existence and uniqueness of a regular solution oh of (AP) defined for all t~>0 and convergence of (a subsequence of) ok are discussed in [3] and [29] along the idea of [38] . Since ok satisfies (E) with equality sign and since IIJkll-~-<l as bounded operators in L 2 (Q), one can repeat all of the foregoing arguments to get the desired results for each function vk. But, as readily seen from the foregoing arguments, all the estimates needed in the proof of (ii) are uniform in approximation parameter k, and so we obtain the existence of a function v E L=(0, oo; L2o (g2)) N L2(0, oo ;/~.2 (g2)) with desired decay properties by passing to the limit k--->oo; see [3, 18] [29] only the case n=3, 4 is discussed, the argument given there applies to all dimensions n~>3 due to the requirement w E Ln(~2). That (2.3') implies (2.3) is proved in [27, p. 638] ; so the function v is the desired weak solution of (NS). The proof is complete. 
I-I(t) y(t) <~ It(s) y(s)-
Proof of Theorem
Further we get lim,~= I]v(t)llq=O provided q<2.(')
Proof. We insert ~)(r)=e-(t-r)Aq), q9 E C~,o(Q ), for (2.3) and obtain The proof is complete.
We now prove Theorem C. By Theorem B, and afl=(n/r-n/q)/2. This completes the proof of Theorem C.
IIv(t)ll2 <.C(l+t) -a
Remarks. Lemma 5.2 asserts in particular that if an initial velocity is in Lr(~) n L 2 (fZ) for some 1 <r<~n', then all the corresponding weak solutions also belong to Lr([2) for a.e. t>0. The converse to this statement is an open question.
As for the behavior of L2-norms of general weak solutions, the following is known: 
t---~ r .It
See [27] for the proof. Our proof of Lemma 5.2 is in fact a simple modification of the proof of (5.17) given in [27] .
