We study the shapes of the implied volatility when the underlying distribution has an atom at zero and analyse the impact of a mass at zero on at-the-money implied volatility and the overall level of the smile. We further show that the behaviour at small strikes is uniquely determined by the mass of the atom up to high asymptotic order, under mild assumptions on the remaining distribution on the positive real line. We investigate the structural difference with the no-mass-at-zero case, showing how one cantheoretically-distinguish between mass at the origin and a heavy-left-tailed distribution. We numerically test our model-free results in stochastic models with absorption at the boundary, such as the CEV process, and in jump-to-default models. Note that while Lee's moment formula [25] tells that implied variance is at most asymptotically linear in log-strike, other celebrated results for exact smile asymptotics such as [3, 17] do not apply in this setting-essentially due to the breakdown of Put-Call duality.
Introduction
Stochastic models are used extensively to price options and calibrate market data. In practice, such data is often quoted, not in terms of option prices, but in terms of implied volatilities. However, apart from the BlackScholes model where the implied volatility is constant, no closed-form formula is available for most models. Over the past decade or so, many authors have worked out approximations of this implied volatility, either in a model-free setting or for some specific models; these approximations are usually only valid in restricted regions, such as small and large maturities, or extreme strikes. The latter have proved to be useful in order to extrapolate observed (and calibrated) data in an arbitrage-free way. The celebrated moment formula by Lee [25] was a ground-breaking model-independent result in this direction; subsequent advances were made by Benaim and Friz [3] and by Gulisashvili [17] . Denote P (K) = E(K − S T ) + the price of a Put option with strike K and maturity T , where S is a positive random variable defined on some probability space with measure P. Gulisashvili showed that the behaviour of the implied volatility I(K) at small strikes is related to this Put price via the asymptotic formula [17, Corollary 5.12 ] A similar formula, expressed in terms of the Call price C(K) = E(S T − K) + , holds as K tends to infinity. The expansion (1.1) is valid for every Put price function P such that P (K) > 0 for all K > 0, which is equivalent to P(S T < K) > 0 for all K > 0. 1 The formula (1.1) is obtained in two steps: first an asymptotic expansion for I(K) as K tends to infinity is given in terms of the Call price function; then the expression as K tends to zero is obtained via the Put-Call duality
where Q is a probability measure absolutely continuous with respect to P, defined through its Radon-Nikodym density dQ/dP ≡ S T /S 0 . The Put-Call symmetry above holds if (as implicitly assumed in [17] ) the law of the underlying asset price does not charge zero under P, i.e. if P(S T = 0) = 0. The expansion (1.1), then, is a priori not justified when P(S T = 0) > 0.
In certain stochastic models, the asset price is modelled with a stochastic process that accumulates mass at zero in finite time: this is for example the case for the Constant Elasticity of Variance (CEV) local volatility diffusion, whose fixed-time marginals have a continuous part and an atom at zero under certain parameters configurations (the same phenomenon appears for SABR, the stochastic volatility counterpart of CEV). In the setting of default modelling, the class of structural models defines the default of a firm as the first time the firm's value hits a given threshold. In [8, 9] , the firm's value corresponds to its solvency ratio (logarithm of assets over debt), modelled via an Ornstein-Uhlenbeck process. An alternative approach, proposed by Campi et al. [5] , is to refer to the underlying equity process and define the default as the first time the process hits the origin: while the equity value remains deeply related to the firm's asset and debt balance sheet, such a modelling choice is easier to test than structural models, since equity data is more readily available. In the setting of [5] , the equity process hits the origin either after a jump or in a diffusive way, the continuous-path part of the equity value being modelled by a CEV diffusion with a positive probability of absorption at zero. Along the same line, we will consider in this paper asset prices that may either jump to zero, or hit zero along a continuous trajectory.
In this work, we study the impact of a mass at zero on at-the-money implied volatility and the overall level of the smile, and determine how the asymptotic behaviour of the implied volatility for small strikes is affected. Concerning the second point, note that P(S T = 0) > 0 implies q * = 0, where q * ≡ sup{q ≥ 0 : E[S
−q
T ] < ∞} is the negative critical exponent of S T . Then, Lee's moment formula for small strikes yields, in full generality, lim sup
Tail-wing type refinements aim at finding conditions under which this lim sup can be strengthened into a genuine limit, yielding the asymptotics I(K) ∼ √ 2| log K|/T as K tends to zero: Benaim and Friz's result [3] gives sufficient conditions, but is limited to the case q * > 0; Gulisashvili's result (1.1) applies to the case q * = 0 and P(S T = 0) = 0, and allows to formulate necessary and sufficient conditions, as done in [18] . Denote F (K) ≡ P(S T ≤ K), p ≡ P(S T = 0) and q ≡ N −1 (p), where N −1 is the inverse Gaussian cumulative distribution. The main results of this paper can be resumed as follows: if p > 0, then (I) the at-the-money implied volatility has a non-trivial lower bound:
) . Moreover, for a large class of underlying distributions, the implied volatility smile is monotonically increasing with respect to p. The impact of the mass at zero is stronger for small strikes and asymptotically negligible for large strikes, in the sense that I p (K) ≈ I 0 (K) + pΘ(K) for some function Θ such that lim 1 If P(S T < K) = 0 for some 0 < K < S 0 , then P (K) = 0 for all K ≤ K. According to the definition of the implied volatility in [17] , I(K) is not defined for such strikes; according to our extended definition (1.7), I(K) is identically zero for all K ≤ K.
(II) the implied volatility satisfies
, then the following asymptotic expansion holds:
An estimate of the constant in front of the O (
error term is provided in Theorem 4.2.
Slightly after the first version of this paper appeared, Gulisashvili [19] proved an asymptotic expansion for the left wing of the smile when the stock price has mass at the origin. The main difference with (1.4) is that Gulisashvili's expansion [19] is written in terms of a non-explicit function of the strike K (defined as the inverse of a given function-we refer the reader to Section 4 for precise definitions), while (1.4) only contain explicit functions of the strike and of the constant N −1 (p). Formula (1.4) therefore allows to read-off the explicit dependence of the implied volatility in terms of the strike at a glance (at least up to a given asymptotic order), potentially allowing to improve parameterisations of the implied volatility smile in such a way to embed mass at zero (if one wishes to model default probability in this way, or otherwise to reproduce the left wing behaviour of stochastic models with absorption at zero, as we do in Section 5.3.1 for the CEV model). In particular, (1.4) highlights the presence in the expansion of a term proportional to | log K| −1 , which was hidden in Gulisashvili's formulation [19] .
In order to measure the importance of the assumptions on the cumulative distribution function F (·), let us note here that if the law of the stock price admits a density f in a right neighbourhood of zero, such that
is trivially fulfilled. We organise the paper as follows: in Section 2, we give the results related to item (I) above. In Section 3 we provide the first asymptotic estimates presented in (II). Building on the work of Gulisashvili [19] , we derive the explicit expansion (1.4) in Section 4, and test this formula on several examples in Section 5.
Notations and preliminaries. Option prices.
We fix here a maturity T ≥ 0, and shall therefore not indicate its dependence for simplicity. We assume that S T is a non-negative integrable random variable on some probability space (Ω, F, P), with E(S T ) = S 0 > 0. Risk-free interest rates are considered null, and option prices are given by expectations under the pricing measure P:
denote the prices of European Call and Put options with strike K ≥ 0 and maturity T . C BS (K; S 0 , σ) and P BS (K; S 0 , σ) denote the corresponding Call and Put prices in the Black-Scholes model with volatility parameter σ:
When the spot price S 0 is fixed, it should not generate any confusion to use the same notation C BS and P BS for the (normalised) option prices with log-moneyness x = log(K/S 0 ):
where K x ≡ S 0 e x . Implied volatility. The implied volatility 2 I(x) is defined as the unique solution in [0, ∞) to the equation
Note that I(x) is a strictly positive real number when C(K x ) satisfies the strict arbitrage bounds
+ . With a slight abuse of notation, and where explicitly stated, we might also denote I(K) = I(log(K/S 0 )) the implied volatility as a function of strike.
Function asymptotics. For a function g defined on a punctured neighbourhood of x 0 ∈ [−∞, ∞], we write
in a neighbourhood of x 0 , for some function ϕ such that lim x→x0 ϕ(x) = 0 (resp. for some ϕ bounded around x 0 );
• f (x) ∼ g(x) around x 0 if g is non vanishing and lim x→x0 f (x)/g(x) = 1.
Mass at zero and first-order behaviour of the Put price. By Fubini's theorem, P (K) = ∫ K 0 F (y)dy, and hence
Finally, we shall denote p = P(S T = 0) the mass at zero, and q = N −1 (p).
Overall impact on the smile
In this section, we investigate the impact that a mass at zero has on the overall behaviour of the implied volatility. Intuitively, the impact should be more important on the left part of the smile and less significant on the right part. Concerning the at-the-money behaviour, we will now show that a mass at zero imposes a lower bound on the level of the implied volatility.
Proposition 2.1. The following lower bound holds for the at-the-money implied volatility:
, and therefore 
expansion of the log function around p = 0 gives 2N
2 (meaning that, when p = 0.2, the lower bound is around 50%). See Figure 1 for a numerical example.
We are now going to show that the introduction of a mass at zero in an asset price model has the effect of lifting the whole smile (that is: simultaneously for all strikes). We will focus on a certain (large) class of distributions. Precisely, we consider the family of random variablesS = sX, indexed by their mean value s = E[S], where X is a positive random variable such that E[X] = 1 and P(X = 0) = 0. This setting covers the case of stochastic volatility models (dS t =S t σ t dW t ,S 0 = s) and exponential Lévy models. We denote byμ s the distribution ofS on (0, ∞). This framework provides the reference model, which is then enhanced with a mass at zero by setting
for the distribution µ (p) of S T , where δ 0 denotes the Dirac distribution at the origin. Equation (2.2) covers the class of models with an independent jump to default, presented in Section 5.2. Note that the mean value ofμ in (2.2) is imposed by the condition
(dy) the price of the Put option with strike K, and I (p) (·) the corresponding implied volatility, defined by 
Theorem 2.3. Assume the asset price distribution is given by (2.2).
Then
(ii) the function
for all x ∈ R, as p tends to 0, (2.3)
Proof. (i)
It is clear from the definition of the Put price that
is a continuous function of p), therefore
In (i) of the present proof we have shown that
as p tends to zero.
Using the well-known expression
, we obtain (2.3). Finally, since the limit lim x↓−∞ d 2 (x, I(x)) = +∞ holds for any distribution without mass at zero (Lemma 3.10), we also have
Point (ii) in Theorem 2.3 shows that the impact of a mass at zero is stronger for small strikes.
Remark 2.4. Assume that the reference modelμ follows the Black-Scholes distribution with volatility param-
where we used the well-known expansion N (z) = n(z)
On this example, we see that the impact of a mass at zero (quantified by the function θ(·)) becomes asymptotically negligible as K tends to infinity. This phenomenon can be seen clearly in our numerical tests on the Merton model with jump-to-default in Section 5.2.1, see Figure 4 .
Asymptotic estimates
The moment formula (1.
3) guarantees that lim sup x↓−∞ I(x)
2 T /|x| is strictly smaller than 2 when q * > 0. The two situations where the lim sup reaches the level 2, then, are q * = 0 and p = 0 (heavy left tail but no mass at zero), and p > 0. The former case is considered by Gulisashvili [18] ; our focus is on the latter. Example 3.1. In the Hull-White stochastic volatility model, the stock price process satisfies the stochastic differential equation dS t = S t |Z t |dW t , with S 0 > 0, and Z is a lognormal process satisfying dZ t = νZ t dt + ξZ t dB t , with W and B two correlated Brownian motions d⟨W, B⟩ t = ρdt. For all T ≥ 0, S T is a strictly positive and integrable random variable. As shown in [20] , all the moments of S T of order smaller than zero or larger than one are infinite:
First-order behaviour
In the spirit of the tail-wing formula [3] , the expansion (1.1) allows to convert Lee's moment formula into an asymptotic equivalence. This requires to study the behaviour of ψ
is given in [17, Lemma 4.5] . In general, lim sup K↓0
is not necessarily equal to 1 + q * . In Gulisashvili [18] , conditions on the Put price function equivalent to lim sup K↓0 log P (K) log K = 1 + q * are given. Let us recall Gulisashvili's result for the case q * = 0 of interest to us: 
In light of (1.1), Condition (ii) in the previous theorem is equivalent to lim K↓0 ψ
by continuity of ψ −1 : considering (3.1), (ii) is then equivalent to (i). For the proof of the equivalence between (ii) and (iii) we refer to [18] : the approach is first to show the equivalence 3 A function f is regularly varying of order α ∈ R if it is defined on some neighbourhood of infinity, measurable, and such that the ratio
converges to λ α as x tends to infinity, for every λ > 0.
for large x and a condition on the Call price function analogous to (iii) (see [18, Theorem 3.2] ), and second to apply the Put-Call symmetry in order to transfer the result from the right to the left wing. Because of the lack of Put-Call symmetry when the law of the stock price has a mass at zero, this approach is a priori not justified when q * = 0 and p > 0, just as it happens for the asymptotic formula (1.1). We shall get back to this point in Remark 3.4. Let us state a preliminary result on the behaviour of the implied volatility when p > 0. Similarly to Theorem 3.2, the following proposition reinforces (1.3) to a true limit.
Proposition 3.3 follows from a stronger statement given in Theorem 3.6 below.
is satisfied with the function h 1 . Moreover, note that (1.8) implies log(P (K)) = log(K) + O(1) as K ↓ 0, or equivalently lim K↓0 log(P (K))/ log(K) = 1 = 1 + q * . Then, in view of Proposition 3.3, Theorem 3.2 turns out to be true also in the case p > 0. . Indeed, the right-hand side of the model-free replication formula for the log contract,
is infinite, in light of (1.8) . This warns about the use of (3.2)-typically applied to quote the fair strike of a continuously monitored variance swap under a stochastic volatility assumption as in [11] -in models where p > 0.
Detecting the mass of the atom: the second-order behaviour
In the previous section, we saw that the dimensionless implied volatility 
On the contrary, if p > 0, then
where χ is a function satisfying q 2 ≤ χ(x) for all x < 0 and lim sup
Before giving the proof of Theorem 3.6, let us state an immediate corollary. Consider the following assumptions on the cumulative distribution function of S T , as K tends to zero:
) .
(3.5)
where χ is a function satisfying q 2 ≤ lim inf
Proof. The limit (3.6) follows from (3.4). The other statements are immediate, noticing that
The following comments emphasise the relevance of Theorem 3.6.
• In light of (3.3) and (3.6), when the left asymptotic slope of the smile is maximal (lim x↓−∞ T I(x) 2 /|x| = 2), the difference between an underlying distribution that has a mass at the origin and one that does not can be seen at the second order in implied volatilities at small strikes.
• The inspection of (3.7) reveals a 'phase transition' in the shape of the implied volatility at the second-order:
when p ̸ = 1/2, the implied volatility has the form
; when p = 1/2, the constant vanishes and the expansion reduces to
In the latter case, the rate of convergence of the 'normalised' implied volatility
• The role played by the cumulative distribution function F in (3.4) highlights a radical difference with the no-mass-at-zero case. In the classical left tail-wing formula [3] ,
where ψ is defined in (1.2). Note that the logarithm of the cdf F (K x ) appears in the formula, instead of the cdf itself as in (3.4) . In many stochastic volatility models, such as Heston and Stein-Stein, the cdf of the stock price satisfies [21, 13] ,
, and (3.9) returns-as expected-the leading-order square root behaviour I(x) ∼ √ ψ(α 1 )|x| (subsequent refinements are of course possible using the precise asymptotics (3.10), as done in [13, 15] ; see also Remark 4.3 below for further discussions). For any distribution such that F (K x ) − F (0) behaves as the right-hand side of (3.10), the terms of order equal or lower than
Remark 3.8 (On the limit (3.6)). Lemma 3.3 in [25] asserts that there exists x * such that
* if and only if 0 ≤ p < 1/2. In light of the estimate (3.6), the difference √ T I(x) − √ 2|x| converges to a negative constant when 0 < p < 1/2, to a positive constant when p > 1/2, and to zero when p = 1/2. In diffusion models with absorption at zero such as the CEV model in Section 5.3.1, the case p ≈ 0 corresponds to small T , while large values of p (close to 1) correspond to large T .
The proof of Theorem 3.6 is based on the following two lemmas.
The final estimate on R follows from the monotonicity of F .
, and such that the following estimate holds as x ↓ −∞:
Remark 3.11. The limit lim x↓−∞ d 2 (x, I(x)) = −q was given in [27, Theorem 1] under the additional assumption that I is differentiable and that the derivative has a limit at −∞ (see their Assumption 1). Later on, Fukasawa [14] proved that the limit holds without these assumptions.
Proof of Lemma 3.10. The identity
) + ] follows from Put-Call parity. Then, for every x < 0,
where
. By the arithmetic-geometric inequality,
where we have used the bound on R in Lemma 3.9 and estimate (3.12) in the last step. The claimed estimate is obtained setting φ ≡ √ 2πφ and using the expression of R in Lemma 3.9.
Proof of Theorem 3.6. We first prove the limit (3.3). Assume that p = 0. Estimate (3.11) implies that for every M > 0 we have
3) follows from the following, which holds for every M > 0:
We now move on to the proof of (3. 
The expansion
, as x ↓ −∞, (3.14) allow to see that, as x tends to −∞,
On the other hand, lim
,
. Using (3.14), one has
by Lemma 3.10, we obtain
Finally putting (3.15), the estimate on B 1 (x) and this estimate on B 2 (x) together, it follows from (3.13) that
The claimed estimate on I(x) now follows from Lemma 3.10, setting χ(
, where φ is given in Lemma 3.10.
A refined formula for the implied volatility
The estimates (3.7) and (3.8) contain a global O(|x| −1/2 ) error term. Slightly after the first version of this paper appeared, Gulisashvili [19] proved a similar, albeit slightly different, expansion for the left wing of the smile when the stock price has a mass at the origin, with a stronger O(|x| −3/2 ) term. Under the assumption
Gulisashvili [19, Corollary 8] proves the expansion
where the function U is defined by U (x, z) ≡ N (z)−n(z)/ √ 2|x|. It is easy to check that, for every x ̸ = 0, the inverse function U (x, ·) −1 is well-defined on the interval (0, 1). In [19, Theorem 6] , an expansion analogous to (4.2) is first proved with U (x, ·)
, without assuming (4.1). Formula (4.2) then follows as a corollary under Condition (4.1). The main difference between (4.2) and the lower-order expansions (3.7)-(3.8) is that the x-dependence of the term U (x, ·) −1 (p) is not explicit. We are going to refine (4.2) in two directions:
1. we provide an explicit asymptotic formula (4.6) with the same accuracy as (4.2); by 'explicit', we refer to the fact that our final expression is an expansion in powers of √ |x|, with explicit coefficients.
2. we estimate the constant in front of the O ( |x|
The following result refines [19, Theorem 6] . 
where the function a(·) is such that a(x) ≤ 0 for x small enough, and lim inf
, where
The following estimates are given in [19, Theorem 12] : for every ε > 0, there exist x ε such that
for all x < x ε . The functions h 1 and h 2,ε in (4.3) are defined as follows:
The estimates (4.3) are proved in [19] by comparing the Put price P BS (x, I(x)) with two properly chosen Put prices P BS (x, I 1 (x)) and P BS (x, I 2 (x)).
Step 1 (Estimate of the difference between the upper and lower bounds in (4.3)). We first estimate the difference between u(x) and u ε (x). By the mean value theorem, there exists ξ ∈ (u(x), u ε (x)) such that
. It is not hard to see
Next, we observe that the function U (x, ·) −1 is locally Lipschitz inside (0, 1), with a Lipschitz constant independent of x on any fixed subinterval of (0, 1). Since r(x) converges to zero, it follows that u(x) tends to q and u ε (x) to q as x ↓ −∞. Overall, ξ converges to q, so that
We now estimate the difference between the functions h 1 and h 2,ε . We have already proved above that both u and u ε are bounded at −∞. Using the Taylor expansion
5 En passant, we correct a sign error in the definition of uε in [19, Equation (2.5)], where uε(
Since U (x, ·) −1 is increasing on (0, 1), the latter definition entails uε(x) > u(x) for x small. This would imply h 2,ε (x) > h 1 (x), in contradiction with (4.3). The correct definition of uε follows by inspection of the proof of [19, Theorem 12] .
Finally, we can estimate the difference between the upper and lower bounds in (4.3). Since the functions h 1 and h 2,ε are of order √ |x| when x ↓ −∞, we get
Step 2 (Final estimate of the implied volatility). Using twice the Taylor expansion
for small y, it follows from the definition of the function h 1 that
(the term containing u(x) 3 disappears because of some cancellations). Combining (4.3) and (4.5), we obtain
where the function α satisfies the following estimate: for every ε > 0, −(
The final claim then follows by setting a(x) = α(x)|x|
3/2 and using (4.4).
Define the function 
(i) The implied volatility satisfies √ T I(x) = I(x) + O(|x| −3/2 ) as x tends to −∞;
(ii) if moreover
7)
for small K, then the implied volatility satisfies ) error term, and (ii) estimates this error term from above and below (under the slightly stronger condition (4.7) or (4.10)). In particular, the following remarks are in order:
Finally, if there exists α > 0 such that
• Definition (4.6) highlights the presence in the expansion of a term proportional to |x| −1 , which is hidden in Gulisashvili's formulation (4.2). From the point of view of numerical evaluation, the terms in (4.6) are elementary functions of the log-strike x, while the evaluation of (4.2) requires to numerically invert the function U (x, ·) for each value of x. • If the underlying stock price is distributed according to the measure
where f is some pdf on (0, The constants c q and A(q) in Theorem 4.2 are functions of q 2 = (N −1 (p)) 2 , therefore-in terms of p-they are symmetric around p = 1/2. The function A(·) attains its minimum value for q = 0 (or yet p = 1/2), so that the bounds are the tightest at this point. This is illustrated in Figure 2 .
Proof. Consider the function V (y, z) ≡ N (z) − yn(z)
. It is not difficult to see that, for every y ∈ R, the equation V (y, z) = p has a unique solution z = z(y) (take derivatives with respect to z). In particular, z(0) = N −1 (p) = q. By the implicit function theorem, the function z is infinitely differentiable, and we can easily compute its derivatives by implicit differentiation. For the first derivative, z ′ (y) = (1 + y z(y)) −1 , which converges to 1 as y tends to zero; iterating the procedure, we obtain the Taylor expansion
, as y tends to zero.
Since, for every
, we obtain the following expansion as x tends to −∞:
We have to estimate the difference U (x, ·)
Applying the mean value theorem to the function U (x, ·) and proceeding as in the proof of Theorem 4.1, we obtain
Using Lemma 3.9 and Condition (4.1), we have r(x) = O(|x| −3/2 ). Now, plugging (4.13) and (4.12) into Theorem 4.1 and collecting terms of the same order in x, we get
Using the boundedness of the function a(·)
at −∞, we obtain (i) under Condition (4.1). If moreover Condition (4.7) holds, the bounds (4.8) and (4.9) follow from Theorem 4.1 and Lemma 3.9. Finally, when Condition (4.10) holds, the last statement follows from r(
Remark 4.3 (Asymptotic shapes of implied volatility in stochastic volatility models).
The asymptotic expansion 'leading-order term proportional to √ |x| + constant + vanishing term' is typical in stochastic volatility models. Yet, in this case the phenomenon has a different nature: when the stock price follows an exponential (hence strictly positive) diffusion process with stochastic volatility, the functional form of the implied volatility at low strikes is rather determined by the asymptotics of the density of the asset price close to zero. In Theorem 4.2, the same parametric form relates to the presence of an atom at zero, but is independent from the behaviour of the remaining distribution on (0, ∞) (as soon as Condition (4.1) 
where γ 1 ∈ (0, √ 2) and γ 2 > 0 are constants that depend on the model parameters. Since in uncorrelated volatility models the smile is symmetric, see [28] , the same expansion holds when x tends to −∞;
2. the Heston model [23] , for which Friz, Gerhold, Gulisashvili and Sturm [13, (4.11) ] prove the expansion:
where the coefficients ρ 1 ∈ (0, √ 2), ρ 2 and ρ 3 are related to the model parameters. One can notice the appearance of the function log |x| in the third-order term;
3. the uncorrelated Hull-White model (Example 3.1), for which Gulisashvili and Stein [20] prove
The constant second-order term appearing in the previous expansions is replaced here by a term diverging to −∞, in agreement with Theorem 3.6.
Examples and numerics
A distribution µ with a mass p ∈ (0, 1) at zero can be written in terms of its Jordan decomposition 
A toy example
We define a piecewise affine Call price on [0, ∞) by setting
The corresponding asset price distribution has the form (5.1), withμ(ds) = δ S0/(1−p) (ds). The cumulative distribution of µ,
is trivially satisfied. Figure 3 shows some numerical results for T = 1. 
Jump-to-default models
Let (S t ) t≥0 be a strictly positive process defined on (Ω, F, P), and τ a random time, independent ofS. Set
so that S jumps to zero at time τ ; the law of S T has the form (5.1), with p = P(τ ≤ T ), andμ is the law ofS T .
Merton's model with jump-to-default
In the Merton model [26] , the processS is a geometric Brownian motion with drift λ > 0: dS t =S t (λdt+σdW t ) withS 0 > 0, and τ is exponentially distributed with parameter λ, so that cumulative distribution
and Condition (4.1) is satisfied. We illustrate the validity of (4.6) in Figure 5 . Let us briefly comment on (i) Interestingly, a log-normal distribution with a constant volatility parameter σ and a mass p at zero produces a very pronounced skew, even for relatively small values of p (Figure 4 ). This is related to the impact of a mass at zero on the smile that we studied quantitatively in Theorem 2.3(ii). In analogy with displacement [6, Example 6.7] , this is a way of generating a smile with only two parameters.
(ii) The different behaviours of the implied volatility foreseen by Corollary 3.7 (and by Theorem 4.2) for p ̸ = 1/2 and for p = 1/2 are confirmed in these examples (see also the CEV model in Section 5.3.1). When p = 1/2, the convergence of the normalised smile I(x) √ T /|x| to its limit √ 2 has a considerably smaller bias than when p is close to one or to zero, for which the limiting value √ 2 is still far in the left tail (Figures 3(a)-3(b) and 5(a)-5(c) ).
(iii) The graphics 3(b), 3(c) and 5(c), 5(b) are almost identical. This provides evidence of the fact that the behaviour of the implied volatility for small strike is essentially determined by the mass of the atom at zero, while the remaining distribution on (0, ∞) has little impact.
Default probabilities from implied volatilities
We consider here the same model as in Section 5.2.1. Ohsaki et al. [27] study the possibility of measuring default probabilities from observed implied volatilities. Considering a firm's asset following Merton's or CreditGrades [12] model, they estimate the survival probability at time T based on the asymptotic formula lim x↓−∞ d 2 (x) = −q, computing d 2 (x) from simulated smile data. They give evidence of the difficulty of achieving a good estimate, due to the slow convergence of d 2 to its limit. For example, for a survival probability around 90%, the estimated value for the Merton model [27, Table 5 ] is affected by a relative error around 10%, even at extremely low strikes. In Lemma 3.10, we account for the error term affecting this estimate, which is O(|x| −1/2 ) under Condition (3.5)(i). Note however that Theorem 4.2 provides an alternative way of estimating default probabilities, which can be compared to the methodology in [27] . Neglecting the O(|x| −3/2 ) error term and inverting (4.6) with respect to q yields the quadratic equation
. For x small enough, the latter equation admits the two real roots
Using (4.6), it is not difficult to see that q + (x) converges to q = N −1 (p) while q − (x) diverges to infinity as x ↓ −∞, and hence 1 − N (q + (x)) is a convergent estimator of the survival probability 1 − p, independent of any parametric modelling choice. Table 1 For each parameter set, the first row shows the survival probability computed from the asymptotic formula lim x↓−∞ d 2 (x) = −q, and provides the same values given in [27, Table 5 ]. The second row shows the values of 1 − N (q + (x)). The symbol '−' indicates that the estimator+ (x) is not defined (that is, the quadratic equation for q given above (5.5) does not have any solution). The rightmost column contains the exact survival probability 1−p = e −λT . The estimate based on the new formula (4.6) proves to be more accurate: for example, for a moneyness ratio K/S 0 equal to 0.1, the relative error is divided by three in the case of parameter Set 2 (roughly from 10% to 3.5%), and divided by a factor 8 (from 24% to 3%) in the case of parameter Set 1. Even if the fit is improved, the applicability of the model-free formula (5.5) for the estimation of default probabilities from market data can still be questioned. In this example, the relative error is below a few percents only for values of the strike/spot ratio outside the range usually observed in stock markets.
Remark 5.1. In view of (1.8), default probabilities could be estimated directly from Put prices by running a linear regression P (K) = βK + ε for small strikes, where the estimator for β would be an estimate of the mass at the origin. Table 1 : Survival probabilities in Merton's jump-to-default model with the two parameters sets in (5.6).
Diffusion processes absorbed at zero

The CEV process and comparison with Gulisashvili's formula [19]
We consider here the CEV model, namely the unique strong solution to the stochastic differential equation
The process (S t ) t≥0 is a true martingale [7, Chapter 6.4] • if δ ≤ 0, i.e. β ∈ [−1/2, 0), the origin is an attainable and absorbing boundary. For every t > 0, the distribution µ t of X t on [0, ∞) has a positive mass at zero and admits a density on the positive real line:
where I −ν is the modified Bessel function of the first kind. Note that
• if δ ∈ (0, 2) (β < −1/2), the origin is attainable. If δ > 2 (β > 0), the origin is not attainable. In both cases, P(X t = 0) = 0 for all t.
We can recast these results in terms of the original CEV process S, which hits zero if and only if the process X does. In the case β ∈ [−1/2, 0), the density of S T on the positive real line is given by
for any s > 0, and we further have p = P(
. Using the asymptotic form [1, Section 9.6.7] for the modified Bessel function I α (z) ∼ Γ(α + 1) −1 (z/2) α (as z ↓ 0) for positive α, together with −ν = 1/(2|β|), one obtains f ST (s) ∼ const × s 2|β|−1 as s ↓ 0. Therefore the density of the stock price explodes at the origin when β ∈ (−1/2, 0), and tends to a constant when β = −1/2, in contrast to the previous examples (where the density vanishes at the origin). As pointed out in the discussion right after (4.11), Condition (4.1) on the cumulative distribution is satisfied here since 2|β| − 1 > −1. This CEV model can further be enhanced with an additional non-predictable independent jump-to-default, as done in [5] . This would result in augmenting the mass at zero and reducing the one on (0, ∞), without affecting the shape of the density.
In order to test our results numerically, we need first to compute the price of European Put options, which, for a maturity T ≥ 0 and a strike K ≥ 0, is given by
We then provide a numerical comparison of our mass-at-zero approximation of the implied volatility smile to the true one. More precisely, we compare the formulas (4.6) and (4.2) to the true implied volatility smile computed from the direct integration formula (5.8). The '2-term approximation' in Figures 6 and 8 refers to (4.6) when considering the terms up to order |x| −1/2 , and the '3-term approximation' corresponds to all the terms in the formula up to order |x| −1 . We shall consider several cases, depending on the magnitude of the mass at zero. In Figure 6 , the mass at zero is small (p ≈ 1.47%), whereas a situation with large mass at zero (p ≈ 71.89%) can be observed in Figure 7 . As one can see, our explicit asymptotic formula (4.6) approaches quickly the nonexplicit formula (4.2), providing a good approximation of the implied volatility smile for small log-moneyness. Furthermore, in Figure 8 , we compare (4.6) with Gulisashvili's (4.2) as a function of the maturity of the option (for two different values of the log-moneyness x). 
Absorbed Ornstein-Uhlenbeck process
Another example of continuous asset price dynamics that accumulates mass at zero and allows for explicit formulae can be built from Ornstein-Uhlenbeck (OU) processes, namely the unique strong solutions to the SDE
)dW u is a Gaussian process with mean E(S t ) = s 0 exp(−kt) and covariance function Cov(S t ,S s ) = σ 2 k exp(−kt) sinh(ks). The origin is attainable, and we define S asS stopped at the first time it hits zero: let τ 0 ≡ inf{t ≥ 0 :S t = 0}, then S t ≡S t 1 1 {t<τ0} . For every t > 0, the law of S t has the form µ t (dy) = P(S t = 0)δ 0 (dy) + f t (s 0 , y)dy; from Borodin and Salminen [4] , we have
and 
and Condition (4.1) is satisfied. Using (5.9) and (5.10), the numerical evaluation of European options is straightforward from numerical integration of f t or from Monte-Carlo simulation of OU paths; for small log-moneyness, the shape of the implied volatility smile is again described by Theorem 4.2 (and will eventually, in the limit as x tends to −∞, be similar to the smile of the CEV and the other jump-to-default models above).
Some comments on smile parameterisations
It is worth noticing that most of the recent literature on implied volatility parameterisations does not seem to take into account the possibility of having a mass at the origin. We discuss two arbitrage-free examples: the SSVI model [16] , and the parameterisation proposed in Guo et al. [22] . 
SSVI
Gatheral and Jacquier [16] suggest to model the total implied variance with the following family of functions: 
(5.13)
The limit above contradicts both cases in (5.11). As a conclusion, a positive mass p ̸ = 1/2 cannot be embedded into the SSVI parameterisation while keeping the no-arbitrage conditions.
The parameterisation by Guo et al. [22]
The proposed parameterisation is w(x) = θ Ψ(xξ(θ)), where 
A Appendix
A.1 Put-Call duality and smile symmetry
Fix some maturity T > 0. The function
allows to define a Black-Scholes implied volatility function I G , when G is taken as a Call price with maturity T . The identity
is proven and used in [17, 18] The situation where G is a genuine Call price function, and moreover G ≡ C, is related to a symmetry of the underlying law. Denote by Q the probability measure defined by the Radon-Nikodym density dQ/dP = S T /S 0 . The distribution of S T is said to be geometrically symmetric if the distribution of S 0 /S T under Q is the same as the distribution of S T /S 0 under P (see Carr and Lee [6] ). Examples include the log-normal distribution and uncorrelated stochastic volatility models (with zero risk-free rate). It is easy to see [6, Theorem 2.2 and Corollary 2.5] that geometric symmetry implies (and indeed is equivalent to) the Put-Call price symmetry
with G defined in (A.1). Note that (A.3) can be also written in the more 'symmetric' fashion P (K, S 0 ) = C(S 0 , K), making the spot price appear explicitly. Equation (A.2) shows that Put-Call symmetry is in turn equivalent to the symmetry of the implied volatility smile with respect to the log-moneyness Q are well defined for any stock price distribution that is non-negative under P, the same argument used in the proof of Proposition A.1 shows that the identity I P (x) = I Q (−x) does not hold when p > 0.
