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CHAPTER

1

INTRODUCTION

1.1 Dust Devil Generation

Dust devils are atmospheric convective vortices characterized by high rotational wind
speeds, coupled with low pressure (drop of 2 hPa) and high temperature (increase of 3-5K)
within the vortex core. Whereas winds in the boundary layer are often incapable of lifting
particles with sizes less than 100 µm, suction from high rotational wind speeds along with
impact saltation within dust devil vortices are very effective at lofting dust into the atmosphere.
Dust devils are driven solely by insolation, a characteristic that differentiates them from
tornadoes which are forced by latent heating (Balme and Greeley 2006). During day time,
transfer of heat from ground to atmosphere leads to near surface superadiabatic lapse rates and
the resulting instability creates rising columns of air that interact with ambient airflow to acquire
vorticity. Combination of convective plumes and ambient vorticity are necessary ingredients for
the development of convective vortices, which when entraining dust becomes dust devils. Dust
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entrainment in turn has been hypothesized to contribute to the maintenance of dust devils
through increased radiative heating of air.
Dust devil vertical structure is characterized by three distinct regions (Metzger 1999): 1)
the ejecta skirt; 2) the dust core and; 3) the thermal plume. The ejecta skirt is the near surface
region of the dust devil and contains a substantial portion of the entrained dust, most of which is
ejected from the vortex. The dust core is the central part of the dust devil vortex with dust
loading that is much lower compared to the ejecta skirt. The thermal plume is the region of the
dust devil that extends far beyond the dust core and is often not visible due to minimal dust
loading. On earth, dust devils are observed to form over a variety of terrain settings and exhibit
both cyclonic and anticyclonic vorticity with equal probability.

1.2 Dust devils on Mars

Existence of dust devils on Mars was first hypothesized by Ryan (1964), and since then
dust devils have been directly imaged or inferred from observations collected by various Mars
landers and orbiters. Meteorological observations from Viking Lander (VL) 1 and 2 (Ryan and
Lucich 1983; Ringrose et al. 2003), Phoenix Mars Lander (Ellehoj et al. 2010), and Mars
Pathfinder (Schofield 1997; Murphy and Nelli 2002) have been used to infer the occurrences of
convective vortices in time series of pressure, temperature, wind speed, and wind direction
(Figure 1.1).

2

Figure 1.1 Meteorological signature of dust devil passage from Pathfinder
Atmospheric Structure Investigation/Meteorology Experiment (Schofield et
al., 1997)

Active dust devils have also been recorded by imagers on the Spirit (Greeley et al.
2006a,b), Phoenix Mars (Ellehoj et al. 2010), and Mars Pathfinder (MPF) (Metzger 1999; Smith
and Lemmon 1999; Metzger et al. 2000; Ferri 2003) landers (Figure 1.2). Sensors on Viking
Orbiter (Thomas and Gierasch 1985), Mars Global Surveyor (MGS) Mars Orbiter Camera
(MOC) (Edgett and Malin 2000; Fisher et al. 2005; Malin and Edgett 2001; Balme et al. 2003;
Cantor et al. 2006; Drake et al. 2006), Mars Reconnaissance Orbiter (MRO) (McEwen et al.
2010), and the Mars Express High Resolution Stereo Color imager (Greeley et al. 2005) have
imaged both active dust devils (Figure 1.3) and tracks surface tracks caused by dust devils
(Figure 1.4).
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Figure 1.2 Image captured by Spirit Navcam of a ~95 m tall dust
devil in the Gusev crater (Greeley et al. 2006a)

Figure 1.3 Active dust devil imaged by Mars Observer Camera
(Greeley et al. 2003)
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Figure 1.4 Dust devil tracks imaged by the Mars
Observer Camera (Greeley et al. 2003)

In situ meteorological measurements show convective vortices on Mars with wind speeds
of 42 ms-1 (Ringrose et al. 2003), temperature increase and pressure drop of up to 2.1K and 4.7
Pa (Seiff et al. 1997; Renno et al. 2000; Sullivan et al. 2000; Murphy and Nelli 2002) . Whereas
terrestrial dust devils are typically less than 500 m high with diameters under 10 m (Sinclair
1973), on Mars they reach diameters between 100 m and 1 km, stretching as high as 12 km
vertically (Malin and Edgett 2001; Thomas and Gierasch 1985; Malin 1999).

Theoretical

analysis of Rennó et al. (1998), shows that the intensity of a dust devil is directly correlated to
the depth of the convective plume. Due to the low density and heat capacity of the Martian
atmosphere, day time turbulence is more sensitive to surface heating, resulting in deep boundary
layer heights of (~ 6km) and more intensive dust devil circulations.
5

Observational analysis shows that Martian dust devils follow a daily distribution
consistent with Earth, based on diurnal surface heating cycles (Greeley et al. 2010; Balme and
Greeley 2006; Murphy and Nelli 2002). Typically dust devils initiate in the late morning
(Greeley et al. 2010) and reach a peak generally between ~1200 and ~1500 local time (Balme
and Greeley 2006; Greeley et al. 2010; Ringrose et al. 2003; Ellehoj et al. 2010). Multiple
lander/rover missions tracked dust devil activity for periods exceeding a Martian year and these
observations show a seasonal variation where a “dust devil season” occurs during maximum
insolation, typically during regional spring and summer (Balme and Greeley 2006; Balme et al.
2003; Fisher et al. 2005; Whelley and Greeley 2006; Cantor et al. 2002). This dust devil
seasonality has also been documented by Spirit for three such seasons (Greeley et al. 2006a,
2010).
Geographical distribution of dust devils on Mars have been studied using dust devils
tracks imaged by the Mars Global Surveyor camera and the Mars Express High Resolution
Stereo Color imager (Ferri 2003; Ellehoj et al. 2010). Dust devil tracks are streaks of usually
low-albedo (though sometimes high-albedo) land and are a result of dust devils traversing the
landscape removing dust, unearthing the distinct substrate (see Figure 1.4) (Grant and Schultz
1987). These tracks number in the thousands, spanning many regions of the planet, seemingly
not relegated to one terrain or elevation. Dust devil tracks have been recorded in high elevations
(the summits of the Tharsis volcanoes) (Cantor et al. 2002) and low elevations (the bottom of the
Hellas Basin) (Balme et al. 2003), spanning an elevation difference of 30 km and surface
pressures from <1 to near 14 mb (Carr 2006). Balme et al. (Balme et al. 2003) found no
correlation between dust devil tracks and elevation. These dust devil tracks can vary anywhere
from 10 to >250 m across (Fisher et al. 2005) and are seemingly unaffected by land type such as
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cratered terrain, sand dunes, etc (Edgett and Malin 2000). Over time the lighter dust returns to
the surface and erases these vortex paths (Malin and Edgett 2001; Balme et al. 2003).
Analysis of Whelley and Greeley (2008) examined dust devil track occurrence found in
images from the Mars Orbital Camera (MOC), analyzing track populations in the northern spring
and summer, northern fall and winter, southern spring and summer, and southern fall and winter.
They found that dust devil tracks were unevenly distributed; peak percent cover occurring near
60º latitude on either side of the equator during the spring and summer months, though the
southern region has an order of magnitude more dust devil tracks than the north. A secondary
peak in dust devil tracks occurred at the equator as well, with relatively few found at the poles
and in the middle latitudes. Both Balme et al. (2003) and Whelley and Greeley (2006) also found
dust devils to occur mainly in a season from late spring to early autumn. Their findings too found
evidence of many more dust devils tracks in the southern hemisphere than northern (Figure 1.5);
dust devil track densities of ~0.6 ddt/km2 and ~0.06 ddt/km2 were found in the southern and
northern regions respectively (Whelley and Greeley 2006).

Figure 1.5 Histogram of dust devil track density as a function of
latitude (Whelley and Greeley 2006).
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This disproportionate distribution has been attributed to, in part, Mars’ orbital
eccentricity leading to 40% more solar energy being received in the southern summer (Whelley
and Greeley 2006, 2008).

1.3 Role of dust devils in modulating Martian climate

Pollack et al. (1979) found that, lacking other dust entrainment mechanisms, dust would
be settled out of the atmosphere within a few weeks after a global dust storm. Thus some other
process is responsible for the maintenance of background atmospheric dust loading,
characterized by the nearly constant optical depth measured by Mars Landers (Ferri 2003). Dust
devils may play an important role in maintaining the background dust loading in the Martian
atmosphere.
During the MPF mission, atmospheric dust opacity continually increased, despite the lack
of dust storms and the low wind conditions (Renno et al. 2004). Furthermore, the dust flux
resulting from dust devils on a Martian day was an order of magnitude greater than the mean
deposition rate at the landing site (Ferri 2003), validating the significant contribution of dust by
dust devils to the background atmosphere of Mars. Renno et al. (2004) even suggests they could
be the primary supplier of atmospheric dust in some regions. Note that the background
atmospheric dust interacts with incoming and outgoing radiation, perturbing the atmospheric
thermal structure thereby influencing global circulation patterns and climate (Kahn et al. 1992).
On Earth, triboelectric charging of saltating and colliding dust and sand particles produces
electric fields on the order of 100 V m-1 to 200 kV m-1 (Renno et al. 2004; Stow 1969; Schmidt
et al. 1998; Renno and Kok 2008). Even minor vortices on Earth are capable of producing
8

electric fields of 10 kV m-1 (Renno et al. 2004), which in Mars’ thin atmosphere is well above
the level needed to produce an electric discharge (Melnik and Parrot 1998). The larger, stronger
convective vortices on Mars (Thomas and Gierasch 1985; Renno et al. 2000; Cantor et al. 2002)
possess an even higher dust content than terrestrial dust devils and thus could produce even
stronger electric fields and electrical discharges (Renno et al. 2004). For example, dust devils in
the vicinity of Pathfinder were found to contain approximately 700 times the amount of dust as
the background atmosphere (Metzger 1999). Melnik and Parrot (1998), using numerical
simulations, predicted that electric discharges occurred in Martian dust storms, as collisions
between sand and dust create charge transfer (Renno et al. 2003) and updrafts and turbulent
diffusion create charge separation, producing large electric fields (Kok and Renno 2008).
Observations have indeed shown that deep Martian dust storms produce powerful electric
discharges (Ruf et al. 2009). Similar processes are thought to occur within Martian dust devils,
with electric discharges ionizing gases in the atmosphere and impacting its chemical makeup
(Renno et al. 2004).

1.4 Potential impact dust devils on Mars Missions

These electric discharges pose a threat to any electrical instrumentation on manned or
unmanned Rovers or Landers they might encounter, and will be a hazard to astronauts on the
planet’s surface. Dust devil vortices are also a potential risk to the descent and landing of a
spacecraft (Petrosyan et al. 2011). Concern for the atmospheric hazards during entry, descent,
and landing due to dust is not unprecedented, as in December 2003 Beagle 2’s entry profile was
believed to be altered by a change in atmospheric density caused by a dust storm (Ringrose et al.
9

2007). LES has been utilized to predict these risks at various landing sites including Phoenix
(Tyler et al. 2008; Michaels and Rafkin 2008), the Mars Exploration Rovers (Toigo and
Richardson 2003; Rafkin and Michaels 2003; Kass et al. 2003), and Beagle 2 (Rafkin et al.
2004).

1.5 Objectives
Since dust devils are thought to play an important role in the Martian climate system,
there is considerable interest in parameterizing aerosol transport by dust devils. Previous studies
have attempted to relate dust devil formation potential on Mars to planetary boundary layer
(PBL) height and surface heat fluxes based on these types of theoretical models. While these
parameterizations have successfully captured some features associated with dust loading, they
were unable to reproduce latitudinal distribution of dust devil activity inferred from observations
(Balme and Greeley 2006). One of the primary goals of this study is to develop an objective
methodology for determining boundary layer regimes that are conducive to the formation of dust
devils. Such a methodology could be utilized to understand the geographic distribution of dust
devils and also improve the parameterization of dust transport in Martian Global Circulation
Models (GCMs).
The methodology considered in this study is based on the work of Deardorff (1978),
which examined formation of terrestrial dust devils as a function of the ratio of convective PBL
large eddy length scale, boundary layer depth (h), to the Monin-Obukhov length scale (L), and
the surface mechanical turbulent length scale. Later work of Hess et al. (1988, 1990) and Lyons
et al. (2008) expressed the h/L ratio introduced by Deardorff (1978) in terms of PBL convective
scale velocity (

) and surface friction velocity ( ), and found

> 5 to be necessary for

terrestrial dust devil formation. Increase in intensity of convection (proportional to
10

) increases

the probability of formation of a dust devil, while increased efficiency of dissipation of kinetic
energy by mechanical turbulence (proportional to

) will increase the probability of vortex

dissipation.
This study seeks to extend the terrestrial analysis of Lyons et al. (2008) to analyze diurnal
and seasonal variation of Martian dust devil formation potential by characterizing the ratio of
to

. It utilizes coincident observations of surface meteorology and dust devil occurrences to

determine the threshold value of

applicable to dust devil formation on Mars. Based on this

threshold, analysis of the latitudinal and seasonal variability of dust devil formation is examined.
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2

METHODOLOGY

2.1 Datasets

This study utilizes direct observations or indirect inferences of dust devil occurrence on
Mars that are reported by prior studies, along with coincident observations of surface
meteorological data collected by various Mars landers and rovers. Mars landers and missions
satisfying this criterion include (Table 2.1Table 2.2) Viking Lander 2 (Ryan and Lucich 1983;
Ringrose et al. 2003; Petrosyan et al. 2011), Mars Pathfinder (Ferri 2003; Petrosyan et al. 2011;
Murphy and Nelli 2002; Renno et al. 2000), Phoenix Mars Lander (Ellehoj et al. 2010; Petrosyan
et al. 2011), and Spirit (Greeley et al. 2010, 2006a; Petrosyan et al. 2011). These missions
provide both geographical (Figure 2.1) and seasonal sampling of Martian dust devil activity and
meteorology.
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Figure 2.1 Near-global topographic map of Mars indicating landing sites of current and past
NASA missions. Landers utilized in this study circled in red (Webster and Dwayne 2013) .

Table 2.1 Relevant variables measured by the four landers.
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Table 2.2 Sources of dust devil data for each lander

2.1.1 Viking

Viking Lander 1 (VL1) and Viking Lander 2 (VL2) (Figure 2.2) reached the Martian
surface on 20 July 1976 and 3 September 1976 respectively, equipped with the Viking
Meteorology Instrument System (VMIS) to measure atmospheric temperature, pressure, wind
speed, and wind direction (Hess et al. 1977; Petrosyan et al. 2011).

Figure 2.2 Viking Lander with meteorology boom and
instruments extended (Chamberlain et al. 1976).
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Both landers touched down in the northern hemisphere, with VL1 (22˚N, 48˚W) and VL2
(48˚N, 134.28˚E) remaining in operation until

13 November 1982

and 11 April 1980

respectively (Petrosyan et al. 2011). Temporal sampling of wind and temperature observations
differed during each period of the mission, with a sampling rate of 8-16s being employed during
the earlier phase of the mission, whereas as slower sampling rate of 34-64s was used in the later
phases (Ryan and Lucich 1983). Temperature and wind sensors measurements were made at a
single height (1.6 m) with error margins of ±10% in wind direction, ±15% in wind speed (at
speeds over 2 m s-1), ±1.5 K in temperature for VL1, and ±2 K in temperature for VL2. The latter
discrepancy is due to the failure of the primary temperature sensor on VL2 necessitating use of
the less precise anemometer sensor (Ringrose et al. 2003). Additionally, both landers suffered
periodic contamination in wind and temperature measurements due to proximity to the lander’s
heat plume (wind direction dependent). Pressure was measured from underneath the lander body
at much lengthier intervals of approximately 17 min (Hess et al. 1977; Petrosyan et al. 2011).
This study will utilize data from the first 60 sols of the VL2 mission, for which analysis of
Ringrose et al. (2003) for convective vortices is also available.

2.1.2 Mars Pathfinder

The Mars Pathfinder (Figure 2.3) landed in the northern hemisphere of Mars (19.095˚N,
33.235˚W) and conducted its 83 sol mission from 4 July 1997 to 27 September 1997. Equipped
with the Atmospheric Structure Investigation/Meteorology (ASI/MET) experiment (Golombek
1997; Petrosyan et al. 2011), Mars Pathfinder measured pressure, temperature, wind speed, and
wind direction, with temperature sensors sampling three different levels: 0.25, 0.50, and 1.0 m.
15

Figure 2.3 The Pathfinder lander. The meteorology mast is shown
erected at the tip of the far solar panel (Seiff et al. 1997).

Wind measurements were made at 1 m height level and atmospheric pressure was
measured at ~10cm above the surface. Temperature was sampled with an absolute accuracy of 1
K, a relative accuracy of 0.1 K, and resolution of 0.04 K within a range of 160 and 300 K
(Schofield 1997; Petrosyan et al. 2011). Wind was measured with accuracy of ±10˚ in direction,
while velocities <20 m s-1 and >20 m s-1 were accurate to within approximately 1 m s-1 and 4 m
s-1 respectively (Seiff et al. 1997; Petrosyan et al. 2011). Pressure measurements had accuracy of
~0.25 μbars, a significant improvement over that provided by Viking (Schofield 1997; Seiff et al.
1997). During the primary 30-day measurement period, 51 meteorology (MET) measurement
sessions lasting 3-min each and sampling time of 4s was employed. In addition, various 15-min
and 1-hour periods of 1-second sampling were intermixed to study the Martian boundary layer.

16

However, the dataset has several gaps resulting from various computer resets over the course of
the primary mission (Schofield 1997).

2.1.3 Spirit

The Mars Exploration Rover Spirit (MER-A) (Figure 2.4) landed on 4 January 2004 in
the southern hemisphere of Mars (14.569˚S, 175.473˚E ), within the Gusev Crater (Petrosyan et
al. 2011; Smith et al. 2006).

Figure 2.4 Illustration of MER Spirit and its instruments (Nelson 2015) .
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Using its Hazard Avoidance Camera (Hazcam), Navigational Camera (Navcam), and
Panoramic Camera (Pancam) Spirit has imaged dust devils over three dust devil seasons
(Greeley et al. 2010). Whereas MER lacked in situ meteorological sensors, The Miniature
Thermal Emission Spectrometer (Mini-TES) derived datasets are available, giving thermal
infrared spectra in both upward-pointing and downward-pointing positions. Retrievals of surface
temperature and surface pressure based on thermal infrared spectra measured by Mini-TES
(Smith et al. 2006) are utilized in this study .

2.1.4 Phoenix Mars Lander

The Phoenix Mars Lander

(Figure 2.5) touched down near the Martian north

pole(68.22˚N, 234.3˚E) on 25 May 2008 (Ellehoj et al. 2010) and conducted a 151 sol mission,
during which in situ measurement of pressure, temperature, wind speed, and wind direction were
made.

Figure 2.5 Instruments on the Phoenix Mars Lander
(Dunbar 2007)
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Temperature measurements were taken at three heights: 0.25, 0.50, and 1.0 m above the
lander deck (which is ~1 m above ground) with a 0.5 Hz frequency, ±1 K absolute accuracy, and
a 0.5 K resolution (Taylor et al. 2008). However, the temperature measurements at the 0.25m
level are unreliable due to thermal contamination from the lander deck (Petrosyan et al. 2011).
Using a Vaisala Barocap®/Thermocap® system, pressure was measured on the deck of the
lander with a sampling interval of 2-3 s, an accuracy of 10 Pa and resolution of 0.1 Pa (Taylor et
al. 2008; Petrosyan et al. 2011). A Telltale wind indicator placed one meter above the deck
measured wind speeds 2-5 m s-1 with an accuracy of 1 m s-1, and wind speeds 5-10 m s-1 with a
40% accuracy. Wind direction was accurate in the 2-10 m s-1 range (Taylor et al. 2008;
Gunnlaugsson et al. 2009). Meteorological measurements were taken at 0.5 Hz continuously
throughout all 151 sols with the exception of brief daily disruptions for data transfer (Ellehoj et
al. 2010).

2.2 Methodology

The primary objective of this research effort is to identify boundary layer regimes that are
favorable for the formation of dust devils on Mars. The prior work of Willis and Deardorff
(1979) , Hess et al. (1988) and Lyons et al. (2008) and others form the basis for this study, where
the ratio of boundary layer convective (

) and friction ( ) velocities is used as a threshold to

identify boundary layer regimes favorable to formation of dust devils. Note that,
indicator of intensity of convection while

is an

(a function of surface roughness) represents the

efficiency of mechanical turbulence for dissipating kinetic energy. Whereas, potential for
formation of dust devils increase with intensity of convection, the probability of dissipation of
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the vortex increases with turbulent dissipation of motion. Thus, intensity of convection needed
for formation of dust devils, should be such that the vortex strength is sufficient to overcome
turbulent frictional dissipation. On earth, boundary layer regimes conducive to the formation of
dust devils is when

to

ratio is greater than 5 (Lyons et al. 2008), but the corresponding

threshold for Martian atmosphere is not known. This study will utilize boundary layer modeling,
constrained through in situ observation of meteorology and inferences of dust devils to determine
the

to

ratio for the Martian atmosphere. The University of Helsinki, Martian One-

Dimensional Planetary Boundary Layer model (MPBL) (Savijarvi 1995) is utilized for
computing

to

ratio for selected 261 dust devil events observed/inferred during the

previously discussed lander/rover missions. Cumulative probability distribution of

to

ratio

for these events is then utilized to determine the threshold for defining boundary layer regimes
conducive to dust devil formation on Mars.
Once the threshold applicable to the Martian boundary layer is determined, the
information is used to quantify dust devil formation potential as the number of hours/day for
which the threshold criterion is met. Global distribution of dust devil formation potential is then
computed using the Mars Climate Database (MCD). The results are then compared to
geographical variability analysis presented in prior studies. Description of MPBL, numerical
model experiment design and the use of MCD to compute global distribution of dust devil
formation potential are described in the following sections.
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2.2.1 The University of Helsinki, One-dimensional Planetary Boundary Layer Model

The University of Helsinki (UH) one-dimensional (1D) model is a moist, soilatmosphere, hydrostatic column model forced by a constant geostrophic wind Vg (Savijärvi and
Määttänen 2010). It has been used for simulations at the Viking and Pathfinder lander sites
(Savijärvi 1991; Savijarvi 1995, 1999; Savijärvi and Siili 1993; Määttänen and Savijärvi 2004;
Savijärvi et al. 2004) as well as the two Mars Exploration Rover (Savijarvi and Kauhanen 2008)
and the Mars Phoenix Lander (Savijärvi and Määttänen 2010) sites. This is a radiativeconvective column model with steady free atmosphere and interactive estimation of surface
temperature through thermal diffusion in the soil forced by radiative and turbulent energy fluxes
at the ground (Savijarvi and Kauhanen 2008). The surface temperature evolution Tg is driven by
the predicted surface net energy flux G(t) via heat diffusion in the ground. Physical
parameterizations include cloud and dust physics, radiation, and turbulence. Turbulence is
handled by a Monin-Obukhov type lowest layer and Blackadar method aloft with an asymptotic
mixing length of 300 m, while the diffusion coefficients Km, Kh also depend on local wind shear
and stability (Savijärvi and Määttänen 2010; Savijarvi and Kauhanen 2008). The mixing length
is larger than typical values on Earth (100-150 m), but makes sense given Mars’ much higher
daytime PBL which can allow for larger PBL eddies (Savijärvi et al. 2004). Thermal diffusion in
the soil is driven by the predicted energy balance at ground level, using a five-layer CrankNicholson scheme (Savijarvi 1995). Savijärvi et al. (2004, 2005) describes the emissivity longwave (LW) and two stream short-wave (SW) radiation schemes and the related orbital
algorithms. The 1-D predictive equations

for ice mixing ratio, qi, specific humidity, q,

temperature, T, and the wind components, u and v, are found in Savijarvi (1999). The UH 1D
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model used includes 46 levels beginning with 0, 0.3, 1.6, 3, 7, and 20 m, up to 28 km above
ground. The model begins at 0000 true local solar time (TLST) with a time step of 10 s.

2.2.2 MPBL experimental design

Similar to Savijarvi (1995), each MPBL simulation is initiated at the midnight of the
respective solar day. The height of the first model level is initialized with temperature
observations from the corresponding Martian lander at the closest height. The MPBL is
initialized first using assumed temperature lapse rate and geostrophic wind specified by the
MPBL, then integrated for 48 hours. This simulated diurnal variation of near surface temperature
is then compared to the in-situ observations from the respective lander. The differences between
the observations and simulation are then minimized through systematic variation of assumed
variables including: dust visible optical depth, albedo, lapse rate, roughness length, and soil
thermal inertia (Table 2.3). Based on the sensitivity analysis of Savijärvi and Määttänen (2010),
showing little sensitivity to modeled surface temperatures on geostrophic wind (Figure 2.6), a
constant value of 10ms-1 was chosen for all the simulations. Figure 2.7 shows examples of this
minimization at the Phoenix and Viking 2 lander sites. The largest adjustments are made to the
dust visible optical depth and albedo. Note that, for some case studies agreement between the
model simulations and observations required unrealistic changes in surface albedo (Table 2.3).
These cases reflect the role of other processes including strong thermal advection potentially
associated with mesoscale or synoptic scale phenomenon.

Simulations are conducted for

selected 261 case days (Table 2.5) for VL2, Pathfinder, Spirit, and Phoenix independently, and
the simulation outputs for which the differences from the observations are minimum are used to
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estimate the ratio of
diurnal variation of

for all 261 Martian dust devil events to analyze the seasonal and
ratio at different dust devil locations.

Table 2.3 Values used at each lander site

Figure 2.6 Phoenix observed 2 m (dots) and
modeled 2 m (solid), ground (dotted line)
and 1200 m (dashed line) temperature from
sols 29.5 to 33. Vg is (a) 10 ms-1, (b) 1 ms-1,
(c) 30 ms-1 (Savijärvi and Määttänen 2010)
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Figure 2.7 Observed surface temperature (black) plotted with
MPBL modeled surface temperature (red) at Pathfinder
during sol 33 (top) and Viking 2 Lander during sol 4 (bottom)
after differences have been minimized
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2.2.3 Computation of

to

ratio

The output from (MPBL) simulations is used to compute the ratio of

to

. The

ratio computation is based on the Monin-Obukhov surface layer parameterization and is
given by:
(1)

where h, L and k are mixed layer height, Monin-Obukhov length and Von Karman constant,
respectively. The Monin-Obukhov length, L is given by:
(2)

where g is the acceleration due to gravity, T the temperature, H the kinematic sensible heat flux
(H=QH/Cp), QH the sensible heat flux,  air density, and Cp the specific heat for air. A surface
layer parameterization module in the MPBL model estimates Monin-Obukhov length at each
time step. A diagnostic method was used to calculate the planetary boundary layer (PBL) height
using the Richardson number and inversion in temperature. The criteria for the Richardson
number is empirical, in that above the PBL its value drops dramatically to about two orders of
magnitude smaller than its PBL value. Thus a low number is set as the Richardson number
criteria (~

of typical PBL Richardson number values). A prognostic equation for

prediction of the PBL height was tested, but the diagnostic technique showed better behavior,
especially during the nocturnal transition period. Diurnal evolution of
using the MPBL is then used to estimate the

ratio determined

value at the time of occurrence of the dust

devil event for the selected 261 cases. Cumulative frequency distribution is then used to
determine a threshold that defines

ratio above which dust devils occur.
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2.2.4 Characterizing global distribution of dust devil formation potential

The

threshold determined using the MPBL analysis is then used to compute the

number of hours at specified latitude longitude locations, where this condition is met. The
average number of hours of dust devil formation potential is computed by determining the
amount of time per day that

is above the calculated threshold. For one sol, the ratio is

calculated at every 5º of latitude and longitude. These are then averaged across lines of
longitude, resulting in an average time per day conducive to dust devils for every 5º of latitude
from 90º N to 90º S. This is done for 20 sols in each season, then the average of these 20 values
is taken as the seasonal “time per day conducive to dust devils” at each latitude in that particular
season. This is repeated for spring, summer, autumn, and winter, and is also averaged over all
four seasons for yearly values.
In order to determine the global distribution of

ratio, the Mars Climate Database

(MCD) derived from global circulation model simulations (2014) is used. The MCD is a
database comprised of atmospheric statistics accumulated from Global Climate Model (GCM)
simulations of Mars’ atmosphere. This GCM creates three-dimensional simulations of Mars’
climate and atmospheric circulation and accounts for radiative transfer through the gaseous
atmosphere and the dust and ice aerosols. It simulates the dust multisize particle transport, the
water cycle (through modeling of cloud microphysics), and the atmospheric composition
controlled by the photochemistry and the local non-condensable gas enrichment and depletion
induced by CO2 condensation and sublimation. This GCM has been extensively tested to reach
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the maximum agreement with observational data and to represent the current best knowledge of
the Martian atmosphere (Millour et al. 2015).
The MCD itself contains numerous statistics on the simulated data which are stored on a
5.625º x 3.75º longitude-latitude grid with latitude grid spacing of about 225 km at the equator
(Millour et al. 2015), which is comparable to models used by terrestrial climate modeling (Lewis
et al. 1999). This grid extends from the surface to approximately 300 km. One of the previously
held uncertainties with Mars GCMs has been dealing with surface topography, but the latest
MCD version 5.2 includes a “high resolution” mode utilizing high resolution (32 pixels/degree)
Mars Orbiter Laser Altimeter (MOLA) topography. This, in conjunction with the smoothed
Viking Lander 1 pressure records and the MCS surface pressure is used compute as accurate
surface pressure as possible which can then be used to reconstruct vertical pressure levels and
yield values for other atmospheric variables that are higher resolution (Millour et al. 2015).
The fields are averaged and stored 12 times per day, for 12 Martian “months” (Millour et
al. 2015). In an effort to resolve the annual cycle of many variables the Martian year was split
into 12 equal length seasons based on areocentric longitude, Ls, each of which covers 30º in Ls,
and is 50-70 days long (Table 2.4).
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Table 2.4 Mars Climate Database seasons (Lewis et al. 1999)

In the MCD one day means a Martian solar day (~88,775 s) and an “hour” is 1/24th of a
solar day. In order to map the diurnal changes in variables, mean values are stored at 12
universal times per day. In other words, each grid point contains 12 “typical” days (one for each
month), as well as information on the variability within each month. In this case the diurnally
averaged standard deviation of each variable is computed for each season to

deal with

inconsistency due to weather system passages, intraseasonal trends, etc (Lewis et al. 1999).
Meteorological variables available from the MCD include: atmospheric and surface pressure and
temperature, density, radiative fluxes (solar and thermal IR) on the ground and at the top of the
atmosphere, wind (meridional, zonal, and vertical), main atmospheric composition (CO2, N2,
Ar, CO, O volume mixing ratio), mixing ratios of trace gases (O2, O3, H, H2), electron density,
water vapour and water ice content, column values of all species, dust aerosol opacity and
distribution, air viscosity, heat capacity and Cp/Cv ratio, sensible heat flux, surface stress, and
key convective PBL variables (Millour et al. 2015).
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The MCD utilizes five “dust scenarios” which include: 1) the “Climatology” scenario 2)
the cold scenario (extremely clear atmosphere) 3) the warm scenario (dusty atmosphere) 4) the
dust storm scenario (global dust storm present) 5) the “Mars Years” scenarios (represent specific
Mars years). This study used the “Climatology” scenario in order to best represent the average
conditions. This is a scenario using simulations run using the latest version of the LMD Global
Climate Model forced by a dust distribution from observations over Mars Years 24 to 31
(Millour et al. 2015).
Using the Mars Climate Database for climatology of atmosphere and boundary layer
variables as a function of season and time of day,
the MCD are used to calculate

and

is computed. In this case variables from

where from
(7)

we get
(8)

where

is surface stress and

is surface density. For

we use
(9)

where

is surface sensible heat flux,

is the heat capacity of air. The
the threshold value of
variation of

is potential temperature at the surface, g is gravity, and
ratio is then calculated using the MCD globally. Using

derived from the MPBL analysis in conjunction with this diurnal

ratio computed from the MCD, the average number of hours during a given

solar day in which the atmosphere is conducive to dust devils (i.e. when the ratio is at or above
the threshold) was calculated for every 5 of latitude. This was done for an entire year spanning
all four seasons (averaging 20 sols in each season to get the mean value for each).
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Lander
VL2
VL2
VL2
VL2
VL2
VL2
VL2
VL2
VL2
VL2
VL2
VL2
VL2
VL2
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix

Sol
04
06
07
08
11
15
17
18
22
23
23
46
54
54
01
05
05
06
07
12
12
13
13
14
17
21
22
26
30
32
33
34
37
40
45
46
46
47
50
50
53
57
58
59
59
59
62
66
66
67
68
68
72
73
77
79
79
79
79
80
80
80
83
83
83
84

Local Time

Lander

13:29
11:48
14:39
16:09
10:22
10:26
10:03
10:19
15:01
11:20
11:56
10:49
12:14
15:57
13:07:14
10:56:16
12:25:09
13:21:23
14:13:29
12:34:58
16:08:02
11:17:59
12:12:53
11:32:42
13:52:44
12:02:33
13:44:38
22:59:44
10:33:14
12:08:30
14:06:24
13:56:00
15:22:51
14:40:30
13:00:45
9:17:20
10:09:24
12:41:52
10:54:29
13:59:02
11:00:43
9:52:36
10:39:06
10:11:42
14:11:38
15:07:16
14:43:36
11:15:10
15:58:07
11:42:48
11:21:55
15:35:58
13:23:03
12:58:09
10:36:54
8:54:02
10:37:10
11:18:10
14:52:56
11:33:35
11:50:12
13:15:51
12:35:42
13:18:08
15:13:53
15:43:42

Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix

Sol
85
85
86
86
87
87
89
89
89
90
91
93
93
93
93
93
94
95
95
95
95
95
95
95
95
95
96
96
96
97
97
99
99
101
102
104
104
104
104
105
108
110
111
111
113
113
114
114
116
116
116
117
117
117
117
118
120
121
121
121
122
122
122
122
123
123

Local
Time
10:37:15
15:49:05
11:29:04
12:57:47
11:03:38
14:18:50
10:31:47
12:36:27
16:33:05
12:05:58
23:22:12
11:28:37
14:01:20
14:47:02
14:55:03
15:36:08
12:04:26
8:49:15
9:12:34
9:54:47
13:00:10
13:30:20
13:48:30
14:16:00
15:08:43
15:29:29
9:44:00
14:42:02
15:49:46
8:02:41
13:45:38
15:17:50
15:39:46
14:21:07
11:19:50
10:12:17
10:36:42
11:56:42
14:05:28
15:45:00
11:25:24
15:08:32
12:25:27
15:33:14
10:26:04
11:56:16
12:31:00
14:55:01
8:56:23
12:31:11
14:44:00
14:07:18
14:20:30
14:30:30
14:58:57
11:05:26
11:42:12
10:55:10
13:03:44
13:33:00
11:25:49
12:55:04
13:07:55
15:27:26
10:18:23
13:02:15

Lander
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Phoenix
Pathfinder
Pathfinder
Pathfinder
Pathfinder
Pathfinder
Pathfinder
Pathfinder
Pathfinder

Sol
123
124
126
126
126
128
128
128
128
128
129
129
129
130
130
131
131
131
131
132
132
136
136
136
136
137
138
139
139
139
139
139
140
140
140
141
141
142
144
144
144
144
144
144
145
145
145
146
146
146
147
148
148
148
148
150
150
150
19
25
25
25
25
25
25
28

Local
Time
14:43:30
13:59:47
13:21:01
14:34:32
14:39:08
9:24:04
10:46:47
13:19:18
13:27:37
13:57:47
9:58:50
13:11:48
14:25:13
10:10:44
11:55:13
10:03:36
11:01:37
13:53:35
14:09:27
9:42:13
14:01:44
10:41:43
12:08:29
14:44:46
16:26:38
12:21:09
13:44:01
10:16:30
12:36:28
13:07:27
13:26:29
15:01:11
12:26:43
13:19:51
15:41:41
12:26:32
14:55:01
14:17:55
9:50:40
12:00:38
12:46:58
13:20:17
14:46:09
16:04:57
9:31:39
10:19:32
12:24:25
14:20:42
14:55:07
15:59:11
13:57:36
9:03:27
9:55:08
10:28:33
11:48:47
9:31:53
10:09:35
10:21:35
12:20
10:32
10:35
12:31
13:10
13:53
15:40
16:39

Table 2.5 Dust devil events used at each landing site.
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Lander

Sol

Pathfinder
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit
Spirit

33
436
436
438
438
480
480
483
485
485
485
485
485
485
485
485
485
494
494
494
494
507
507
507
507
507
522
522
522
522
534
547
547
557
557
570
570
580
580
580
580
584
584
584
594
594
610
610
617
617
628
628
633
633
640
640
640
650
652
652
675
689
689

Local
Time
13:23
12:41
14:59
14:06
14:07
14:45
14:45
11:29
11:48
11:51
11:52
13:17
13:17
13:18
13:19
13:23
13:24
11:48
11:48
11:52
15:04
13:01
13:48
13:48
13:48
13:51
14:33
14:33
14:41
14:42
11:27
13:29
13:35
14:07
14:16
11:58
12:02
11:24
11:24
13:48
14:00
10:57
12:32
13:02
12:13
12:52
13:28
14:03
11:56
12:21
11:57
12:06
12:18
12:24
12:34
12:38
12:32
12:03
11:15
11:20
12:52
13:21
13:21

This latitudinal and seasonal distribution is compared against observational estimates of
Whelley and Greeley (2006) who, following the methods of Balme et al. (2003), inferred dust
devil distribution from dust devil track distribution in Mars Orbiter Camera (MOC) images.
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CHAPTER

3 RESULTS

The MPBL simulations (see section 3.1) were conducted to estimate

ratio for selected

dust devil case days and were used to derive a probability distribution function (PDF) of the
ratio. A threshold of
on the cumulative PDF of

required for formation of dust devils was determined based
. This threshold was then used in conjunction with the Mars

Climate Database (MCD) to estimate average number of hours per year that is conducive to
formation of dust devils, as a function of geography and season. MPBL simulation results are
discussed in section 3.1.

Estimation of threshold used to define boundary layer regimes

conducive to dust devil formation is given in section 3.2. Geographic and seasonal variability
inferred from the MCD is detailed in section 3.3. Comparison of inferences from the present
analysis to prior studies is given section 3.4.
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3.1 MPBL simulations for selected case days

The diurnal variation of atmospheric temperature simulated by the MPBL for different
lander/rover sites shows good agreement compared to in situ observations (Figure 3.1 -Figure
3.7). Similar to prior studies (Haberle et al. 1993 and others), MPBL simulations for the Viking
Lander 2 site overestimate surface maximum temperature compared to in situ observations
(Figure 3.1). Diurnal variation of root mean square (RMS) error shows maximum error in the
evening (after 1700) local time, minimum during mid- morning into late-afternoon hours (Figure
3.7).
Whereas the time averaged observational dataset for Viking Lander 2 shows relatively
smooth diurnal variation, high response temperature observations from Mars Pathfinder and
Phoenix show high frequency temperature variability whose magnitude is highest within the
convective boundary layer and least within the nocturnal boundary layer (Figure 3.3Figure 3.6).
Since MPBL simulated diurnal variation is representative of horizontal average over spatial
scales that are substantially larger than individual turbulent eddies, high frequency temperature
variability is not present in the model simulations. However, similar to prior studies, simulated
diurnal temperature curve is located along the center of the envelope defined by the high
frequency variability (Figure 3.3Figure 3.6). For the MER Spirit landing site, a limited amount of
mini-Thermal Emission Spectrometer (mini-TES) temperature retrievals are available, which
were compared against MPBL simulations. The RMSE of model simulations for the MER site is
similar to those at other sites. The highest RMSE occurs at with Viking 2’s peak at 2.54, whereas
the lander with the lowest RMSE and best match of modeled vs. observed temperature was
Pathfinder.
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Figure 3.1 Observed surface temperature (black) plotted with
MPBL modeled surface temperature (red) at the Viking 2 Lander
site on sol 4

Figure 3.2 RMS Error for Viking 2 Lander sol 4 temperature
comparison
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Figure 3.3 Observed surface temperature (black) plotted with
MPBL modeled surface temperature (red) at the Mars Pathfinder
site on sol 33

Figure 3.4RMS Error for Mars Pathfinder sol 33 temperature
comparison
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Figure 3.5Observed surface temperature (black) plotted with MPBL
modeled surface temperature (red) at the MER Spirit landing site on sol 480
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Figure 3.6 Observed surface temperature (black) plotted with MPBL modeled
surface temperature (red) at the Phoenix Mars lander site on sol 13

Figure 3.7 RMS Error for Phoenix Mars Lander sol13 temperature comparison
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3.2 Probability distribution of

ratio for dust devil events

Using the data collected by the VL2, Ringrose et al (2003) inferred the definitive occurrence
of 14 different convective vortices during the first 60 of the mission. A typical example of
diurnal evolution of

ratio, simulated for sol 54 at the VL2 site is shown in Figure 3.8.

Figure 3.8

ratio modeled for the VL2 site on sol 54. Black
diamonds indicate dust devil occurrence.

The peak values of

ratio typically occur between the hours of 1000-1200 local time

(Figure 3.9). For the 14 dust devil events simulated for VL2 sites, a mean

ratio of 11.123

was found, and minimum and maximum values of 8.611 and 12.05 respectively. Majority of dust
devils (71.4%) occurred between ratio range of 11.0 to 12.0(Figure 3.10). Figure 3.9 shows the
mean diurnal variability of

bounded by one standard deviation, plotted together with

every dust devil occurrence.
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Figure 3.9 Mean diurnal evolution of
at the Viking Lander
site, bounded by one standard deviation. (+) represents dust devil
occurrence.
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Figure 3.10 PDF of ratio values at the Viking Lander 2 site.

Only 9 dust devil events were considered for the Mars Pathfinder site (19.095˚N), due to lack
of continuous, coincident meteorological measurements during majority of the sols experiencing
dust devils. For the events considered at the Pathfinder site during the late northern summer,
maximum estimated

ratio was 13.14 (Figure 3.11). Frequency distribution shows a mean

value of 11.6 and range of 6.7 to 13.14 (Figure 3.12). Majority of the dust devil (44%)
occurrences were associated with
diurnal variability of

ratio range of 13-14. Figure 3.13 shows the mean

bounded by one standard deviation. Dust devil occurrences are

plotted as well.
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Figure 3.11
ratio modeled for the Mars Pathfinder site on sol
19 (highest value seen at this site). Black diamond indicates dust devil
occurrence

Figure 3.12 PDF of ratio values at the Mars Pathfinder site
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Figure 3.13 Mean diurnal variability of
at the Mars
Pathfinder site, bounded by one standard deviation. (+)
represents dust devil occurrence.

The only in situ observations from the southern hemisphere were collected by Mars
Exploration Rover Spirit which observed over 1,000 dust devils. Out of this extensive dataset
MPBL was used to estimate the

ratio for a selected 62 dust devil events which occurred

during the southern spring and summer. The MPBL was used to simulate twelve sols per season
during the Martian spring and summer, sampling 36 and 26 dust devils during these seasons
respectively. MPBL simulations for the Spirit site yielded the maximum

ratio of all the

sites (Figure 3.14), with the majority of the dust devils occurring between 1100 and 1500 hours
local time. The frequency distribution of dust devil occurrences for the Spirit site is characterized
by mean value of

ratio of 13.872, and a range of 12.396 to 15.309 (Figure 3.15). The

majority of dust devils (51.6%) occurred with ratios between 13 and 14, followed closely at
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41.9% by ratios between 14 and 15. Figure 3.16 shows the mean diurnal variability of
bounded by one standard deviation, plotted with each dust devil occurrence.

Figure 3.14
ratio modeled for the MER Spirit site on sol
557 (highest value seen at this site). Black diamond indicates
dust devil occurrence
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Figure 3.15 PDF of ratio values at the MER Spirit site

Figure 3.16 Mean diurnal variability of
at the MER Spirit site,
bounded by one standard deviation. (+) represents dust devil
occurrence.

44

The Phoenix Mars Lander was the northern most landing site considered in this study,
located at 68.2˚N. Ellehoj et al (2010) inferred 176 separate occurrences of dust devils during the
mission duration. Typical diurnal evolution of the

ratio, simulated by the MPBL for sol

50 of the Phoenix mission is shown in Figure 3.17 with the majority of the dust devils occurring
between 1000 and 1500 hours local time. The frequency distribution of

ratio associated

with dust devil occurrence at the Phoenix site is characterized by mean value of 10.646 and a
range of 0.0 to 12.0 (Figure 3.18). However, note that the mean value is biased due to the
inclusion of dust devils that occurred in non-convective boundary layer regimes and thus
associated with small or zero value of

ratio. Ellehoj et al. (2010) hypothesized that these

non-convective vortices were likely turbulent eddies that are mechanically forced by terrain
associated with the Heimdal crater. A majority of dust devils (56.8%) occurred with a ratio
between 11.0 and 12.0 (Figure 3.19).

Figure 3.17
ratio modeled for the Phoenix Mars site on sol
50. Black diamonds indicate dust devil occurrence
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Figure 3.18 PDF of ratio values at the Phoenix Mars site

Figure 3.19 Mean diurnal variability of
at the Phoenix Mars
Lander site, bounded by one standard deviation. (+) represents dust
devil occurrence.

In order to determine a threshold of

for defining boundary layer regimes, the

probability distribution function (Figure 3.20) and cumulative probability distribution function
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(Figure 3.21) for all the events considered in the study are utilized. Majority of the dust devils
occurred for

ratio range of 11-12. Figure 3.22 shows all 261 of these events plotted with

the mean diurnal evolution of the

across all four study sites.

Figure 3.20 PDF of ratio values for all dust devil events
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Figure 3.21 Cumulative PDF of ratio values for all dust devil events

Figure 3.22 Mean diurnal variability of
for all four study
sites, bounded by one standard deviation. (+) represents dust devil
occurrence.
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The presence of non-convective vortices in the events analyzed makes it difficult to
objectively define

ratio threshold. The threshold utilized is the mean of the distribution

minus two standard deviations, (~7.4) which retains ~94.5% of the dust devil occurrences while
excluding rare cases that result from non-convective forcing factors (Table 3.1).

Table 3.1 Thresholds based on different multiples of standard deviation

The

ratio threshold that defines boundary layer regimes that are conducive to dust

devil formation is higher for Martian atmosphere (7.4) compared to earth (5).

3.3 Geographic Distribution

In order to determine the seasonal and geographical variability of dust devil formation potential,
global distribution of the

ratio was computed using the Mars Climate Database (MCD).

Figure 3.23 and Figure 3.24 show comparison between global distribution of

ratio at

0830 local time during the northern summer and winter seasons. During the northern summer,
ratios that far exceed the threshold value of 7.4 occur at higher latitudes in the northern
hemisphere, whereas in the southern hemisphere,

ratio values are below the threshold

value south of 30º latitude. The pattern is reversed during northern hemisphere winter.
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Figure 3.23 Global distribution of w*/u* during northern summer at 0830
local time

Figure 3.24 Global distribution of w*/u* during northern winter
at 0830 local time
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In order to quantify dust devil formation potential, diurnal evolution of

ratio was

computed for each of the MCD grid point locations and the number of hours exceeding threshold
value of 7.4 was computed. The zonal average number of hours conducive to the formation of
dust devils was then computed for the entire Martian year (Figure 3.25) and also for different
seasons (Figure 3.26). Annual average maximum number of hours that are conducive to dust
devil occurrence (6.8 hours/day) is found between southern latitudes of 5º and 15º S. Secondary
maximums of dust devil formation potentials occur between 30º and 40º in each hemisphere
(~5.7 hours/day in the north and ~5 hours/day in the south). The largest decreases occur between
60º and 70º N and between 70º and 75º S. Overall, the northern hemisphere has more hours/day
conducive to dust devils than the southern hemisphere.
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Figure 3.25 Zonally averaged hours/day conducive to dust devil formation averaged over four
seasons

Seasonal variation of dust devil formation potential shows a northward shift of maximum
activity from 55º N (~10 hrs/day) in northern hemisphere spring to 65º N (~11 hrs/day) by
northern hemisphere summer. Dust devil formation potential rapidly drops to near zero values
south of 45º S latitude. In the northern hemisphere spring season, the dust devil formation
potential is near zero north of 70º N latitude. However, during the summer season, dust devil
formation potential substantially increases northward of 70º N latitude, extending to the north
pole. During the southern hemisphere winter, the pattern is reversed with the maximum dust
devil formation potential existing in the southern hemisphere and migrating to higher southern
latitude from southern hemisphere spring to summer. However, the latitudinal variation pattern
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is substantially different in comparison to the northern hemisphere summer and spring. A local
maximum in dust devil formation potential also occurs at 10º S.

Figure 3.26 Zonally averaged hours/day conducive to dust devil
formation for a) northern spring b) northern summer c) northern
autumn d) northern winter
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3.4 Discussion

Overall the study results would seem to agree more with those found by others with regard to
seasonal dust devil distribution than with regard to geographical distribution. Whelley and
Greeley (2008) mapped Martian dust devil activity inferred from dust devil tracks found in 2,000
MOC Narrow Angle (N/A) images. Global percent coverage of dust devils was calculated based
on the percentage of the images containing darker albedo (inferred as dust devil tracks). Results
are shown in Figure 3.27 and indicate uneven distribution, with peak percent coverage during the
spring and summer around 60º latitude in each hemisphere. The southern hemisphere was found
to have a greater coverage of dust devil tracks with a peak of 92% in the range 45-75º S,
compared to the northern hemisphere’s peak of only 10% between 40 and 65ºN. Winter and fall
had near random percent cover distribution suggesting unpredictable or nonexistent dust devils
during those months as tracks might be remnant of spring and summer.

Figure 3.27 Spring and summer interpolation maps of dust devil track percent coverage (C%).
Center locations of MOC images are indicated with dots (Whelley and Greeley 2008).
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Whelley and Greeley (Whelley and Greeley 2006) did a similar study and found comparable
results. Using MOC images from the Gusev crater region, the Ares Vallis region, and a pole-topole swath, they inferred dust devil activity from dust devil track (ddt) density (ddt/km 2). Dust
devil activity, they found, increased from late spring through mid fall, which they called a dust
devil “season.” Figure 3.28 shows their distribution of dust devil track density as a function of
season.

Figure 3.28 Histogram of dust devil track density as a
function of season for all data (Whelley and Greeley 2006)

Similar to the 2008 study, the highest density (over all four seasons) occurred between 50
and 60º S and 60 and 70º N, again having an order of magnitude lower density in the north.
Figure 3.29 shows this dichotomy in the dust devil track density as a function of latitude. Again,
poleward of ~65º in either hemisphere dust devil track density decreased substantially.
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Figure 3.29 Histogram of dust devil track density as a
function of latitude for all data (Whelley and Greeley 2006)

Finally, Balme et al. (2003) investigated seasonal dust devil track density distribution in
Argyre Planitia and the Hellas basin and found results similar to those discussed previously.
Figure 3.30 shows their results which show that in both study areas dust devil tracks are far more
frequent in the regional late spring and summer with an off season coincident with
autumn/winter (Ls = 60º-195º) for Argyre and winter (Ls= 90º-180º) for Hellas.

Figure 3.30 Dust devil track density as a function of season in Argyre Planitia (a)
and Hellas Basin (b). Bins are 15º of Ls and observations are from March 1999
through January 2002. Bars represent measurement error (Balme et al. 2003)
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Study results show definite peaks in formation potential evident in each regional spring and
summer. In the northern hemisphere ( Figure 3.26) , a majority of latitudes have at least 7 hrs/day
of formation potential, this potential encompassing the entire northern hemisphere by the
summer months, reaching >10 hrs/day. Potential then drops to 0 for latitudes above 45º and is
relatively low below that latitude. Summing of the hrs/day at each latitude in northern autumn
and winter/northern spring and summer showed an increase of 377% from autumn/winter (“off
season”) to spring/summer (“peak season”). The southern hemisphere experienced a similar
pattern, though slightly less in magnitude with a 274.95% increase from “off” to “on” season.
Though the study results agree with regards to seasonality, there is general disagreement
with those found by Whelley and Greeley (2006, 2008) who concluded that dust devils
occurrence in the southern hemisphere is higher by an order of magnitude in comparison to
northern hemisphere (Figure 3.27Figure 3.29). Results from the present study are in agreement
that the peak latitude of dust devil activity occurs in the southern hemisphere (~6.8 hrs/day
between 5º and 15º S as indicated in Figure 3.25), but approximately 50º further north than was
found by Whelley and Greeley. Overall, the analysis of MCD data shows that more dust devils
form in the northern hemisphere than the southern (5.6% more when totaling hrs/day annually),
opposite of the conclusion reached by Whelley and Greeley (2006).
What are the potential causes for this dichotomy? Whelley and Greeley (2006) attribute the
differences in dust devil formation potential between SH and NH to Mars’ orbital eccentricity,
meaning the southern summer receives 40% more solar energy than the northern summer. Figure
3.31 shows 3km/pixel daytime (1400 local time) surface temperature from the bolometer of the
Thermal Emissions Spectrometer (TES) on the MGS (Whelley and Greeley 2008). It does
indicate increased temperature in the south compared to the north. .
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Figure 3.31 Spring and summer interpolation maps of dust devil track percent coverage
(C%) with average semiannual surface temperature (1400 local time). (Whelley and Greeley
2008).

Whereas the inter-hemispheric insolation and surface temperature is well established, the
methodology of Whelley and Greeley (2008, 2006) for inferring dust devil occurrence relies on
observation of dust devil tracks in Mars orbiter imagery. According to Balme et al. (2003), the
abundance of dust devil tracks in the imagery is directly related to surface characteristics,
especially if the dust layer is too thick and the dust devil track isn’t of sufficient contrast to be
captured in the imagery (Fisher et al. 2005). Mellon et al. (2000, 2002) found Amazonis Planitia
and much of the northern hemisphere to have low thermal inertia (i.e. considered dusty).
Whelley and Greeley (2006) concede that these areas may be so dusty that dust devil tracks are
invisible even if dust devils are abundant. If exposed substrate is impossible to differentiate from
untouched dust, tracks will not be visible from orbit (Whelley and Greeley 2006). According to
Cantor et al. (2006), only approximately 14% of Martian dust devils leave tracks. This leaves the
vast majority (86%) of dust devils unaccounted for using the technique of Whelley and Greeley
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(2006, 2008). As an example, Amazonis Planitia is an area in the northern hemisphere proven by
Fisher et al. (2005) to have frequent dust devil activity, yet Whelley and Greeley (2006) found
very few dust devil tracks.
Presence of dust devil tracks is related to dust availability or lack thereof in that the presence
of too much dust can prevent creation of dust devil tracks. Analysis by Whelley and Greeley
(2008) into geographical distribution of dust cover would then support our geographical
distribution results, showing the southern hemisphere to be much less dust covered than its
northern counterpart. Figure 3.32, reproduced from Whelley and Greeley (2008) shows ddt
percent coverage together with the dust cover index (DCI [Ruff and Christensen 2002]) for each
hemisphere’s spring/summer. Clearly the most abundant tracks are in the low dust cover zones. It
is likely that the higher dust cover in the northern hemisphere precludes dust devil track
formation, thus giving a false impression based on dust devil tracks that the phenomena is more
abundant in the southern hemisphere.

Figure 3.32 Spring and summer interpolation maps of dust devil track percent coverage
(C%) with Dust Cover Index (DCI). (Whelley and Greeley 2008).
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The differences between this research and prior studies may also be attributed to the dust
feedback effects associated with the dust devil activity. Dust devils are thought to contribute
significantly to the maintenance of background dust in the Martian atmosphere. Therefore, the
latitudinal and seasonal variation of dust devil formation potential is compared to corresponding
variations of observed dust optical depth, reported by Montabone et al. (2014). This dataset is
derived from orbiting sensors including the Mars Global Surveyor’s Thermal Emission
Spectrometer (TES), the Mars Odyssey’s Thermal Emission imaging System (THEMIS), and
Mars Reconnaissance Orbiter’s Mars Climate Sounder (MCS).

Analysis conducted by

Montabone et al. (2014) includes interannual variability of retrieved dust optical depth of the
Martian atmosphere for a time period spanning eight years. Note that optical depth (or optical
thickness) is a measure of the fraction of radiation at a specific wavelength which would be
eliminated from the vertical element of a beam in its path through the atmosphere by absorption
and scattering by airborne dust (Montabone et al. 2014) and is indicative of dust abundance in an
atmospheric column..
Comparison in this study will focus on data derived from Mars Climate Sounder (MCS)
during years 29-31, excluding year 28 when global dust storms encircled Mars. The latitudinal
variation of column dust optical depth (CDOD, Figure 3.33) shows very little interannual
variability in the CDOD during the years measured by the MCS (MY 29-31). The most
interesting feature is that in the northern dust devil season (a) in which the Martian Years
measured by the MCS (dotted lines) show a sharp increase in CDOC around 20º S and then
steady increase toward northward latitudes, the highest CDOD being around 80º N. This would
seem to suggest the presence of more atmospheric dust in the northern hemisphere during
regional summer. Even in the southern summer (b) the highest values of MCS measured CDOD
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occur in the northern hemisphere, reaching ~0.2 around 20ºN. These values should be used with
caution since there seems to be a dichotomy between the TES measured years (solid lines) and
the MCS measured years (dotted lines) in the high northern and southern latitudes, which could
be caused by limited MCS observation in the lower levels.
Comparing the latitudinal variations of CDOD (Figure 3.33) and dust devil occurrence from
the present study, there are some correlations between the two analyses (Figure 3.25Figure 3.26).
For example, the sharp decrease in CDOD around ~40º S and 40ºN in the northern summer and
northern winter respectively generally correspond to the latitudes in which dust devil formation
potential become negligible.
Seasonal variation in the CDOD is the most dramatic, nearly doubling in the 20º S to 20ºN
range from northern summer to northern winter. The large seasonal variation in dust loading
may also explain the inter-hemispheric differences in dust devil formation potential inferred from
the MCD. The MCD is based on Martian GCM outputs that are forced by dust distributions
inferred from mars orbiter data. Whereas the solar insolation is higher during southern
hemisphere summer, this is offset by higher dust loading and hence reduced dust devil formation
potential. In order to test this hypothesis, additional boundary layer model experiments were
conducted which examined how dust devil formation potential varies according to dust loading
and insolation differences.
Results from the MPBL sensitivity study, examining diurnal variability of

ratio as

optical depth is varied from 0.1 to 1.0 is shown in Figure 3.34. Results show a steady decrease
in maximum

with increase in dust visible optical depth. Additionally, hrs/day conducive to

dust devil formation decreased with increased optical depth. For optical depth of 0.1 the dust
formation potential was 9.5 hours, decreasing to 8.75 and 7.0 hours for optical depths of 0.6 and
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1.0 respectively. Doubling of dust optical depth from ~0.4 to 0.8 leads to a decrease in dust devil
formation potential of 0.75 hr/day.
The experiment assuming a constant 0.6 dust optical depth was then repeated, assuming solar
insolation consistent with southern hemisphere summer. This is done by assuming similar
latitude location in the southern hemisphere and setting the areocentric longitude to be consistent
with southern summer. Diurnal variation of

for northern and southern summer insolation

is show in Figure 3.35. Experiments show that seasonal variation in insolation leads to an
increase of 2 hours in dust devil formation potential which is offset by a decrease in dust devil
formation potential of 0.75 from doubling of dust loading.
The sensitivity studies show that diminished dust devil formation potential in the southern
hemisphere inferred from the analysis of MCD datasets is due to enhanced atmospheric dust
loading. This raises the question of what causes increased atmospheric dust loading in the
southern hemisphere. One possibility is that other processes control seasonal variation in
background dust loading. The other possibility is that increased solar insolation causes more
vigorous and larger dust devils; more dust is lofted into the atmosphere, reducing the insolation
reaching the surface and the dust devil formation potential. This negative feedback loop then
cycles again as the dust settles out and the larger dust devils are again able to form and loft the
dust. Further research is needed to resolve these questions.
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Figure 3.33 Plots of 9.3 µm absorption column dust optical depth
(CDOD) in northern summer, Ls = 100 (a) and northern winter, Ls=300
(b) for all 8 Martian years. MY24-27 measured by the TES and MY 2831 measured by the MCS. Planet encircling dust storms were present
during MY 25 and 28. (Montabone et al. 2014).
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Figure 3.34 Hours/day conducive to dust devil formation
(black line/axis) and maximum
(red line/axis) as a
function of dust visible optical depth calculated with MPBL

Figure 3.35 MPBL modeled
ratio at 30º N/S holding
all variables constant except latitude.

64

CHAPTER

4 CONCLUSIONS

Dust devils are ubiquitous phenomena on Mars that are thought to play an important role in
the Martian climate system by contributing to the maintenance of background dust opacity. The
focus of this study is to characterize boundary layer regimes that are conducive to the formation
of dust devils and to utilize this characterization to examine the geographical and seasonal
distribution of dust devil formation potential. Dust devil formation potential increases with the
intensity of convection in the boundary layer, whereas dissipation of kinetic energy due to
mechanical turbulence influences disruption of the vortex. Thus, prior studies suggest that
boundary layer regimes conducive to the formation of dust devils may be characterized using a
threshold of

ratio, where

and

are boundary layer scaling velocities for friction and

convection respectively. This study utilized in situ observations/inferences of dust devil
occurrences along with one-dimensional Mars Planetary Boundary layer modeling to determine
threshold that is applicable to dust devil formation on Mars. The threshold determined was
applied to the Mars Climate Database derived global characterization of the Martian boundary
layer to determine geographic and seasonal variability of dust devil formation potential on Mars
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and compare it prior findings of dust devil activity on Mars. Primary findings of the study are
listed below.
1. Boundary layer regimes that are conducive to dust devil formation on Mars are
characterized by

ratio of 7.4 as opposed to 5 for the atmosphere of Earth.

2. On an annual basis, highest potential for dust devil activity is expected to be in the
southern equatorial regions, within a latitude band of 5º-15º S. This finding is in
contradiction with the prior work of Whelley and Greeley(2006, 2008) suggesting
maxima of dust devil activity at higher latitudes in the southern hemisphere.
3. Simple sensitivity analysis shows that the reason for diminished dust devil formation
potential in southern hemisphere is due to increase in atmospheric loading.
4. During summer season, highest potential for dust devil formation occurs at high
latitude (60º-70º) regions of the summer hemisphere.
5. Regions of least dust devil activity are found in the winter hemisphere, poleward of
40º (N/S) latitude.
6. Seasonal variation of dust aerosol optical depth as a function of latitude shows
features that are well correlated to corresponding variability of dust devil formation
potential. Sharp decrease in dust devil activity at higher latitudes in the winter
hemisphere is well correlated to sharp drop in background dust opacity poleward of
40º latitude on the winter hemisphere. On an annual average basis, maximum dust
optical depth is found at the equatorial regions, where the potential for dust devil
formation is the highest.
This study provides a new methodology mapping seasonal and geographical variability of
dust devil formation potential. Prior methodologies for studying seasonal and geographical
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distribution of dust devils lack in either spatial or temporal sampling. Methods that rely on the
use of dust devil tracks are limited depending upon the nature of the land surface. Whereas the
selection of the

threshold is somewhat subjective, it appears to capture overall features of

seasonal and geographical variability. One advantage of the approach used in the present study
is that it can potentially be utilized in Mars General Circulation Models (MGCMs) to
parameterize dust emissions resulting from dust devil activity.

4.1 Future Work
The MPBL simulations need to be expanded to include more cases from the Spirit rover site.
Whereas the MPBL simulations for which unrealistic changes had to be made to surface
characteristics to obtain agreement with surface temperature observations are few, these cases
should be removed from the analysis. Potential future research priorities include the use of
Large Eddy Simulation modeling (LES) to validate the

ratio thresholds that are applicable

to Mars. Future studies also need to consider feedback effects of dust opacity on dust devil
formation potential. Another aspect that needs to be considered is inclusion of near surface
lapse rate as an additional criterion to define boundary layer regimes conducive to dust devil
formation (Jemmett-Smith et al. 2015).
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