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ABSTRACT
A language is dense if the set of all infixes (or subwords) of the language is the set
of all words. Here, it is shown that it is decidable whether the language accepted
by a nondeterministic Turing machine with a one-way read-only input and a reversal-
bounded read/write worktape (the read/write head changes direction at most some
fixed number of times) is dense. From this, it is implied that it is also decidable for one-
way reversal-bounded queue automata, one-way reversal-bounded stack automata, and
one-way reversal-bounded k-flip pushdown automata (machines that can “flip” their
pushdowns up to k times). However, it is undecidable for deterministic Turing machines
with two 1-reversal-bounded worktapes (even when the two tapes are restricted to
operate as 1-reversal-bounded pushdown stacks).
Keywords: density, Turing machines, store languages, pushdowns, queues, stacks
1. Introduction
A language L ⊆ Σ∗ is said to be dense if the set of all infixes of L is equal to Σ∗ [3].
This is an interesting property especially relevant to the theory of codes [15]. The
notion has been investigated as it pertains to independent sets, maximal independent
sets, and disjunctive languages [13, 18]. Later, the notion was generalized from the
set of infixes of a language being the universe, to arbitrary relations used in place
of the infix relation [14]. For example, a language L is suffix-dense if the set of all
suffixes of L is equal to the universe. Homomorphisms that preserve different types
of density were investigated as well [16].
Recently, these generalized notions of density were studied as applied to types of
pushdown automata and counter machines [4]. It was surprisingly found that it is
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decidable whether a language accepted by a reversal-bounded nondeterministic push-
down automaton (NPDA) is dense (a pushdown is l reversal-bounded if the number
of changes in direction between pushing and popping is at most l, and is reversal-
bounded if it is l reversal-bounded for some l). This is true despite the fact that it is
undecidable whether the language accepted by such a machine is equal to Σ∗ (even if
the pushdown is a 1-reversal-bounded counter). Therefore, deciding whether the set
of infixes is the universe is easier than deciding whether the set itself is equal to the
universe. However, density was found to be undecidable for deterministic pushdown
automata (without a reversal-bound), and nondeterministic one counter automata
(again without a reversal-bound). Decidability and undecidability results for other
variants of density are also presented in [4].
A key property used to prove decidability of density for reversal-bounded NPDAs
was that of the store language. The store language of a pushdown is the set of all
state/store content pairs, qx where q is a state and x is a word over the pushdown
alphabet, that can appear in any accepting computation. It is known that the store
language of every NPDA is a regular language [1]. This inspired the authors to inves-
tigate the store language of other machine models, especially some types of Turing
machines [12]. Of particular interest was the recent result that the store language
of every nondeterministic Turing machine with a one-way read-only input tape, and
a reversal-bounded worktape (the store; where there is a bound on the number of
changes of direction of the read/write head) is a regular language.
In this paper, density of languages accepted by this same type of nondeterministic
Turing machines is similarly shown to be decidable using the regularity of the store
languages. A corollary to this is decidability of density for languages accepted by
several types of one-way nondeterministic reversal-bounded machine models: stack
automata [5, 6] (machines that can enter the “contents” of the pushdown in read-only
mode), queue automata [7], and k-flip pushdown automata [8] (machines that can
flip their pushdown contents at most k times). However, undecidability is obtained
for one-way deterministic Turing machines with a one-way read-only input and two
1-reversal-bounded pushdowns, or for nondeterministic Turing machines over a unary
alphabet. Decidability of density for several types of two-way machine models is also
investigated.
2. Preliminaries
In this paper, we assume knowledge of formal language and automata theory, referring
to [9] for an introduction. This includes nondeterministic finite automata (NFA),
nondeterministic pushdown automata (NPDA), nondeterministic Turing machines,
and their deterministic variants (obtained by replacing N with D).
An alphabet Σ is a finite set of symbols, and Σ∗ is the set of all words over Σ. A
language L is any subset of Σ∗. Let w ∈ Σ∗. Then |w| is the length of w, and |w|a
is the number of a’s in w, for a ∈ Σ. The reverse of w, wR is the word obtained by
reversing the order of the letters of w. A word y is an infix of w if w = xyz, for some
x, z ∈ Σ∗. Given L ⊆ Σ∗, inf(L) = {y | y is an infix of w ∈ L}. The left quotient of
L by R, R−1L = {y | xy ∈ L, x ∈ R}.
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Next, we will define nondeterministic Turing machines, which we will define to
have a one-way read-only input, and a separate read/write bi-infinite worktape.
A nondeterministic Turing machine (NTM) is a tuple M = (Q,Σ,Γ, ␣, ↓, δ, q0, F ),
where Q is the finite set of states, Σ is the input alphabet, Γ is the worktape alphabet,
␣ ∈ Γ is the blank symbol, ↓∈ Γ is the worktape head, q0 ∈ Q is the initial state,
F ⊆ Q is the set of final states, Γ0 = Γ−{↓}, and δ is a relation from Q×(Σ∪{λ})×Γ0
to Q× Γ0 × {L, S,R}.
A configuration ofM is a tuple (q, w, x), where q ∈ Q is the current state, w ∈ Σ∗ is
the remaining input, and x ∈ Γ∗ is the worktape contents with |x|↓ = 1. Next, we will
describe how configurations change. Below, q, q′ ∈ Q, a ∈ Σ∪{λ}, x ∈ (Γ∗0−␣Γ
∗
0), y ∈
(Γ∗0 − Γ
∗
0␣), c, d, c
′, d′ ∈ Γ0.
• (q, aw, x ↓ cy) ⊢M (q
′, w, x ↓ dy), if (q′, d, S) ∈ δ(q, a, c),
• (q, aw, x ↓ cy) ⊢M (q
′, w, xd′ ↓ y′), if (q′, d, R) ∈ δ(q, a, c), (y = λ =⇒ y′ =
␣, otherwise y′ = y), (x = λ ∧ d = ␣ =⇒ d′ = λ, otherwise d′ = d),
• (q, aw, x ↓ cy) ⊢M (q
′, w, x′ ↓ c′d′y), if (q′, d, L) ∈ δ(q, a, c), (x = λ =⇒ x′ =
λ, c′ = ␣, otherwise x = x′c′), (y = λ ∧ d = ␣ =⇒ d′ = λ, otherwise d′ = d).
Let ⊢∗M be the reflexive and transitive closure of ⊢M . Then, the language accepted
by M , denoted by L(M) is defined to be:
L(M) = {w | (q0, w, ↓ ␣) ⊢
∗
M (qf , λ, x), w ∈ Σ
∗, qf ∈ F}.
Furthermore, the store language of M , S(M), is defined to be:
S(M) = {qx | (q0, w, ↓ ␣) ⊢
∗
M (q, w
′, x) ⊢∗M (qf , λ, x
′), qf ∈ F,w,w
′ ∈ Σ∗}.
An NTM of this type is said to be reversal-bounded, if there is a k such that
M makes at most k changes between moving the worktape left and right on every
accepting computation. Such a machine can be assumed to be deterministic in the
usual fashion [12].
In [12], the following was shown:
Proposition 1. Given a nondeterministic Turing machine M with a one-way read-
only input tape, and a reversal-bounded worktape, then S(M) is a regular language
that can be effectively constructed from M .
It is clear that should the reversal-bounded condition be removed, then S(M) could be
an arbitrary recursively enumerable language after a left quotient by a state symbol,
since, given an arbitrary Turing machine with a two-way read/write input tape M
and initial state q0 (that without loss of generality is never re-entered), a TM with a
one-way read-only input tape and a worktapeM ′ could be constructed that copies the
input to the store, then simulates M on the worktape. Then (q0 ↓)
−1S(M) = L(M).
3. Density of Turing Machines
A language L ⊆ Σ∗ is dense if inf(L) = Σ∗. Even though it has long been known that
it is undecidable for even a one-way nondeterministic one counter automaton that
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makes only one reversal on the counter, whether the language it accepts is equal to
Σ∗ [2], the infix operator perhaps counter-intutively makes the problem easier.
Here, we will prove that it is decidable whether a language accepted by a one-
way nondeterministic Turing machine with a reversal-bounded read/write worktape
is dense. Then, it will follow that this is true for a number of different machine
models. The main tool of the proof is that for these types of Turing machines, the
store language is a regular language, by Proposition 1.
Proposition 2. It is decidable, given L accepted by a NTM with a one-way read-only
input and a k-reversal-bounded read/write worktape, whether L is dense.
Proof. Let M = (Q,Σ,Γ, ␣, ↓, δ, q0, F ) be an NTM with a one-way input and a k
reversal-bounded worktape. Assume without loss of generality that all transitions that
stay on the worktape do not change the worktape (any changes can be remembered
in the state and applied when moving).
Next, assume without loss of generality that the states of M are partitioned into
subsetsQ0, Q1, . . . , Qk, whereQi contains all states defined on or after the ith reversal,
but before the (i+ 1)st reversal. Let T be a set of labels in bijective correspondence
with the transitions of M (each transition (p′, d, x) ∈ δ(p, a, c) has an associated label
in T ).
Consider S(M), which is a regular language by Proposition 1. For each q ∈ Q,
consider Rq = q−1S(M), also regular.
Consider the language
Lq = {w | (q0, uwv, ↓ ␣) ⊢
∗
M (q, wv, α) ⊢
∗
M (q, v, β) ⊢
∗
M (qf , λ, γ), u, v, w ∈ Σ
∗, qf ∈ F}.
It will be proven that Lq is regular for each q ∈ Q.
A sequence of transition labels y = t1 · · · tm, ti ∈ T, 1 ≤ i ≤ m, is valid for state q
if t1 starts in state q, and tm switches to q, and for each i, 1 ≤ i < m, the outgoing
state of ti is the same as the incoming state of ti+1, and ti being a transition that
stays on letter d ∈ Γ of the store implies ti+1 also reads d. There is no restriction
on the input word read while transitioning via y. Given a valid y, let ←−y ∈ Γ∗ be the
word with the first letter of it being the store letter t1 is defined on, and subsequent
letters are obtained from y from left-to-right by concatenating the letters read from
the store after a transition that moves either left or right (but not stay) on the store.
Also, given a valid y, let −→y be obtained from y from left-to-right by concatenating
all letters written on the store during a transition that moves either left or right (but
not stay) on the store. Notice that since ←−y and −→y are only defined on valid y, since
y transitions from state q to itself, and since the states are partitioned by reversal-
bounds, then←−y and −→y are only defined on y such that all transitions in y only move
right or stay, or move left or stay. Lastly, let y˙ be λ if y ends with a transition that
moves right or left on the store, and the last store letter read by the last transition
of y otherwise (if a stay transition).
Let hΣ be a homomorphism from (T ∪ Γ)
∗ to Σ∗ that erases all letters of Γ and
maps each t ∈ T to the input in Σ ∪ {λ} read by t.
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For q ∈ Qi, with i even, then there are no transitions moving left on the store
between states q and q. Then, an NFA M ′ is created accepting an intermediate
language Lq1 ⊆ Γ
∗T ∗Γ∗, where M ′ does the following in parallel:
• verifies that the input is of the form µyν, where µ, ν ∈ Γ∗0, y = t1 · · · tm, ti ∈
T, 1 ≤ i ≤ m, and that y is valid for q,
• verifies that µ ↓ ←−y ν ∈ Rq,
• verifies that µ−→y ↓ y˙ν ∈ Rq.
Intuitively, µ ↓ ←−y ν ∈ Rq enforces that this word is in the store language, which
implies that there is some input word which can reach this configuration in an accept-
ing computation. Then, M ′ enforces that y encodes a valid change of configurations
between the two configurations involving q, which is possible since the worktape head
only moves to the right. Since y is valid, the sequence of transitions switches ←−y to
−→y in M . So M can reach µ−→y ↓ y˙ν, which is then verified to be in Rq, enforcing that
this is in the store language, so an input word can lead it to acceptance.
Claim 1. hΣ(L
q
1) = L
q.
Proof. “⊆” Let s ∈ hΣ(L
q
1). Thus, there exists r ∈ Γ
∗T ∗Γ∗ such that hΣ(r) = s and
r ∈ Lq1. Then r = µyν, µ, ν ∈ Γ
∗, y ∈ T ∗, where M ′ verifies µ ↓ ←−y ν ∈ Rq. Then
(q0, u, ↓ ␣) ⊢
∗
M (q, λ, µ ↓
←−y ν) for some u ∈ Σ∗. Then, (q0, us, ↓ ␣) ⊢
∗
M (q, s, µ ↓
←−y ν).
Then, on each letter of y, since y is valid, M ′ simulatesM on the last letter read from
Γ, reading each letter from s ∈ Σ∗ and replacing each letter of ←−y with the next one
from −→y , while starting and finishing in state q. Assume first that the last letter of y
is a transition that moves right on the store. Thus,
(q, s, µ ↓ ←−y ν) ⊢∗M (q, λ, µ
−→y ↓ ν = µ−→y ↓ y˙ν),
since y˙ = λ. Similarly if the last letter of y is a transition that stays on the store,
then (q, s, µ ↓ ←−y ν) ⊢∗M (q, λ, µ
−→y ↓ y˙ν), where y˙ ∈ Γ. In either case, then since M ′
verified µ−→y ↓ y˙ν ∈ Rq, and this implies (q, v, µ−→y ↓ y˙ν) ⊢∗M (qf , λ, γ), qf ∈ F , for
some v ∈ Σ∗. Hence hΣ(y) = s ∈ L
q.
“⊇” Let s ∈ Lq. Thus,
(q0, usv, ↓ ␣) ⊢
∗
M (q, sv, α1 ↓ α2α4) ⊢
∗
M (q, v, α1α3 ↓ α4) ⊢
∗
M (qf , λ, γ), (1)
qf ∈ F , for some α1, α2, α3, α4 ∈ Γ
∗
0. Let the derivation above between states q and
q be via transitions t1, . . . , tn respectively. Let y = t1 · · · tn. First, y must be valid
for q. Assume first that this sequence ends with a transition that moves right on
the store. Then α2 =
←−y and α3 =
−→y and y˙ = λ. Indeed, α1 ↓ α2α4 ∈ R
q by
Equation (1), and α1 ↓ α2α4 = α1 ↓
←−y α4 ∈ R
q. Further, α1α3 ↓ α4 ∈ R
q by (1), and
α1α3 ↓ α4 = α1
−→y ↓ y˙α4 ∈ R
q. Thus, s ∈ hΣ(L
q
1). Similarly if the sequence ends with
a stay transition. 2
For q ∈ Qi with i odd, then another language L
q
2 is created. Hence, that there are
no right transitions on the store defined between state q and itself. This case is similar
in principal, however, it is slightly trickier since the transitions work in a right-to-left
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fashion, and because the read/write head is placed to the left of the scanned symbol,
thereby causing a mild complication at the beginning and end of the word y.
Create an intermediate 2-way NFA M ′ accepting a language Lq2 ⊆ Γ
∗T ∗Γ∗, where
M ′ does all of the following:
• verifies that the input is of the form µyν, where µ, ν ∈ Γ∗0, z = y
R =
t1 · · · tm, ti ∈ T, 1 ≤ i ≤ m, and that z is valid for q,
• let z′ be obtained from (←−z )R by inserting ↓ in the second last position; it verifies
that µz′ν ∈ Rq (by using the reverse of Rq) as it reads y (from right-to-left),
• if y starts with a symbol that stays on the store, then M ′ verifies that µ ↓
(−→z z˙)Rν ∈ Rq; otherwise, M ′ verifies that µ1 ↓ b(
−→z )Rν ∈ Rq, b ∈ Γ, µ = µ1b if
µ 6= λ, and µ1 = λ, b = ␣ if µ = λ.
Claim 2. hΣ(L
q
2) = L
q.
Proof. “⊆” Let s ∈ hΣ(L
q
2). Thus, there exists r ∈ Γ
∗T ∗Γ∗ such that hΣ(r) = s
and r ∈ Lq2. Then r = µyν, µ, ν ∈ Γ
∗, y ∈ T ∗, z = yR, where M ′ verifies that
µz′ν ∈ Rq with z′ obtained from (←−z )R by inserting ↓ in the second last position.
Then (q0, u, ↓ ␣) ⊢
∗
M (q, λ, µz
′ν) for some u ∈ Σ∗. Then, (q0, us, ↓ ␣) ⊢
∗
M (q, s, µz
′ν).
Then, on each letter of y from right-to-left, since z is valid, M ′ simulates M on the
store letter read from Γ, reading each letter from s and replacing each letter of ←−z
with the next one from −→z , while starting and finishing in state q. If the first letter of
y is a left transition, then
(q, s, µz′ν) ⊢∗M (q, λ, µ1 ↓ b(
−→z )Rν),
where µ = µ1b if µ 6= λ, and µ1 = λ, b = ␣ if µ = λ. Then since M
′ verified
µ1 ↓ b(
−→z )Rν ∈ Rq, this implies (q, v, µ1 ↓ b(
−→z )Rν) ⊢∗M (qf , λ, γ), qf ∈ F , for some
v ∈ Σ∗. Hence hΣ(y) = s ∈ L
q. Similarly if the first letter of y is a stay transition.
“⊇” Let s ∈ Lq. Thus,
(q0, usv, ↓ ␣) ⊢
∗
M (q, sv, α1α2 ↓ aα3) ⊢
∗
M (q, v, α1 ↓ α4α3) ⊢
∗
M (qf , λ, γ), (2)
qf ∈ F , for some α1, α2, α3, α4 ∈ Γ
∗
0, a ∈ Γ0. Let the derivation above between states
q and q be via transitions t1, . . . , tn respectively. Let y = tn · · · t1, and z = y
R. First,
z must be valid for q. Assume first that this ends with a left transition.
Then, in Equation (2), let α′2 be such that α2 = bα
′
2, b ∈ Γ0 if α2 6= λ, and
α′2 = λ, b = ␣ otherwise, and let α
′
4 be such that α4 = bα
′
4 (it must start with b
since z ends with a left transition). Then (←−z )R = α′2a and (
−→z )R = α′4. Indeed,
α1bα
′
2 ↓ aα3 ∈ R
q by Equation (2), and α1bα
′
2 ↓ aα3 = α1bz
′α3, where z
′ is obtained
from (←−z )R by inserting ↓ in the second last position. Further, α1 ↓ bα
′
4α3 ∈ R
q by
Equation (2), and α1 ↓ bα
′
4α3 = α1 ↓ b(
−→z )Rα3 ∈ R
q. Thus, s ∈ hΣ(L
q
2). Similarly if
the sequence ends with a stay transition. 2
Hence, Lq is regular since regular languages are closed under homomorphism. Thus,
L′ =
⋃
q∈Q L
q is also regular.
Lastly, it is shown that inf(L) = Σ∗ if and only if inf(L′) = Σ∗. Indeed, it is
immediate that if inf(L′) = Σ∗, then inf(L) = Σ∗, since inf(L′) ⊆ inf(L). For the
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opposite direction, assume inf(L) = Σ∗. Let w ∈ Σ∗. Then w ∈ inf(L). Considering
the word w′ = w|Q|+1, then w′ ∈ inf(L) as well by the assumption. By the pigeonhole
principal, an entire copy of w has to be read between some state q and itself. Hence,
w ∈ inf(L′), and inf(L′) = Σ∗. 2
The next result involves the definitions of pushdown automata [9], queue automata
[7], stack automata [5, 6], and flip pushdown automata [8], which will not be defined
formally here. A pushdown automaton, queue automaton, or flip pushdown automa-
ton are reversal-bounded if there is a bound on the number of switches between
increasing and decreasing the size of the store. For stack automata, it is defined to
be reversal-bounded if there is a bound on the number of changes of direction of the
read/write head (which is influenced both by changing and reading the stack). From
the definitions, the following is straightforward.
Proposition 3. Given M , a reversal-bounded pushdown automaton, then L(M) can
be accepted by a nondeterministic Turing machine with a one-way read-only input,
and a reversal-bounded read/write worktape. This result also holds for M , a reversal-
bounded queue machine, a reversal-bounded stack machine, and a reversal-bounded
k-flip pushdown automaton.
Then, from Proposition 3, the following are true.
Corollary 4. It is decidable, given L accepted by a reversal-bounded queue automa-
ton, whether L is dense.
Corollary 5. It is decidable, given L accepted by a reversal-bounded stack automa-
ton, whether L is dense.
Corollary 6. It is decidable, given L accepted by a reversal-bounded k-flip pushdown
automaton, whether L is dense.
Next, we will address undecidability. The first result applies to most of the deter-
ministic and nondeterministic families that have an undecidable emptiness problem.
The right marked concatenation of L with a language R is L$R where $ is not a letter
of L (but it can be a letter of R).
Proposition 7. Let L be a family of languages with an undecidable emptiness prob-
lem that is closed under right marked concatenation with regular languages. Then it
is undecidable whether L ∈ L is dense.
Proof. Let L ∈ L over Σ. Let $ be a new symbol, and let Σ′ = Σ ∪ {$}. Let
L′ = L$(Σ′)∗ ∈ L.
If L is empty, then L′ is empty too and so L′ is not dense.
If L is not empty then say w ∈ L. Thus w$(Σ′)∗ is a subset of L′ and so every
word of (Σ′)∗ is an infix of L′. Hence, L′ is dense. 2
Next, we describe a construction which was essentially presented in [2].
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Construction 8. Let Z be a DTM operating on an initially blank tape. Assume that
if Z halts, it makes 2k moves for some k ≥ 2.
Let w = ID1#ID3#ID5 . . .#ID2k−1$ID
R
2k# . . .#ID
R
6 #ID
R
4 #ID
R
2 , where the
IDi’s are configurations of Z.
Let Σ be the alphabet over which w is defined.
We construct a 1-reversal 2-stack real-time (i.e. no λ-transitions) DPDA M1 as
follows, given input string x:
(I) M1 enters state qr if x is not in the above format (the finite control can detect
this).
(II) If x is in the above format, then M1 enters state qr if one of the following is
not true:
(A) ID1 is not an initial configuration of Z on blank tape,
(B) ID2k is not a halting configuration of Z,
(C) IDi+1 is not a valid successor of IDi for some i.
Otherwise, M1 enters state qh
Thus, on any input x, M1 only enters qh if x is a halting computation of Z; otherwise
M enters qr.
As the halting problem is undecidable, it follows that the emptiness problem is unde-
cidable for one-way 1-reversal-bounded 2-stack real-time DPDAs.
From this, and Proposition 7, the following is true.
Corollary 9. It is undecidable, given a language L accepted by a one-way determin-
istic 2-stack real-time DPDA where both pushdowns are 1-reversal-bounded, whether
L is dense.
Undecidability is therefore immediate for deterministic Turing machines with two
1-reversal-bounded worktapes, as each such worktape can simulate a pushdown.
Corollary 10. It is undecidable, given L accepted by a deterministic real-time Tur-
ing machine with a one-way read-only input and two 1-reversal-bounded worktapes,
whether L is dense.
This shows that decidability changes between one and two reversal-bounded work-
tapes for these kinds of Turing machines.
It is not clear whether (or not) the result above can be extended to unary languages
accepted by one-way deterministic two pushdown machines. In fact, we conjecture
that density is decidable for this model. However, the next result shows that it is
undecidable for unary languages when nondeterminism is used.
Proposition 11. It is undecidable, given unary L accepted by a one-way nonde-
terministic real-time two pushdown machine, where both pushdowns are 1-reversal-
bounded, whether L is dense.
Proof. Starting with Construction 8, from M1, now construct a 1-reversal 2-stack
NPDA M as follows. M simulates M1 described in the construction above by reading
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symbol a at each move of M1 while nondeterministically guessing the input to M1.
If M1 lands in qh after reading a
k for some k, M accepts any string ak+i for i ≥ 0.
Clearly, inf(L(M)) = a∗ if the DTM Z halts on a blank tape. It Z does not halt on
a blank tape, L(M) is empty and, hence, inf(L(M)) is also empty. It follows that
L(M) is dense if and only if Z halts on blank tape. Moreover, M is real-time. 2
There are some other interesting models with undecidable emptiness problems for
which density will also be undecidable. It is undecidable, given a 2DCM(2) (a two-way
DFA with two reversal-bounded counters)M over a letter-bounded language, whether
L(M) is empty [10]. This model is also closed under right marked concatenation.
Corollary 12. It is undecidable, given a 2DCM(2) M , whether L(M) is dense.
For 2NCM, i.e. two-way NFAs with k reversal-bounded counters for some k, it is
known that all such machines accepting unary languages can be effectively converted
to NFAs [11]. Therefore:
Proposition 13. Given a unary 2NCM M , it is decidable whether L(M) is dense.
In contrast:
Proposition 14. It is undecidable, given a 2DFA M with one unrestricted counter
over a unary language, whether L(M) is dense.
Proof. It is well known that it is undecidable, given a machine Z with no input but
with two (unrestricted) counters C1 and C2 that are initially set to zero, whether Z
will halt [17]. In fact, we may assume that if Z does not halt, it goes into an infinite
loop with increasing counter values.
Given such a machine Z, we construct a 2DFA M which, when given an input
w = ak (with left and right end markers) simulates Z. M has one counter C1 to
simulate C1 of Z, and uses its unary two-way input tape to simulate counter C2 of Z.
If, during the the simulation, M attempts to go past the right end-marker, M
accepts w. If , during the simulation, Z halts, M rejects. Clearly, if Z does not halt,
L(M) = a∗. If Z halts, L(M) is finite. It follows that L(M) is dense if and only if Z
does not halt, which is undecidable. 2
Corollary 15. It is undecidable, given a 2DFA M with one unrestricted counter over
a unary language, whether L(M) = a∗ (respectively, whether L(M) is finite).
It is open whether or not a language accepted by a 2NCM with one reversal-bounded
counter is empty, and density for this model is open as well
4. Conclusions and Future Directions
Here, we show that determining whether a language is dense is decidable for nondeter-
ministic Turing machines with a one-way read-only input and one reversal-bounded
worktape, and therefore this is also decidable for one-way nondeterministic machines
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with several different reversal-bounded data structures, such as pushdowns, stacks,
k-flip pushdowns, and queues. However, if the number of reversal-bounded Turing
tapes is increased to two, then it is undecidable, even if the machine is deterministic,
real-time, and 1-reversal-bounded.
There are still several open problems related to determining density. It is still
unknown whether the density of L is decidable, if L is accepted by a one-way nonde-
terministic (or deterministic) machine with multiple reversal-bounded counters. This
is decidable when there is only one counter. The problem is also open for L accepted
by one-way deterministic machines with one counter (no reversal-bound), and for de-
terministic Turing machines with multiple reversal-bounded tapes accepting unary
languages.
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