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Abstract
This paper introduces a new approach for multi-agent communication learning
called multi-agent counterfactual communication (MACC) learning. Many real-
world problems are currently tackled using multi-agent techniques. However, in
many of these tasks the agents do not observe the full state of the environment
but only a limited observation. This absence of knowledge about the full state
makes completing the objectives significantly more complex or even impossible.
The key to this problem lies in sharing observation information between agents
or learning how to communicate the essential data. In this paper we present a
novel multi-agent communication learning approach called MACC. It addresses the
partial observability problem of the agents. MACC lets the agent learn the action
policy and the communication policy simultaneously. We focus on decentralized
Markov Decision Processes (Dec-MDP), where the agents have joint observability.
This means that the full state of the environment can be determined using the
observations of all agents. MACC uses counterfactual reasoning to train both the
action and the communication policy. This allows the agents to anticipate on how
other agents will react to certain messages and on how the environment will react to
certain actions, allowing them to learn more effective policies. MACC uses actor-
critic with a centralized critic and decentralized actors. The critic is used to calculate
an advantage for both the action and communication policy. We demonstrate our
method by applying it on the Simple Reference Particle environment of OpenAI
and a MNIST game. Our results are compared with a communication and non-
communication baseline. These experiments demonstrate that MACC is able to
train agents for each of these problems with effective communication policies.
1 Introduction
A lot of research has been done towards single-agent reinforcement learning [14] [15] [25] [27]
[29]. However, many of our surroundings can only be described as multi-agent systems. In the field
of multi-agent reinforcement learning (MARL), a great deal of literature is available [1]. Many
applications of MARL are partially observable, meaning that the agents do not receive the full
state but only observe a limited observation. With this limited information, it is often very hard or
even impossible to find an effective action policy. Therefore, communication among agents can
significantly improve the performance of these agents.
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In this paper we present multi-agent counterfactual communication (MACC) learning, a novel
approach to multi-agent communication learning. MACC uses actor-critic to train the agents. The
critic is centralized while the actors are decentralized. We use counterfactual reasoning for both the
action policy and the communication policy. Counterfactual reasoning in the action policy has already
been described by Foerster et al. [5]. We use a similar method for the communication policy. The
agent policy and action critic are used to create the communication critic. This way there is no need
for a separate communication critic which would suffer from non-stationarity of the action policy of
other agents. By using counterfactual reasoning the agents are able to anticipate on how other agents
will react to a certain message. This way, we enforce that the communication policy and action policy
are fine-tuned to each other. This means that the action policy and communication policy use the
same encoding, making sure messages are interpreted correctly. This is achieved while still having
decentralized actors. We test our methods on two different environments. First, we test MACC on the
Simple Reference Particle environment from OpenAI [12] [16]. In a second step, we test it on an
environment which is based on the MNIST dataset [10].
This paper is structured as follows. In section 2 of this paper, we discuss relevant literature to our
work. Section 3 provides background in Markov Decision Processes. In Section 4, we explain the
MACC approach in detail. Section 5 shows the different experiments we performed to demonstrate
our method. Finally, our conclusions and future work are described in Section 6.
2 Related Work
Recently, several different models for multi-agent communication learning have been presented. The
foundations in this research field were laid by Foerster et al. [4] and Sukhbaatar et al. [23]. Foerster
et al. [4] presented two different methods for multi-agent communication learning, Reinforced Inter
Agent Learning (RIAL) and Differentiable Inter Agent Learning (DIAL). Both methods use discrete
messages. These messages are used as an input for the other agents at the next time-step. RIAL only
uses the team reward to train the communication policy while DIAL uses gradients from the other
agents as feedback for the communication policy. Sukhbaatar et al. [23] presented CommNet, a novel
approach where multiple communication steps occur before the agents take an action. The message
of an agent consists of the hidden state of the agent. At the next communication step, the agents
receive the mean of all the messages as an additional input.
These fundamental works were followed by more research in the field of multi-agent communication
learning. Peng et al. [20] presented BiCNet, an actor-critic model that is able to play real-time strategy
games such as StarCraft. ACCNet [13] combines actor-critic with deep learning. They proposed
two methods, one where communication between actors is learned and one where communication
between critics is learned. More recent research includes the work of Jiang and Lu [9], who focus
on allowing agents to direct their communication to certain others. Das et al. [2] let the agents
place varying importance on the incoming messages. Ossenkopf et al. [19] increase the long-term
coordination of the agents by using hierarchical reinforcement learning. Vanneste et al. [28] did
work to improve the performance of DIAL by adding value decomposition as proposed by Sunehag
et al. [24]. Jaques et al. [8] propose a method that uses social influence as an extra component of the
communication reward. The communication policy is trained by a reward composed of the sum of
the team reward and a social influence reward. This reward is calculated by determining how much
the message influenced the action choice of the other agent.
3 Markov Decision Problem
Single-agent problems are often modelled using Markov Decision Processes (MDP)[7]. Partially
observable MDPs are used when the agent does not receive the full state but only a limited observation.
Multi-agent MDPs (MMDP) are used to model MARL problems where all agents receive the full
state. Oliehoek et al. [18] described decentralized POMDPs (Dec-POMDP) to describe multi-
agent problems where the agents receive limited observations. In this work we will be using the
decentralized Markov Decision Process (Dec-MDP) framework as described by Oliehoek et al. [18].
This framework is a subset of Dec-POMDPs for jointly observable problems. This indicates that a
mapping J : Ω1 × Ω2 → S exists such that when O(st−1, a1t−1, a2t−1, st, o1t , o2t ) is non-zero then
J(o1t , o
2
t ) = st Here, O(st−1, a
1
t−1, a
2
t−1, st, o
1
t , o
2
t ) is the observation function which determines
the probability of agent 1 observing o1t and agent 2 observing o
2
t when agent 1 and agent 2 take action
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Figure 1: Dec-MDP with a separate action envi-
ronment and communication environment.
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Figure 2: Agent architecture using a cen-
tralised critic.
a1t−1 and a
2
t−1 respectively while in state st−1, resulting in a new state st. Ω
1 and Ω2 are finite sets
of observations [6].
3.1 Communication in MDPs
Multiple frameworks have been presented that include communication in MDPs. Goldman and
Zilberstein [6] presented Dec-POMDP-com as an extension of Dec-POMDPs. Here, communication
is assumed to be instantaneous. This effectively reduces the complexity from a Dec-POMDP to a
POMDP since the agents are able to share their full observations as stated by Oliehoek et al. [17].
Since the assumption of instantaneous communication cannot always be fulfilled, we will be using
communication delayed by one time-step as proposed by Oliehoek et al. [17].
In this paper, we use Dec-MDP extended with communication as shown in Figure 1. In addition to
the jointly observable action environment, a communication environment is added. Each time-step t
agent a receives an observation oat from the action environment and a series of received messages
~µat from the communication environment. The action policy of the agent pi
a
u(u
a
t |oat , ~µat ) takes these
inputs and calculates an action uat . These actions are then processed by the environment and a
team reward rt is given to the agents. The communication policy of the agent piac (m
a
t |oat ) uses the
observation to generate an outgoing message mat . The messages are processed by the communication
environment to get the input messages for the next time-step Ma(mt) = ~µat+1. M determines who
receives which messages at the next time-step. When combining the policies of all agents we can
describe the joint action policy piu(ut|ot, ~µt) and the joint communication policy pic(mt|ot).
3.2 Communication Reward Assumption
Using the communication environment, we can reason about the impact of a message mt on the
team reward. Since we defined that the messages are delayed by one time-step and the team reward
rt = R(st, ut) does not depend on the messages, we can conclude that the team-reward rt is
independent of message mt. Message mt will have an impact on the behaviour of the other agents
through their action policy piu(ut+1|ot+1,M(mt)) and therefore influences the team reward rt+1 or
the expected discounted return (Rt+1 = rt+1 + γrt+2 + γ2rt+3 + ...). This statement assumes that
we do not allow the communication policy pic(mt|ot) to receive this message mt to limit the impact
of message mt to the time-step t+ 1.
4 Methods
In this section, we describe our approach to apply counterfactual reasoning to simultaneously learn to
communicate and act. For every agent within the multi-agent system, this method uses a separate
advantage calculation for the action policy and for the communication policy. This advantage is
calculated by the centralised critic (see Figure 2). During training, the critic has access to the policies,
the observations, the messages and the actions of the agents in order to calculate the advantages. The
critic is only used during training so the actors can be deployed without the need of the centralised
critic. Having access to the policy of the agents during training is a strategy that is often used in
the state of the art in multi-agent communication learning [4] [23]. The actors only have access to
their local policies, observations, actions and messages during execution but also during training. In
this work, the parameters of the policies of the different actors are shared in order to improve the
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convergence speed. Because the critic is trained centralised and the actors are trained decentralised,
our method qualifies as partially centralised training. In this section, we will first discuss the action
advantage and the message advantage calculations which are used by the centralised critic. Next, we
discuss the training process of the joint action Q-function. Finally, we describe the training process
of the decentralised actors which includes a custom social loss function in order to improve the
influenceability of a message on the actors.
4.1 Counterfactual Reasoning in the Action Environment
Foerster et al. [5] showed that policy gradient agents in a multi-agent system can be trained using
a centralised critic. This centralised critic is able to predict the joint state-action utility Qu(st, ut)
which can be used to calculate the action advantage Au using counterfactual reasoning by subtracting
the action utility V au (st). The utility can be expanded into the marginalization over the action policy
which is multiplied with the joint action Q-value of that action permutation. Equation 1 shows the
action advantage calculation for an agent a as described by Foerster et al. [5] which is adapted to
include incoming messages ~µt into the action policy piau(u
′a
t |oat , ~µat ). The actions of the other agents
u−at are constant during the marginalization so that the agent only reasons about its own actions. The
action advantage function Aau will calculate the advantage for the action u
a
t .
Aau(st, ~µt, ut) =Q
a
u(st, ut)− V au (st)
Aau(st, ~µt, ut) =Q
a
u(st, ut)−
∑
u′at
piau(u
′a
t |oat , ~µat )Qau(st, (u−at , u′at )) (1)
The action advantage for an agent a is computed using a joint Q-function. The training of the
joint Q-function is discussed in section 4.3. The disadvantage of using this method to include the
message into the advantage function is that agent cannot reason about the incoming messages as it
can reason about actions of other agents which causes the message to appear non-stationary as the
communication policy of the other agents are updated.
4.2 Counterfactual Reasoning in the Communication Environment
Counterfactual reasoning for the communication policy can be modelled in a similar way as the action
policy. The communication advantage function Aac will calculate the advantage for the message m
a
t .
The communication advantage calculation is shown in Equation 2. In this equation, we reason about
alternative messages m′at , while keeping the message of the other agent m
−a
t constant, in order to
determine the communication utility V ac . This utility is subtracted from the state-message utility Q
a
c
in order to calculate the communication advantage Aac . By doing so, we compare the expected utility
against the utility of the chosen message mat .
Aac (st, st+1, u
a
t+1,mt) =Q
a
c (st+1, u
a
t+1,mt)− V ac (st+1, uat+1)
Aac (st, st+1, u
a
t+1,mt) =Q
a
c (st+1, u
a
t+1,mt)−
∑
m′at
piac (m
′a
t |ot)Qc(st+1, uat+1, (m−at ,m′at )) (2)
Equation 2 assumes that we have access to the joint communication Q-function Qac (st+1, u
a
t+1,mt)
to calculate the communication advantage of agent a. In Section 3.2, we made the assumption that
the utility of a message mat only depends on the future state st+1 and on the future action u
a
t+1.
This action is passed to the communication Q-function as uat+1 does not depend on m
a
t . The joint
communication Q-function can be learned in a similar way as the action Q-function (see Section 4.3).
The disadvantage of this approach is that the exact Q-values depend on the joint action policy of the
other agents pi−au which can make environment non-stationary as the action policy of the other agents
changes over time.
One of our main contributions is the insight that we can create the communication Q-function Qac
from the action Q-function Qau by using the joint action policy of the other agents pi
−a
u and the
communication environment function of the other agents M−a(mt) = ~µ−at+1. Equation 3 shows the
communication Q-function definition in which we define the joint action policy as piu(ut|ot, ~µt) =∏
a pi
a
u(u
a
t |oat , ~µat).
Qac (st+1, u
a
t+1,mt) =
∑
u′−at+1
pi−au (u
′−a
t+1|o−at+1,M−a(mt))Qau(st+1, (u′−at+1, uat+1)) (3)
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The insight is that we will reason about the chance of selecting a certain action permutation u′−at+1 and
multiply this with the utility of that joint action-state pair. By marginalizing over all possible action
permutations u′−at+1, we calculate the expected Q-value for a certain message. The communication
policy will try to send messages to other agents in order to influence these agents to perform actions
that will lead to higher expected rewards. Equation 3 assumes that the communication policies of the
agents are not influenced by other messages as the influence of a message on the other communication
policies is not included into this equation.
4.3 Centralised Critic
The centralised critic will be used to calculate the action advantage and the communication advantage
for every agent. The critic will have access to the policy, observation, actions and messages of the
actors. In order to calculate the advantages, the critic will have to learn the joint action Q-function
Qu(s, u, θ) which is represented by the neural network parameters θ. This neural network is trained
by minimising the loss function from Equation 4.
Li(θi) = Es,u,r,s′,u′ [(r + γQ(s′, u′, θi)−Q(s, u, θi))] + λ
∑
n
|θni | (4)
The loss function uses the observed future actions u′ (the SARSA update rule as described by
Rummery and Niranjan [21], Sutton and Barto [25]) instead of using the actions that maximize
the Q-function (maxu′ Q(s′, u′, θ)). By using the observed future actions u′, we can minimize the
amount of inferences required as the total number of joint actions rises exponentially with the number
of agents. The critic uses an experience replay buffer in order to improve convergence speed. The
experience replay buffer stores tuples of the form (s, u, r, s′, u′). The replay buffer will be sampled
during the training process in order to create the training samples which are used to train the joint
action Q-function.
4.4 Decentralised Actors
The decentralised actors contain both the action policy and communication policy which are trained
using the action advantage and message advantage that are created by the centralised critic. These
policies are trained using the policy gradient method [26]. The used policy loss function includes a
regularization factor, to prevent over-fitting, and an entropy bonus. The action policy loss function has
an additional social loss Lsi (θi) term which is used to improve the influenceability a message has over
the action policy distribution. This influenceability is important in order for the communication policy
to determine what messages to send using counterfactual reasoning. When a message has no impact
on the action policy it will be impossible for the communication policy to learn a valid communication
protocol at which point the action policy has no incentive to improve the influencibility of a message
on the action policy. The social loss function,which is used to improve influenceability, is described
in Equation 5.
Lsi (θi) = Eoa
[
ηmax
(
0,KLtarget − 1
k(k − 1)
k∑
i,j=0
DKL
[
pau(o
a, ~µ′i, θi)||pau(oa, ~µ′j , θi)
])]
(5)
The social loss function will minimize the difference between the KLtarget and the average diver-
gence (as described by Sgarro [22]) of action distributions pau(o
a, ~µ′i, θi) of the action policy when
iterating over all possible incoming messages ~µ′. Here, the total amount of possible messages is
defined by the k parameter. The average divergence loss is limited by the max operator so the policy
will not only optimize the social loss but will also optimize other loss factors like the policy loss. The
social loss function can be tuned using the two hyper pentameters η and KLtarget. The KLtarget
parameter defines the target average KL divergence value which represents the minimum divergence
in policy that is required in order to start the communication learning process. The η parameter is a
scaling factor which is used to weigh the importance of the social loss into the total loss function. The
social loss function needs to be paired with the entropy bonus as the social loss function can have the
side effect of pushing the policy into a local optimum in which the policy is too certain of an action.
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Figure 4: Average reward during training of the communication baseline, no-communication baseline
and the MACC method in the simple reference scenario of the particle environment. These results of
the experiments are averaged over 5 runs.
5 Experiments
In this section we describe the different experiments we performed to test MACC. First, we test
our method on the Simple Reference Particle environment by OpenAI [12] [16]. We also present a
MNIST game which uses the widely known MNIST dataset [10] in order to learn to communicate
and act. We use parameter sharing between the agents in all experiments. The parameters from
the action policy and the communication policy are not shared except for the second experiment in
which we shared layers between the action policy and the communication policy. In order to run our
experiments on a distributed cluster, we used the RLlib framework [11].
5.1 Open AI Particle Environment
Lowe et al. [12] and Mordatch and Abbeel [16] presented the Particle environment which includes
several scenarios. These scenarios can be used to train cooperative and competitive agents. In this
experiment, we used the Simple Reference scenario. The Simple Reference scenario is visualised
in Figure 3. In this scenario, the two agents (marked as a circle) need to move to a target landmark
(marked as a star). The agents can observe the three landmarks in the environment but do not know
which is their target landmark. The agent only knows the target landmark of the other agent. As the
agents cannot fully observe their environment individually but can observe the environment jointly,
the problem is a Dec-MDP. So, in order to maximize their reward, they need to communicate. The
agents can send two bits to each other at every time-step which will be received at the next time-step.
The agents are rewarded at every time-step based on the collective distance from their target landmark.
All methods, including the baselines, use counterfactual reasoning to train the action policy.
Communication
Action
Figure 3: Simple Reference Par-
ticle Environment in which the
agents are marked as a circle and
the target landmark as a star.
In our experiments, we compare MACC with a no-communication
baseline, where agents cannot communicate and a communication
baseline, where the agents are given a communication reward
based on a predefined communication policy. For each experiment
we present results averaged across five runs. In this experiment we
use completely separate networks for the communication policies
and action policies. There are no shared layers. Figure 4 shows
the results of this experiment. In Figure 4a we see the results
of training without the social loss. We see that MACC is able
to learn communication policies. MACC clearly outperforms
the no-communication baseline. However, we can see that the
communication baseline still performs better because the message
policy of MACC can get stuck in a local optimum. Figure 4b
shows the results of training with social loss. In this experiment
we can see that MACC is able to achieve better results, closer to
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Figure 5: The evolution of KL divergence through
training using the social loss function, averaged
over 5 runs.
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Figure 6: The MNIST game in which the agents
have to determine if they see the same number by
communication with each other.
the communication baseline. This shows the necessity of the social loss function. The communication
baseline performs slightly worse when adding the social loss. The social loss makes it harder for
the agents to converge towards the predetermined communication policy as the agent is forced to
change its actions based on the incoming message. Table 1 shows all the differences between the
experiments shown in Figure 4a and 4b. Apart from the addition of the social loss we also added an
entropy bonus for the action and communication policy to restrain the social loss. In the experiments
without the social loss the learning rates are lower to increase the stability.
Table 1: Different parameters used in the experiment with and without social loss.
No Social loss Social loss
Social loss weight η 0 0.0001
KL target 0 833
Entropy beta action policy 0 0.001
Entropy beta communication policy 0 0.001
Learning rate action policy 0.00002 0.00004
Learning rate critic 0.0005 0.0025
Figure 5 shows the evolution of the KL divergence through the training process of our experiment
with social loss. The average KL divergence rises quickly toward the target average KL value. This
initial boost is required to make the agents influenceable for the messages of other agents. If we do
not have this influenceability, the agents are likely to ignore the messages since they appear random at
the beginning of training. After the agent reached the average KL divergence target, we can see that
the average divergence starts to rise significantly after 5000 epochs. This is when the performance of
MACC crosses -30. This is the maximum performance the agents can achieve without any form of
communication. This can be seen in the performance of the no-communication baseline, which is
never able to exceed a reward of -30. The value of the target average KL value will determine the
social behaviour of the action policy. A low target average KL value will prevent the agents to learn a
communication policy while a high target average KL value will prevent the agent to learn an action
policy that will maximize the reward.
5.2 MNIST Game
The MNIST dataset [10] is a widely known and used dataset in machine learning. The dataset consists
of images of handwritten digits. In our experiment, each agent receives one of these images. The
agents have to determine if they received an image of the same digit or not. We limit ourselves to the
images of ones and zeros. The agents get one time-step to communicate before they have to give
their answer as can been seen in Figure 6. Episodes take two time-steps to complete and since the
agents have not been able to communicate at t0 and therefore cannot determine an appropriate action,
we ignore t0 during training. The team reward will be increased by one for every correct answer. So
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Figure 7: MNIST game learning performance in which agents have to determine if they received the
same digit.
if both agents give the wrong answer, they receive a reward of zero. If one agent gives the correct
answer, they get a reward of one. When both answers are correct, the agents have a team reward of
two. One of the main challenges in this environment is that the action and communication policy
depend on each other to learn their behaviour. Performance without a good communication policy
cannot be better than random guessing. Without a good action policy, a good communication policy
cannot be learned either.
In this experiment, we compare MACC with a no-communication baseline, which is the average
score an agent can get without communication and guessing randomly. We also compare with the
maximum possible performance if agents always answer correctly (Oracle). Figure 7 shows the results
of this experiment. In Figure 7a, we see the results when using shared layers between the action
and communication policy. Both policies can therefore share the knowledge of how to recognize the
digits. The last layers of each policy are completely separate. The message will only be included
in the separate part of the network as to not violate our assumption that the communication policy
will not observe incoming messages. Figure 7b shows the results without the use of shared layers.
In this case, the action and communication policies use completely separate networks. For both
cases we show the average performance across five runs and the performance of the best run. When
using shared layers MACC is able to achieve a better performance and is faster than when we do not
use shared layers. Without the use of shared layers the problem is harder and the agents perform
slightly worse as the agents need to learn the action policy and communication policy by only using
counterfactual reasoning. We can see that the best run of MACC performs very well when comparing
it to the Oracle. The difference between the best run and the average performance is caused by the
fact that some runs still suffer from getting stuck in a local minima.
6 Conclusions and Future Work
In this paper, we presented a novel technique for multi-agent communication learning called MACC.
This technique was tested on the Simple Reference Particle environment by OpenAI and on a MNIST
game in which the agents have to determine if they received the same written digit. We compare
MACC to a communication and a non-communication baseline. In the results, we can see that MACC
is able to train agents that are clearly superior to agents without the ability to communicate. When
comparing MACC to the communication baseline, we see that the communication baseline slightly
outperforms our method. However, this is partially caused by experiments which get stuck in local
minima. Our experiments show that the social loss function is able to address part of this problem.
In this paper, we limited our experiments to environments with only two agents. In the future, this
needs to be extended for environments with more agents. Currently, we still see some experiments
fail when the agents do not get the right experience early in training. This results in an action policy
that ignores incoming messages. Once the agents start ignoring messages, the agents end up in local
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minima and are not able to recover. In the future, we should do research into possible alternatives for
the social loss function that help prevent this problem.
Broader Impact
In this section, we discuss the broader impact of the research presented in this paper. We explore both
the positive and negative possible effects of MACC. As with all machine learning systems, MACC
has to be trained for quite some time to achieve the desired performance. This leads to one of the
possible negative outcomes of this research. The required computation resources and computation
time lead to high energy use and a big carbon footprint. In addition, machine learning systems require
hyper-parameter tuning which calls for many experiments to get a good final model, increasing
the energy use even further. MACC has a lot of potential applications in the automation of certain
tasks. If these tasks are currently executed by people, the use of MACC could result in the loss of
jobs. However, MACC will also cause a lot of opportunities to create new jobs. Currently, MACC
does not have any fallback in case of system failure. The consequences of failure depend on the
application. When designing the environment for training using MACC, people have to be cautious
to prevent dangerous situations as much as possible. This can be done by designing the action space
in such a way that the chance of possibly dangerous outcomes is greatly lowered or even reduced to
zero. However, dangerous situations cannot always be completely prevented in this way. Therefore,
additional security measures have to be implemented depending on the application.
In the future, we believe that society could benefit greatly from the use of MACC. MACC is applicable
to many problems which makes its value a great deal larger. One of these application is traffic light
control. This application has already been explored by El-Tantawy et al. [3]. They presented
MARLIN, a MARL traffic light control system. In their experiments, they manually determined
a communication protocol to share information between traffic lights. They were able to show
great improvements when comparing their system to traffic lights with no communication and to
realistic traffic light behaviour from the city of Toronto. By using our methods this system could be
improved and traffic could be managed more efficiently. This would result in less traffic congestion
and therefore in lower emissions. Beside this example, there are many other applications which could
benefit from this research. Some examples are autonomous navigation, wireless communication,
scheduling tasks, etc. Due to the large range of possible applications, the amount of people who
could be positively influenced by this research is substantial.
Acknowledgments and Disclosure of Funding
This work was supported by the Research Foundation Flanders (FWO) under Grant Number
1S94120N. We gratefully acknowledge the support of NVIDIA Corporation with the donation
of the Titan Xp GPU used for this research.
References
[1] L. Busoniu, R. Babuska, and B. De Schutter. A comprehensive survey of multiagent reinforce-
ment learning. IEEE Transactions on Systems, Man, and Cybernetics, Part C (Applications and
Reviews), 38(2):156–172, 2008.
[2] Abhishek Das, Théophile Gervet, Joshua Romoff, Dhruv Batra, Devi Parikh, Michael Rabbat,
and Joelle Pineau. Tarmac: Targeted multi-agent communication, 2018.
[3] S. El-Tantawy, B. Abdulhai, and H. Abdelgawad. Multiagent reinforcement learning for
integrated network of adaptive traffic signal controllers (marlin-atsc): Methodology and large-
scale application on downtown toronto. IEEE Transactions on Intelligent Transportation
Systems, 14(3):1140–1150, 2013.
[4] Jakob Foerster, Ioannis Alexandros Assael, Nando De Freitas, and Shimon Whiteson. Learn-
ing to communicate with deep multi-agent reinforcement learning. In Advances in neural
information processing systems, pages 2137–2145, 2016.
9
[5] Jakob N Foerster, Gregory Farquhar, Triantafyllos Afouras, Nantas Nardelli, and Shimon
Whiteson. Counterfactual multi-agent policy gradients. In Thirty-second AAAI conference on
artificial intelligence, 2018.
[6] Claudia V Goldman and Shlomo Zilberstein. Optimizing information exchange in cooperative
multi-agent systems. In Proceedings of the second international joint conference on Autonomous
agents and multiagent systems, pages 137–144, 2003.
[7] R. A. Howard. Dynamic Programming and Markov Processes. MIT Press, Cambridge, MA,
1960.
[8] Natasha Jaques, Angeliki Lazaridou, Edward Hughes, Caglar Gulcehre, Pedro Ortega,
Dj Strouse, Joel Z Leibo, and Nando De Freitas. Social influence as intrinsic motivation
for multi-agent deep reinforcement learning. In International Conference on Machine Learning,
pages 3040–3049, 2019.
[9] Jiechuan Jiang and Zongqing Lu. Learning attentional communication for multi-agent
cooperation. In S. Bengio, H. Wallach, H. Larochelle, K. Grauman, N. Cesa-Bianchi,
and R. Garnett, editors, Advances in Neural Information Processing Systems 31, pages
7254–7264. Curran Associates, Inc., 2018. URL http://papers.nips.cc/paper/
7956-learning-attentional-communication-for-multi-agent-cooperation.
pdf.
[10] Y. Lecun, L. Bottou, Y. Bengio, and P. Haffner. Gradient-based learning applied to document
recognition. Proceedings of the IEEE, 86(11):2278–2324, 1998.
[11] Eric Liang, Richard Liaw, Robert Nishihara, Philipp Moritz, Roy Fox, Ken Goldberg, Joseph E.
Gonzalez, Michael I. Jordan, and Ion Stoica. RLlib: Abstractions for distributed reinforcement
learning. In International Conference on Machine Learning (ICML), 2018.
[12] Ryan Lowe, Yi Wu, Aviv Tamar, Jean Harb, Pieter Abbeel, and Igor Mordatch. Multi-agent
actor-critic for mixed cooperative-competitive environments. Neural Information Processing
Systems (NIPS), 2017.
[13] Hangyu Mao, Zhibo Gong, Yan Ni, and Zhen Xiao. Accnet: Actor-coordinator-critic net for
"learning-to-communicate" with deep multi-agent reinforcement learning, 2017.
[14] Volodymyr Mnih, Koray Kavukcuoglu, David Silver, Alex Graves, Ioannis Antonoglou, Daan
Wierstra, and Martin Riedmiller. Playing atari with deep reinforcement learning. arXiv preprint
arXiv:1312.5602, 2013.
[15] Volodymyr Mnih, Adrià Puigdomènech Badia, Mehdi Mirza, Alex Graves, Timothy P. Lill-
icrap, Tim Harley, David Silver, and Koray Kavukcuoglu. Asynchronous methods for deep
reinforcement learning, 2016.
[16] Igor Mordatch and Pieter Abbeel. Emergence of grounded compositional language in multi-
agent populations. arXiv preprint arXiv:1703.04908, 2017.
[17] Frans Oliehoek, Matthijs Spaan, and Nikos Vlassis. Dec-pomdps with delayed communication.
International Journal of Computer Vision - IJCV, 01 2007.
[18] Frans A Oliehoek, Christopher Amato, et al. A concise introduction to decentralized POMDPs,
volume 1. Springer, 2016.
[19] Marie Ossenkopf, Mackenzie Jorgensen, and Kurt Geihs. Hierarchical multi-agent deep rein-
forcement learning to develop long-term coordination. In Proceedings of the 34th ACM/SIGAPP
Symposium on Applied Computing, SAC ’19, page 922–929, New York, NY, USA, 2019. As-
sociation for Computing Machinery. ISBN 9781450359337. doi: 10.1145/3297280.3297371.
URL https://doi.org/10.1145/3297280.3297371.
[20] Peng Peng, Quan Yuan, Ying Wen, Yaodong Yang, Zhenkun Tang, Haitao Long, and Jun Wang.
Multiagent bidirectionally-coordinated nets for learning to play starcraft combat games. CoRR,
abs/1703.10069, 2017. URL http://arxiv.org/abs/1703.10069.
10
[21] Gavin A Rummery and Mahesan Niranjan. On-line Q-learning using connectionist systems,
volume 37. University of Cambridge, Department of Engineering Cambridge, UK, 1994.
[22] Andrea Sgarro. Informational divergence and the dissimilarity of probability distributions.
Calcolo, 18(3):293–302, 1981.
[23] Sainbayar Sukhbaatar, Rob Fergus, et al. Learning multiagent communication with backpropa-
gation. In Advances in neural information processing systems, pages 2244–2252, 2016.
[24] Peter Sunehag, Guy Lever, Audrunas Gruslys, Wojciech Marian Czarnecki, Vinicius Zambaldi,
Max Jaderberg, Marc Lanctot, Nicolas Sonnerat, Joel Z. Leibo, Karl Tuyls, and Thore Graepel.
Value-decomposition networks for cooperative multi-agent learning based on team reward.
In Proceedings of the 17th International Conference on Autonomous Agents and MultiAgent
Systems, AAMAS ’18, page 2085–2087, Richland, SC, 2018. International Foundation for
Autonomous Agents and Multiagent Systems.
[25] Richard S. Sutton and Andrew G. Barto. Introduction to Reinforcement Learning. MIT Press,
Cambridge, MA, USA, 1st edition, 1998. ISBN 0262193981.
[26] Richard S Sutton, David A McAllester, Satinder P Singh, and Yishay Mansour. Policy gradient
methods for reinforcement learning with function approximation. In Advances in neural
information processing systems, pages 1057–1063, 2000.
[27] Hado van Hasselt, Arthur Guez, and David Silver. Deep reinforcement learning with double
q-learning, 2015.
[28] Simon Vanneste, Astrid Vanneste, Stig Bosmans, Siegfried Mercelis, and Peter Hellinckx.
Learning to communicate with multi-agent reinforcement learning using value-decomposition
networks. In Leonard Barolli, Peter Hellinckx, and Juggapong Natwichai, editors, Advances
on P2P, Parallel, Grid, Cloud and Internet Computing, pages 736–745, Cham, 2020. Springer
International Publishing. ISBN 978-3-030-33509-0.
[29] Ziyu Wang, Tom Schaul, Matteo Hessel, Hado van Hasselt, Marc Lanctot, and Nando de Freitas.
Dueling network architectures for deep reinforcement learning, 2015.
11
Appendix A: Analysis of the Communication Protocol
The communication protocol of the agents can be analysed using a confusion matrix. In this confusion
matrix, we can analyze the selected message for each possible situation. In the Particle Environment,
we know that the agents need to encode the target colour of the other agent into a message so we
analyze the generated message for a certain target colour. These confusion matrices are shown in
Figure 8 for the agents that are trained with a static reward and in Figure 9 for the agents that are
trained using counterfactual reasoning.
The confusion matrix for the agents with the static reward shows that the communication policy
is able to encode the colour of the target of the other agent into a valid communication protocol
without any outliers. The confusion matrix for the agents that are trained using MACC show that
this communication policy has learned to successfully learn a valid communication protocol. Every
colour is encoded into a unique message or into two unique message with only a small number of
outliers.
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Figure 8: The communication confusion matrix
from the Particle Environment agents that are
trained with a static reward (without the social
loss function) after a single training run.
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Figure 9: The communication confusion matrix
from the Particle Environment agents that are
trained using MACC (without the social loss func-
tion) after a single successful training run.
Figure 10 shows the confusion matrix of an agent which has a communication policy that is stuck in
a local minimum. The communication policy was able to encode blue into an unique message but red
and green are encoded into the same message. As these agents are trained without the social loss
function, we hypothesize that the communication policy was not given the opportunity to influence
the action policy into increasing the expected value. In our work, we approached this local minimum
with the social loss function which forces the action policy to react differently to different messages.
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Figure 10: The communication confusion matrix from the Particle Environment agents that are
trained using MACC (without the social loss function) after a single training run which is stuck in a
local minimum.
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Appendix B: Actor Architecture
In the following section, we describe the architecture of the actor for both the action and communica-
tion policy. These architectures were determined empirically for both the Particle environment and
the MNIST environment.
Actors for Particle Environment
The action policy of the Particle Environment agents are built using three fully connected layers. The
first two layers have 256 neurons that use the ReLU activation function. The final output layer has five
neurons with a Softmax activation function. The communication policy of the Particle Environment
agents do not have hidden layers. This is due to the nature of the Particle Environment in which the
communication policy has to encode a colour into a different representation. The mapping from the
colour into a message encoding is a linear function. So the communication policy has an input layer
and an output layer which has a Softmax activation function.
Actors for the MNIST environment
In the MNIST experiments, the actors have to determine if the agents received an image of the same
digit. In the first experiment, the action policy and the communication policy have a network structure
in which the policies share the first layers, which process the observation. In the second MNIST
experiment, the action policy and communication policy do not share any layers and have to learn
their policies using only counterfactual reasoning. These network architectures are shown in Figure
11. The configuration of the first five layers are identical for the two experiments. The configuration
of these layers are show in the following list.
• Convolution Layer with kernel size of 3, stride of 1 and 16 output channels
• Convolution Layer with kernel size of 3, stride of 1 and 32 output channels
• 2D Max Pooling Layer with a kernel size of 2
• Fully connected layer of 128 neurons with the ReLU activation function
• Fully connected layer of 2 neurons with the Sigmoid activation function
The following layers are fully connected layers with the ReLU activation function. The size of these
layers is shown in Figure 11. The communication policy has more hidden layers when using shared
layers as the policy needs these additional layers to transform the shared layers encoding into the
required message protocol. The output layer for every policy is a fully connected layer with a Softmax
activation function.
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Figure 11: The MNIST agent architectures without the input and output layers.
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Appendix C: Critic Architecture
The architecture of the centralised critic, for the different environments, is determined empirically
like the architecture of the actors. We describe these architectures in the following sections.
Critic for the Particle Environment
The critic for the Particle Environment has a simple network architecture with three hidden fully
connected layers that use the ReLU activation function. The observation and actions of the agents
are presented at the same input layer. This architecture is shown in Figure 12a. The disadvantage of
this architecture is, that to increase the number of agents, the entire network needs to be extended
to support this larger number of agents. An alternative architecture is used within the critic for the
MNIST environment.
Critic for the MNIST environment
The architecture of the critic for the MNIST environment is more complex due to the larger observation
size. In order to reduce the amount of parameters that need to be trained, the observations will be
preprocessed using layers that are shared between the different observation inputs. The advantage of
this approach is that we only need to learn the preprocessing once and can apply it to every agent.
This approach allows for a larger number of agents as only the final layers have to increase in size.
The settings of these shared layers are described below.
• Convolution Layer with kernel size of 3, stride of 1 and 16 output channels
• Convolution Layer with kernel size of 3, stride of 1 and 32 output channels
• 2D Max Pooling Layer with a kernel size of 2
• Fully connected layer of 128 neurons with the ReLU activation function
The result of these shared layers is presented to the final hidden layer together with the actions of the
agents. Depending on the environment it is also possible to present the actions of the agent in these
shared layers. This final layer is a fully connected layer with 64 neurons and the ReLU activation
function. Figure 12b shows this architecture in which we share network layers in order to preprocess
the input observations.
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Figure 12: The critic architectures without the input and output layers for the two environments.
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Appendix D: Hyperparameters
The hyperparameters that are used for the different experiments are defined in Table 2. In the first two
experiments, the agents are trained in the Particle Environment (PE) without the social loss function
(PE no SLoss) and with the social loss function (PE SLoss). The last two experiments are trained on
the MNIST environment with shared layers (MNIST SL) and without shared layers (MNIST no SL).
Table 2: The hyperparameters used for the different experiments.
PE no SLoss PE SLoss MNIST SL MNIST no SL
Learning rate piu 2e-05 4e-05 1e-04 1e-04
Regularization piu 0.001 0.001 0.001 0.001
Entropy beta for piu 0 0.001 0 0
KL factor η for piu 0 1e-04 0.01 0.01
KL target for piu 0 833 50 50
Learning rate pic 0.005 0.005 1e-05 1e-05
Regularization pic 0.001 0.001 0.001 0.001
Entropy beta for pic 0 0.001 0 0
Learning rate critic 5e-04 25e-04 0.005 0.005
Regularization critic 1e-04 1e-04 1e-04 1e-04
Discount γ for critic 0 0 0 0
Communication bits 2 2 1 1
Timesteps per epoch 900 900 60 60
Episodes per epoch 30 30 30 30
15
