





















Because  current  full‐core  neutronic‐calculations  use  two‐group  neutron  diffusion  and 
rely on homogenizing fuel assemblies, reconstructing pin powers from such a calculation 
is an elaborate and not very accurate process; one which becomes more difficult with 
increased  core  heterogeneity.    A  three‐dimensional  Heterogeneous  Finite  Element 
Method (HFEM) is developed to address the limitations of current methods by offering 
fine‐group  energy  representation  and  fuel‐pin‐level  spatial  detail  at  modest 
computational  cost.    The  calculational  cost  of  the  method  is  roughly  equal  to  the 
calculational cost of the Finite Differences Method (FDM) using one mesh box per fuel 
assembly  and  a  comparable  number  of  energy  groups.    Pin‐level  fluxes  are  directly 
obtained from the method’s results without the need for reconstruction schemes.  
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G      :coarse group index 
g      :fine group index 
e      :finite element index 
n      :node (sampling point) index 
r      :fine region index 
R      :coarse region index 
V        : volume (cm3) 
d3r       : volume element (cm3) 
dE       : differential energy interval (eV) 
v(E)       : neutron speed (cm/sec) 
Ωd ˆ       : differential angle (steradian) 
Sd

      : differential surface element (cm2) 
r

      :position vector 























final direction of travel  Ω̂  at position  r

(cm‐1/eV/steradian) 



































χg      :Chi fraction for group g neutrons (fraction) 



























gnu        :n
th basis function for group g  in the Finite Element Method 
gna    : 






ngM       : loss matrix in the Finite Element Method  
flux for group g neutrons and mth type weight function 
m
ngF       : production matrix in the Finite Element Method  
ne       : type e elementary basis function for node n 
i
sgf       : discontinuity factor for group g homogeneous flux averaged over 
the surface s of node i 
sgΦ       : face‐average of group g homogeneous flux (face s)
 
sgΨ        : face‐average of group g heterogeneous flux (face s) 
)r(Ψg







][ kj,i,g,φΦ     :flux  vector whose  elements  consist of  the  flux  for  fine‐group  g 
and fine‐mesh box (i, j, k) 
k)j,i,(g,ψ Gn,    :discrete  basis  function  corresponding  to  node  n  and  coarse‐
energy‐group G (HEM) 



















       :Del operator 
Δ       : Laplacian operator 
M       :Loss operator 
F       :Production operator 
L      :Leakage operator  
S      : Scattering operator 
T      :Total reaction operator 
A       :Notation used for matrix A 














FD      :Finite Differences 
FEM       :Finite Element Method 
DF      :Discontinuity Factor 
ADF      :Assembly Discontinuity Factor 
GET      :Generalized Equivalence Theory 
FFD      :Forward Finite Differences 
BFD      :Backward Finite Differences 
CFD      :Central Finite Differences 












Finding  the  power‐generation  level  at  every  point  in  a  nuclear  reactor  is  one  of  the 
major tasks of reactor physics.  To find the fission‐power generation rate, one needs to 
find  the neutron  flux at each point.   The neutron  flux  is known  to satisfy  the neutron 
transport (Boltzmann) equation, which is an integro‐differential equation in three spatial 
dimensions,  an  energy  dimension  and  two  angular  dimensions,  for  a  total  of  six 
dimensions  in  the  static case and  seven  in  the  time‐dependent case.   Solving  such an 
equation  is  a  difficult  task  and  numerical  methods,  as  well  as  approximations,  are 




seven  to  five,  in  the  time dependent  case. There  are different ways  to discretize  the 





Because  reactor  cores  are  heterogeneous  and  neighbouring  fuel  pins  can  have 
considerably different properties, a large number (100‐200) of energy groups and spatial 
regions  (one  homogenized  region  for  each  pin  cell  consisting  of  a  fuel  pin  and 
surrounding  coolant)  would  normally  be  required  for  the  solution  of  the  neutron 
diffusion equation.   Such an approach  is known as a many‐group  (or  fine‐group)  fine‐
mesh approach and  is very time consuming.   To reduce the computational time, entire 
fuel  assemblies  are  homogenized  before  proceeding  to  the  solution  of  the  diffusion 
equation.   Additionally,  the number of energy groups  is condensed  from 100‐200  to a 
small number, usually two.   Using fewer energy groups and  less spatial detail  is known 
as  the  few‐group  (or  coarse‐group)  coarse‐mesh  approach  and  is  far  less  time 
consuming.    However,  the  use  of  homogenized  assemblies  leads  to  some  loss  of 
information, and hence of accuracy,  in the flux solution (pin‐level power  information  is 
lost).  If individual pin powers are desired, one needs to use “pin power reconstruction” 
or  “de‐homogenization”  schemes which  rely  on  simplifying  assumptions  and  do  not 
offer very accurate results.   
In designing next generation (Gen. III and IV) nuclear reactors, the tendency has been to 
go  to  even more  heterogeneous  cores  than  the  ones  of  current‐generation  (Gen.  II) 
reactors.   Additionally,  tighter  regulatory  requirements ask  for accurate knowledge of 












Chapter  two  presents  a  theoretical  background  consisting  of  a  brief  overview  of 
discretization  and  homogenization  methods  currently  in  use  for  full‐core  neutronic 
calculations  analyzed  from  the  perspective  of  computational  cost.    Chapter  three 
presents the current progress, full‐core neutronic calculations, namely attempts to date 
to treat increased heterogeneity and obtain better spatial detail without large increases 
in  computational  costs.    Chapter  four  presents  the  developed  three‐dimensional 
Heterogeneous  Finite  Element Method  and  its  implementation  in  a  FORTRAN  code.  
Chapter four presents the results obtained for a test case, which prove the functionality 





























: number of neutrons  in  the volume V with energy E  in dE and  the 
















:  scattering  macroscopic  cross  section  for  the  neutrons  with 
energy  an  initial  energy  E’  and  final  energy  E,  initial  direction  of  travel  Ωˆ and  final 
















































:  rate  of  neutron  gain  due  to 
scattering  of  the  neutrons  in  the  volume  V  with  final  energy  E  in  dE  and  the  final 

























 ˆˆˆ :  neutron  current  through  surface  element  dS  for 











:  net  rate  of  neutron  leakage  through  the  entire  surface  S  for 
neutrons with energy E in dE and the direction of travel  Ω̂  in  Ωd ˆ . 

























































































































difficult  to  solve.    To  reduce  its  complexity,  assumptions  are  often made  about  the 






































































































































































‐ close  (several  ‐  ~  ±  3  ‐ mean  free  paths)  to  a  neutron  source  or  interfaces  or 
system boundaries 
Nonetheless,  except  for  cases  with  extremely  large  absorption  or  with  strongly 
























Eq.  (2.11),  is  referred  to  as  the  steady‐state,  continuous‐energy  neutron  diffusion 
equation.   




































Neutron  energy dependence  is usually discretized using  a multigroup  approach.    The 
following  derivation  follows  the  one  in  Duderstadt  (1976).  To  develop  a multigroup 
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two  most  prominent  methods,  the  Finite  Difference  Method  (FDM)  and  the  Finite 
Element Method (FEM), are used in this study.  
2.3.2.1 Finite Differences Method 
Finite  Differences  (FD)  is  a  method  which  is  used  to  solve  ordinary  and  partial 




partial  derivatives  involved  in  the  equation  are  approximated  by,  as  the  name  says, 
finite differences.  After applying the finite differences discretization ordinary or partial 
differential equations are  reduced  to a  set of  linear algebraic equations which can be 
solved numerically by computers.  
While  relatively  elaborate  finite‐difference  schemes  can  be  devised  for  special 
applications (Nichita, Zabienski and Gravel, 2007), for a constant mesh size and uniform 
























































































The  finite  element  method  approximates  the  solution  by  a  linear  combination  of 
































































and taking the  inner product of the diffusion equation with a set of trial functions  mw  





































































































































































Eq.  (2.26)  represents  a  linear  eigenvalue‐eigenvector  problem  with  the  unknown 
eigenvector being defined by coefficients ang.    
What makes the Finite Element Method unique is the way in which the basis functions 
are  chosen.    In  the  FEM,  the  domain  is  divided  into  smaller  sub‐domains  called 
elements.    In  a  Cartesian  three‐dimensional  representation  the  elements  are  simply 
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parallelepipeds.    The  corners  of  the  elements  are  called  nodes.    There  is  one  basis 
function for each node, and  it  is only nonzero  inside the neighbouring elements of the 
node  and  zero  everywhere  else.    It  takes  a  value  of  1  at  the  node  and  it  decreases 
progressively  away  from  the  node  until  it  vanishes  on  the  far  borders  of  the 
neighbouring  elements.    It  follows  that  the  number  of  basis  functions  used  in  the 
solution  is  actually  equal  to  the  number  of  nodes  in  the  geometry.    A  simple 
representation of the basis functions for a one‐dimensional case  is shown  in Fig. (2.2).  
Looking at Fig. (2.2) it can be seen that basis function n, for example, takes a value of 1 

















































the core  into many  small pieces and  solve  the multi‐group  transport equation  for  the 
entire core to find the detailed and accurate flux distribution. 
u(n,g) at this point is equal to 1 
the amplitude of the flux obtained 
from the solution is equal to a(n,g) 







fine‐energy  groups,  would  be  ideal  for  the  discretization  of  the  full‐core  transport 
problem.    To  estimate  the  number  of  unknowns  to  be  evaluated  in  such  a  detailed 



















Solving a  linear  system with  that many unknowns  is not practical,  so homogenization 




the  lattice  step,  a  transport  calculation  using  a  fine‐geometry  and  100  or more  fine 
groups  is  performed  for  each  reactor  “node”  encompassing  a  fuel  assembly  and  its 
corresponding moderator/coolant.  The boundary conditions for lattice calculations are 










































































Finally, the core calculation  is performed  in  few  (usually two) energy groups assuming 
each  node  to  be  homogeneous  with  cross‐sections  generated  during  the  lattice‐
calculation step. 
The  use  of  assembly‐average  cross  sections  leads  to  some  loss  of  information,  and 
hence of accuracy, in the flux solution (pin‐level power information is lost).   Moreover, 
single‐assembly  lattice  calculations  need  to  rely  on  approximate  assembly‐boundary 
conditions, namely  reflective assembly‐boundary  conditions, which  are different  from 
the  real  (but  unknown)  assembly‐boundary  conditions  present when  the  assembly  is 
surrounded  by  other  assemblies  in  the  reactor.    The  use  of  approximate  assembly‐
boundary  conditions  leads  to  some  additional  errors  in  evaluating  the  assembly‐




pin  powers  are  desired,  one  needs  to  rely  on  “pin  power  reconstruction”  or  “de‐
homogenization” methods because the assembly‐homogenized‐core calculation do not 
directly provide pin powers  (that  information having been  lost  in  the homogenization 
process).  Such methods are usually approximate and do not offer very accurate results.  
If  accurate  pin  powers  are  desired,  an  intermediate  homogenization  step  is  used, 





calculation  is  then performed using a pin‐only homogenized model  in diffusion  theory 
and  5‐10  energy  groups.    Such  calculations, while  feasible,  are  still  computationally 









Current  full‐core  flux  solution  techniques  used  for  routine  core  analysis  employ 






2.  Because  the  detailed  assembly  structure  information  is  lost  through 
homogenization,  only  assembly‐integrated  powers  can  be  calculated  directly. 
Individual  pin  powers  can  only  be  reconstructed  “a  posteriori”  using  de‐
homogenization  schemes, which  rely  on  simplifying  assumptions  and  are  not 
very accurate.   
To  achieve  accurate  pin‐power  distributions,  detailed  pin‐level  (instead  of  assembly‐
level) homogenization needs to be performed, followed by a full‐core fine‐group, fine‐
mesh  calculation.    Pin‐by‐pin  homogenization  can  follow  a  direct  flux  and  volume 
average or  it can use more elaborate  techniques,  such as  the “Superhomogenization” 
introduced  by  Hebert  (1993).    Regardless  of  the  actual  technique  used  for  pin‐cell 
27 
 







the  same node‐integrated  results as  if  the  true, heterogeneous, model was used.   To 
improve on standard homogenization, Smith (1980) introduced Generalized Equivalence 
Theory (GET), which offers a way to calculate node‐homogenized cross sections which, 
when  used  in  a  full‐core  node‐homogenized  calculation,  produce  the  same  node‐



















                                                                                                             (3.1)
 
where  gΨ  is the detailed heterogeneous flux  inside the fuel assembly obtained from a 
lattice  calculation  using  exact  assembly  boundary  conditions.    Smith  showed  that,  if 


















sgΦ  are the homogeneous fluxes in nodes  i  and  j  respectively, 













It will be noted  that GET  introduces  the discontinuity  factors  in  an  ad‐hoc  fashion. A 
systematic  homogenization  based  on  asymptotic  expansion  has  been  developed  by 
Zhang, Rizwan‐uddin and Dorning (1995). Their method defines the discontinuity factors 
and homogenized cross‐sections by making use of the adjoint function. 



















                                                                                                                                 (3.4)
 
The  errors  introduced  by  the  zero‐current  approximation  are  known  as  the  “leakage 
effect”. 




The global  local  iteration method, also known as the explicit  leakage  iteration method 
was originally  proposed by Henry  and Hoxie (1981) and further developed by Aragones 










used  in  fine mesh  assembly  calculations  for  each mesh.  A  new  set  of  homogenized 
constants is thus generated. The cycle is repeated until convergence is achieved. 
The method yields a  significant  increase  in accuracy but  is extremely  time  consuming 
since, at each  leakage‐iteration  step,  fine mesh  calculations  for each node  (assembly) 
have to be performed. 
A  variation  of  the  global‐local  iteration  technique  was  introduced  by  Rahnema  and 
Nichita  (1995,  1997)  whose  method  relies  on  pre‐computing  and  tabulating  cross 
sections and discontinuity  factors  for different boundary conditions.   At each  iteration 
step,  assembly  calculations  are  replaced by  table  interpolations  and  the  computation 





the  name  of  “rehomogenization”.  Smith  assumes  the  intranodal  flux  to  be  separable 
into the product of a nodal and a zero‐current assembly shape: 
)r(Ψ)r(Φ)r(Ψ ggg
 0                                                                                                     (3.5)  
where  )r(Ψg
0
  is  the  zero‐current assembly  shape and  )r(Φg

  is  the nodal  shape. The 































                                                                          (3.7) 




used  in  a  nodal  calculation  that  provides  a  new  nodal  shape )r(Φg

,  and  the  cycle  is 
repeated until convergence is achieved.   























































               (3.9)
 
Quantities  la  and  lb can be pre‐computed during the assembly calculation. The cross‐
section update becomes thus a simple matter of evaluating several products and a ratio. 




rehomogenized  value  of  the  discontinuity  factor  on  boundary  k  of  a  particular  node. 




























                                                                 (3.10)
 
where  the  left  “0”  superscript  refers  to  zero‐boundary  condition  quantities  and  the 
overbar has been omitted since in one dimension no face‐averaging takes place.  






Another  possible  approach  to  reducing  the  leakage  effect  is  to  simulate  the  true 
assembly  boundary  conditions  by  extending  the  lattice  calculation  to  a  larger model, 
one  including 3  x 3  assemblies.   Cross  sections  are only homogenized  for  the  central 
assembly,  but  by  changing  the  local  conditions  in  the  neighbouring  ones,  boundary 
conditions  on  the  central  assembly  are  implicitly  changed.    The  values  of  the 
homogenized cross sections for the central assembly are tabulated as a function of the 









can be  reconstructed  if  certain  simplifying  assumptions  are made.   A possibility  is  to 
assume that the flux inside the assembly can approximated by the product between the 




each  pin  position  can  be  calculated,  albeit  approximately.  Another  approach  to 
dehomogenization  is to solve the diffusion equation  in an assembly using approximate 
boundary  conditions  determined  from  the  core  calculation  (e.g.  Singh,  1995).   Other 
approaches  involve using the  (smooth) shape of the neutron source  found  in the core 
calculation  to  solve  for  the  detailed  neutron  flux  in  a  heterogeneous  assembly  (Joo, 
2009).  Yet another technique employs finding the detailed flux in the assembly by using 
boundary  conditions  found  in  the  core  calculation  and  Monte  Carlo  assembly 




While  not  in  common  use  for  a majority  of  industrial  codes,  finite  element methods 











While  virtually  all  full‐core  calculations  rely  on  first  performing  assembly‐level 
homogenization, in the last several years there have been attempts to avoid the lattice 
calculations altogether.   One such attempt  is based on the response matrix technique.  
Traditionally,  the  response  matrix  technique  is  used  in  conjunction  with  a  node‐
homogenized  core model.    However,  in  a  new  development,  response matrices  are 
calculated  for  heterogeneous  nodes  using  a  Monte  Carlo  approach  (Forget  and 
Rahnema, 2006). Because response matrices are calculated for a heterogeneous node, 
the pin powers can be directly obtained once the neutron‐current  iterations, on which 

















The Heterogeneous Finite Element Method  (HFEM) presented here  follows  the major 







In Eq. (4.1)  ][ kj,i,g,φΦ   represents a vector whose elements consist of the flux for fine‐
group g and fine‐mesh box (i, j, k).  M and F represent the fine‐group fine‐mesh discrete 
forms of the loss operator, M, and production operator, F, defined respectively as: 
















































































































The  HFEM  method  proceeds  by  dividing  the  volume  of  the  reactor  into  large 
parallelepiped‐shaped  elements.    The  corners  of  the  elements  represent  the  nodes. 
Each element  is,  in  turn, subdivided  into subregions, each subregion corresponding  to 
one fine‐mesh box of the finite‐difference grid.  Normally, an element would encompass 
a  fuel assembly  in  the x‐y plane and extend approximately 0.5m  in  the Z direction.   A 
subregion would correspond to a homogenized fuel‐pin cell (pin plus coolant) and would 
only extend a few cm in the Z direction.  The actual choice of elements and subregions is 
flexible and depends on  the configuration being analyzed.   The energy  is divided  into 
coarse groups,  indexed by G.   Coarse groups are,  in  turn,  subdivided  into  fine groups 













































Next,  just as  for  the  regular  finite element method, we  take  the  inner product of Eq. 
(4.6)  with  weight  functions  k)j,i,(g,w Gm, which,  for  the  development  of  the  current 

















ψψa F;M;                                                                (4.7)                           
where  Gn,ψ is the basis function corresponding to node n and coarse group G and  Hm,ψ is 
the weight  function  (same  as  the  basis  function)  corresponding  node m  and  coarse 
group H. 
It  can  be  seen  that  Eq.  (4.7)  represents  a  homogeneous  linear  system  for which  the 

























solved.    The  heterogeneous  finite  element method  allows  the  basis  functions  to  be 
chosen such  that  they capture  the  fine‐mesh detail of  the  flux distribution.   However, 
the number of unknowns  is of  the  same order of magnitude as  the number of nodes 







The  sampling  points  for which  the  solution  is  obtained  are  called  the  nodes  of  the 
geometry which are  the corners of  the volumetric  finite elements.   There  is one basis 




the  element  is  represented  by  a  linear  combination  of  its  eight  corner  nodes’  basis 
functions  or,  more  precisely,  the  corresponding  elementary  basis  functions.    Each 
elementary  basis  function  represents  the  restriction  to  one  element  of  the  (wider‐
domain)  basis  function.    (In  three  dimensions,  each  basis  function  consists  of  eight 
elementary basis functions “glued” together at the node.)   



















































where  kj,zi,kj,yi,kj,xi, h,h,h  are the dimensions of the fine‐mesh box (i,j,k). 
It will be noted that the inner product used for the HFEM encompasses energy.  This is 




As  discussed  previously,  different  forms  of  the  elementary  basis  functions  can  be 
employed (to suit the problem at hand) because the method is flexible‐enough to allow 
arbitrary  shapes.   For a  first  implementation of  the method, a discrete  tri‐linear  form 
was  chosen.   While  this does not make  full use of  the method’s  ability  to  reproduce 
rapidly‐varying  flux  shapes,  it  has  the  advantage  of  allowing  easy  comparison  with 
continuous,  homogeneous,  finite  element methods  for  the  purpose  of  verifying  the 
correctness of the algorithm. Figs. (4.3) and (4.4) show the discrete linear basis function 






















In  finite  element  analysis,  the  number  of  degrees  of  freedom  (DOF)  represent  the 
number of unknowns  in  the system.   According  to Eq.  (4.7)  the number of unknowns, 
Gn,a , in the HFEM system is equal to the product between the number of nodes and the 
number of coarse groups, that  is NGxNn.   Similarly, Eq. (4.1) shows that the number of 
unknowns  kj,i,g,φ   for  the  fine‐mesh  fine‐group  FD  system  is  equal  to  the  product 
between  the  number  of  subregions  and  the  number  of  fine  groups NgxNs.    For  large 
systems, the number of nodes approximately equals the number of elements.   That  is 
because, with the exception of boundaries, there are eight nodes for each element and 
each  node  has  eight  neighbouring  elements.    If  we  also  assume,  for  simplicity,  a 
constant number of S subregions per element, and a number R of fine energy groups per 
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Where  1nk   can be calculated as: 
 


































































































































also work very well  in eigenvalue problems applied  to  reactor physics.   The choice of 
which method  to  use  is  thus  left  to  the  user  and  depends  of  the  particulars  of  the 
problem  being  studied.    The Gauss‐Seidel method  is  known  to  always  (although  not 
only)  converge whenever  the matrix  is diagonal dominant.  For  the HFEM,  the Gauss‐
Seidel  method  has  been  found  to  converge,  but  the  matrix  has  not  been  proven 




column unit vector,  1c0  .  The converged solution does not depend on the choice of 
initial vector (Lewis and Miller, 1984).  
The k‐eff value is kept constant during the scattering‐source iterations.  Convergence is 
reached when  the  change  in  the  coefficient  vector  c  from  one  iteration  to  the  next 
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becomes  smaller  than  a  user‐defined  convergence  criterion  (tolerance).    Separate 





















































cell.    In  this  simple  test model,  each  assembly  consists  of  a  single material  of  either  
type  1  (fresh),  type  2  (mid‐burnup)  or  type  3  (discharge‐burnup).    The  material 


















D1 (cm)  1.3410  1.34063  1.34036 
D2(cm)  1.2838  1.28077  1.27937 
D3(cm)  0.8454  0.84360  0.84334 
Σt¹ )(cm
1   0.3060  0.30607  0.30611 
Σt
2 )(cm 1   0.33635  0.33724  0.33763 
Σt
3 )(cm 1   0.43899  0.44014  0.4403 
Σs
1→1 )(cm 1   0.2920E  2.92E‐01  2.92E‐01 
Σs
1→2 )(cm 1   0.01280  1.28E‐02  1.27E‐02 
Σs
1→3 )(cm 1   7.54E‐07  7.54E‐07  7.36E‐07 
Σs
2→1 )(cm 1   0.00000  1.55E‐14  1.78E‐14 
Σs
2→2 )(cm 1   0.30200  3.03E‐01  3.03E‐01 
Σs
2→3 )(cm 1   0.03150  0.03120  0.03110 
Σs
3→1 )(cm 1   0.00000  0.00000  0.00000 
Σs
3→2 )(cm 1   6.85E‐05  7.46E‐05  7.47E‐05 
Σs
3→3 )(cm 1   0.43500  0.43600  0.43600 
νΣf¹ )(cm
1   9.76E‐04  9.57E‐04  9.45E‐04 
νΣf
2 )(cm 1   6.68E‐04  5.59E‐04  5.06E‐04 
νΣf
3 )(cm 1   4.50E‐03  4.77E‐03  4.62E‐03 
χ1   0.999999583  0.999999583  0.999999583 
χ2  4.03E‐07  4.03E‐07  4.03E‐07 








SET  1:  Finite‐difference  method  (FDM).  This  calculation  was  performed  using  finite 
differences  for  three  energy  groups  and  fine  meshes,  with  each  fine  mesh 
corresponding  to an 8 cm x 10 cm x 12 cm  subregion.   This  is  taken as  the  reference 
case. 





SET 3 Heterogeneous  finite element method  (HFEM).   This calculation was performed 
using the newly‐implemented HFEM using two “coarse” energy groups  (where coarse‐






both  a  fair  comparison  and  an  exact  estimate  of  the  accuracy,  the  same,  very  tight, 
convergence  criterion  was  used  for  both  methods,  namely  1.0E‐6.    For  the  HFEM 
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method,  the  same  convergence  criterion  was  used  for  all  three  levels  of  iteration.  




To  facilitate  the  comparison  of  results  from  the  different  sets  of  calculations, 









































FDM  0.99012 ‐  4300  
FEM  0.98957 ‐0.56134  23  






















































































































































































































































































































































































































































































































































































The  purpose  of  the  test  calculations  was  to  verify  the  functionality  of  the  HFEM 
implementation  in  the  FORTRAN  code  and  to  assess  its  potential  for  reducing 
computational  time.   To  verify  that a new  code produces  correct  results,  it  is usually 
compared against a well‐documented code  that uses  the exact  same method.    In  this 
case,  however,  such  a  code was  not  available.    To  be  able  to  still  perform  a  good 
verification,  a  regular  FEM  code  had  to  be  used.    In  doing  so,  however,  two 
requirements  had  to me met:  The  elements  had  to  be  homogeneous  and  the  basis 






applications.   One generalization was  still allowed  in  the model, by using only a  two‐
group representation  in the HFEM code, compared to a three‐group representation  in 
the FEM code.  The comparison against fine‐mesh finite‐difference results was made in 
order  to prove  the code’s ability  to generate accurate  fine‐mesh  results and  to assess 
the relative reduction in computational time. 





magnitude as  that obtained using  regular FEM, which  is consistent with using  similar‐
shape basis functions as the regular FEM.   







have  similar  convergence  properties  and  hence  no  additional  difference  in 
computational time is to be expected and none is, indeed, observed.   
It is to be noted that, given the particular way in which the test was performed, absolute 
values  of  computational  times  for  the  three  methods  are  not  representative  of 
production runs.  What is important and relevant are the ratios of computational times 
for different methods since they all used the same iteration parameters.  





FDM method as well as between  the HFEM and FEM.   The comparatively  large errors 
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CONCLUSIONS AND FUTURE WORK 
6.1 CONCLUSION 
A  Heterogeneous  Finite  Element Method  (HFEM)  for  three  dimensional, multi‐group 
diffusion theory has been developed and implemented in a FORTRAN code. The method 
allows  for  the  use  of  general  homogeneous  boundary  conditions  in  the  form  of  a 
current‐to‐flux ratio, which, depending on the value of the ratio, can simulate reflective 
boundary conditions, vacuum boundary conditions and  zero‐flux boundary conditions.  
The  HFEM  FORTRAN  program  accepts  an  arbitrary  number  of  nodes  or  and  energy 
groups.  The HFEM FORTRAN program has been tested for a 400 cm x 500 cm x 600 cm 
model.    It was  found  that using  two groups and 10 x 10 x 10 elements  for  the HFEM 
gives very similar results to using three groups and 50 x 50 x 50 meshes for FDM.   The 
difference in k‐eff was below 1 mk and the RMS percent difference was below 1%.  The 
computation time  for HFEM was  found to be reduced by a  factor of 250 compared to 
FD, which is in line with the reduction in the number of unknowns. 















It  can  be  concluded  that  the  Heterogeneous  Finite  Element  Method  achieves  high 
accuracy with very low computational cost which makes it suitable for fast analysis. 
 
6.2 FUTURE WORK  
More realistic geometries, including strongly‐heterogeneous assemblies, will have to be 
studied to confirm HFEM’s ability to consistently provide accurate results with modest 
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where,  a  is  the  point where  the  derivative  needs  to  be  approximated  and  h  is  the 
infinitesimal increase in argument 































Equation  (A.2c)  is actually equal  to  the arithmetic mean of  the  forward and backward 
approximations. 









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Inserting  the  first order partial derivative approximation  (set of Eqns.  (A.15)  )  into  the 
second order partial derivative definition (set of Eqns. (A.16))  yields; 


















































































































































































































































































































































































































































































































































































































































































The diffusion equation  is written  in operator  form as:  FΦ
k
1
ΜΦ     where   kj,i,g,φΦ   
represents a vector whose elements are the flux in group g, at position (i, j, k).  M and F 
represent  the  multi‐group  discrete  forms  of  the  loss  operator,  M,  and  production 
operator, F, respectively: 























































































































In the set of Eqns. (A.29)  kj,xi,h ,  kj,yi,h   and  kj,zi,h  are mesh sizes of the region indexed by 
(i,j,k)  in x y and z directions respectively;  kj,i,tg,Σ   is the total g‐group macroscopic cross 
section,  kj,i,g,sg'Σ    is the scattering macroscopic cross section from group g’ to group g, 

































































































In  this  notation  elements  are  represented  by  a  single  index  “e”  and  nodes  are 
represented by a single index “n”. This indexing starts from the origin. First of all the y‐z 
plane element/node  layers  are  indexed  for each  x  level. The  y‐z plane element/node 
layers are indexed for each y‐level.  In each y‐layer the elements/nodes in the z direction 






































































Global  subregion  three‐index  notation  and  one‐index  notation  is  done  in  the  same 
manner  such  that  the  global  system  will  include  9  subregions  in  each  of  the  three 
directions x, y and z. During the computation local indexing of the subregions inside the 
elements is defined according to the local element geometry. Therefore, another three‐
index notation  is used, one that  indexes the subregions according to the  local element 
coordinates. Local coordinates does not represent the subregion in global sense so to be 












































































Note  that  index G  is used  for  the  coarse‐energy  group, while  index  g  is used  for  the 



























































































































































































The  node  basis  function  is  a  linear  combination  of  eight  elementary  basis  functions 
defined  in each of the neighbouring elements of the node. Elementary basis  functions 
inside the elements are defined to be tri‐linear  functions having the property of being 
equal  to 1 only at one corner of  the element and equal  to  zero at  the other corners. 
Figure (B.5) defines the corners according to the non‐zero elementary basis functions. 
For simplicity the numbering of the corner nodes of an element is done according to the 










The  contribution  to  the  inner  node  basis  function  is  comprised  of  the  non‐zero 
elementary  basis  functions  of  the  neighbouring  elements  at  the  inner‐node  position. 































































































with  linear elementary basis  functions. This  local  x,y,z dependency of  the elementary 
basis functions  is approximated by piecewise constant functions  inside each subregion. 






Type  2  elementary  basis  functions  which  are  called  “0‐corrected  elementary  basis 
functions” are again tri‐linear functions defined according to the local coordinate system 











































































































































































































































































































































































































































































































































































































































Where  (x,y,z)  are defined  according  to  the  local  coordinates of  the  element  ‘’e’’  and 
zlzf,yl,yf,xl,xf,  are the shift distances of type‐2 functions. 





geometric  coupling  in  the  system.  The  leakage  matrix  is  not  diagonal  because  the 
derivative  of  the  flux  at  the  subregions  is  approximated  by  the  flux  values  at  the 
subregion  itself  and  at  neighbouring  subregions which  results  in  space  coupling.  The 














According  to  the given definitions  for  the  intervals  in  the Fig.  (B.10b), node 4 couples 
with  node  5  and  node  3 which  have  common  neighbouring  elements  so  that  these 
























By  considering  the  coupling  behaviour  of  each  node  with  the  first  and  second 
neighbouring nodes then it can be concluded that the matrix of HFEM system includes a 




when  the  dependency  of  the  subregion  on  the  neighbouring  subregions  for  the 
subregion  leakage  is  introduced,  the  last  subregion  that  has  non‐zero  node  basis 
function will have a  leakage written  in terms of  its neighbouring subregions. Since the 
last subregion that has non‐zero node basis functions is not a boundary subregion of the 
node  then  it`s neighbours will be  inside  the node neighbouring elements  subregions. 
Therefore that the  leakage by using type 2 elementary basis  functions will be coupled 
over only 27 nodes which is the total number of first neighbouring nodes and the node 






































SET  4:  DONJON  Fine‐group,  coarse‐mesh  homogeneous  finite  element  method 
(DONJON‐FEM)  solution. This  solution  is performed by DONJON using  the usual  finite 
element method with tri‐linear basis functions in three energy groups.   











FDM  0.99012  ‐  4300 
HFEM  0.98935  ‐0.78605  16  
DONJON FEM  0.99311  3.04079  1 














Group 1‐x direction  3.5389  3.7441  0.3781 
Group 1‐y direction  3.5869  3.6005  0.5085 
Group 1‐z direction  1.2860  1.9899  0.9312 
Group 2‐x direction  3.5400  3.7391  0.3665 
Group 2‐y direction  3.5811  3.5974  0.4991 
Group 2‐z direction  1.2934  1.9863  0.9211 
Group 3‐x direction  3.7628  3.7628  0.4305 
Group 3‐y direction  3.6762  3.6762  0.6298 
Group 3‐z direction  2.0880  2.0880  1.1418 
Overall  2.9282  3.1316  0.6452 
 
Results in Tables C.1 and C.2 show the current implementation of HFEM to perform 
better than the regular FEM and the coarse‐mesh FD in terms of accuracy while at the 
same time, taking a substantially longer time (16 times longer).  This reinforces the need 
to optimize the convergence criteria and to attempt to implement acceleration 
techniques. 
 
