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In this paper, we consider a predator–prey model with modiﬁed Leslie–Gower and Holling-
type II schemes with stochastic perturbation. We show there is a unique positive solution
to the system with positive initial value, and mainly investigate the long time behavior
of the system. Condition for the system to be extinct is given and persistent condition is
established. At last, numerical simulations are carried out to support our results.
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1. Introduction
The dynamic relationship between predators and their preys has long been and will continue to be one of the dominant
themes in both ecology and mathematical ecology due to its universal existence and importance [9]. There are many factors
which affect dynamical properties of biological and mathematical models, when investigating biological phenomena. One of
the familiar nonlinear factors is functional response. Recently, both applied mathematicians and ecologists have been inter-
ested in the predator–prey models together with many kinds of functional responses. The system usually can be described
as follows:{
x˙(t) = ax(t) − φ(x(t))y(t),
y˙(t) = −by(t) + cφ(x(t))y(t), (1.1)
where x(t), y(t) represent the population densities of prey and predator respectively at time t , a, b and c are positive
constants, which stand for the prey intrinsic growth rate, death rate and conversion rate of the predator respectively, φ(x(t))
is the functional response of the predator to the prey density refers to the change in the density of prey attached per unit
time per predator as the prey density changes. In most of cases φ(x(t)) is given by axb+x (Holling type-II),
ax2
b+x2 (Holling
type-III), ax
2
b+x+αx2 (Holling type-IV),
axθ
b+xθ , θ > 0 or some equivalent forms [14]. Especially, the dynamics of a predator–prey
system with Holling II functional response has been well studied [16,20,21,33,34].
In fact, mutual interference between predator and prey is also a factor affect the population dynamics. Considering the
reduction in a predator population has a reciprocal relationship with per capita availability of its preferred food, Leslie [17]
introduced a predator–prey model where the carry capacity of the predator’s environment is proportional to the number of
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following equation:
dy
dt
= ry
(
1− y
αx
)
,
where α > 0 is the conversion factor of prey into predator and αx measures the carry capacity set by the environmental
resources and is proportional to prey abundance. The term yαx is called the Leslie–Gower term, which measures the loss
in the predator population due to the rarity (per capita yx ) of its favorite food. The predator y can switch over to other
population when the prey population is severely scarce, but its growth will be limited, because we cannot forget the fact
that its most favorite food, the prey x, is not in abundance. In this situation, a positive constant can be added to the
denominator, and the equation above becomes
dy
dt
= ry
(
1− y
αx+ d
)
,
and thus,
dy
dt
= y
(
r − r
α
y
x+ dα
)
.
Recently [3], see also [31,32] has proposed a ﬁrst study of two-dimensional system of autonomous differential equation
modelling a predator–prey system which incorporates a modiﬁed version of Leslie–Gower functional response as well as
that of the Holling-type II. They consider the model⎧⎪⎪⎨
⎪⎪⎩
x˙(t) = x(t)
(
a − bx(t) − cy(t)
m1 + x(t)
)
,
y˙(t) = y(t)
(
r − f y(t)
m2 + x(t)
) (1.2)
with initial value x(0) = x0 > 0, y(0) = y0 > 0, where x(t) and y(t) represent the population densities at time t , and
parameters a, b, c, r, f and m1, m2 are all positive. These parameters are deﬁned as follows: a is the growth rate of prey x,
b measures the strength of competition among individuals of species x, c is the maximum value of the per capita reduction
rate of x due to y, m1 and m2 measure the extent to which the environment provides protection to prey x and to the
predator y respectively, r describes the growth rate of y and f has a similar meaning to c. They investigate boundedness
and global stability of the positive equilibrium of this model. Many other authors also pay attention to this model and its
extent. For example, [25] introduces time delay in the system (1.2) and study the global stability of the positive equilibrium
to the corresponding system; system (1.2) with impulse is explored in [12].
In fact, population dynamics is inevitably affected by environmental white noise which is an important component in
an ecosystem. But the deterministic models assume that parameters in the model system are all deterministic irrespective
environmental ﬂuctuations. Hence they have some limitations in mathematical modelling of ecological systems, besides they
are quite diﬃcult to ﬁtting data perfectly and to predict the future dynamics of the system accurately [4]. May [24] also
pointed out the fact that due to environmental ﬂuctuation, the birth rates, carrying capacity, competition coeﬃcients and
other parameters involved in the model system exhibit random ﬂuctuation to a greater or lesser extent. Consequently the
equilibrium population distribution ﬂuctuates randomly around some average values. Therefore lots of authors introduce
stochastic perturbation into deterministic models to reveal the effect of environmental variability on the population dy-
namics in mathematical ecology. Levin did pioneering work in [19], where he ﬁrst considered an autonomous two species
predator–prey Lotka–Volterra dispersal system and showed the dispersion could destabilized the system. Besides, Freedman
and Waltman [8] and Arnold, Horsthemke and Stucki [2] also considered the Lotka–Volterra model with random perturba-
tions. Especially a great effort has been expended to ﬁnd the possibility of persistence under the environmental ﬂuctuations
[6,7,23,30,35]. So far as our knowledge is concerned, a very little amount of work has been done with the stochastic model
of a predator–prey model with modiﬁed Leslie–Gower and Holling-type II schemes. Motivated by these, we attempt to study
the dynamics of a predator–prey model with modiﬁed Leslie–Gower and Holling-type II schemes with stochastic perturba-
tion.
Taking into account the effect of randomly ﬂuctuating environment, we incorporate white noise in each equations of the
system (1.2). We assume that ﬂuctuations in the environment will manifest themselves mainly as ﬂuctuations in the growth
rate of the prey population and the predator population, speciﬁcally,
a → a + α dB1(t), r → r + β dB2(t),
where B1(t), B2(t) are mutually independent Brownian motions, α and β represent the intensities of the white noise.
Besides, for convenience, suppose m1 =m2 =m, then corresponding to the deterministic model system (1.2), the stochastic
system takes the following form:
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⎪⎪⎩
dx(t) = x(t)
(
a − bx(t) − cy(t)
m + x(t)
)
dt + αx(t)dB1(t),
dy(t) = y(t)
(
r − f y(t)
m + x(t)
)
dt + β y(t)dB2(t).
(1.3)
There are many methods to analysis population dynamics in nonlinear deterministic system, such as Lyapunov functions,
coincidence degree theory, Jacobian matrix and so on. But there is lack of mathematical machinery available to analyze
nonlinear stochastic system. In this paper, we mainly use Itô’s formula, the theory of linear stochastic equation and the
diffusion theory to estimate the solution of system (1.3), and to analyze the long time behavior of the system. On the other
hand, when analyzing deterministic systems, we always seek the constant equilibrium population and then investigate its
stability. For system (1.2), [3] has point out that there are three trivial equilibrium point
E0 = (0,0), E1 =
(
a
b
,0
)
, E2 =
(
0,
rm2
f
)
,
and a unique interior equilibrium point E∗ = (x∗, y∗), if the condition
rm2
f
<
am1
c
(1.4)
is satisﬁed. Specially, when m1 =m2 =m, then x∗ = ab − crbf , y∗ = r(x
∗+m)
f and the condition (1.4) is simpliﬁed to
r
f
<
a
c
. (1.5)
While for stochastic system (1.3), there is not positive time independent equilibrium point as a solution of the corresponding
equation. In this paper, we explore the stability in time average. By considering the long time behavior of the system (1.3),
we will show in Section 3, if a > α
2
2 , r >
β2
2 and
r− β22
f <
a− α22
c , the system is persistent in mean, and the prey population,
Lesile–Gower term are globally stable in time average, that is
lim
t→∞
1
t
t∫
0
x(s)ds = a −
α2
2
b
− c(r −
β2
2 )
bf
, lim
t→∞
1
t
t∫
0
y(s)
m + x(s) ds =
r − β22
f
.
On the other hand, if a  α22 or r 
β2
2 , then the system is not permanent. At the end, we carry out numerical simulations
to conﬁrm our results.
Throughout this paper, unless otherwise speciﬁed, we let (Ω, F , {F t}t0, P ) be a complete probability space with a
ﬁltration {F t}t0 satisfying the usual conditions (i.e. it is right continuous and F0 contains all P-null sets). Let B1(t), B2(t)
denote the independent standard Brownian motions deﬁned on this probability space.
2. Existence and uniqueness of the positive solution
As the x(t), y(t) in Eq. (1.3) are population densities of the prey and the predator at time t respectively, we are only
interested in the positive solutions. Moreover, in order for a stochastic differential equation to have a unique global (i.e.
no explosion in a ﬁnite time) solution for any given initial value, the coeﬃcients of the equation are generally required to
satisfy the linear growth condition and local Lipschitz condition (cf. Arnold [1]; Friedman [10]; Mao [22]). However, the
coeﬃcients of Eq. (1.3) neither satisfy the linear growth condition, nor local Lipschitz continuous. In this section, by making
the change of variables and comparison theorem for stochastic equations [15], we will show existence, uniqueness of the
positive solution.
Lemma 2.1. There is a unique positive local solution x(t), y(t) for t ∈ [0, τe) to Eq. (1.3) a.s. for the initial value x0 > 0, y0 > 0.
Proof. First consider the equation⎧⎪⎪⎪⎨
⎪⎪⎪⎩
du(t) =
(
a − α
2
2
− beu(t) − ce
v(t)
m + eu(t)
)
dt + α dB1(t),
dv(t) =
(
r − β
2
2
− f e
v(t)
m + eu(t)
)
dt + β dB2(t)
(2.1)
on t  0 with initial value u(0) = ln x0, v(0) = ln y0. Obviously, the coeﬃcients of Eq. (2.1) satisfy the local Lipschitz con-
dition, then there is a unique local solution u(t), v(t) on t ∈ [0, τe), where τe is the explosion time (see Arnold [1] and
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Eq. (1.2) with initial value x0 > 0, y0 > 0. 
Lemma 2.1 only tells us there is a unique positive local solution to Eq. (1.3). Next, we show this solution is global, i.e.,
τe = ∞, which is more interesting.
Since the solution is positive, we have
dx(t) x(t)
(
a − bx(t))dt + αx(t)dB1(t).
Let
Φ(t) = e
(a− α22 )t+αB1(t)
1
x0
+ b ∫ t0 e(a− α22 )s+αB1(s) ds
, (2.2)
then Φ(t) is the unique solution of the equation{
dΦ(t) = Φ(t)(a − bΦ(t))dt + αΦ(t)dB1(t),
Φ(0) = x0 (2.3)
and by the comparison theorem for stochastic equations, yields
x(t)Φ(t), t ∈ [0, τe), a.s.
Besides,
dy(t) = y(t)
(
r − f
m
y(t) + f x(t)y(t)
m(m + x(t))
)
dt + β y(t)dB2(t) y(t)
(
r − f
m
y(t)
)
dt + β y(t)dB2(t).
Obviously
ψ(t) = e
(r− β22 )t+βB2(t)
1
y0
+ fm
∫ t
0 e
(r− β22 )s+βB2(s) ds
(2.4)
is the solution to the equation⎧⎨
⎩ dψ(t) = ψ(t)
(
r − f
m
ψ(t)
)
dt + βψ(t)dB2(t),
ψ(0) = y0,
(2.5)
and y(t)ψ(t), t ∈ [0, τe), a.s.
On the other hand,
dy(t) y(t)
(
r − f
m + Φ(t) y(t)
)
dt + β y(t)dB2(t).
Similarly, we can get
y(t) Ψ (t), t ∈ [0, τe), a.s.
where
Ψ (t) = e
(r− β22 )t+βB2(t)
1
y0
+ f ∫ t0 1m+Φ(s)e(r− β22 )s+βB2(s) ds
. (2.6)
Now, we have
dx(t) x(t)
(
a − bx(t) − cΨ (t)
m
)
dt + αx(t)dB1(t).
By the arguments as above, we can get
x(t) e
(a− α22 )t− cm
∫ t
0 Ψ (s)ds+αB1(t)
1 + b ∫ t e(a− α22 )s− cm ∫ s0 Ψ (u)du+αB1(s) ds := φ(t), t ∈ [0, τe), a.s. (2.7)x0 0
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φ(t) x(t)Φ(t) and ψ(t) y(t) Ψ (t), t ∈ [0, τe), a.s.
Noting that φ(t), Φ(t), ψ(t) and Ψ (t) are all existence on t  0, hence, we have:
Theorem 2.1. There is a unique positive solution x(t), y(t), t  0, to Eq. (1.3) a.s. for any initial value x0 > 0, y0 > 0, and there exist
the functions φ , Φ , ψ and Ψ deﬁned as (2.7), (2.2), (2.4) and (2.6) such that
φ(t) x(t)Φ(t) and ψ(t) y(t) Ψ (t), t  0, a.s. (2.8)
3. The long time behavior
In a view of ecology, the bad thing happens when a species disappears and a good situation occurs when all species
co-exist. In this section, we ﬁrst establish the persistent condition for system (1.3). Next, we give out the condition for the
system (1.3) to be extinct. At last, numerical simulations are carried out.
3.1. Persistence
We ﬁrst present the deﬁnition of persistence in mean proposed in [5].
Deﬁnition 3.1. (See [5].) The system is said to be persistent in mean, if
lim inf
t→∞
1
t
t∫
0
x(s)ds > 0, lim inf
t→∞
1
t
t∫
0
y(s)ds > 0.
In this part, suppose the following condition is satisﬁed.
(H) a > α
2
2 , r >
β2
2 and
a− α22
c >
r− β22
f .
Choose T , such that 12 e
(a− α22 )t  1 for t  T , then when s T , it is clearly from (2.2) that
Φ(s) = e
(a− α22 )s+αB1(s)
1
x0
+ b ∫ s0 e(a− α22 )u+αB1(u) du
 e
(a− α22 )s+αB1(s)
b
∫ s
0 e
(a− α22 )u+αB1(u) du
 e
(a− α22 )s+αB1(s)
beαmin0us B1(u)
∫ s
0 e
(a− α22 )u du
= a −
α2
2
b
e(a− α
2
2 )s+αB1(s)
eαmin0us B1(u)[e(a− α22 )s − 1]

2(a − α22 )
b
e(a− α
2
2 )s+αB1(s)
eαmin0us B1(u)e(a− α
2
2 )s
= 2a − α
2
b
eα(B1(s)−min0us B1(u)) (3.1)
and
f
t∫
T
1
m + Φ(s)e
(r− β22 )s+βB2(s) ds
 f
t∫
T
1
m + 2a−α2b eα(B1(s)−min0us B1(u))
e(r−
β2
2 )s+βB2(s) ds
 bf
bm + 2a − α2
t∫
T
e−α(B1(s)−min0us B1(u))e(r−
β2
2 )s+βB2(s) ds
 bf
bm + 2a − α2 e
α(min0st B1(s)−max0st B1(s))+βmin0st B2(s)
t∫
T
e(r−
β2
2 )s ds
= 2bf
(bm + 2a − α2)(2r − β2)e
α(min0st B1(s)−max0st B1(s))+βmin0st B2(s)(e(r− β22 )t − e(r− β22 )T ). (3.2)
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1
Ψ (t)
 e−(r−
β2
2 )(t−T )−β(B2(t)−B2(T ))
×
[
1
y(T )
+ 2bf (e
(r− β22 )t − e(r− β
2
2 )T )
(bm + 2a − α2)(2r − β2)e
α(min0st B1(s)−max0st B1(s))+βmin0st B2(s)
]
 2bf e
(r− β22 )TβB2(T )(1− e−(r− β
2
2 )(t−T ))
(bm + 2a − α2)(2r − β2) e
α(min0st B1(s)−max0st B1(s))+β(min0st B2(s)−max0st B2(s))
:= K1(t)eα(min0st B1(s)−max0st B1(s))+β(min0st B2(s)−max0st B2(s)), (3.3)
where K1(t) = 2bf e
(r− β22 )TβB2(T )(1−e−(r− β
2
2 )(t−T ))
(bm+2a−α2)(2r−β2) . Then
− logΨ (t) log K1(t) + α
(
min
0st
B1(s) − max
0st
B1(s)
)
+ β
(
min
0st
B2(s) − max
0st
B2(s)
)
. (3.4)
Therefore
logΨ (t)
t
− log K1(t)
t
− α
(
min0st B1(s)
t
− max0st B1(s)
t
)
− β
(
min0st B2(s)
t
− max0st B2(s)
t
)
.
(3.5)
The distributions of max0st B1(s), max0st B2(s) are same as |B1(t)| and |B2(t)| respectively, and min0st B1(s),
min0st B2(s) have same distributions as −max0st B1(s) and −max0st B2(s), respectively. Moreover,
log K1(t)
t
→ 0 as t → ∞.
Letting t → ∞, by the strong law of large numbers, (3.5) implies
limsup
t→∞
logΨ (t)
t
 0.
Consequently,
limsup
t→∞
log y(t)
t
 0. (3.6)
On the other hand, the theory in Appendix A (Lemma A.1) tells us
lim
t→∞
logψ(t)
t
= 0.
This together with (2.8) implies
limsup
t→∞
log y(t)
t
 0. (3.7)
Thus (3.6) and (3.7) show that
lim
t→∞
log y(t)
t
= 0. (3.8)
Now, we are considering the long time behavior of the Lesile–Gower term y(t)m+x(t) .
Integrating the second function of (2.1) from 0 to t , yields
t∫
0
y(s)
m + x(s) ds = −
log y(t) − log y0
f
+ r −
β2
2
f
t + β
f
B2(t) (3.9)
and
1
t
t∫
y(s)
m + x(s) ds = −
log y(t) − log y0
f t
+ r −
β2
2
f
+ β
f
B2(t)
t
. (3.10)0
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lim
t→∞
1
t
t∫
0
y(s)
m + x(s) ds =
r − β22
f
. (3.11)
Theorem 3.1. If condition (H) is satisﬁed, and x(t), y(t) is the positive solution of Eq. (1.3) with initial value x0 > 0, y0 > 0, then
lim
t→∞
1
t
t∫
0
y(s)
m + x(s) ds =
r − β22
f
.
That is to say, the Leslie–Gower term in system (1.3) is globally stable in time average.
Next, we pay attention to the population of prey x(t). Clearly, by Itô’s formula, x(t) satisﬁes
1
x(t)
= 1
x0
e−(a−
α2
2 )t+c
∫ t
0
y(s)
m+x(s) ds−αB1(t) + b
t∫
0
e−(a−
α2
2 )(t−s)+c
∫ t
s
y(u)
m+x(u) du−α(B1(t)−B1(s)) ds := I1 + I2.
We computer
I1 = 1
x0
e−(a−
α2
2 )t− cf (log y(t)−log y0)+ c(2r−β
2)
2 f t+ cβf B2(t)−αB1(t)
 1
x0
e−(a−
α2
2 − c(2r−β
2)
2 f )te
cβ
f (B2(t)−min0st B2(s))+α(max0st B1(s)−B1(t))+ cf (max0st log y(s)−log y(t))
and
I2 = b
t∫
0
e−(a−
α2
2 )(t−s)− cf (log y(t)−log y(s))+ c(2r−β
2)
2 f (t−s)+ cβf (B2(t)−B2(s))−α(B1(t)−B1(s)) ds
 be
cβ
f (B2(t)−min0st B2(s))+α(max0st B1(s)−B1(t))+ cf (max0st log y(s)−log y(t))
t∫
0
e−(a−
α2
2 − c(2r−β
2)
2 f )(t−s) ds
= 2bf (1− e
−(a− α22 − c(2r−β
2)
2 f )t)
f (2a − α2) − c(2r − β2) e
cβ
f (B2(t)−min0st B2(s))+α(max0st B1(s)−B1(t))+ cf (max0st log y(s)−log y(t)).
Hence
1
x(t)
 K2(t)e
cβ
f (B2(t)−min0st B2(s))+α(max0st B1(s)−B1(t))+ cf (max0st log y(s)−log y(t)),
where K2(t) = 1x0 e
−(a− α22 − c(2r−β
2)
2 f )t + 2bf (1−e
−(a− α22 −
c(2r−β2)
2 f )t )
f (2a−α2)−c(2r−β2) . Then
− log x(t) log K2(t) + cβ(B2(t) −min0st B2(s))
f
+ α
(
max
0st
B1(s) − B1(t)
)
+ c(max0st log y(s) − log y(t))
f
.
Therefore
log x(t)
t
− log K2(t)
t
− cβ
f
B2(t) −min0st B2(s)
t
− αmax0st B1(s) − B1(t)
t
− c
f
max0st log y(s) − log y(t)
t
.
Noting that under condition (H), log K2(t)t → 0 as t → ∞, together with (3.8), we can obtain
limsup
log x(t)  0. (3.12)t→∞ t
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lim inf
t→∞
log x(t)
t
 lim
t→∞
logΦ(t)
t
= 0. (3.13)
Thus (3.12) and (3.13) imply
lim
t→∞
log x(t)
t
= 0. (3.14)
Noting
log x(t) − log x0
t
= a − α
2
2
− b1
t
t∫
0
x(s)ds − c 1
t
t∫
0
y(s)
m + x(s) ds + α
B1(t)
t
and (3.11), (3.14), we obtain
lim
t→∞
1
t
t∫
0
x(s)ds = a −
α2
2
b
− c(r −
β2
2 )
bf
. (3.15)
Theorem 3.2. If condition (H) is satisﬁed, and x(t), y(t) is the positive solution to Eq. (1.3) with initial value x0 > 0, y0 > 0, then
lim
t→∞
1
t
t∫
0
x(s)ds = a −
α2
2
b
− c(r −
β2
2 )
bf
,
i.e., the population of prey is globally stable in time average.
Moreover, from (3.11) we can see
lim inf
t→∞
1
t
t∫
0
y(s)dsm lim
t→∞
1
t
t∫
0
y(s)
m + x(s) ds =
m(r − β22 )
f
. (3.16)
This together with (3.15) tells us:
Theorem 3.3. Assume condition (H) is satisﬁed, x(t), y(t) is the positive solution to Eq. (1.3) with initial value x0 > 0, y0 > 0, then
the system (1.3) is persistent in mean.
3.2. Extinction
We have known the system (1.3) is persistent if condition (H) is satisﬁed. If not, how it will be? We get:
Theorem 3.4. Suppose x(t), y(t) is the positive solution to Eq. (1.3) with initial value x0 > 0, y0 > 0. Then:
(i) limt→∞ x(t) = 0, limt→∞ 1t
∫ t
0 y(s)ds =
m(r− β22 )
f , a.s. if a <
α2
2 , r >
β2
2 ;
(ii) limt→∞ 1t
∫ t
0 x(s)ds =
a− α22
b , limt→∞ y(t) = 0, a.s. if a > α
2
2 , r <
β2
2 ;
(iii) limt→∞ x(t) = 0, limt→∞ y(t) = 0, a.s. if a < α22 , r < β
2
2 .
Proof. Case 1. a < α
2
2 , r >
β2
2 :
From the ﬁrst equation of (2.1), we have
du(t) =
(
a − α
2
2
− beu(t) − ce
v(t)
m + eu(t)
)
dt + α dB1(t)
(
a − α
2
2
)
dt + αdB1(t).
Using the comparison theorem for stochastic equations and the theory of diffusion processes (see Lemma A.2 in Ap-
pendix A), for μ(t) = a − α22 and σ(t) = α, we can easily calculate S(−∞) > −∞ and S(+∞) = +∞, then
lim u(t) = −∞,
t→∞
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lim
t→∞ x(t) = 0, a.s. (3.17)
Hence for arbitrary small ε > 0, there exist t0 and a set Ωε such that P (Ωε) 1− ε and x(t)m+x(t)  ε for t  t0 and ω ∈ Ωε .
Thus, for the equation
dy(t) = y(t)
(
r − f y(t)
m + x(t)
)
dt + β y(t)dB2(t) = y(t)
(
r − f
m
y(t) + f x(t)y(t)
m(m + x(t))
)
dt + β y(t)dB2(t),
we can obtain
y(t)
(
r − f
m
y(t)
)
dt + β y(t)dB2(t) dy(t) y(t)
(
r − f
m
(1− )y(t)
)
dt + β y(t)dB2(t).
When r > β
2
2 , following the theory in Appendix A, and by comparison theorem for stochastic equations, shows
lim inf
t→∞
1
t
t∫
0
y(s)ds
r − β22
f /m
= m(r −
β2
2 )
f
, limsup
t→∞
1
t
t∫
0
y(s)ds
r − β22
f (1− )/m =
m(r − β22 )
f (1− ) .
For the arbitrary of  , we must have
lim
t→∞
1
t
t∫
0
y(s)ds = m(r −
β2
2 )
f
, a.s. (3.18)
Case 2. a > α
2
2 , r <
β2
2 :
From the second equation of (2.1), we get
dv(t) =
(
r − β
2
2
− f e
v(t)
m + eu(t)
)
dt + β dB2(t)
(
r − β
2
2
)
dt + β dB2(t).
Similarly as getting equality (3.17), when r < β
2
2 , we have
lim
t→∞ y(t) = 0, a.s. (3.19)
Now for arbitrary small ε > 0, there exist T0 and a set Ωε such that P (Ωε) 1− ε and cy(t)m+x(t)  ε for t  T0 and ω ∈ Ωε .
Thus,
x(t)
(
a − bx(t) − )dt + αx(t)dB1(t) dx(t) x(t)(a − bx(t))dt + αx(t)dB1(t).
When a > α
2
2 , following the theory in Appendix A, and by comparison theorem for stochastic equations, shows
lim inf
t→∞
1
t
t∫
0
x(s)ds
a −  − α22
b
, limsup
t→∞
1
t
t∫
0
x(s)ds
a − α22
b
.
For the arbitrary of  , we must have
lim
t→∞
1
t
t∫
0
x(s)ds = a −
α2
2
b
. (3.20)
Case 3. a < α
2
2 , r <
β2
2 :
From the arguments in cases 1 and 2, it is easily to see that
lim
t→∞ x(t) = 0, limt→∞ y(t) = 0, a.s. (3.21)
if a < α
2
2 and r <
β2
2 . 
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x(t) → 0 a.s., y(t) → 0 in probability, as t → ∞, if a < α
2
2
and r = β
2
2
;
x(t) → 0 in probability, y(t) → 0 a.s., as t → ∞, if a = α
2
2
and r <
β2
2
.
Proof. Case 1. a < α
2
2 and r = β
2
2 :
When a < α
2
2 ,
lim
t→∞ x(t) = 0, a.s. (3.22)
follows from the proof of Theorem 3.4. Hence for arbitrary small ε > 0, there exist t0 and a set Ωε such that P (Ωε) 1− ε
and x(t)m+x(t)  ε for t  t0 and ω ∈ Ωε . In this situation, the second equation of Eq. (1.3) has
y(t)
(
r − f
m
y(t)
)
dt + β y(t)dB2(t) dy(t) y(t)
(
r − f
m
(1− )y(t)
)
dt + β y(t)dB2(t).
Therefore, we can obtain y(t) → 0 in probability when r = β22 , based on the theory of Lemma A.4 in Appendix A and the
comparison theorem for stochastic differential equations.
Case 2. a = α22 and r < β
2
2 :
By the same reason as the proof of Theorem 3.4, we can get
lim
t→∞ y(t) = 0, a.s. (3.23)
when r < β
2
2 .
Now for arbitrary small ε > 0, there exist T0 and a set Ωε such that P (Ωε) 1−ε and cy(t)m+x(t)  ε for t  T0 and ω ∈ Ωε .
Thus,
x(t)
(
a − bx(t) − )dt + αx(t)dB1(t) dx(t) x(t)(a − bx(t))dt + αx(t)dB1(t).
When a = α22 , following the theory in Appendix A, we can get that the solution ξ(t) of
dξ(t) = ξ(t)(a −  − bξ(t))dt + αξ(t)dB1(t)
has
lim
t→∞ ξ(t) → 0, a.s.
and the solution ζ(t) of equation
dζ(t) = ζ(t)(a − bζ(t))dt + αζ(t)dB1(t)
has
ζ(t) → 0 in probability as t → ∞.
Thus by comparison theorem for stochastic equations, yields
x(t) → 0 in probability as t → ∞. 
Remark 3.1. In Theorems 3.4 and 3.5, we show one or two species tend to zero almost surely or in probability under
different conditions. When parameters satisfy a = α22 and r = β
2
2 , clearly, from
dx(t) x(t)
(
a − bx(t))dt + αx(t)dB1(t),
comparison theorem for stochastic differential equations and Lemma A.4 in Appendix A, we can see x(t) → 0 in probability
at least. Therefore, the system is not permanent if a α22 or r 
β2
2 .
492 C. Ji et al. / J. Math. Anal. Appl. 359 (2009) 482–498Fig. 1. Solutions of systems (1.2) and (1.3) for (x0, y0) = (0.6,0.8), a = 2, b = 0.8, c = 0.7, r = 1.6, f = 0.9, m = 2, t = 0.001 and α, β varying. The real
lines represent the solution of system (1.2) with m1 = m2 = m, while the imaginal lines represent the system (1.3)’s. (a) α = 0.1, β = 0.1; (b) α = 0.01,
β = 0.01.
Fig. 2. Solutions of systems (1.2) and (1.3) for (x0, y0) = (0.3,0.3), a = 0.4, b = 0.8, c = 0.1, r = 1.6, f = 0.5, m = 0.1, α = 1, β = 0.1, t = 0.001. (a) is the
solution to the stochastic system (1.3); (b) is the solution to the deterministic system (1.2) with m1 =m2 =m.
3.3. Numerical simulation
At last, we numerically simulate the solution of Eq. (1.3) to substantiate the analytical ﬁndings. We use the method
mentioned in [13], to ﬁnd the strong solution of the system (1.3) with given initial value.
Consider the discretization equation:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
xk+1 = xk +
(
axk − bx2k −
cxk yk
m + xk
)
t + αxk
√
tξk + α
2
2
xk
(
tξ2k − t
)
,
yk+1 = yk +
(
ryk −
f y2k
m + xk
)
t + β yk
√
tηk + β
2
2
yk
(
tη2k − t
)
,
where ξk , and ηk , k = 1,2, . . . ,n, are the Gaussian random variables N(0,1).
Using the numerical simulation method given out above and the help of Matlab software, choosing suitable parameters,
we get simulations of the stochastic system (1.3) and the corresponding deterministic system (1.2) with m1 =m2 =m.
C. Ji et al. / J. Math. Anal. Appl. 359 (2009) 482–498 493Fig. 3. Solutions of systems (1.2) and (1.3) for (x0, y0) = (0.3,0.3), a = 2, b = 0.8, c = 0.1, r = 0.3, f = 0.5, m = 0.1, α = 0.1, β = 1, t = 0.001. (a) is the
solution to the stochastic system (1.3); (b) is the solution to the deterministic system (1.2) with m1 =m2 =m.
Fig. 4. Solutions of systems (1.2) and (1.3) for (x0, y0) = (0.3,0.3), a = 0.4, b = 0.1, c = 0.1, r = 0.3, f = 0.5, m = 0.1, α = 1, β = 1, t = 0.001. (a) is the
solution to the stochastic system (1.3); (b) is the solution to the deterministic system (1.2) with m1 =m2 =m.
As pointed out in [3], the deterministic system (1.2) with m1 =m2 =m has a positive equilibrium E∗ and it is globally
stable, if condition (1.5) is satisﬁed. Now, we allow stochastic ﬂuctuation of the environment to affect parameters a, r and
study the dynamics of the resulting system (1.3). By Theorems 3.1–3.3, we expect that both x(t) and the Leslie–Gower
term are stable in time average when condition (H) is satisﬁed. The numerical simulations of the strong solution of (1.3)
conﬁrm that. For example, in Fig. 1, we choose initial value (x0, y0) = (0.6,0.8) and parameters satisfying conditions (1.5)
and (H). The real lines and the imaginal lines in the ﬁgure represent solutions of the deterministic system (1.2) and the
stochastic system (1.3), respectively. The only difference between condition (1.5) and (H) is that the intensity of white noise
is considered. Therefore, in (a), we choose α = 0.1, β = 0.1 and in (b) we choose small with α = 0.01, β = 0.01. We observe
that with decreasing α, β values, the stochastic system is getting more similar to the deterministic system. This show, in
some sense, the stochastic perturbation does not cause sharp changes of the dynamics in this system, if the white noise is
not strong.
Next, we choose parameters that condition (H) is not satisﬁed. By Theorem 3.4, we except one species or both species
in system (1.3) will become extinct under different conditions. The simulations conﬁrm that. In Figs. 2, 3 and 4, parameters
chosen satisfy condition (1.5), thus the deterministic system (1.2) has a globally stable positive equilibrium E∗ (see pic-
tures (b) of Figs. 2–4) and it is persistent. But when the intensity of white noise in the stochastic system (1.3) is relatively
494 C. Ji et al. / J. Math. Anal. Appl. 359 (2009) 482–498Fig. 5. Solutions of systems (1.2) for (x0, y0) = (0.3,0.3), a = 0.4, b = 0.1, c = 0.1, r = 0.3, f = 0.5, m = 0.1, t = 0.0005. (a) is with a = 0.35 < α22 = 0.405
and r = β22 = 0.5; (b) is with a = α
2
2 = 0.405 and r = 0.3< β
2
2 = 0.5.
strong, the system is not permanent (see pictures (a) of Figs. 2–4). This show that the strong white noise may make a
permanent system to be nonpersistent.
In Fig. 5, we choose parameters satisfy cases said in Theorem 3.5, that is, a < α
2
2 , r = β
2
2 in (a) and a = α
2
2 , r <
β2
2 in (b).
As the result in Theorem 3.5, we show the solution of system (1.3) tend to zero.
Appendix A
A.1. Consider one-dimensional stochastic differential equation
dX(t) = X(t)[(a − bX(t))dt + σ dB(t)], (A.1)
where parameters a, b and σ are positive, and a > σ
2
2 , B(t) is a standard Brownian motion.
Lemma A.1. Suppose a > σ
2
2 , and X(t) is the solution of Eq. (A.1) with any initial value X0 > 0, then we have
lim
t→∞
log X(t)
t
= 0, a.s. (A.2)
and
lim
t→∞
1
t
t∫
0
X(s)ds = a −
σ 2
2
b
, a.s. (A.3)
Proof. By Itô’s formula, we can see
X(t) = e
(a− σ22 )t+σ B(t)
1
X0
+ b ∫ t0 e(a− σ22 )s+σ B(s) ds
is the solution of Eq. (A.1) with initial value X0 > 0. Then it follows that
1
X(t)
= 1
X0
e−(a−
σ2
2 )t−σ B(t) + b
t∫
0
e−(a−
σ2
2 )(t−s)−σ (B(t)−B(s)) ds
= e−σ B(t)
[
1
X0
e−(a−
σ2
2 )t + b
t∫
e−(a−
σ2
2 )(t−s)eσ B(s) ds
]
0
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[
1
X0
e−(a−
σ2
2 )t + beσ max0st B(s)
t∫
0
e−(a−
σ2
2 )(t−s) ds
]
 eσ [max0st B(s)−B(t)]
[
1
X0
e−(a−
σ2
2 )t + b
t∫
0
e−(a−
σ2
2 )(t−s) ds
]
,
the last inequality is based on the property of Brown motion B(0) = 0. Similarly, we can obtain
1
X(t)
 eσ (min0st B(s)−B(t))
[
1
X0
e−(a−
σ2
2 )t + b
t∫
0
e−(a−
σ2
2 )(t−s) ds
]
.
Since the solution of equation⎧⎪⎨
⎪⎩
Z˙(t) = Z(t)
[
a − σ
2
2
− bZ(t)
]
,
Z(0) = X0
is Z(t) = 1
1
X0
e−(a−
σ2
2 )t+b ∫ t0 e−(a− σ22 )(t−s) ds
, it follows that
eσ (min0st B(s)−B(t)) 1
Z(t)
 1
X(t)
 eσ (max0st B(s)−B(t)) 1
Z(t)
,
and
σ
(
B(t) − max
0st
B(s)
)
 ln X(t) − ln Z(t) σ
(
B(t) − min
0st
B(s)
)
. (A.4)
The distribution of max0st B(s) is the same as |B(t)|, when B is a standard Brownian motion, and min0st B(s) has the
same distribution as −max0st B(s). Besides, from the representation of Z(t), we can easily know
lim
t→∞
log Z(t)
t
= 0. (A.5)
Therefore, by (A.5) and the large number theorem, (A.4) implies
lim
t→∞
ln X(t)
t
= 0,
as the equality (A.2) is obtained.
Next, we prove (A.3). Let u(t) = ln X(t), and by Itô’s formula, we can show that
du(t) =
(
a − σ
2
2
− bX(t)
)
dt + σ dB(t). (A.6)
Integrating it from 0 to t , and then dividing t on the both sides, yields
u(t)
t
− u(0)
t
=
(
a − σ
2
2
)
− b1
t
t∫
0
X(s)ds + σ B(t)
t
.
By the property of Brownian motion, we can known that 1t
∫ t
0 X(s)ds →
a− σ22
b is an easy consequence of
u(t)
t
→ 0, t → ∞,
which is true by (A.2). 
Remark A.1. The equality (A.3) can also be proofed by the method developed in the proof of Lemma 2 in [27] or in the
proof of Lemma 7 in [28].
We can be rewrite (A.6) as
du(t) =
(
a − σ
2
− beu(t)
)
dt + σ dB(t).2
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2
2 , it has a stationary solution which has the density g∗ such that
1
2
σ 2g′∗(x) =
(
a − σ
2
2
− bex
)
g∗(x). (A.7)
From the ergodic theorem and from (A.7), it follows that
lim
t→∞
1
t
t∫
0
eu(s) ds =
+∞∫
−∞
exg∗(x)dx =
+∞∫
−∞
a − σ 22
b
g∗(x)dx = a −
σ 2
2
b
, a.s.
i.e.
lim
t→∞
1
t
t∫
0
X(s)ds → a −
σ 2
2
b
.
A.2. Consider the following stochastic equation
dX(t) = μ(X(t), t)dt + σ (X(t), t)dB(t). (A.8)
We have:
Lemma A.2. (See [11].) Assume X(t) is the solution of Eq. (A.8). If S(−∞) > −∞ and S(+∞) = +∞, then
lim
t→∞ X(t) = −∞,
where the scale function
S(u) =
u∫
0
e
− ∫ v0 2μ(y)σ2(y) dy dv.
A.3. Consider the following stochastic equation{
dX(t) = b(X(t))dt + dB(t),
X(0) = x. (A.9)
Assume that Eq. (A.9) has a no explosive solution which is unique in sense of probability law. In the appendix of [29], they
showed:
Lemma A.3. (See [29].) Assume X(t) is the solution of Eq. (A.9). Let
γ (x) =
x∫
0
e2
∫ u
0 b(v)dv du, λ(x) =
x∫
0
e−2
∫ u
0 b(v)dv du.
If
γ (−∞) = −∞, γ (+∞) < +∞ and λ(−∞) = −∞, λ(+∞) = +∞,
then for any z ∈ R, limt↑∞ P x(Xt < z) = 1. This means that Xt → −∞ in distributional meaning.
Based on Lemma A.3 we can obtain following result about the solution of Eq. (A.1) with parameters a,b and σ are
positive, and a = σ 22 .
Lemma A.4. Assume X(t) is the solution of Eq. (A.1). If a = σ 22 , then X(t) → 0 in probability as t → ∞.
Proof. Let u(t) = ln X(t)σ , then
du(t) = − b eσu(t) dt + dB(t), (A.10)
σ
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γ (x) =
x∫
0
e2
∫ u
0 b(v)dv du = e 2bσ2
x∫
0
e
− 2b
σ2
eσu
du =
eσ x∫
1
e
2b
σ2 e
− 2b
σ2
y
d
ln y
σ
= e
2b
σ2
σ
eσ x∫
1
y−1e−
2b
σ2
y
dy.
Noting that e−σ x < 1y < 1, yields
eσ x∫
1
y−1e−
2b
σ2
y
dy <
eσ x∫
1
e
− 2b
σ2
y
dy = σ
2
2b
[
e
− 2b
σ2 − e− 2bσ2 eσ x]−→ σ 2
2b
e
− 2b
σ2 (x → +∞),
eσ x∫
1
y−1e−
2b
σ2
y
dy > e−σ x
[
σ 2
2b
(
e
− 2b
σ2 − e− 2bσ2 eσ x)]= σ 2
2b
[
e
−σ x− 2b
σ2 − e−σ x− 2bσ2 eσ x]−→ 0 (x → +∞).
Thus,
γ (+∞) < +∞.
Besides, when x → −∞, we have 1< 1y < e−σ x and e−
2b
σ2 < e
− 2b
σ2
y
< e
− 2b
σ2
eσ x
, then
1∫
eσ x
y−1e−
2b
σ2
y
dy > e
− 2b
σ2
1∫
eσ x
1
y
dy = e− 2bσ2 ln y|1eσ x = −e−
2b
σ2 σ x −→ +∞ (x → −∞).
Obviously
γ (−∞) = −∞.
Next we compute λ(x),
λ(x) =
x∫
0
e−2
∫ u
0 b(v)dv du =
x∫
0
e
2b
σ2
eσu− 2b
σ2 du = e− 2bσ2
x∫
0
e
2b
σ2
eσu
du = e− 2bσ2
eσ x∫
1
e
2b
σ2
y
d
ln y
σ
= e
− 2b
σ2
σ
eσ x∫
1
y−1e
2b
σ2
y
dy.
Owing to e
2b
σ2 < e
2b
σ2
y
< e
2b
σ2
eσ x
, then
eσ x∫
1
y−1e
2b
σ2
y
dy > e
2b
σ2
eσ x∫
1
y−1 dy = e 2bσ2 σ x −→ +∞, x → +∞.
So
λ(+∞) = +∞.
On the other hand, as x → −∞, we can get e 2bσ2 eσ x < e 2bσ2 y < e 2bσ2 and
eσ x∫
1
y−1e
2b
σ2
y
dy < e
2b
σ2 ln y|1eσ x = −σ xe
2b
σ2 −→ +∞, x → −∞,
when 1 < 1y < e
−σ x , then
1∫
eσ x
y−1e
2b
σ2
y
dy >
1∫
eσ x
e
2b
σ2
y
dy = σ
2
2b
[
e
2b
σ2 − e 2bσ2 eσ x]−→ σ 2
2b
[
e
2b
σ2 − 1], x → −∞,
1∫
eσ x
y−1e
2b
σ2
y
dy > e
2b
σ2
eσ x ln y|1eσ x = −σ xe
2b
σ2
eσ x −→ +∞, x → −∞,
so
λ(−∞) = −∞.
498 C. Ji et al. / J. Math. Anal. Appl. 359 (2009) 482–498Summing up the reasoning above, we have, when a = σ 22 ,
γ (+∞) < +∞, γ (−∞) = −∞,
λ(+∞) = +∞, λ(−∞) = −∞.
Thus, for ∀z ∈ R , limt↑∞ P (u(t) > z) = 1, this mean u(t) → −∞ in distributional meaning. Therefore, X(t) → 0 in probability
as t → ∞. 
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