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Abstract
 
The purposes of this paper are to introduce some recent methodological developments on the mean
 
structure analysis models of structural equation modeling (SEM) for longitudinal data and to
 
illustrate the utilitiy of graphical user-interfaces for such modeling methodologies. Two kinds of
 
cohort data sets collected from the entire student body of a certain junior high school on four
 
occasions (December, 1988, June, 1989, December, 1989, and December, 1990) are used for SEM
 
analysis. The following four kinds of analyses are conducted using the Amos:(1)Simplex model to
 
confirm the stability of the educational career maturity scale on four occasions,(2)Latent Growth
 
Model to identify the growth line of educational career maturity,(3)Longitudinal factor analysis
 
model with the structural means on trait anxiety and state anxiety,and(4)Multi-sample simultane-
ous longitudinal factor analysis models with the structural means of educational self-efficacy scales
 
on career decision making and career planning. The factorial invariance issues for the measurement
 
model are also discussed relating the sampling errors in the common factor model.
Keywords:structural equation modeling, structural mean model, factorial invariance, longitudinal
 
data analysis,correlation and covariance,Amos,LISREL model,career development
抄 録
本稿の目的は、縦断的データへの構造方程式モデリング（SEM）の平均構造モデルに関する最近の方法
論の発展を紹介することであり、そして、そのようなモデル化の方法論にグラフィカルなユーザ ・ーインタ
フェースが有用であることを示すことである。ある中学校の全生徒を対象として４回の機会において収集
した２種類のコーホート・データをSEM 分析に使用する（1988年12月、1989年６月、1989年12月、そ
して1990年12月）。次の４種類の分析がAmosを使っておこなわれた：⑴４つの機会における教育的進路
成熟尺度の安定性を確認するためのSimplexモデル、⑵教育進路成熟の成長線を確定するための潜在成長
モデル、⑶特性不安と状態不安についての構造平均のある縦断的因子分析モデル、そして⑷キャリア意思決
定とキャリア計画との教育的自己効力感についての尺度構造平均のある多標本同時縦断的因子分析モデ
ル、である。測定モデルについての因子的不変性問題もまた、共通因子モデルの標本誤差との関係で議論さ
れた。
キーワード：構造方程式モデリング、構造平均モデル、因子的不変性、縦断データ分析、相関と共分散、
Amos、LISRELモデル、キャリア発達
本稿は、清水（2001a、2001b）として発表したものを、まとめ直したものである。これらの発表に際しては、足立浩
平先生（甲子園大学）、狩野裕先生（大阪大学）そして佐藤学先生（広島県保健福祉大学）にお世話になった。心より
感謝申し上げる次第である。
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0．はじめに
心理学での「はかる」という古典的な方法論は、基本的には、静的な状態や特性を対象
とするものであった。ひとの心理的機能は、しかしながら、変化するものである。たとえ
ば、ひとは活動的有機体として、生涯にわたる発達過程において、適応的に成長の道をあ
ゆむなかで、持続的に変化していく。そして、社会的・文化的文脈が、個人の発達過程に
おいて埋め込まれていく。このようなダイナミックな発達・成長に顕れる変化の本質の解
明こそが、心理学の課題であった。
ひとを静的にとらえるか、動的にとらえるか、という設問へは、日常的な概念において
は、比?的簡単に答えることができるかもしれない。常識的レベルでの議論を、方法論に
おいて操作的に取り扱うことは、しかしながら、古典的な枠組みにおいては、それほど容
易いことではなかった。この変化の測定をテーマとして編集されたHarris（1963）と
Collins & Horn（1991）や von Eye（1990）などとを比?すると、この約30年間での理
論的な進展のベースが、構造方程式モデリング（Structural Equation Modeling、以下 SEM
と略す。）にあると考え、清水（1989，1994）などにおいて、SEM の理論を紹介してきた。
本稿では、SEM が古典的な方法論をいかに克服してきたのかを、これまでに解析した例を
図示しながら、議論してみることにする。
1．相関行列から分散・共分散行列へ
古典的テスト理論と探索的な因子分析法は、パーソナリティの諸特性を対象として、そ
の基本的次元の探求とこのような心理的特性をアセスメントするための道具としての尺度
開発に貢献してきたといえよう。標準化したデータを対象としてきたことも、また、心理
学の研究領域においては、古典的な方法論の適用の特徴でもあった。
古典的な方法の限界を、探索的な因子分析結果の比?ということのなかで、検討してみ
ることにする。なお、清水（2003）では、確率変数によるモデルと標準得点によるモデル
とを分けて詳しく展開しているが、ここでは、実際の探索的因子分析の手法をより具体に
示しながら議論をおこなってみることにする。
たとえば、ある母集団から抽出した２つの標本をそれぞれ標本aと標本bとし、これら
の準拠構造あるいは因子パターンの類似性を最大化するためにProcrustes法を適用する
関西大学『社会学部紀要』第34巻第２号
― ―84
ことを想定してみることにする。伝統的な因子分析の場合には、標本ごとに、共通性を推
定し、引き続いて、因子の回転をおこなうことになる。
標本aの相関行列－＞主因子法(共通性a)－＞Varimax法／Promax法 因子パターン行列a
標本 bの相関行列－＞主因子法(共通性b)－＞Varimax法／Promax法 因子パターン行列b
 
Procrustes法による因子軸の回転は、この因子パターン行列（あるいは準拠構造行列）aと
bとを対象とすることになる。上の比?から明らかなように、各変数の共通性は、それぞれ
の標本において、推定されるわけであり、この大きさを、あるいは、独自性の大きさを、
操作的に取り扱うことが、古典的な枠内では、できなかったわけである。母集団を想定は
していても、入手した標本の固有の性質を内在させたままでの解析であったともいえよう。
Lord&Novick（1968）が、そして、Jo?reskog（1967）による最尤法のコンピュータ・
プログラムが、相関行列ではなく分散・共分散行列からの理論とデータ解析の方法論とを
心理学の世界に導入した（清水（1994）参照）。２つの標本のある変数について、それぞれ
の分散を同じくaと bと表し、この２つの標本間に不変性のある因子が推定された想定し
てみることにする。
標本aのある変数の分散 ＝ 共通性 ＋ 独自性a
標本 bの同じ変数の分散 ＝ 共通性 ＋ 独自性b
なお、独自性については、２つの標本において、違いがあったと仮定している。因子的不
変性を操作する方法論は、多集団同時分析での標本間のパラメータの拘束によって、はじ
めて実現したわけである（Jo?reskog，1971）。
2．測定モデルについての因子的不変性
ここでは、まず、複数の標本の比?に関して、清水（2003）で紹介したMacCallum &
Tucker（1991）を応用しながら議論を展開してみることにする。母集団から２つの標本を
得たものとして、これらの標本aと bの観測変数ベクトルをそれぞれ???と???と表す
ことにする。ここでの議論では、これらの２つの標本のそれぞれの内部に、母集団のモデ
ル構造があることを前提としてみる。しかし、モデル化できない変数の内容は、標本ごと
で異なると想定してみることにする。すると清水（2003）の(14)式は、標本aでは、
???＝?＋???
＝??＋??＋???
と表すことができる。次に、同じく標本bでは、
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???＝?＋???
＝??＋??＋???
となる。MacCallum&Tucker（1991）が１標本についての論究の中で述べているモデル
化できない変数の性質は、２つの標本を前提としてみるとその内容がより鮮明となる。こ
れらの２つの式の ???と ???とが等しいものであれば、この２つの標本は、母集団の構造
を共有しながら、モデル化できない変数のモデルへの影響も等しものと考えることができ
る。
しかしながら、この２つの標本を分けて取り扱うことの合理的根拠、すなわち標本のそ
れぞれに内在するある種の特性がモデル化できない変数に何らかの形で反映していると想
定することも可能である。このような場合には、MacCallum&Tucker（1991）が述べて
いるように、マイナーな共通因子の存在が、これらの２つの標本において異なった形で存
在していると、そして非線形的な共通因子への影響が異なった形であると、仮定すること
ができる。これらの ???と ???とが大きく食い違う場合には、モデル?＝??＋??そのも
のが影響を受けるし、これらのモデルを推定することが困難となる場合も出てくると予想
される。もし、このモデル化されない変数が、標本を区分けする属性変数と何らかの相関
関係にあった場合には、本来は存在しているモデル構造を、このようなモデル化できない
変数の影響によって、清水（2003）において議論したように、見いだすことが困難となる
ことも考えられるわけである。このモデル化できない変数の非線形的影響から、標本間で
因子数が異なる、といった誤った判断をとなることも、以上の考察から予想されることで
ある。
次に、???と ???を除いて、観測変数をそれぞれ???と???として、議論を進めること
にする。これらの標本のそれぞれの標本共分散行列を????そして????と表す。同じく因子
得点と独自性得点との共分散行列を、清水（2003）の(20)式より、ここでは、次のように
表してみることにする。
????＝
???
????
???
????
?
?
?
?
????＝
???
????
???
????
?
?
?
?
この２つの標本について、標本共分散行列を展開してみると
????＝????′＋????＋?????′＋?????
????＝????′＋????＋?????′＋?????
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と表すことができる。SEM の実際の解析では、独自性得点間に分散・共分散を仮定するこ
とによって、適合性の高い結果を報告している場合もあるが、ここでは議論を簡略化する
ために、????と????とについては、対角行列になると仮定しておくことにする。????や
????とこれらの転置行列である独自性と因子との共分散については、ゼロ行列とおくこと
が自然な仮定ではあるが、この情報が完全にゼロとならないとするならば、そして、総合
的に適合度を悪くするものも合わせて、次のように、表すことができよう。
????＝????′＋???＋???
????＝????′＋???＋???
これらの式での???と???については、適合度の悪さとして一括して扱うことにして、
そして、???と???の因子の分散・共分散行列をと???と???、さらに独自性の行列につ
いても??と表してみることにする。すなわち
????＝???????′＋???
????＝???????′＋???
以上から、共分散構造分析における測定モデルについての因子的不変性については、パ
ラメータ行列である?、?、??について、２つの標本間での拘束によって、次の４つを定
義することができる（Meredith（1993）、清水（1989、1996）や狩野・三浦（2002）など参
照）。
⑴ 布置不変性（configural invariance)：1.0と固定した因子パターンの要素を除いて、
残りのすべての要素を自由推定とする因子的不変性モデル。これは、２つの標本間での
観測変数と潜在変数との関係性の構造は同じとするが、関係の強さの程度に関しては、
標本間での相違を許容するモデルである（Horn,McArdle,& Mason,1980）。
⑵ 因子パターン不変性（factor pattern invariance)：２標本間の因子パターンの全要素
を同値として拘束する因子的不変性モデルである。すなわち、???＝???である。このモ
デルでの標本間の差異は、独自性と因子の分散・共分散について自由に推定した値にあ
らわれる。
⑶ 強因子的不変性（strong factorial invariance)：この因子的不変性モデルは、⑵の因
子パターンの同値拘束に加えて、２標本間の独自性を同値として拘束するものである。
すなわち、???＝???と???＝???である。このモデルでは、自由に推定される因子の分
散・共分散だけが、標本間の差異となるわけである。
⑷ 厳格な因子的不変性（strict factorial invariance)： 共通因子分析モデルの全構成要
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素が、２つの標本間で同値であるとする最も厳格な因子的不変性のモデルである。すな
わち、???＝???と???＝???そして???＝???である。このモデルが成立すると２つ
の標本間で測定が完全に等価であるといえるわけである。
以上の議論は、標本数を２としているが、g個としても、同様である。そして、このよう
な標本間にわたるパラメータ拘束を構造モデルについてもおくことができる。なお、辻岡・
清水・柴田（1979）でのFactormax法などでは、この⑷の「厳格な因子的不変性」の状態
での特殊なモデルの提案であったと位置づけることができよう。清水・辻岡（1981）でも
因子得点を手がかりとして同じような発想の中で複数の相面間での因子を追求しようとし
ていた。
3．変化についての統計量
発達・成長の現象は、縦断的に収集したデータによって、その様相が観測変数の得点の
変動として顕れる。古典的テスト理論の形式において、ある個人?の観測変数?について
の得点??を表すと次のように書くことができる。
??＝??＋??
ここで、??は真の得点、??は誤差とする。この関係において、１つの変数について、?回の
観測を繰り返して得られたデータがあるものと想定してみることにする。観測誤差も含み
ながら現象の様相を記述することは、平均値の値を測定機会（あるいは、測定した時間さ
らには測定時の被験者の年齢など）ごとに折れ線グラフとしての表示でおこなうことがで
きる。そして、時間経過や成長とともに変動する平均値に、線形関数や非線形関数（ロジ
スティック関数、ゴンペルツ関数やこれらの複合関数）などを当てはめ、このような関数
を構成するパラメータを推定することによって、成長曲線の形を説明することが、知能の
発達に関する研究において、おこなわれてきた。このような古典的な方法は、あくまでも、
観測得点??を対象とするものであり、真の得点における変化の様相を明らかにするもので
はなかった。
変化の本質的な様相を、素点??ではなく、真の得点??に求めることが、どのようして可
能となったのであろうか。ここでは、代表的な方法をいくつか紹介し、検討を加えてみる
ことにする。
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3．1．安定性の評価
3．1．1．simplexモデル
再検査法は、心理学での信頼性を推定するための有力な方法として使用されてきた。２
つの観測機会間での時間的経過のなかでも、被験者個人間の変動が、相関係数の値に反映
される。安定性の評価とも呼ばれるこの観測変数の機会間相関は、真の得点間の相関とも
みなされてきた。観測機会を複数に増やすと、測定機会間が近ければ相関係数が高く、遠
ければ低くなることが知能の発達や学習に関する研究の中で報告されてきた。すなわち相
関行列の対角線に近い相関係数の値は高く、対角線から離れれば離れるほど低くなるわけ
であり、このような相関行列を simplex構造と呼ぶ。観測変数間の相関ではなく、因子の
レベルにおいて、観測機会が隣り合う因子の間で安定性を評価するための方法として、
Jo?reskog（1970）は、simplexモデルを提案している。simplexモデルをMandys,Dolan
& Molenaar（1994）は、因子の平均の推定モデルへと拡張することを、独自な非線形推定
を組み込むモデルで試みている。
Bast & Reitsma（1997）は、単一の指標からのモデルである simplexが測定誤差間に
相関がないと仮定せざるを得ないために誤った結論を導くかもしれないなどの simplex
への批判を紹介し、複数の変数（多重指標）の simplexモデルを提案している。複数の変
数からのモデルでは、因子的不変性を観測機会間に設定することが可能であり、全く同一
の測定の単位で、そして、全く同一の信頼性をもつ構成概念を測定しているかどうかの検
証が可能となることに言及し、そして、平均構造の解析もおこなっている。
発達現象のデータを縦断的に収集する際には、観測機会間の時間管理を慎重におこなう
必要がある。観測機会間が均等でない場合、１変数の縦断の場合には特に、simplexモデル
の有効性は、疑わしくなる。simplexモデルは、観測変数の数とに対して推定する潜在変数
の数があまりにも多いために、識別性を確保するために、パラメータ間にデータによって
は不自然なほどに拘束をおく必要が出てくることがある。その意味で、Bast & Reitsma
（1997）の試みは、興味深いものではある。
3．1．2．縦断的因子分析モデル
変化の過程に、研究との関心と方法論の展開に努力を払ってきたのは、生涯発達心理学
の研究者たちであった。たとえば、Nesselroade&Baltes（1984）が展開しているように、
共分散構造分析あるいはSEM を縦断的にあるいは繰り返して収集したデータに積極的に
適用することによって、真の得点レベルでのモデル化が可能となったからである
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（Nesselroade& Baltes（1979）も参照）。
伝統的な探索的因子分析の手法では、繰り返した観測変数と因子との関係に拘束をかけ
ることができない。このため、たとえば、測定の機会が２回あり、この２回とも同一の検
査尺度を繰り返して実施した場合、これらの２回の観測変数の探索的な因子分析からは、
明快な解を得ることがむずかしい。この明快さとは、調査を企画した者がいだく仮説が、
結果において、簡潔に表現されたかどうかということである。生涯発達心理学分野で実証
的な観点から方法論を追求してきた研究者たちが、SEM 注目してきた理由は、発達過程に
おいて生起する現象や変化と安定性に関する仮説をモデルとして記述することができる、
ことにある。そして、このようなモデルとデータとの適合度を評価することができるとこ
ろにある。たとえば、２回の繰り返し測定において、１回目の観測変数と因子との関係が、
２回目においても同一の関係性をもつのかどうか、という仮説は、SEM の典型的な問題な
のである（Jo?reskog,1979）。因子的に不変であることを証明することによってはじめて、
等価性（equivalence）のある測定を繰り返すことができた、といえるわけである（Collins
& Horn,1991;Meredith,1993;Nesselroade,1983）。
因子分析モデルは、SEM の測定モデルにすぎない。発達過程において生起する因果関係
をモデルとして記述することができることに、生涯発達心理学者たちは、期待したわけで
ある。そして、この因果関係をSEM では、潜在変数（あるいは因子）間の関係性としての
構造モデルにおいて、モデル化することを強調してきたわけである。
?因果モデル」は、社会科学において創られた最も不幸な用語の１つであるかもしれない
（Hertzog，1990）。実験的に操作されない変数や標本から、因果的な影響を、SEM は、魔
法のように取り出すことができるわけではない。因果関係の検証が、このような批判
（Cliff，1983）にさらされるのは、心理学分野での一般的な研究では、内生変数と外生変
数とを区別しにくいからである。縦断的にあるいは繰り返して調査した場合には、しかし
ながら、先行変数と後続変数との間に、因果モデルを仮定することは、自然であるといえ
る（清水，1997）。
平均構造を取り扱う共分散構造モデルについて最初の提案をしたSo?rbom（1974）は、２
つ以上の複数集団の同時分析モデルを展開した。平均をモデルに構造化することは、１つ
の標本を対象とした場合でも可能である（Bollen，1989）。縦断的データの解析モデルでは、
同じ変数が繰り返しでモデルに内にあることから、観測変数の切片に拘束をかけることに
よって識別性を確保することができれば、１つの標本においても、因子の平均を構造化さ
せることができるわけである（豊田，1998）。そして、複数の標本からの縦断的データに場
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合には、この２つの方法を組み合わせて、平均の構造を検討することができる。なお、本
稿では、縦断データに検討を加えることによって、ダイナミックな変化の様相を因子得点
において求めてみることにする。
3．1．3．潜在成長モデル
１つの変数について、複数機会の観測をしたデータの共変動の解析方法として、Cattell
（1952）は、T-技法因子分析を提案した。Cronback（1967）は、１つの縦断的な知能のデ
ータに対して、複数の因子分析手順（初期因子の推定方法と因子軸の回転方法）を適用し、
時間としての変数に潜在する共通因子が、解析で使用される手順や方法によって異なるこ
とを例証し、きわめて強い批判をおこなった。
simplexモデルは、実は、この批判を克服しようとする方法論をSEM の文脈において、
追求したものともいえる。もう１つの方向は、Wohlwill（1973）による、安定性のある変
数における個人差という観点から、発達関数を何らかの形でモデル化する可能性について
の議論をベースとして提案された潜在成長（latent growth）曲線モデルである。McArdle
（1986，1988）やMcArdle& Epstein（1987）、そしてMeredith & Tisak（1990）は、
潜在成長の姿を、切片の因子（すべての変数の因子パターンを１に固定）と傾きの因子（因
子パターンの値に観測機会の時間関数を挿入）とを定義することによって実現した（清水，
1999a，1999b，2000）。
潜在成長モデルの線形多項式については、２次関数での表現や指数関数あるいはゴンペ
ルツ関数の適用など、単純な線形モデルから複雑化してきている（McArdle,1998;McAr-
dle& Hamagami,1996;清水,2000）。複雑ではあっても、基本的には、多項式の回帰係
数を固定するモデルに対して、Browne（1993）は、変化についての指数・対数・ゴンペル
ツ関数を定義し、この関数のパラメータを推定する非線形モデルを提案し、構造的潜在曲
線（structured latent curve）モデルと呼び、McArdleらによる線形の潜在成長曲線（latent
 
growth curve）モデルと区別している。豊田（2000）もこの解析をおこなっている。時間
経過のなかで起きる変化を説明するには、MacCallum,Kim,Malarkey&Kiecolt-Glaser
（1997）も論じているように、このような線形モデルと非線形モデルの２つの枠組みのい
ずれが優れているかは、実際のデータの関係において、今後さらに検討されていくべき課
題であろう。
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4．平均の構造化
SEM の発展に貢献したLISRELの表記方式で基本的なモデルを、まず、提示してみるこ
とにする（Jo?reskog& So?rbom（1989）、清水（1994）でも解説）。ここでは、観測変数?
の切片のベクトルを??と表すことにする。この測定モデルは、
?＝??＋???＋?
と定義することができる。ここで、?(?)＝?とおき、そして?(?)＝?とすると、観測変
数の期待値ベクトルは
?(?)＝??＋???
と表すことができる。
ここでは、不変性に関する例示と同じように２つの標本を次のように表してみることに
する。
???＝??＋?????＋???
???＝??＋?????＋???
この２つの式では、「⑵因子パターン不変性」を前提として、２つの標本の因子パターン行
列が全く同じとして、添え字をつけていない。同じく、観測変数の切片も、２つの標本に
おいて同じとして、識別性を確保している。
Fig.1 ４変数２因子の構造平均モデル
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次に、SEM のソフトで解析するための手順について簡単に説明しておくことにする。
Fig.1は、Amos（Arbuckle，1999）で、観測変数を４とし、因子数を２として、描いたも
のである。Amosでは、切片の推定を指示しても因子の平均は独自性の平均のようにゼロが
デフォルト挿入された状態のままである。因子パターンについては、それぞれの標本のパ
ス図において、各因子の１つの値を１に固定する必要があり、「因子パターン不変性」を構
築するには、固定したものと推定する因子パターンとは２つの標本で同じ設定としなけば
ならない。変数の切片も同様である。この図を標本bとすると標本aの因子の平均は、ゼ
ロと固定することになる。そして、「因子パターン不変性」に不変性のレベルをとどめるな
ら、標本aと標本bで、異なるパラメータ名にしなければならないのは、因子の分散と因
子間共分散そして独自性の分散である。
LISRELのモデルは、測定モデルと構造モデルからなる。因子分析のモデルは、ある一
群の変数?についての測定モデルに相当するものであり、Fig.1のようにAmosなどのパ
ス図では表現される。平均の構造化は、測定モデルに加えて、構造モデルにおいてもおこ
なうことができる。ここでは、LISRELのフルモデルにおいて、平均の構造モデルを行列
で表してみることにする。まず、内生変数と外生変数の測定モデルを、
?＝??＋???＋?
?＝??＋???＋?
と表す。ここで、??と??はそれぞれの方程式の切片のベクトルである。そして、構造方程
式モデルは、内生の潜在変数?と外生の潜在変数?については、
?＝?＋??＋??＋?
と表す。なお、?は、この方程式での切片のベクトルである。
ここで、?(?)＝?、?(?)＝?、?(?)＝?とおき、そして?(?)＝?とすると、?の期待
値は、
?(?)＝(?－?)??(?＋??)
となる。そして、各観測変数の期待値は、
?(?)＝??＋??(?－?)??(?＋??)
?(?)＝??＋???
と表すことができる（Jo?reskog & So?rbom（1989a，1989b）、Bollen（1989）など）。
フルモデルの式について、内生と外生の観測変数を４つおき、そして、それぞれの潜在
変数を２つおき、識別性を無視しながら、パラメータ行列との対応関係を明示するために、
Fig.2の図をAmosで作成してみた。図では、数式のパラメータ行列のギリシャ文字の大
― ―93
構造方程式モデリングによる平均構造の解析モデル（清水)
文字を小文字にして書き込むことによって、対応をつけることができるようにしている。
清水（1994）では、LISRELの第８版までの数式での展開をフォローした。第７版まで
では、共分散構造分析での解析では、パラメータ行列の展開を数式の上で追いかけること
が必須の条件でもあった。Windows3.1から、第８版がグラフ表示化された。ここで示し
たように、Amos 4.0（Arbuckle，1999）によって、数式の理解なしでも、平均構造を含
む共分散構造分析、すなわちSEM でのモデル構築と解析が可能となってきたわけである。
Fig.2 LISRELのフルモデルのAmos Graphicsでの表現
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5．SEMによる縦断データの解析
ここでは、SEM での解析について、縦断的データを対象として、提示してみることにす
る。ここで例示する解析については、清水（1997、1998、1999a、1999b）で発表してきて
いる。本稿では、Amos4.0で再分析し、その結果を掲載することにする。
5．1．調査対象
愛知県下のある中学で、全校生徒を対象として、1988年12月、1989年６月、1989年12
月そして1990年12月の計４回の調査をおこなうことができた。Table1のコーホートは、
生徒たちの中学への入学年のことである。この全体データでは、半年間隔で１年前期（６
月）から３年の後期（12月）までを完全にカバーするデータはない。コーホート87、88そ
して89をあわせれば、中学３カ年の全体をカバーすることができる。半年間隔であるので、
時間関数を1.0から3.5としてみることにした。なお、本稿の解析では、270名からなるコ
ーホート87のデータと205名（男子110名、女子95名）からなるコーホート88のデータ
を対象とする。
5．2．観測変数
教育的進路成熟尺度（ems）
キャリア発達については「ems：教育的進路成熟尺度」を取り上げる。この尺度の作成で
は、「進学や上級学校の選択を課題とした「教育的進路成熟」についての項目を自律性、計
画性、関心性の３つの領域を想定しながら各領域５項目を作成した（清水（1999a，Appen-
dix 1）参照）。尺度の信頼性については、坂柳（1992）が第１回調査データを学年別に分
析し、α係数が0.948から0.774であることを報告している。キャリア発達については「教
Table1 キャリア発達縦断データの構成
コーホート86 コーホート87 コーホート88 コーホート89 コーホート90 time関数
１年前期 ● 1.0
１年後期 ● ● ● 1.5
２年前期 ● 2.0
２年後期 ● ● ● 2.5
３年前期 ● 3.0
３年後期 ● ● ● 3.5
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育的進路成熟尺度」と「職業的進路成熟尺度」の２つの尺度である。これらの尺度の作成
では、まず、「教育的進路成熟」について、進学や上級学校の選択を課題とした「教育的進
路成熟」についての項目を自律性、計画性、関心性の３つの領域を想定しながら各領域５
項目を作成している（清水（1999，Appendix1）参照）。なお、これらの尺度の信頼性につ
いては、坂柳（1992）が第１回調査データを学年別に分析し、α係数が0.948から0.774で
あることを報告している。
状態不安―特性不安（ans－ant）
不安の傾向については、清水・今栄（1981）の状態・特性不安尺度を使用した。この尺
度に関しては、清水（1997，1998）と同じく、奇遇法で折半した下位尺度をそれぞれ２つ
ずつ構成して、状態と特性との２つの側面についての潜在変数（あるいは因子）を定義す
ることができるようにした。特性不安の特性不安の２つの下位尺度についは、antaと antb
とし、この変数名の途中に調査回数を入れている。同じく状態不安の下位尺度についても、
anslaと anslbは、第１回調査のものである。なお、不安尺度に関しての調査は、1988年12
月と1989年６月の２回だけである。
自己効力感（effepln、effdm）
自己効力感に関して、調査時点で自信の程度を５件法で回答を求めた。まず、「effpln：
進路計画立案効力感」尺度は、「進学先を決めるのに必要な資料・情報を自分で集めること」
「進学のための目標や計画をはっきりと立てること」「希望する職業を決めるのに必要な資
料・情報を自分で集めること」「希望する職業を実現するための目標や計画をはっきりと立
てること」の４項目からなる。「effdm：進路意思決定効力感」尺度は、「自分に合う進学先
を決めること」「進学した後、充実した学校生活を送ること」「自分に合う職業を決めるこ
と」「就職した後、充実した職業生活を送ること」からなる。
5．3．解析の結果
5．3．1．simplexモデル
このSimplex解は、コーホート88の全体データを対象としたものである。このモデルの
構築では、４回の独自性の分散に関しては、同一なるように拘束をかけて推定をおこなっ
ている。各因子の攪乱項の間には、拘束をかけずに自由推定としている。観測機会が４回
の今回のモデルでは、自由度が２となった。このように、simplexモデルは、１つの観測変
数に対して１つの潜在変数をおき、この潜在変数間にパス関係をおくというものである。
図にあるように、このモデルの適合度はほぼ完全な適合といえるものとなっている。
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今回のコーホート88データのems1と ems2との間の間隔は、そして、ems2と ems3と
の間隔は、半年間である。ems3と ems4との間隔だけが１年間である。これらの安定性は、
Fig.3にあるように、観測機会の間隔を反映しているのかどうか明確にはいえない。因子得
点を標準化した値で、これらのパス係数をみてみると順に.77、.94、そして.81となって
いる。第１回と第２回の安定性が、半年間間隔であるにもかかわらず、第３回と第４回の
１年間隔と同じ水準にあることの理由を、ここでの情報では明らかにすることはできない。
Bast & Reitsma（1997）のように、他の変数と組み合わせた simplexモデルを構築する
ことによって、測定機会間の時間間隔を何らかの形式でパラメータ化することで、追求で
きるかもしれない。ここでは、今後の課題としておくことにする。
5．3．2．潜在成長モデル
潜在成長モデルで、切片の因子は、各観測変数の因子パターンを１に固定した推定をお
こなっている。傾斜の因子の因子パターンは、コーホート88の時間関数をそのまま固定パ
ラメータとしている。モデルの適合度は、それほどよくない。修正指標を手がかりにe2と
e3の誤差間の共分散をおいてみたが、Fig.4の以上の適合度を得ることはできなかった。
この線形モデルの解析結果から推定された「教育的進路成熟」の傾向は各観測機会のも
Fig.3 Simplex Model for Educational Maturity Scale of Cohort 88,N＝205 time 1(Dec,1988),time 2(Jun,1989)
time 3(Dec,1989),& time 4(Dec,1990)
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どすと順に2.253、2.404、2.554、そして2.856となった。
清水（1999a）では、Table1のコーホート87と88のデータに、男女別を加味した同時
分析を適用して、Fig.5を報告している。Fig.4のような線形の潜在成長モデルを適用した
わけであるから図にあるように理論値は、線形となっている。
この図で２年よりがコーホート87で、１年よりがコーホート88である。２つのコーホ
ートともTable1に示したように半年間隔でのすべての調査機会に回答しているわけでは
ない。複数標本の同時分析モデルとすることによって、このような観測機会の欠落があっ
たとしても、Fig.5のように、多集団同時分析を適用することによって、全体を推定するこ
とが可能となるのである。
5．3．3．２回の縦断的な双方向パスと平均のモデル（状態不安・特性不安について）
SEM は、構成概念の検証をおこなう方法論として優れている。ここで取り上げた状態不
安・特性不安についは、清水（1997，1998，1999b）において、パスの係数の関係において
主に検討を加えてきた。この状態と特性との関係を、平均をモデルに導入することによっ
て、より明確にとらえてみることにする。そして、ここでは、双方向のパスの関係につい
ても検討を加えてみることにした。
Fig.4 Latent Growth Model for Educational Maturity Scale of Cohort 88
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次のFig.6の観測変数は、特性不安と状態不安の２つの尺度を奇遇法で折半したもので
ある。Ft1は第１回の特性不安の因子であり、Fs1は、状態不安の因子である。これらの因
子から第２回の測定のそれぞれに対応する特性と状態の因子にパスを引き、この第２回目
の因子間については、特性因子（Ft2）から状態因子（Fs2）へ、逆に、状態因子から特性
因子へと双方向のパスを引いた。
これらの因子について、第１回目の因子得点の平均については、ゼロに固定し、第２回
目は、自由推定とした。このモデルの識別性を確保するために、第１回と第２回の対応す
る観測変数の切片は同じに拘束した。そして、各回の因子的不変性を確保する意味で、因
子パターンについても同じく、拘束をおこなった。Fig.6の独自性の間の共分散を特性と状
態のそれぞれにおくことによって、モデルの適合度は飛躍的に高くなった。半年間隔の繰
り返しによる共分散を誤差間におくことは、SEM によって実現した方法でもあり、縦断デ
ータの場合には、この誤差間の共分散の仮定は、不自然な仮定ではない。
Fig.5 教育的進路成熟の観測平均と推定理論値（清水，1999a，p.36より)
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この解析で、まず、Ft1からFt2へのパス係数（0.649＜0.076：標準誤差、8.536：検定
統計量>）の方が、Fs1からFs2へのパス係数（0.421＜0.060、7.046＞）よりも高い。す
なわち、特性不安の方がやや安定性が高いといえるわけである。第２回の双方向のパスで
は、特性から状態へのパス係数が（0.436＜0.081、5.404＞）であり、状態から特性へのパ
ス係数が（0.135＜0.091、1.483＞）となり、前者だけが有意となったわけである。因子得
点の平均についての値と標準誤差および統計検定量は、Ft2が0.504＜0.245、2.055＞で、
Fs2は－0.282＜0.274、－1.032＞となり、特性不安の高まりが有意なものとなった。このコ
ーホート87は、第１回調査から第２回調査にかけて、生徒たちは、２年の後半から受験準
備が本格化する３年生の前期へと進級しているわけであり、特性不安が高くなることは、
この構成概念の意味からみて当然の結果といえる。そして、状態不安は、その状況のなか
で喚起される不安感であるから、ここで得た結果は、この概念に適切な結果であったとい
えよう。
Fig.6 Longitudinal Relationships among Trait and State Anxiety Subscales with structural means for half year interval datal
(Cohort 87,N＝270)
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5．3．4．複数集団の同時縦断的因子分析と平均の構造化の比較
5．3．4．1．男子と女子の同時縦断的因子分析―進路効力感尺度について
縦断的同時分析のモデルの拘束は、ここでは、「⑵因子パターン不変性」のレベルにおい
た。２つの集団に同時分析を適用した最初の解のRMSEAは、0.05を少しではあるが越え
た。修正指標を検討すると、女子のe3と e4との間の指標がもっとも高かった。男子では、
この部分に修正指標の指摘はなかった。Amosのパスグラフィックスでは、１つの集団に与
えた共分散やパスは、他の集団にも適用されるので、Fig.7-aの男子については、このe3
と e4との共分散をゼロに固定して、推定をおこなったところ、１つの追加にもかかわらず
適合性は急激に高まった。
発達や変化の測定を繰り返す場合、測定の内容についての記憶効果などの要因が混入す
ることは避けることができない。測定に付随する攪乱要因からの分散あるいは共分散を、
本質的に議論し、検証しようとしているモデルから排除する方策は、誤差あるいは特殊性
の混入する心理学での変化の測定では必須の要件でもある。このような誤差あるいは独自
性間の共分散の推定については、上でも指摘したように、SEM のもたらした恩恵といえる
のではないだろうか。
Fig.7-a Simultaneous Longitudinal Factor Analysis Model for Male and Female Data
(Male,N＝110)
Fig.7-b Simultaneous Longitudinal Factor Analysis Model for Male and Female data
(Female,N＝95)
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5．3．4．2．複数集団同時縦断的因子分析の構造平均モデル
ここでは、まず、男子集団のすべての因子得点の平均をゼロとおき、女子の因子得点の
平均を自由推定とするモデル検討してみることにする。
この分析では、Fig.7の誤差間の共分散に加えてe1と e2、e2と e3、そしてe3と e4の
間に、男女ともに共分散を仮定することによって、「⑷厳格な因子的不変性」のモデルにお
いて、非常に高い適合度を得ることができた。すなわち、因子の分散と平均値、および誤
差間の共分散だけに、２つの集団間での違いを許容したわけである。集団間で因子得点は、
同一の因子の構成である時に、より厳密な比?が可能となるのではないと考えてこのよう
な追求をおこなったわけである。なお、この分析では、観測変数の切片は、男女間で同一
としている。
高い適合性のある結果を得ることができたが、ここで検討したモデルでは、発達・変化
のモデル化において適切であったとはいえない。Fig.8-aの男子集団のすべての因子の平
均をゼロと固定しているわけであり、この仮定は、男子の自己効力感が変動しないとして
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Fig.8-a Simultaneous Longitudinal Factor Analysis Model with Strutured Means for Male and Female Data
(Male,N＝110,Factor Score Means＝0)
Fig.8-b Simutlaneous Longitudinal Factor Analysis Model with Structured Means for Male and Female data
(Female,N＝95)
いることになる。女子の因子得点の平均を自由推定にしていても、男子の対応する調査機
会との相対的な関係において、平均が推定されているわけであり、このためか、女子の効
力感の変動も、学年とは関係しないようである。
5．3．4．3．複数集団同時発達的因子分析の構造平均モデル
ここで発達的としたのは、１標本での縦断的データでの因子得点の推定モデルを、複数
集団の同時分析に拡張することを明示するためのである。このモデルでは、因子得点の平
均について、基点となる集団の１つの調査機会だけをゼロと固定して、この集団だけでは
なく、比?対照の集団の因子得点の平均はすべて自由推定としてみるわけである。
この複数集団同時発達的因子分析の「⑷厳格な因子的不変性」のモデルの適合度は、AIC
や他の適合度指標をFig.8と比べると多少悪くなる。悪くなるとはいっても、モデルを受
け入れることができレベルの適合度水準にある。
構造方程式モデリングによる平均構造の解析モデル（清水)
Fig.9-a Simultaneous Longitudinal Factor Analysis Model with Strutured Means For Male and Female Data
(Male,N＝110,First Factor Mean＝0)
Fig.9-b Simultaneous Longitudinal Factor Analysis Model with Structured Means for Male and Female data
(Female,N＝95)
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ここでは、Fig.8のモデルとFig.9のモデルとを比?することに目的があったので、同じ
レベルの厳格な不変性の下で、この２つの分析結果について、それぞれの因子得点の平均
を、整理した（Table2）。これを図にしたFig.10から明らかなように、自己効力感の変動
に関しては、Fig.9の複数集団同時発達的因子分析モデルの因子得点の方が、学年との相関
Fig.10 複数集団同時縦断的因子分析と複数集団同時発達的因子分析の因子得点の平均の推定値
Table2 因子得点の平均の比?
第１回 第２回 第３回 第４回
全因子得点ゼロ固定（male）Fig.8-a 0 0 0 0
全因子得点自由推定（Female）Fig.8-b －0.25 －0.15 －0.24 －0.16
標準誤差 0.31 0.12 0.10 0.11
検定統計量 －1.93 －1.19 －2.31 －1.51
Male1の因子得点のみゼロ固定（male）Fig.9-a 0 0.10 0.37 0.46
標準誤差 0.10 0.09 0.10
検定統計量 0.97 4.13 4.60
Male1の因子得点のみゼロ固定（Female）Fig.9-b －0.25 －0.05 0.14 0.30
標準誤差 0.13 0.13 0.12 0.12
検定統計量 －1.96 －0.41 1.17 2.41
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的関係を描き出すことに成功しているようである。しかしながら、潜在成長モデルによう
に、ここで検討した段階では、時間関数をモデルの中に組み込むことができていないこと
を指摘しておきたい。
6．最後に
SEM は、?(θ）として共分散構造をモデル化することを可能にした。この複数集団の同
時分析によって、因子的不変性の検証が実現したわけである。集団間において不変な因子
を確保しながら、?(θ）の平均構造を検討することは、本稿において検討してきたように、
変化や発達の研究において有力な方法論となってきている。simplexモデルや縦断的因子
分析モデルとして、あるいは潜在成長モデルとして、過去には独立したあるいは並列した
モデルとして実証的にそして応用的に研究されてきたものが、?(θ）としての構造平均を意
識することによって、相互に影響しながら、そして、実際のデータとの相互作用のなかで、
さらに研究が深まることを期待したい。
欧米ではここで紹介してきたモデルの研究が盛んである。縦断的なデータの蓄積には、
長年にわたる継続的な研究の体制が必須である。モデルは、データがあってはじめて、検
討することができるのである。政策の立案に貢献するためには、測定の不変性を何らかの
形で確保することが必要である。縦断的なデータに、繰り返しのANOVAやMANOVA
を適用する研究があるが、このような研究方法論では、?(θ）における因子的不変性を確
保しているとはいえない。欧米でのアルコールやたばこあるいは薬物に関する介入研究な
どにおいて、SEM を活用しているのは、ここに理由があるのではないだろうか。
ダイナミックな姿を堅実な土台の上で描くには、データの収集の管理が重要である。た
とえば、年齢を時間関数として使用する場合には、今回のような学校全体での一斉調査は、
意味をなさない。満年齢に達する日に調査をするなどして、年齢を統制することが条件と
なる。そして、調査の項目や尺度など、調査内容の質も重要な要因である。データの欠損
は、横断的に調査に比べものにならないほどに発生する。このように多大な労力をかけな
ければならないのは、縦断的データでなければ、ダイナミックに変化する様相を?(θ）と
?(θ）において描き出すことができないからである。
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