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Abstract 
Convergence properties of the SOR Weierstrass method for the simultaneous approximation of polynomial roots are 
considered. The choice of acceleration parameter is discussed. 
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Let P(z) = z” + alz”-’ + . . ’ + LI,_~Z + a, (ai E C) be a manic polynomial of degree 71 with simple 
real or complex roots cl,. . . , cn. If zy), . . . ,zi” are initial approximations to these roots, then the 
iteration formula 
z;+’ = z; - W(z;) (i = 1,. . . ,n; k = 0, 1,. . .), (1) 
where IV($) = P(zk)/ &+(z~ - zf ) is the Weierstrass correction, defines the well-known Durand- 
Kerner method (known also as the Weierstrass-Dochev method) of the second order for approxi- 
mating, simultaneously, all roots of the polynomial P. 
In this paper we are concerned with the successive overrelaxation (SOR) Weierstrass method 
zi”+‘=zi”-h#(z;) (i=l,..., n, k=O,l,... ), (2) 
where hk E (0, l] is an acceleration parameter. The SOR-like acceleration of the iteration method (2) 
(Gauss-Seidel version) was given in [3]. 
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It should be noted that the SOR Weierstrass method (2) has a form of prediction - correc- 
tion method and converges superlinearly for hk < 1. This method is an obvious generalization of 
Weierstrass’ method (1) which is obtained from (2) for hk = 1. 
Many authors have observed that the SOR method (2) possesses a global convergence in practice 
for almost all starting vectors z” = (zy,. . . ,z,“) assuming that the components of z” are disjoint. 
Before considering the influence of the parameter hk to the convergent properties of the method (2), 
which is the main purpose of this paper, we recall to the recent result which is concerned with the 
divergence property of the SOR method (2). Namely, in some specific cases, we can exactly establish 
conditions under which the method (2) diverges. In the recent paper [5] the following assertion was 
proved. 
Theorem. Let z” 1,. . . ,zz be initial approximations and 0 < hk < 1. Then the SOR iteration method 
(2) will fail if these approximations satisfy the system 
k 
( > 
-- 
ho 
1 c z:,z:/. .ztA +(-l)ka,_k=O (k= l,...,n). 
1’ ,< “2 < < l’), 
Let {zf},... , {z,k} be the sequences generated by (2) and let for k = 0, 1,. . . 
dk :=rn$ lzf - z$, wk := ,2f& IW(z;)l. 
The choice of initial approximations plays a crucial role in the applications of iteration methods (for 
some history see [3, 4, 6, 71). In practice, initial conditions for the convergence of an iteration method 
for the simultaneous approximation of polynomial roots is often given in the form of inequality 
W. < ado/n, where o > 0 is a constant (see [69]). In the case of SOR methods this condition is 
replaced by 
ado h,Wo < - 
n * (3) 
The inequality (3) will be used in our analysis of the SOR method (2). In later consideration we 
will find the upper bound for co. 
We will give a short analysis of the convergence of the method (2) concerning the parameter hk. 
For this purpose we consider the contraction factor Q appearing in the relation 
]zFf2 - z;+‘l = hk+lI w(z;+‘)l < Qh,+ W(z;)I = Qlz,+l - z;l. (4) 
First, we assume that the ratio hk+,/hk is very close to 1. 
For simplicity, we will omit the iteration index k and write h, A,zi,.&, d, W, instead of hk, hk+, ,zf, 
.zk+‘, dk Wk, respectively. For example, the initial condition (3) can be written as h W < cod/n. I 
Let i(z) = (z - zI )(z - z2) . . . (z - z,) be a polynomial with distinct roots zl,. . . ,z,, and let P be a 
polynomial of degree n with simple roots 5,). . . , tn. This polynomial 
interpolation polynomial for the points zl,. . . ,z, and co, that is 
P(z)=T(z) 1 +e w(zJ ( j=l -) =T(z) (1+~+& 
is identical to its Lagrangean 
(5) 
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Putting z = z^i in (5) and taking into account that hW(zi)/(2i - zj) + 1 = 0, which is the SOR method 
(2) in a rearranged form, after dividing by T(&) and short calculation we obtain 
p(ii > 
w(ii) = nj#i ($ - 2,) = ($ - Zj)rI jii ( z) (zZ+Y). 1 + 
Hence 
(6) 
Using (2) and the definitions of Wk and dk we estimate 
]i?i -ZiI = hlW(Zi)( < hW, lz^; - zj 1 3 Izi - zjl - Ii, - zi 1 > d - h W, 
Is?i -iii > IZi -z~I - I2i -zi( - lij -zjl > d - 2hW. 
Here we must assume that d > 2h W for every IZ 2 2 which evidently requires u) < 1 in (3). Let 
t=hW/d < co/n < l/n and q(u,h)=(o+ 1 -h)e”. According to the above bounds we find from (6) 
IW(2i)l <hh(W(Zi)l (l+d”Lw)“-’ [‘CI;‘,” +$$I 
= 1 W(Zj)I (1 + &)“-’ [ (“I_:)t + ’ - h] ’ (7) 
Let us introduce the functions x(t) = (n - l)t/( 1 - t), y(t) = (1 + t/( 1 - 2t))“-‘, t E (0, o/n). For 
t E (0, o/n) the functions x(t) and y(t) are monotonically increasing so that we have 
x(t) < x(o/n) < Co, y(t) < y(co/n) < lim Jl+-&r-‘=e’“. 
Using these bounds we find from (7) 
I W(;i)l < y(t)[x(t) + 1 - h]l W(zi)I < (0 + 1 - h)e”l W(zi)I = q(w,h)l W(zi)l- (8) 
According to the relation (8) we represent in Fig. 1 the quantity q(c0, h) as a function of o 
taking h as a parameter. The upper bound corresponding to q = 1 is denoted by wh. Generally 
speaking, small o leads to a strong condition (3) requiring small values (in magnitude) for W(zp), 
which is equivalent to the choice a very close initial approximations zy, .. . ,z,“. From Fig. 1 we see 
that the upper bound oh is as smaller as h is smaller. Therefore, the choice of a small h needs a 
very strong inequality (3) (and, thus, close approximations) so that such a choice is not advisable. 
Situation is even worse having in mind that q(co, h) should be as small as possible to provide a fast 
convergence. In that case w appearing in (3) must be less than oh. By the way, from the equation 
q(o, 1) z meQ = 1 we find the upper bound for co as w < w1 M 0.567. 
The above analyse has been performed under assumption that the ratio i/h is close to 1. But, the 
contraction factor Q in (4) is Q = q(o, h)@h = q(o, h) a, where a = hjh. Following the Wang-Zhao 
result from [8] concerning the parameter h k, as approximations approach to the roots, hk become 
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q(w,h) 
4.. 
h= 0.2 
3.. 
----- 
0 0:2 0:4 0:6 0.8 i 
Fig. 1. Contraction of the SOR method (2) 
larger and larger, until they get 1 defining Weierstrass’ method in the continuation of the iteration 
procedure (a = 1). This means that CI >, 1 so that the above conclusion about the parameters o and 
h becomes more restrictive. Namely, from the condition Q = @(co, h) = q(o,h)a < 1 (the dashed 
line in Fig. 1) we see that oh is further decreased so that the choice of small h can cause a bad 
convergence of the SOR method (2). 
Although the optimal value of hk in the sense of a guaranteed convergence is not known, from 
the above consideration it is clear that the choice of a small h is not advisable. Nevertheless, in 
some cases the choice of hk < 1 can enable a good start of the method (2), which depends on the 
structure of a polynomial and the distribution of initial approximations. 
The behavior of the SOR method (2) was illustrated extensively in the paper [3]. For this reason 
we will not discuss in details the convergence properties of the considered method (2). Instead of 
that, we give two examples in order to demonstrate the choice of initial approximations and the 
convergence speed of (2). 
Example 1. We tested the SOR method (2) for various values of ho in the example of the manic 
polynomial P of degree 12 = 25 given by 
P(z) =zz5 + (0.752 + 0.7291’)~‘~ + (-0.879 - 0.331i)~~~ + (0.381 - 0.918i)z2* 
+ (0.781 - 0.845i)z21 + (-0.046 - 0.917i)z2’ + (0.673 + 0.886i)z19 
+ (0.678 + 0.769i)z18 + (-0.529 - 0.874i)z” + (0.288 + 0.095i)z16 
+ (-0.018 + 0.799i)z15 + (-0.957 + 0.386i)z14 + (0.675 - 0.872i)z13 
+ (0.433 - 0.562i)z” + (-0.760 + 0.128i)z” + (-0.693 - 0.882i)z” 
+ (0.770 - 0.467i)z9 + (-0.119 + 0.277i)z* + (0.274 - 0.569i)z’ 
+ (-0.028 - 0.238i)z6 + (0.387 + 0.457i)z’ + (-0.855 - 0.186i)z4 
+ (0.223 - 0.048i)z3 + (0.3 17 + 0.650i)z2 + (-0.573 + 0.8Oli)z 
+ (0.129 - 0.2371’). 
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Table 1 
Iteration number and CPU time for the SOR method (2) 
h ro = 1.2 ro = 10 ro = 100 
Iter. ms Iter. ms Iter. ms 
0.1 235 39 758 125 1333 220 
0.2 112 19 374 62 660 109 
0.3 71 12 245 41 436 72 
0.4 51 9 181 30 324 54 
0.5 38 6 143 24 257 43 
0.6 30 5 117 19 212 35 
0.7 24 4 99 16 180 30 
0.8 21 3 87 14 156 26 
0.9 20 3 77 13 138 23 
1.0 13 2 65 11 124 20 
The COeffiCientS ak E @ of P (except the leading coefficient) were chosen by the random generator 
as Re(ak) = random(x), Im(ak) = random(x), where random(x) E (-l,l). 
The starting value ho = h was not changed during the iterative procedure. All computations were 
performed on PC Pentium/l66 MHz in FORTRAN 77 (double-precision arithmetic was used) with 
the stopping criterion 
,Iyn lP(zk")l < E = 10-7, 
. . 
where m=O,l,... is the iteration index. The method (2) has started with Aberth’s initial approxi- 
mations 
(see [l]). Using Corollary 6.4k from [2, p. 4571 we find that all zeros of the above polynomial lie 
in the annulus {z : Y = 0.3054 < Iz] < 2.0947 = R}. 
We performed three experiments for Q = 1.2, 10 and 100. The first value is equal to the arithmetic 
mean of the radii r=0.3054 and R=2.0947 of the inclusion annulus given above. The values r. = 10 
and r. = 100 have been chosen to demonstrate the influence of r. to the convergence speed of the 
SOR method (2) but also to show almost global convergence of (2) in the situation when the initial 
approximations are very crude. Table 1 gives the iteration number and CPU time (in ms) of each 
iteration procedure. 
From Table 1 we observe that for all values of r. the convergence of the SOR method (2) is 
faster if h is closer to 1. Furthermore, we see that the method (2) works with a big effort in the 
case of crude initial approximations (second and third columns). Nevertheless, it seems fascinating 
that the sequences {zy} after a chaotic behavior and enormous number of iterative steps start to 
approach to the zeros and finally converge to them. Such a behavior points to a global convergence 
of Weierstrass’ method, a conjecture which is still unproved. 
Example 2. From the results shown in Table 1 it could be concluded that the smaller acceleration 
parameter h always implies the greater number of iterations in the realization of the SOR method 
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(2). This is true in most of polynomial equations, but there are exceptions as the following example 
shows. 
We considered the polynomial P(z) = z6 + 0.999~~ - 0.001~~ + z - 0.001. Taking r. = 0.4 in (10) 
we found that the method (2) satisfied the stopping criterion (9) with E = 10e3 after 26 iterations 
for h = 1 and after 20 iterations for h = 0.8 If r. = 0.6 and h = 0.7(0.01)1 then the minimal number 
of iterations is obtained for h = 0.78 (11 iterations), while the other values of h E [0.7, l] require 12 
to 24 iterations (in particular, 14 iterations for h = 1). 
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