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Abstract
Design and Control of Intensified Membrane Reactor Systems
Through Module-Based Design Approach
Brent A. Bishop

As interest in the modularization and intensification of chemical processes
continues to grow, more research must be directed towards the modeling and analysis
of intensified process units. Intensified process units such as membrane reactors pose
unique challenges pertaining to design and operation that have not been fully addressed
in the reported literature. This work aims to address the design and control challenges
caused by the integration of phenomena and the loss of degrees of freedom (DOF) that
occur in the intensification of modular membrane reactor units.
First, a novel first-principles approach for modeling membrane reactors is
developed using the AVEVA Process Simulation Platform’s equation-oriented
capabilities. The produced model allows for the simulation of generalized membrane
reactors under nonisothermal and countercurrent operation for the first time. This model
is then applied to generate an operability input-output mapping to study how operating
points translate to overall unit performance. This work demonstrates how operability
analyses can be used to identify areas of improvement in membrane reactor design,
other than just using operability mapping studies to identify optimal input conditions for
process operations.
Next, a novel approach to designing membrane reactor units is proposed. This
approach consists of designing smaller modules based on specific phenomena such as

heat exchange, reactions, and mass transport and combining them in series to produce
the final modular membrane-based unit. This module-based approach to designing
membrane reactors is then assessed using a process operability analysis to maximize
the operability index, as a way of quantifying the operational performance of intensified
processes. This work demonstrates that by designing membrane reactors in this way,
the operability of the original membrane reactor design can be significantly enhanced,
translating to an improvement in achievability for a potential control structure
implementation.
Although the demonstrated novel module-based design approach to membrane
reactors could improve the operability index of membrane reactor systems, the
computational time to determine such an optimal design made this class of design
problems intractable to solve in a reasonable amount of time. So lastly, this work
proposes a set of design heuristics for this new module-based design approach for
membrane reactors. These heuristics are used in combination with a genetic algorithm
to produce a novel, two-staged algorithm for the design and control of membrane reactor
systems. The proposed algorithm leads to a reduction in computational time by about 2
orders of magnitude while also improving the operability index of the original membrane
reactor design by 21%.
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Design and Control of Intensified Membrane Reactor
Systems Through Module-Based Design Approach
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Chapter 1 Introduction

In recent years, the chemical industry has been exploring a potential shift in its
traditional paradigm for process design. It is a well-established concept in chemical
engineering (and economics for that matter) that producing products with a large facility
instead of a smaller one will generally lead to a reduction of costs per unit of product
made. Because of this reduction in unit costs, most chemical facilities around the world
take the form of large refineries/plants (Baldea et al., 2017). The only caveat of this
approach is the required capital required to build a much larger facility.
However, there is another rule of thumb in chemical engineering that is important
to overall profitability: Position facilities where the resources are cheapest. Generally,
the most expensive cost in a chemical plant is its raw material cost. This cost is the
reason why, for example, the southern United States has many oil and gas refineries.
By locating the plant near the feedstock, additional shipping and pumping costs can be
greatly reduced. Likewise, this is also the reason why many plants are located near lakes
or rivers due to the easy supply of fresh cooling water available. Combining these two
rules of thumb, one can greatly reduce production unit costs by building large facilities
near a cheap feedstock source. And this is often what is observed.
In 2011, the U.S. Geological Survey conducted a study to determine the amount
of natural gas available in the Marcellus shale formation centered in the Appalachian
region of the United States as shown in Figure 1.1.
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Figure 1.1 Map of the Marcellus shale formation (Milici & Swezey, 2006)

In this study, they concluded that the formation contained approximately 84 trillion cubic
feet of previously undiscovered natural gas, making it the largest potential source for
natural gas in the country (Coleman et al., 2011). By 2014, The Marcellus shale became
the largest producer of natural gas in the country and led to significant decreases in the
cost of natural gas (Natural Gas Weekly Update, 2014).
With such a large source of natural gas now available and costs at all-time lows,
it would be intuitive to take what was discussed previously and construct large chemical
plants in this region to take advantage of the large, cheap supply of natural gas.
Unfortunately, this particular region of the United States presented a major challenge for
3

accomplishing this. Many of the wells that were created to extract the natural gas are
located in very mountainous regions, making it extremely difficult to construct a large
chemical plant which would normally be situated on flat ground. An alternative would be
to find ways to ship the gas out; however many roads are small, winding, and in disrepair,
making it challenging for large trucks to transport either gas out of the area or to move
pipeline materials into the area. So rather than moving the raw materials out of these
areas, one idea could be to move the chemical plants to these sites instead. However, a
new challenge then would be to design and operate these plants.
First, these plants would need to be significantly smaller than a traditional refinery
due to the small available land footprint at these well sites. Second, they must be
transportable by flatbed trucks in order to get them to the actual well sites. Such a plant
is what is referred to as a “modular plant” in the chemical industry (Roy & Eng, 2017).
Modular plants solve the footprint part of the problem; however, it introduces a new
challenge. As stated previously, constructing a smaller plant is almost always more
costly per unit of product the plant would produce, making it less profitable. That said,
economies of scale is based on the total amount of product produced, not necessarily
the amount that a single plant could produce. Put another way, if one were to mass
produce a single modular plant and distribute them across multiple well sites, one could
realize the benefits of economies of scale (Baldea et al., 2017). This approach can be
referred to as the economies of numbers.
So far, the three defining characteristics needed to make a modular plant
successful are small, transportable, and the parts can be mass-produced. This is
sometimes easier said than done. Designing a chemical plant that can be fit on the back
4

of a few trucks can be difficult when one considers all the single unit operations required
to convert a raw material into a value-added product. Addressing this challenge is a focus
of the process intensification (PI) community. PI is defined as “any chemical engineering
development that leads to substantially smaller, cleaner, and more energy efficient
technologies” (Roy & Eng, 2017).
There are two ways this increase in efficiency is accomplished. On smaller scales,
many phenomena that occur in process units (such as heat and mass transfer) become
more prominent. This is due to the square-cube law that states that as the volume of an
object decreases, the ratio of its surface area to volume increases. The other way PI
accomplishes increased efficiency is by combining these phenomena into one process
unit. A classic example of this currently used in the chemical industry today is the reactive
distillation column. Rather than having a separate reactor and distillation column, the
footprint of the plant can be greatly reduced by combining the two.
With the design side of PI having been addressed/continuing to be worked on, the
natural next step is to focus on the operation of these intensified modular units. Although
there are benefits to this new technology, it has also created many challenges in the area
of controls which are the main focus of this dissertation. Specifically, this dissertation
focuses on addressing the challenge of reduced degrees of freedom (DOF) that occurs
when switching to a PI unit such as a membrane reactor. This is accomplished by
completing the following four specific aims:
1) Develop a block-based, phenomena modeling technique for an
intensified membrane system. Utilizing the AVEVA Process Simulation
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platform (AVEVA, 2019), sub models will be developed that can take on the
identity of various unit operations such as heat exchangers, reactors,
membrane separators, and membrane reactors by selecting various blocks
representing heat transfer, reaction kinetics, and membrane permeation
phenomena. These sub models will then be combined to produce a simulation
of modular equipment focused on customizability.
2) Develop the theory for block-based modular designs to achieve a
desired output space for control of intensified systems. A theoretical
understanding for the reduction in the degrees of freedom (DOF) challenge in
process intensification will be developed to address this gap in the literature.
This challenge will be further investigated to specifically look at how different
combinations of phenomena, their arrangement, and design dimensions affect
the input-output mapping. This investigation will be crucial due to the size of
the combinatorics problem of customization that may arise through selection
of phenomena.
3) Create an optimization algorithm that applies the developed theory to the
design and control of modular systems. With the developed theory from
the previous aims, an algorithm will be produced to optimize the design of an
intensified process with the goal of maximizing the operability index through
module-based design. This improvement in the operability index demonstrates
the unit is able to achieve more desired output points than the standard
membrane reactor is capable of and thus shows an improvement in its control
system’s ability to achieve these points.
6

4) Apply the methodology to energy systems. The developed approach will
be applied to energy systems. The system in focus, a traditional water-gas
shift process, will demonstrate how the degrees of freedom for the membrane
reactor’s control system can be improved through the proposed novel modulebased design approach.
1.1 Research Outputs
The specific contributions of this work are: i) development of a block-based
modeling approach to membrane reactors that allows for the easy deployment of
complex membrane reactor systems. This model is capable of modeling dynamic,
countercurrent, nonisothermal, and bidirectional permeation with reduced effort to set up
the simulation, a tool that will assist many PI researchers in even research areas beyond
the focus of this dissertation; ii) development of a novel module-based design framework
for membrane reactor systems as well as heuristics for designing them; iii) creation of a
novel design algorithm that utilizes proposed heuristics to maximize the operability of a
given membrane reactor system. This algorithm reduces the combinatorics and thus
complexity of the problem from an exponential class to being solved in polynomial time.
The contributions of this research have resulted in the following products:
Journal Publications
1. Brent Bishop and Fernando V. Lima. Modeling, simulation, and operability
analysis of a nonisothermal, countercurrent, polymer membrane reactor.
Processes, 8(1), 78, 2020. (Bishop & Lima, 2020)
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2. Brent Bishop and Fernando V. Lima. Novel Module-Based Membrane Reactor
Design Approach for Improved Operability Performance. Membranes 11(2), 157,
2021. (Bishop & Lima, 2021a)
3. Brent Bishop and Fernando V. Lima. Novel Module-Based Design Algorithm for
Intensified Membrane Reactor Systems. Processes 9(12), 2165, 2021. (Bishop &
Lima, 2021b)
Book Chapters
1. Brent Bishop, Oishi Sanyal and Fernando V. Lima. Transport Phenomena in
Polymeric Membrane Reactors. In Current trends and future developments on
(bio-) membranes, A. Basile, K. Ghasemzadeh and A. Iulianelli (eds.), Elsevier,
2021. (Bishop et al., 2022)
Conference Presentations
1. Brent Bishop and Fernando V. Lima. Modeling, Simulation, and Control of a
Countercurrent Polymer-Based Water-Gas Shift Membrane Reactor for Process
Intensification. Oral presentation at AIChE National Meeting in Orlando, FL.
November 2019.
2. Brent Bishop and Fernando V. Lima. Novel Modular Design and Optimization
Framework for Intensified Membrane Reactor Systems. Oral presentation at
AIChE National Meeting (Virtual). November 2020.
3. Brent Bishop and Fernando V. Lima. Novel Module-Based Design and
Optimization Approach for Intensified Membrane Reactor Systems. Oral
presentation at AIChE National Meeting. Boston, MA. November 2021.
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Simulation Software Products
1. Brent Bishop. Membrane Library. AVEVA Process Simulation v6.0. July 2020.
1.2 Dissertation Organization
The outline of the remaining chapters of this dissertation begins with a literature
review in Chapter 2. Here, a more in-depth definition of the degrees of freedom problem
for PI is provided as well as discussion of the main challenges and potential solutions.
In Chapter 3, a detailed description of the modeling approach for membrane reactor
systems is provided. The concepts of operability and the novel module-based design
approach for membrane reactor systems is then provided in Chapter 4. In Chapter 5, the
module-based design approach is further studied using operability to determine the
potential benefits of this approach for addressing the DOF challenge. The lessons
learned from the analysis in Chapter 5 are then used to develop design heuristics for
module-based design and a design algorithm for membrane reactor systems is
developed in Chapter 6. Finally, in Chapters 7 and 8, conclusions as well as future
recommendations for this area of research are provided.

9

Chapter 2 Literature Review

The PI community has shifted interest towards the design of intensified process
units which combine multiple unit operations that would traditionally happen sequentially.
The objective is to dramatically reduce the size and increase the efficiency of chemical
processes. Intensified units such as membrane reactors have shown potential to replace
some energy-intense separation processes such as distillation columns (Burns & Koros,
2003; Khalilpour et al., 2015; Scholes et al., 2012). Although these intensified process
designs can achieve significant improvements in efficiency, they can be much more
challenging to control. The specific challenge addressed through this work is pertaining
to the degrees of freedom (DOF) reduction problem in this area.
Traditionally, a unit operations-based approach is used for designing chemical
processes. Generally a chemical process consists of six main areas: reactor feed
preparation, reactor, separator feed preparation, separator, recycle, and environmental
control (Turton et al., 2012). Each of these areas would also have its own control scheme
in place to ensure that disturbances are rejected and the proper operating conditions are
maintained. This type of process has the freedom to scale up and down as well because
there is the freedom to adjust the several control valves involved. Compare this in
contrast to an intensified process like a membrane reactor. There is a significant
reduction in the number of control valves available because there are physically less
units and less streams to manipulate in the intensified process. This problem is then
compounded with the fact that the few control valves that are present must attempt to
control reactions, separations, and heat exchange phenomena simultaneously. This
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combination leads to a reduction in the degrees of freedom (DOF) available to a potential
control scheme when designing an intensified process.
This DOF challenge was identified in the literature as early as 2003 (Schembecker
& Tlatlik, 2003) and continued to be researched to this day (Baldea, 2015; Department
of Energy, 2015; Nikačević et al., 2012; Vlachos et al., 2017). The main cause for the
reduction in DOF has been identified as the coupling of phenomena that would have
been traditionally designed in separate unit operations. However, the reason intensified
processes are efficient is because of this coupling of phenomena. Because of the conflict
between efficiency and controllability in the sense of increasing the DOF of the design,
some have argued an entirely different approach to process synthesis where “process
design, operation, and control should be considered simultaneously” was necessary to
address the challenge (Nikačević et al., 2012).
Modular technology research in the process systems engineering (PSE)
community have identified solving the DOF challenge and other control challenges as
one of the major steps required for advancing this area of research (Department of
Energy, 2015; Vlachos et al., 2017). The majority of theoretical research on the specific
DOF challenge has consisted primarily of empirical arguments. It was not until recently
(2017) that a more rigorous justification for why a loss of DOF occurs was provided
(Baldea, 2015). Because of this fact, there is a need for more theoretical work on this
challenge.
The term “modular plant” in the chemical industry is defined as a unit where “the
process equipment, instrumentation, valves, piping components, and electrical wiring are
mounted within a structural steel framework” (Roy & Eng, 2017). Simply stated, a
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modular plant is a unit that contains a scaled-down version of a traditional process unit
and is able to be transported on the back of a flatbed truck. This philosophy goes against
the concept of economies of scale, where generally larger units are more profitable.
Instead, modular plants aim to become profitable through improved efficiencies and
mass production, i.e., economies of numbers. However, this concept of modular design
differs from what “modularity” refers to in other industries. In other industries like the
electronics industry, modularity refers to products that are highly customizable, not
simply smaller (Beckett, 2015; Chernoff et al., 2003; Reisinger, 2015). This concept for
the modularization of equipment is also the one considered in this work.
Some of literature (Tian et al., 2020) has focused on the inclusion of flexibility as
a part of economic optimization, whereas this work is attempting to improve the design
and control performance in the context of the DOF challenge, in which specifically the
operability of the membrane reactor system is quantified by the operability index (OI).
Operability (Carrasco & Lima, 2017; Gazzaneo & Lima, 2019; Lima, Georgakis, et al.,
2010; Vinson & Georgakis, 2002) is chosen because it considers the design and control
problem simultaneously as the literature (Nikačević et al., 2012) emphasized the
necessity for addressing the DOF challenge.
In summary, the reported literature has identified the DOF reduction challenge in
PI as one of the major hurdles for the advancement of PI technology. The literature has
also stated that the primary cause of this reduction in DOF is due to the coupling of
phenomena. This presents a major design challenge as the coupling of phenomena is
the source of increased efficiency in many intensified process units. Therefore, a new
design approach is necessary to address both of these conflicting objectives. Lastly, the
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literature also states that the solution to the challenge would need to consider both the
design and control of the unit simultaneously.
Through this dissertation, it is demonstrated that a modular design approach
could significantly improve the operability index and therefore, give the unit more
freedom for control than it previously had, thus addressing the gap identified in the
literature. Although this was a great result, the optimum design was determined through
exhaustive methods, i.e., by checking every possible design. This design problem grows
exponentially as the number of modules considered increases, making it essentially
intractable to solve in reasonable time once the number of modules in series exceeds
four. In this work, this challenge of computational time to find the optimal design is also
addressed. This is done through the development of heuristics for solving this
classification of problems which are then applied to a novel design algorithm that
drastically reduces the computational time for finding optimal modular designs that
maximize the OI. To solve these large combinatorics/mixed integer design problems, this
novel design algorithm for membrane reactor systems determines optimal designs for
smaller versions of the larger problem by using a genetic algorithm. These solutions are
then combined with heuristics that relate the smaller known optimal solutions with the
larger, unknown optimal designs (whose design spaces are too large to search using
genetic algorithms alone). The proposed approach results in drastic reductions in
computational time with minimal reductions in solution accuracy. Such developed
approach will be described in detail in the subsequent chapters.
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Chapter 3 Membrane Reactor Model Development

The membrane reactor model for this work was developed using the AVEVA Process
Simulation platform (AVEVA, 2019). For this effort, a control volume is selected and a
submodel is developed in the equation-oriented environment that employs the mass and
energy transport equations discussed below and solves them using a Newton-step
method. This platform allows for a complex, first-principles model to be simulated that
includes countercurrent, non-isothermal, and bidirectional permeation aspects to be
simultaneously solved.
The rest of the chapter is organized as follows: First, a derivation of the mass and
energy transport for polymeric membrane reactors is given. The concept of block-based
modeling is then presented. Lastly, the water-gas shift membrane reactor (WGS-MR)
system in this work is simulated and validated using the developed model.
3.1 Transport Phenomena for the General Membrane Reactor Case
Before attempting to model the transport in polymeric membrane reactors, it is
best to begin with the equations for any general membrane-based system. Initially, the
general membrane system studied consists of a double pipe configuration with the “pipe”
in this case being surrounded by a permeable material. This arrangement is shown in
Figure 3.1.
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Figure 3.1 Shell and tube configuration for the membrane reactor.

3.1.1 Modeling Flow in the Membrane Reactor
The process side, which is a packed bed, is modeled using the Ergun Equation
(3.1), while the sweep gas side uses the Colebrooke Equation (3.2) for modeling the
pressure drop.
Ergun Equation, tube:
𝑑𝑝
150𝜇 (1 − 𝜖)
1.75𝜌 (1 − 𝜖)
=
𝑣 +
𝑣 |𝑣 |
𝑑𝑧
𝜖
𝐷
𝜖
𝐷

(3.1)

Where μ is the fluid’s viscosity, Dp is the catalyst particle diameter, ε is the void fraction
of the catalyst, vs is the superficial velocity of the fluid, and 𝜌 is the fluid density.
Colebrook Equation, shell:
𝑑𝑝
64𝑓𝜇𝑣
=
𝑑𝑧
2𝐷

(3.2)

Where Dh is the hydraulic diameter of the shell side and f is the Darcy friction factor and
can be solved using the implicit formula:
1
𝑓

= −2𝑙𝑜𝑔

𝜖
2.51
+
3.7𝐷
𝑅𝑒 𝑓
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(3.3)

These equations can be solved at any point along the shell or the tube sides of the
membrane reactor to get the pressure drop and subsequently, the volumetric flow rates.
Assuming the flow rates of the tube and shell sides are known, derivations of more
complex transport phenomena are possible. Membrane reactors are especially
challenging to model as non-isothermal and countercurrent systems due to the process
nonlinearities that arise under these conditions. To derive the mole and energy balances
for the membrane reactor, the following set of conventions are adopted:
1. Flow on the tube and shell sides is assumed to be in the positive axial direction.
2. The reaction rate of a component, Ri, is assumed to be the rate of consumption
of that component due to reaction.
3. The direction of permeation is assumed to be in the positive radial direction (i.e.,
from the tube into the shell).
A graphical representation of these conventions is shown in Figure 3.2.

Figure 3.2 Arrows depicting the assumed directions of flow and permeation for the
mole and energy balance derivations.
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To simplify the derivations, a thin slice of the membrane reactor is chosen as the control
volume as depicted in Figure 3.3.

Figure 3.3 Depiction of the control volume for the membrane reactor.

3.1.2 The Differential Component Mole Balance
The control volume contains three regions: the tube side, the membrane, and the
shell side, and each of these regions must satisfy a mole balance. Starting with the tube
side, there are four contributions to changes in the accumulation of a component, i, inside
the tube: 1) the flow of a component at z; 2) the flow of a component at z + ∆z; 3) the
consumption of that component within the volume of the tube due to reactions; and 4)
the permeation of that component within the volume through the surface of the
membrane. A graphical representation for the mole balance of the tube side is provided
in Figure 3.4.
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Figure 3.4 Tube side component mole balance of the selected control volume.

Using Figure 3.4, the steady-state mole balance of component i on the tube side is found
to be:

𝐹,

− 𝐹,

∆

−

𝜋
𝑑 ∆𝑧 ∗ 𝑅 , − 𝜋𝑑 ∆𝑧 ∗ 𝐽 = 0
4

(3.4)

where di is the inner diameter of the tube, Ri,j is the reaction rate of component i in
reaction j, and Ji is the mole flux of component i into the membrane. Dividing by ∆z and
taking the limit as ∆z goes to zero, the following differential mole balance is derived:
𝑑𝐹 ,
𝜋
=− 𝑑
𝑑𝑧
4

𝑅 , − 𝜋𝑑 ∗ 𝐽

(3.5)

Similarly, the shell side of the membrane reactor works the same way as the tube side
but differs in two ways. The shell side is used here for capturing a component permeating
out of the tube side so the sign of the permeation term is flipped and there are no
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reactions. This results in the following steady-state mole balance for the shell side of the
membrane reactor:
𝐹,
where 𝛿

− 𝐹,

∆

+ 𝜋(𝑑 + 2𝛿

)∆𝑧 ∗ 𝐽 = 0,

(3.6)

is the membrane thickness. Once again, dividing by ∆z and taking the limit

as ∆z goes to zero, the following differential mole balance for the shell side is derived:
(±)

𝑑𝐹 ,
= 𝜋(𝑑 + 2𝛿
𝑑𝑧

)∗𝐽

(3.7)

In this case, the differential term could either be positive or negative depending on
cocurrent or countercurrent operation, respectively.
Finally, the mole balance for the membrane itself should be considered. Material
can enter the membrane in the control volume from four directions: from the tube, from
the shell, from the membrane at z, and from the membrane at z + ∆z as depicted in
Figure 3.5.

Figure 3.5 Graphical depiction of the steady-state component mole balance for the
membrane.
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Therefore, the steady-state mole balance for the membrane is:
(𝐽 | − 𝐽 |

∆

)∗

𝜋
(𝑑
4

− 𝑑 ) + (𝐽 | ∗ 𝑑 − 𝐽 |

∗ 𝑑 )𝜋∆𝑧 = 0

(3.8)

In this equation, the terms have been grouped based on direction of permeation either
axially along the membrane or radially through the membrane. However, a scaling
argument could be made that the permeation in the axial direction is negligibly small
relative to the radial permeation. Most permeation models for membranes take on a form
described in the following equation:
𝐽 =

𝑄
𝛿

(𝑝

−𝑝 )

(3.9)

In the n = 1 case (such as for polymer membranes that work through Fickian
diffusion), the molar flux of a material through the membrane is directly proportional to
the pressure drop across the distance of permeation. To ignore the axial contribution of
flux in the membrane, the following statement would need to hold:
𝑝 −𝑝
𝑑𝑝
≫
𝛿
𝑑𝑧

(3.10)

Considering the polybenzimidazole (PBI) polymer membrane addressed later in this
work as an example, the above equation simplifies to the following:
42[𝑎𝑡𝑚] − 21[𝑎𝑡𝑚]
𝑎𝑡𝑚 𝑑𝑃
= 2.1 ∗ 10
≫
1 ∗ 10 [𝑚]
𝑚
𝑑𝑧

(3.11)

In this example, the pressure drop across the membrane is several orders of
magnitude larger than the pressure drop along the length of the membrane and
therefore, the flux of material in the axial direction can be ignored. Although this was
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specifically set for the PBI membrane in focus, generally membranes are sufficiently thin
such that this condition is always satisfied. This means that Equation (3.5) simply
reduces down to show that the flux from the tube into the membrane is equal to the flux
from the membrane into the shell, and therefore it is equal to the flux from the tube to the
shell. Assuming the inner diameter and outer diameter are approximately equal due to
the thin membrane, the final differential component mole balances for the general
membrane reactor system are:
Tube side differential component mole balance (at Steady State)
𝑑𝐹 ,
𝜋
=− 𝑑
𝑑𝑧
4

𝑅 , − 𝜋𝑑 ∗ 𝐽

(3.12)

Shell side differential component mole balance (at Steady State)
(±)

𝑑𝐹 ,
= 𝜋𝑑 ∗ 𝐽
𝑑𝑧

(3.13)

3.1.3 The Differential Energy Balance
There are many important contributions that make up the energy balance for the
membrane reactor. Starting with the tube side again, there are four contributions: 1) the
enthalpy flowing into the tube side of the control volume at z; 2) the enthalpy flowing out
of the tube side of the control volume at z + ∆z; 3) the enthalpy flowing in or out of the
tube side of the control volume through the membrane; and 4) the heat transferred due
to a temperature difference between the tube and shell side in the control volume. This
tube side energy balance is presented graphically in Figure 3.6.
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Figure 3.6 Graphical depiction of the steady-state energy balance of the tube side.

The third contribution (denoted as Hperm in Figure 3.6) accounts for the Joule-Thomson
effect where a gas can change temperature due to an isenthalpic change in pressure. It
can be calculated by determining the difference in the enthalpy of the component
permeating through the membrane at the pressure it started at and where it ended at
multiplied by the flux. The enthalpy lost from the tube side due to permeation can be
solved with the following integral:

𝐻

where 𝐻

=

𝐽 𝜋𝑑 ∆𝑧

𝑑𝐻
𝑑𝑝

𝑑𝑝

(3.14)

is the total enthalpy exchanged due to permeation through the membrane

and Ti is the temperature of the side of the reactor the component i originated. Also, the
equation for the energy gained by the shell side through this process is equal and
opposite to this integral.
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Because the shell side must receive the heat and enthalpy lost by the tube side,
it has an equivalent energy balance but with opposite signs for the permeation and heat
exchange terms:
Tube side energy balance

𝐹𝐻 | −𝐹𝐻 |

∆

−

𝐽 𝜋𝑑 ∆𝑧

𝑑𝐻
𝑑𝑝

𝑑𝑝 − 𝑈𝜋𝑑 ∆𝑧(𝑇 − 𝑇 ) = 0

(3.15)

𝐽 𝜋𝑑 ∆𝑧

𝑑𝐻
𝑑𝑝

𝑑𝑝 + 𝑈𝜋𝑑 ∆𝑧(𝑇 − 𝑇 ) = 0

(3.16)

Shell side energy balance

𝐹𝐻 | −𝐹𝐻 |

∆

+

where Ft and Fs are the total molar flow rate of the tube and shell sides respectively, Ht
and Hs are the total molar enthalpies of the tube and shell sides respectively, U is the
overall convective heat transfer coefficient, and Tt and Ts are the temperatures of the
tube and shell sides respectively. As before, we can divide the equation by ∆z and take
the limit as ∆z goes to zero and derive the differential energy balances for the general
membrane system.
Tube side differential energy balance (at steady state)
𝑑(𝐹 𝐻 )
+
𝑑𝑧

𝐽 𝜋𝑑 ∆𝑧

𝑑𝐻
𝑑𝑃

𝑑𝑃 + 𝑈𝜋𝑑 ∆𝑧(𝑇 − 𝑇 ) = 0

(3.17)

Shell side differential energy balance (at steady state)

(±)

𝑑(𝐹 𝐻 )
−
𝑑𝑧

𝐽 𝜋𝑑 ∆𝑧

𝑑𝐻
𝑑𝑃
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𝑑𝑃 − 𝑈𝜋𝑑 ∆𝑧(𝑇 − 𝑇 ) = 0

(3.18)

3.2 Block-Based Modeling and Simulation Approach
To simulate the polymer membrane reactor with the equations derived above, a
model was developed using the equation-oriented, AVEVA Process Simulation Platform
(AVEVA, 2019) employing a block-based phenomena concept. This method allows for
the simulation of complex membrane systems that may take too long in other platforms
to calculate all the operating conditions required for a reasonable operability analysis to
take place.
The model is constructed by discretizing along the length of the membrane reactor
and modeling each of the produced sections using a model element referred to as
“MemElem.” MemElem is further broken down into submodels, where each of which
captures the various phenomena that occur in a membrane reactor. A block diagram of
how these submodels are connected to each other within the MemElem model is
provided in Figure 3.7.

Figure 3.7 The submodel structure for the MemElem model.
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For a thin slice along the length of a membrane reactor, the tube and shell sides of the
reactor can be assumed to operate as a continuous stirred-tank reactor (CSTR) where
the outlets are equal to the current state of the reactor, depicted in Figure 3.7 as
“TubeState” and “ShellState.” These state submodels determine the thermodynamic
state on each side of the reactor and send that information (in this case the molar
composition (Z), pressure, and temperature) to the other submodels. The other
submodels handle the calculations of the membrane permeation (Flux Model,
PermStateS, and PermStateT) and reaction kinetics (Tube Rxn). The results from all the
submodels are used by the MemElem model to calculate the mass and energy balances
described in the Section 3.1. Lastly, these thin sections of membrane can be combined
in series to produce the full membrane reactor structure as seen in Figure 3.8.

Figure 3.8 Each MemElem submodel [1, 2,…,N-1,N] is combined in series to complete
the calculation of the full polymer membrane reactor unit.
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This methodology allows for the simulation of the countercurrent, nonisothermal, and
bidirectional permeation aspects of a polymer membrane system quickly enough that it
can be solved in real-time in a dynamic simulation using an Intel® Core™ i7-4790 CPU
@ 3.60GHz processor. Although for the purposes of this analysis, all simulations will be
performed at steady-state conditions.
By dividing the model into blocks that are dedicated to each of the phenomena
that occur in the membrane reactor unit, additional features and unit customization are
available to the user. By adding or removing blocks from the model, MemElem is thus
capable of simulating a membrane reactor, membrane separator, packed bed reactor,
or heat exchanger. For example, if a user is interested in using MemElem to simulate a
stand-alone packed bed reactor with heat transfer, they would remove the Flux Model,
PermStateS, and PermStateT blocks (see blocks in Figure 3.7). The potential benefits
of being able to do this are covered in more depth in Chapter 4.
Although a block-based phenomena approach to modeling and simulating
membrane reactor systems in an equation-oriented modeling environment provides the
ability for conducting mixed-integer design optimizations, control studies, etc., the
initialization process for this approach is challenging and the swapping in and out of the
blocks may cause the model to become unsolved if the transition between solutions is
discontinuous.
In equation-oriented modeling and simulation, it is necessary that the solver can
find a unique solution at every step of the initialization process. This means two
conditions should remain true throughout the initialization process: 1) the system of
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equations that describe the model must have a finite number of solutions; 2) the transition
between intermediate solutions should be either continuous or smooth. If the system has
infinitely many solutions, the solver will be unable to find a solution because the system
is indeterminate. This can be a problem for the PermStateS and PermStateT blocks
which require N+2 independent thermodynamic properties to be uniquely defined. During
the initialization process, there is no material permeating across the membrane,
therefore there is no unique solution for what the N component mole fractions of the
permeating material are and the PermState blocks can become unsolved. Arbitrary
values could be sent to the PermState submodels so they remain solved, but this now
can leads to the second issue described above. If the provided arbitrary values are very
different from the actual values in the final solution, the solver is unlikely to arrive at a
solution, especially if the system is in countercurrent mode. Because the initialization
approach is the most challenging barrier in the modeling of the countercurrent,
nonisothermal, polymer membrane reactor system, a comprehensive description of the
developed approach is a necessary point of discussion.
This process begins by flowing the contents of the tube and shell side cocurrently
with specified pressure drops for each side and no heat or mass transfer interactions
between the two sides. This allows the TubeState and ShellState submodels in Figure
3.7 to solve for initial solutions for the thermodynamic states of the tube and shell side
and gives MemElem the opportunity to establish an initial mass and energy balance for
the system. Once the model is filled with initial values, the goal is then to introduce each
element of the desired model in such a way that the two conditions from earlier can be
satisfied: 1) the system of equations that describe the model must have finitely many
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solutions; 2) the transition between intermediate solutions should be either continuous
or easy to solve. These elements that need to be added to this initial model are: 1)
pressure drop; 2) reaction kinetics; 3) countercurrent operation; 4) membrane
permeation and heat transfer. This order was determined to be the most effective in
initializing the block-based modeling approach as each step provides the best possible
guess for the next element to be added to the model.
Lastly, a series of “contact” variables, C, are implemented that facilitate the
transition from step 3 to step 4. The standard formula used for these contact variables is
of the form,

𝑆 = 𝑆 ∗ (1 − 𝐶) + 𝑆 ∗ 𝐶

(3.19)

where S is the solution used by the model, S1 represents an initial solution, and S2
represents a desired solution. By switching the value of the contact variable from 0 to 1,
the value of S will switch from S1 to S2 continuously rather than discretely, making the
model much easier for the solver to determine a solution. This same concept has also
been applied at the block level of the model where contact variables can remove entire
blocks from the model. This feature, combined with the fact that the block-based
approach allows for simulating multiple unit operations by adding or removing blocks,
creates a design space for a membrane reactor model using this MemElem concept that
is homotopic. That is to say, every possible topological design for the unit is connected
to every other design through a continuous deformation. This is especially appealing for
mixed-integer optimization problem formulations as the solution space is now continuous
and because the transitions can take place without having to reinitialize the model.
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3.3 Water-Gas Shift Membrane Reactor Model Validation and Simulation
3.3.1 Water-Gas Shift (WGS) Polybenzimidazole (PBI) Membrane Reactor Model
Utilizing the differential mole and energy balances for the generalized membrane
reactor, any membrane reactor system can be modeled by defining the set of R i
associated with the catalyst and the Ji associated with the desired membrane material.
In the case of polymer membranes such as PBI, a Fickian model for diffusion is an
example of a potential model for Ji and takes on the form:
Fickian Diffusion Model

𝐽 =

𝑄
𝛿

𝑝 , −𝑝

,

(3.20)

where Qi is the permeance of the component i through the membrane. In this case, the
flux for any one component in the membrane reactor is dependent on its partial pressure
driving force across the membrane and its permeance through that material. To explore
this further, we perform a simulation study of a PBI membrane reactor packed with a
copper-based catalyst for low temperature WGS kinetics (Choi & Stenger, 2003). The
setup for this simulation is shown in Figure 3.9.

29

Figure 3.9 Schematic of a countercurrent, WGS membrane reactor with PBI
membrane.

In the ideal case, the syngas entering the reactor would have a 1:1 ratio of CO to
H2O with all the H2 produced permeating out of the reactor and into the steam sweep
gas. This would leave a pure CO2 product in the retentate and none in the permeate and
all the hydrogen would be captured in the steam sweep gas and easily separated by
condensing the steam. Although some expensive metallic membrane materials such as
palladium can essentially achieve this using ion-transport means (as opposed to Fickian
diffusion), this is not the case for polymer membranes. For one example model of a PBI
membrane, the component permeances observed are shown in Table 3.1.
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Table 3.1 Component permeance (Qi,o), permeability (Pi,o), and component selectivity
(𝛼 / ) values observed at 300 ⁰C in literature (Choi & Stenger, 2003) reported in gas
permeation units (GPU) and barrer, respectively.
Qi,o

Pi,o

(GPU)

(barrer)

H2

250.0

25.00

--

CO2

8.9

0.89
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H2O

750.0

75.00

0.33

CO

2.5

0.25

100

N2

2.5

0.25

100

Component (i)

𝜶𝑯𝟐 /𝒊

3.3.2 WGS-MR Model Validation
The operating conditions for this study are taken from reference (Radcliffe et al.,
2016). The reactor utilizes as process stream a syngas feed that has undergone the
necessary removal of impurities while the chosen sweep gas is steam. The inlet
composition of these streams can be found in Table 3.2.

Table 3.2 Molar composition of inlet streams, given in mole fraction.
Component

Syngas
Feed

Steam
Sweep

H2

0.1933

0

CO2

0.0568

0

H2O

0.4886

1

CO

0.2443

0

N2

0.017

0
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The syngas feed enters the tube side of the reactor at 300 °C, 47.63 atm, and with a
volumetric flow rate of 400 cm3/min. The sweep gas enters the shell as pure, saturated
steam at 25.86 atm and a volumetric flowrate of 400 cm 3/min. The reactor consists of a
single tube (1.02 cm diameter) and shell (6.12 cm diameter) arrangement with a total
reactor length of 300 cm. A membrane thickness of 100 nm is selected to reflect an
industrially relevant thickness (Berchtold et al., 2012; Li et al., 2014; Singh et al., 2014).
This simulation was run using the block-based phenomena modeling approach and
compared to the original literature (Radcliffe et al., 2016) for validation. The results of
such comparison are shown in Table 3.3.

Table 3.3 Comparison between the block-based proposed approach and literature
(Radcliffe et al., 2016).
Component

Proposed
Approach (%)

Radcliffe et al.
(%)

Error (%)

XCO

99.83

99.36

0.47

RH2

98.12

98.38

-0.26

CCO2

75.72

75.77

-0.07

PurityCO2+H2O,r

95.55

96.05

-0.52

PurityH2,p

42.00

42.05

-0.12

3.3.3 WGS-MR Simulation Studies
Using the nominal conditions described above, profiles for the permeation rates
of hydrogen and steam are produced as shown in Figure 3.10.
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Component Molar Flux Rate (mmol/min)

Figure 3.10 Profile of the permeation rates for hydrogen and steam down the length of
the polymer membrane reactor.

Although the other components, CO2, CO, and N2, are also permeating through the
membrane, they are permeating at a much lower rate than the H2 and H2O depicted in
Figure 3.10. This result shows an interesting characteristic of the polymer membrane.
For about the first sixth of the reactor, H2O (steam) is being removed from the tube side
along with the H2 product. However, for the remainder of the reactor, steam is being
injected into the tube side of the reactor. During this time, the sweep gas enters the
catalytic tube side, reacts to become hydrogen, and then permeates back to the shell
side as a product. This is a nice property for an equilibrium-limited reaction such as WGS
because not only is the membrane removing a main product, but it is also providing
steam injection for enhanced conversion. This would be a useful property for cases
where the CO/H2O ratio of the feed becomes greater than one and there is insufficient
steam to convert all the CO to CO2.
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Temperature is also an important factor to consider as WGS is known to produce
a significant amount of heat and becomes equilibrium limited as the temperature
increases due to its exothermic nature. The temperature profiles for the tube and shell

Temperature (°C)

sides at the nominal operating conditions can be seen in Figure 3.11.

Figure 3.11 Temperature profiles of the tube and shell sides for nonisothermal
operations.

It is important to note in Figure 3.11 the temperature spike at the beginning of the reactor.
The conditions at the inlet of the reactor lie very far to the left of equilibrium. This is
evidenced by the fact that steam is permeating out of the tube side at the beginning of
the process. The reaction rates are much greater than in a normal WGS reactor because
H2 product is being removed, thus also removing a major equilibrium limitation, but also
introducing a large temperature spike. This problem of excess heat in polymer
membrane reactors is reported by Singh et al. (Singh et al., 2014) who states that
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“syngas operating temperatures in the vicinity of the water-gas shift (WGS) reactors
ranges from 200 to 500°C, depending on the WGS stage and catalyst used.” This
illustrates the importance of including the nonisothermal assumption, as the reactor inlet
temperature for this past study (Radcliffe et al., 2016) leads to reactor temperatures that
could eventually cause degradation of the polymer membrane material. Through further
testing, it was determined that an inlet syngas temperature of 200°C is more reasonable
as it does not produce temperatures above 400°C and is still hot enough to be in the
gaseous state at these higher pressures.
These simulation results indicate many research pathways for the design of
membrane reactors. Most membrane reactor models require simplifications to the
problem in order to produce results in a tractable manner, especially when performing
an operability analysis (or online optimization) that requires many simulations to be run
to produce the output space for further analysis. But these simplifications are harder to
justify in the design and simulation of intensified processes. The purpose of combining
phenomena such as mass transfer and kinetics is to see how the performance of the unit
can be improved by having them work in tandem. However, as shown earlier with the
temperature profile in Figure 3.11, there are also difficult challenges that arise when
combining them. As more phenomena are combined in these process units, the more
interdependent they become, and the more difficult it is to design the equipment to meet
the desired output specifications (Baldea, 2015; Nikačević et al., 2012; Schembecker &
Tlatlik, 2003).
Isothermal operation is often assumed for a few reasons. The reaction rate,
equilibrium, and the membrane permeance are all affected by the temperature in the
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reactor. When this is coupled with the interdependence that the phenomena have with
each other, it creates a very complex behavior with difficult calculations before even
considering how the tube side of the membrane reactor might interact with the shell side
for heat transfer calculations.
The difficulty in solving for the state of the tube or shell side of the membrane
reactor is a reason the Joule-Thomson is normally not considered. In most cases, the
Joule-Thomson effect has a minor impact on the accuracy of the temperature and
requires accurate knowledge of the temperature at a given point in the reactor to
calculate accurately. Many membranes, such as palladium-based membranes, are
highly selective to only H2 and therefore do not need to consider this effect. Because of
this, it is normally not worthwhile from a modeling perspective unless other
nonisothermal factors are being considered in the model. However, in the case of
polymer membranes with a high selectivity for H2O permeation and nearly a 22 atm
difference in pressure across the membrane wall for the analyzed study, the JoulesThomson effect may be more important to include.
The stated complexities are also the reason for avoiding countercurrent operation
in membrane reactor simulation. The significant dependency on the states of each side
of the reactor creates a very difficult boundary-value problem where even slight changes
to the conditions of one side of the reactor can lead to dramatically different solutions
overall. In most traditional unit operations such as heat exchangers and reactors, the
profiles will still have similar shapes, but will shift, compress, or contract as unit
operations are varied. But with the membrane reactor model, different operating points
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lead to dramatically different behaviors and because of this, countercurrent operation is
generally avoided.
Lastly, membranes such as the polybenzimidazole are able to have multiple
components permeating in both directions simultaneously. This only becomes difficult
when combined with countercurrent operation as this allows for a circulation effect to
occur in the membrane reactor. For example, steam flows countercurrently to the tube
side, permeates to the tube side, reacts to become hydrogen, flows cocurrently within
the tube, and then permeates back to the shell side before leaving the reactor. Given all
these aforementioned challenges, the proposed model of the comprehensive
nonisothermal, countercurrent membrane reactor with bidirectional permeation is thus
one of the significant contributions of this work.
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Chapter 4 Operability and Module-Based Membrane Design

Now that a rigorous modeling tool for complex membrane reactor systems is
produced, it can now be used for further studying the control challenges that intensified
membrane reactors systems face. For this work, the steady-state operability concept will
be a crucial metric used for assessing improvements in subsequent designs as the DOF
challenge is addressed. Because of this, an introduction to operability concepts and their
relation to this work is first provided next.
4.1 Operability Concepts
Operability ultimately serves as the interface between design and control (Lima,
Jia, et al., 2010). Traditionally when creating a plant, the unit will undergo a design phase
for the equipment before it undergoes a design phase for the control system. However,
as the interest in intensified processes grows, the literature has identified that “process
design, operation, and control should be considered simultaneously, or in other terms,
they should be fully integrated” (Nikačević et al., 2012) for intensified processes.
Because operability characterizes the interface between design and control, any
intensified process (such as the polymer membrane reactor unit considered in this work)
should undergo such an analysis to identify the control challenges and to determine if
any design changes can be implemented to mitigate these challenges. Set-point
operability is used in this research to measure the performance of the membrane reactor
design, as defined in the operability analysis for square systems (Lima, Jia, et al., 2010).
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The mapping of inputs (𝒖 ∈ ℝ𝒎 ) of a model (M) to its outputs (𝒚 ∈ ℝ𝒑 ) can be formulated
the following way:
𝒙̇ = 𝒇(𝒙, 𝒖)
𝒚 = 𝒈(𝒙, 𝒖)
𝑴=
⎨ 𝒉𝟏 (𝒙̇ , 𝒙, 𝒚, 𝒖̇ , 𝒖) = 𝟎
⎩ 𝒉𝟐 (𝒙̇ , 𝒙, 𝒚, 𝒖̇ , 𝒖) ≥ 𝟎
⎧

(4.1)

in which 𝒙 ∈ ℝ𝒏 are the state variables and 𝒉𝟏 and 𝒉𝟐 are equality and inequality process
constraints, respectively. Also, 𝒙̇ and 𝒖̇ represent time derivatives associated with 𝒙 and
𝒖, respectively, and 𝒇 and 𝒈 are nonlinear process maps.
Using the operability mapping concept, there are two sets of inputs and outputs
that are important in this analysis:
Available Input Set (AIS): The set of all operational inputs or manipulated
variables that are available to produce change to the output of the process and is defined
as:
𝑨𝑰𝑺 = 𝒖|𝒖𝒎𝒊𝒏
≤ 𝒖𝒊 ≤ 𝒖𝒎𝒂𝒙
;𝟏 ≤ 𝒊 ≤ 𝒎 ,
𝒊
𝒊

(4.2)

For this study, the AIS for the polymer membrane reactor consists of the sweep gas
flowrate and the syngas flow rate into the membrane unit.
Achievable Output Set (AOS): This set consists of all possible outputs that can be
achieved, given the available input set and is mathematically defined as:
𝑨𝑶𝑆 = {𝒚|𝑴(𝒖); ∀𝒖 ∈ 𝑨𝑰𝑺},

(4.3)

Because a polymer membrane is being used, other species can permeate through the
membrane as well, most notably steam (which is used as sweep gas) and carbon
dioxide. In the ideal case, all of the carbon-containing compounds (CO 2 and CO) would
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remain on the tube side of the membrane reactor and the membrane reactor would
recover all of the potential H2 that could be produced by the system. The performance
objectives for this system can be defined by Equations (4.4) and (4.5):
𝑅

𝐶

in which 𝑅

=

=

and 𝐶

𝐻 𝑖𝑛 𝑝𝑒𝑟𝑚𝑒𝑎𝑡𝑒
=
(𝐻 + 𝐶𝑂)𝑖𝑛 𝑓𝑒𝑒𝑑 𝐹

𝑐𝑎𝑟𝑏𝑜𝑛 𝑖𝑛 𝑟𝑒𝑡𝑒𝑛𝑡𝑎𝑡𝑒 𝐹
=
𝑐𝑎𝑟𝑏𝑜𝑛 𝑖𝑛 𝑓𝑒𝑒𝑑
𝐹

𝐹 ,
, +𝐹
,
,

+𝐹
+𝐹

(4.4)
,

,

(4.5)

,

are the hydrogen recovery and carbon capture fractions,

respectively. Note that despite having CO2 as its subscript, the carbon capture includes
carbon monoxide as well. This is the notation used in related literature and is kept here
for consistency.
For the purposes of this study, the AOS consists of the achievable hydrogen
recovery and carbon capture for the unit to analyze how the polymer membrane reactor
performs under different operating conditions. In this study, the ideal performance for
any membrane-based system would be 100% recovery of hydrogen and 100% capture
of CO2, so high performance for these two outputs is desired. A schematic visual
depiction of these spaces is provided in Figure 4.1.
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Figure 4.1 Example of an available input set (AIS) being mapped to an achievable
output set (AOS) with the use of a process model (M).

Because the AOS is the set of all the outputs that can be achieved given the entire
set of inputs, the ideal objective is to improve the design to maximize the amount of the
AOS that meets some desired output specification. This set of desirable operating points
is referred to as the DOS:
Desired Output Set (DOS): This set represents the region of operation that is
desired for a given process and is defined as:
𝑫𝑶𝑺 = 𝒚|𝒚𝒎𝒊𝒏
≤ 𝒚𝒊 ≤ 𝒚𝒎𝒂𝒙
;𝟏 ≤ 𝒊 ≤ 𝒑
𝒊
𝒊

(4.6)

Once these spaces are calculated and/or defined, there are two questions that
can be asked: 1) What percentage of the DOS is achievable; and 2) what percentage of
the AIS maps to an operating point contained within the DOS? This work will focus on
the former question. The DOF challenge is about how the coupling of phenomena takes
away the degrees of freedom from a given control scheme. In operability, this normally
translates to a sizeable AIS being mapped to a significantly smaller AOS with reduced
dimensionality. That is to say that a large range of available inputs results in a set of very
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few outputs. Therefore, attempting to increase the range of desired operating points that
is achievable is the more applicable metric and is defined mathematically here:
𝒔 − 𝑶𝑰 =

𝝁(𝑨𝑶𝑺 ∩ 𝑫𝑶𝑺)
𝝁(𝑫𝑶𝑺)

(4.7)

This metric is referred to as the servo-OI (s-OI). Here, μ represents a measure of
the size of the space for instance length, area, volume, and hypervolume for their
respective dimensions. The servo-OI is a way of quantifying what fraction of the DOS
can be achieved by a given design. An OI of 1 would mean the given design can achieve
any steady-state operating point in the DOS whereas an OI of 0 would mean the given
design can achieve no steady-state operating points in the DOS. Figure 4.2 summarizes
the operability concept with the green region representing the region of the DOS that can
be achieved by a given design considering a schematic for the water-gas shift reaction
example that will be addressed in this work (Bishop & Lima, 2020; Radcliffe et al., 2016).

Figure 4.2 Schematic of the process operability concept. The fraction of the DOS
covered by the green region would correspond to the operability index (OI) for the
design.
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Although the servo-OI is the operability metric that is being chosen for this work, the
subsequent chapters are unaffected by this choice and a given user could easily swap
to other metrics if that is preferred. Another important note is that this work addresses
steady-state operability. This means that despite there being a path in the output space
between two steady-state operating points in the AOS, one cannot infer from this work
the dynamic path characteristics between such points.
4.2 Operability Analysis of the WGS-MR
As stated earlier, the two objectives for the WGS-MR are to recover H 2 and to
capture CO2. Upon closer inspection, these are competing objectives. Improved carbon
capture would occur as membrane permeation decreases in polymer membranes,
whereas improved hydrogen recovery is achieved through enhanced permeation from
more sweep gas being used. This means for a given flowrate of syngas on the tube side,
there exists some flow rate of sweep gas that produces the “best tradeoff” between these
two objectives for the nominal operating point. In this case, the best tradeoff is defined
as the design and operating point that minimizes the following objective function:

𝑓(𝐿, 𝐷, 𝑁 , 𝐹

) = (1 − 𝑅 ) + (1 − 𝐶

)

(4.8)

Where L is reactor length, D is the shell diameter, Nt are the number of tubes, and Fsteam
is the steam sweep gas flow. This objective function is selected because a “utopian”
design would give 100 percent hydrogen recovery and carbon capture so the best
tradeoff will be the design and operation that gets the membrane-based unit as close to
that point as possible under normal operation. Using the sequential quadratic
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programming (SQP) optimization tool built into the AVEVA Process Simulation Platform,
assuming 500 kg/h of syngas (modular scale) must be processed and requiring that the
tubes must be packed densely enough to assume there is no bulk diffusion, this optimal
membrane design and operation was determined and its conditions are summarized in
Table 4.1.
Table 4.1 Optimal membrane reactor design that produces the “best tradeoff” between
hydrogen recovery and carbon capture according to the defined objective in Equation
(4.8).
Parameter

Optimal Value

L

4.9 m

D (shell)

3.3 m

Nt
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Fsteam

1,880 kg/h

𝑅

94.9%

𝐶

87.0%

The result in Table 4.1 makes sense as perfect carbon capture is not achievable
if there is membrane present (unless perfect selectivity is assumed); however, near
perfect hydrogen recovery may be achievable by improving the operation of the
membrane. Because removing membrane could improve the carbon capture
percentage, this system could be a good candidate for the modular design approach
described above if certain sections of the membrane reactor-based unit could have no
membrane in them. The following layout in Figure 4.3 is initially assumed for the studies.
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Figure 4.3 Image of the countercurrent WGS-MR setup where the syngas process flow
control valve (FC1) and the sweep gas control valve (FC2) manual positions are
changed to generate the AIS.

For the simulation studies, the AIS is produced by considering the combination of
all possible valve positions for the process side syngas flow control valve and the shell
side sweep gas flow control valve. After opening and closing these two valves, the
carbon capture and hydrogen recovery rates are recorded to produce the corresponding
AOS. For this case, the traditional membrane reactor design considered as the base
case produces the AOS (on the right) in Figure 4.4 when applying the AIS (on the left)
to it considering the process model, M.
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Figure 4.4 The mapping of the input space of control valve positions (AIS) to the output
space of carbon capture and hydrogen recovery (AOS).

By analyzing the AOS in Figure 4.4, the problem with membrane reactors becomes
evident. It is common to see equidistant points in the AIS be mapped to a very small area
of the AOS such as the points in the corners in Figure 4.4 (on the right). This is where
the interest lies in expanding the amount of space that a given AIS is able to achieve as
well as moving achievable output points to a desired output space by changing the
membrane reactor design.
4.2 Module-Based Design Approach for Membrane Reactors
As the literature has identified, much of the problem with the loss of DOF when
optimizing the design and operation of intensified process units such as membrane
reactors is due to the coupling of design parameters/dimensions and physical
phenomena. This work addresses this challenge by introducing a novel design method
for membrane reactor units that allows for the partial decoupling of such parameters and
phenomena. Rather than designing a single membrane reactor unit, this work proposes
designing units through the assembly of smaller, phenomena-specific modular units. For
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example, a membrane reactor unit could be assembled by combining a membrane
module, a membrane reactor module, and a reactor module in an arrangement as in
Figure 4.5.

Figure 4.5 An example arrangement of three modules to make a larger intensified unit.
Here a membrane separator (M), a membrane reactor (MR), and a reactor (R) are
combined.

By designing membrane reactor units in this way, there is now the freedom to
choose the lengths of membrane and catalyst sections as well as introduce sections
where the different phenomena are not occurring simultaneously. However, this
approach also introduces important new design considerations. First, the construction of
small process units goes against the normal paradigm of economies of scale which finds
that processes on larger scales are more economical. For a modular system to be
profitable, it must be more efficient than a conventional process and should be a design
that can be mass produced. This means each heat exchanger, membrane separator,
reactor, and membrane reactor modules would ideally be constrained to, for example, a
certain size, length, and number of tubes for customization and to reduce costs.
One of the major benefits of the design approach presented here is that individual
modules can be mass produced and combined in a number of permutations to meet a
desired objective given a certain set of potential inputs (such as the set of all inputs from
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all potential well sites the unit will operate considering the shale gas utilization problem
as an example). To simulate the type of modular equipment being proposed in this work,
the modeling approach must allow for multiple unit operations to be simulated by the
same model without making topological changes in the simulation space. The method
proposed here is to build each unit operation by including or excluding the phenomena
that occur within them. An easy analogy for this is to view the individual phenomena as
modules for a more complex unit operation as illustrated in Figure 4.6.

Figure 4.6 A breakdown of the individual phenomena that take place in each unit
operation.

4.3 Module-Based Design and Membrane Reactor Operability
With the necessary pieces now developed, the first major question of this part of
the work can be asked. Given a module-based design approach for membrane reactors,
is there an arrangement of heat exchanger, membrane separator, reactor, and
membrane reactor modules that improves the operability of the original optimum
membrane reactor design? If this is the case, by improving the operability index, the
subsequent control system would then have the freedom to achieve more outputs in the
desired output set.
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If such a design exists, then what is the optimum number, nature, and
arrangement of those modules for an optimal design? Rather than thinking of the large
problem, it is easier to think of the problem in terms of the set of subproblems which will
be referred to as the “N-mod problems.” A solution to the N-mod problem is defined as
the optimum arrangement of N modules that maximizes the operability index of the
membrane reactor unit.
To facilitate this study, a computational framework is then developed that allows
MATLAB (where the process operability studies are performed) to send/receive values
to/from the membrane model in AVEVA Process Simulation. This framework works by
defining which N-mod problem is being studied, generating the design file for the
membrane unit, and then sending the design to Node.js which is a platform for executing
a Javascript code. Employing the AVEVA node modules developed to allow Node.js to
control AVEVA Process Simulation, Node.js then takes the design from MATLAB,
implements it in the simulation, performs the operability analysis, and returns the result
to MATLAB. This information workflow is summarized in Figure 4.7.
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Figure 4.7 Computational framework developed for determining the optimum N-mod
design.

To perform a fair study, every design is tested using identical available input sets
to compare their subsequent achievable output sets. Therefore, the only change
between each study is the modular design of the membrane-based system. An extensive
simulation optimization approach is then used to guarantee that the algorithm has found
the global optimum of the design space as well as allow for the opportunity to study which
designs lead to more effective performance than the base case membrane reactor
design.
Using the proposed framework, the servo-OI of the original membrane reactor
design can be determined. For this analysis, a DOS is chosen that includes all operating
points with a hydrogen recovery and carbon capture greater than or equal to 85% as a
value of 90% is not achievable for both parameters simultaneously based on the previous
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studies. To determine the operability index for each design, the boundary, polyshape,
and intersect functions in MATLAB were used. These functions allow for the identification
of the boundary points of the AOS, convert it to a polygon object, and then measure the
area enclosed by the boundaries and calculate the area of overlap with the DOS,
respectively. The result for this analysis is show in Figure 4.8.

Figure 4.8 The AOS of the original membrane reactor is shown (in blue/green). The
area of the overlap (green) with the DOS (white) has an OI of 0.129 meaning the
membrane reactor can achieve 12.9% of the DOS.

The OI for the original membrane reactor was determined to be 12.9%, meaning that this
design can achieve 12.9% of the operating points defined by the DOS. Returning to the
original question, can a module-based design outperform the original membrane reactor
in terms of operability? This operability analysis is performed again for a slightly modified
2-mod design (compared to the full membrane reactor) as shown in Figure 4.9.
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Figure 4.9. A 2-mod design case where the first module is a membrane reactor and the
second is a membrane separator.

Through this analysis, it can be shown that the OI is improved to 14.4%, an improvement
of 12% from the original membrane reactor design. This shows that the OI can in fact be
improved through a module-based design approach, which motivates a deeper study of
this design approach in the next chapter.
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Chapter 5 Module-Based Design Effect on Operability

As briefly described above, one of the objectives in this work is to investigate if
using the proposed modular design approach for membrane-based systems can lead to
an improvement in the operability index of the design. The OI of the membrane reactor
system can be improved in two ways: 1) the area the AOS of the system coverage can
be increased to overlap more with the DOS; and 2) the AOS of the system can be
translated further into the DOS. To better understand the potential benefits of this design
approach, it is useful to check the OI of every possible design for a given N-mod problem.
Although this is computationally expensive, knowing the global optimum for each case
(if computationally tractable) would be extremely beneficial for determining modulebased design heuristics.
It is easiest to begin with the 2-mod problem as there are only nine “viable”
modular designs possible. This is because each of the two modules could be one of four
possible modules: heat exchanger, reactor, membrane separator, or membrane reactor
meaning there are 4 (or sixteen) possible permutations to check. However, not all of
these sixteen designs are “viable” designs. For example, one of these permutations
would be two heat exchanger modules. This is not a viable design because it has no
catalyst and/or no membrane present in any of the modules. Such a design defeats the
purpose of process intensification and can be excluded from the extensive simulation
check list. For a given N-mod problem, there are 2𝑥2 − 1 designs that either have no
membrane or no catalyst present. This means for a given N-mod problem, the extensive
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simulation (or enumeration) algorithm must check the number of modules in accordance
with Equation (5.1).
𝑁

=4

−2∗2

+1

(5.1)

This is not challenging for solving relatively small problems such as the 2-mod problem,
but it is not a viable approach as the number of modules increases. This necessitates
developing heuristics for this design approach to minimize the overall size of the problem.
This process can then be repeated for every viable 2-mod designs of the
membrane reactor. The results of the operability analysis for all designs are shown in
Figure 5.1.

Figure 5.1 Plot showing all viable 2-mod design AOS’s given the same AIS. Here, the
red AOS represents the membrane reactor AOS that is shown in Figure 4.4. Also, M 1,
M2,… MN, denote the mapping of each module-based design.

There are a few important spaces to note in Figure 5.1. First, some designs
produce much smaller output spaces than the original membrane reactor does (AOS in
red). Spaces that are much smaller than the membrane reactor original AOS represent
designs that take away a hypothetical control system’s ability to affect the system. For
example, the dark green AOS in Figure 5.1 where all points lie to the right of 95%
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hydrogen recovery value means that opening and closing the sweep gas and syngas
control valves has little effect on the final output of that particular design. In contrast,
both of the brighter green AOS sets in Figure 5.1 cover a larger space in area than the
membrane reactor does. This means the control valves for these systems have a greater
impact on the output of these designs. In this case, the modular design that maximizes
the size of the AOS consists of a membrane separator and a membrane reactor and is
shown in Figure 5.2.

Figure 5.2 The optimum 2-mod design that maximizes the size of the AOS. In this
case, this design can achieve a 65% larger space than the base case membrane
reactor.

This design in Figure 5.2 has an AOS that is 65% larger than the original AOS for
the membrane reactor design. The natural next question would be if this number could
be further improved by increasing the number of modules and by how much. Using the
same analysis approach applied to the 2-mod problem, the output spaces to all viable 3mod designs (49 designs in total) can be generated as shown in Figure 5.3.
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Figure 5.3 Plot showing all viable 3-mod design AOS’s given the same AIS. Here, the
red AOS represents the membrane reactor AOS that was first shown in Figure 4.4.

With more modules as part of the design, the number of potential AOS’s increases
to 49 viable designs with similar outcomes in terms of AOS coverage to the 2-mod result.
Once again, there appears to now be two designs that shrink the output space in Figure
5.3 when compared to a similar part of the output space rather than just one as in Figure
5.1. Also, many designs seem to map to specific areas of the output space. This
suggests that there are certain sets of designs that belong to the same “family”
(represented by the light green AOS sets in Figure 5.3) in the sense that they map the
input set to the output set in similar ways. For the 3-mod problem, the optimum design
was able to increase the size of the AOS by 67% compared to the original membrane
reactor base case which is shown in Figure 5.4.

Figure 5.4 The optimum 3-mod design that maximizes the size of the AOS. In this
case, this design can achieve a 67% larger space than the base case membrane
reactor.

56

This result corresponds to only a small increase where compared to the 2-mod’s
solution that increased the AOS’s area by 65%. An interesting observation to make is to
compare the 2-mod and 3-mod solutions. The solutions are similar in their structures and
the 3-mod solution only differs by including a membrane module attached to the right
side of the arrangement. Continuing this process for the 4-mod problem, an optimum
solution is obtained which increases the AOS area by 76%, a much larger jump than
before, which is shown in Figure 5.5.

Figure 5.5 The optimum 4-mod design that maximizes the size of the AOS. In this
case, this design can achieve a 76% larger space than the base case membrane
reactor.

The observation of the optimum solution for each N-mod problem being similar to
the previous solution appears to be becoming a trend. This trend is expected as the
global optimum should not drastically switch for optimal performance. This solution also
makes physical sense for why it is so effective at expanding the output space. The initial
syngas that enters the unit contains some amount of hydrogen. By utilizing a membrane
separator first, this allows the control valves to control the amount of this initial hydrogen
that is removed before reaction. This ultimately gives control of the degree for which the
water-gas shift reaction occurs as more or less hydrogen being present in the membrane
reactor section would ultimately control the reaction rate and equilibrium. Then the
remaining two membrane modules can remove whatever amount of hydrogen is left after
the reaction. Thus, this resulting design is still experiencing the benefits from process
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intensification, but it now behaves more like a traditional unit operation approach would
from a control standpoint. It should be noted that when comparing these optimal
solutions, the total length of the module-based design is held constant whereas the
individual modules are shortened to fit within that specified total length. A summary of
the 2-mod, 3-mod, and 4-mod solutions is provided in Table 5.1.

Table 5.1 Summary of the operability analyses for maximizing the AOS area.

Unfortunately, this process must stop here because the size of the problem grows too
large when moving to the 5-mod problem (approximately 3.76 times more possible
designs than the 4-mod problem).
Next, one can also explore if it is possible to translate the AOS of a module-based
design closer to the DOS than the original membrane reactor. To perform this task, the
same process is followed as before, however, the best design is defined as the design
that minimizes the Euclidean distance between the points in the AOS and the utopian
58

point of 100% hydrogen recovery and carbon capture. A summary of the results for this
analysis is shown in Table 5.2.

Table 5.2 Summary of the operability analyses for minimizing the Euclidean distance
between the points in the AOS and the utopian point of 100% hydrogen recovery and
carbon capture.

These results seem to not be as impressive as the ones for expanding the AOS’s
size, but this is expected. Recall that the original membrane reactor design was chosen
through an optimization that was minimizing the Euclidean norm between the nominal
operating point and the utopian point in Equation (4.8). So, although the changes are
small, it is still a positive outcome that this modular approach produced designs that
improved this objective over the original membrane reactor. Also, notice that the pattern
of solution similarities is also observed for this objective function as well.
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This process of exhaustively checking each design was then repeated for each
modular design of the 2-mod, 3-mod, and 4-mod problems to find the greatest
improvement in the OI and the results are summarized in Table 5.3.

Table 5.3 Summary of the operability and optimization analyses for maximizing the
servo-OI.

To show this improvement, the result of the operability analysis for the 4-mod problem
which led to the greatest improvement in the servo-OI from the base-case membrane
reactor is shown in Figure 5.6. This shows how the AOS for the optimum 4-mod design
is able to cover more of the DOS and therefore, has a larger servo-OI.
It should be noted that given the software infrastructure being used here, the 4mod problem was the largest N-mod problem that could be solved through exhaustive
methods. Although it is very rare, there is a small chance that AVEVA Process Simulation
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would fail when receiving a command from the scripting interface. As the size of the
problem grows exponentially, this probability of failure changes from a rare event to a
practically guaranteed event. Therefore, solutions to problems greater than the 4-mod
case could not be determined exhaustively considering the sufficient time to run the
code.
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Figure 5.6 The AOS of the optimum 4-mod design is shown (in blue/green). The area
of the overlap (green) with the DOS (white) has an OI of 0.176, approximately a 37%
improvement from the base case.

This result shows that the proposed modular design approach is capable of
improving the operability of the membrane-based system. With the 4-mod design shown
in Table 5.3, approximately 37% more of the DOS is now achievable regardless of the
control structure applied to the system when compared to what the original membrane
reactor is capable of. However, the trend of similar solutions from one N-mod problem
to the next seen in the previous optimizations appears to no longer be true. As stated
previously, maximizing the OI can be done by expanding the size of the AOS and/or
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translating the space further into the DOS. Table 5.1 showed that as the number of
modules increases, the improvement in the size of the AOS area from one global
optimum to the next grows monotonically. However, this was not the case for the
translation analysis from Table 5.2. It appears likely that when the objective function is
switched to the OI, a combination of these two observations explains why increasing the
number of modules can lead to large improvements, but not monotonically and not with
similar solutions in nature.
This observation has major implications for the development of an optimization
algorithm. If the main focus is to either improve the AOS area or minimize the distance
between the AOS and the DOS, then using the solution similarity assumption greatly
reduces the problem size. As each solution would only differ by one module, the number
of designs that need to be checked in an extensive simulation approach dramatically
decreases. Rather than the problem growing exponentially, it now grows by the following
rate:
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In this case, it is less than or equal to the rate in Equation (5.2) because there is a chance
that designs that are in the neighborhood of the initial guess could be invalid designs
and therefore do not need to be checked. This means for the optimizations shown in
Table 5.1 and Table 5.2, the 12-mod problem could be solved in the same amount of
time as the 4-mod problem if all viable designs are checked. However, since this does
not apply to the servo-OI, other techniques must be developed to reduce the time
required to optimize for the servo-OI. The hope would be that since improving the OI
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involves both this expansion and translation process, that the heuristics identified for
these processes can be combined to develop a heuristic approach to improving the OI
of membrane reactor systems. These concepts are explored further in Chapter 6.
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Chapter 6 Design Algorithm Development and Implementation

The observations in Chapter 5 provided many useful insights into the relationships
between the various N-mod problems and their optimal solutions. In this section, the
focus changes to the development of a novel design algorithm for solving this class of
problems. This is done by using previous observations to develop heuristics for the
design of module-based membrane reactor systems. It should be noted (for improved
clarity) that the algorithm is developed by assuming a global optimum exists for the N→
∞ problem and then work back to the 3-mod problem. Therefore, for clarity of
presentation, the following sections are in reverse order of how the complete algorithm
would run.
6.1 Algorithm Development
6.1.1 Shortcut Method for Large Values of N
The greatest challenge to solving the general N-mod problem efficiently is the
number of possible combinations of modules as the value of N increases. But as seen
in Chapter 5, there may be a way to eliminate at least some of the potential candidates
for the optimal design. This section provides the thought process behind a proposed
novel approach to addressing this challenge. The first step is to think about the global
solutions for some N-mod problem where N is very large, say, the 30-mod problem.
Assume Figure 6.1 is the global optimum to the 30-mod problem in which reactor
modules are colored in red, membrane modules are colored in blue, and membrane
reactor modules are colored in purple.
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Figure 6.1 A representation of the solution to a hypothetical 30-mod problem with
reactor modules (red) and membrane reactor modules (purple).

The next step is to take one step back and ask the question: what is the global
optimum of the 29-mod problem? Note: the total length of the entire unit remains constant
throughout this process. Figure 6.2 shows two potential designs that could be the global
optimum for the 29-mod problem.

Figure 6.2 Two hypothetical 29-mod designs with reactor modules (red), membrane
modules (blue), and membrane reactor modules (purple).

Knowing that the global optimum to the 30-mod problem is the one shown in Figure 6.1,
intuition would suggest that the first design shown in Figure 6.2a is much more likely to
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be the global optimum to the 29-mod problem than the second design is. This means
that if the solution to one N-mod problem is known, then this provides insight into what,
say, the (N+1)-mod problem solution could be. Because of this, an algorithm is
developed to determine the “best guess” for the (N+1)-mod problem given the solution
to the N-mod problem.
As shown in Figure 6.3, the (N+1) guess can be generated by taking a given
solution to the N-mod problem and recutting it as if it had one additional module. The
algorithm then calculates which phenomena block occupies the most length within the
new module and then assigns it as such. For example, in the middle two modules,
although there is some red (reactor) and some blue (membrane), purple (membrane
reactor) occupies the majority of the new module and therefore it is assigned as a
membrane reactor in the guess. As observed in Chapter 5, as N gets larger (tends to
infinity), the difference between the best guess and the actual global optimum may only
differ by one module at most. This gives the first heuristic for the design of these
membrane-based systems:
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Figure 6.3 Example of a 3-mod solution generating the “best guess” to the solution of
the 4-mod problem.

Heuristic 1: As N becomes sufficiently large (𝑁 → ∞), the actual global optimum for the
N-mod problem will only differ from a guess generated from the known global optimum
of the (N-1)-mod problem by exactly one module.

This heuristic holds because this specific problem is solving for the fixed total
length version of the problem. As N approaches infinity, the ratio of the length of the
modules in the N and N+1 problems approaches unity. This means that as N gets larger,
the modules tend to become the same length despite the value of N increasing by one
and ultimately result in identical solutions. Although the optimal solutions of the N-mod
and (N+1)-mod problems become identical in functionality as N goes to infinity, one still
has one more module than the other. This means the only necessary work at this stage
would be to find the correct module (membrane separator, reactor, membrane reactor,
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or heat exchanger) for the one new module that is added when going from the N to (N+1)
problem.
So once a guess is generated for the N-mod problem, one only needs to simply
swap each of the N modules of the guess with the other two candidate modules (for
example, swap a membrane reactor module with a reactor or membrane module) and
check the OI of that design and the global optimum will be the design with the largest OI
in that group of designs. This process is almost identical to performing a grid search and
constantly refining the grid as one approaches the optimum. This results in a massive
reduction in the size of the problem for larger values of N as the number of designs that
must be checked in this approach is bounded quadratically rather than exponentially by
Equation (5.2) that was introduced in the previous chapter and reported below:
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A block flow diagram is provided in Figure 6.4 to help visualize the algorithm for N-mod
problems with sufficiently large values of N which will now be referred to as the “Shortcut
Method.” Note that this Shortcut Method assumes the design fed into it initially is optimal
and then finds the optimal designs for higher values of N using it as an initial guess.
Therefore, feeding a suboptimal design will likely lead to finding suboptimal solutions to
the larger problems.
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Figure 6.4 Algorithm for finding the optimum design for an N-mod problem given a
known solution to a smaller (N-1)-mod problem and that N is sufficiently large. This
algorithm is referred to as the “Shortcut Method.”

6.1.2 Determining When N is “Sufficiently Large”
This algorithm in the previous section leaves two natural, unanswered questions:
1) When is N “sufficiently large” to use this approach; and 2) What should be done
instead when N is deemed too small? This leads to the second heuristic for the algorithm:

Heuristic 2: N is considered sufficiently large when the difference in performance
between the optimum N-mod solution and the (N+1) guess generated from it differs by
a pre-specified tolerance level, based on the flux and reaction rates occurring in each
module.

This heuristic is conceptually similar to the guessing algorithm, but in this case there is
a comparison of the flux and reaction rates occurring in each module rather than just the
identities of the modules. Figure 6.5 is provided to demonstrate how such a comparison
may be performed.
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Figure 6.5 An example of how a one-to-one comparison can be performed to
determine the similarity of performances between an optimum solution and the guess
generated by it.

In the Figure 6.5 example, a 4-mod guess is first generated from the 3-mod
optimum solution. The 3-mod optimum is then redivided into 4 pseudo-modules denoted
with the prime notation. This allows for a one-to-one comparison between the two
designs. Heuristic 2 essentially says that if the differences in flux and reaction rates
between module 1 and 1’, module 2 and 2’, etc. are very similar and it is assumed that
the 3-mod design here is the optimal design, then the 4-mod guess is likely the optimal
design or very close to the optimum (i.e., one module away) for the 4-mod problem.
Heuristic 2 in practice is the same as Heuristic 1, except it takes the specific system into
account whereas Heuristic 1 is not dependent on the specific system.
There are likely many ways to assess how similar two designs are, but for this
work, the following steps are taken to determine the similarities:
1. Generate the (N+1) guess from the N-mod optimum solution.
2. Divide the N-mod solution into (N+1) pseudo modules.
3. Calculate the average flux and reaction rates in each module of the (N+1) guess
and in each pseudo-module of the N-mod solution.
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4. Calculate the error in flux and reaction rates between 1 and 1’, 2 and 2’, etc.
5. Choose the largest of these error values as the error between the two designs.
6. If the error does not exceed the user’s predefined tolerance (e.g., 10%), then N is
sufficiently large and the shortcut method can be used.
For this research, the relative error between two modules is defined using Equation (6.1):
𝐸

,

= max

|𝐵 − 𝐵 |
max {𝐵}

(6.1)

where i and i’ refers to the module and pseudo-module being compared, B i is the average
of the quantity being compared (in this case flux and reaction rates) in module i or i’, and
max{B} is the maximum value of quantity B of every module in the analysis. The max{B}
quantity is used to convert the absolute errors into relative errors. For this work, an error
of less than 10% is considered acceptable, however in the final form of the algorithm,
this tolerance is ultimately up to the user.
6.1.3 Solving N-mod Problems When N is Too Small
The only remaining case to consider is how to solve the problem when N is too
small to use the Shortcut Method. One option would be to go back and use the
exhaustive method of checking every design that was shown in Chapter 5. This would
be fine for maybe the 2-mod problem which, according to Equation (5.1), only has 9
designs to check or the 3-mod problem with 49 to check, but what happens if the error
conditions are not met by then? The 4-mod problem takes several hours to calculate
through exhaustive checks due to having 255 valid combinations to check. Instead, an
approach such as a genetic algorithm is a better candidate as it searches more
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intelligently through the viable space of designs rather than simply checking every single
one. Genetic algorithms are also very useful for mixed integer-based optimizations such
as the one in this work. First, a system is developed for encoding these modular designs
as strings of digits of ones and zeros as shown in Figure 6.6.

Figure 6.6 An example of the encoding process to convert a given modular design to
its coded form for the genetic algorithm.

This coding system is then implemented using the geneticalgorithm2 library
(Pascal, n.d.) available in Python. However, simply applying a genetic algorithm to this
problem leads to many problems. One way to better understand this is to look at the
design spaces for these N-mod problems. Figure 6.7 shows the design space for the 2mod problem in the form of a graph.
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Figure 6.7 A graphical representation of the hypercube that defines the design space
for the 2-mod problem with invalid designs (in red), valid designs with an OI of zero (in
orange), and valid designs with a non-zero OI (in green). The pure heat exchanger
(HX), membrane separator (M), reactor (R) and membrane reactor (MR) are labelled
for reference.

In Figure 6.7, every N-mod design can be represented as a vertex on a 2N
hypercube. For the 2-mod problem there are three potential outcomes for a given design:
1) the design could have either no membrane or no reaction zones and therefore is an
invalid design because it defeats the purpose of doing process intensification in the first
place (red points); 2) the design could be valid but has an OI of zero because none of
the inputs map to a desired output (orange points); and 3) the design could be valid and
have a nonzero value for the OI (green points). Most genetic algorithms will produce a
random initial population to initialize the algorithm. Since there are 16 total possibilities,
in this case there is interest in doing two iterations with generations of size four using a
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genetic algorithm to cut the number of checks in half from the exhaustive approach.
Since 13 out of 16 designs produce an OI of zero or are designs that are not worth the
computational expense to check, there is a 57% chance that every design in the initial
population has an OI of zero. This would give the optimizer no information toward
learning how to improve the OI and therefore additional iterations need to be added to
ensure an optimum solution is determined.
The solution is to provide a population to initialize the genetic algorithm rather
than letting it randomly pick. One point to remember is that the goal of this algorithm is
to improve the operability of an intensified membrane reactor system. That objective also
suggests how an initial population could be generated. The initial population should
consist of the original membrane reactor as well as designs that are random mutations
of the membrane reactor. This effectively searches the subspace of designs around the
membrane reactor instead of the entire design space during the first iteration of the
genetic algorithm. The important fact is that the genetic algorithm should get examples
of designs that have a nonzero OI so it can learn what increases or decreases the OI so
that the following iterations are attempting to find a better design than the membrane
reactor, not just trying again to find a design that works.
The first run of the genetic algorithm is the only time over the course of the entire
algorithm that the membrane reactor is used as the main blueprint for the population
initialization. For example, the membrane reactor may be used to initialize the population
of the genetic algorithm to solve the 3-mod problem. After it finishes running, it will return
an optimum design for that problem and a guess will be generated (as described earlier)
and this guess will be checked to see if N is large enough to use the Shortcut Method. If
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the error is too large, it means the genetic algorithm must be used again for the 4-mod
problem. Instead of just using the membrane reactor to initialize the population for this
problem, both the membrane reactor and the 4-mod guess that is generated are used.
This is for two reasons: 1) as discussed through much of this work, the solution to the 3mod problem gives insight into what the 4-mod optimal design may look like and
therefore, is a good candidate for basing the initial population after; and 2) including the
membrane reactor again adds some diversity to the initial population of this problem and
helps to reduce the chance of being pulled into a local minimum found by the previous
N-mod optimization.
In summary, when N is small, a genetic algorithm is used to search the space and
find optimum designs. This process continues by feeding the optimum design back into
the genetic algorithm until it is determined that the value of N is now sufficiently large.
When this occurs, the algorithm switches to using the Shortcut Method until the OI can
no longer be improved. This algorithm is summarized in detail using a flowchart in Figure
6.8.
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Figure 6.8 The proposed algorithm for the design of modular membrane systems for
improved operability performance.

To better understand the concept behind the algorithm, an analogy is provided
now. One way to think about this is when one is presented a very distorted, pixelated
image and is asked to figure out what the image is. When the problem starts, there are
many images it could be and it is hard to say what the answer is. Although the image is
not random, it is a distorted version (small value of N) of a very clear image (solution as
N → ∞). In this case, the genetic algorithm is the initial process to try and refine the image
to be clearer and easier to guess. However, anyone who has played one of these “guess
the pixelated image” games can normally guess the image at some point despite it still
being pixelated. This moment when one can accurately guess the image despite the
pixelation is synonymous to the tolerance check that switches the algorithm from the
genetic algorithm to the shortcut method. Therefore, the Shortcut Method is the stage
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after the player recognizes the final image and simply needs to correct some of the pixels
to get to the final solution.
Another approach to solving this would be to attempt to solve, for example, a large
problem, say the 12-mod problem, at the beginning. Then one could use that solution to
infer the smaller N-mod problems. There are two limitations to this approach. The first
was mentioned in Chapter 5 where limitation in the software being used prevent larger
problems from being solved. Currently, N-mod problems where N is greater than four
cannot be solved using the scripting interface as AVEVA Process Simulation will fail
before completing the analysis. The second reason has to do with computational time.
Assuming the same average computational time for each operability analysis as previous
problems, Equation 5.1 says solving the 12-mod problem would take over 47 years to
solve exhaustively using the same algorithm and processor as the other studies. For
these reasons, the developed algorithm offers a nice balance between fast
computational speed and accuracy in terms of finding an optimal solution.
6.2 Algorithm Implementation and Results
To understand how the results are determined, the outputs of the algorithm are
discussed sequentially here. First, since the best-known design at the start of the
problem is the membrane reactor (as no other designs have been considered), then the
initial population of the genetic algorithm is generated by randomly mutating the
membrane reactor. Then additional members are created by randomly selecting a
member of the current population and randomly mutating again. It should be noted that
the mutation process described here for the population initialization should not be
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confused with the one done by the genetic algorithm on subsequent generations using
the traditional approach (where there is a probability of mutation or crossover
happening). Figure 6.9 shows an example of the output of this initialization algorithm
using the colored-coded blocks established earlier.

Figure 6.9. An example of how members of the initial population are randomly
generated from the membrane reactor where red is for reactors, blue are membrane
separators, and purple are membrane reactors (note that not all ten members are
shown due to a lack of space). The % values shown inside the middle blocks are each
design’s respective OI.

As one can see in Figure 6.9, this randomized approach led to some reactorheavy candidates for the genetic algorithm to initially test. When each of the designs are
checked, the genetic algorithm determines that the original membrane reactor is the best
design for maximizing the OI. The genetic algorithm also finds that as more membrane
is removed, the OI seems to decrease. This is why for the following generation, the
genetic algorithm generates a population that removes more catalyst rather than
membrane and determines the optimal design to be the one shown in Figure 6.10.
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Figure 6.10. The optimum solution for the 3-mod problem (OI = 16.49%) according to
the genetic algorithm with one membrane separator module (blue) and two membrane
reactor modules (purple).

The algorithm then checks to see if the OI has been improved from the previous
optimal design (pure membrane reactor). In this case the OI was improved by about
10.7% to an OI of 16.5%, so the algorithm should continue to improve the design by
attempting the 4-mod problem. A guess for the 4-mod problem is generated and
compared to the 3-mod optimal design to see if they are similar enough (within the 10%
tolerance) to use the Shortcut Method or to continue with the genetic algorithm. Figure
6.11 shows the visual comparison between the 3-mod optimum and its 4-mod guess.

Figure 6.11. Comparison of the 3-mod optimal design and the 4-mod guess generated
from it. The 3-mod design is split into 4 pseudo-modules to compare their relative
permeation and reaction rates.
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In this case, the algorithm determines the relative error as defined by Equation
(6.1) for the reaction rates is too high in the second module (about 15%). This means
there is a chance the actual 4-mod optimal design could differ from this guess by more
than one module and therefore the genetic algorithm is preferred over the Shortcut
Method. However, this guess (4-mod) is still based on a design (3-mod) that is known to
be better than the pure membrane reactor and therefore the next population initialization
for the genetic algorithm should be done using the pure membrane reactor (like in Figure
6.9) but also should include the 4-mod guess. This combination allows the genetic
algorithm to both attempt to improve on the currently best-known design as well as
search other alternatives to the membrane reactor that could be better than what is
currently known.
Upon completion of the next iteration, the genetic algorithm determines that the
4-mod guess shown in Figure 6.11 is in fact the optimal design for the 4-mod problem.
The operability index is compared to the 3-mod optimal design and the OI has been
improved to 17.97% with an improvement of 8.9% from its 3-mod counterpart. This
means the algorithm should be continued to see if there is a 5-module design that could
further improve the OI. A 5-mod guess (shown in Figure 6.12) is generated and
compared to the 4-mod optimal design. In this case, the relative error is now below the
10% tolerance which means the two designs are similar in functionality and the Shortcut
Method can now be employed.
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Figure 6.12. The 5-mod guess based on the 4-mod optimal design. One membrane
separator (blue) followed by four membrane reactors (purple).

For the Shortcut Method, first, the OI is determined for the 5-mod guess that is
generated. Then the first module is swapped for a reactor and the OI is calculated. Next
it is swapped with a membrane reactor and the OI is determined. This procedure is
followed for the second module, then third, and so on until all neighboring designs are
checked. Because of Heuristic 1, the best design out of this set is the assumed to be the
5-mod optimal design. In this case, the 5-mod guess shown in Figure 6.12 is the 5-mod
optimal design.
The OI is checked and is once again improved from the 4-mod optimal design,
however, by only about 0.6% to an OI of 18.09%. A 6-mod guess is generated, and the
Shortcut Method is run again to determine the 6-mod optimal design. This time however,
the solution that is found leads to a decrease in the OI and the algorithm is terminated.
Because the 6-mod optimal design is worse than its 5-mod counterpart, the 5-mod
optimal design (which is identical to the guess shown in Figure 6.12) is selected as the
optimal design for the original WGS-MR. This design improved the OI by 21% when
compared to the original membrane reactor. Most notably, the proposed algorithm not
only found an optimal design for the 3-mod, 4-mod, 5-mod, and 6-mod problems, it also
did it significantly faster than using the exhaustive method. Using an Intel® Core ™ i74790 CPU @ 3.60 GHz processor, the algorithm found these four optimal designs in 1
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hour and 36 minutes. For comparison, to determine that the 5-mod design is in fact the
optimal design, exhaustive methods would have taken approximately 5.8 days to do the
same. This amount in the reduction in problem computational time means even if the
user was worried the algorithm may have missed the global optimum, they could run it
an additional 86 times before the exhaustive method would finally finish. Likewise, they
could increase the population sizes or number of generations in the genetic algorithm
and still finish the computation in significantly less time.
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Chapter 7 Conclusions

The objective of this dissertation was to further study the DOF challenge faced by
intensified membrane reactor systems due to the coupling of simultaneous permeation,
reactions, and heat transfer occurring in the unit. To accomplish this, a rigorous model
was developed using AVEVA Process Simulation to accurately capture the effects of this
coupling. This simulation tool allowed for the modeling of dynamic membrane reactor
systems under countercurrent, non-isothermal, and bidirectional permeation operations.
The creation of this tool now allows the PI and PSE communities to model complex
membrane reactor systems with reduced effort or expert knowledge required by the user.
This is a significant contribution as the time it takes to set up one of these simulations is
now a matter of minutes rather than weeks. Because of this, the development of the
membrane reactor model is one of the major contributions of this dissertation.
With a fully-developed model, the DOF challenge could now be studied in more
detail. Because the coupling of phenomena is cited as the main cause of the DOF
challenge in the literature, a novel, module-based design approach is proposed. In this
design framework, units are constructed using smaller modules. These modules could
be heat exchangers, membrane separators, reactors, or membrane reactors. By
applying operability concepts to these module-based designs, it was shown that the
servo-OI of a PBI membrane reactor system could be improved. According to the
literature, the solution to this challenge would require considering design and control
simultaneously (Nikačević et al., 2012) and would have to address the problem of
coupled phenomena that leads to the challenge (Schembecker & Tlatlik, 2003). The
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application of operability (which interfaces design and control) to the proposed modulebased design approach satisfies these two conditions and is the second major
contribution of this dissertation work.
After establishing that this design approach could improve the operability of the
membrane reactor system, it was important to determine the extent to which the system
could be improved. This was determined by calculating the OI for every viable design for
each of the N-mod problems. Using this exhaustive method, it was shown that significant
improvement could be achieved through module-based design. This study also showed
that the globally optimum solutions for each of the N-mod problems tend to share similar
characteristics. Although this was a great result, this exhaustive method was
computationally expensive, and the development of an efficient design algorithm would
be necessary to complete the full study of this problem.
Finally, the module-based design algorithm for maximizing operability in
membrane reactor systems was proposed. This was done by considering cases where
the number of modules was very large (N∞) and when N was small. It was shown that
for large values of N, the globally optimum solutions approach essentially the same
design, meaning the solution of the (N+1)-mod problem could be deduced using the
solution to the N-mod problem. This observation was the basis for the proposed shortcut
method of solving the problem. However, at lower values of N, this necessary condition
would not hold. Instead, a genetic algorithm was utilized for searching the much smaller
design space to determine an optimal solution. Lastly, these two separate algorithms
were combined with a tolerance condition for determining when N was large enough to
switch to the shortcut method. This proposed algorithm was able to find a 5-mod design
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which increased the OI by 21% and reduced the computational time by a factor of 87.
Because of the work of this dissertation, there is now a quick and easy-to-implement
design algorithm for addressing the DOF challenge of intensified membrane reactor units
and this is the third major contribution of this work. Although the motivation for creating
this optimization algorithm was to address the DOF challenge, it can extend to many
other applications. As an example, a user could easily select a wider variety of modules
than the four in this work and then select an economic objective function rather than the
servo-OI. This is because the heuristics discussed in this work only focus on the design
of modular-based systems and do not depend on other factors. It is for this reason that
the resulting algorithm is referred to as a “design” algorithm for module-based membrane
systems rather than specifically an optimization algorithm for the DOF challenge.
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Chapter 8 Future Recommendations
In this section, future directions that researchers could take in this area are proposed.
8.1 Utilization of the Proposed Algorithm for Classification of Other Membrane
Systems
Now that there is a proposed algorithm for designing these membrane-based
systems, it is worth discussing how best it should be applied for improving this body of
work. Oftentimes, the PSE community might focus on finding ways to improve the
algorithm further, but this might not be necessary. In the current state, the algorithm can
find solutions for even the 12-mod problem within a 24-hour period. When it comes to
design problems, this is well within the bounds of reasonable time for such an algorithm
and means it is likely not worthwhile to focus on further computational time
improvements. Instead, it is recommended that the algorithm be applied to a diverse set
of membrane reactor systems. This is less to test the algorithm, and more to use the
algorithm as a tool for further developing heuristics for module-based design.
It is natural to expect that if a system is given the freedom to take on a massive
number of possible design combinations, then the optimum design would be something
strange that a human would never think of. However, based on this work and related
works in the literature, this is rarely the case. It is very common that the global optimum
is a simple one like the one seen in this work. The hypothesis proposed here is that the
5-mod solution in this work is likely the optimal solution for many other possible
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membrane reactor systems. It is also conjectured that there are a small set of general
solutions to these N-mod membrane reactor problems.
If these hypotheses are true, then one could focus on identifying these general
solutions and develop heuristics to allow future engineers to simply look at their
membrane reactor system and know what the solution will ultimately be without doing a
massive amount of calculations. The main benefit of doing this is that the need to use an
algorithm for design is eliminated. For example, one could look at the characteristics of
the WGS-MR, apply some new heuristics, and determine that the solution would be a
membrane separator followed by membrane reactor modules. Then the problem is
simply determining how many of each would be best, rather than the difficult problem of
determining an optimum arrangement.
8.2 Varying the Membrane and Catalyst Materials for Optimization
One version of this problem that could still lead to unintuitive design results would
be one where the membrane material and the specific catalyst could be swapped. Using
WGS-MR for example, one could use palladium or PBI for the membrane and an iron or
copper-based catalyst. Although the optimal solution would likely remain similar to the
one in this work, the membrane reactors may not be identical in the components that
make them up. For example, one MR might be iron catalyst with PBI membrane with
another being copper catalyst with palladium membrane. The proposed algorithm could
be modified to attempt this version of the problem as the additional types of membrane
or catalyst could be treated like new phenomena with constraints ensuring that a
palladium and PBI membrane cannot both be present in one module, for example.
87

8.3 Future Problems in Module-Based Design
Although the specific N-mod problems of fixed total length have been addressed
in this work, there are alternative problems that can be considered as outlined below.
8.3.1 Module-Based Design Algorithm with Parametric Optimization
Although the original membrane reactor was designed using a parametric
optimization, the resulting module-based design does not currently get that same
treatment. An obvious extension to the current algorithm would be to allow for the
module-based design parameters (length, diameter, number of tubes, etc.) to also be
adjusted for the new design. Heuristic 1 would still hold true for a small change in the
design. However, at least one additional heuristic would be required to inform the user
of the largest change in design parameters where Heuristic 1 is still valid. This would
likely take on a similar form to Heuristic 2.
8.3.2 The Coverage Problem
One of the motivations for process intensification, as mentioned previously, is
focused on deployment to a large number of smaller sites. Modular design economically
benefits through the economy of numbers by mass production of a single design rather
than building a single design very large. Because of this, making a specific design for
each location loses the economic benefit of modular designs. The coverage problem is
essentially asking what the fewest number of module-based designs required is to
service every site and what those module-based designs are. The challenge would then
be to formulate and solve this problem.
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8.3.3 The Standard Module Design Problem
The final proposed future problem would be to determine the optimal design of a
standard module. One way to approach the coverage problem would be to instead
determine the optimal length, diameter, number of tubes, etc. for the modules
themselves. This would significantly reduce manufacturing costs as all modules would
have a uniform design. The optimal standard module design would be the one that could
be assembled into the designs required to service every site at the cheapest total cost
to the manufacturer.
8.4 Future Membrane Reactor Modeling Advancements
Many modeling advancements have been accomplished through this research,
however there are still areas for further development. Although an analysis of axial
dispersion within the membrane material was provided in Chapter 3 and showed it could
be ignored, this may not be the case in the bulk fluid of the tube side and shell side. A
different analysis may be required to determine the conditions where axial dispersion
can be ignored. An in the cases where it cannot be ignored, the model would need to be
updated to handle these cases (for example, very low flow rates on the tube or shell
sides).
Another similar area for improvement is to further study and model the radial
dimension of the membrane reactor. If there is a large space between tubes relative to
their tube diameters, it is more likely that a concentration gradient would form in the radial
direction around the tubes rather than a uniform concentration. Although these radial
effects decrease as the space between tubes decreases, another issue arises if the
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tubes become too close to each other. In the case for example of a hollow fiber
membrane where thousands of thin tubes are packed tightly together, the space between
the tube bundle and shell can become large and the fluid is more likely to flow around
the bundle rather than through it. These effects were not considered in this research but
may be necessary for some specific membrane systems.
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