Fish-eye cameras are becoming increasingly popular in computer vision, but their use for 3D measurement is limited partly due to the lack of an accurate, efficient and user-friendly calibration procedure. For such a purpose, we propose a method to calibrate the intrinsic and extrinsic parameters (including radial distortion parameters) of two/multiple fish-eye cameras simultaneously by using a wand under general motions. Thanks to the generic camera model used, the proposed calibration method is also suitable for two/multiple conventional cameras and mixed cameras (e.g. two conventional cameras and a fish-eye camera). Simulation and real experiments demonstrate the effectiveness of the proposed method. Moreover, we develop the camera calibration toolbox, which is available online.
I. INTRODUCTION
Camera calibration is very important in computer vision, and numerous researches have been carried out on it. Most of these studies are based on conventional cameras, which obey the pinhole projection model and provide a limited overlap region of the field of view (FOV). The overlap region can be expanded greatly by using fish-eye cameras [1] , because fish-eye cameras can provide images with a very large FOV (about 180 • ) without requiring external mirrors or rotating devices [2] . Fish-eye cameras have been used in many applications, such as robot navigation [3] , 3D measurement [4] and city modeling [5] . The drawbacks of fish-eye cameras are low resolution and significant distortion. results are reported in Section IV, followed by the conclusions in Section V.
II. PRELIMINARIES

A. Generic camera model
The perspective projection is described by the following equation [10] :
where θ is the angle between the optical axis and the incoming ray, the focal length f is fixed for a given camera, and r 1 (f, θ) is the distance between the image point and the principal point. By contrast, fish-eye lenses are usually designed to obey one of the following projections:
r 4 (f, θ) = 2f tan(θ/2) (stereographic projection) (4) r 5 (f, θ) = 2f sin(θ/2) (equisolid angle projection).
In practice, the real lenses do not satisfy the designed projection model exactly. A generic camera model for fish-eye lenses is proposed as follows [10] r(θ) = k 1 θ + k 2 θ 3 + k 3 θ 5 + k 4 θ 7 + k 5 θ 9 + · · · .
It is found that the first five terms can approximate different projection curves well. Therefore, in this paper we choose the model that contains only the five parameters k 1 , k 2 , k 3 , k 4 , k 5 .
As shown in Fig. 1 , a 3D point P is imaged at p by a fish-eye camera, while it would be p ′ by a pinhole camera. Let O c − X c Y c Z c denote the camera coordinate system and o − xy the image coordinate system (unit mm). We can obtain the image coordinates of p in o − xy by 
where r(θ) is defined in (6) , and ϕ is the angle between the radial direction and the x-axis. Then we can get the pixel coordinates (u, v) from 
where (u 0 , v 0 ) is the principal point, and m u , m v are the number of pixels per unit distance in horizontal and vertical directions, respectively. Thus, for each fish-eye camera, the intrinsic parameters are (k 1 , k 2 , m u , m v , u 0 , v 0 , k 3 , k 4 , k 5 ) .
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Note that in this paper we do not choose the equivalent sphere model in [20] . If this generic model is used, the following calibration process will not be changed except for some intrinsic parameters.
Besides, the tangential distortion is not considered here for simplicity. As pointed out in [21] , the lens manufacturing technology now is of sufficiently high levels so that the tangential distortion can be ignored. Otherwise, the tangential distortion terms need to be taken into account in (6) . With them, the following calibration process will not be changed except for some additional unknown parameters. Fish-eye camera model [10] . The 3D point P is imaged at p by a fish-eye camera, while it would be p ′ by a pinhole camera.
B. Essential matrix
As shown in Fig. 2 , the 1D wand has three collinear feature points A, B, C (A j , B j , C j denote their locations for the jth image pair), which satisfy
where · denotes the Euclidean vector norm.
camera coordinate systems of the left and the right cameras, respectively. The 3D points A j , B j , C j are projected to a 0j , b 0j , c 0j on the unit hemisphere centered at O 0 and a 1j , b 1j , c 1j on the unit hemisphere centered at O 1 . The extrinsic parameters are the rotation matrix R ∈ R 3×3 and translation vector T = (t x , t y , t z ) T ∈ R 3 from the left camera to the right camera. Suppose that a 3D point M j ∈ R 3 is projected to
on the unit hemisphere centered at O 0 and the unit hemisphere centered at O 1 , respectively. Since m 0j , m 1j , T are all coplanar, we have [22] 
where
Furthermore, (9) is rewritten in the form as
where E = [T ] × R is known as the essential matrix.
C. Reconstruction algorithm
In this section, a linear reconstruction algorithm for spherical cameras is proposed, which is the
on the unit hemisphere centered at O 0 and the unit hemisphere centered at O 1 , respectively. Then we
where s 0 , s 1 are scale factors and
. For each image point on the unit hemisphere, the scale factor can be eliminated by a cross product to give three equations, two of which are linearly independent. So the four independent equations are written in the form as follows
where Q 0,i and Q 1,i are the ith row of Q 0 and Q 1 , respectively. Based on (13), M 0 is the singular vector corresponding to the smallest singular value of A. So far, given m 0 , m 1 , R, T, the homogeneous
Note that equation (13) provides only a linear solution, which is not very accurate in presence of noises. It could be refined by minimizing reprojection errors or Sampson errors [18] . However, since the reconstruction algorithm is carried out at each optimization iteration, it is more efficient to choose the linear reconstruction algorithm mentioned above. Furthermore, the linear reconstruction algorithm can be extended easily to the case of n-view (n > 2) triangulation for calibration of multiple cameras (section III-B) [18] . 
A. Calibration of two cameras
Based on the preliminaries mentioned in section II, we next present a generic method to simultaneously calibrate the intrinsic and extrinsic parameters (including radial distortion parameters) of two cameras with a freely-moving 1D wand, which contains three points in known positions, as shown in Fig. 7 (a) . This method is simple, user-friendly and can be used to calibrate two fisheye cameras. Let the intrinsic parameters of the ith camera be
Without loss of generality, we take the 0th camera and 1th camera as an example in this subsection. The first three steps of the calibration procedure involve only twelve intrinsic parameters
, leaving the other parameters dealt with only in the final step.
Step 1: Initialization of intrinsic parameters. For the ith camera, the principal point
initialized by the coordinates of the image center, and the pixel sizes m i u and m i v are given by the camera manufacturer. If the ith camera is a conventional or fish-eye camera, then the initial values
T are obtained by fitting the model (6) to the projections (1)- (5). Concretely, let the interval 0, θ i max be equally divided into many pieces
where the nominal focal length of the ith camera is f i and the maximum viewing angle is θ i max provided by the camera manufacturer. Based on (15) , for the ith camera, k i is determined by
So far, we get the initialization of intrinsic parameters
Note that it is required to specify the projection type of cameras in advance in [10] . Otherwise, it is possible to get inaccurate calibration results. However, this is not a problem in this paper because we obtain the best initialization of k i automatically. Besides this, the initialization of the principle point is reasonable, because the principal point of modern digital cameras lies close to the center of the image [18] .
Step 2: Initialization of extrinsic parameters. With the intrinsic parameters
, i = 0, 1 and the pixel coordinates of image points for the jth image pair, we can compute θ 0j , ϕ 0j , θ 1j and ϕ 1j by (6)- (8) . Therefore, according to (11) , the essential matrix E 01 is obtained by using the July 7, 2014 DRAFT 5-point random sample consensus (RANSAC) algorithm [23] if five or more corresponding points are given.
If the essential matrix E 01 is known, then the initial values for the extrinsic parameters R 01 and T 01 are obtained by the singular value decomposition of E 01 [18] . Note that T 01 = 1, so the obtained translation vectorT 01 differs from the real translation vector T 01 by a scale factor. Let A r j , C r j denote the reconstructed points of A, C for the jth image pair, which are given by the linear reconstruction algorithm based on (13) with the intrinsic and extrinsic parameters obtained above. In order to minimize errors, the scale factor λ is
where N is the number of image pairs. Finally, the initial value for the translation vector is
Thus, we obtain the initialization of extrinsic parameters R 01 and T 01 .
Step 3: Nonlinear optimization of intrinsic and extrinsic parameters. Denote the reconstructed points of A, B, C for the jth image pair by A r j , B r j , C r j respectively, which are given by the linear reconstruction algorithm based on (13) with the intrinsic and extrinsic parameters obtained above.
Because of noises, there exist distance errors as follows
In particular, r 01 = (r 1 , r 2 , r 3 ) T ∈ R 3 and the rotation matrix R 01 are related by the Rodrigues formula, namely
Therefore, according to equations (19)- (21), the objective function for optimization is
which is solved by using the Levenberg-Marquardt method [18] .
Step 4: Bundle adjustment. The solution above can be refined through the bundle adjustment [18] , which involves both the camera parameters and 3D space points. For the jth image pair, we can compute A r j , B r j , C r j by the linear reconstruction algorithm based on equation (13) with the camera
then the jth image pair is removed from the observations. After this, the number of image pairs reduces from N to N 1 . Without loss of generality, the image pairs from (N 1 + 1)th to N th are removed. Since the 3D space points A j , B j and C j are collinear, they have the relation as follows
where φ j , θ j are spherical coordinates centered at A j and n j = [sin φ j cos θ j , sin φ j sin θ j , cos φ j ]
T denotes the orientation of the 1D wand.
The six additional camera parameters
for the two cameras are initialized to zero first, which together with x * constitute
Let functions P i (y, M ) denote the projection of a 3D point M onto the ith camera image plane under the parameter y, i = 0, 1. Bundle adjustment minimizes the following reprojection error min y,Aj,φj,θj
where a ij , b ij , c ij are the image points of 3D points A j , B j , C j in the ith camera respectively. Since A r j , B r j , C r j are known, we could obtain φ r j , θ r j from (23) . Then, A j , φ j , θ j are initialized by A r j , φ r j , θ r j respectively. After all the optimization variables are initialized, the nonlinear minimization is done using the Sparse Levenberg-Marquardt algorithm [24] .
Note that the main difference here from existing work is to take the extra parameters of the radial distortion in the set of unknowns into bundle adjustment.
B. Calibration of multiple cameras
Step 1: Initialization of intrinsic and extrinsic parameters. The multiple camera system could be represented by a weighted undirected graph as in [19] . For example, the vision graph of a system consisting of five cameras is shown in Fig. 3 . Each vertex represents an individual camera and the weights w ij are given as 1 Mij where M ij is the number of points in the common field of view of the two cameras. If M ij = 0, then the vertices corresponding to the two cameras are not connected. Next, we use the Dijkstra's shortest path algorithm [25] to find the optimal path from a reference camera to July 7, 2014 DRAFT other cameras. With the shortest paths from the reference camera to other cameras and corresponding pairwise calibration results, we could get the rotation matrices and translation vectors that represent the transformation from the reference camera to other cameras. For example, if the transformations from the ith camera to jth camera and from the jth camera to kth camera are (R ij , T ij ) and (R jk , T jk )
respectively, then the transformation from the ith camera to kth camera is obtained as follows:
If the length of a path from the reference camera is longer than two, we could apply the equation ( sequentially to cover the entire path. Besides, the initial value of each camera's intrinsic parameters is determined from the corresponding pairwise calibration results when the most points exist in the common field of view of two cameras.
Note that only the pairwise calibration involved in the optimal path is performed by using the calibration algorithm of two cameras mentioned before. However, if all the camera pairs are calibrated as in [19] , then it will be very time-consuming especially when the number of cameras is large.
Step 2: Bundle adjustment. As in the calibration algorithm of two cameras, A r j , B r j , C r j are computed by n-view (n ≥ 2) triangulation method in section II-C and a distance error threshold can be set to remove outliers. The intrinsic and extrinsic parameters of m + 1 cameras (except the extrinsic parameter of the reference camera-the 0th camera, as it is constantly I 3×3 and 0 3×1 ) constitute y ∈ R 15m+9 . Let functions P i (y, M ) (i = 0, 1, · · · , m) define projection of a 3D point M 
where a ij , b ij , c ij are the image points of 3D points A j , B j , C j in the ith camera, and N i is the number of times A j , B j , C j are viewed in the ith camera. After all the optimization variables are initialized, the nonlinear minimization is done by using the Sparse Levenberg-Marquardt algorithm [24] .
IV. EXPERIMENTAL RESULTS
A. Simulation experiments 1) Simulation setting:
In the simulation experiments, the 0th, 1th, 2th fish-eye cameras all have image resolutions of 640 pixels × 480 pixels with pixel sizes of 5.6µm × 5.6µm and FOVs of 185 • .
As for the 1D calibration wand, the feature points A and B, C satisfy
Suppose that the 1D calibration wand undertake 300 times with general motions inside the volume of respectively. The calibration error of rotation is measured by the absolute error in degrees between the true rotation matrix R true and the estimated rotation matrix R defined as [26] E r = max
where r k true and r k are the kth column of R true and R, respectively. The calibration error of translation is measured by
where the true translation vector is T true and the estimated translation vector is T . If there are n 3D points viewed by a camera, the global calibration accuracy of this camera is evaluated by the root-mean-squared (RMS) reprojection error
where u j denotes the image point of the jth 3D point andû j is the corresponding reprojection point obtained by using calibration results. Next, we perform simulation for both two cameras (the 0th, 1th
fish-eye cameras) and multiple cameras (the 0th, 1th, 2th fish-eye cameras).
2) Noise simulations:
The truth values of the three cameras' focal lengths and principal points are 2 mm and (310, 250), while initial values are 1.8 mm and (320, 240), respectively. Gaussian noises with the mean value µ = 0 and the standard deviation σ varying from 0 to 2 pixels are added to the image points. Simulations are performed 10 times for each noise level and the average of estimated parameters is taken as the result. Fig. 4 (a) -(e) show the calibration errors of the intrinsic and extrinsic parameters, while Fig. 4 (f) gives the RMS reprojection errors of the cameras. In Fig. 4 , '2cams' means calibration of the 0th, 1th fish-eye cameras (two cameras), and '3cams' means calibration of the 0th, 1th, 2th fish-eye cameras (multiple cameras).
As shown in Fig. 4 , the calibration errors of the intrinsic and extrinsic parameters do not change drastically with the noise level. Moreover, the RMS reprojection errors of the cameras increase almost linearly with the noise level. All these errors are small even when σ = 2 pixels. This shows that the calibration algorithm in this paper performs well and achieves high stability for the cases of both two cameras and multiple cameras.
3) Initial value simulations:
The truth values of the three cameras' principal points are (310, 250), As shown in Fig. 5 and Fig. 6 , the calibration errors of the intrinsic and extrinsic parameters change to a small extent with the focal length offset or the center offset of the principle point. Moreover, the RMS reprojection errors of the cameras remain almost constant. In summary, the optimization always converges to a good solution even when initial solutions largely differ from the true solution.
B. Real experiments
In wand is a hollow wand with three collinear LEDs on it (see Fig. 7 (a) ) and the distances between the LEDs therein are
In order to clearly observe the LEDs, the outside light could be minimized by setting the exposure time of each camera to a small value. Let the wand undertake general rigid motion for many times so that image points fill the image plane as far as possible. Meanwhile, the pixel coordinates of corresponding image points are obtained by using the geometry of the three collinear LEDs.
In the following, we investigate the performance of the proposed method and compare it with the state-of-the-art checkboad-based methods proposed by Bouguet [27] and Kannala [10] . In this paper, we use a 7 × 10 checkboard (see Fig. 7 (b) ) pattern and the corner points are detected automatically by using the method in [28] . Compared to conventional checkboard-based methods, the proposed method is more convenient and more efficient especially when there are many cameras to calibrate.
The deficiency of the proposed method is less accurate than conventional checkboard-based methods, because the feature extraction is less accurate.
First, we perform experiments on two cameras, including two conventional cameras, two fish-eye cameras and two mixed cameras (camera 0 is a fish-eye camera and camera 1 is a conventional camera). With some prior knowledge given by the camera manufacturer and wand constraints, the intrinsic and extrinsic parameters (including radial distortion parameters) of the two cameras can be calibrated simultaneously by the proposed algorithm in section III-A. The calibration results are shown in Tables 1-3 , from which we find that the three methods give similar calibration results.
We also perform experiments on multiple cameras, including two conventional cameras (camera 0 and camera 2) and a fish-eye camera (camera 1). The two conventional cameras have a small common FOV, so it is impractical to use checkboard-based methods to calibrate the intrinsic and extrinsic parameters of these three cameras simultaneously. However, it is easy to finish this task by using the proposed algorithm in section III-B. Fig. 8 shows the vision graph generated from the calibration with camera 0 chosen as the reference camera. Due to a small overlap between camera 0 and camera 2, the optimal transformation path for this camera is 0-1-2, rather than 0-2. The calibration results of intrinsic parameters are shown in Table 4 , from which it is found that the three methods
give similar results again.
After calibration, we perform 3D reconstruction with the calibration results for all the camera setups above. Put the 1D calibration wand randomly at twenty different places in a measurement volume of 3m×3m×3m. Thus, for each camera twenty images are taken, samples of which are shown in Fig. 9 .
The corresponding pixel coordinates of 3D points A, C are extracted manually. Tables 1-4 also give the reconstruction results, where
with A r j , C r j being the reconstructed points of A, C for the jth image pair or image triple. We know from these tables that the proposed method and [27] have similar measurement accuracy in the case of two conventional cameras. However, if there are two fish-eye cameras or two mixed cameras, then our method gives better results than [27] . This is probably because: i) the 1D calibration wand is freely placed in the scene volume, and this can increase the calibration accuracy; ii) our 2D pattern is a printed paper on a board, thus it is not accurate enough. From Tables 1-4 , it is concluded that the measurement error of the proposed method is about 1% for all camera setups. Note that the methods in [3] and [4] require parallel stereo vision to perform 3D measurement.
However, this is not a requirement for the proposed method in this paper. In the experiments above, the differences between the measuring distances and the ground truth may come from several sources, such as the inaccurate extraction of image points and the manufacture errors of the 1D calibration wand. Although there are so many error sources, the calibration accuracy obtained by using the proposed method is satisfying. Also, these experiments demonstrate the practicability of the proposed calibration method.
V. CONCLUSIONS
A calibration method with a one-dimensional object under general motions is proposed to calibrate multiple fish-eye cameras in this paper. Simulations and real experiments have demonstrated that the calibration method is accurate, efficient and user-friendly. The proposed method is generic and also suitable for two/multiple conventional cameras and mixed cameras. When there are two conventional cameras, the proposed method and 2D pattern based methods have similar calibration accuracy.
However, the proposed method gives more accurate calibration results in case of two fish-eye cameras or two mixed cameras (a conventional camera and a fish-eye camera). The achieved level of accuracy for two fish-eye cameras is promising, especially considering their use for 3D measurement purposes.
In addition, 2D/3D pattern based methods are inapplicable when multiple cameras have little or no common FOV, whereas it is not a problem for the proposed method. (a) (b) Fig. 9 . Sample images of the 1D object captured by the cameras for reconstruction: (a) a conventional camera; (b) a fish-eye camera.
