"Low temperature" random matrix theory is the study of random eigenvalues as energy is removed.
I. INTRODUCTION
(G + G T ). Then H is a random symmetric matrix, and its distribution is called the Gaussian orthogonal ensemble (GOE) or the Hermite ensemble with β = 1.
The soft edge appears as n approaches ∞ and the spectrum is recentered and rescaled to illuminate the largest eigenvalue. The limiting eigenvalue distribution is often called the Tracy-Widom distribution with β = 1 [17] . If G has complex or quaternion entries, then the Tracy-Widom distribution with β = 2 or β = 4 is realized [18] .
Beta ensembles generalize the β = 1, 2, 4 triad to arbitrary β > 0. Tracy-Widom distributions for several values of β are shown in Figure 1 . They were computed with the numerical routine of Bloemendal and Sutton [2] .
We argue the following two asymptotic statistics, in which λ β k is the centered and scaled kth eigenvalue at the soft edge, Ai is the bounded Airy function, a k is the kth zero of Ai, and G(x, x) is the diagonal of a Green's function defined in (7):
Our methods support error terms of O(β −1 ) and O(β −3/2 ) for (1) and (2), respectively.
For k = 1, we have the following numerics:
These are plotted in Figure 2 and compared with known statistics for β = 1, 2, 4, ∞ Our normalization at β = 4 differs from that of Tracy and Widom by a factor of 2 1/6 [12] .
The asymptotics fit the known values remarkably well.
The ideas behind (1) and (2) extend naturally to higher moments and higher-order asymptotics. We feel that their potential for further development is as exciting as the surprisingly good fits of Figure 2 . Equation (1) was found earlier by Dumitriu and Edelman [9] . Their argument, based on finite-dimensional general-β matrix models, is reviewed in Section II. Two new arguments, based on stochastic differential operators and Riccati diffusions, are given in Sections III and IV, respectively. Equation (2) is derived for the first time in Section III. The stochastic operator and Riccati diffusion methods appear to be novel.
II. FINITE BETA ENSEMBLES
Dumitriu and Edelman previously derived expression (1) for the standard deviation using their beta ensembles [9] . This section reviews their argument. The Gaussian orthogonal, unitary, and symplectic ensembles have joint eigenvalue density
for β = 1, 2, 4, respectively. The β-Hermite ensemble is the n-by-n random symmetric tridiagonal matrix
in which G 1 , . . . , G n are standard Gaussian variables, χ r is a chi-distributed random variable with r degrees of freedom, and all entries in the upper-triangular part are independent [8] .
The random tridiagonal has the eigenvalue density (5) for all positive β. The ensemble is extended further by defining
. This deterministic matrix encodes the three-term recurrence for Hermite polynomials. Its eigenvalues are the roots h 1 > h 2 > · · · > h n of the nth Hermite polynomial H n , and its kth eigenvector is
Large-β asymptotics at the soft edge concern the largest eigenvalues of H β as β → ∞ and n → ∞. Dumitriu and Edelman let β → ∞ first and n → ∞ second.
First, they show
almost surely, in which Z is a symmetric tridiagonal matrix with independent mean-zero
Gaussian entries having standard deviation 1 on the diagonal and 1/2 on the superdiagonal.
Essentially,
When β is large, eigenvalue perturbation theory applies. The kth eigenvalue λ k (H β ) satisfies
Next, n approaches ∞. In this limit, the largest eigenvalue tends toward infinity, while its nearest neighbor becomes arbitrarily close. To see the eigenvalue more clearly, a recentering and rescaling are necessary:
The left-hand side converges in distribution to the general-β Tracy-Widom distribution.
Using orthogonal polynomial asymptotics, Dumitriu and Edelman show that the right-hand side converges to a Gaussian whose mean is the Airy zero a k and whose standard deviation is given by (1).
III. STOCHASTIC DIFFERENTIAL OPERATORS
In this section, we compute the mean eigenvalue asymptotics (2) for the first time and rederive the standard deviation result (1). Our method is based on the stochastic operator approach.
The stochastic operator approach works with n → ∞ continuum limits of random matrices, rather than the limiting eigenvalue distributions alone. In particular, the Hermite ensemble H β of (6) has a continuum limit when scaled at the soft edge [12] :
in which A β is the stochastic Airy operator
W x denotes a diagonal white noise process, so that
integral. The continuum limit is justified by viewing the tridiagonal matrix as a finite difference approximation of the continuous operator [12, 15] . In particular, the first k eigenvectors of H β sample the first k eigenfunctions of A β on a grid.
When β = ∞, the stochastic Airy operator becomes just the Airy operator
Its eigenvalues are the zeros of the Airy function a k , and its eigenvectors are
Our plan is to defrost the deterministic Airy operator and study
. This approach appeared for the first time in Sutton's Ph.D. thesis [16] .
A. Eigenvalue perturbation theory
Express the kth eigenvalue λ β k and its associated eigenfunction v β k in asymptotic series:
Eigenvalue perturbation theory yields 
B. Green's function
The specific pseudoinverse (A ∞ −a k ) + is an integral operator whose kernel is a generalized Green's function. In the following formula, Bi is the second standard solution of Airy's equation [7, 9.8.i]:
Hence,
To prove (7), we show the following [6, V- §14]:
1. G is symmetric, 2. G satisfies the boundary conditions G(0, y) = lim x→+∞ G(x, y) = 0, 
G is symmetric by inspection.
At x = 0, we find Away from the diagonal,
and so
Looking for a jump discontinuity, we compute
Ai (x + a k ) Bi(y + a k ), x > y and find, using the Wronskian again,
Finally, we want to show
The following integral computations are straightforward [7, 9.11.iv]:
The desired integral
dx is the sum of the following five integrals:
All terms cancel, leaving
The Green's function is justified.
C. Eigenvalue asymptotics
Now the eigenvalue perturbation terms can be computed. At the order of ε = 2 √ β , the eigenvalue perturbation is Gaussian:
or more simply,
Its mean is 0 and its standard deviation is
The perturbation of the mean is on the order of
. We find
The expected value is determined by the autocorrelation E[
Asymptotic relations (1) and (2) follow.
IV. RICCATI DIFFUSION
The eigenvalue-eigenvector equation for the stochastic Airy operator is
produces the equivalent diffusion process
and the boundary conditions
In the eigenvalue-eigenvector equation, if ζ is to the right of all eigenvalues, then a solution f (x) satisfying the left boundary condition will fail to meet the right boundary condition.
Experiencing no sign changes and failing to decay, it will grow without bound on the same The hitting probability has been investigated by Bloemendal and Virág [3, 4] . It is given by Kolmogorov's backward equation:
Φ denotes the CDF of the standard Gaussian distribution.
A. Amelioration as β → ∞
This PDE has a simple solution when β = ∞, specifically
]. In addition, it is well behaved for β ∞. However, as β → ∞, the equation is dominated by convection and the solution develops a region of rapid change around y =
term in (8) is negligible as β → ∞ and study
Because F (t, y) jumps from 0 to 1 at y = Ai (t) Ai(t)
, the transformed u(t, y) should have a sign change along that curve. We intend to verify this and to linearize the solution about the contour u(t, y) = 0.
B. Method of characteristics
The first-order PDE (9) . Then the PDE can be written
The solution is a surface in (t, y, u, p, q)-space. We introduce a parameter s and seek a curve (t(s), y(s), u(s), p(s), q(s)) along the surface. This is obtained from an initial condition (t 0 , y 0 , u 0 , p 0 , q 0 ) and the characteristic strip equations [19] ∂t ∂s = G p = 1,
Note that G = 0 implies p = −(t − y 2 )q + Every function of the form
is a solution. The initial condition is determined by (10) . We find p ∼ Hence, u(t, +∞) can be linearized as follows: u(t, +∞) ∼ 0 + p(a 1 )(t − a 1 ), t → a 1 .
Then, the Tracy-Widom distribution is approximated by F (t, +∞) ∼ Φ √ β 2 p(a 1 )(t − a 1 ) , t → a 1 , β → ∞.
That is, for large β, the distribution should be approximately normal with mean a 1 and standard deviation
This is another argument supporting (1).
V. CONCLUSION
General-β random matrix theory is still a challenging business. We have shown how the asymptotic regime β → ∞ can suggest new methods and provide new data.
