In this paper, we obtain 23 limit cycles for a Z 3 -equivariant near-Hamiltonian system of degree 5 which is the perturbation of a Z 6 -equivariant quintic Hamiltonian system. The configuration of these limit cycles is new and different from the configuration obtained by H.S.Y. Chan, K.W. Chung and J. Li, where the unperturbed system is a Z 3 -equivariant quintic Hamiltonian system. Our unperturbed system is different from the unperturbed systems studied by Y. Wu and M. Han. The limit cycles are obtained by Poincaré-Pontryagin theorem and Poincaré-Bendixson theorem.
Introduction and the main result
Consider the following polynomial vector fields of degree n: x = P n (x, y),ẏ = Q n (x, y).
(1.1)
It is well known that the second part of Hilbert's 16th problem is to ask the exact upper bound of the number of limit cycles and to determine their relative positions for system (1.1). Up to now, we only know that a specific planar polynomial system always has a finite number of limit cycles, see [4] and [8] . However, it is still an open problem to find the uniform upper bounds, even for n = 2. Attentions are also paid to the lower bounds of H(n) and M (n) for n ≥ 2, where H(n) stands for the number of all the limit cycles for system (1.1), and M (n) stands for the number of small amplitude limit cycles for system (1.1). There are many references for specific n, for instance, see [1, 2, [9] [10] [11] [12] [13] [14] [15] 17, 18, [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] 33] etc. The lower bound of H(n) for general n was first considered in [3] . Recently, it was found in [6] that H(n) grows at least as rapidly as For general n, it was proved that M (n) ≥ n 2 if n ≥ 23 in [32] . It was also proved in [32] that M (n) grows at least as rapidly as 18 25 · 1 2 ln 2 (n + 2) 2 ln(n + 2) for all large n. One can obtain a detailed list of references with great ease via e-resources. Let z = x + Iy, z = x − Iy, then system (1.1) becomeṡ z = F (z,z),ż =F (z,z), (1.2) where I 2 = −1 and F (z, z) = P n (x, y) + IQ n (x, y). Let Z q be a cyclic group which is generated by a planar counterclockwise rotation through 2π/q about the origin. By Corollary 7.3 in [13] , we get Lemma 1.1. (See [13] .) For system (1.1) with n = 5, all non-trivial Z q -equivariant vector fields have the following forms: In recent years, more attentions were paid to the lower bounds and distribution of limit cycles for system (1.1) with n = 5, for instance, see [2, 9, 11, 12, 14, 15, 17, 18, 20, 21, [24] [25] [26] [27] [28] [29] [30] [31] 33] and references therein. Some interesting results are listed as follows.
(i) For Z 2 -equivariant system: it was shown in [24] that there were Z 2 -equivariant quintic systems with at least 25 limit cycles for each of them, and it was obtained in [25] that there was a Z 2 -equivariant quintic planar vector field having 28 limit cycles with four different configurations.
(ii) For Z 3 -equivariant system: it was proved in [18] that there were at least 15 limit cycles for a Z 3 -equivariant near-Hamiltonian system of degree 5 which was a perturbation of a Z 3 -equivariant cubic Hamiltonian system. It was shown in [2] that there were at least 23 limit cycles for a Z 3 -equivariant near-Hamiltonian system of degree 5 which was a perturbation of a Z 3 -equivariant quintic Hamiltonian system. It was obtained in [26] that there were at least 24 limit cycles with two different configurations for a Z 3 -equivariant near-Hamiltonian system of degree 5 which was the perturbations of a Z 6 -equivariant quintic Hamiltonian system.
(iii) For Z 4 -equivariant system: it was achieved in [27] that there were at least 28 limit cycles with two different configurations.
(iv) For Z 5 -equivariant system: it was proved dependently in [15] and [30] that there were Z 5 -equivariant planar polynomial vector fields of degree 5 having at least 25 small limit cycles for each of them.
(v) For Z 6 -equivariant system: it was obtained that there were Z 6 -equivariant planar polynomial vector fields of degree 5 having at least 24 small limit cycles for each of them in [15] , and there were Z 6 -equivariant planar polynomial vector fields of degree 5 having at least 24 limit cycles for each of them in [12] .
Motivated by [2, 9, 11, 12, 14, 15, 17, 18, 20, 21, [24] [25] [26] [27] [28] [29] [30] [31] and [33] , in this paper, we intend to study the number and the distribution of limit cycles of the following Z 3 -equivariant quintic systems: 
System (1.3) with = 0 is Z 6 -equivariant (see Lemma 1.1). The expressions of P 5 (x, y) and Q 5 (x, y) are obtained by Lemma 1.1(iv). System (1.3) is Hamiltonian if and only if
Our main result is stated as follows. 
(ii) The configuration of the 23 limit cycles in Theorem 1.1 is new and different from that obtained in [2] , where the unperturbed system is a Z 3 -equivariant quintic Hamiltonian system. Our unperturbed system is different from that in [26] This paper is organized as follows. In Section 2, we will give some preliminaries. We will study the expansion of the Abelian integral I(h) near a homoclinic loop and give some criterions for determining the zeros of I(h). In Section 3, we will obtain the specific expressions of I(h) for system (1.3) near homoclinic loops. In Section 4, we shall give the proof of Theorem 1.1.
Preliminaries
Consider the following near-Hamiltonian systems 
a displacement function of system (2.1). Obviously, if there are [19] .) The displacement function d (h, δ) has the following asymptotic expansion:
3)
where [5, 7, 16] .) Suppose that system (2.1) =0 has a homoclinic loop Γ 0 corresponding to H(x, y) = 0 through a hyperbolic saddle p. Assume the periodic orbits h∈Σ Γ h expand to Γ 0 as h decreases to 0. Then, for 0 < h 1, there exist analytical functions a 1 (h, δ) and
where 
where c 0 (δ) is given in (2.6) , and
3. The expressions of the related Abelian integrals For = 0, system (1.3) is given as follows:
where
The phase portraits of system (3.1) are shown in Fig. 2 . System (3.1) is a Z 6 -equivariant quintic system with 4 saddles on the axes of coordinates:
and 4 centers on the axes of coordinates:
Let Γ 1 denote the homoclinic loop passing the saddle S 1 (1, 0). Since the periodic orbits inside the Γ 1 expand to Γ 1 as h increases to −0.1, and Γ 1 is orientated clockwise. Let Γ 2 denote the homoclinic loop passing the saddle (−1, 0). We know that Γ 2 and Γ 1 are symmetric about y-axis, see Fig. 3 (a).
Let Γ 3 denote the homoclinic loop passing the saddle S 3 (0, y 3 ) with
given in (3.4). Since
the periodic orbits inside the Γ 3 expand to Γ 3 as h decreases to −0.096542, and Γ 3 is orientated counterclockwise. Let Γ 4 denote the homoclinic loop passing the saddle S 4 (0, −y 3 ). We know that Γ 3 and Γ 4 are symmetric about x-axis, see Fig. 3 
(b).
We introduce the following notations. For i = 1, · · · , 4, let Γ i be expressed as (x i (t), y i (t)) for t ∈ (−∞, +∞). Denote D i the region enclosed by Γ i and set 
where h 1 = H(S 1 ). Then 
(ii)
5 is the eigenvalue of system (3.1) at the saddle S 1 (1, 0). Fig. 4 ), c 12 and c 22 can be expressed as
, where
H 2 (x, y) and H 1 (x, y) are defined in (3.2) and (3.3) respectively, and
Proof. First, let us consider the expressions of c 1i (i = 0, 1, 2). The expression of c 10 follows from Lemma 2.4(ii) and Green's formula. By (2.9) and (3.7), we get c 11 =
, which gives the first formula in (ii). It follows from c 11 = 0 that
Let us give the expression of c 12 . For some −∞ < t 1 < t 2 < t * < t 3 < t 4 < +∞ such that
and
Then, by (2.9), we get
3 ). By system (3.1), we get
It is easy to know that ω(x, y) under (3.15) can be expressed as
where β i (i = 1, · · · , 4) are given by (3.13) and
Noting that y − (x) = −y + (x), we get
which gives the first formula of (3.10). Similarly, we can get
We know that ω(x, y) under (3.15) can also be expressed as
where ω i (x, y) are given by (3.14) and ω 5 (x, y) = 4 ω 4 (x, y). Substituting (3.18) into (3.17), we can get the first formula of (3.11). Noting that x(−y) = x(y), we have
Since
dy.
By ν(x, −y) = −ν(x, y) and ω i (x, −y) = ω i (x, y), we can get the first formula of (3.12). Next, let us consider the expressions of c 2i (i = 0, 1, 2). By Lemma 2.4(ii), we get
Noting thatD
we get
where α i (i = 1, · · · , 4) are given in Theorem 3.1(i). By Lemma 2.4(ii) and (3.7), we have
It follows from c 21 = 0 that
Let us give the expression of c 22 .
Then, by Lemma 2.4(ii), we get
3 ). By (3.1), we get
It is easy to know that ω(x, y) under (3.19) can be expressed as 20) where f (x, y) is given by (3.16) and
Hence,
dx.
Since y l + (−x) = y + (x) and
which yields the second formula of (3.10). Similarly, we have
We can check that ω(x, y) under (3.19) can also be expressed as
Since ω i (−x, y) = ω i (x, y) for i = 1, 2 and ω 4 (−x, y) = − ω 4 (x, y), thus,
which yields the second formula of (3.11). For J
3 , we have
Noting that x l (y) = −x r (y), we get
−H x x(y), y dy, which yields the second formula of (3.12). This completes the proof. 2
Theorem 3.2. Suppose the Abelian integral of system (1.3) near the homoclinic loop Γ i is expressed as
I (i) (h) = c i0 + c i1 (h − h 3 ) ln(h − h 3 ) + c i2 (h − h 3 ) + h.o.t., i = 3, 4,(3.
21)
where ω i (x, y) are given in (3.8) .
(ii) For system (3.1), there exists a heteroclinic-polycycle S (6) through 6 saddles (see Fig. 3 
(b)). It is orientated counter-clockwise and corresponds to H(x, y) = H(S 3 ). It follows from [7] and [16] that for 0 < h − H(S 3 ) 1, I(h) can be expressed as
Denote c 60 =´S (6) Q 5 dx − P 5 dy. Since system (1.3) is Z 3 -equivariant, we get
where Θ 2 (x 3l , y 3l ) is obtained by rotating S 3 counter-clockwise with π 3 , and Θ 1 (x 3r , y 3r ) is obtained by rotating S 3 clockwise with π 3 . By symmetry, we get x 3l = −x 3r and y 3r = y 3l . Hence,
Let u = −x. Since along Θ 2 S 3 and S 3 Θ 1 , we have y(−x) = y(x) and y (−x) = −y (x), then
So,
Remark 3.1. In the calculations of c i2 (i = 1, 2), we find that H y (x, y) has the factor y, which leads to the integrals cannot be calculated directly by Matlab even though we know that c i2 exists by Lemma 2.4. We deal with this problem by the way of (3.16) and (3.20). (ii) The values for (3.10)-(3.12): 
Proof of the main results

Set
where λ 1 > 0 and λ 3 > 0 are respectively the eigenvalues of system (3.1) at the saddles S 1 and S 3 .
The 23 limit cycles for Z 3 -equivariant quintic systems
Then we get
and (4.7) (1) For j = 1, 2, 3, I (j) (h) has 1 zero. (2) For j = 1, 2, 3, the stability of limit cycles (generated by homoclinic bifurcation) and the stability of centers C j yields 1 limit cycle in the region enclosed by Γ j in view of Poincaré-Bendixson theorem.
(3) The broken position of the separatrixes of S 4 and the stability of the center C 4 yields one limit cycle. (4) The broken position of the separatrixes of the polycycle S (6) and the stability of the center O yields one limit cycle.
From (1)- (4), we obtain 9 + 9 + 3 + 1 = 22 limit cycles altogether. Finally, let us consider the limit cycles bifurcating from the unbounded period annulus. Let V i be the singular points obtained by rotating the saddle S 1 around the origin counter-clockwise with 2π 6 i (i = 1, 2, 3, 4, 5) and V 3 = S 2 . Then, we obtain a heteroclinic polycycle through the saddles S 1 , V 1 , · · ·, V 5 , denoted as V (6) , see Fig. 3(a) . The unperturbed system has an unbounded period annulus with the boundary V (6) for h ∈ (−∞, H(S 1 )) see Fig. 2 
It is easy to see that both ´
ω(x, y) dx dy and ´ 
Hence, there exists a B * 6 > 0 such that for B 6 = B * 6 , we have I(H(S 1 )) > 0. Then, it follows from Corollary 2.1(ii) that there exists at least one "big" limit cycle around all 25 singular points for system (1.3). To sum up, we have obtained 23 limit cycles for system (1.3). The distribution of the 23 limit cycles is shown in Fig. 1(a) .
The 20 limit cycles for Z 3 -equivariant quintic systems
Denote μ = (μ 1 , μ 2 , μ 3 ). Then, we get
Choose A * 2 , B * 5 such that A * 2 > 0 and
It is easy to know that
Then, there is a neighborhood U of μ = 0 such that for μ ∈ U we have c * 60 < 0, ω(O) < 0; and (1) (h) has 1 zero, I (2) (h) has 2 zeros and I (3) (h) has 1 zero.
(2) The stability of limit cycles (generated by homoclinic bifurcation) and the stability of the center C 3 yields 1 limit cycle in the region enclosed by Γ 3 .
(3) The broken position of the separatrixes of S 4 and the stability of the center C 4 yields one limit cycle. (4) The broken position of the separatrixes of the polycycle S (6) and the stability of the center O yields one limit cycle. (5) By the similar arguments as in Section 4.1, we can obtain a "big" limit cycle around all 25 singular points.
To sum up, we have obtained 20 limit cycles for system (1.3). The distribution of the 20 limit cycles is shown in Fig. 1(b) .
The 24 limit cycles for Z 6 -equivariant quintic systems
For P 5 , Q 5 given in (1.5) and (1.6), let A * i = B * i = 0 (i = 3, 4, 5). Then system (1.3) with 0 < 1 is Z 6 -equivariant. Let
Then we get (1) For j = 1, 3, I (j) (h) has 1 zero, which yields 2 × 6 = 12 limit cycles (generated by homoclinic bifurcation) for system (1.3) by Corollary 2.1 and rotating the vector fields around the origin by 2π/6 since system (1.3) is Z 6 -equivariant.
(2) For j = 1, 3, the stability of limit cycles (generated by homoclinic bifurcation) and the stability of the centers C j yields 1 limit cycle in the region enclosed by Γ j in view of Poincaré-Bendixson theorem. So, we obtain another 2 × 6 = 12 limit cycles for system (1.3). The distribution of the 24 limit cycles is shown in Fig. 1(c) . 14) has 2 zeros. Simultaneously, the broken position of the separatrixes of the saddle S 3 and the stability of center C 3 leads another 1 limit cycle in the region enclosed by Γ 3 according to Poincaré-Bendixson theorem. So, system (1.3) has (2 + 1) × 6 = 18 limit cycles by Corollary 2.1 and rotating the vector fields around the origin by 2π/6, see Fig. 1(d) . This completes the proof of Theorem 1.1. 2 Remark 4.2. In Section 4.1, we obtain a "big" limit cycle around all 25 singular points of system (1.3) and a limit cycle around only the origin. The configuration of the 23 limit cycles is new and different from the result obtained in [2] .
The 19 limit cycles for Z 6 -equivariant quintic systems
