Introduction {#s1}
============

A major issue for the visually-impaired is mobility. Visually-impaired and blind individuals have higher risks of unintentional injuries, both at home and in the general environment (Legood et al., [@B36]; Manduchi and Kurniawan, [@B38]). Mobility depends on the integrity of our spatial functions, which in turn depend on mental representations that themselves rely on the correct functioning of cortical visual mechanisms (Thinus-Blanc and Gaunet, [@B69]). Loss of visual functions through visual impairment or blindness can affect the way that mental representations are created, which in turn leads to impairment in multiple functions such as reading, manipulation of objects, or orientation in space (Thinus-Blanc and Gaunet, [@B69]; Kuyk et al., [@B28]; Lahav et al., [@B34]). In fact, visual impairments affect nearly 300 million people globally, with another \~36 million suffering from complete loss of vision (World Health Organization, [@B78]). Therefore, studying how mental representations can be established and manipulated in visually-impaired and blind individuals is arguably an important public health issue.

Spatial functions can be supported by visual, tactile, and auditory stimuli (Auvray et al., [@B5]; Collignon et al., [@B13]; Lacey et al., [@B31]; see Lacey and Sathian, [@B29], for a review). Specifically, studies of tactile mental rotation in the blind demonstrate a typical decrease in performance with increasing image rotation (Shepard and Metzler, [@B66]; Marmor and Zaback, [@B39]; Prather and Sathian, [@B51]), consistent with a classic mental rotation effect (Shepard and Metzler, [@B66]) as found for visual stimuli (Jordan et al., [@B26]; Thomas et al., [@B70]; Iachini et al., [@B25]). This has led to research demonstrating that spatial representations can be achieved in a largely modality-independent fashion (Lacey and Campbell, [@B30]), engaging a common representational system (Lacey and Sathian, [@B29]; Masson et al., [@B40]). The ability of visually-impaired individuals to use tactile information to analyze spatial properties, as well as the modality-independence of spatial skills, have opened new avenues for rehabilitation via sensory substitution. Multiple forms of tactile sensory substitution devices (SSDs), such as the classic Braille alphabet and white cane, but also more novel devices such as the Tongue Display Unit (TDU) (Chebat et al., [@B11]), focus on rehabilitating functions such as reading and orientation in space. However, such SSDs risk remaining limited in their applications, due to limited libraries of stimuli, persistent training, and restricted accessibility/ergonomics. Moreover, devices such as the TDU or BrainPort (Bach-y-Rita et al., [@B6]; Arnoldussen and Fletcher, [@B4]) are invasive (Gori et al., [@B22]), in that they block the tongue, and that they deliver voltage impulses which, on the long run, might negatively affect the skin through repeated stimulation (Fary and Briffa, [@B19]), potentially leading to tissue damage and pain (Prausnitz, [@B52]). New non-invasive applications aiming to digitally render tactile information promise to resolve such issues through digitalization. This digitization of information has led to significant improvements in healthcare, including reduced costs and increased accessibility and reliability of treatments (Noffsinger and Chin, [@B46]; Dwivedi et al., [@B17]). Currently, visually-impaired individuals require many training hours together with occupational therapists in order to rehabilitate visual functions such as reading or orientation in space. By contrast, digitizing the delivery method of such therapies would reduce resources for the medical domain, as well as increase patient independence. Thus, patients could train both their tactile perception, as well as their shape and space perception, without the constant supervision of a therapist. In addition, the non-invasive nature of a technology based on ultrasonic vibrations rather than electrical stimulation, such as the one employed in our study does not entail the possibility of negative long-term effects such as those induced by prolonged electrical stimulation.

It has previously been shown that sighted participants can use digital haptics to create and manipulate mental representations of letters (Tivadar et al., [@B71]). In this study, Tivadar and colleagues tested a group of sighted subjects on a mental rotation task with digitally-rendered haptic stimuli on the same prototype as in the current study. The authors had participants actively explore haptic letters that were simulated on the screen of the tablet, in order to recognize whether these letters were presented in normal or mirrored forms. Critically, these letters could be rotated at four angles (0°, 90°, 180°, 270°), thus obligating participants to engage in mental rotation of the presented stimuli. (Tivadar et al., [@B71]) results support the fact that participants successfully managed to build mental representations of these digitally-presented haptic letters, that they were then able to rotate so as to correctly determine the form. It has also been shown that mental rotation in the visually-impaired can be supported by tactile stimuli (see Prather and Sathian, [@B51], for a review). However, it remains unknown whether visually-impaired and blind individuals can use simulated digital tactile information to build mental representations of objects that they can then also mentally manipulate. In fact, if these digital applications are well-suited to rehabilitate spatial functions, this would highly increase the speed of recovery of such patients. As such, these applications are very promising due to the ease of delivery of digital information, their independence of environment, and the fact that they can easily simulate real-world objects and environments. This in turn supports everyday functions such as localization, mapping, and building internal representations of objects, thus entailing a high translational facility to veridical environments. In addition, being able to create and rotate mental representations of objects based on digital simulated haptic information is an important step in a proof-of-concept for the successful acquisition and manipulation of a simulated haptic space.

In order to investigate whether visually-impaired and blind participants would be able to successfully create and manipulate mental representations of objects, we tested a group of subjects suffering from visual impairments of different types and severities on a mental rotation task, using normal and mirror-reversed digital haptic letters. We chose to have a heterogeneous group in terms of their visual impairment, due to the fact that such applications are aimed at individuals living with various forms of visual impairment. We hypothesized that visually-impaired and blind individuals should show the classic mental rotation effect, as first investigated by Shepard and Metzler ([@B66]), meaning decreasing performance with increasing object rotation. If so, this would mean that participants are able to use digital haptic information to create mental images of 2-D objects, such as letters. Specifically, we expected to see this effect for normal trained as well as new stimuli, contrary to results in sighted (Tivadar et al., [@B71]), where sighted participants did not perform well with untrained (new) letters. We expect this given higher tactual expertise of visually-impaired and blind participants (Goldreich and Kanics, [@B21]; Legge et al., [@B35]; Wong et al., [@B77]). Similar, yet worse, performance is expected for mirror-reversed stimuli as compared to stimuli presented in their normal form, given previous evidence demonstrating slower reaction times and higher errors with stimuli in their mirrored as compared to normal form (Marmor and Zaback, [@B39]; Carpenter and Eisenberg, [@B10]), and the stimulus familiarity effect (White, [@B76]; Bethell-fox and Shepard, [@B8]).

Methods {#s2}
=======

Participants
------------

Written informed consent was obtained from each participant to procedures approved by the cantonal ethics committee. Fourteen adults (7 women and 7 men; age range 18--64 years, mean ± SD: 40 ± 12.6 years) were tested. Each was compensated 50 Swiss francs for their participation. Ten of the participants were completely blind, and 4 retained some low vision. Most participants were right-handed, only one was left-handed. Regarding Braille literacy, six of them reported good literacy, six of them reported no literacy, and two of them reported little literacy. Most of our participants had an acquired visual impairment or blindness (*N* = 10), and four of them were congenitally blind. Diagnostic visual acuity measurements were transformed into logMAR (Bonavolonta et al., [@B9]; Patel et al., [@B48]). Characteristics about patients\' demographics and diagnoses are presented in [Table 1](#T1){ref-type="table"}. No participant reported tactile deficits or had a history of or a current neurological or psychiatric illness.

###### 

Patient characteristics and group assignment.

  **ID**   **Gender**   **Age range**   **Diagnosis**                                                **Congenital /acquired**   **Years of visual impairment**   **Vision**   **Residual vision**                                                                   **Visual acuity \[logMAR\] (right eye; left eye)**   **Braille**   **Locomotion**   **Group of letters trained**   **Inclusion in analyses**
  -------- ------------ --------------- ------------------------------------------------------------ -------------------------- -------------------------------- ------------ ------------------------------------------------------------------------------------- ---------------------------------------------------- ------------- ---------------- ------------------------------ ---------------------------
  Pat06    F            55--60          Retinitis Pigmentosa & deafness (corrected)                  Acquired                   14                               Blindness    Right eye: 0.03, left eye: 0.03                                                       (1.5; 1.5)                                           Yes           Cane             2                              Y
  Pat01    M            60--65          Retinal Vascular Occlusion (L&R)                             Acquired                   7                                Blindness    Total blindness                                                                       (3; 3)                                               Little        Dog              1                              Y
  Pat15    F            40--45          Congenital retinopathy, both eyes enucleated                 Congenital                 44                               Blindness    Total blindness                                                                       (3; 3)                                               Yes           Cane             1                              Y
  Pat02    M            25--30          Glaucoma                                                     Acquired                   13                               Low vision   Visual field \<15°, right eye: 0.63, left eye: 0.05                                   (0.2; 1.3)                                           No            cane             2                              Y
  Pat11    F            40--45          Usher Syndrome: Retinitis Pigmentosa, deafness (corrected)   Acquired                   7                                Low vision   Right eye: 0.16, left eye: 0.16                                                       (0.8; 0.8)                                           No            Cane             1                              Y
  Pat14    F            35--40          Optic Nerv Atrophy                                           Congenital                 38                               Blindness    Right eye: luminous perception, left eye: hand movements                              (2.9; 2.9)                                           Yes           Cane             2                              Y
  Pat12    F            40--45          Retinitis Pigmentosa                                         Acquired                   36                               Blindness    Luminous perception, shapes                                                           (2.9; 2.9)                                           No            --               2                              Y
  Pat13    M            30--35          Optic Nerv Atrophy                                           Acquired                   3                                Blindness    Right eye: perception of hand movements, left eye: counts fingers at 1.5 m distance   (2.3; 1.7)                                           Yes           Cane             2                              Y
  Pat04    F            30--35          Congenital Glaucoma                                          Congenital                 33                               Blindness    Right eye: luminous perception, left eye: total blindness                             (2.9; 3)                                             Yes           Dog              1                              Y
  Pat09    M            25--30          Lyell syndrome                                               Acquired                   15                               Blindness    Right eye: 0.05, left eye: luminous perception                                        (1.3; 2.9)                                           No            Cane             1                              Y
  Pat10    M            25--30          Leber congenital Amaurosis                                   Acquired                   6                                Blindness    Right eye: 0.05, left eye: \< 0.05                                                    (1.3; \<1.4)                                         Little        Independent      2                              N
  Pat03    F            55--60          Divergent strabismus, macular hole, cataract (R)             Acquired                   6                                Low vision   Right eye: 0.2                                                                        NA                                                   --            Cane             2                              N
  Pat16    M            18--20          Leber congenital Amaurosis                                   Congenital                 19                               Blindness    Luminous perception                                                                   (2.9; 2.9)                                           Yes           Cane             1                              N
  Pat08    M            30--35          Usher Syndrome: Retinitis Pigmentosa, deafness (corrected)   Acquired                   13                               Low vision   Right eye: 0.25; left eye: 0.4                                                        (1.6; 0.4)                                           No            Independent      1                              N

*M stands for Male, F stands for female. Training 1 stands for training on the letters L and P, and Training 2 stands for training on the letters F and G*.

Apparatus
---------

The apparatus was identical to that used in Tivadar et al. ([@B71]). It entailed a 7″ tablet with a 1,024 × 600 pixel touchscreen. The tablet\'s operating system is Linux-based (Raspbian) and the tablet itself is equipped with a software tool to render and control the presentation of haptic textures. Briefly, the software recodes images in jpeg format into a haptic format using a kit written in C++. Full details of the technique and the haptic rendering are provided in Vezzoli et al. ([@B72], [@B73]) and Rekik et al. ([@B58]).

Stimuli
-------

Stimuli were identical to those employed in Tivadar et al. ([@B71]). These were 4 upper-case letters---L, P, F, and G---drawn in Paint (see e.g., Carpenter and Eisenberg, [@B10]; see also [Figure 1](#F1){ref-type="fig"}). We also used Matlab to generate images wherein each letter was rotated 0°, 90°, 180°, or 270° from upright and mirrored. In terms of the conversion from image to haptic rendering, the stimuli appeared centrally and on a white (i.e., blank in terms of haptic rendering) background. All pixels of the letter stimuli were coded with the same haptic texture, based on the Hap2u pre-installed Texture Editor software. The shape of the ultrasonic vibration was a square wave of roughly 2 μm amplitude (see e.g., Sednaoui et al., [@B65]). This has been shown to produce the most intense and quick reduction of the friction of the screen under the finger; i.e., a "pointy" sensation. Additionally, a "coarse" texture was produced by using a 3,500 μm period of the square wave (see Hollins and Risner, [@B24]).

![Experimental setup and digital haptic transformation. **(A)** Each subject wore a blindfold and noise-canceling earphones throughout the experiment. This was done to prevent any residual or inadvertent visual input and to mask any audible noise from the tablet. During each trial, the subject could explore the letter stimulus for 30 s with one finger of their dominant hand. They then used their non-dominant hand to respond via a computer mouse whether the letter was upright or mirror-reversed. **(B)** The tablet\'s pre-installed software development kit translated the image files into haptic renderings. The transformation involves delineating the image in a series of 8 × 8 pixel cells and coding each of the cells into textures, using a haptic library where different textures are defined. Written informed consent was obtained from the individual for the publication of this image.](fnins-14-00197-g0001){#F1}

Procedure and Task
------------------

Likewise, the procedure and task are identical to what is described in Tivadar et al. ([@B71]). All participants completed the experiment within a sound-attenuated, darkened room (WhisperRoom MDL 102126E). All of our participants wore a blindfold as well as noise-canceling headphones (Bose model QuietComfort 2). This was done so as to block any potential residual light and to mask any sounds from the tablet (see also Murray et al., [@B45]). This may likely minimize any cross-modal facilitation (Lacey et al., [@B33]), impeding a recognition of the presence/absence or location of the letters by the sound the tablet made when explored. We would note that while all participants were familiar with letters, no participant was familiar with the haptic tablet or had prior exposure to the haptic stimuli. We instructed participants to explore the tablet with a finger from their dominant hand and to respond with their non-dominant hand. For each letter, the participant was asked to indicate via a computer mouse if it was presented in normal or mirror-reversed manner (left and right buttons, respectively). We explicitly instructed participants to explore the haptic rendering, to identify the letter, and to imagine rotating the letter to upright (0°) so as to judge if the letter was normal vs. mirror-reversed. Stimulus duration was 30 s followed by a 20 second response window. These timings were determined during pilot experiments, where it was evident that participants needed some time to recognize when a stimulus appeared on or disappeared off the screen of the tablet. The ensuing trial was initiated after the response and with the further inclusion of an inter-trial interval ranging 500--1,000 ms. To train the participants with the haptic tablet, we had each of them complete three training blocks, each comprised of 16 trials (2 per condition). During training, a participant was exposed to only 2 of the 4 letters (either L and P or alternatively only F and G). We counterbalanced across individuals the letters to which they were exposed. The pairing of letters was based on their perceptual proximity, which allowed a progressive learning procedure. We trained participants with pairs of letters in this way in order to assess whether effects generalized to untrained stimuli. Prior to exposure to the letter stimuli, we first trained participants to explore the tablet screen via lateral sweeps (Stilla and Sathian, [@B67]). While we did allow participants to change the finger used for exploring the tablet (to minimize any adaptation or habituation effects), we did not allow for changing hands. We then taught participants to differentiate vertical from horizontal lines. Afterwards, participants completed the abovementioned training blocks. The experimenter (R.I.T.) provided participants with verbal instructions as well as feedback regarding general performance and the accuracy of responses throughout the training session. The testing phase comprised 3 blocks of 32 trials, making 96 trials in total per participant \[i.e., six trials per each of the 16 combinations of 4 angles (0°, 90°, 180°, and 270°) × 2 conditions (normal/mirror) × 2 training (trained/untrained)\]. During the experiment, participants were ecnouraged to take regular breaks between blocks of trials to maintain high concentration and prevent fatigue. The total experiment duration was no longer than 3 h 30 min. Stimulus delivery and behavioral response collection were controlled by Psychopy software (Peirce, [@B49]).

Behavioral Analysis
-------------------

We used Matlab to pre-process the data and R (R Core Team, [@B56]) for analyses. First, we excluded all trials that were classed as missed trials, i.e., trials with RTs over 20 s (15.1% of trials). Any remaining outlier trials were then excluded on a single-subject basis (i.e., for each subject and condition), applying a criterion of the mean ±2 standard deviations around their RTs (2.9% of all trials, see Ratcliff, [@B57]; Field, [@B20]). Accuracy means were calculated from the remaining trials. Missing means in certain conditions were replaced with the mean of all subjects for the specific condition (14 cases in total, 8.75% of total data). Upon inspection of Accuracy scores, we found 4 of the 14 patients had a global performance (i.e., across all angles of presentation) for letters in their normal form that was equal to or lower than chance, i.e., ≤50% ([Figure 2A](#F2){ref-type="fig"}). We excluded these participants. Our final group comprised 10 participants (aged 27--64 years; mean ± SD: 40.7 ± 12.1 years). We compared Accuracy with a 2 × 2 × 4 repeated measures ANOVA with factors Training (trained/untrained), Condition (normal/mirror) and Angle (0°, 90°, 180°, 270°), after not having found a significant deviation from the normal distribution and from homoscedasticity (assumptions tested with Shapiro and Levene tests). Greenhouse-Geiser corrections were applied whenever sphericity was violated. Partial eta-squared is reported as a measure of effect size. As in Tivadar et al. ([@B71]), RTs were not further analyzed as they represented somewhat cued responses, and were not deemed informative as such. More specifically and as described above in the Methods section, participants had to explore the tablet for 30 s before being able to give responses on any given trial. This was done out of practical reasons, in order to ensure correct interaction with the tablet. Therefore, RTs are not representative of the time it took participants to correctly identify the form of a given letter, as even if participants had correctly identified the letter before the 30 s passed, they were not able to respond.

![Behavioral Results **(A)** The bar graph displays individual performance (accuracy rates) with trained normal letters collapsed across all angles. The red line indicates chance performance (i.e., 0.50). Participants were included if performance was above chance, resulting in the exclusion of 4 participants. **(B)** The lower graphs display group-averaged performance for upright trained, upright untrained, reversed trained, and revered untrained letters at four orientations (visual versions displayed in the inset) for the group of 10 included participants. There was an archetypical mental rotation effect with upright letters, independently of whether or not they were trained. This was not the case for mirror-reversed letters. **(C)** Comparative data from sighted individuals performing the identical task as originally reported in Tivadar et al. ([@B71]).](fnins-14-00197-g0002){#F2}

Results {#s3}
=======

Accuracy
--------

Group-averaged (*N* = 10) accuracy rates are displayed in [Figure 2B](#F2){ref-type="fig"}. The 2 × 2 × 4 repeated measures ANOVAs (Training × Condition × Angle) exhibited a significant 3-way interaction (Training × Condition × Angle) \[*F*~(3,27)~ = 3.28, *p* = 0.04, η~*p*~^2^ = 0.27\], and a significant 2-way interaction (Condition × Angle) \[*F*~(3,27)~ = 3.01, *p* = 0.05, η~*p*~^2^ = 0.25\]. There was also a main effect of Condition \[*F*~(1,9)~ = 7.6, *p* = 0.02, η~*p*~^2^ = 0.46\], with generally higher accuracy on Normal than on Mirrored letters. We therefore next conducted two separate 2 × 4 repeated measures ANOVAs (Trained × Angle) for Normal and Mirrored letters. For Normal letters, we observed a significant Trained × Angle interaction \[*F*~(3,27)~ = 3.81, *p* = 0.02, η~*p*~^2^ = 0.30\]. Despite this interaction, the *post-hoc* contrasts comparing accuracy rates for each angle revealed no significant differences between Trained and Untrained conditions (all *p*′s \> 0.08; without correction for multiple comparisons). Crucially, however, the within-subjects contrasts revealed a linear main effect of Angle \[*F*~(1,9)~ = 10.00, *p* = 0.01, η~*p*~^2^ = 0.53\]. Participants thus demonstrated typical mental rotation effect (Shepard and Metzler, [@B66]), i.e., decreasing performance accuracy with increasing angular disparity from upright, for letters presented in their normal form. No significant interactions or main effects were observed for Mirrored letters (*F*′s \< 0.9).

We have previously provided a proof-of-concept for sighted subjects with this same protocol as well (Tivadar et al., [@B71]). We display these data here in [Figure 2C](#F2){ref-type="fig"}. In this prior work, we observed a mental rotation effect for trained letters, but not for untrained letters, presented in their normal format. Given that identical paradigms and equipment were used in both studies, we *a posteriori* compared performance across sighted and visually-impaired for the normal format condition, as these were those exhibiting a mental rotation in each group when studied separately. Specifically, we performed a 2 × 2 × 4 mixed model repeated measures ANOVA with group as the between-subjects factor and Trained and Angle as the within-subjects factors, as described above. The within-subjects contrasts revealed a significant 3-way interaction \[*F*~(1,22)~ = 6.71, *p* = 0.017, $\eta_{p}^{2}$ = 0.23\]. To better understand the basis for this interaction, additional 2-way mixed model ANOVAs were run for trained and untrained conditions separately. For trained letters, there was a linear main effect of angle \[*F*~(1,22)~ = 6.89, *p* = 0.015, $\eta_{p}^{2}$ = 0.24\], as expected, but no significant interaction with group (*p* \> 0.45). By contrast, for untrained letters, there was both a linear main effect of angle \[*F*~(1,22)~ = 9.99, *p* = 0.005, $\eta_{p}^{2}$ = 0.31\], as expected, as well as a significant interaction with group \[*F*~(1,22)~ = 6.93, *p* = 0.015, $\eta_{p}^{2}$ = 0.24\]. This overall pattern indicates that visually impaired individuals exhibit greater generalization to untrained letters than their sighted counterparts ([Figures 2B,C](#F2){ref-type="fig"}).

Discussion {#s4}
==========

We provide the first proof-of-concept that visually-impaired and blind individuals were able to use digitally-rendered haptic letter stimuli to create mental representations that they could then spatially manipulate on a task requiring the discrimination of normal vs. mirror-reversed letters. In particular, patients showed the classic mental rotation effect (Shepard and Metzler, [@B66]), demonstrating decreasing performance with increasing angular disparity, or rotation of the letters, they previously haptically explored. This effect was visible not only for trained letters in their normal but not mirrored format, but also generalized to untrained letters. This is an important result, because it represents a necessary validation of the suitability of digital haptics for the rehabilitation of functions that rely on manipulable mental representations in the visually-impaired.

We furthermore compared the performance of our visually-impaired and blind participants with that of sighted individuals described in our prior published work (Tivadar et al., [@B71]). In this prior work, using the same device and protocol as here, we observed a mental rotation effect for trained, but not untrained, letters presented in their normal format. The results across the studies differed insofar as visually-impaired and blind individuals exhibited similar performance with both trained and untrained letters, whereas sighted participants showed no evidence for the generalization to untrained letters. It may be that vision (and individual\'s potential to use visual imagery) deleteriously affects the ability to generalize effects based on haptic-based mental representations from trained to untrained letters. Another alternative, which is not mutually exclusive, is that visually-impaired and blind individuals have greater tactile experience that in turn facilitates the observed generalization. Ample evidence indicates that tactile processing is enhanced by prolonged visual deprivation (Doane et al., [@B16]; Zubek et al., [@B79]; Facchini and Aglioti, [@B18]; Chebat et al., [@B11]; Wong et al., [@B77]). However, there is still debate regarding the extent to which short-term visual deprivation can enhance passive tactile discrimination. For example, Wong et al. ([@B77]) observed no enhanced *passive* tactile grating orientation discrimination after short visual deprivation (up to 110 min) of their sighted subjects. By contrast, Facchini and Aglioti ([@B18]), observed enhanced passive tactile grating orientation discrimination after 90 min of blindfolding, and Leon-Sarmiento et al. ([@B37]) observed enhanced discrimination of grating orientations after only 45 min of visual deprivation. Thus, even if we do not assume that blindfolding our sighted participants enhanced their tactile acuity, we suggest, given the above evidence, that visual deprivation impacts tactile discrimination abilities including the ability to form and manipulate mental representations of objects (here letters).

Implications for Models of Perceptual Encoding in the Blind and Visually-Impaired
---------------------------------------------------------------------------------

The fact that visually-impaired and blind participants exhibited mental rotation effects for both trained and untrained normal stimuli might be indicative of an *item-independent* encoding system operating in these individuals, which allows for facilitated transfer between new and learnt stimuli and faster generalization of encoding rules. It was previously proposed that this might be a result of changes in stimulus processing and encoding that are driven by neuroplasticity (Collignon et al., [@B14], [@B15], [@B12]). Specifically, it was suggested that the congenitally blind may show different learning strategies from the sighted as a result of allocating more attention to sensory information processing (Pring, [@B54]; Collignon et al., [@B14]). In fact, to test the hypothesis that the lack of visual input results in data-driven rather than conceptual encoding strategies, Röder and Rösler ([@B59]) tested memory for environmental sounds in sighted, congenitally-blind and late-blind subjects. They had participants encode sound either in a semantic ("deep") or in a physical ("shallow") fashion, and found that while all three groups profited most from semantic encoding, congenitally blind individuals outperformed the sighted ones on conceptually similar items after encoding (Röder and Rösler, [@B59]), and age-matched late-blind performed as well as congenitally-blind participants. Such results refute previous beliefs that the blind are less able to use conceptually based encoding strategies (for a discussion, see Thinus-Blanc and Gaunet, [@B69]), and instead support the hypothesis that the visually-impaired are able to make elevated use of perceptual encoding to aid recognition (Röder and Rösler, [@B59]; Rokem and Ahissar, [@B61]). Our results are also consistent with these hypotheses. The lack of differences in performance of our participants between trained and untrained stimuli suggests that once a general schema of stimulus encoding is created, visually-impaired and blind individuals easily transfer the learned concepts to unfamiliar stimuli. The visually-impaired and blind might thus rely more on conceptual item-independent processing (Röder et al., [@B60]; Collignon et al., [@B14]; Rokem and Ahissar, [@B61]) that may help compensate for visual loss.

Implications for Rehabilitation via Sensory Substitution
--------------------------------------------------------

The multisensory or "supra-modal" nature of object and spatial representations has important implications for rehabilitation applications using sensory substitution in individuals where input from one sensory modality, for example vision, is either impaired or absent. In such cases, both multisensory and cross-modal processes are primary drivers of neuroplasticity in visual areas (Kirkwood et al., [@B27]; Amedi et al., [@B1]; Merabet et al., [@B42]; Pascual-Leone et al., [@B47]; Murray et al., [@B44]), which may promote a task-selective and modality-independent re-specialization of these cortical structures (Murray et al., [@B43]; Amedi et al., [@B2]). In addition, spatial feature processing does not generally seem to rely on information from a specific modality (Pribram, [@B53]; Amedi et al., [@B3]; Pietrini et al., [@B50]; Struiksma et al., [@B68]). Lacey et al. ([@B33]) also demonstrated that such "supra-modal" representations of spatial characteristics are viewpoint-independent, and thus unaffected by object constancy issues (see also Lacey et al., [@B32]). One implication is that it may prove easier to achieve an "abstract" object representation (Pietrini et al., [@B50]). It has been repeatedly demonstrated that tactile information specifically can support spatial functions in blind, visually-impaired, and sighted subjects (Marmor and Zaback, [@B39]; Carpenter and Eisenberg, [@B10]; Grant et al., [@B23]; Ptito et al., [@B55]; Sathian, [@B64]; Chebat et al., [@B11]; Wan et al., [@B75]; Rovira et al., [@B62]; Vinter et al., [@B74]).

However, classical devices for conveying tactile information, such as the Braille alphabet, the white cane, and tactile maps, remain limited in the breadth of information they can convey, their accessibility, and their ergonomics (among other considerations) (reviewed in Gori et al., [@B22]). There are several potential advantages of digital haptics using the finger/hand over technologies such as the BrainPort or TDU delivered to the mouth. For one, digital haptics are completely non-invasive. The abovementioned technologies are not only ergonomically invasive (i.e., the mouth is full), but also use electrical stimulation of the tongue. Second, participants using the TDU needed 9 h of training on a single letter from Snellen\'s E test (i.e., the letter E) to recognize the letter presented in sizes ranging from 5 to 1.3 cm with 100% accuracy (see Figure 2 in Sampaio et al., [@B63]). By comparison, our participants needed 45 min to recognize trained and untrained letters in their normal form at a 0° and 90° angle (i.e., 4 letters, size on screen height × length: 4 × 5 cm) with \~70--75% accuracy. Thus, our method allows faster learning of a wider vocabulary of stimuli. In addition, the renderings via digital haptics allow for rapid and even dynamically changing simulation of a wide variety stimuli (from letters to full spatial maps) that need only to be digitally translated (i.e., coded) into a haptic form. This can be based on pre-programmed libraries or alternatively on real-time image-to-haptics conversation algorithms. Moreover, haptics allow the user a greater degree of control; the device can be explored at the discretion of the individual when they actively explore the tablet with their hand, leaving their mouth (and voice) unobstructed. These collective features may also augment the accessibility of such devices to both children and the elderly alike. However, we would also note that 4 of our 14 patients (i.e., 29%) did not meet our inclusion criterion of greater than chance levels with upright stimuli, independent of their angle of rotation. We can only speculate as to the potential causes and contributing factors. However, it is in our view unlikely that experience with Braille or the etiology of visual impairment has a direct link to performance with the haptic tablet. Both groups included individuals with either congenital or acquired impairments as well as individuals literate and illiterate in Braille. It will be important for further applications of this technology to establish if and how tactile sensitivity and discrimination abilities may underscore abilities to quickly learn to use this device. These points notwithstanding there are a number of promising domains for the application of this technology. One is the transmission of the concept of size-invariance (and perhaps also perspective invariance that can help promote both egocentric and allocentric representations) of haptic stimuli. This is an aspect that requires further exploration.

To date, devices including BrainPort and TDU have shown to be effective for functions ranging from object recognition, including measures of "visual" acuity (Chebat et al., [@B11]; Arnoldussen and Fletcher, [@B4]), to tasks requiring actions coordinated with mental representations of the perceived tactile objects (reviewed in Bach-y-Rita and Kercel, [@B7]). The present results similarly provide evidence that participants were able to understand the shape and even the form that the letters are haptically presented in (i.e., normal vs. mirror-reversed), speaks in favor of the application of digital haptics for simulation of spatial features. This is important, as spatial features rely on internal representations, and are directly related to spatial behaviors (Thinus-Blanc and Gaunet, [@B69]), such as object manipulation, localization, and spatial mapping. Ongoing work from our laboratory focuses on the applicability of this haptic technology in simulating trajectories modeled on a realistic indoor environment (i.e., an apartment\'s layout and corridors). Thus, the spatial functions that this technology has the potential to support can be directly extended to independent mobility.

The main innovation from our study is the successful application of a digital method. This is important, as digital rehabilitation methods promise to alleviate the medical field by reducing the necessary resources. Digital haptic stimulation finds applications not only in restoring spatial functions in the blind and visually-impaired, but also for rehabilitation of such functions in participants after sight restoration, for example in sight-restored cataract patients (McKyton et al., [@B41]). Specifically (McKyton et al., [@B41]), cataract operated children and young adults demonstrated immense deficits in mid-level visual processing (such as 3D object shapes) after cataract removal, despite intact low-level visual abilities. Using digital haptics, such patients may retrain their deficient spatial skills, in a safe, easy, and cost-effective way. As these representations have a "supra-modal" nature, digital tactile stimulation could aid existing therapy techniques to help patients encode a more abstract object representation. Thus, it is evident that the applicability of digital haptics is very promising for the medical domain.

Conclusion {#s5}
==========

Participants with various forms of visual impairments or blindness were able to use a digital haptic technology to create mental representations of objects. It further suggests that these participants, unlike their sighted counterparts, seem to rely on a more conceptual encoding procedure that is not item-specific, thereby making more use of perceptual information, as well as of a possible multisensory working memory. Our results have important implications for rehabilitation regimes of object-related, spatial and mobility functions using sensory substitution, as well as for virtual simulated sensory perception methods more generally. Thus, our study highlights the merits of using innovative digital technologies as an application in rehabilitation.
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