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Abstract
Semiconductor materials that can be doped both n-type and p-type are desirable for diode-based applications and
transistor technology. Copper nitride (Cu3N) is a metastable semiconductor with a solar-relevant bandgap that
has been reported to exhibit bipolar doping behavior. However, deeper understanding and better control of the
mechanism behind this behavior in Cu3N is currently lacking in the literature. In this work, we use combinatorial
growth with a temperature gradient to demonstrate both conduction types of phase-pure, sputter-deposited
Cu3N thin films. Room temperature Hall effect and Seebeck effect measurements show n-type Cu3N with 10
17
electrons/cm3 for low growth temperature (∼35◦C) and p-type with 1015–1016 holes/cm3 for elevated growth
temperatures (50–120◦C). Mobility for both types of Cu3N was ∼0.1–1 cm2/Vs. Additionally, temperature-
dependent Hall effect measurements indicate that ionized defects are an important scattering mechanism in
p-type films. By combining X-ray absorption spectroscopy and first-principles defect theory, we determined that
VCu defects form preferentially in p-type Cu3N while Cui defects form preferentially in n-type Cu3N. Based on
these theoretical and experimental results, we propose a kinetic defect formation mechanism for bipolar doping
in Cu3N, that is also supported by positron annihilation experiments. Overall, the results of this work highlight
the importance of kinetic processes in the defect physics of metastable materials, and provide a framework that
can be applied when considering the properties of such materials in general.
1 Introduction
The ability to dope a semiconductor both n-type and
p-type is a critical factor in determining the viabil-
ity of that material for diode-based applications and
transistor technologies. In cases where bipolar dop-
ing is not achievable, selecting a suitable heterojunc-
tion partner for diode fabrication can generate a host
of additional materials challenges that often hinder
device development. This problem has been partic-
ularly acute in the n-type nitride-based semiconduc-
tors, such as the III-N class of materials. For exam-
ple, true p-n junctions based on GaN took decades
to develop, ultimately leading to a Nobel Prize.1,2
Effective p-type doping is also problematic in solar-
absorbing nitride alloys such as (In,Ga)N1,3 and has
yet to be shown in other novel nitride semiconductors
with solar-matched bandgaps, like ZnSnN2. Given the
difficulty in obtaining bipolar doping in many cases,
particularly in nitride semiconductors, any material
that exhibits this quality warrants pursuit of a deeper
understanding of the phenomenon.
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In contrast to many other nitride materials, bipolar
doping has been experimentally demonstrated4 and
externally verified5 in the metastable semiconductor
copper nitride (Cu3N). This behavior has been ob-
served as a function of either growth temperature4 or
Cu/N flux ratio,5 suggesting some kind of self-doping
mechanism. The ability to achieve both conduction
types in Cu3N is particularly intriguing due to its di-
rect bandgap of 1.4 eV and indirect bandgap of 1.0
eV, which are well-suited for photovoltaic (PV) ap-
plications.4,6 Growth temperature would be expected
to affect the defect balance (and thus doping type) in
Cu3N, since nitrogen chemical potential is a function
of both nitrogen pressure and substrate temperature
under the ideal gas approximation.6 However, chang-
ing Cu3N growth temperature may not only control
its doping but can also lead to its decomposition or
change the surface kinetics during growth, since Cu3N
is a thermodynamically metastable material.6–8 Thus,
a sound mechanistic understanding of how bipolar
doping occurs in this material is necessary in order
to manipulate this property with skill, and such un-
derstanding is currently lacking in the literature.
Prior work on Cu3N has focused on characteriz-
ing properties such as decomposition temperature,7–9
reflectivity,10–12 and conductivity11 as a function of
changing deposition parameters. Cu3N was found to
exhibit either n-type conduction13,14 or quasi-metallic
behavior,11,15 with carrier concentration or conduc-
tivity being directly proportional to substrate temper-
ature during growth. Theoretical calculations later
showed that Cu3N has a band structure with anti-
bonding states at the valence band maximum (VBM),
opposite to that of conventional semiconductors with
bonding states at the VBM. Such an unusual band
structure causes defects to form as shallow states near
the band edges rather than in the mid-gap, leading to
a property known as defect tolerance.4 This finding
suggests that intentionally introducing native point
defects into Cu3N during growth could be a possible
technique for tuning its doping without deteriorating
its performance.
In the following manuscript, we demonstrate n-
type and p-type conduction in Cu3N as a function
of substrate temperature during growth, and propose
a mechanism that explains both the origins and the
temperature-dependence of this bipolar doping be-
havior. The findings presented in this work create
a new framework for understanding bipolar doping in
Cu3N, which is strongly dependent on a balance be-
tween surface and bulk kinetic processes. This un-
derstanding is achieved using a combinatorial syn-
thesis method paired with high throughput charac-
terization, in addition to advanced characterization
techniques and both bulk and surface defect calcu-
lations. Finally, the kinetically-driven, point-defect-
based mechanism developed herein for bipolar doping
in Cu3N highlights the important influence of kinetic
processes on the defect physics of metastable materi-
als in general.
2 Methods
2.1 Thin Film Deposition
Thin films of Cu3N were deposited via radio frequency
(RF) sputter deposition on 50x50 mm Eagle XG glass
substrates using a combinatorial sputter deposition
chamber with 1 x 10-6 Torr residual water base pres-
sure and an RF-plasma atomic nitrogen source. Two
sputter guns with 50 mm elemental Cu targets were
inclined at 45◦ with respect to the substrate, and the
atomic nitrogen source was positioned at normal in-
cidence angle, to achieve a nominally constant film
thickness and to avoid a gradient in nitrogen activity
(left side, Fig. 1).
Figure 1: Diagram depicting the combinatorial cham-
ber geometry used to obtain a gradient only in tem-
perature (left) and the layout of the 44-point com-
binatorial grid used for all mapping characterization
described in this work (right). The asterisks denote
regions of the film that were removed and subjected
to non-mapping-style measurements.
Target-substrate distance was kept at 13 cm for all
samples. For a more detailed description of the atomic
nitrogen source and of the sputter deposition proce-
dures used in this work, see Ref. [6]. Target power
density for each gun was maintained at 1.5 W cm-2
and the atomic nitrogen source was powered at 250 W.
Nitrogen gas was flowed in through the nitrogen RF
source at a rate of 10 sccm and balanced by 10 sccm
argon gas for a total chamber pressure of 20 mTorr.
One side of the glass substrate was kept in contact
with a resistive heating unit maintained at constant
2
temperature, so that a continuous temperature gradi-
ent was induced across the substrate during growth.
For a more detailed description of how the combina-
torial temperature gradient was induced in this work,
see Ref. [16]. Hot-side set point temperatures ex-
plored in this study were 120◦C, 90◦C, and no ac-
tive heating. These set point temperatures represent
a continuous growth temperature spread from 120–
50◦C in addition to a growth temperature of 35◦C,
as calibrated by a thermocouple on the substrate sur-
face.
2.2 Characterization
Each deposition performed as described above yielded
a library of samples grown at a range of temperatures
dictated by the hot-side temperature. Long-range
phase purity was determined using X-ray diffraction
(XRD). Conductivity of each library was measured
using four-point probe sheet resistance measurements
combined with thickness measured by profilometry.17
XRD, four point probe, and profilometry measure-
ments were taken using a combinatorial 44-point grid
(right side, Fig. 1). Film microstructure was im-
aged at representative regions via scanning electron
microscopy (SEM). Carrier concentration and mobil-
ity were measured on selected regions of each library
using room temperature Hall effect in the van der
Pauw configuration and room temperature Seebeck
effect. Regions selected for Hall and Seebeck mea-
surements are indicated in Fig. 1 with white aster-
isks, and were removed from the original libraries in
7x7 mm pieces. Temperature-dependent Hall effect
measurements were performed on a region of another
p-type library grown isothermally at ∼160◦C. Error
bars shown for the conductivity data give the stan-
dard deviations among the four repeated rows of each
combinatorial sample. Error bars shown for the Hall
effect data give the standard deviations among 5–10
repeated measurements of each of the selected pieces
measured from each library. Further information on
the experimental methods used herein can be found
in prior publications.4,17,18
Experimental X-ray absorption spectra (XAS) were
taken on representative p-type and n-type Cu3N sam-
ples at beamline 8-2 at the Stanford Synchrotron Ra-
diation Lightsource (SSRL). A nominal resolution of
∆E/E of 10-4 is provided by this beamline.19 Data
was collected both by using largely bulk-sensitive to-
tal fluorescence yield (TFY), which has a penetration
of ∼100 nm, and by the more surface sensitive total
electron yield (TEY), which has a penetration of ∼10
nm.20
Additionally, both n- and p-type Cu3N sam-
ples were analyzed using positron annihilation spec-
troscopy. The positron irradiation energy was tuned
from 0.5 to 25 keV to probe the samples from the
surface up to a mean implantation depth of 1.3 µm
(i.e. into the substrate). After implantation and ther-
malization in the layer, each positron diffuses and an-
nihilates with an electron. Each such event results
in two photons with energy of 511 ±∆E keV, which
are measured by a high-purity Ge detector with an en-
ergy resolution of 1.3 keV full width at half maximum.
The Doppler broadening, ∆E, depends on the momen-
tum distribution of the annihilating electrons. Typ-
ically, the Doppler broadened energy spectrum nar-
rows when positrons are trapped by vacancy defects.
The shape of the spectrum is characterized using S
and W shape parameters referring to the fraction of
positron annihilation with low-momentum electrons
(pL < 0.4 a.u.) and high-momentum electrons (1.6
a.u. < pL < 4 a.u.), respectively.
21
2.3 Computation
The defect formation energies ∆HD for the copper va-
cancy (VCu), copper interstitial (Cui), the N vacancy
(VN), and substitutional oxygen (ON) were deter-
mined using the results of previously published super-
cell calculations,22 using the GGA+U functional with
U = 5 eV for Cu-d. In order to determine the ∆HD
for the actual growth conditions, we assumed here
a quasi-equilibrium of Cu3N with Cu-metal (∆µCu
= 0), and an activated source of N (∆µCu = +0.76
eV). For the chemical potential of oxygen, we assumed
∆µCu = -0.84 eV, which corresponds to the ideal gas
law chemical potential for T = 200◦ C (upper T limit
for Cu3N growth) and pO2=10
-8 atm (base pressure of
the growth chamber). In order to calculate the depen-
dence of the VCu and Cui defect formation energy as
a function of the distance from the surface, we used a
slab supercell with 248 atoms modeling the partially
oxidized (001) surface of Cu3N. This surface termi-
nation, formed by substituting every other N atom
of the (001) surface by an O atom was previously
found to yield an exceedingly low surface energy.4 The
charge compensation was maintained by changing the
O/N ratio at the surface upon introducing the defects.
These supercell calculations were performed using the
VASP code,23 with otherwise identical computational
settings as in Ref. [24].
3
The modeled XAS structures were generated as de-
tailed previously, with the exception of the CuO sur-
face structure.4 The previously-calculated bulk struc-
tures consist of approximately 100 atoms with specific
defects inserted into them. The surface structures
consisted of at least 50 atoms. The CuO structure
was generated by placing CuO on top of a slab of
Cu3N and relaxing the structure within VASP.
24
The X-ray calculations were performed in two ways,
both largely detailed previously.25,26 First, X-ray core
hole (XCH) spectra were calculated only at the ni-
trogen K-edge. Within an ultrasoft pseudopotential
formalism, the excitation is simulated by replacing
the excited atom with a 1s core hole, such that the
excited nitrogen now is represented as 1s12s22p4. K-
point sampling is used to converge the spectra. The
unoccupied p-type orbitals are then projected onto
the excited atom and the resultant stick intensity as
a function of energy are broadened by 0.05 eV and
the process is repeated for every atom.
Second, calculations based on solving the Bethe-
Salpeter equation (BSE) were performed within
ocean for Cu L-edge as previously detailed, using
DFT as a basis.27 The electronic structure was cal-
culated within the local-density approximation using
the Quantumespresso code,28 and sampling of the
Brillouin zone was improved through use of the OBF
interpolation scheme. The number of bands included
hundreds (>1000) of the first conduction bands, and
the screening of the core-hole potential included thou-
sands (>4000) bands. The k-space and mesh sam-
pling were checked for convergence. The broadening
was 0.2 eV. The spectra were aligned based on the
Fermi level and potential on the core.
3 Results
3.1 Structure
Crystalline Cu3N films with long-range phase-purity
were achieved at all growth temperatures explored in
this work. Long-range phase-purity can be seen in
Fig. 2a, which displays XRD patterns for Cu3N grown
at various temperatures. Based on comparison to the
peak intensities of the Cu3N powder diffraction pat-
tern from the Inorganic Crystal Structure Database
(ICSD), these films exhibit no preferential orienta-
tion. The absence of peak intensity at 50.5◦ and at
43.3◦ confirms the absence of any long-range metallic
copper second phase, indicating the films in this work
represent a comparison between phase-pure Cu3N
films grown at different conditions and not between
107
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Figure 2: (a) Cu3N XRD patterns as a function of
growth temperature spanning the full temperature
gradient. All peaks shown correspond to Cu3N, and
no contribution from copper metal can be seen. The
dashed white line horizontally separates the 120◦C
data set from the 90◦C data set. (b-c) SEM images
of characteristic Cu3N samples grown on glass at (b)
120◦C and (c) no active heating. The film grown with
no active heating exhibits pyramidal grain termina-
tion with 50–100 nm grains while the film grown at
120◦C exhibits spheroid grain termination with 10–50
nm grains.
Cu3N and a phase-separated mixture of Cu3N and
Cu0.
As shown in Figs. 2b-c, two distinct film mor-
phologies were observed for the thin films prepared
in this study. Films grown without actively heat-
ing the substrate (i.e. the only source of substrate
heating was from the impinging sputtered atom flux),
exhibited pyramidal grain termination with 50-100
nm grains (Fig. 2b). For films grown at slightly ele-
vated substrate temperature (i.e. 50–120◦C) spheroid
grain termination was observed with grain size on
the order of 10–50 nm (Fig. 2c). Observing larger
grains for unheated growth and smaller grains for
slightly elevated growth temperature is related to the
metastable nature of Cu3N. At elevated growth tem-
perature, slightly below the decomposition tempera-
ture of Cu3N, it is possible that partial evaporation
leads to spherical grain termination such that sur-
face area is minimized. A more detailed description
of this counterintuitive grain size phenomenon and
its relation to metastability can be found in previous
works.6,15
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Figure 3: Cu3N conductivity determined by four
point probe as a function of growth temperature for
both low and elevated growth temperature Cu3N films
is shown in (a). T-dependent Hall effect data is shown
in (b) for the 160◦film. An inverse relationship be-
tween carrier density and mobility as temperature de-
creases indicates ionized defect scattering dominates
the room temperature mobility. For low temperature
p-type films, room temperature mobility was found to
decrease exponentially with increasing carrier density,
as shown in (c), again indicating the influence of ion-
ized defect scattering for p-type films. Designations of
n-type and p-type in all panels are based on the sign
of the Hall coefficients and corresponding Seebeck co-
efficients for the samples in question, summarized in
Table 1.
3.2 Transport
Fig. 3 shows the electrical transport properties of
Cu3N films as a function of growth temperature. Des-
ignations of n-type and p-type in all panels of Fig. 3
are based on the sign of the Hall coefficients and corre-
sponding Seebeck coefficients for the samples in ques-
tion. The average n-type and p-type carrier density,
mobility, and Seebeck values are summarized in Ta-
ble 1. Films from the 120◦C region were unable to
be reliably measured by Hall effect, due to contact
degradation with repeated measurement. The same
effect was not observed while collecting Seebeck effect
data, which allowed the high-temperature samples to
be designated p-type. To fill the gap in the Hall ef-
fect data, a sample grown isothermally at 160◦C in a
previous work4 was used for obtaining temperature-
dependent Hall effect data. The data from that sam-
ple is indicated with an asterisk in Table 1.
Hall and Seebeck effect measurements of the three
Cu3N libraries reveal a switch from n-type to p-type
conduction as growth temperature increased from 35–
160◦C. This switch in majority carrier type coin-
cides with a U-shaped conductivity trend measured
as a function of increasing growth temperature in
the 35–120◦C range (Fig. 3a). This correlation sug-
gests competing formation of donor and acceptor de-
fects, with donor defects dominating during unheated
growth and acceptor defects dominating at elevated
temperature. Consistent with this hypothesis, evi-
dence for ionized defect scattering was observed via
temperature-dependent Hall effect for p-type samples.
This can be seen in Figs. 3b-c, in which carrier den-
sity and mobility were inversely proportional to each
other as a function of decreasing temperature for p-
type Cu3N grown at 160
◦C (Fig. 3b). For low tem-
perature p-type samples, it was found that mobility
exhibited an exponential decrease as a function of in-
creasing carrier density; again, indicative of ionized
defect scattering and consistent with a competing de-
fect formation hypothesis. Collectively, these find-
ings shed light on the underlying transport properties
of Cu3N and also provide a reliable method for con-
trolled bipolar self-doping in this material.
Demonstration in this work of bipolar doping
in Cu3N confirms the reproducibility of this phe-
nomenon as reported elsewhere,4,5 but does not offer
insight into the specific origins of this property nor
to the identity of the defects giving rise to each ma-
jority carrier type. Arguably, a deeper understand-
ing of bipolar doping in copper nitride will be neces-
sary if this desirable property is to be manipulated
5
Growth T / ◦C Carrier Type Carrier Density / cm-3 µ / cm2 V-1 s-1 S / µV K-1
35 electrons 1.62 x 1017 1.63 -69
50–85 holes 1.87 x 1015 1.45 +575
90–120 holes – – +421
160* holes 5.56 x 1016 0.10 +200
Table 1: Summarized Hall and Seebeck effect data from phase-pure Cu3N films deposited at increasing substrate
temperatures. Carrier type was determined based on the signs of the Hall and Seebeck coefficients. S represents
the Seebeck coefficient for each sample and µ represents the mobility determined by Hall effect for each sample.
*Data taken from Ref. [4]
with precision. Recognizing this necessity, we used
different computational methods of defect identifica-
tion coupled with X-ray absorption spectroscopy and
positron annihilation spectroscopy to investigate the
atomic-scale origins of bipolar self-doping in Cu3N.
Figure 4: Calculated defect formation enthalpies as
a function of the Fermi level for Cu3N, assuming a
quasi-equilibrium between Cu3N, Cu-metal, and acti-
vated N. VCu defects were found to be the only na-
tive point defects that could lead to p-type doping in
Cu3N. VN defects were found to be the highest-energy
defect to form among the native donor defects, indi-
cating it is an unlikely contributor to n-type doping
in this material. ON defects were included in the cal-
culation due to oxygen being a common impurity in
nitride films.
3.3 Bulk Defect Formation Enthalpy
Fig. 4 shows the defect formation enthalpies as a func-
tion of the Fermi level, assuming a quasi-equilibrium
between Cu3N, Cu-metal, and activated N. Only de-
fects that are stable and could contribute to n-type or
p-type doping are shown. It is apparent from Fig. 4
that only VCu defects could contribute to p-type dop-
ing in this material, as this is the only defect with a
positive slope as the Fermi level moves down in energy
from the conduction band minimum (CBM) to the va-
lence band maximum (VBM). This is consistent with
other CuI+-based semiconductors, such as CuInGaS2
and Cu2O, that exhibit p-type conductivity. For n-
type doping, three stable donor defects were found:
VN, ON, and Cui. Oxygen substitutional defects were
included in these calculations, even though ON is not
a native defect, because oxygen incorporation from
background pressure is common in nitride films. The
formation enthalpy of VN was found to be 1.5 eV
higher than ON and Cui for the entire range of Fermi
energies plotted, making it the least favorable donor
defect to form and therefore an unlikely contributor
to n-type doping in copper nitride. Considering de-
fect formation enthalpies alone, the results presented
in Fig. 4 suggest that VCu defects give rise to p-type
doping and ON plus Cui defects give rise to n-type
doping.
The formation enthalpies shown in Fig. 4 suggest
that even when the incorporation of O is suppressed
by reducing or eliminating O from the growth process
(effectively increasing the ∆HD of ON), a true quasi-
equilibrium situation would lead to n-type doping due
to an excess of Cui over VCu. However, such a situa-
tion might be difficult to achieve, because it requires a
sufficiently high temperature to enable bulk diffusion,
which at the same time also facilitates the decom-
position of the metastable Cu3N compound. There-
fore, we employed additional computational and ex-
perimental methods to gather more information about
the atomic-scale origins of bipolar doping.
3.4 X-Ray Absorption Spectroscopy
Using Near Edge X-ray Absorption Fine Structure
(NEXAFS) measurements and modeling performed
6
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Figure 5: NEXAFS spectra for n-type (black curves)
and p-type (blue curves) Cu3N at the Cu L-edge (a)
and N K-edge (b) show very similar features other
than higher intensity for p-type spectra. Modeling
performed using a BSE-based method shows that
the experimental spectra exhibit features of a perfect
Cu3N crystal (dashed black curves) and of a Cu
II+
surface state consistent with a CuO surface layer (gray
curves). Modeled defect structures for Cu3N (pan-
els (c) and (d)) indicate that ON substitutional de-
fects (red curves) likely are not major contributors to
the experimental NEXAFS signal, due to the shift to
lower energy observed for the Cu L-edge ON curve.
using ocean,25,29 it was found that ON defects are
unlikely to be dominant contributors to bipolar dop-
ing in Cu3N. This finding is in addition to the find-
ing in Section 3.3 that VN defects are the most en-
ergetically unfavorable donor defects to form in this
material. Taken together, these results suggest that
Cui and VCu defects make the most significant contri-
butions to Cu3N bipolar doping behavior. NEXAFS
spectra for the Cu L-edge and the N K-edge for rep-
resentative n-type and p-type samples are shown in
Fig. 5, along with modeled spectra corresponding to
Cui, VCu, and ON defect structures. Both Cui and
VCu defects were found to be present in both p-type
and n-type Cu3N, which supports the hypothesis that
competing donor and acceptor defect formation is the
mechanism behind bipolar self-doping in this mate-
rial.
To arrive at the above conclusions, it was neces-
sary to use a formalism for modeling NEXAFS spec-
tra that was not based on self-consistent field method-
ologies, which are often limited specifically to K-edge
absorption. These methods, including FCH, X-ray
core hole (XCH), and HCH, self-consistently solve the
electronic structure with a core hole in place. How-
ever, the ability to model L-edge excitations using
these methods is much more limited. For this reason,
it was possible to model the N K-edge using XCH
but not the Cu L-edge. To overcome such limita-
tion, we instead used a method based on the Bethe-
Salpeter equation (BSE), specifically ocean,25,29 to
model both the N K-edge and the Cu L-edge NEX-
AFS spectra.
Upon inspection of Figs. 5a-b, which shows the to-
tal electron yield of the NEXAFS experiments for n-
and p-type Cu3N, it is apparent that the n-type and
p-type samples produced similar spectra with only mi-
nor intensity changes. In both the Cu edge and N edge
spectra, the p-type signal has greater intensity than
the n-type signal. Furthermore, the modeled spec-
tra for a perfect Cu3N crystal (dashed black curves)
does not fully capture the features of either the Cu
L-edge or the N K-edge. Instead, the perfect crystal
simulation effectively models one leading edge peak
and misses the other leading edge peak in each set of
spectra. It is only with the addition of a CuII+ sur-
face state, consistent with a CuO surface oxide (gray
curves), that both leading edge peaks in both sets of
spectra can be effectively modeled, indicating that a
CuO surface oxide layer is likely present. It is im-
portant to note that this surface oxide layer is prob-
ably formed after growth due to exposure to air, and
not formed as a native surface termination inside the
growth chamber. This is in contrast to the partially
oxidized (001) surface of Cu3N described in Ref. [4],
which is anticipated to form even with minimal pres-
ence of O during growth. Both n-type and p-type
Cu3N exhibit peaks consistent with a CuO surface
oxide layer, and also exhibit features consistent with
a perfect Cu3N crystal.
Three defect structures for Cu3N were simulated
using the BSE-based method described above: Cui,
VCu, and ON. These defect structures were chosen
based on the point defect formation enthalpies pre-
sented in Section 3.3. The resulting modeled spectra
for each edge are displayed in Figs. 5c-d. A verti-
cal gray line is overlaid on each set of panels to indi-
cate the experimental peak position of the first leading
edge peak that is not due to the CuII+ surface layer.
Looking specifically at the Cu L-edge (Figs. 5a and c),
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the only defect structure that is unlikely to be a major
contributor to the NEXAFS signal is ON substitution
(red curve), due to the modeled spectrum being sig-
nificantly red-shifted compared to experiment. This
is not to say that ON defects are not present in the
films in this work, only that ON substitutions in the
bulk must exist at a far lower concentration than ei-
ther Cui or VCu. Turning to the N K-edge (Figs. 5b
and d), it is clear that none of the other defect struc-
tures are shifted enough to be reasonably ruled out
as contributing to the overall spectra. It should be
noted that the resemblance of the simulated defect
spectra in panel (d) to the CuO surface layer spec-
trum in panel (b) is due to the s-p transition of the
nitrogen K-edge being highly sensitive to broken local
symmetry.30,31 This explains why the simulated de-
fect spectra shown in panel (c) more closely resemble
the simulated perfect crystal spectra shown in panel
(a), rather than resembling the simulated CuO surface
layer: because the p-d transitions probed at the Cu
L-edge are not as sensitive to broken local symmetry,
and therefore the defect spectra are not dominated
by these effects as much as the N k-edge spectra are.
The conclusion that ON defects are not major contrib-
utors to the NEXAFS spectra is consistent with the
films in this work being grown under activated nitro-
gen atmosphere, in which substitution of oxygen im-
purities on nitrogen sites is mitigated by the dramatic
improvement in nitrogen incorporation.6 Overall, the
combination of calculated defect formation enthalpies
and modeled NEXAFS spectra points to Cui and VCu
defects as being the most prominent point defects in
both p-type and n-type Cu3N.
Conceptually, if both Cui and VCu defects are
present in both conduction types of Cu3N, then it
follows that the donor defect (Cui) must dominate in
n-type copper nitride and the acceptor defect must
dominate in p-type copper nitride. What is not clear
from this analysis is why the donor defect would form
preferentially at low growth temperature (∼35◦C) and
the acceptor defect (VCu) would do so at elevated
growth temperature (120◦C). To answer this question,
and thus propose a complete mechanism for bipo-
lar doping in Cu3N, an additional set of first princi-
ples calculations were performed. Specifically, depth-
dependent defect formation enthalpies were calculated
to determine whether each defect type (Cui and VCu)
could form preferentially at the surface or in the bulk.
Based on these surface calculation results, a kinetic
mechanism was proposed to explain the observed tem-
perature dependence of the doping type in Cu3N.
2.0
1.5
1.0
0.5
0.0
∆H
D (
eV
)
16 12 8 4 0
Depth from Surface (Å)
 Cui
 VCu
Surface
Bulk
Figure 6: Depth-dependent defect formation en-
thalpies for the donor defect, Cui, and for the acceptor
defect, VCu, show that VCu defects form preferentially
at the film surface and are high energy defects to form
in the bulk. In contrast, Cui defects are high energy
to form at the film surface but require lower energy
to form in the bulk compared to VCu.
3.5 Depth-dependent Defect Formation
To build upon the conclusions presented above, point
defect formation enthalpies for Cu3N were recalcu-
lated as a function of depth from the film surface.
Only formation enthalpies for Cui and VCu defects
were recalculated, because both VN defects (Fig. 4)
and ON defects (Fig. 5) were already identified as not
being major contributors to the bipolar doping phe-
nomenon. The results of these calculations, shown
in Fig. 6, indicate that VCu formation energy is
sharply lowered towards the surface, whereas the Cui
formation energy is only slightly lowered, and even
increased for a Cu adatom on top of the surface. This
finding implies that the prevalence of Cui over VCu in
the bulk (Fig. 4) could be inverted close to the growing
surface, creating a net p-type doping. It would then
depend on kinetic factors such as diffusivity, tempera-
ture, and growth rates whether the defect concentra-
tions at the surface would be dominated by Cuidefects
(i.e. excess Cu adatoms) or by VCu defects (i.e. excess
nitrogen adatoms that do not recombine and desorb).
To explore this hypothesis, we took a kinetic approach
to describing the surface concentration of Cui and VCu
defects as a function of temperature during growth.
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Figure 7: Energy-dependent positron annihilation experiments with p-type and n-type Cu3N samples. As the
positron penetration depth increases, the n-type sample’s response becomes more similar to the p-type samples’
response, before both of them trends towards the substrate. The dashed lines represents the plateaus defined
in the text.
3.6 Defect Kinetics
From the discussion above it is evident that the ob-
served p-type character of Cu3N at elevated deposi-
tion temperature, and the switch to the n-type char-
acter at low temperature (Fig. 3), both cannot be ex-
plained by either bulk (Fig. 4) or surface (Fig. 6) de-
fect thermodynamics. Hence, we invoke here a surface
kinetic model to explain the experimentally observed
Cu3N bipolar doping behavior. Before describing the
proposed surface kinetic model, it is important to note
that Cu3N would not exist in the first place in the ab-
sence of relatively high bulk kinetic barriers, since it is
a thermodynamically metastable material with +0.8
eV/f.u heat of formation.6 Thus, it is plausible that
there are other lower-height kinetic barriers that con-
trol doping behavior below the bulk decomposition
temperature, such as surface diffusion barriers. This
is particularly true in this case of Cu3N thin films for
which the surface to volume ratio is larger than in the
bulk.
First, we explain p-type conduction in Cu3N at el-
evated substrate temperatures (50–120◦C, Fig. 3a).
Since this temperature range lies immediately below
the decomposition temperature of bulk Cu3N, diffu-
sion in the bulk must be frozen, whereas surface dif-
fusion may still occur. Hence, surface contributions
(∆HSurf ) to the bulk defect formation enthalpies
(∆HBulk) need to be taken into account to deter-
mine the resulting carrier concentration: ∆HTot =
∆HBulk + ∆HSurf , where ∆HTot is the resulting de-
fect formation enthalpy that defines the carrier con-
centration.32 Subtracting the calculated 1.5 eV sur-
face contribution (Fig. 6) from the bulk formation en-
ergy of the VCu acceptor (Fig. 4), and adding the cor-
responding contribution for the Cui donor, makes the
VCu acceptor the most energetically favorable defect
under elevated growth temperature conditions. This
enhanced VCu acceptor formation and suppressed Cui
donor formation explains the measured p-type con-
ductivity in Cu3N in the 50–120
◦C substrate temper-
ature range (Fig. 3a).
Next, we address n-type conductivity at lower sub-
strate temperature (∼35◦C, Fig. 3a). It is likely that
in this temperature regime, equilibration of the sur-
face defects as discussed above does not fully occur.
In this case, a non-equilibrium defect distribution be-
comes frozen in the bulk when the next monolayer
of Cu and N atoms arrives. Note that Cu atoms
are more likely to be frozen in the bulk than N
atoms, because the Cu-Cu diatomic species proba-
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Figure 8: Schematic illustration of the current under-
standing of bipolar self-doping in Cu3N. This kinetics-
driven doping mechanism explains the phenomenon as
arising from a balance between surface and bulk ki-
netic processes. When surface diffusion is dominant
and bulk diffusion is frozen (50–120◦C), p-type Cu3N
is observed. When both surface and bulk diffusion is
kinetically limited (no active heating), n-type Cu3N
is observed. See manuscript text for further explana-
tion.
bly has a longer residence time at the surface than
the gaseous N-N species (i.e. N2 molecule). From a
kinetic point of view, atom concentration (c) at the
surface of the growing Cu3N film at any given time is
given by c ≈ c0e−Kt, where K = K0e−Ea/kbT is the
T-dependent desorption rate determined by activa-
tion energy Ea (proportional to residence time of the
atoms at the surface). This inherent Cu vs. N asym-
metry leads to enhanced formation of Cui donors, and
thus produces n-type conductivity at these lower sub-
strate temperatures.
The kinetic character of the hypothesis proposed
above to explain the temperature-dependence of
Cu3N conductivity type would imply that the depo-
sition time (or rate) is another important variable in
this kinetically-limited deposition growth process. In-
deed, the rate dependence of the Cu3N phase forma-
tion has been previously reported for films grown at
elevated substrate temperatures.6 As for the lower-
temperature phase-pure Cu3N thin films reported
here, the results of positron annihilation spectroscopy
(PAS) suggest the presence of a p-type layer at the
film/substrate interface of nominally n-type films.
Fig. 7 shows the W and S parameters plotted as a
function of positron irradiation energy for n-type (red
circles) and p-type (blue squares) Cu3N films, respec-
tively. These results indicate that the positron anni-
hilation characteristics are homogeneous throughout
the p-type samples’ depth, while a defect inhomogene-
ity profile is observed through the thickness of the n-
type samples. The first 150 nm of the n-type sample
at the interface with the substrate are different than
the rest of the 500 nm thick film. The S and W val-
ues form a plateau (shown with a dashed line) at the
top of the film, then move toward the S and W val-
ues of the p-type films when proceeding towards the
film/substrate interface. Hence, the defect structure
of the nominally n-type sample resembles that of the
p-type samples at the interface with the substrate.
The presence of this interfacial p-type layer can be
attributed to longer time spent at the growth tem-
perature than the rest of the n-type film, supporting
the hypothesis that the n-type doping is enabled by
sluggish kinetics at this lower deposition temperature.
It should be noted that detailed positron
annihilation-based identification of the vacancy-type
defects in the films in this work was not possible due
to the lack of a reference sample with low defect den-
sity. For an additional representation of the PAS data,
showing the variation of W with S for n-type and p-
type samples, please see Fig. S1 of the Supplemental
Information.
Our current understanding of bipolar self-doping
in Cu3N is summarized in Fig. 8. At lower sub-
strate temperatures, Cu3N shows n-type conductiv-
ity due to Cui defects frozen in the bulk as a re-
sult of surface diffusion barriers. As the growth tem-
perature increases, such that the thermal energy be-
comes comparable to the surface diffusion barriers,
the conductivity switches from n-type to p-type due
to the decreased formation enthalpy of VCu, and in-
creased formation enthalpy of Cui, at the growing
Cu3N surface (Fig. 6). Finally, at the highest sub-
strate temperature, Cu3N decomposes into metallic
Cu and N2,
6 which corresponds to bulk equilibra-
tion of this metastable semiconducting material. Note
that this mechanistic understanding is consistent with
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a number of experimental observations, including
temperature-dependent conductivity type (Fig. 3),
synchrotron-based NEXAFS measurements (Fig. 5),
depth-dependent positron annihilation (Fig. 7), and
Cu3N growth/decomposition experiments (Ref. 7).
4 Conclusions
We have presented an explanation for bipolar self-
doping in the metastable material Cu3N. Using a com-
bination of high-throughput synthesis, advanced char-
acterization, and different computational approaches,
we were able to address the outstanding question of
why bipolar self-doping behavior is observed in this
material. The proposed mechanism implicates two
native point defects, specifically the donor defect Cui
and the acceptor defect VCu, as giving rise to n-
type and p-type Cu3N, respectively. Doping type
was found to be temperature-dependent, with p-type
doping observed for samples grown at elevated tem-
perature (50–120◦C) and n-type doping observed for
samples grown with no active heating (∼35◦C). On
average, p-type films in this work exhibited carrier
density on the order of 1015–1016 holes/cm3 with µ =
0.1–1.5 cm2 V-1 s-1 and n-type films exhibited ∼1017
e-/cm3 with µ = 1.5 cm2 V-1 s-1. Additionally, both
the donor and the acceptor defects (Cui and VCu)
were found to be present in both conduction types
of Cu3N based on NEXAFS analysis, indicating that
competing defect formation as a function of tempera-
ture determines the ultimate majority carrier type.
This hypothesis was supported by comparing bulk
and surface defect formation enthalpies, in which it
was shown that the acceptor defect formation is pref-
erentially enhanced and the donor defect formation
is preferentially suppressed at elevated growth tem-
peratures just below the decomposition temperature
of Cu3N. The kinetics-driven doping mechanism pre-
sented herein explains this competition as a balance
between surface and bulk kinetic processes. When
surface diffusion is dominant and bulk diffusion is
frozen (50–120◦C), p-type Cu3N is observed. When
both surface and bulk diffusion is kinetically limited
(no active heating), n-type Cu3N is observed. This
mechanistic understanding of copper nitride bipolar
doping is consistent with several experimental obser-
vations, both from this work and previous works.4,6
Overall, the results of this work highlight the im-
portance of kinetic processes in the defect physics of
metastable materials, and provide a framework that
can be applied when considering the properties of such
materials in general.
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