Compton scattering tomography is widely used in numerous applications such as biomedical imaging, nondestructive industrial testing and environmental survey, etc. This paper proposes the use of the genetic algorithm (GA), which utilizes bio-inspired mathematical models, to construct an image of the insides of a test object via the scattered photons, from a voxel within the object. A NaI(Tl) scintillation detector and a 185 MBq 137 Cs gamma ray source were used in the experimental measurements. The obtained results show that the proposed GA based method performs well in constructing images of objects. 
Introduction
Imaging with the Compton scattered photons offers an alternative method for non-invasive examination in many fields such as bio-medical imaging and non-destructive industrial testing. The main advantage of this method as compared to conventional transmission radiography is that the both detector and gamma source could be arranged on the same side, and therefore, the necessity to access the object from opposing views does not exist. This can be very useful in the inspection of bulky materials or objects where only one side is accessible. The number of photons scattered from a well-defined volume of a sample depends strongly on the density of a scattering medium. The measured spectrum of the scattered photons can be analyzed * E-mail: Ashrafi@tabrizu.ac.ir to obtain a grey-level image of a plane of interest [1] [2] [3] . Several mathematical image reconstruction algorithms have been developed for image processing and improving the image quality. The choice of the algorithm depends on the noise in the measurements, computation time, number of measurements and a priori knowledge of the test object [4] [5] [6] [7] [8] . When reconstructing the images, one should minimize the effect of the contamination of the data from various non-Compton events and the statistical and other errors. Many of the algorithms, used for image reconstruction applications, are based on optimization techniques. The optimization problems can be categorized based on the type of problem into exact and heuristic methods. Exact methods guarantee to obtain an optimum solution, but the computational time is usually an exponential function of the number of variables and finding the optimal solution will take too long even with the fastest computer. Moreover, some of these algorithms strongly depend on the first guess of density profile and cannot locate the global optimum efficiently. Simplex method, conjugate gradient method, Newton and quadratic penalty methods are some examples of the exact methods. Heuristic methods, on the other hand, are approximative methods that can be used in order to solve discrete optimization problems. These methods are based on success without a formal analysis of performance. Simulated annealing (SA) and genetic algorithm are some examples of the heuristic methods. The genetic algorithm, due to its simple mechanism and ease of implementation in computers, is frequently used. The primary advantage of the genetic algorithm is their inherent parallelism. This means that a number of independent genetic algorithm run in parallel, thereby periodically communicating with each other. Due to the parallelism, they are very well suited as a means of exploring the global optimum in a reasonable amount of time [9, 10] . In this paper, two reconstruction algorithms are compared, namely Genetic algorithm (GA) approach and quadratic penalty (QP) method. We have proposed to use the genetic algorithm as an alternative solution to reconstruction problem. More specifically, we introduce our specific genetic based algorithm to create a tomographic image of the inside of examined objects.
γ-ray densitometry
Gamma-ray interacts with a matter through four effects, Rayleigh coherent scattering, photoelectric absorption, Compton scattering and pair production [11] . These interactions depend upon the photon energy and the atomic number of the absorber. In the case of intermediate photon energies (100 keV -10 MeV) and low-Z materials (Z ≤ 40), the Compton scattering is the dominant mode of interaction. The energy loss in this process depends on the incident photon energy (E 0 ) and the scattering angle (θ). The energy of the scattered photons is given by
where 0 2 is the rest-mass energy of the electron. The probability of scattering in the solid angle Ω at a scattering angle θ is provided by the Klein-Nishina relation as
here 0 is the classical electron radius and α is the energy of incident photons in the unit of rest mass energy of the electron [12] . The number of singly scattered photons detected by a detector can be written as
Here, φ 0 (E 0 ) is the flux of the incident photons with energy E 0 ; is time in seconds during a counting period; ε is the detector's photo-peak counting efficiency at the scattered photon energy, and σ (E 0 ) and σ (E) are the total Compton scattering cross-section in energies E 0 and E. Furthermore, Ω is the solid angle subtended by the detector as seen from the interaction point and V is the differential volume. Additionally ρ is the bulk density; N A is the Avogadro's number and Z /A is the ratio of the atomic number to the atomic mass of the target material. In Eq. (3), two exponential functions represent the gamma-ray attenuation in the incident path from the source to the scattering center ( 1 ), and in the scattered path from the scattering center to the detector ( 2 ), respectively. For a fixed geometry and given incident photon energy, the KleinNishina differential cross-section takes a certain value. Also, for most of the common elements, the value of A/Z is close to 2. Therefore, the number of detected photons depends only on the mass density of the examined volume ρ [13] . Multiply scattered photons have a noticeable effect in Compton continuum because these radiations also reach the detector and get counted. However, the multiple scattered photon effect is reduced by properly shielding both the source and the detector and using a narrow detector collimator size [1] .Therefore the multiple scattering effects may be neglected in this application. Now, the detector response may be assumed to be resulting from the singly scattered portion and one can rewrite Eq. (3) in a matrix form as
where each element of the matrix A is made up from attenuation terms and is a function of unknown densities, ρ, that are to be estimated. When the aim of tomography is discovering a substance with the known density ρ 1 inside a material with density ρ 2 (hole in the casting or bone in tissue), then the average density of each voxel reads
where β is the volume-fraction of the scanning voxel by the material with density ρ 2 . This parameter ranges from 0 to 1, which β = 1 denotes that the density of the voxel is ρ 2 . For the specified values of ρ 1 and ρ 2 , the matrix A dependents only on the parameter β, thus Eq. (4) can be rewritten as
where 1 and β are column vectors. make an internal density profile of the test object, the β parameters must be calculated. In fact our objective is to solve a constrained optimization problem (with inequality constraint: 0 ≤ β ≤ 1). For that purpose, we define the residuals as
showing the discrepancy between the observed data ( ) and the model-predicted value of . The best value of β can be obtained by minimizing the sum of squared devia-
In this article to minimize the sum of squares of the error, R(β), and estimate optimal β values, we used and compared two different method, namely the Quadratic Penalty Method (exact) and the genetic algorithm approach (heuristic).
Quadratic penalty method
In constrained optimization, the general aim is to transform the problem into an easier subproblem that can then be solved and used as the basis of an iterative process. A characteristic of a large class of early methods is the translation of the constrained problem to a basic unconstrained problem by using a penalty function, Q, for constraints that are near or beyond the constraint boundary. In this way the constrained problem is solved using a sequence of parameterized unconstrained optimizations, which in the limit (of the sequence) converge to the constrained problem. The quadratic penalty function for our problem is defined as:
where µ > 0 is the penalty parameter. By driving µ to zero, we penalize the constraint violations with increasing severity. It makes good intuitive sense to consider a sequence of value µ with µ → 0 as → ∞, and to seek the approximate minimizer β of Q(β; µ ) for each (iteration number) [14] . In this paper to consider inequality constraints, the quadratic penalty function is 
Genetic algorithm
Genetic algorithm is a stochastic search technique based on the mechanism of natural selection and natural evolution. The GA begins, like any other optimization algorithms, by defining the optimization variables and the cost function, and finally ends with a convergence check. The goal is to solve some optimization problem where we search for an optimal solution in terms of the variables of the problem. Therefore, we begin the process of fitting the optimization problem to the GA by defining a chromosome as an array of variable values to be optimized. If the chromosome has N variables of 1 2 N then the chromosome is written as an N element row vector.
The genetic algorithm come in two types: binary parameter (BGA) and real parameter (CGA) [15, 16] .
In the binary genetic algorithm is a binary sequence code and called a gene (i.e., a parameter), so we have includes N chromosomes, is a N × N matrix filled with random ones and zeros. Now algorithm decides which chromosomes in the initial population are fit enough to survive and possibly reproduce offspring in the next generation. The cost function is defined as a quantity that represents a measure of the quality of the chromosomes. All chromosomes are ranked from lowest cost to highest cost. To generate new chromosomes, some of the chromosomes are selected as the parents. Some of selection methods are: a) Pairing from top to bottom b) Random pairing c) Weighted random pairing. Mating is the creation of one or more offspring from the parents selected in the pairing process. The most common form of mating involves two parents that produce two offsprings. Crossover operator is applied to the mating pool with the hope that it creates a better offspring. In the simplest case, we can realize this process by cutting two strings at a randomly chosen position and swapping the two tails. This process has been visualized in Figure 1 . The GA can end up in a local rather than a global minimum. Mutation is necessary for maintaining certain diversity in the population, thus preventing quick convergence to a local minimum. This amounted to just changing a bit from a 0 to a 1, and vice versa. If the convergence check does not pass, then undesirable members will be eliminated, thus the number of remaining members will be kept the same at the initial number, and the process will be continued from selecting mates stage. This process continued to find a chromosome with optimum cost. At this point, eventually the algorithm should be stopped. A flowchart of the GA is shown in Fig. 2 . In the CGA, a matrix of N × N elements is filled with random numbers between 0 and 1. N is the number of initial chromosome population. In the CGA, mutation is simply carried out by adding a random number to the variable selected as
where and are the values of parameter after and before mutations, respectively, and b is a random number in the interval [−1 1], while is the step value for the parameter [17, 18] . In our work, the equation 8 is the cost function and each gene in a chromosome is corresponding to a β . The BGA and the CGA are different in the variable definition, type of crossover and type of mutation. To compare performance of these algorithms, we used them with the same parameters such as initial population, type of selecting mates, type of pairing, mating rate, mutation rate and the number of iterations [19] . For the CGA each gene in chromosome is a floating-point number and for the BGA variables are defined as
Here N is the number of bits per gene; is the decoded th gene ranging from 0 to 2 N −1; β and β are the given minimum and maximum values of the parameter β, respectively. Note that, the precision of searching range in the BGA is 1/(2 N − 1) [20] . In this work, the value of parameter N was set to be 10, hence the Eq. 15 yields
In the BGA, we randomly selected 100 bits of the paired parents and exchanged their selected bits. In this way, two offsprings are created from the two parents. In the CGA new offsprings are created by
with β and β as the nth variable in the mother and father's chromosomes, respectively. Also τ independent uniform random numbers. To create mutated members in both the BGA and CGA approaches, we first randomly selected some members of the initial population. Then, in BGA case, a random bit of the selected chromosomes was changed from 0 to 1 or vice versa; and in the CGA case, we added a random value to the randomly selected β variable [21] . Because of inequality constraints for β , we used the integer part function:
where ∆ is a random number between 0 and 1, and [β + ∆] is the integer part of β + ∆.
Experimental setup
A 76 mm diameter and 76 mm length NaI(Tl) scintillation detector was used for measurements of the scattered gamma rays. A 185 MBq 137 Cs (662 keV) source, narrowly collimated by lead shielding (diameter of 5 mm), was positioned at 10 cm source-to-target distance. The detector was placed at the scattering angle of 90
• to detect radiations scattered from the target. A rectangular collimator (5 mm width and 10 cm length) of lead was located in front of the detector. Moreover, other sides of Two samples were used for the study of inspection of defects in solid objects. One metal object was a 10 mm thick aluminium disk (having six cylindrical holes, 20 mm in diameter). Another object was a polyethylene block (dimensions 125 mm in length, 50 mm in width and 15 mm in thickness) which four cylindrical holes of 20 mm, 15 mm, 10 mm and 5 mm diameters have been drilled into it, at roughly equal spaces. The objects were covered with another aluminium and polyethylene plates of 10 mm and 15 mm thickness, respectively (Fig. 4) . By moving the target in a raster manner with 5 mm steps, scattered photons were obtained from a series of volume elements in a plane of interest within the object for 200 s measuring time. The energy spectrum was measured by the detector and analyzed by a PC-based ATOMTEX Multi Channel Analyzer (MCA). The energy resolution (R) and photopeak efficiency (ε) of the scintillator at 288 keV (the energy of scattered photons) were 10% and 4%, respectively. The net intensity was computed from the difference between the gross counts, and the background counts in a 200 keV wide energy window around the photo-peak (from 188 keV to 388 keV ). A typical experimentally observed pulse-height spectrum of the scattered photons is shown in Fig. 5 .
Spatial resolution of the tomographic system refers to the ability of the system to provide the sharpness and detail of the image. Both energy resolution of the NaI (Tl) scintillator and uncertainty for the scattering angle 90
• contribute to the lack of sharpness in these images. Taking into account the object to detector distance (100 mm) and the collimator slit of 5 mm and size of the scattering voxel, the angular resolution of the scattered photons will be ∆Θ = ±1 4
• . Using Eq. (1), the energy spread (FWHM) due to the quoted angle resolution will be only ∆E = ± 4 keV, which is relatively small in comparison to ∆E = ± 29 keV energy spread of NaI (Tl) scintillator. Since the statistical error due to single scattered photons is 0 7% [22] , overall estimated error to be less than 1%. 
Results
To obtain a tomographic image of an object we solved a nonlinear system of equations using genetic algorithm and quadratic penalty methods. Both the algorithms, are able to carry out the optimization problem in a reasonable amount of time correctly. But for choosing the best one, we compared the CPU time and number of iterations for two methods at stopping criteria of R < 10
. All numerical computations have been carried out in MATLAB. Figures 6 and 7 show plot of the error (R-value) as a function of the iteration number for the QP, BGA and CGA algorithm for both the aluminium and polyethylene samples, respectively. The number of iterations depends on the value of the error. It can be seen that the error of the quadratic penalty algorithm tends to stagnate after a few iterations because of large changes in each iteration. But running the PQ algorithm is very time consuming and the genetic algorithm methods show faster performance. For same iteration number, the CGA's error is less than BGA's, and approaches quickly to zero, so it is better than the BGA (Table 1) . In image reconstruction problem, the known quantities are the measured detector spectra and unknown parameters are the β value of individual voxels. The β value for each voxel of the test objects is calculated by the CGA. Figure 8 shows the image obtained by applying the continuous genetic algorithm for six different iteration num- bers for the aluminium object. The image quality was evaluated by the normalized root mean square (NRMS) error [23] , which is defined as
whereÎ is a reconstructed image at the ( ) pixel, I 0 is the original image,Ī is the mean of original image and N and M are the total pixel numbers in a row and column, respectively. The quality of images improves with decreasing the NRMS error values. The image resolution depends on the size of the voxels and with decreasing voxels size, the resolution will actually increase. Number of equations depend on the number of voxels and size of examined object. This image was constructed from 3×46×46 collected data. The image's grey-scale varies linearly between zero density (white) and the maximum density of aluminium (black). In order to prove the ability of this new approach in case of smaller holes, a tomographic image of polyethylene sample was reconstructed. As shown in Fig. 9 , this algorithm was able to find the position and size of the holes that were larger than 10 mm. This results demonstrates the applicability of this new approach for gamma-ray tomography. As seen from the figures the reconstructed images are capable of detecting the holes in the test objects. Since in our test objects all of the holes were located in the same plane, the constructed images are two dimensional. However it is possible to create 3D images from 2D slices set of grey-scale images. By using of blind deconvolution technique [24] , it is possible to restore our images without having specific knowledge of additive noise or image spectral density ( Fig. 10) . The blind deconvolution is a well-established image restoration technique which is used by MATLAB to recover the target scene from a blurred image in the presence of a poorly determined or unknown point spread function. 
Conclusions
In this paper a new GA based method for image reconstruction in the Compton scattering tomography has been investigated. It has been shown that for equal number of iterations, the lowest reconstruction errors were attained when the CGA algorithm was used. The calculated results indicate that this method is workable and may have some applications in industrial non-destructive testing and medical imaging. This method has proven to be very useful in obtaining tomographic images of the test objects with two known density values, however further investigation is required to evaluate its tomographic capability when more density values are involved.
