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ABSTRACT
In wireless sensor networks, the vast majority of wide-scale traffic
consists of only a few bytes, including all network and application
layer IDs. Therefore, MAC addresses, which are vital in a shared
medium, present major overhead, particularly because they are
traditionally chosen network-wide unique. To tackle this
overhead, we propose a dynamic MAC addressing scheme based
on a distributed algorithm. The assigned addresses are reused
spatially and represented by variable length codewords. Our
scheme scales very well with the network size, rendering it well
suited for sensor networks with thousands or millions of nodes.
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1. INTRODUCTION
Wireless sensor nodes have been developed, equipped with
integrated sensing, signal processing and radio communications
[1]. Thousands or even millions of these nodes are networked
together in an ad-hoc fashion, sense their surroundings and
coordinate amongst each other through short-range low-power
wireless transceivers. These nodes could be dropped on a terrain
and form an ad-hoc surveillance network. Others envision
networked sensors to monitor factory and office conditions or
even wildlife. It is well recognized that most sensor networks
consist out of immobile nodes, which we assume to hold true
[1,2]. Due to their required unobtrusiveness, the sensor nodes
have a small form-factor and rely solely on battery energy. As
battery replacement is practically impossible, low energy
consumption is critical [1,2]. Radio communications have to be
restricted in range and therefore are multi-hop in nature. A crucial
issue is the observation that every bit transmitted takes a bite out
of the node’s lifetime [2,3]. We will show that MAC addresses
contribute considerably to the header overhead in data packets. In
this paper, we focus on the issue of reducing the size of MAC
addresses in wireless sensor networks, translating directly in
energy savings for data transmissions. Our distributed addressing
scheme, based on spatial reuse and an encoded address
representation, reduces the MAC address size by a factor 3 to 6.
It scales extremely well with the network size, and as such is
resilient to varying or unknown network sizes and densities.
2. ADDRESSES IN SENSOR NETWORKS
In sensor networks, attributes such as location identify the final
traffic destination [2] and are even used directly by the routing
protocol instead of a network address [4]. The reason is that more
common attributes can be encoded in only a few bits. Each node
still has a unique network address, but only very rarely is this used
for routing (except for administrative traffic). In addition, instead
of forwarding raw sensor data to the end-user, nodes process data
locally, coordinate amongst neighbors and forward only the
aggregated data or decision information, which is around 8 to 16
bytes per packet [1,3]. Since both the packet payload and the
destination attribute are very compact, network-wide unique MAC
addresses, which are used traditionally, represent a huge
overhead. For a network of 10,000 nodes, such address requires
14 bits, or about the same as the payload. The MAC addresses,
however, need not be network wide unique! Since it only has to
identify the intended receiver at each hop, its functionality is
restricted to the node’s direct neighborhood. Careful spatial reuse
greatly reduces the number of distinct addresses, which can
therefore represented by a smaller number of bits. In the
remainder, we use the term ‘address’ to denote the MAC address.
The scheme in [5] dynamically assigns addresses in a cellular
LAN scenario. Our work does not rely on a centralized controller,
which makes it more scalable and robust. Related, although not
identical, assignment problems have been studied extensively for
TDMA, FDMA and CDMA [6]. The fundamental difference with
all this prior work is that added benefit is found in encoding the
address assignment. This calls for the same addresses to be reused
as often as possible; see section 5. There is no analogy to this
concept in TDMA, FDMA or CDMA. Also note that random
identifiers [3] cannot serve the purpose of MAC addresses, as they
do not guarantee the absence of collisions.
3. ADDRESS REUSE CONSTRAINTS
Each node has a network-wide unique ID and a low-power
transceiver. Its range may differ due to variations in device
implementation and wireless propagation environment, such that
communication links between two nodes are not necessarily bi-
directional. We opt for a distributed address assignment algorithm
as the network wide communication needed for a centralized
algorithm is too energy costly, especially in large networks.
Moreover, the network topology is not perfectly constant due
independent boot times, nodes failing or being added, etc. Since
the network has to remain operational, the address assignment
algorithm should quickly acquire a valid solution that tracks the
topology changes. We call this property additive convergence.A
centralized algorithm would require costly global updates. Only a
distributed algorithm is a viable option.
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2951 set(timer);
2 while (1): wait for event
3 case event == timer
4 if (no_addr())
5 choose_addr(constraints);
6 check_timeout(constraints);
7 send(broadcast_pkt);
8 set(timer);
9 case event == broadcast_pkt
10 update(constraints);
11 if (addr_conflict(constraints))
12 send(conflict_pkt);
13 case event == conflict_pkt
14 update(constraints);
15 choose_addr(constraints);
16 send(broadcast_pkt);
17 end while
In figure 1 we call nodes that can only receive from A,s e n dt oA,
or do both, its out-neighbors (D and E), in-neighbors (G and F)o r
bi-neighbors (B and C) respectively. Intuitively a valid assignment
would require that all bi- and out-neighbors have a different
address. However, A has no direct means of gathering information
on the addresses of D and E. It does not even know of their
existence! To tackle this issue, we limit data communications to
the bi-neighbors only. This makes sense for typical higher layer
protocols that rely on acknowledgments, path reversals or
otherwise assume bi-directional links. By also including the
sender address in the packet, out-neighbors can identify a
transmission as coming from a unidirectional link, such that they
know they have to discard it. We assume that each node has
established its bi-neighbors through a discovery protocol prior to
the address assignment. Condition 1 summarizes the constraints
for a valid address assignment that can be achieved by a
distributed algorithm in the presence of unidirectional links.
Figure 1: Address constraints
Condition 1: When the normal-mode data communication of a
node A is restricted to its bi-neighbors, a valid assignment of
addresses is such that all bi-neighbors have distinct addresses
and that all in-neighbors have addresses different from those of
the bi- neighbors, for any node A.
The first part ensures that B and C have different addresses, as
they can be intended receivers of A. The second part tells that F
and G have addresses different from those of B and C, although
those of F and G themselves do not need to be distinct. As such, A
can distinguish between its in- and bi-neighbors. Although node
A cannot send information back to F or G, it can instruct B and C
to choose addresses that do not conflict with those of F or G.
4. ASSIGNMENT ALGORITHM
The pseudo-code of our algorithm is presented in figure 2. Its core
operation is based on a periodic broadcast packet: broadcast_pkt
(line 7), which contains the node’s neighborhood information: its
own address and those of its neighbors that it obtained by
listening to their periodic broadcasts. This information on its one-
hop and two-hop neighbors is stored in the structure constraints
(line 10). It is “soft-state” and a timeout invalidates the entry for a
particular neighbor if that node is not heard from for a while (line
6). One cycle after a node boots up, it chooses an address that
satisfies condition 1 based on the data in constraints (line 5).
Since periodic transmissions are also needed for other network
maintenance and management protocols, the neighborhood
information could be piggybacked onto them [1]. The period of
the broadcast (which we call the cycle time) can be increased once
the transient boot-up phase is over, or we can opt for a reactive
scheme with explicit request() packets to solicit a broadcast_pkt
from neighboring nodes when entering the network or suspecting
changes in topology (through indications from higher layers).
Figure 2: Distributed address assignment algorithm
At each moment, the network consisting of the active nodes with
an address has a valid assignment and is operational, satisfying
the property of additive convergence. The final address selection
corresponds to the centralized scheme with random ordering [5].
However, even though the active nodes have chosen a valid, i.e.,
non-conflicting, address, the waking up of a new node, may
invalidate the existing assignment. This happens when the new
node has two neighbors with the same address, which previously
did not have a neighbor in common. When a node detects an
address conflict while receiving a broadcast_pkt, it orders one of
the nodes with a bi-directional link to choose another address by
sending a conflict_pkt packet (lines 11-12). If the conflict is
simply between in-neighbors, no action is necessary. When
receiving this conflict_pkt a node chooses a new address as
before, now based on updated constraints information (lines 14-
16). A new broadcast_pkt is transmitted to inform the other nodes
that a new address was chosen and the old one is freed up.
5. SELECTION AND REPRESENTATION
5.1 Address Representation
Thus far we have only specified how a node learns about the
addresses it may not pick, and not how it chooses an address from
the remaining ones. This choice is tightly linked to the address
representation we propose. Traditionally, such as in Ethernet or
IP, a fixed length field is used. Our algorithm permits spatial reuse
and thus reduces the maximum address needed from N (= the total
number of nodes) to a smaller number. The highest address any
node ends up with determines the number of bits needed. Global
communication to determine the maximum address is undesirable.
Even when knowing the approximate density, it is hard to predict
this maximum address. Enough safety margin is needed to
account for rare, but not impossible, cases of high local densities.
We propose a new encoded address representation,w h i c h
requires fewer bits then the fixed one. It also scales gracefully
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296with network density and is independent of network size. Instead
of transmitting the address itself, the codeword is used. This
codeword is prefix coded, such that the end can be identified as it
is encountered, despite its variable length. We use the well-known
Huffman coding, which results in the minimum average codeword
length when for each address the probability of occurrence is
known. In data packets, we include the codeword instead of the
address.
5.2 Address Selection
Due to the prefix coding, it is beneficial to reuse the same
addresses as often as possible, such that their probability of
occurrence is higher. In practice, it is easiest to reuse the lower
addresses as frequently as possible. In the example of figure 3, the
continuous curve labeled ‘incremental’ shows the address
selection frequency when the lowest non-conflicting address is
chosen. These results were obtained through simulations written
on the Parsec platform, an event-driven parallel simulation
language [7]. N nodes with a transmission range of R are
distributed randomly over a field of size L x L. For a uniform
network density, the average connectivity depends only on the
average number of neighbors of a node, denoted by parameter l:
(1)
As the address assignment depends solely on the network
connectivity, its performance is only a function of l and not of N,
R and L separately. In the example of figure 3, N = 500, L
2 =
50,000 m
2 and R = 17.84 m (which is a reasonable value [8]),
such that l = 10. A node boots at a random time in an interval of
10 seconds. The broadcast cycle is set to 10 seconds. The results
are averaged over 500 simulation runs.
Based on this ‘incremental’ curve, the optimal encoded address
format can be derived through Huffman coding. For this example,
the average codeword requires only 4.41 bits, compared to at least
6 bits for the fixed representation (the maximum address was 34).
Several addresses require the same number of code bits, what we
define as being in the same range. All of these addresses are
equally efficient. Instead of choosing the lowest non-conflicting
address in choose_addr(), a random one in the lowest
possible range results in the same average codeword length. The
‘range based’ curve in figure 3 illustrates this alternative. We see
indeed that all addresses that result in the same number of bits are
selected equally often. The average encoded address size is still
4.41 bits.
Figure 3: Example of address selection frequency
5.3 Algorithm Overhead
The ‘range based’ curve can be derived from the ‘incremental’
one, by averaging in the respective range. Although the average
address size is the same for both, the ‘range based’ scheme has a
clear advantage in terms of control overhead as shown in table I,
which lists the average number of packets and bits sent per node.
We do not include the periodic broadcasts, since they add a fixed
overhead, which depends on the period and on the potential for
piggybacking.
Table I: Control overhead per node
conflict_pkt broadcast_pkt
Packets Bits Packets Bits
Incremental 0.546 25.34 0.546 16.19
Range based 0.319 18.66 0.319 12.11
We can now evaluate the tradeoff between protocol overhead and
savings in address size. The overhead in number of bits is denoted
as BO. It is given by (2) for the range-based scheme, where M is
the number of periodic broadcasts over the entire lifetime of a
node (the packet size is derived from our simulations, which
incorporate piggybacking). The number of bits saved BS is equal
to (3), compared to a network wide unique MAC address of 14
bits. P is the total number of data packets sent by a node and the
factor 2 accounts for the fact that both the sender and receiver
MAC address are incorporated in the packets.
(2)
(3)
Our approach results in an overall decrease in number of bits sent
if BO < BS or equivalently when P >1 . 2 M + 1.6. The nodes that
forward a lot of traffic are the critical ones, and for these nodes
this condition is likely to hold. Also, most broadcasts can be
stopped once the network has stabilized. Simulations show that M
is typically to the order of 20 to 50, and we therefore expect
savings for almost all sensor networks. We would like to
emphasize that the numerical results of figure 3, table I and the
analysis above are bound to the settings in this particular example.
The sender stores the address to codeword mapping in a table. At
the receiver, the codewords need to be stepped through bit by bit
in order to detect their end. However, this processing overhead is
negligible compared to the savings in transmission energy, as the
cost of transmitting 1 bit equals that of 80 to 600 instructions [1].
6. PROTOCOL ANALYSIS
Figure 4 depicts the algorithm performance for different values of
l and a uniform node density. In less connected networks (smaller
l), the lower addresses are reused more frequently. Table II lists
the memory requirements, which are virtually independent of N.
We have also learned through simulations that our scheme
tolerates unidirectional links and is highly resilient to packet
losses. In practical scenarios, the node density is typically non-
uniform, but smooth without abrupt transitions. It turn out that the
address size only depends on the density in “the locality of a
node”, roughly corresponding to a circle with radius 3R.T h i s
means that the local performance can be predicted using the
curves of figure 3. By estimating the expected density before
deployment and taking the weighted average of the corresponding
address frequency curves, we can choose the optimal encoding or
otherwise intelligently guess one.
) 95 . 23 ( ) 11 . 12 66 . 18 ( × + + = M BO
P BS × - × = ) 41 . 4 14 ( 2
2
2 R
L
N
p l × =
Address
Frequency
297Table II: Average memory requirements per node
l 5 10 15 20
Average (bytes) 23 47 71 91
Worst case (bytes) 68 142 217 293
Figure 4: Addresses chosen for different values of l l l l
Before the network deployment, the encoding scheme is hard-
coded into all nodes. Any encoding, optimal or not, is always
able to represent all possible addresses, and is thus very robust.
In the case of the fixed address size, if the field is estimated too
small, despite the margin, serious overflow problems occur.
7. COMPARING ADDRESSING SCHEMES
The solid and dashed curves in figure 5 show how the average
addresses vary with N for the encoded and fixed address
representation respectively. The solid curves become independent
of N at high network sizes, and therefore scale perfectly in this
region. In fact, these curves are not horizontal only due to edge
effects, which was verified through simulations were these edge
effects were discarded. The fixed address representation is not
only inferior, but also does not scale that well with N. This is due
to the fact that when the network size increases, it is more likely
that at least one node has a higher address. The steep dotted curve
illustrates how a network-wide unique address would behave
compared to these two schemes with spatial reuse.
Figure 5: Fixed versus encoded address representation
Table III compares different approaches for N = 10,000 and l =
10. It focuses on how both the address assignment technique
and the address representation scale for large network sizes. A
globally unique ID would be prohibitively long, but independent
of the network size. Alternatively, for a network wide unique ID,
the address size depends logarithmically on the network size. Our
first new scheme, called fixed size dynamic, reuses addresses
spatially, but still represents them in a fixed size field. The
address size does not scale perfectly. Our second scheme, called
encoded dynamic, achieves perfect scaling by address encoding
and its distributed nature (although in theory, a centralized
algorithm is possible). It also results in the smallest addresses for
typical network sizes.
Table III: Comparison of addressing schemes
Scheme Address
assignment
Av. size
(bits)
Address
size scal.
Globally unique Manufacturing 128 +
Network wide unique Deployment 14 -
Fixed size dynamic Centr. / Distr. 4.7 ±
Encoded dynamic Distributed 4.4 +
8. CONCLUSIONS
We have proposed a technique to drastically reduce the MAC
address overhead in sensor networks. As every bit saved relaxes
the demands on the node’s energy resources, this scheme
eventually targets increasing the network operation lifetime. We
propose a dynamic addressing scheme, which assigns spatially
reusable address in a distributed way and presents then in an
encoded form in data packets. Our scheme scales very well with
the size of the network, because of both the distributed nature of
the algorithm (which relies only on local message exchanges) and
the address encoding.
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