Computation of living processes creates great promise for the everyday life of mankind andgreat challenges for physical scientists. Simulations molecular dynamics have great appeal to biologists as a natural extension of structural biology. Once a biologist sees a structure, she/he wants to see it move.
p. 4 March 4, 2019 work and are controlled. I argue that an approach that embraces these multiscale realities will show how MD should be used as one of several indispensable tools in the understanding of biomolecules and their function. Of course, there are exceptional systems that do not require analysis on all these multi-scales, but these are rare and not central to biology as a whole.
The scaling issues facing molecular dynamics involve space, time, concentration and voltage and we go through them one by one (Table 1) using biological function and molecular reality as our guides.
We need to focus on biological function because biological systems are only interesting on the scale (and in the conditions) in which they actually work. Physical systems are interesting on all scales.
Engineering and biological systems are not. They are only interesting when they perform their natural functions. They must operate within their design limits or they do not operate at all. With the wrong power supply, amplifiers do not amplify. With the wrong gradients of salt, proteins and ion channels do not conduct. Both engineering and biological systems are robust in one range, but delicate in another. We must compute them both in their functioning robust range. Biological systems should be studied only in their functioning robust range because nothing else is interesting. Outside that range, biological systems are dead Resolution in Space (three dimensions). Structures in biology exist in three dimensions and must be resolved in all three dimensions, independent of scale. Resolving a three dimensional structure takes at least 0.1% resolution in each dimension, implying an overall resolution of 10 -9 independent of the particular scale. This resolution is needed to describe a protein well enough to compute its volume, surface area, or the electrical potential around it, if it were a solid macroscopic charged object. The same resolution is needed to reconstruct a cell, tissue or animal. In fact, the difficulties of dealing with three dimensional structures with this resolution are not resolved.
The implications of these resolution requirements are large. Many gigabytes of memory are needed to describe a static three dimensional structure with 0.1% resolution in all directions, with double precision floating point numbers as are required for robust computation. Arrays of this size are difficult to store in memory even today, particularly when various versions are needed for mathematical manipulation.
Memory bandwidth does not allow rapid handling of these arrays even in present day computers. Much of the interest of biological systems is in their time evolution. The memory needs for static computation are multiplied by the number of time steps needed to compute time evolution. If the time step is tiny (10 -15 sec), and the time duration is as short as that of the quickest functions of a nerve fiber (10 -7 sec), the dynamic problem is 10 8 times more demanding than the static one. Simulations of structure reaching to 1 sec are 10 15 times more demanding than the static one.
The static problem itself is demanding. It is not possible yet to solve the partial differential equations of electrostatics in three dimensions with this 0.1% resolution for surfaces as complex as those that define proteins, in any way approaching routine, although the makers of computer games are trying their best, and will surely succeed soon (i.e., within a decade: three or four iterations of Moore's law). The issue is not the complexity of the surface of the protein. For the purposes I have in mind the surface of a rigid protein would need somewhat less resolution than the surface of an animal. The issue is the limitations of Poisson solvers presently available. One imagines that numerical procedures to solve three dimensional partial differential equations with 0.1% resolution exist 'behind the fence(s)'-in weapons laboratories where the nuclear fusion weapons of our nightmares are designed-but that capability is not generally available to outsiders.
Scaling in Time.
The scaling requirements in time are easy to define for biological simulations. MD simulations must be done with step sizes less than femtoseconds to resolve atomic vibrations.
Step sizes of The gap in time scales between a full resolution treatment of atomic motion and a typical nerve signal is, then, 11 orders of magnitude, 10 -15 to 10 -4 . One hundred billion (10 11 ) is a very large gap indeed. It corresponds to the gap between a few days on the earth when it was forming 10 9 years ago, and today. Few would think to compute the properties of the earth today by starting with its properties a billion years ago, computing on a time scale of days for the whole way, the entire time. The reach needed to compute biological function in full detail challenges the imagination-and evades the grasp-of scientists in other fields.
Arguments have sometimes been made that computations on, say, a picosecond time scale can explore 'phase space' and thus deal with biological phenomena on the msec time scale. These arguments have been heard and half-believed by many students and beginning scientists and so I present a counter example here.
I hope to make clear the obvious, that if one wishes to study something that takes 1 msec, one must compute on at least a 1 msec time scale.
Imagine a system computed to 100 picoseconds. Imagine another identical system to which a spring, mass, and dashpot are added that create a mechanical resonance that becomes measurable at only 500 picoseconds. All properties computed after 1000 picoseconds will depend dramatically on the resonance.
The resonance is not detectable in the short time system. Thus, the short time system cannot reproduce the properties of the resonance. It is obviously possible to make this counter example as realistic and explosive as desired by replacing the resonance with a nonlinear triggered process that can be discontinuously sudden.
The conclusion is that computations to a short time will miss long time phenomena. Thus any system must be computed on the time scale on which it functions.
Scaling in Parameters.
Scaling issues occur in the 'thermodynamic' parameters used to describe life, as well as in time and space. Everyday experience and experimentation show that life involves variables like concentration, average electrical potential, and thus electrochemical potential. The importance of these variables has been known a very long time, by Aristotle and by Galvani and Volta, all of whom were as much biologists (really physiologists) as they were physicists. In a particularly vital example, the heart beat is sensitive to changes in the type and concentration of Na + , K + , Ca 2+ , and Cl¯ ions (among many others).
Quite small changes in these concentrations make large changes in function and large changes in concentration are incompatible with normal function: The heart stops. Gradients of chemical and electrical potential drive the movement of ions through these nanovalves (nearly picovalves, since the diameter of their charged pore is typically 600 pm, and changes in diameter and charge location of 10 pm are significant) called ion channels. Ion channels are specialized proteins with a hole down their middle that control the flow of ions and electricity through otherwise impermeable membranes. Ion channels have much the same role in living systems that transistors have in engineering systems. 4 Transistors are the fundamental control elements of our digital technology. Ion channels are the fundamental control elements of biology.
Simulations must include the concentrations and conditions in which ion channels work. Simulations must deal realistically with ion channels if they are to be useful. If channels do not function in a particular set of conditions, successful simulations in those literally deadly conditions cannot show them alive. For example, most ion channels 'inactivate' (nearly irreversibly) if the electrical potential across them (the transmembrane potential) is kept near zero. The properties of inactivated channels are difficult to study (if they are inactivated too much) and of limited interest even if they can be studied because they are not functioning the way channels do in real biological situations. MD simulations with zero transmembrane potential must produce inactivated channels if they reproduce the properties of real channel proteins. MD simulations done at equilibrium are likely to have zero transmembrane potential.
Everyday experience and experiments show that these are the variables that biology uses and so these are the variables needed in a direct simulation of ion channel function. The role of electrical potential in nerve conduction and (stimulating) muscle contraction was more obvious to Galvani and Volta than its more physical roles. That is why Galvani and Volta studied nerve muscle preparations. Indeed, any biologist looking at such a special situation on a macroscopic scale would instantly recognize it as an evolutionary adaptation. Just as evolution uses the special properties of certain cells to make a transparent lens, or a rapidly conducting squid axon, so it can use the special properties of crowded ions. The special properties of ions crowded into channels or active sites, or near DNA, can be used to make a nanovalve (ion channel) or a chemical factory (enzyme). The special properties of crowded ions have useful properties that are responsible for the characteristics of channels and enzymes. The special properties of channels and enzymes create biological functions that allow an animal to reproduce more successfully.
The special properties of crowded ions are thus a biological adaptation used by evolution. Evolution selects structures that use these properties and makes them an adaptation useful for function.
Biologists start the scientific process of "Guess and Check" with an evolutionary guess. They guess the adaptation and see if that guess leads to useful understanding of function and structure. Biologists think this way for good reason. When they observe unusual structures, they can often guess function, and then design efficient experiments to check that guess. Seeing that a hip joint is a ball and socket leads to an immediate hypothesis about how that joint works, which is far more efficient way to study the joint than writing general mechanical equations for bone.
Most physical scientists are uncomfortable with the idea of adaptation and that is the audience I am writing to, so perhaps I need to be more formal. In my view, unusual adaptations provide productive working hypotheses to investigate, using well defined physical and chemical models, theories and simulations, then checked by direct experiment.
In the "guess and check" of science, good guesses are far more productive than poor ones. Unusual properties of a biological system provide good initial guesses. The crowded ions near DNA, RNA, active sites, and in ion channels should not be ignored. It seems certain to a biologist that evolution has put such special conditions there for a special reason, namely to help the molecules perform their functions. Simulations of protein folding are likely to be confusing if they do not include the ions needed to allow normal folding in an experimental system. If conditions are unphysiological, the living system will die (i.e., change irreversibly into another system that does not function).
Simulations of channel proteins are likely to give strange results if they do not maintain a resting potential. Maintaining a resting potential across a channel protein is a challenge in simulations using equilibrium assumptions that preclude flow: in real biological systems membrane potentials are nearly always accompanied by flow. In biological jargon 6 , not all permeable ions have the same reversal (i.e., transporters, pumps, many enzymes and living systems, it must include flows of ions and charge, and so it must be extended to nonequilibrium systems. Extension of equilibrium analysis to near equilibrium by a Green-Kubo type treatment is not very helpful if nonlinear behavior is used to create a device with properties distinct from an equilibrium linearized system. That is the reason Green-Kubo treatments of transistors are not prominent in the semiconductor literature. Transporters, pumps, and channels with significant coupling behavior between fluxes (e.g., 'single file' channels) are likely to be too far from equilibrium to allow simple analysis. Simple channels with nearly linear IV relations might be better targets for this approach. However, most channels show quite nonlinear IV relations in some sets of ionic solutions and those are often the solutions most useful in solving the inverse problem, namely in measuring the distribution of fixed charge in a channel.
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Nonequilibrium simulations in computational electronics. Semiconductor physics and computational electronics 12-14 have studied nonequilibrium situations in particle simulations for a very long time.
Semiconductor physics and computational electronics have simulated swarms of holes and electrons, using entirely classical approaches, in which quantum mechanics does not appear at all, since the 1980s. The periodic boundary conditions used in MD may or may not adequately represent the electric field over long ranges in equilibrium systems. I cannot tell because I cannot find simple checks of Gauss' law that analyze these conditions. The semiconductor community checks its computation of the electric field by verifying Gauss' law on a variety of scales, some comparable to the particle size, some much larger.
Gauss' law is checked with surfaces that are not parallel to the natural surfaces of the system or to surfaces assumed in periodic boundary conditions. It would be comforting if the various Ewald sum methods were shown to satisfy Gauss' law on scales comparable to atoms, on scales comparable to the period assumed in the periodic boundary conditions, and on scales much larger than that period.
These uncertainties in the treatment of the electric field in MD are large and so I will not consider problems of scale arising from the electric field further: I do not want to speculate in an argumentative way.
I confine my scaling arguments to simple cases where it is clear what is involved.
Summary of Biological Scales. Aside from the electric field, we are thus confronted with scale issues of 10 7 in linear dimension, 10 21 in three dimensions, 10 9 in resolution, 10 11 in time, and 10 13 in particle number (to deal with concentrations of Ca 2+ ).
All scales appear at once. These many and different scales occur all at once in functioning biological systems. Indeed, typical proteins, channels and nucleic acids involve all these scales in their typical function. Thus MD simulations must be able to deal with all these scales at once. This seems a daunting problem, probably one that cannot be solved. If one imagines the computational issues produced by interactions among this many particles with this spatial resolution on these spatial scales over this duration of time, one is chastened. This is not to argue that MD simulations of reduced systems and reduced complexity are not valuable.
Indeed, the motivation for this paper is exactly the opposite. I argue that MD is an irreplaceableextraordinarily important-tool when used properly.
Role of Molecular Dynamics. MD is properly used as an extension of structural biology in my opinion.
MD shows us how structures move and which motions are important. MD is an essential tool for dealing with the reality of biological structure and the need to reduce complexity in our models. The salts which dissolve in water to create ionic solutions are always strictly neutral Statistical mechanics arose from the treatment of ideal gases of uncharged particles that hardly interact.
Statistical mechanics has been extended to deal with simple fluids with great success even when they are nonideal [22] [23] [24] . These nonideal fluids have significant hard core interactions caused by the finite volume of molecules that do not overlap. Statistical mechanics has been less successful in dealing with the We use 35 a theory of complex fluids based on the energy variational approach EnVarA of the mathematician Chun Liu who has actually provided the existence and uniqueness theorems needed to make this approach mathematics, as well as applying EnVarA to a variety of complex real systems [43] [44] [45] . We try to create a field theory of ionic solutions that uses only a few fixed parameters to calculate most properties in flow and in traditional thermodynamic equilibrium, both in bulk and in spatially complex domains like pores in channel proteins.
The Energy Variational Principle can be written as 
The energy E we use to describe finite size ions in a bulk solution is 
The dissipation is not hard to derive but is too complex to present in detail because of the finite size effects. It is described in full in 35, 36 .
The variational principle EnVarA combines the maximum dissipation principle and least action principle into a force balance law that expands the conservative conservation laws to include dissipation, using the generalized forces in the variational formulation of mechanics (p. 19 of reference 46 ; also 47 ). This procedure is a modern reworking of Rayleigh's dissipation principle-eq. 26 of reference 48 -motivated by
Onsager's treatment of dissipation 49, 50 . EnVarA optimizes both the action functional (integral) of classical mechanics 51 and the dissipation functional 52 . The stationary point of the action is determined with respect to the trajectory of particles. The stationary point of the dissipation is determined with respect to rate functions (e.g., velocity other. The contrast with the usual approach to mixtures of ionic solutions, with their plethora of coupling coefficients, is striking. It is very difficult to determine those coupling coefficients, and even worse, the coupling coefficients are functions or functionals that depend on all the other parameters of the system, usually in an unknown way.
The variational principle can be applied to a primitive model of ionic solutions with a Lennard Jones treatment of excluded volume, and a selfconsistent computation of the electric field as described in detail in [35] [36] [37] . A regularized repulsive interaction potential is introduced as 
p. 
The details of the derivation of the repulsive terms in the chemical potentials are presented in [35] [36] [37] We now have the coupled system including finite size effects. We here call the system a modified PNP system.
One advantage of the variational approach is the fact that the resulting system, the modified PNP, naturally satisfies the energy dissipation principle, the variational law eq. (1) 0, = , = , , = , These variational principles derive field equations as we have seen that address and I believe will probably some day solve major problems in computational biology. The field theory EnVarA represents an ionic solution as a mixture of two fluids 83 , a solvent water phase and an ionic phase. The ionic phase is a primitive model of ionic solutions. It is a compressible plasma made of charged solid (nearly hard) spheres.
The ionic 'primitive phase' is itself a composite of two scales, a macroscopic compressible fluid and an atomic scale plasma of solid spheres in a frictional dielectric. Channel proteins are described by primitive ('reduced') models similar to those used to analyze the selectivity of calcium and sodium channels [84] [85] [86] and to guide the construction (using the techniques of molecular biology) of a real calcium channel protein in the laboratory 87, 88 . Similar models predicted complex and subtle properties of the RyR channel before experiments were done in > 100 solutions and in 7 mutations, some drastic, removing nearly all permanent charge from the 'active site' of the channel (see references in 89, 90 ).
I believe a variational method is required to deal with real ionic solutions because ionic solutions are Effective parameters are needed to deal with ions in electrolytes. Effective parameters are almost always used to describe complex interactions of ions in electrolyte solutions 26, [97] [98] [99] [100] [101] , e.g., the cross coupling
Onsager coefficients [100] [101] [102] or Maxwell-Stefan coefficients 103 . EnVarA produces optimal estimates of these parameters, because the mathematics of variational analysis is almost identical to the mathematics of optimal control. Both use variational methods that can act on the same functionals. EnVarA becomes optimal control when the functionals are combined in a more general way than just adding them, e.g., by using Lagrange multipliers or more sophisticated techniques. Inverse methods 11, 104, 105 could be used to provide estimators of the parameters of EnVarA functionals with least variance or bias, or other desired characteristics. EnVarA gives the hope that fewer parameters can be used to describe a system than in models 56 and equations of state [19] [20] [21] EnVarA deals with interactions automatically but it does not deal with multiscale issues nearly as well. We go through them one by one. Lagrange multipliers (or penalty functions of optimal control) and variational process minimizes the effect of the double counting (by choosing optimal parameters that minimize the functionals) but the residual effects may be significant. We are in unknown territory here. We know how to investigate but we do not know the results of the investigation. A physical example may be helpful. Imagine trying to calculate the conductivity of a salt solution (or its 'dielectric constant' if you prefer an equilibrium property). In EnVarA one cannot assume good stirring or uniform temperature, unless one includes 'apparatus' (boundary conditions like stirrers or heat baths) that will do the stirring or supply the heat. The real system always has gradients of concentration and temperature, and EnVarA will always compute those because it is unable to calculate inconsistently even if we know the errors produced by the inconsistency are unimportant under the conditions of interest. Even worse, EnVarA computes these epi-phenomena in their full time dependent glory, even if we only want to know the steady state.
Scaling in Space in

Scaling in time in
This power of EnVarA is again a blessing and a curse. It is a blessing because it forces the theorist to deal with phenomena well known in the laboratory (i.e., the difficulty of actually keeping solutions well stirred at constant temperature) but often not advertised in experimental papers. The curse is the difficulty of computation and the efforts needed to isolate important special cases. ), and reduced models with implicit models of water 67, 75, [111] [112] [113] [114] [115] and I apologize for the many references I have unknowingly omitted.
There seems to be no a priori way to choose between the different reduced models of channel proteins.
I would use the fits to experimental data as the test for such models, although others prefer a more reductionist approach, arguing (understandably enough) that considerable structural detail is needed to deal with water and side chains of proteins. Each perspective emphasizes what the investigator can best do. My collaborators and I find that we can deal with nearly the whole range of experimental data on both calcium and sodium channels using a single model, with three parameters that never change value (the dielectric coefficients of protein and solution and the diameter of the channel) in a wide range of mixed solutions of different types and concentrations of ions of ions, using crystal radii of ions, even though calcium and sodium channels have very different properties [84] [85] [86] 116 . This treatment uses grossly oversimplified models of the channel protein and its side chain but that simplification allows it to compute the Boltzmann distribution of structures of ions and side chains using Metropolis Monte Carlo methods. These methods
show that the structure of the system changes significantly even dramatically as ions are changed in concentration or type. They show that the free energy of binding varies drastically as conditions are changed. Indeed, the model is used is a version of the self organized theory of proteins in which the fit of the ions to the active site and the fit of the active site to the ions is induced. The induced fit is determined as an output of the Monte Carlo simulations, as is the distribution of the fit. The model seems to work in a wide variety of conditions because it computes accurately, and guesses (with more luck than wisdom) the forces and energies actually used by biology to determine the selectivity of these channels to these ions. The role of biology. The question arises: how can as complicated a system as a channel protein in a biological membrane surrounded by mixtures of ions be so simply described? The question is particularly vexing when one remembers that mixtures of ions in bulk solutions (without channel proteins) cannot be so simply described.
The reason seems to me biological and evolutionary.
Biological systems are not general physical systems. Biological systems have been built by evolution to have definite functions. Evolution acts by mutating genes and genes make proteins. Proteins are coded amino acid by amino acid, and mutations change individual amino acids. It seems obvious that a system like this will discover 'controls' which produce useful functions. (Useful functions are those that allow their host organism to survive natural selection.) Individual amino acids will control individual functions in such a system. These thoughts are hardly rigorous, but they provide motivation to accept the experimental fact that individual amino acids do control function in many important cases. In many cases a few amino acids or a particular structural domain of a protein controls overall function.
Viewed from an engineering perspective, this biological simplicity is not a surprise. Devices are built so they can be controlled. The control of a device is often far more important than its efficiency. An easy way to ensure robust control is to put that control in a separate system distinct from the rest of the device.
Evolution seems to use that approach. Evolution has found ways to use only a few amino acids to control biological function. The physics does not force this. Evolution has.
Reduced models that describe so many properties of dissimilar calcium and sodium channels with so few parameters should be viewed as the expression of evolution. These models must be describing the energies evolution has used to produce these functions. It seems likely that energies are correct in a model with just two parameters that fits data from two different types of channels, with quite different properties, in many solutions and concentrations, using crystal radii of ions, and parameter values that are the same under all conditions and in both channel types. It seems likely that evolution has chosen to create this kind of selectivity (for salts) in this kind of channel (Ca 2+ and Na + channels) in this way and the investigators of these channels could study these energies because they were relatively simple to compute (although it still took many years and many papers and methods).
There is no guarantee, however, that these energies will be the only energies used to determine the selectivity of other types of ions or other systems (e.g., the zinc finger binding system so well studied experimentally 117, 118 ). However, it seems likely that these energies will be involved, along with others.
In that case, it seems safe to say that simulations that try to deal with selectivity or biological function using a single free energy of binding, that does not vary with ion type or concentration in the baths, will be p. 30 March 4, 2019 inadequate, unable to deal with the essentials of biological function.
The binding data we have computed is an incomplete description of biological reality in an important way. The Monte Carlo method is constrained to equilibrium, in fact to zero concentration and zero electrical potential gradients in the way we do it. Biology does not occur under these conditions. Our simple model of binding has been extended to nonequilibrium systems using a hybrid of the density functional theory of nonelectrolytes (of Rosenfeld [119] [120] [121] [122] [123] ; note this has nothing to do with the density functional theory of electrons) and the Poisson Nernst Planck theory of ionic solutions, named PNP in reference 62 and used by many workers in chemistry 65 and biophysics 109, [124] [125] [126] [127] [128] since then. The resulting DFT-PNP theory has been applied by Gillespie and co-workers with some considerable success to the Ryanodine Receptor channel of the heart. They have shown excellent agreement between experiment and data and have predicted experimental results before the experiments were performed. 82, 89, 122, 129 But there are problems because electrostatics are added to DFT in an imaginative but ad hoc manner 82, 122, 129 that suffers fundamental difficulties. In particular, In my opinion, PNP-DFT is a useful beginning but EnVarA has a greater future because it is based on fundamental principles, satisfies sum rules, and yields all interactions of all species. EnVarA is a superset of DFT (of neutral species) and a super set of PNP-DFT. EnVarA should be able to do much more. It has not done that yet, but many investigators are trying.
Conclusions.
What can we say then in general about the computation of biological systems?
We can say that 1) simulation in atomic detail is unlikely to succeed because of the scaling issues shown in Table 1 .
2) simulations must be calibrated against experimental data in realistic mixed solutions because those are the only conditions in which living systems function.
3) reduced models are needed because nothing else is likely to deal with the scaling issues.
4) reduced models of ionic solutions should be based on a mathematics of interacting systems, a variational principle like EnVarA, because that automatically deals consistently with multiple interacting components. It deals with multifaceted interactions without introducing many underdetermined coupling p. 31 March 4, 2019 parameters and coefficients.
5) reduced models of channel proteins may take on many forms, but they must deal with the range of ionic conditions in which the channels actually work, even if these are mixtures of ions uncomfortable to compute because so many ions are so important over such a wide range of concentrations.
6) a particular reduced model of calcium and sodium channels has been surprisingly successful. Similar models should be tried in other systems, hoping that their simplicity will at least point in the right direction to help uncover relevant computable complexity. 
