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VARIOUS NOTIONS OF NORM-ATTAINABILITY IN NORMED
SPACES
N. B. OKELO
Abstract. Let H be a reflexive, dense, separable, infinite dimensional com-
plex Hilbert space and let B(H) be the algebra of all bounded linear operators
on H . In this paper, we carry out characterizations of norm-attainable op-
erators in normed spaces. We give conditions for norm-attainability of linear
functionals in Banach spaces, non-power operators on H and elementary op-
erators. Lastly, we characterize a new notion of norm-attainability for power
operators in normed spaces.
1. Introduction
Studies on Hilbert space operators have elicited a lot of interest from mathe-
maticians for decades. Characterizations of properties of Hilbert space operators
have been done by many mathematicians over a long period of time with interest-
ing results being obtained. Such properties include norms, numerical ranges, posi-
tivity, spectrum, invertibility among others. Norm-attainability is also a property
which has been give keen attention. This property still remains very important as
it has a lot of open questions which are unanswered particulary when a super class
of Hilbert space operators called supraposinormal operators [6] are considered.
In [1] the authors characterized the norm property for elementary operators and
gave conditions under which a general elementary operator is norm-attainable.
In-depth characterization of norm-attainable operators has also been done in de-
tails with considerations given to other properties like orthogonality (see [4] - [8]
and the references therein). Regarding derivations, authors in [8] showed that if
VΓ and WΓ are Γ-Banach algebras and δ an α-inner derivation, then δ is norm-
attainable if and only if the adjoint, δ∗, of δ is norm-attainable. Moreover, as a
consequence they proved that if δ1N and δ
2
N are norm-attainable then δN is norm
attainable if either δ1N and δ
2
N or both are zero derivations and δ
1
N , and δ
2
N are
α-inner derivation and α′-inner derivation respectively. On elementary opera-
tors, necessary and sufficient conditions for norm-attainability for Hilbert space
operators were given in [5] where it was proved that if S ∈ B(H), β ∈ W0(S)
and α > 0, then there exists an operator Z ∈ B(H) such that ‖S‖ = ‖Z‖,
with ‖S − Z‖ < α. Furthermore, there exists a unit vector η ∈ H such that
‖Zη‖ = ‖Z‖ with 〈Zη, η〉 = β, where W0(S) denotes the maximal numerical
range of the operator S. Moreover, norm-attainability conditions for elementary
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operators and generalized derivations have been given. For orthogonality of el-
ementary operators in norm-attainable classes, a detailed exposition has been
given in [7] and [9]. A superclass of Hilbert space operators have also been con-
sidered in norm-attainable classes. In [6], a good characterization has been done
on α-supraposinormality of operators in dense norm-attainable classes. In this
paper, we continue in the spirit of characterization of operators in normed spaces.
We characterize norm-attainability for functionals in Banach spaces. Moreover,
we give a new notion of norm-attainability for power operators and also for ele-
mentary operators which generalizes the results of [5].
2. Preliminaries
In this section, we outline preliminary concepts which are useful in the sequel.
Definition 2.1. ([3]) Let V be a linear vector space. A non-negative real valued
function ‖.‖ : V → R is called a norm on V if it satisfies the following condtions:
(i). ‖x‖ ≥ 0 and ‖x‖ = 0, if and only if x = 0, for all x ∈ V.
(ii). ‖αx‖ = |α|‖x‖, for all x ∈ V and α ∈ K.
(iii). ‖x+ y‖ ≤ ‖x‖+ ‖y‖, for all x, y ∈ V.
The ordered pair (V, ‖.‖) is called a normed linear space or simply a normed
space.
Remark 2.2. Examples of normed spaces are: Banach space, Hilbert space, Hardy
space, Orlicz space, B(H) among others.
Definition 2.3. ([3]) An operator A ∈ B(H) is called a scalar operator of order
m if it possesses a spectral distribution of order m, i.e., if there is a continuous
unital morphism φ : Cm0 (C) → B(H) such that φ(z) = A, where z stands for
the identity function on C and Cm0 (C) for the space of compactly supported
functions on C continuously differentiable of order m, 0 ≤ m ≤ ∞. An operator
A0 ∈ B(H) is called subscalar if it is similar to the restriction of a scalar operator
to an invariant subspace.
Definition 2.4. ([4]) An operator A ∈ B(H) is said to be normal if AA∗ = A∗A
and p-normal if ApA∗ = A∗Ap; self-adjoint if A = A∗; positive if A = A∗ and
〈Ax, x〉 ≥ 0, for all x ∈ H ; and projection if A2 = A = A∗.
Definition 2.5. ([5], Definition 1.1) An operator A ∈ B(H) is said to be norm-
attainable if there exists a unit vector x0 ∈ H such that ‖Ax0‖ = ‖A‖. The set
of all norm-attainable operators on a Hilbert space H is denoted by NA(H).
Definition 2.6. ([5], Definition 1.2) For an operator A ∈ B(H) we define a
numerical range by W (A) = {〈Ax, x〉 : x ∈ H, ‖x‖ = 1} and the maximal nu-
merical range by W0(A) = {β ∈ C : 〈Axn, xn〉 → β, where ‖xn‖ = 1, ‖Axn‖ →
‖A‖}.
Definition 2.7. ([2]) Let Ω be a Banach lattice then Ω is an abstract M space
i.e. Ω ∈ AM if x ∧ y = 0 implies ‖x + y‖ = max{‖x‖, ‖y‖}. Also Ω is abstract
L space i.e. Ω ∈ AL if x ∨ y = 0 implies ‖x+ y‖ = ‖x‖+ ‖y‖.
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Definition 2.8. ([3])Let Ω be a Banach lattice. Then Ω ∈ AM implies Ω∗ ∈ AL
and Ω ∈ AL implies Ω∗ ∈ AM . Ω ∈ AM if and only if for any x, y ∈ Ω, x, y ≥ 0
implies ‖x∨ y‖ = max{‖x‖, ‖y‖}. Ω ∈ AL if and only if for any x, y ∈ Ω, x, y ≥
0 implies ‖x+ y‖ = ‖x‖+ ‖y‖.
Definition 2.9. ([2]) Let Ω be a Banach lattice. Then Ω is said to be σ complete,
if for every order bounded sequence {xn} ∈ Ω,∨n≥1xn exists in Ω. Also Ω is
said to be bounded σ complete, provided that the any norm bounded and order
monotone sequence in Ω is order convergent.
Definition 2.10. ([2])Let Ω be a Banach space. An element x ∈ D(Ω) is called
an extreme point of B(Ω) if x = λy + (1 − λ)z, y, z ∈ B(Ω) and λ ∈ (0, 1),
imply y = z. In this case, we write x ∈ extB(Ω).
Definition 2.11. ([4]) Let A be a Banach algebra and consider T : A → A.
The operator T is called an elementary operator if it has the representation
T (X) =
∑n
i=1AiXBi, ∀ X ∈ A, where Ai, Bi are fixed in A or M(A), where
M(A) is the multiplier algebra of A.
Example 2.12. Let A = B(H). For A, B ∈ B(H) we define the particular
elementary operators:
(i). the left multiplication operator LA : B(H)→ B(H) by LA(X) = AX, for
all X ∈ B(H).
(ii). the right multiplication operator RB : B(H) → B(H) by RB(X) = XB,
for all X ∈ B(H).
(iii). the generalized derivation (implemented by A, B) by δA,B = LA − RB,
for all X ∈ B(H).
(iv). the basic elementary operator (implemented by A, B) by MA, B(X) =
AXB, for all X ∈ B(H).
(v). the Jordan elementary operator (implemented by A, B) by UA, B(X) =
AXB +BXA, for all X ∈ B(H).
3. Norm-attainability for functionals
In this section, we characterize norm-attainability of functionals in Banach
spaces. We regard H∗ the dual space of a Hilbert space H to be non-zero through-
out this section unless otherwise stated. Let ϕ ∈ H∗. Then ϕ is said to be norm-
attainable at ϕ
‖ϕ‖
if there exists T ∈ B(H) such that 〈ϕ, T 〉 = ‖ϕ‖.‖T‖ > 0. ϕ
∗
‖ϕ∗‖
is called a support for ϕ. The following proposition shows that any functional is
norm-attainable in non-zero dual spaces.
Proposition 3.1. Let B(W ) be the set of all bounded linear maps on an Orlicz
space W then every ϕ ∈ H∗+ is norm-attainable on B(W ).
Proof. Let W be a bounded linear Orlicz space and bn ∈ W such that bn is
monotone decreasing to 0. Given Jn ∈ B(W ) we have ϕ(Jn) > ‖ϕ‖ − bn since
π(Jn) ≤ 1 < ∞ and ϕ(W0) = {0}. Suppose that π(Jn) ≤ 2
−n and let J(t) =
sup |Jn(t)|. Then π(J) ≤
∑∞
n=1 π(Jn) ≤ 1, that is, J ∈ B(W ) and ϕ(J) ≥
supn(|Jn|) = ‖ϕ‖, because ϕ ∈ H
∗
+. 
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Theorem 3.2. Let B(W ) be the set of all bounded linear maps on an Orlicz
space W then ϕ ∈ H∗ is norm-attainable on B(W ) if and only there exists L in
a subspace C of B(W ) such that ϕ+ = ϕ|L and ϕ
− = ϕ|G\L.
Proof. It is known that we have P,Q ∈ B(W ) such that ϕ|L(P ) ϕ
∗ ‖ϕ+‖ and
ϕ|G\L(Q) = ‖ϕ
−‖ by Proposition 3.1. Assume that π(P |L) ≤
1
2
and π(Q|G\L) ≤
1
2
.
Then π(P |L − Q|G\L) ≤ π(P ) + π(Q) ≤ 1. Indeed, P |L − Q|G\L ∈ L(W ) and
ϕ(P |L− y|G\L) = ‖ϕ
+‖+ ‖ϕ−‖ = ‖ϕ‖. Suppose that P ∈ B(W ) satisfies ϕ(P ) =
‖ϕ‖. Let L = {l ∈ G : P (l) ≥ 0} then we show that ϕ|L, −ϕ|G\L ∈ H
∗
+. Now, if
ϕ|L ∈ H
∗
+, then there exists Q ∈ W
+. If ϕ|L/∈H′ then there exists Q ∈ W
+ such
that ϕ|L(Q) < 0. Now ϕ being singular, assume π(Q) ≤
1
2
and π(P ) ≤ 1
2
. Then
J = P |G\L − Q|L ∈ B(W ) and so, ‖ϕ
−‖ ≥ ϕ−(−J) = −ϕ+(J) + ϕ(J) ≥ ϕ(J) =
ϕ(P |G\L−ϕ|L(Q)) > ϕ(P |G\L). This is contrary to our earlier assumption. Lastly,
‖ϕ‖ = ‖ϕ+‖+ ‖ϕ−‖ > ϕ|(P |L) + ϕ(P |G\L) = ϕ|(P ) = ‖ϕ‖. (ϕ|G\L) ∈ H
∗
1 follows
analogously. 
Corollary 3.3. Let ϕ ∈ H∗ is norm-attainable at P ∈ B(W ), then ϕ(P |A) ‖ϕ|A‖
for all A ∈ C.
Proof. ‖ϕ‖ = ‖ϕ|A‖+‖ϕ|G\A‖ ≥ ϕ|A(P )+ϕ|G\A(P ) = ϕ(P ) = ‖ϕ‖ is enough. 
Theorem 3.4. Let ϕ ∈ H∗ be singular then the set of all such ϕ is dense in H∗.
Proof. Let ϕ ∈ H∗ be singular and ǫ > 0 be given. Then we have L ∈ C such
that ‖ϕ+|G\L‖ < ǫ and ‖ϕ
−|L‖ ≤ ǫ. Suppose that ψ = ϕ
+|L − ϕ
−|G\L. Then by
Theorem 3.2 ψ is norm-attainable. Also, ‖ϕ− ψ‖ ≤ ‖ϕ+ − ψ|l‖+ ‖ϕ− ψ|G\l‖ =
‖ϕ+|G\l‖+ ‖ϕ
−|l‖ < 2ǫ. 
Theorem 3.5. Let B(W ) be the set of all bounded linear maps on an Orlicz space
W . Then φ = χ + ϕ (0 6= χ ∈ H∗0 , ϕ ∈ H
∗) is norm-attainable at P ∈ B(W )
if and only if π(P ) = 1, ϕ(P ) = ‖ϕ‖ and
∫
G
kχ(t)P (t)dt = π(x) + ω(kχ), where
k ∈ KN(χ) = {k : k
−1[1 + ω(kχ)] = ‖χ‖0N}.
Proof. From the statement of the theorem we have ‖φ‖0 = f(P ) = k−1〈kχ, χ〉+
ϕ(P ) ≤ k−1[π(P )+ω(kχ)]+ϕ(P ) ≤ k−1[1+ω(kχ)]+‖ϕ‖ = ‖χ‖0N +‖φ‖ = ‖φ‖
0.
The converse follows from the fact that φ is singular from Theorem 3.4 and an
assertion from Proposition 3.1. 
At this point, we consider norm-attainable functionals in Banach lattices. We
denote an abstract L space and abstract M space by AL and AM respectively.
For details on AL and AM see [2]. We state the following lemma.
Lemma 3.6. Let Ω ∈ AL and ϕ ∈ B(Ω∗). Then the following are equivalent.
(i). ϕ is norm-attainable.
(ii). Both ϕ+ and ϕ− are norm-attainable.
(iii). ϕ+ or ϕ− is norm one.
Proof. (i)⇒ (ii). Choose x ∈ B(Ω) such that ϕ(x) = ‖ϕ‖ = 1. From
1 = ‖ϕ‖ = ϕ(x) = ϕ+(x+) + ϕ−(x−)− ϕ+(x−)− ϕ−(x+)
= ‖ϕ+‖‖x+‖+ ‖ϕ−‖‖x−‖ − ϕ+(x−)− ϕ−(x+)
= ‖ϕ‖(‖x+‖+ ‖x−‖) = ‖ϕ‖‖x‖ = ‖ϕ‖ = 1
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we obtain ϕ+(x+) = ‖ϕ+‖‖x+‖; ϕ−(x−) = ‖ϕ−‖‖x−‖ and ϕ+(x−) = ϕ−(x+) =
0 since ϕ±(x±) ≤ ‖ϕ±‖‖x±‖ and ϕ±, (x±) are non-negative.
(ii)⇒ (iii). This follows obviously.
(iii) ⇒ (i). We suppose that ϕ+ is norm one and norm-attainable. choose x ∈
B(Ω+) such that ϕ+(x) = ‖ϕ‖ = 1. We have ϕ−(x) = 0. Indeed, 1 = ‖ϕ‖ ≥
|ϕ|(|x|) ≥ ϕ+(x) + ϕ−(|x|) = 1 + ϕ−(|x|) ≥ 1, which implies that ϕ−(x+) =
ϕ−(x−) = 0. Hence, ϕ(x) = ϕ+(x) = ‖ϕ‖ = 1. 
Theorem 3.7. Let Ω ∈ AL and θ ≤ ϕ ∈ B(Ω∗). Then the following are equiva-
lent.
(i). ϕ is norm-attainable.
(ii). There exists θ ≤ x 6= θ such that ϕ(y) = ‖y‖ for all EΩ, the norm closure
of EΩ where EΩ = {y ∈ Ω : θ ≤ y ≤ nx, for some n > 0}.
(iii). There exists θ 6= x ∈ Ω+ such that among B(Ω∗) = {ψ ∈ Ω∗; ‖ψ‖ = 1},
ϕ is maximal on EΩ.
Proof. (i) ⇒ (ii). Choose x ∈ B(Ω) satisfying ϕ(x) = ‖x‖ = 1. We have x ∈ θ
for 1 = ϕ(x) = ϕ(x+) = ϕ(x+) − ϕ(−) ≤ ϕ(+) ≤ ‖x+‖ − ‖x−‖ ≤ 1 by Lemma
3.6 which implies ‖x−‖ = 0. Now if we consider y ∈ EΩ, we need to prove that
ϕ(y) = ‖y‖. Since ϕ is continuous, let y ∈ EΩ, i.e θ ≤ y ≤ nx for some n ≥ 0.
But since n = ϕ(nx) = ϕ(nx− y) +ϕ(y) ≤ ‖nx− y‖+ ‖y‖ = ‖nx‖ = n, we have
ϕ(y) = ‖y‖.
(ii)⇒ (iii). Follows trivially from (ii)⇒ (iii) in Lemma 3.6 and abstractness of
AL.
(iii)⇒ (i). Let ϕ be maximal in B(Ω∗) on EΩ for some θ 6= x ∈ Ω
+. Chooseψ ∈
B(Ω∗) such that ψ(x) = ‖x‖, then by ϕ(x) ≥ ψ(x) = ‖x‖, it is clear that ϕ is
norm-attainable at x/‖x‖. 
Proposition 3.8. Let Ω ∈ AM be σ-complete and ϕ ∈ Ω∗. Then for any ǫ > 0,
there exists a subspace E of Ω = E + E⊥ and ‖ϕ+|E⊥‖ < ǫ, ‖ϕ
−|E‖ < ǫ.
Proof. Choose x ∈ D(Ω) with the property that ϕ+(x) > ‖ϕ‖−ǫ, and E = (x⊥)⊥.
Then x+ ∈ E, x− ∈ E⊥ and Ω = E + E⊥. Furthermore, for x ∈ D(Ω) we have
that ‖ϕ+|E‖+‖ϕ
+|E⊥‖+‖ϕ
−|E‖+‖ϕ
−|E⊥‖ = ‖ϕ
+|‖+‖ϕ+‖ = ‖ϕ‖ < ϕ(x)+ ǫ =
ϕ+|E(x)+ϕ
+|E⊥(x)−ϕ
−|E(x)−ϕ
+|E⊥(x)+ǫ because ϕ
+|E⊥(x) ≤ 0 and ϕ
−|E(x) ≥
0. So, we conclude that ‖ϕ+|E⊥‖+‖ϕ
−|E‖ = ‖ϕ
+|‖−‖ϕ+|E‖+‖ϕ
−|‖−‖ϕ−|E‖ ≤
‖ϕ+‖−ϕ+|E(x)+‖ϕ
−‖−ϕ−|E⊥(x) < ϕ
+|E⊥(x)−ϕ
−|E(x)+ǫ ≤ ǫ. This completes
the proof as required. 
Theorem 3.9. Let a Banach lattice Ω be bounded σ-complete and B(Ω) order-
closed, then every positive bounded linear ϕ ∈ Ω∗ is norm-attainable.
Proof. Consider xn(≥ 0) ∈ D(Ω) such that ϕ(xn) → ‖ϕ‖. Since Ω is bounded
σ-complete and B(Ω) is closed under order, y = ∨n(xn) exists in Ω and ‖y‖ = 1.
Hence, y ≥ xn ≥ 0 and ϕ ≥ 0 implies ‖ϕ‖ ≥ ϕ(y) ≥ ϕ(xn)→ ‖ϕ‖. So, x ∈ D(Ω)
exists which satisfies the norm-attainability condition, ϕ(x) = ‖ϕ‖, for functionals
and this completes the proof. 
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Theorem 3.10. Let Ω ∈ AM be bounded σ-complete and B(Ω) order-closed,
then ϕ ∈ Ω∗ is norm-attainable if and only if there exists a subspace E of Ω such
that ϕ+ = ϕ|E , ϕ
− = −ϕ|E⊥.
Proof. Necessity. Let x ∈ B(Ω) be having the property that ϕ|(x) = ‖ϕ‖, and
define E = (x−)⊥. Then Ω = E + E⊥ and x+ ∈ E, x− ∈ E⊥. Now, ‖ϕ‖ =
‖ϕ|E‖ + ‖ϕ|E⊥‖; we need to show that ϕ
+ = ϕ|E and ϕ
− = −ϕ|E⊥, it is enough
that ϕ|E ≥ 0 and −ϕ|E⊥ ≥ 0. Indeed, if ϕE(y) < 0 for some y(≥ 0) ∈ D(Ω)
then we let y ∈ E. So, z = −x− − y satisfies ‖z‖ = max{‖x‖, ‖y‖} = 1
and hence, ‖ϕ−‖ = ϕ−(−z) = ϕ(z) − ϕ+(z) ≥ ϕ(z) = ϕ|E⊥(−x
−) − ϕ|E(y) >
ϕ|E⊥(−x
−) = −ϕ|E⊥(−x). Now since ‖ϕ
+‖ ≥ ϕ(x|E) = ϕ|E(x), this is contrary
to ‖ϕ‖ = ‖ϕ+‖ + ‖ϕ−‖ > ϕ|E(x) − ϕ|E⊥(x) = ϕ(x) = ‖ϕ‖. Also −ϕ|E⊥ ≥ 0
follows analogously.
Sufficiency. We know that there exists x, y(≥ 0) ∈ D(Ω) such that ϕ+(x) = ‖ϕ+‖
and ϕ−(x) = ‖ϕ−‖ from Theorem 3.9. Since ϕ+ = ϕ|E and ϕ
− = −ϕ|E⊥, we let
x ∈ E and y ∈ E⊥ and u ∈ x−y. Then u = ‖x−y‖ = max{‖x‖, ‖y‖} = 1 and so
we have ‖ϕ‖ = ‖ϕ+‖+ ‖ϕ−‖ = ϕ+(x) +ϕ−(y) = ϕ|E(x) +ϕ|E⊥(−y) = ϕ(u). 
Corollary 3.11. Let Ω ∈ AM be a σ-complete and ϕ ∈ D(Ω∗). Then ϕ ∈
extB(Ω∗) if and only if ϕ(x)ϕ(y) = 0 for all x, y ∈ Ω satisfying x ∧ y = 0.
Proof. Necessity. If there exists x, y ∈ Ω satisfying x ∧ y = 0 but ϕ(x) > 0 and
ϕ(y) > 0, then we set E = y⊥, and Ω = E + E⊥. Let ψ = ϕ|E and τ = ϕ|E⊥.
Then ‖ψ‖ > 0, ‖ψ‖ > 0 since x ∈ E, y ∈ E⊥. Therefore, ϕ = ‖ψ‖ ψ
‖ψ‖
+ ‖τ‖ τ
‖τ‖
and ‖ψ‖+ ‖τ‖ = ‖ϕ‖ = 1. Hence, ϕ ∈ extB(Ω).
Sufficiency. First we show ‖ϕ+‖‖ϕ−‖ = 0. In fact, for any ǫ > 0, by Theorem
3.9, there exists two orthogonal subspaces E, F ∈ Ω such that Ω = E + F and
‖ϕ−|E‖ < ǫ, ‖ϕ
+|F‖ < ǫ. Choose x ∈ B(Ω) such that ϕ(x) > ‖ϕ‖ − ǫ, and
let x = u + v, where u ∈ E and v ∈ F . Then ϕ(u)ϕ(v) = 0 since u ∧ v = 0.
If ϕ(v) = 0 then ‖ϕ‖ − ǫ < ϕ(x) = ϕ+|E(u) − ϕ
−|E(u) ≤ ‖ϕ
+|E‖ + ‖ϕ
−|E‖ <
‖ϕ+‖ + ǫ. Let ǫ → 0, we find ‖ϕ−‖ = ‖ϕ‖ − ‖ϕ+‖ = 0. Similarly, if ϕ(u) = 0.
Then ‖ϕ+‖ = 0. Hence, without loss of generality, we assume ϕ = ϕ+. Let
ψ, τ ∈ D(Ω∗) satisfy 2ϕ = ψ + τ . Then 2ϕ = (ψ+ + τ+) − (ψ− + τ−) and
hence ‖2ϕ‖ = ‖ψ+‖ + ‖τ+‖ + ‖ψ−‖ + ‖τ−‖ = ‖ψ‖ + ‖τ‖ = 2 = ‖2ϕ‖ Thus
ψ++τ+ = 2ϕ and ψ− = τ− = 0. Now we show ψ = τ = ϕ, that is, ϕ ∈ extB(Ω∗).
This follows if we prove that ψ(y) = τ(y) = 0 whenever ϕ(y) = 0 this means
ϕ = aψ = bτ , but ϕ, ψ, τ ∈ D(Ω∗) and 2ϕ = ψ + τ , so a = b = 1, this means
assume y ≥ 0; then from ψ(y) ≥ 0, τ(y) ≥ 0 and ψ(y + τ(y) = 2ϕ(y) = 0.
We have ψ(y) = τ(y) = 0. For the general case, since ϕ(y) = 0 and by the
condition given in theorem ϕ(y+)ϕ(y−) = 0, we have ϕ(y+) = ϕ(y−) = 0 hence
the condition ψ(y) = τ(y) = 0 follows from the first case.

4. Norm-attainability for non-power operators
This section deals with norm-attainability for usual Hilbert space operators.
To avoid ambiguity and without loss of generality, we use the term ”non-power”
to differentiate these operators from those in the next section. The first result
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is a proof of norm-attainability condition for compact self adjoint operators in a
dense separable infinite dimensional complex Hilbert space.
Theorem 4.1. Let H be a dense separable infinite dimensional complex Hilbert
space. Let T : H → H be a compact and self-adjoint operator on Hilbert space
H. Let D be unit sphere in H. Then there exists a vector x0 ∈ D such that
‖Tx0‖ = ‖T‖.
Proof. From an analogy of the definition of the usual operator norm, we know
that ‖T‖ = supx∈D ‖Tx‖, so there exists a sequence of elements x1, x2, ... ∈ D
such that limn→∞ ‖Txn‖ = ‖T‖. Since T let y0 = limn→∞ Txn exists in H. Let
Y = Span{x1, x2, ...}. Then it is a closed subspace of H , hence a Hilbert space.
So, Y is reflexive and separable. Thus, there exists a subsequence of (xn), say
(xj1 , xj2, xj3, ...) with 1 ≤ j1 < j3 < ..., such that xjk converge weakly in Y to some
point x0 ∈ Y . Now, for each z ∈ Y , 〈Tx0, z〉 = 〈x0, Tx〉 = limk→∞〈xjk , T z〉 =
limk→〈Txxk , z〉 = 〈y0, z〉. Now, the second equality holds since xjk converge
weakly to x0. Indeed, x 7→ 〈x, Tz〉 is a bounded linear functional on Y, and the last
equality holds because we know from the fact that y0 = limn→∞ Txn exists in H.
So, limk→∞ Txjk = y0 exists and 〈., .〉 is continuous. Since 〈Tx0, z〉 = 〈x0, Tx〉 =
limk→∞〈xjk , T z〉 = limk→〈Txxk , z〉 = 〈y0, z〉 holds for z ∈ Y, we conclude that
Tx0 = y0. Hence, ‖Tx0‖ = ‖y0‖ = ‖ limk→∞ T (xn)‖ = limk→∞‖T (xn)‖ = ‖T‖.
Now, since xjk converge weakly to x0 we have 〈x0, x0〉 = limk→∞〈xjk , x0〉 and
|〈xjk , x0〉| ≤ ‖xjk‖.‖x0‖ = 1 for all k, hence ‖x0‖ ≤ 1. We cannot have ‖x0‖ < 1
since then ‖Tx0‖ ≤ ‖T‖.‖x0‖ < ‖T‖ which is a contradiction. Hence ‖x0‖ = 1
i.e x0 ∈ D. Hence, the existence of x0 is proved as required. 
Corollary 4.2. Let H be a dense separable infinite dimensional complex Hilbert
space. Let T : H → H be a compact and self-adjoint operator on Hilbert space H
and let Y ⊂ H be a subspace such that T (Y ) ⊂ Y . Let T (Y ⊥) ⊂ Y ⊥ be a subspace
such that T (Y ) ⊂ Y . Then T (Y ⊥) ⊂ Y ⊥, and T |Y ⊥ : Y
⊥ → Y ⊥ is a bounded
self-adjoint linear operator on Hilbert space Y ⊥, with the norm ‖T |Y ⊥‖ ≤ ‖T‖.
Proof. Choose z ∈ Y ⊥. Now, for each y ∈ Y, 〈Tz, y〉 = 〈z, Ty〉 = 0 since Ty ∈
T (Y ) ⊂ Y and z ∈ Y ⊥. Clearly, Tz ∈ Y ⊥. Hence, T (Y ⊥) ⊂ Y ⊥. 
The next proposition in this section is a very important refined result for a
characterization of operators in B(H) whose analogies can be found in [5] Theo-
rem 2.1 or [7] Proposition 2.1. Since this is a refinement from the stated earlier
results, we include the proof for completion.
Lemma 4.3. Let H be a reflexive, dense, separable, infinite dimensional complex
Hilbert space. Let S ∈ B(H), β ∈ W0(S) and α > 0 be given. Then the there
exists a self-adjoint compact operator Z ∈ B(H) such that ‖S‖ = ‖Z‖, with
‖S−Z‖ < α. Furthermore, there exists a unit vector η ∈ H such that ‖Zη‖ = ‖Z‖
with 〈Zη, η〉 = β.
Proof. Let ‖S‖ = 1 and also that 0 < α < 2. Let xn ∈ H (n = 1, 2, ...) be
such that ‖xn‖ = 1, ‖Sxn‖ → 1 and also limn→∞〈Sxn, xn〉 = β. Let S = GL
be the polar decomposition of S. Here G is a partial isometry and we write
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L =
∫ 1
0
βdEβ, the spectral decomposition of L = (S
∗S)
1
2 . Since L is a pos-
itive operator with norm 1, for any x ∈ H we have that ‖Lxn‖ → 1 as n
tends to ∞ and limn→∞〈Sxn, xn〉 = limn→∞〈GLxn, xn〉 = limn→∞〈Lxn, G
∗xn〉.
Now for H = Ran(L) ⊕ KerL, we can choose xn such that xn ∈ Ran(L) for
large n. Indeed, let xn = x
(1)
n ⊕ x
(2)
n , n = 1, 2, ... Then we have that Lxn =
Lx
(1)
n ⊕ Lx
(2)
n = Lx
(1)
n and that limn→∞ ‖x
(1)
n ‖ = 1, limn→∞ ‖x
(2)
n ‖ = 0 since
limn→∞ ‖Lxn‖ = 1. Replacing xn with
x
(1)
n
‖x
(1)
n ‖
, we get limn→∞
∥∥∥L 1
‖x
(1)
n ‖
x
(1)
n
∥∥∥ =
limn→∞
∥∥∥S 1
‖x
(1)
n ‖
x
(1)
n
∥∥∥ = 1, limn→∞
〈
S 1
‖x
(1)
n ‖
x
(1)
n ,
1
‖x
(1)
n ‖
x
(1)
n
〉
= β. Next let xn ∈
RanL. SinceG is a partial isometry fromRanL onto RanS, we have that ‖Gxn‖ =
1 and limn→∞〈Lxn, G
∗xn〉 = β. Since L is a positive operator, ‖L‖ = 1 and
for any x ∈ H, 〈Lx, x〉 ≤ 〈x, x〉 = ‖x‖2. Replacing x with L
1
2x, we get that
〈L2x, x〉 ≤ 〈Lx, x〉, where L
1
2 is the positive square root of L. Therefore we have
that ‖Lx‖2 = 〈Lx, Lx〉 ≤ 〈Lx, x〉. It is obvious that limn→∞ ‖Lxn‖ = 1 and that
‖Lxn‖
2 ≤ 〈Lxn, xn〉 ≤ ‖Lxn‖
2 = 1. Hence, limn→∞〈Lxn, xn〉 = 1 = ‖L‖. More-
over, Since I − L ≥ 0, we have limn→∞〈(I − L)xn, xn〉 = 0. thus limn→∞ ‖(I −
L)
1
2xn‖ = 0. Indeed, limn→∞ ‖(I−L)xn‖ ≤ limn→∞ ‖(I−L)
1
2‖.‖(I−L)
1
2xn‖ = 0.
For α > 0, let γ = [0, 1 − α
2
] and let ρ = (1 − α
2
, 1]. We have L =
∫
γ
µdEµ +∫
ρ
µdEµ = LE(γ) ⊕ LE(ρ). Next we show that limn→∞ ‖E(γ)xn‖ = 0. If there
exists a subsequence xni, (i = 1, 2, ..., ) such that ‖E(γ)xni‖ ≥ ǫ > 0, (i =
1, 2, ..., ), then since limi→∞ ‖xni − Lxni‖ = 0, it follows that limi→∞ ‖xni −
Lxni‖
2 = limi→∞(‖E(γ)xni − LE(γ)xni‖
2 + ‖E(ρ)xni − LE(ρ)xni‖
2) = 0. Hence,
we have that limi→∞ ‖E(γ)xni−LE(γ)xni‖
2 = 0. Now, it is clear that ‖E(γ)xni−
LE(γ)xni‖ ≥ ‖E(γ)xni‖ − ‖LE(γ)‖.‖E(γ)xni‖ ≥ (I − ‖LE(γ)‖)‖E(γ)xni‖ ≥
α
2
ǫ > 0.This is a contradiction. Therefore, limn→∞ ‖E(γ)xn‖ = 0. Since limn→∞〈Lxn, xn〉 =
1, we have that limn→∞〈LE(ρ)xn, E(ρ)xn〉 = 1 and limn→∞〈E(ρ)xn, G
∗E(ρ)xn〉 =
β.
It is easy to see that limn→∞ ‖E(ρ)xn‖ = 1, limn→∞
〈
L E(ρ)xn
‖E(ρ)xn‖
, E(ρ)xn
‖E(ρ)xn‖
〉
= 1
and limn→∞
〈
L E(ρ)xn
‖E(ρ)xn‖
, G∗ E(ρ)xn
‖E(ρ)xn‖
〉
= β Replacing x with E(ρ)xn
‖E(ρ)xn‖
, we can as-
sume that xn ∈ E(ρ)H for each n and ‖xn‖ = 1. Let J =
∫
γ
µdEµ +
∫
ρ
µdEµ =
J1 ⊕ E(ρ). Then it is evident that ‖J‖ = ‖S‖ = ‖L‖ = 1, Jxn = xn, and
‖J − L‖ ≤ α
2
. If we can find a contraction V such that ‖V − G‖ ≤ α
2
and
‖V xn‖ = 1 and 〈V xn, xn〉 = β, for a large n then letting Z = V J , we have
that ‖Zxn‖ = ‖V Jxn‖ = 1, and that 〈Zxn, xn〉 = 〈V Jxn, xn〉 = 〈V xn, xn〉 = β,
‖S−Z‖ = ‖GL−V J‖ ≤ ‖GL−GJ‖+ ‖GJ −V J‖ ≤ ‖G‖ · ‖L−J‖+ ‖G−V ‖ ·
‖J‖ ≤ α
2
+ α
2
= α. Lastly, we now construct the desired contraction V . Clearly,
limn→∞〈xn, G
∗xn〉 = β, because limn→∞〈Lxn, G
∗xn〉 = β and limn→∞ ‖xn −
Lxn‖ = 0. Let Gxn = φnxn+ϕnyn, (yn⊥xn, ‖yn‖ = 1) then limn→∞ φn = β, be-
cause limn→∞〈Gxn, xn〉 = limn→∞〈xn, G
∗xn〉 = β but ‖Gxn‖
2 = |φn|
2+ |ϕn|
2 = 1,
so we have that limn→∞ |ϕn| =
√
1− |β|2. Now without loss of generality, there
exists an integer M such that |φM − β| <
α
8
. Choose ϕ0M such that |ϕ
0
M | =√
1− |β|2, |ϕM − ϕ
0
M | <
α
8
. We have that GxM = φMxM + ϕMyM − βxM +
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βxM − ϕ
0
MyM + ϕ
0
MyM = (φ − β)xM + (ϕM − ϕ
0
M)yM + βxM + ϕ
0
MyM . Let
qM = βxM + ϕ
0
MyM , GxM = (φ − β)xM + (ϕM − ϕ
0
M)yM + qM . Suppose that
y⊥xM , then 〈GxM , Gy〉 = (φ−β)〈xM , Gy〉+(ϕM−ϕ
0
M )〈yM , Gy〉+ 〈qM , Gy〉 = 0,
because G∗G is a projection from H to RanL. It follows that |〈qM , Gy〉| ≤ |φM −
β|.‖y‖+ |ϕM − ϕ
0
M |.‖y‖ ≤
α
4
‖y‖. If we suppose that Gy = φqM + y
0, (y0⊥qM , )
then y0 is uniquely determined by y. Hence we can define V as follows V :
xM → qM , y → y
0, φxM + ϕMy → φqM + ϕMy
0, with both φ, ϕ being com-
plex numbers. V is a linear operator. We prove that V is a contraction. Now,
‖V xM‖
2 = ‖qM‖
2 = |β|2 = |ϕ0M |
2 = 1, ‖V y‖2 = ‖Gy‖2 − |φy|2 ≤ ‖Gy‖2 ≤ ‖y‖2.
It follows that ‖V φ‖2 = ‖φ‖2‖V xM‖
2 + |ϕ|2‖V y‖2 ≤ |φ|2 + |ϕ|2 = 1, for each
x ∈ H satisfying that x = φxM + ϕMy, ‖x‖ = 1, xM⊥y, which is equiva-
lent to that V is a contraction. From the definition of V , we can show that
‖GxM − V xM‖
2 = |φ − β|2 + |ϕM − ϕ
0
M |
2 ≤ 2α
2
16
= 1
8
α2. If y⊥xM , ‖y‖ ≤ 1 then
obtain ‖Gy − V y‖ = |φ|‖V xM‖ = |〈Gy, V xM〉| = |〈qM , Gy〉| <
α
4
. Hence for any
x ∈ H, x = φxM+ϕMy, ‖x‖ = 1, ‖Gx−V x‖
2 = ‖φ(G−V )xM+ϕ(G−V )y‖
2 =
|φ|2‖(G−V )xM‖
2+ |ϕ|2‖(G−V )y‖2 < |φ|2.α
2
16
+ |ϕ|2.α
2
16
< α
2
8
, which implies that
‖(G− V )x‖ < α
2
, ‖x‖ = 1, and hence ‖(G− V )‖ < α
2
. Let Z = V J . Then Z is
what we desire and this completes the proof. 
The following theorem in [4] is useful in the sequel. We state it but we omit
the proof.
Theorem 4.4. For A ∈ B(H), A is norm-attainable if and only if its adjoint is
norm-attainable.
Remark 4.5. Norm-attainable operators can be expressed in terms of scalar opera-
tors or can undergo perturbations but still remain norm-attainable. For instance,
if A,B ∈ B(H) are norm-attainable then J = A+ iB, A+B, A−B, λA, AI are
norm-attainable where λ is a scalar operator.
5. Norm-attainability for elementary operators
In this section, we discuss the notion of norm-attainability for elementary op-
erators in Definition 2.11.
Proposition 5.1. Let H be a reflexive, dense, separable, infinite dimensional
complex Hilbert space and S ∈ B(H). δS is norm-attainable if there exists a unit
vector ζ ∈ H such that ‖Sζ‖ = ‖S‖, 〈Sζ, ζ〉 = 0.
Proof. DefineX by setting X : ζ → ζ, Sζ → −Sζ, x→ 0, whenever x⊥{ζ, Sζ}.
Since X is a bounded operator on H and ‖Xζ‖ = ‖X‖ = 1, ‖SXζ − XSζ‖ =
‖Sζ − (−Sζ)‖ = 2‖Sζ‖ = 2‖S‖. It follows that ‖δS‖ = 2‖S‖ via the result in [5],
because 〈Sζ, ζ〉 = 0 ∈ W0(S). Hence we have that ‖SX −XS‖ = 2‖S‖ = ‖δS‖.
Therefore, δS is norm-attainable. 
The next result gives the conditions for norm-attainability of a generalized deriva-
tion. We give the following proposition.
Proposition 5.2. Let H be a reflexive, dense, separable, infinite dimensional
complex Hilbert space. Let S, T ∈ B(H). If there exists unit vectors ζ, η ∈ H
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such that ‖Sζ‖ = ‖S‖, ‖Tη‖ = ‖T‖ and 1
‖S‖
〈Sζ, ζ〉 = − 1
‖T‖
〈Tη, η〉, then δS,T is
norm-attainable.
Proof. By linear dependence of vectors, if η and Tη are linearly dependent,
i.e.,Tη = φ‖T‖η, then it is true that |φ| = 1 and |〈Tη, η〉| = ‖T‖. It fol-
lows that |〈Sζ, ζ〉| = ‖S‖ which implies that Sζ = ϕ‖S‖ζ and |ϕ| = 1. Hence〈
Sζ
‖S‖
, ζ
〉
= ϕ = −
〈
Tη
‖T‖
, η
〉
= −φ. Defining X as X : η → ζ, {η}⊥ → 0,
we have ‖X‖ = 1 and (SX − XT )η = ϕ(‖S‖ + ‖T‖)ζ, which implies that
‖SX−XT‖ = ‖(SX−XT )η‖ = ‖S‖+‖T‖. By [5], it follows that ‖SX−XT‖ =
‖S‖ + ‖T‖ = ‖δS,T‖. That is δS,T is norm-attainable. If η and Tη are linearly
independent, then
∣∣∣〈 Tη‖T‖ , η
〉∣∣∣ < 1, which implies that
∣∣∣〈 Sζ‖S‖ , ζ
〉∣∣∣ < 1. Hence ζ and
Sζ are also linearly independent. Let us redefine X as follows: X : η → ζ, Tη
‖T‖
→
− Sζ
‖S‖
, x → 0, where x ∈ {η, Tη}⊥. We show that X is a partial isometry. Let
Tη
‖T‖
=
〈
Tη
‖T‖
, η
〉
η + τh, ‖h‖ = 1, h⊥η. Since η and Tη are linearly independent,
τ 6= 0. So we have that X Tη
‖T‖
=
〈
Tη
‖T‖
, η
〉
Xη+ τXh = −
〈
Sζ
‖S‖
, ζ
〉
ζ+ τXh, which
implies that
〈
X Tη
‖T‖
, ζ
〉
= −
〈
Sζ
‖S‖
, ζ
〉
+ τ〈Xh, ζ〉 = −
〈
Sζ
‖S‖
, ζ
〉
.
It follows then that 〈Xh, ζ〉 = 0 i.e., Xh⊥ζ(ζ = Xη). Hence we have that∥∥∥〈 Sζ‖S‖ , ζ
〉
ζ
∥∥∥2 + ‖τXh‖2 = ∥∥∥X Tη‖T‖
∥∥∥2 = ∣∣∣〈 Tη‖T‖ , η
〉∣∣∣2 + |τ |2 = 1, which implies that
‖Xh‖ = 1. Now it is evident that X a partial isometry and ‖(SX − XT )ζ‖ =
‖SX − XT‖ = ‖S‖ + ‖T‖, which is equivalent to ‖δS,T (X)‖ = ‖S‖ + ‖T‖. By
a simple calculation and considering and [7], ‖δS,T‖ = ‖S‖ + ‖T‖. Hence δS,T is
norm-attainable. 
Corollary 5.3. Let S, T ∈ B(H) If both S and T are norm-attainable then the
basic elementary operator MS, T is also norm-attainable.
Proof. For any pair (S, T ) it is known that ‖MS, T‖ = ‖S‖‖T‖. We can assume
that ‖S‖ = ‖T‖ = 1. If both S and T are norm-attainable, then there exists unit
vectors ζ and η with ‖Sζ‖ = ‖Tη‖ = 1. We can therefore define an operator X
by X = 〈·, T η〉ζ . Clearly, ‖X‖ = 1. Therefore, we have ‖SXT‖ ≥ ‖SXTη‖ =
‖‖Tη‖2Sζ‖ = 1. Hence, ‖MS, T (X)‖ = ‖SXT‖ = 1, that is MS, T is also norm-
attainable. 
Proposition 5.4. If the elementary operator TAi,Bi is norm-attainable then there
exists an isometry or a co-isometry Q0 such that ‖TAi,Bi‖ = ‖Σ
n
i=1AiQ0Bi‖.
Proof. From [1], if the elementary operator TAi,Bi is norm-attainable then there
exists a contractive operator X0 ∈ B(H) such that ‖TAi,Bi‖ = ‖Σ
n
i=1AiX0Bi‖.
Lastly, it’s sufficient enough to show that X0 =
1
2
(Γ1 + Γ2) for two isometries
or co-isometries Γ1, Γ2 ∈ B(H). This follows immediately from Lemma 3.1 in
[1]. 
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6. New Notion of Norm-attainability for Power Operators
In this section, we give new notions of norm-attainability for power operators.
First we begin with some auxiliary results.
Proposition 6.1. Let T ∈ NA(H). Then T is p-norm-attainable if it is p-
normal.
Proof. Let T ∈ NA(H) be p-normal, i.e. T pT ∗ = T ∗T p. By a simple manipula-
tion, it is easy to see that T p(T ∗)p = (T ∗)pT p. Hence, T p is normal. Now, if we
consider T p to be normal. Then T pT = TT p since, T ∗T p = T pT ∗ by by Fuglede
property. Therefore, T is p-normal. But T ∈ NA(H) and T p is normal so it
follows that there exists a unit vector x ∈ H such that ‖T px‖ = ‖T p‖, for any
p ∈ N. 
Remark 6.2. Every norm-attainable operator and every bounded normal operator
is is p-norm-attainable and p-normal respectively for any p ∈ N. However, the
converses are not true in general
Theorem 6.3. Let NAp(H) be the set of all p-norm-attainable operators on H.
Then NAp(H) is a closed subset of NA(H) which is closed under scalar multi-
plication if and only if for any T ∈ NA(H), T is p-normal.
Proof. Consider π ∈ K and let T be p-normal. By carrying out a simple cal-
culation we find that (πT )p(πT )∗ = (πT )∗(πT )p. and so πT is p-normal. If
T ∈ NA(H) then the converse follows immediately by taking limits over a se-
quence of vectors in H. Therefore, T is p-normal. 
Corollary 6.4. Let T ∈ NA(H) be p-norm-attainable. Then the following con-
ditions hold:
(i). UTU∗ is p-norm-attainable for a unitary operator U .
(ii). T ∗ is p-norm-attainable.
(iii). T−1 is p-norm-attainable if it exists.
(iv). If there exists a unitary equivalence between T0 ∈ NA(H) and T , then T0
is p-norm-attainable.
(v). If G is a unitarily invariant subspace of H such that G reduces T , then
T0 = T/G is a p-norm-attainable operator.
Proof. (i). Since U is unitary then UU∗ = U∗U = I, where I is the identity
operator then by Definition 2.5 and by Theorem 4.4 the obtain the result.
(ii). Since T is p-norm-attainable from Proposition 6.1, T p is p-norm-attainable
and so (T ∗)p p-norm-attainable. Consequently, T ∗ is p-norm-attainable.
(iii). Suppose that T−1 exists. Since T is p-norm-attainable, T p is p-norm-
attainable. Since (T p)−1 = (T−1)p is p-norm-attainable, T−1. is a p-norm-attainable
operator. (iv). Follows immediately from (i).
(iv).Follows from the fact that G is invariant under T. The rest is clear. 
Theorem 6.5. Let A,B ∈ NAp(H) be commuting p-norm-attainable operators,
then AB is a p-norm-attainable operator.
12 N. B. OKELO
Proof. Suppose thatA,B ∈ NAp(H). Since A,B are commuting p-norm-attainable
operators,then Ap, Bp are commuting normal operator. From [6], ApBp is a p-
norm-attainable operator and hence norm-attainable. Lastly, ApBp = (AB)p =
(BA)p is normal and norm-attainable. Hence AB is a p-norm-attainable opera-
tor. 
Remark 6.6. Not all p-norm-attainable operators are p-normal. In fact, The
following example shows that sum of two commuting p-normal operators need
not be p-normal.
Example 6.7. Consider A =
[
1 0
0 1
]
and B =
[
0 1
0 0
]
Clearly, A and B
are commuting 2-normal operators. Now, A + B =
[
1 1
0 1
]
and (A + B)2 =[
1 2
0 1
]
is not normal. So A +B is not 2-normal. Recall that B is self-adjoint.
7. Open questions
In conclusion, we have characterized norm-attainability for functionals in Ba-
nach spaces. Moreover, we have given a new notion of norm-attainability for
power operators and also for elementary operators in normed spaces. The follow-
ing two open questions arise naturally:
1. Let H be a reflexive, dense, separable, infinite dimensional complex Hilbert
space. Does there exist a bounded self-adjoint operator A : H → H such that
‖Ax0‖ < ‖A‖, for all x0 ∈ H?
2. When does p-norm-attainablity and p-normality coincide in general Banach
spaces?
References
[1] H. K. Du, Y. Q. Wang, and G. B. Gao, Norms of Elementary Operators, Proc. Amer. Soc.,
36 (2008), 1337–1348.
[2] N. Dunford and J. T. Schwartz, Linear operators, Interscience, New York, 1958.
[3] E. Kreyzig, Introductory Functional Analysis with Applications, John Wiley and sons, New
York, 1978.
[4] N. B. Okelo, J. O. Agure and D. O. Ambogo, Norms of elementary operators and charac-
terization of norm-attainable operators, Int. J. Math. Anal., 24 (2010), 1197–1204.
[5] N. B. Okelo, The norm-attainability of some elementary operators, Appl. Math. E-Notes 13
(2013), 1–7.
[6] N. B. Okelo, α-Supraposinormality of operators in dense norm-attainable classes, Universal
Journal of Mathematics and Applications, 2 (2019), 42–43.
[7] N. B. Okelo, On orthogonality of elementary operators in norm-attainable classes, Taiwanese
Journal Of Mathematics, 24 (2020), 119–130.
[8] N. B. Okelo, M. O. Okongo and S. A. Nyakiti, On projective tensor norm and norm-
attainable α-derivations, Int. J. Contemp. Math. Sciences, 5 (2010), 1969–1975.
[9] N. B. Okelo, J. O. Agure and P. O. Oleche, Various notions of orthogonality in normed
spaces, Acta Mathematica Scientia, 33 (5) (2013), 1387–1397.
NORM-ATTAINABILITY IN NORMED SPACES 13
Department of Pure and Applied Mathematics, School of Mathematics and
Actuarial Science, Jaramogi Oginga Odinga University of Science and Tech-
nology, Box 210-40601, Bondo-Kenya.
E-mail address : bnyaare@yahoo.com
