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We describe an optimized, self-correcting procedure for the Bayesian inference of pure quantum
states. By analyzing the history of measurement outcomes at each step, the procedure returns the
most likely pure state, as well as the optimal basis for the measurement that is to follow. The
latter is chosen to maximize, on average, the fidelity of the most likely state after the measurement.
We also consider a practical variant of this protocol, where the available measurement bases are
restricted to certain limited sets of bases. We demonstrate the success of our method by considering
in detail the single-qubit and two-qubit cases, and comparing the performance of our method against
other existing methods.
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I. INTRODUCTION
Quantum technology is a fast developing area of both
experimental and theoretical research. It has well-known
applications in computation protocols [1–6] and commu-
nication protocols [7–12], as well as in the study of funda-
mental physical phenomena [13–16]. A particular inter-
est in advanced technology is that of devising protocols
for basic primitives which are meant to serve as building
blocks for other, more involved applications. One ex-
ample of this is quantum state estimation (QSE), whose
purpose is to estimate the state of a quantum system
based on a measurement record of a finite ensemble of
identical systems.
It is a common practice in QSE (and in many other
protocols) to have the quantum device complete a pro-
gram which is then followed by a classical processing step
during which conclusions are drawn. However, with ad-
vanced technologies and the growing control over quan-
tum devices, comes the obvious need (and possibility) to
integrate these two steps into one indivisible unit within
which the program and the data-processing steps are re-
peated successively – feed-backing each other to form one
efficient, self-correcting, self-executing quantum protocol.
Indeed, there has been a growing interest in devising
and implementing in situ protocols [17–27], in particu-
lar using a Bayesian statistical inference, with various
degrees of automation where the measurement at later
steps depends on the information acquired in previous
steps. Some of these ideas were successfully implemented
using current technology [23] and were shown to improve
accuracy quadratically over common protocols.
In any adaptive QSE protocol, the sequence of mea-
surements depends on a choice of a figure of merit. For
example, Husza´r and Houlsby [21] considered an adaptive
∗ amirk@unm.edu
protocol using a Bayesian learning strategy derived from
maximization of the average information gain. While
such a strategy guarantees that each measurement yields,
on average, the maximal information gain, it is not clear
how it performs in terms of average infidelity (or equiv-
alently, fidelity). Infidelity is a particularly important
figure of merit in QSE as it quantifies the QSE inaccu-
racy (see, e.g., Ref. [23] and references therein).
With the goal of minimizing estimation inaccuracy
in mind, this paper discusses a QSE protocol based on
Bayesian statistical inference whose objective is the max-
imization of the average fidelity. The physical setup that
we consider is one in which an ‘oven’ prepares and emits
copies of an unknown quantum pure state of a given di-
mension d. We are then given the task of providing an
estimation with the highest average fidelity to the state
of the system by performing orthogonal projective (von
Neumann) single-copy measurements.
The heart of the protocol consists of two subroutines:
(1) the computation of the most likely candidate for the
state emitted by the oven, and (2) based on the fidelity
as a figure of merit, a computation of an optimal basis for
the next measurement. The resultant proposed protocol
is therefore an optimized, fully automated, self-correcting
algorithm.
In the following, we describe the protocol as it applies
to systems of finite-dimensional Hilbert spaces. We then
study its performance by considering different situations
and practical examples in order to elucidate the rather
intuitive guiding principles of the protocol. In particular,
we examine a ‘real-world’ variant of the protocol, where
the experiment is limited to measurements in certain re-
stricted settings. We conclude with a summary and sug-
gestions for possible follow-up research directions.
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2II. THE PROTOCOL
The main idea behind the protocol suggested here is
the analysis, after each measurement, of the entire his-
tory of measurement outcomes thus far. The analysis
yields the most likely state emitted by the oven and a
basis for the next measurement. The latter is chosen
such that measurement outcomes lead to new estimations
whose average fidelity to the emitted state is maximal.
Based on this analysis, a measurement is then performed
in the calculated basis and the routine is repeated. By
optimizing the measurement to be performed such that
it will yield, at each step, the highest average fidelity, the
proposed protocol maintains minimal inaccuracy in state
estimation throughout its course.
We now define the steps of the protocol in detail. We
assume, for simplicity, that no prior information concern-
ing the distribution over which the oven is emitting the
pure states is provided (the modifications required to ad-
dress the more general case will be discussed below). The
reader is referred to Fig. 1 for a schematic diagram of the
protocol.
Step 1: At first, no information about the state emitted by
the oven has been acquired. The program thus ex-
ecutes a measurement in a randomly chosen basis,
and records the result.
Step 2: Based on all recorded outcomes so far, the pro-
gram computes the (pure) state most likely to have
yielded the sequence of measurement outcomes.
The details of this computation are given below.
We denote the most likely state after k measure-
ments by |Ψk〉.
Step 3: If some predetermined stopping criterion has been
reached, e.g., the fidelity |〈Ψk−1|Ψk〉|2 < 1− , for
a required accuracy level , the program halts.
Step 4: After finding the most likely state, the program
computes the optimal basis for the measurement
that is to follow. The optimality condition is de-
rived and discussed below. In practice, the exper-
iment may be limited to a subset of measurement
bases. We will also discuss the required adjust-
ments to the protocol in the presence of such limi-
tations.
Step 5: The program executes a measurement in the cal-
culated basis, records the outcome, and returns to
Step 2.
A. Calculating the most likely pure state
We now address the details of computing the pure state
that represents our knowledge about the emitted state
after k iterations of the above protocol have taken place
(and k measurements have been executed).
1. perform 
measurement in a 
randomly chosen
basis
2. Based on
measurement record
so far, compute 
most likely state
3. exit if convergance
criterion has been
reached, otherwise:4. compute optimal basisfor next measurement
5. execute measurement
in optimal basis
FIG. 1. Schematics of the optimized pure-state esti-
mation protocol.
Let us consider the k-th iteration of the protocol. At
each iteration, one measurement is performed on a single
copy of the emitted state. Let Sk = {|φ1〉, |φ2〉, . . . , |φk〉}
be the sequence of the k measurement outcomes obtained
and recorded thus far. Based on the sequence Sk, we are
interested in finding the pure state that has the maximum
fidelity with the emitted state. However, since we do
not know what the emitted state is, we must average
over all possible states, weighing each according to its
probability of having been emitted (based on all recorded
outcomes thus far). The most likely pure state of the
system |Ψk〉 would then be the pure state that has the
maximal fidelity, on average, with all possible emitted
states, namely:
|Ψk〉 = argmax.
ψ˜
∫
dP (ψ|Sk)|〈ψ˜|ψ〉|2 . (1)
Here, dP (ψ|Sk) is the (infinitesimal posterior) probabil-
ity that the oven emitted a state |ψ〉 given the sequence
of measurement outcomes obtained so far.
Interestingly, the above expression can be rewritten as
|Ψk〉 = argmax.
ψ˜
〈ψ˜|ρk|ψ˜〉 , (2)
where ρk is the state which best represents the totality
of our knowledge so far about the system, given Sk,
ρk =
∫
dP (ψ|Sk)|ψ〉〈ψ| . (3)
Therefore, |Ψk〉 is the pure state with the highest fidelity
to ρk, i.e., it is the state corresponding to the largest
eigenvalue of ρk,
|Ψk〉 = argmax.
ψ˜
〈ψ˜|ρk|ψ˜〉 = |λmaxρk 〉 . (4)
To evaluate dP (ψ|Sk), we apply Bayes’ formula
dP (ψ|Sk) = P (Sk|ψ)dP (ψ)/P (Sk), where P (Sk|ψ) is the
probability of obtaining the outcome sequence Sk pro-
vided that the emitted state is |ψ〉, and is given through
Born’s rule P (Sk|ψ) =
∏k
m=1 |〈φm|ψ〉|2.
The probability function dP (ψ) reflects our knowledge
about the distribution over which the oven is choosing the
states to emit, dP (ψ) = p(ψ)dψ, where p(ψ) is the corre-
sponding probability density, and dψ is a Haar-measure
3over the pure-state manifold. Consequently, the proba-
bility of obtaining the sequence of measurement outcomes
is P (Sk) =
∫
dψP (Sk|ψ)p(ψ). Combining the above, we
arrive at:
dP (ψ|Sk) = dψ p(ψ)
∏k
m=1 |〈φm|ψ〉|2∫
dψ p(ψ)
∏k
m=1 |〈φm|ψ〉|2
. (5)
Now, since we are assuming that no prior information
about the distribution over which the oven is emitting the
states is given, we can set p(ψ) = constant [28], which in
turn allows us to identify the conditional (or posterior)
infinitesimal probability dP (ψ|Sk) as
dP (ψ|Sk) = dPk∫
dPk , (6)
where we have defined:
dPk = dψ
k∏
m=1
|〈φm|ψ〉|2 . (7)
With the above definitions, we can rewrite the state that
represents our knowledge about the system, Eq. (3), in
the following way,
ρk =
∫
dPk|ψ〉〈ψ|∫
dPk =
∫
dψ
∏k
m=1 |〈φm|ψ〉|2|ψ〉〈ψ|∫
dψ
∏k
m=1 |〈φm|ψ〉|2
. (8)
The above calculation can be generalized to include
the case where some a priori knowledge about the distri-
bution over which the oven emits the states is given, in
which case p(ψ) would no longer be constant. This may
be of interest – for example, when one wishes to certify
that a particular target state has been experimentally re-
alized. Additionally, the calculation of ρk may be used
to establish a stopping criterion for the protocol, e.g., by
setting a threshold for the purity of the state, namely,
Tr[ρ2k] > 1−  for a small predetermined .
B. Optimizing the basis of measurement
Next, we describe a procedure to optimize the basis of
the measurement to follow. The next measurement basis
is calculated based on all the previous measurement out-
comes. It is chosen to maximize the fidelity between our
knowledge about the emitted state and the most likely
state, as it would be computed after the measurement
has been performed.
Let Sk−1 be the set of the k − 1 measure-
ment outcomes obtained and recorded, and let
B˜k = {|e˜k,1〉, |e˜k,2〉, . . . , |e˜k,d〉} be the orthonormal basis
states of the k-th measurement over which the optimiza-
tion would be carried out. Suppose now that a measure-
ment has taken place in the B˜k basis with the outcome
|e˜k,n〉 (for some 1 ≤ n ≤ d). The fidelity between the
most likely state and our knowledge about the state of
the system would be
λmaxρk,n = max
ψ˜
〈ψ˜|
[∫
dPk,n|ψ〉〈ψ|∫
dPk,n
]
|ψ˜〉 , (9)
with Pk,n as defined in Eq. (7) with
Sk,n = Sk−1 ∪ {|e˜k,n〉}.
However, since we do not know which of the measure-
ment outcomes will be realized, in order to optimize the
basis B˜k, we must consider all possible outcomes and
weigh them according to their a priori probability of
occurring. This results in a weight-averaged maximal
fidelity,
∑d
n=1 P (e˜k,n|Sk−1)λmaxρk,n , where P (e˜k,n|Sk−1) is
the probability of obtaining the outcome |e˜k,n〉 given our
knowledge so far:
P (e˜k,n|Sk−1) = 〈e˜k,n|ρk−1|e˜k,n〉 (10)
=
∫
dPk−1|〈e˜k,n|ψ˜〉|2∫
dPk−1 =
∫
dPk,n∫
dPk−1
We define the optimal basis of measurement as the one
which maximizes this weight-averaged maximal fidelity.
Combining the expression above with the expression for
λmaxρk,n in Eq. (9), the optimal basis of measurement sim-
plifies to
Bk = argmax.
{|e˜k,1..d〉}
d∑
n=1
λmax%k,n , (11)
where %k,n is the “unnormalized” density matrix
%k,n =
∫
dPk,n|ψ〉〈ψ| . (12)
The optimal basis thus neatly reduces to the basis which
maximizes the sum of the largest eigenvalues of %k,n with
n = 1, 2, . . . , d.
By weighing equally the contributions from each of the
possible measurement outcomes, Eq. (11) offers some in-
tuition as to the optimal choice for the next basis of mea-
surement: That the probability to obtain any outcome,
〈e˜k,n|ρk−1|e˜k,n〉, is independent of the outcome label, i.e.,
〈e˜k,n|ρk−1|e˜k,n〉 = 1/d, suggests that at each measure-
ment step one should probe the system, in parameter
space, in directions where our ignorance about the out-
come is maximal, that is, in a basis that is unbiased to
ρk−1. In the next section we study several explicit exam-
ples illustrating the above intuitive interpretation of this
infidelity-minimizing cost function.
III. OPTIMIZED PURE QUBIT STATE
ESTIMATION
As a case study, let us now consider the performance
of the above protocol for the identification of a Haar-
random pure qubit state. Since for a qubit the Hilbert
4space is isomorphic to the Bloch sphere, the maximiza-
tion at each stage can be performed with respect to the
two real variables corresponding to the polar angle θ and
the azimuthal angle ϕ of the orientation of the Bloch
vector of the qubit.
A. First few measurements
To gain some insight into the nature of the protocol,
we examine in some detail its first few iterations as they
apply to the qubit case. This will allow us to appreciate
the intuitive interpretation of the protocol.
Prior to the first measurement, no information about
the state of the system is given. Thus, according to the
proposed protocol, the first measurement is performed
in a randomly chosen basis which we shall denote as
{|↑〉, |↓〉}. For simplicity, let us denote the outcome direc-
tion of that first measurement by |↑〉. At this point, the
most likely pure state of the system is simply |↑〉. (Here-
after, we represent density matrices and states in the
basis as {|↑〉, |↓〉}.) To determine the basis in which the
next (k = 2) measurement will be performed, one should
solve Eq. (11), given the measurement record S1 = {|↑〉}.
Upon doing so, the following set of degenerate solutions
is found.
{|e2(ϕ)〉} =
{ |↑〉+ eiϕ|↓〉√
2
,
|↑〉 − eiϕ|↓〉√
2
}
. (13)
Without loss of generality, we take ϕ = 0, so that the
second measurement basis is
{|e2〉} =
{
|±〉 = 1√
2
(|↑〉 ± |↓〉)
}
. (14)
Performing the second measurement, we can again as-
sume, without loss of generality, that the result |+〉 had
been obtained. The most likely pure state describing the
system, up to normalization, is |Ψ2〉 = (| ↑〉+ |+〉), i.e.,
pointing in the direction (θ, ϕ) = (pi/4, 0) on the Bloch
sphere.
To determine the basis of the next measurement, k = 3,
one should solve Eq. (11) given the outcome record S2 =
{|↑〉, |+〉}. In this case, we obtain the solution,
{|e3〉} =
{
|±i〉 = 1√
2
(|↑〉 ± i|↓〉)
}
. (15)
As discussed in the previous section, we find that the
optimal measurement basis at each step so far is in a
direction that is unbiased to the most likely state, namely
|〈Ψk−1|ek,n〉|2 = 1/d = 1/2.
At this point we can assume again that the third mea-
surement result is |+i〉; this yields, for the most likely
pure state describing the system, up to normalization,
the state |Ψ3〉 = (| ↑〉+ |+〉+ |+i〉) – i.e., pointing in the
direction (θ, ϕ) = (arccos 1√
3
, pi4 ) on the Bloch sphere.
So far, the optimal sequence of measurement bases has
formed a set of mutually unbiased bases (MUBs). It fol-
lows then that the initial optimal probing sequence of
the state naturally generates mutually orthogonal direc-
tions on the Bloch sphere. The fourth measurement basis
is obtained by solving Eq. (11) given the measurement
record S3 = {|↑〉, |+〉, |+i〉} which obviously cannot yield
a fourth MUB. Nonetheless, the solution in this case is
found to be degenerate, corresponding to all directions
that are unbiased to |Ψ3〉, namely, |〈Ψ3|e4,n〉|2 = 1/2
(equivalently, all vectors in a Bloch sphere orthogonal
to the Bloch vector of |Ψ3〉). A summary of the first few
measurements is given is Table I.
B. Comparison with information-gain strategy
As another illustrative example, we compare the per-
formance of the proposed protocol against the perfor-
mance of another strategy in which information-gain is
used as a figure of merit (the reader is referred to Ref. [21]
for more details). Specifically, we analyze the first few
steps of the two protocols for the case where the emitted
qubit state is known a priori to lie in the x−y plane of
the Bloch sphere, i.e., that p(ψ) is not a constant, but
obeys p(ψ) ∼ δ(θ − pi/2).
In the first step of the two protocols, no prior in-
formation about the direction of the qubit in the x−y
plane of the Bloch sphere is given. Therefore, without
loss of generality, we assume that the first measurement
is performed in the {|e1〉} = {|±〉} basis, and its out-
come is |+〉. As for the second measurement basis, it
is interesting that both protocols yield the same next-
measurement basis – namely, {|e2〉} = {|±i〉}. Assum-
ing, without loss of generality, that the outcome here
is |+i〉, i.e., that S2 = {|+〉, |+i〉}, we move on to cal-
culate the next basis of measurement. Here again, in
both protocols, regardless of whether we optimize with
respect to information-gain or infidelity, the same mea-
surement direction is obtained for the third measure-
ment, namely, {|e3〉} = { 1√2 (|↑〉 ± e
3ipi
4 |↓〉)}, which un-
surprisingly is found to be unbiased to the most likely
state |Ψ2〉 = 1√2 (|↑〉 ± e
ipi
4 |↓〉).
It is in the fourth iteration, in which the next basis of
measurement is computed based on the outcome record
S3 = {|+〉, |+i〉, 1√2 (|↑〉+e
3ipi
4 |↓〉)}, that the information-
gain figure of merit [21] and the infidelity figure of merit
begin yielding different measurement directions. Here,
numerical methods must be employed, yielding the direc-
tions φmax-fid. = 2.9113(2) and φinf-gain. = 2.9322(2) for
the fidelity-maximizing and information-gain methods,
respectively. Importantly, we note that in using the
fidelity-optimized strategy, we ensure that the fourth
measurement basis has a maximal average fidelity, illus-
trating that maximal information-gain does not necessar-
ily correspond to minimal inaccuracy.
5measurement (unnormalized) most most likely next basis of measurement Bloch sphere
index k likely state |Ψk〉 state fidelity measurement {|ek〉} outcome representation
0 — 1/2 {| ↑, | ↓〉} | ↑〉
1 | ↑〉 2/3 {|+〉, |−〉} |+〉
2 (| ↑〉+ |+〉) 1
2
+
√
2
6
{|+ i〉, | − i〉} |+ i〉
3 (| ↑〉+ |+〉+ |+ i〉) 1
2
+
√
3
6
unbiased to |Ψ3〉
TABLE I. (Color online) First few measurements of the single-qubit state estimation protocol. The figures in the
right-most column represent the posterior distribution given the measurement record. The color code red-to-blue indicates
high-to-low probability regions. The black arrow represent the most likely state on the Bloch sphere, while the red arrows
represent the fidelity-maximizing basis for the next measurement.
C. Asymptotic behavior
In the following, we consider the basis of measurement
that follows the sequence of outcomes
Sk = { |↑〉, . . . , |↑〉︸ ︷︷ ︸
k1 times
, |+〉, . . . , |+〉︸ ︷︷ ︸
k2 times
, |−〉, . . . , |−〉︸ ︷︷ ︸
k2 times
,
|+i〉, . . . , |+i〉︸ ︷︷ ︸
k3 times
, |−i〉, . . . , |−i〉︸ ︷︷ ︸
k3 times
} , (16)
where k = k1 + 2k2 + 2k3 is the total number of mea-
surements. Although somewhat contrived, the above se-
quence provides the key ingredients to understanding the
asymptotic behavior of the protocol, within the limit of a
large number of copies. First, we note that for any value
of ki > 0, i = 1, 2, 3, the most likely state is |↑〉. Em-
ploying the fidelity-optimizing protocol described above,
it is easy to show that the optimal basis of the next mea-
surement is {|±〉} if k2 > k3 and {| ± i〉} if k2 < k3.
(If k2 = k3, both axes are equally optimal.) That is,
the measurement basis vectors point in the direction in
which we are “most ignorant.” This is illustrated in
Fig. 2 which shows the color-coded probability measure
dP (Ψ|Sk) along with the most likely vector (black arrow)
and the next measurement basis (red arrows) in the case
k1 = 6, k2 = 3 and k3 = 1. This is in accord with the
intuitive interpretation of Eq. (11) which was discussed
previously.
In particular, the above holds true for large k, in which
case the probability measure dP (ψ|Sk) is sharply peaked
around the most likely state, i.e., around |↑〉. In this case,
the information-gain maximization approach [18, 21] dic-
tates that the next measurement should be performed in
a basis where one of its vectors points in a direction very
close to the most likely state, i.e., the next measurement
basis is approximately {|↑〉, |↓〉}. This basis differs con-
siderably from the measurement basis obtained by max-
FIG. 2. (Color online) Measurement direction in the
limit of many copies. The figure presents the most likely
vector (black arrow) and the optimal measurement basis (red
arrows) for the sequence of measurements of Eq. (16) with
k1 = 6, k2 = 3 and k3 = 1. The false color plot corresponds
to the probability density of dP (ψ|Sk) for the above sequence
of outcomes. The example illustrates that the optimal basis
of measurement is mutually unbiased to the most likely state,
and moreover, points in the ‘direction of least information’
(in this example, the y axis).
imizing the fidelity obtained by Eq. (11).
D. Numerical experiments
To test the full capabilities of the strategy proposed
here on a qubit system, we conducted Nexp = 5000 in-
dependent numerical experiments that execute the pro-
tocol for a few dozen iterations. In each experiment, a
Haar-random pure state |Ψ〉 was generated to simulate
states emitted by the oven, followed by the application
of the protocol discussed in Sec. II. Measurements (one
per iteration) were simulated numerically as well, using
the generation of random numbers to produce measure-
ment outcomes with the appropriate probabilities, i.e.,
with probabilities |〈ek,n|Ψ〉|2. Here, k is the measure-
6ment (or iteration) index and n labels the basis state.
As prescribed by the protocol, the next basis of measure-
ment at every iteration was determined by maximizing
the cost function, Eq. (11), over all possible measure-
ment bases. In the qubit case, since a measurement ba-
sis is uniquely defined by a single vector on the Bloch
sphere, the optimization here was carried out over the
polar and azimuthal angles θ and φ. By employing sev-
eral optimization methods, including exhaustive search,
we found conjugate gradient to be the fastest and to yield
the most accurate results.
We used the infidelity,
Ik = 1− |〈Ψ|Ψk〉|2, (17)
as our figure of merit to ascertain the success of our can-
didate state. For each numerical experiment, we recorded
the infidelity I as a function of number of iterations k.
Finally, at every iteration k, we averaged the recorded in-
fidelities over the Nexp experiments, reporting 〈Ik〉. (We
refer the reader to Appendix A for details concerning the
actual calculation of the matrices %k,n.) The scaling of
the average infidelity with the number of iterations, k,
determines the performance of the method. The results
of our experiments are summarized in Fig. 3.
Figure 3 shows how our protocol (◦) compares with
three other strategies: a “restricted-adaptive” strategy
(×), a “restricted-nonadaptive” strategy (4), and a
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FIG. 3. (Color online) Average infidelity as a function
of number of measurements for a single-qubit state
estimation protocol. Four strategies are compared: (1)
the proposed protocol (◦), (2) a restricted-adaptive strategy
(×), (3) a restricted-nonadaptive strategy with a fixed set of
bases (4) and (4) a random-basis strategy in which the mea-
surement bases are chosen at random from the Haar-measure
at each iteration (). The bars indicate standard errors of
the mean. The solid line is the theoretical bound achievable
by an optimal collective measurement scheme on the entire
ensemble of qubits. The inset shows the difference between
the mean infidelity and the theoretical bound [31], as a func-
tion of the number of measurements, for the various methods.
The figure clearly illustrates the advantage that the proposed
method has over others to quickly approach the theoretical
bound.
“random-basis” strategy where the measurement bases
are chosen at random from the Haar-measure (). In
the restricted-adaptive strategy the measurements are
restricted to the set of Pauli bases, {|e1〉} = {|↑/↓〉},
{|e2〉} = {|±〉}, and {|e3〉} = {| ± i〉} and the optimiza-
tion is carried out over this set of bases (see Appendix B
for more details). In the restricted-nonadaptive strategy,
the measurement directions, namely the Pauli x, y and z
directions, are simply cycled through repeatedly.
As is clear from the figure, among the four protocols,
the optimized protocol gives the best approximation by
far to the theoretical bound. This protocol is the solid
line in Fig. 3 and is only achievable by an optimal col-
lective measurement scheme on an ensemble of k qubits
〈Ik〉bound = 1−k+1k+2 [31]. Additionally, as expected, we
find that the restricted-adaptive method performs bet-
ter than the restricted-nonadaptive strategy and is some-
what comparable to the random basis strategy. The inset
to Fig. 3 shows that the proposed protocol approaches
the optimal bound faster than all the other simulated
methods.
IV. OPTIMIZED TWO-QUBIT STATE
ESTIMATION WITH LOCAL MEASUREMENTS
To examine the performance of our method in higher
dimensions, we consider here the case of two-qubit state
estimation. To grant our numerical experiment a more
realistic flavor, we assume that the experimenter does
not have access to all possible measurement settings, but
rather to a small discrete subset of them. Specifically,
we consider here a scenario where the experimenter is
allowed to measure the qubits only locally in the Pauli
bases. Thus, the measurement basis states of the qubits
will be of the form {|en〉}⊗{|em〉}, where each qubit set
is one of the three bases {|↑/↓〉}, {|±〉} or {|± i〉}. In this
case, the optimizing protocol, outlined in Sec. II, can be
executed as before, with the obvious modification that
the ‘next basis of measurement’ optimization is carried
out only over the set of nine available bases. As before, we
refer to this procedure as a restricted-adaptive procedure.
Similarly to the procedure described in Sec. III D, we
conducted Nexp = 5000 independent numerical experi-
ments executing the protocol for about a dozen itera-
tions. In each experiment, a Haar-random two-qubit pure
state |Ψ〉 was generated to simulate states emitted by the
oven [29]. The local measurements were simulated nu-
merically as well to produce outcomes with the appropri-
ate probabilities, i.e., with probabilities |〈en,k|〈em,k|Ψ〉|2.
Here, k is the measurement (or iteration) index and n,m
label the basis states of each qubit.
Fig. 4 demonstrates how the restricted-adaptive pro-
tocol of local Pauli measurements (×) compares with
a nonadaptive strategy in which the available measure-
ments bases are cycled through repeatedly (4). As is
clear from the figure, in this scenario too, there is an ap-
preciable gain from the use of the adaptive optimizing
7protocol.
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FIG. 4. (Color online) Average infidelity as a func-
tion of the number of measurements for a two-qubit
state estimation protocol. Two strategies are compared:
(1) a restricted-adaptive strategy (×), and (2) a restricted-
nonadaptive strategy (4). The error bars are smaller than
the symbols. Even on a restricted set of measurement bases,
we find an appreciable advantage in using the adaptive strat-
egy over the nonadaptive one.
V. CONCLUSIONS AND FURTHER REMARKS
We described a fidelity-maximizing, optimized, fully
automated quantum state tomography procedure for
pure states. The optimality of the protocol is achieved
by requiring that each choice of measurement basis re-
sults in an estimation that has the highest fidelity to the
state representing our knowledge about that emitted by
the oven.
We illustrated the power and intuitive interpretation
of the proposed technique by considering several theoret-
ical and practical scenarios. Since the protocol described
here is optimized at every iteration, no post-processing of
the data is required. It would therefore be of particular
interest to apply it as an in situ procedure in integrated
devices for quantum tomography. Such a device would
act like a ‘robot,’ correcting itself as needed to find the
state emitted by an oven, based on the information it
is gathering. In addition, since the protocol is optimal
at every stage, it may be stopped at any stage, or after
a chosen criterion of confidence or convergence is met.
Therefore, no prior knowledge of the number of copies
provided by the oven is necessary. In light of the above,
we believe that our figure of merit, Eq. (11), and its gen-
eralization to mixed states, could become a useful prac-
tical tool for experimentalists to achieve efficient state
estimation.
Moreover, we find no obvious reason that the above
protocol and formalism could not be straightforwardly
generalized to the setting of mixed states or general quan-
tum measurements (POVMs), as well as to cases where
prior information about the state-emitting oven is given.
We shall consider these generalizations elsewhere.
Finally, we note that an interesting property of the
strategy presented here is that it naturally “generates” in
its first few iterations, MUBs as bases of measurements;
unlike other methods, the protocol does not require a pri-
ori knowledge of MUBs. Based on this observation, we
conjecture that for any d-dimensional system, the first
few iterations of our protocol would optimally consist of
measuring the system in a sequence of MUBs. For those
Hilbert space dimensions for which the number of MUBs
is unknown (i.e., if d is not a power of prime [32–35]), this
property may be leveraged to answer several outstand-
ing questions associated with the enumeration of MUBs.
This avenue of research is currently being pursued by the
authors.
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Appendix A: Calculation of %k,n
Following Ref. [30], we provide the necessary expres-
sions required for calculating %k,n. The basic identity we
utilize is
〈φk| · · · 〈φ1|
[∫
dψ(|ψ〉〈ψ|)⊗k
]
|φ1〉 · · · |φk〉
=
(d− 1)!
(k + d− 1)!Per(M), (A1)
where |ψ〉 is an element in a d-dimensional Hilbert space
and Per(M) is the permanent of the k × k matrix M
whose elements are Mi,j = 〈φi|φj〉. In our case
%k = 〈φk| · · · 〈φ1|
[∫
dψ(|ψ〉〈ψ|)⊗k+1
]
|φ1〉 · · · |φk〉, (A2)
and therefore the matrix elements of %k in some basis
{|zi〉} are given by
%k,ij ≡ 〈zi|%k|zj〉
= 〈zi|〈φk| · · · 〈φ1|
[∫
dψ(|ψ〉〈ψ|)⊗k+1
]
|φ1〉 · · · |φk〉|zj〉
=
(d− 1)!
(k + d)!
Per(A(ij)), (A3)
where A(ij) is a k+1 × k+1 matrix that can be written
as follows,
A(ij) =
( M V (j)
(V (i))ᵀ δi,j
)
, (A4)
and (V (i))ᵀ = (〈ei|φ1〉, 〈ei|φ2〉, . . . , 〈ei|φk〉) and similarly
for V (j).
Suppose we obtained k − 1 measurement outcomes.
Then, the most likely pure state that describes the system
is the state that corresponds to the maximal eigenvalue
of %k−1.
To optimize the next measurement basis we first need
the eigenvalues of %k,n as a function of the kth measure-
ment outcome, |e˜k,n〉, n = 1, . . . , d. The matrix elements
of %k,n are written (in some computational bases {|zi〉})
as
%k,n,ij ≡ 〈zi|%k,n|zj〉
= 〈zi|〈e˜k,n|〈φk−1| · · · 〈φ1|
×
[∫
dψ(|ψ〉〈ψ|)⊗k+1
]
|φ1〉 · · · |φk−1〉|e˜k,n〉|zj〉
=
(d− 1)!
(k + d)!
Per(A(ij)) . (A5)
Appendix B: Single-qubit case: restricted set of
measurement bases
In the special case where the set of possible measure-
ment directions is restricted to the x, y and z direc-
tions on the Bloch sphere, one does not need to resort
to the costly permanents discussed above. In this sce-
nario, calculations simplify. For example, the product∏k
i=1 |〈nˆ(θi, φi)|nˆ(θ, φ)〉|2 takes the form:
k∏
i=1
|〈nˆ(θi, φi)|nˆ(θ, φ)〉|2 = 1
2m
(1 + cos θ)
m1 (1− cos θ)m2
× (1 + sin θ cosφ)m3 (1− sin θ cosφ)m4 (1 + sin θ sinφ)m5
× (1− sin θ sinφ)m6 , (B1)
where the mi denote the number of times the outcomes
|↑〉, |↓〉, |+〉, |−〉, |+i〉, and |−i〉 have been obtained, re-
spectively, and m =
∑6
i=1mi. The above product can
9be expanded to give:
k∏
i=1
|〈nˆ(θi, φi)|nˆ(θ, φ)〉|2
=
m1,m2,...,m6∑
k1,k2,...,k6=0
6∏
i=1
(
mi
ki
)
(−1)k2+k4+k6 (cos θ)k1+k2
× (sin θ)k3+k4+k5+k6 (cosφ)k4+k5 (sinφ)k5+k6 . (B2)
In this form, all the integrals (for calculating %k or
∫
dPk)
will be of the form∫ pi
0
dθ cosm θ sinn θ =
1 + (−1)m
2
Γ
(
1+m
2
)
Γ
(
1 + n−12
)
Γ
(
2+m+n
2
) ,
(B3)
and∫ 2pi
0
dφ cosm φ sinn φ = [1 + (−1)n]
× 1 + (−1)
m
2
Γ
(
1+m
2
)
Γ
(
n+1
2
)
Γ
(
2+m+n
2
) .
(B4)
Since the integrals are performed explicitly, expressions
for obtaining the various matrix entries of %k and
∫
dPk
reduce in this case to the more-easily calculable multiple
sums over the ki’s of Eq. (B2).
