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Many-body localization is a fascinating theoretical concept describing the intricate interplay of quantum
interference, i.e., localization, with many-body interaction-induced dephasing. Numerous computational tests
and also several experiments have been put forward to support the basic concept. Typically, averages of
time-dependent global observables have been considered, such as the charge imbalance. We here investigate
within the disordered spinless Hubbard (t-V ) model how dephasing manifests in time-dependent variances
of observables. We find that after quenching a Néel state the local charge density exhibits strong temporal
fluctuations with a damping that is sensitive to disorder W : variances decay in a power-law manner, t−ζ ,
with an exponent ζ (W ) strongly varying with W . A heuristic argument suggests the form ζ ≈ α(W )ξsp, where
ξsp(W ) denotes the noninteracting localization length and α(W ) characterizes the multifractal structure of the
dynamically active volume fraction of the many-body Hilbert space. In order to elucidate correlations underlying
the damping mechanism, exact computations are compared with results from the time-dependent Hartree-Fock
approximation. Implications for experimentally relevant observables, such as the imbalance, will be discussed.
DOI: 10.1103/PhysRevB.103.085105
I. INTRODUCTION
Understanding the effect of interactions in a low-
dimensional Anderson localized system has gained a lot of
momentum in the last few decades [1–8]. Largely based
on numerical evidence obtained, e.g., in the random-field
Heisenberg (or t-V ) model, it is believed that under generic
conditions in one dimension, even at finite temperature, a
many-body localized (MBL) phase is stable, being resilient
against interaction-induced dephasing effects [3,9–29]. Re-
cently, signatures of MBL phases have also been reported in
several experimental studies [30–39].
For the t-V model it is perhaps too early to declare consen-
sus about the existence of an MBL phase proper [24,40,41],
i.e., an emergent integrable phase with local integrals of mo-
tion [5,42–47]. The computational challenge to overcome in
the strong-disorder regime is the (expected) dynamical slow-
ing down together with the (unexpected) strong effect of finite
sample sizes [24,48,49]. By now there is an overwhelming
evidence that a large parameter regime exists exhibiting a very
slow relaxation of conserved quantities [24,49–51]. However,
the detailed nature of dynamical phenomena in large-disorder
(finite-energy-density) phases is still partially unexplored and
mostly not understood. The overall situation is well illus-
trated by the fact that the critical disorder strength, Wc, for
the transition into the MBL phase is not accurately known.
Current estimates for the Heisenberg model range between 3.8
and 5.5, with computationally larger studies tending towards
higher values [24,26,40,49,51–53].
The large spread in the estimate for Wc may partially be
explained by a recent conjecture: It is proposed that the er-
godic phase with power-law dynamics for the width of the
diffusion propagator, x(t ) ∼ tβ , is separated from the MBL
phase by an intermediate phase with an unbound growth of
x(t ) slower than any power [48]. The intermediate phase
is situated within a window of disorder values Wc1  W 
Wc2 [23,48]; the earlier work [14] would be consistent with
Wc1 ≈ 4, while the more elaborate later estimates would hint
at Wc2  5 [51–53].
Here, we continue our numerical investigation of the t-V
model. From earlier studies we borrow the observation that at
disorder values W  5 the true asymptotic regime of charge
dynamics is very hard to reach and may, in fact, be situated
at observation times and system sizes outside the window of
“numerically exact” computations. We are thus motivated to
search for signatures of MBL-associated physics that manifest
already at shorter times and smaller system sizes. A promising
sensor we here explore is the damping of time-dependent
fluctuations; it may be analyzed by evaluating quenches in
terms of ensemble-averaged variances of observables, such as
the local density or the imbalance taken in a finite-size sample.
Remarkably, within our window of observation times and
at moderate to large disorder, temporal fluctuations exhibit
a nonexponential, close to power-law, decay t−ζ (W ), so that
there is no simple notion of a single decay rate. Moreover,
sample-to-sample fluctuations are large so that average and
typical fluctuations decay with exponents differing by 35% at
moderate disorder. Our computations confirm that damping is
indeed very sensitive to the disorder regime; it is large in the
moderate-disorder or thermal phase [ζ (W ) ≈ 1 at W = 1.5],
while we find it to (nearly) vanish at stronger disorder, in-
dicating the expected lack of ergodicity. Our predictions can
be readily tested in contemporary experimental setups as they
have been used before in the field [30,32–34].
In order to elucidate the physical origin of the damp-
ing mechanism, we compare results from exact traces with
the time-dependent Hartree-Fock (TDHF) approximation [54]
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using it as a diagnostic tool. The TDHF approximation
has been adopted previously in dynamical studies of MBL
phases [55]. A refined variant of TDHF approximation, the
second-order Born approximation (SCBA), has also been em-
ployed [56–58]. Our results indicate that TDHF traces have
a tendency towards equilibration even at large disorder, im-
plying that MBL physics is not appropriately captured. This
finding is at variance with earlier reports [55].
II. MODEL AND METHODS
We consider the paradigmatic t-V model that describes a
ring of spinless fermions with Hamiltonian
H = H (0) + U
L−1∑
i=1
(ni − 1/2)(ni+1 − 1/2), (1)




c†i ci+1 + H.c. +
L∑
i=1
Wi(ni − 1/2), (2)
where i denotes the site index, L denotes the system size, th
is the hopping amplitude, and U is the nearest-neighbor in-
teraction strength. We consider random, uncorrelated on-site
potentials, Wi, uniformly distributed in the domain [−W,W ]
and choose th = 1.0. The filling fraction, N/L, is taken to be
1/2.
Our methodology for evaluating the numerically exact time
evolution is essentially Chebyshev propagation [59]; details
have been explained in Refs. [24,48] (see Ref. [60]). We
here describe only our TDHF procedure. The time-dependent
observables corresponding to a time-evolving many-body
state |(t )〉 can be deduced from the density matrix i j =
〈(t )|c†i c j |(t )〉, and the corresponding equation of motion,
i̇i j (t )) = 〈(t )|[c†i c j, H]|(t )〉. (3)
At this stage,the wave function |(t )〉 is arbitrary; it will be
specified below by choosing the initial condition for the time
integration of Eq. (3).
The Hartree-Fock decoupling of the equation of mo-
tion is straightforward [54]. We express the resulting TDHF
dynamics in the (single-particle) eigenfunctions, φα , and
eigenvalues, εα , of the noninteracting Hamiltonian H (0):




((ρ̃αβ ρ̃αγ − ρ̃ααρ̃βγ )(Uγ ββα − Uββγα ))
+ (ρ̃αβ ρ̃γ β − ρ̃αβ ρ̃γ β )(Uααγβ − Uαβγα )), (4)
with interaction matrix elements given by
Uαβγ δ = U
∑
i
φα (i)φβ (i)φγ (i + 1)φδ (i + 1). (5)
Throughout this paper, we consider the time evolution as it re-
sults from a quench of a charge density wave (“Néel state”) at
time t = 0. We use a standard Runge-Kutta (RK4) integration
routine for the time evolution of the density matrix; fur-
ther details about discretization and benchmarks are given in
Appendix C. Our main observables are the local particle den-
sity, n j (t ) := ρ j j (t ), and the imbalance of particles situated at
even and odd lattice sites:
I (t ) := 2/L
L∑
j=1
(−1) j〈n j (t )〉. (6)
The latter is frequently studied in numerical and experimental
works, because its relaxation behavior distinguishes ergodic
from nonergodic phases [8].
FIG. 1. Local charge density, nj (t ), as a function of time at different sites j for two disorder strengths, W = 1.5 (rows 1 and 2) and 5.0
(rows 3 and 4), at interaction strength U = 1.0 for L = 24 along with the noninteracting density. Two typical disorder configurations per W
value highlight the typical behavior, e.g., for differences between TDHF (solid line) and exact (dashed line) calculation. The insets in (l) and
(p) highlight the deviation between exact and TDHF traces at intermediate time.
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FIG. 2. Imbalance I (t ) as a function of time for two different samples and four disorder values (L = 24,U = 1.0). The numerically exact
time evolution of the interacting system is compared with TDHF and with the noninteracting I (t ). The plot illustrates how the decreasing
tendency towards equilibration with increasing W can be read off not only from the average imbalance but also from the temporal fluctuations
(variances) of I (t ).
III. RESULTS
A. Individual sample: Fluctuations and dephasing
Disordered wires tend to exhibit strong fluctuations of
observables in space and also between samples that exhibit
different disorder configurations. An illustration is given with
Fig. 1, which displays the time evolution of the particle
density at four different wire sites in two disorder realiza-
tions. The sample-to-sample fluctuations of the corresponding
global variables—as exemplified by the charge imbalance—
are displayed in Fig. 2 for two different samples at four disor-
der values. Since such variations are washed out when consid-
ering ensemble-averaged observables, we analyze the time se-
ries for individual samples and ensemble averages separately.
1. Temporal fluctuations of local density, n j (t )
We analyze the temporal fluctuations of n j (t ) at observa-
tion sites equally spaced along the ring [see Figs. 1(a)–1(h)].
At moderate disorder, W = 1.5, the exact time evolution ex-
hibits pronounced temporal fluctuations that are efficiently
damped by correlation effects. By inspection one infers that
if one were to associate a damping rate,  j , with local fluctu-
ations then  j would be seen to fluctuate from site to site.
By comparing the saturated value of the density n j (t ) as
obtained with exact dynamics with the equilibrium value (cal-
culated separately, not shown in Fig. 1), we have confirmed
that relaxation is indeed against the thermal value. Moreover,
this relaxation is mostly due to correlation effects beyond
the Hartree-Fock (HF) approach: While the time evolution
of nj (t ) within TDHF differs from the noninteracting trace,
it also deviates from the exact result. In particular, in the
TDHF approximation we do not observe the strong damping
characteristic of the exact trace in Figs. 1(a)–1(h).
At larger values of disorder, W = 5.0 in Figs. 1(i)–1(p),
the noninteracting localization length ξsp is of the order of the
lattice spacing, ξsp/a ∼ 1. In this regime, dephasing is seen
to be very much reduced with a damping behavior that shows
large spatial fluctuations. In regions with very weak dephas-
ing, the TDHF approximation follows the exact trace closely,
becoming quantitative in the window of observation times.
In Figs. 1(k) and 1(o) the interacting traces (exact and
TDHF) exhibit very pronounced oscillations that differ in
amplitude and frequency from the noninteracting reference,
revealing a many-body character. Within the window of obser-
vation times shown in this plot, there is hardly any dephasing
discernible. The origin of these oscillations we tentatively
assign to cooperative effects in a (largely) decoupled two-
particle system. They are very long lived and therefore are
an important manifestation of a lack of ergodicity.
2. Imbalance fluctuations, I(t )
Figure 2 shows the imbalance after a quench from a Néel
state in two typical samples, for four values of the disorder.
Note that for a finite-size sample, Ieq := limt→∞ I (t ) will
differ from zero even at weak disorder, i.e., in the thermal
regime; instead, sample-to-sample fluctuations are expected
with a mean value Īeq that vanishes and the corresponding
variance (Ieq−Īeq)2 ∼ L−1; see Ref. [51] for a similar con-
clusion. Therefore, the exact traces shown at W = 1.5, 3.0
[Figs. 2(a), 2(b), 2(e), and 2(f)] do not tend towards zero at
large times even though the system is expected to equilibrate,
eventually.
Not surprisingly, we witness in I (t ), Fig. 2, the same qual-
itative behavior already seen with n j (t ): at stronger disorder
the signatures of oscillations in n j (t ) carry over to I (t ). Note
that these oscillations will be washed out by the (incoherent)
spatial averaging in large samples that is the defining feature
of global variables. Thus the local, only weakly damped tem-
poral fluctuations are captured by global observables only as a
finite-size effect. For the same reason they also are eliminated
in ensemble averages, as we show in the next section.
B. Ensemble averages: Temporal fluctuations and imbalance
Temporal fluctuations of n j (t )
We quantify the temporal fluctuations of local charge den-
sity by the “running variance” per sample,
F (t ) = 1/L
L∑
j=1
〈[n j (t ) − 〈n j (t )〉t ]2〉t , (7)
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FIG. 3. Local time fluctuations of disordered average and typi-
cal F (t ) as a function of time. (a), (c) A power-law decay of the
TDHF approximation and exact traces at disorder strength W = 1.5
is observed in average and typical fluctuations for different system
size L = {16, 20, 24}. The noninteracting (blue) trace in (a) shows no
decay as expected. (b), (d) The power-law scaling with an exponent
which is roughly proportional to ζ (W ) ∼ W −2; cW is a nonuniversal
prefactor that depends on W . The inset displays the fitted exponents.
where 〈 〉t denotes a sliding time window average [65]; here
an averaging window t ≈ 10 was chosen wide enough for a
few oscillations in n j (t ) to fall within (see Fig. 1). The qual-
itative results are largely insensitive to the specific numerical
choice made here.
Figures 3(a) and 3(b) display the disorder-averaged sample
variance, F̄ (t ), while Figs. 3(c) and 3(d) show the correspond-
ing typical fluctuations Ftyp(t ) ∼ exp(logF (t )), where again
the overline denotes ensemble averaging.
As demonstrated in Fig. 3, damping of temporal fluc-
tuations is not exponential; instead, a wide time window
exists with (approximate) power-law decay of the average
variance, ∼t−ζ , featuring a nonuniversal (possibly effective)
exponent ζ (W ). The numerical estimates are shown in the
inset of Fig. 3; for instance, at moderate disorder, W = 1.5,
we observe ζ of order unity. As compared to averages, the
associated typical observables, Ftyp(t ), exhibit a faster de-
cay with a larger exponent ζtyp ∼ 1.34, which reflects very
large sample-to-sample fluctuations. Note that the exponent
extracted from exact traces exceeds the corresponding TDHF
value, ζ ∼ 0.17, considerably, indicating the correlated char-
acter of the damping mechanism. A similar information is
reflected in the deviation of average and typical fluctuations,
being less than 2% for the TDHF approximation as compared
to an order of magnitude for the exact traces [see Figs. 3(a)
and 3(c)].
C. Discussion
Figures 3(a) and 3(c) exhibit very strong finite-size effects;
in particular, the typical traces displayed in Fig. 3(c) exhibit
a small curvature indicating a flow to effective exponents
ζ (W ) that potentially grow in time. Conceivably, the flow is
indicating an asymptotic decay that is exponential with an
asymptotic rate, (W ), which vanishes as W approaches Wc
from below; such a scenario is foreseen in Ref. [67]. Accord-
ing to these authors, damping in the localized phase W > Wc
is described by a power law, t−2b, with 2b ∼ ξsp. It is tempting
to associate 2b (defined in Ref. [67] at W > Wc, and also
observed in strongly disordered phase within a perturbative
calculation in Ref. [68]) with ζ (observed here also at W Wc)
by assuming that ζ describes a preasymptotic regime where
damping proceeds invoking the same microscopic mechanism
prevalent also in the localized phase. Under these premises
one might try ζ ∼ W −2, since ξsp ∼ W −2 in a regime ξsp  a.
At first sight such a scaling is indeed compatible with our
numerical data [see inset of Fig. 3(d)]. Nevertheless, it seems
premature to identify ζ with 2b at this stage; for instance,
this would imply that—within the same preasymptotic time
window—at W < Wc damping proceeds as in the localized
phase, while simultaneously the density propagator already
exhibits (sub)diffusive behavior. Such a coexistence of dy-
namical behavior would certainly merit extra attention.
Dephasing as observed for n j (t ) leaves a trace also in the
running variance of imbalances defined as F (I )(t ) = 〈[I (t ) −
FIG. 4. Exact imbalance (Ī (t ): red dashed curve) and TDHF re-
sult (black solid curve) as a function of time for two different values
of disorder strengths W = 1.5, 5.0 (parameters U = 1.0, L = 24,
averaged over ∼1000 samples). For comparison the noninteracting
trace is also shown (blue dot-dashed curve). Inset in (a) shows the
distribution of time-averaged deviation P (I (t )) between the exact
and TDHF trace at two different times, highlighting that the exact
trace falls below the TDHF result, typically, at shorter times. Inset in
(b) shows the decay of the TDHF imbalance at long times where the
exact Ī (t ) nearly saturates at this system size, signaling ergodicity
breaking at large W .
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TABLE I. Comparison of the flowing exponent β(W, L) in the preasymptotic regime extracted from both exact and TDHF imbalance Ī (t ).
Here we also compare with some existing results of the exponent in the ergodic phase. Note that for comparison the above exponent from exact
traces β (first row) is calculated for the time window where the system sizes overlap; however, with increasing L the time window increases
and usually allows the exponent to flow towards a higher value [24], which is ignored here.
W = 1.5 W = 3.0
Method β L t (t−1h ) β L t (t
−1
h )
Exact ∼0.21 [16−24] [12,60] ∼0.07 [16−24] [65,150]
TDHF ∼0.33 [16−32] [50,300] ∼0.15 [16−32] [100,300]
Luitz et al. [50] ∼0.2 [16−24] ∼0.05 [16−24]
Doggen et al. [51] ∼0.07 [50−100] [50, 100]
〈I (t )〉t ]2〉t . The corresponding analysis has been relegated
to Appendix A.
Averaged imbalance
Figure 4 shows the ensemble-averaged imbalance, Ī (t ),
in the ergodic phase, W = 1.5, and also at strong disorder,
W = 5.0. Pronounced oscillations are seen in these traces.
They occur already in the absence of interactions (see Fig. 4)
and therefore are not related to the cooperative oscillations
and dephasing discussed before; as expected, the strong tem-
poral fluctuations seen in single-sample traces have averaged
out, so information about dephasing rates has been eliminated.
Concerning the exact averaged trace, Ī (t ), one is left with the
well-known observation that it vanishes at large times, Ī (t ) ∼
t−β(W ), where β = 1/2 in a diffusive system [13,15,50].
Concerning the numerical estimate of the exponent β, sev-
eral works pointed out that finite-size effects are strong and
therefore the asymptotic regime is very challenging to reach;
correspondingly, the observed exponents could be effective
in the sense that they approximate preasymptotic, transient
behavior [24,40,51,69]. Specifically, at finite system sizes
with a restricted time window a smaller-than-1/2 exponent is
observed in exact traces even at moderate disorder; slowing
down of the dynamics has been associated with rare region
effects [50,51,55,70–74]. However, since slowing down has
been observed recently also in the Aubry-Andŕe model that
is unsuspected of exhibiting rare regions, this interpretation is
challenged [48]. To be more quantitative we show the effective
exponent β(W, L) in Table I for different values of W .
D. Discussion
As one would expect at weak disorder, it is seen in Fig. 4(a)
that the TDHF trace follows the noninteracting one a bit
longer than the exact one before it deviates towards lower
values. At larger times similar to the exact trace, also the
TDHF dynamics tends to thermalize albeit with a different
(sliding) exponent (see Table I) [75]. Note that the TDHF
exponent, βTDHF, is consistently larger than the exponent that
is found from the exact Ī (t ) in the ergodic phase. As a result
one expects the TDHF trace to intersect with the exact one at
large times. This point is illustrated in the inset of Fig. 4(b)
which confronts the evolution of Ī (t ) with the corresponding
TDHF result at large disorder, W = 5th. It is seen that at
large times the exact trace being nearly horizontal displays a
localization phenomenon. Its many-body character is revealed
from the fact that the TDHF trace intersects the exact one
and falls below. This is indicating a TDHF tendency towards
thermalization which is absent in the exact evolution [76]. As
seen from Fig. 5, such an intersection point is encountered
also at other disorder values, especially weaker ones, which
suggests that it occurs generically.
IV. HEURISTIC ARGUMENT LINKING DEPHASING
AND MULTIFRACTALITY
We present a heuristic argument that explains the strong
dependency of ζ (W ) on W , by connecting the exponent with
the noninteracting (possibly renormalized) localization length
ξsp and an exponent α(W ) signalizing multifractality: ζ (W ) ≈
α(W )(ξsp/a).
Our consideration starts with an argument based on wave-
function overlap: the bare coupling J of the charge degree of
freedom at the origin to the charge dynamics a distance x away
from the origin is exponentially small, J ≈ t∗h e−x/ξsp , where t∗h
denotes an effective coupling inside the localization volume.
Charge correlations establish over the distance x if the action
tJ becomes of order unity; hence, we are led to define a typical
correlation time t ≈ ex/ξsp/t∗h . Conversely, for a fixed time we
can define a correlation volume x(t ) ≈ ξsp ln(tt∗h ).
We will now consider a quench from an initializing many-
body state |〉. We then have for the dynamics after a quench,






with a weight fβα:=〈|α〉〈β|〉 and a matrix element nαβ :=
〈α|n̂0|β〉.
FIG. 5. Traces similar to those in Fig. 4 at smaller system size
L = 16 and at W = 3.0, 4.5, and 6.0. Data demonstrate the existence
on an intersection point highlighting the two different time regimes
in exact traces: short time with strong dephasing and long time with
localizing trend.
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The sum is over all eigenstates, |α〉, |β〉, of the many-
body Hamiltonian of the full system. We now interpret the





nα′β ′ fβ ′α′e
−i(E ′
α′ −E ′β′ )t , (8)
where the sum is over the Hilbert space of the correlation
volume, Hcorr(t ), and the energies E ′ denote the quasienergies
of the Hamiltonian projected on the many-body states of the
correlation volume.
We now introduce the dimension D(t ) of Hcorr(t ); with
λ the size of the Hilbert space per unit length a we have
a lnD(t ) ≈ x(t ) ln(λ). Then we obtain for the amplitudes a
scaling fβα ∼ D−1(t ) reflecting the normalization of the wave
function. Further, if we choose the initializing state |〉 as
an eigenstate of n̂0 with unity occupation, then we also have
nαβ ∼ D−1(t ).
The concept of the local Hilbert space becomes effective,
after taking the coefficients fβα, nαβ to be structureless. Then,
recalling that in the correlation volume by definition the en-
ergy difference between two states exceeds J , we can stipulate
that the exponential in Eq. (8) is distributed “randomly” on
the unit circle. With this idea, the sum (8) can be evaluated by
assuming that each constituting term is uncorrelated from all
the others.
Correspondingly, var n0(t ) ∼ D−2+1(t ) and thus
var n0(t ) ∼ t−ζ0 , ζ0 = (ξsp/a) ln λ. (9)
The approximate treatment just proposed ignores correlations
between coefficients and energies and in this sense is similar
to a factorization approximation. As such it is, presumably,
uncontrolled. An improved approximation will account, e.g.,
for the possibility of an effective Hilbert space, i.e., dominat-
ing multifractal substructures in the full Hilbert space of the
correlation volume. A notion of multifractality suggests a re-
placement λx(t ) → λαx(t ) when estimating the effective Hilbert
space dimension and a corresponding improved estimate
ζ = α(W )(ξsp/a) ln λ, 0 < α(W )  1. (10)
To illustrate and quantify this relation, α(W ) has been plotted
in Fig. 6. The incident of α(W ) 
 1 at small ξsp (i.e., large
W ) reflects the strong multifractality of the dynamically ac-
tive many-body Hilbert space. The data are consistent with a
freezing transition, α(Wfreeze) = 0, taking place at ξsp ≈ 0.5a,
which corresponds to Wfreeze  10. Freezing as it manifests
here for a physical observable has been discussed before in
the context of many-body wave-function statistics, e.g., in
Ref. [77].
One would expect the estimate (10) to reproduce the qual-
itative behavior at intermediate times. This expectation is
certainly confirmed by our simulation results. Moreover, the
scrambling of information as implied by taking coefficients
structureless amounts to an unprejudiced involvement of all
of the available Hilbert space Hcorr(t ). Scrambling thus in-
corporates strong many-body correlations which are beyond
mean-field dynamics as resembled with the TDHF approach.
This observation explains why our simulations detect a qual-
FIG. 6. The exponent ζ (W ) as obtained from Figs. 3(b) and
3(d) plotted over the noninteracting localization length ξsp(W ) (data
points represent disorder: W = 1.5, 3.0, 5.0, 6.5). The plot highlights
the residual dependency, α(W ) = ζ (W )/(ln(λ)ξsp/a) with λ = 2,
which has the interpretation of the fractal dimension of the dynam-
ically active fraction of the many-body Hilbert space. Dashed lines
are guides to the eye. Inset shows the W dependence of extracted ξsp
from the infinite-temperature many-body density-density correlator
as described in Ref. [48].
itative difference between dephasing as seen in the TDHF
traces from the exact results.
The heuristic reasoning here presented has been partially
inspired by Serbyn et al. [67]. Note, however, that these
authors have made their case for the many-body localized
regime, while our argument relies on (quasi)ergodicity in the
(growing-in-time) correlation volume and hence is more suit-
able for the ergodic or critical regimes at moderate disorder.
This regime is known to exhibit a wide time window with
transient behavior [24], whose parametric boarders are not
well known [48]. The power-law dynamics we see in F may
reflect an intermediate behavior, which ultimately converges
towards an exponential form; such an evolution would be
consistent with Ref. [67]. Note further that Serbyn et al. [67]
do not include multifractality into their argument, effectively
letting α = 1. In hindsight, this appears to be an oversimpli-
fication since in the MBL-regime multifractality tends to be
strong [77–82].
V. CONCLUSION AND OUTLOOK
We have presented an analysis of the dynamical fluctua-
tions of the local charge density n j (t ) in strongly disordered
interacting quantum wires. After a quench from a Néel state,
n j (t ) exhibits strong temporal fluctuations that gradually de-
crease within the observation time. These fluctuations can also
be seen in global variables, such as the charge imbalance,
I (t ), where they manifest as dynamical finite-size effects in
ensemble-averaged variances. The time decay of such vari-
ances is described within our window of observation times
by a (potentially effective) power law, t−ζ , with an expo-
nent continuously varying with disorder strength, ζ (W ). At
moderate disorder strength W , the exponent is different for
average and typical variances reflecting very large sample to
sample fluctuations. While for average variances a power law
has been predicted in the localized phase [67], we here find
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FIG. 7. Time fluctuations F (I )(t ) of (running variance of) the imbalance I (t ) taken over the ensemble as average value (upper panel) and
typical value F (I )(t ) (lower panel), here plotted as a function of time (parameters: interaction, U = 1.0; disorder, W = 1.5, 3.0, 5.0; system
size, L = {16, 20, 24}). The noninteracting trace shows no decay as expected. The rightmost column shows an attempted collapse of exact data
for L = 24 with an exponent ζ (I )(W ) ∼ ξsp. Inset: The (effective) exponent ζ (I )(W ) roughly estimated from systems with L = 24 and time
intervals [20,50].
it also in parameter regions below the putative many-body
localization transition.
In order to analyze correlation effects, we have compared
time traces for numerically exact computations with traces
obtained within the time-dependent Hartree-Fock approxima-
tion. While the TDHF approximation turns out to be a useful
diagnostic tool of correlation effects, it misses elementary
qualitative physics, in particular the many-body localization:
at long times the TDHF approximation always exhibits a trend
towards delocalization irrespective of the regime of disorder.
We assign this trend to temporal fluctuations in the self-
consistent field. These conclusions are at variance with claims
made previously in Ref. [55]. While finishing the paper we
became aware of the closely related work Ref. [83], which
arrives at similar results.
Our results have implication for experiments on cold
atoms. Indeed, imbalances have already been obtained in ex-
periments at observation times and system sizes comparable
to our numerical study. We propose to analyze the mea-
sured observables, in particular the per-sample imbalance, in
terms of ensemble-averaged time-dependent variances. Based
on our study, a power-law regime—possibly transient—
should be found with exponents ζ that depend on disorder
strength. For purely random potentials a dependency ζ =
α(W ) ln(λ)(ξsp/a) is predicted, with ξsp being the noninteract-
ing localization length and α(W ) a multifractal scaling index
representing the volume fraction of the dynamically active
Hilbert space within the full Hilbert space. A computational
study of the (experimentally relevant) Aubry-André model is
currently under way.
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APPENDIX A: TIME FLUCTUATION OF IMBALANCE
Figure 7 shows a similar analysis of the statistics of the
local time fluctuation,
F (I )(t ) := 〈[I (t ) − 〈I (t )〉t ]2〉t .
(per sample), associated with I (t ) as evaluated previously for
the local density n j (t ) in the main text (see Fig. 3). Also for the
fluctuations of the imbalance I (t ) we observe strong finite-size
effects, which become more severe with increasing disorder in
both average and typical traces.
Nevertheless, as was the case for n j (t ), also for the aver-
aged fluctuations F (I )(t ) we advocate a (possibly transient)
power-law decay, t−ζ
(I )
, being more prominent in the typical
traces. Following this observation, the traces for the largest
system size exhibit an (approximate) scaling collapse with
ζ (I )(W ) ∝ 1/W 2. The overall behavior obtained for the damp-
ing of the fluctuations of the density and the imbalance is thus
seen to be qualitatively the same, matching expectations.
APPENDIX B: FURTHER ASSESSMENT OF TDHF
IN THE CONTEXT OF MBL
We reiterate the results reported in the main text: At weak
disorder, the strong dephasing seen in exact traces is not repro-
duced by the TDHF approximation, which exhibits a much
weaker damping rate. We take this as an indication that the
energy and momentum exchange mediated by time-dependent
mean fields is a rather weak damping mechanism as compared
to the two-particle scattering events contained in correlation
effects. Quantitatively this manifests itself as faster decay of
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FIG. 8. Average imbalance Ī (t ) as obtained with the TDHF
approximation. The plot illustrates the system size insensitivity
of the TDHF approximation for disorder values W = 1.5 and
3.0 and U = 1.0. The data are averaged over ∼1000 disorder
configurations.
traces for the TDHF approximation compared to the exact
traces (see Table I).
At strong disorder, the TDHF approximation predicts ther-
malization while a (nearly) localized dynamics is seen in exact
calculations. This difference, i.e., the “absence of thermaliza-
tion” in exact traces as compared to the TDHF approach, we
interpret as a strong signature of MBL physics. One way to
interpret this result would be to assign it to the absence of
many-body quantum interference in the TDHF approximation
but, presumably, simpler effects factor in as well. For exam-
ple, charge fluctuations at large disorder will be suppressed
by effects related to the Coulomb blockade, which are also
not accounted for in the TDHF approximation.
We conclude that TDHF dynamics deviates qualitatively
from the exact time evolution. As a diagnostic tool with re-
spect to MBL physics and correlations, the TDHF approach
has its merits. However, TDHF traces have a tendency towards
equilibration even at large disorder, indicating that MBL
physics is not appropriately included. In the next sections we
give further evidence of our claims.
1. System size dependence of TDHF simulations
A further qualitative difference manifesting in TDHF time
evolution as compared to the exact dynamics is revealed in the
finite-size effect. Figure 8 shows the system size dependence
of TDHF Ī (t ) for two different values of disorder strength.
Within our simulation time (t  300th) we do not observe any
significant dependence on L in the TDHF traces, very much
in contrast to what we observe for the exact traces shown in
Fig. 3. This further underlines the significance of correlations
and, in particular, their important role for the finite-size effects
on the density relaxation. Their ubiquitous and pronounced
appearance in the MBL problem remains to be understood.
2. Typical deviation of imbalance
In order to further get an estimate of the deviation of TDHF
and noninteracting (NI) charge imbalance from the exact im-
balance I (t ), we define the following typical relative measure
as
δTDHF/NI(t ) = exp
(
log




FIG. 9. Deviation δTDHF(t ) [see Eq. (B1)] shown as a function
of δNI(t ) for different values of interaction (U = 0.25, 1.0 per row)
and disorder strengths (W = 1.5, 5.0 per column). The inset shows
the color bar for time argument; longer time implies lighter color.
The data are shown for L = 24 with 500 disorder configurations. The
dashed line indicates unity slope indicating δTDHF(t ) = δNI(t ).
where the overline implies averaging over disorder configura-
tions. Figures 9(a) and 9(b) show the dependence of δTDHF(t )
over δNI(t ) for weak interaction U = 0.25 and for disorder
strength W = 1.5 and 5.0 and Figs. 9(c) and 9(d) similar data
for U = 1.0.
FIG. 10. Testing the convergence of RK4 time integration with
the time increment dt . Shown is I (t ) for two pairs of two samples,
one with W = 1.5 (left column) and one with W = 5.0 (right col-
umn) at U = 1.0. Three traces are shown per panel corresponding
to dt = 0.01, 0.005, and 0.001 for RK4 integration for L = 16. The
inset highlights the fully converged behavior.
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The objective behind showing the data in this way is to
emphasize two points:
(a) We have seen previously [24] that in disordered inter-
acting systems time scales depend strongly on W ; therefore,
it is often preferable to monitor the dynamics in terms of
variables that emphasize the relevant time scales rather than
W itself. Our choice in Fig. 9 is to use the exact time evolution
as a “clock” for occurrences in noninteracting and TDHF
dynamics.
(b) Such a way of representing the data further highlights
the relative deviation of δTDHF(t ) in comparison to the non-
interacting δNI(t ), which emphasizes effects of mean-field
interactions.
As one would expect, we observe that for small interaction,
U  th, and large disorder the typical deviation δTDHF(t ) in
absolute terms is relatively small (∼10–20%); this is further
highlighted with the approach to the line of slope unity. At
large disorder a vertical movement of deviation with increas-
ing time is observed, which reflects the approach towards an
MBL phase [see Fig. 9(d)] and is consistent with the observa-
tion in Fig. 4(b).
APPENDIX C: NUMERICAL DETAILS OF RK4
In this section, we provide details of the numerical solution
of the TDHF traces. To numerically solve Eq. (4), we resort
to a fourth-order Runge-Kutta method (RK4) with uniform
time-step size, dt . Figure 10 shows a comparative study of
the time steps (dt = {0.001, 0.005, 0.01}) for two individual
samples as also shown in the main text. Within our simulation
time the choice of dt = 0.01 seems to be converged with re-
spect to smaller dt . However, the time scale at which the RK4
integrator starts to acquire error depends on the individual
sample and also disorder strength. Such deviation is already
seen in the second sample for W = 1.5 (see Fig. 10). At long
time close to t ∼ 180t−1h the convergence is poor. Therefore
we restrict our simulation time to tmax = 300 to avoid such
spurious convergence issues.
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