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Resumen
Esta tesis se dedica al estudio de los grafos hiperbo´licos y esta´ dividida en cuatro cap´ıtulos.
El primer cap´ıtulo es una intoduccio´n a la teor´ıa de grafos y a los espacios hiperbo´licos en
sentido de Gromov. En los dema´s cap´ıtulos se incluyen los resultados de investigacio´n que
hemos conseguido.
Aunque se dispone de ejemplos interesantes de espacios hiperbo´licos, no existen criterios
generales que permitan determinar la hiperbolicidad de un espacio. Por tanto, uno de los
problemas ma´s importantes en el estudio de los grafos hiperbo´licos es obtener criterios que
garanticen si un determinado grafo es hiperbo´lico o no.
Por otra parte, existen numerosos para´metros en teor´ıa de grafos que tienen gran im-
portancia, tales como: el nu´mero de ve´rtices, el nu´mero de aristas, el grado ma´ximo, el
grado mı´nimo, el dia´metro, el cuello,... Por tanto, otro problema tan natural como impor-
tante es encontrar desigualdades que relacionen alguno de estos para´metros (o varios de ellos
simulta´neamente) con la constante de hiperbolicidad del grafo, encontrando y clasificando
(como es importante en teor´ıa de grafos) aquellos grafos para los que se tenga la igualdad.
En esta tesis se demuestra que el estudio de la hiperbolicidad de los grafos se puede reducir
al estudio de la hiperbolicidad de grafos ma´s sencillos. En particular, hemos demostrado que
el estudio de la hiperbolicidad de un grafo 퐺 con lazos y aristas mu´ltiples se puede reducir al
estudio de la hiperbolicidad del grafo obtenido al eliminar de 퐺 sus lazos y aristas mu´ltiples;
tambie´n se demuestra que el estudio de la hiperbolicidad de un grafo arbitrario es equivalente
al estudio de la hiperbolicidad de un grafo 3-regular obtenido an˜diendo algunas aristas y
ve´rtices. En resumen, probamos que el estudio de la hiperbolicidad para grafos generales
(posiblemente con lazos y aristas mu´ltiples) se reduce al estudio de la hiperbolicidad de
grafos cu´bicos sin lazos ni aristas mu´ltiples. Adicionalmente, se estudia co´mo la constante
de hiperbolicidad de un grafo puede cambiar an˜adiendo o eliminando una cantidad finita o
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infinita de aristas.
Por otra parte, se obtienen buenas cotas de la constante de hiperbolicidad de un grafo y los
valores exactos de esta constante para algunas familias importantes de grafos. En particular,
se investiga la relacio´n entre la constante de hiperbolicidad 훿(퐺) de un grafo 퐺 y su nu´mero
de aristas, su dia´metro y sus ciclos. Como consecuencia del estudio, se demuestra que si 퐺 es
un grafo con 푚 aristas de longitudes {푙푘}푚푘=1, entonces 훿(퐺) ≤
푚∑
푘=1
푙푘/4 y 훿(퐺) =
푚∑
푘=1
푙푘/4 si
so´lo si 퐺 es isomorfo al grafo ciclo 퐶푚. Adema´s, se prueba la desigualdad 훿(퐺) ≤ 12 diam퐺
para todo grafo 퐺, y esta desigualdad permite encontrar los valores exactos de 훿(퐺) para
muchos grafos.
Finalmente, encontramos condiciones para que un grafo que sea el 1-esqueleto de una
teselacio´n de una superficie riemaniana sea hiperbo´lico. Se demuestra que los isomorfismos
entre grafos no siempre preservan la hiperbolicidad y, de hecho, encontramos condiciones
suficientes para que dos grafos isomorfos sean equivalentes en te´rminos de la hiperbolicidad.
Por u´ltimo, demostramos que un grafo es hiperbo´lico si y so´lo si su grafo dual es hiperbo´lico.
Los resultados de esta tesis han sido incluidos en los art´ıculos [4], [39] y [42] que ya
han sido publicados, aceptados o enviados a revistas internacionales de matema´ticas que
aparecen en el JCR (Journal Citation Report) y tambie´n han sido dados a conocer mediante
la presentacio´n de conferencias y posters en diversos congresos nacionales e internacionales
tales como:
∙ Congreso de la Sociedad Cubana de Matema´tica y Computacio´n COMPUMAT, 2010,
La Habana, Cuba. Conferencia impartida por Jose´ Mar´ıa Sigarreta.
∙ Colloquim de la Universidad Auto´noma de Guerrero, Acapulco, Me´xico, noviembre de
2010, impartido por Jean-Marie Vilaire.
∙ XII Encuentros de Ana´lisis Real y Complejo 2010, 22-24 de abril, Haro (La Rioja).
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Po´ster presentado por Jean-Marie Vilaire.
∙ International Conference of Numerical Analysis and Applied Mathematics, 19-25 de
septiembre de 2010, Rhodes, Greece. Conferencia impartida por Jean-Marie Vilaire.
La contribucio´n a este congreso se ha publicado en los Proceedings [3].
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Capı´tulo1
Introduccio´n
1.1 Una aproximacio´n a la teor´ıa de grafos
Una de las partes de la matema´tica discreta que en estos u´ltimos an˜os ha experimentado
un desarrollo ma´s notable es la teor´ıa de grafos. Enmarcada dentro de la combinatoria,
esta teor´ıa permite modelar de forma simple cualquier sistema en el cual exista una relacio´n
binaria entre ciertos objetos; y es por esto que su a´mbito de aplicacio´n es muy general y
cubre a´reas dentro de la misma matema´tica, la ingenier´ıa, la sociolog´ıa, la lingu¨´ıstica,...
Como l´ınea de investigacio´n, la teor´ıa de grafos es todav´ıa relativamente reciente, pero
esta´ madurando ra´pidamente con muchos resultados que se han descubierto en el u´ltimo par
de de´cadas.
En esta seccio´n se pretende exponer, de un modo organizado, los conceptos y te´rminos
sobre grafos que aparecen en distintas partes de este trabajo (ver [5, 14, 15, 16, 17, 23, 36,
37, 51, 52]).
Definicio´n 1.1.1. Sea 푉 un conjunto no vac´ıo, al que llamaremos conjunto de ve´rtices y
sea 퐸 un subconjunto del conjunto de pares no ordenados de 푉 , al que llamaremos conjunto
de aristas. Llamaremos grafo 퐺 al par (푉,퐸), tambie´n denotado por (푉 (퐺), 퐸(퐺)). Dado
que las aristas son pares no ordenados de ve´rtices, siempre estamos tratando con grafos no
orientados.
La terminolog´ıa en teor´ıa de grafos var´ıa much´ısimo. En paticular, los ve´rtices de un grafo
tambie´n reciben a veces el nombre de nodos, puntos y las aristas arcos, ejes o l´ıneas.
El nu´mero de ve´rtices de un grafo 퐺 es su orden y se escribe como ∣푉 (퐺)∣; su nu´mero de
aristas es su medida y se denota por ∣퐸(퐺)∣. Un grafo 퐺 es finito si y so´lo si ∣푉 (퐺)∣ <∞ y
∣퐸(퐺)∣ <∞. En caso contrario se dice que el grafo es infinito.
Un grafo 퐺 de orden 1 se llama trivial.
Una arista que une los ve´rtices 푢 ∈ 푉 (퐺) y 푣 ∈ 푉 (퐺) se denota en muchas ocasiones por
[푢푣], pero usaremos la notacio´n [푢, 푣] para denotar dicha arista, ya que la notacio´n [푢푣] se
reserva en este trabajo para las geode´sicas, de las que hablaremos un poco ma´s adelante.
A lo largo de este trabajo trataremos con grafos cuyas aristas pueden tener diferentes
longitudes o pesos.
Observacio´n 1.1.2. Un intervalo cerrado de la recta real se denota de igual forma que una
arista, pero no habra´ confusio´n con las notaciones, ya que en cada caso el contexto dejara´
claro a que´ nos estamos refiriendo.
Definicio´n 1.1.3. Un lazo es una arista cuyos extremos son iguales, es decir, una arista
que une un ve´rtice con e´l mismo. Decimos que el grafo tiene aristas mu´ltiples si en el grafo
dos o ma´s aristas unen el mismo par de ve´rtices.
9
En este ejemplo las aristas que unen 푉2 y 푉3 son aristas mu´ltiples y [푉4, 푉4] es un lazo.
Un grafo se denomina simple si no tiene ni lazos ni aristas mu´ltiples.
Definicio´n 1.1.4. Sea 퐺 = (푉,퐸) un grafo. Si 퐺′ = (푉 ′, 퐸 ′) es un grafo tal que 푉 ′ ⊆ 푉 y
퐸 ′ ⊆ 퐸, decimos que 퐺′ es un subgrafo de 퐺.
Definicio´n 1.1.5. Sea 퐺 = (푉,퐸) un grafo. Diremos que dos ve´rtices 푢, 푣 ∈ 푉 (퐺) son
vecinos si [푢, 푣] ∈ 퐸(퐺). El grado de un ve´rtice es el nu´mero de vecinos que tiene en el
grafo.
El grado de 푣 ∈ 푉 (퐺) se denota por deg(푣) := 푐푎푟푑{푢 ∈ 푉 (퐺) : [푢, 푣] ∈ 퐸(퐺)}.
El nu´mero 휌(퐺) := min{deg(푣) : 푣 ∈ 푉 (퐺)} es el grado mı´nimo de 퐺, el nu´mero Δ(퐺) :=
max{deg(푣) : 푣 ∈ 푉 } es su grado ma´ximo. Si 휌(퐺) = Δ(퐺), entonces se dice que el grafo es
regular.
Si el grado de un ve´rtice es 0, diremos que es un ve´rtice aislado.
Definicio´n 1.1.6. Dos ve´rtices 푢, 푣 de un grafo 퐺 = (푉,퐸) se dicen adyacentes si
[푢, 푣] ∈ 퐸(퐺); as´ımismo, dos aristas son adyacentes si tienen un mismo ve´rtice en comu´n;
ana´logamente si 푒 = [푢, 푣] decimos que la arista 푒 es incidente a los ve´rtices 푢 y 푣.
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Pares de ve´rtices o aristas no adyacentes se dicen independientes. Ma´s formalmente, un
conjunto de ve´rtices o de aristas es independiente (o estable) si ningu´n par de elementos
suyos son adyacentes.
Definicio´n 1.1.7. Un camino es una sucesio´n de ve´rtices (o de aristas) adyacentes.
La longitud de un camino es la suma de las longitudes de las aristas que tiene este camino.
Definicio´n 1.1.8. Un grafo 퐺 es conexo si existe en 퐺 un camino entre cualquier par de
ve´rtices; en otro caso, decimos que es disconexo.
Definicio´n 1.1.9. Una componente conexa de un grafo 퐺 es un subgrafo conexo de 퐺 que no
esta´ propiamente contenido en ningu´n otro subgrafo conexo de 퐺, es decir, una componente
conexa de 퐺 es un subgrafo que es ma´ximal respecto a la propiedad de ser conexo. En otras
palabras, un subgrafo conexo 퐹 de un grafo 퐺 es una componente conexa de 퐺 si, para cada
grafo conexo 퐻, con 퐹 ⊆ 퐻 ⊆ 퐺, 푉 (퐹 ) ⊆ 푉 (퐻) y 퐸(퐹 ) ⊆ 퐸(퐻), resulta que 퐹 = 퐻.
Sen˜alemos que las componentes conexas de un grafo son grafos conexos; es fa´cil ver que
todo grafo se puede representar como unio´n de grafos conexos (sus componentes conexas).
Definicio´n 1.1.10. En un grafo conexo 퐺 definimos la distancia 푑퐺(푢, 푣) entre 푢 y 푣 como el
ı´nfimo de las longitudes de los caminos que unen los puntos 푢 y 푣 de 퐺; si no hay posibilidad
de confusio´n, simplemente escribiremos 푑(푢, 푣). Un camino uniendo 푢 y 푣 de longitud 푑(푢, 푣)
se llama geode´sico. Si no existe ningu´n camino uniendo 푢 y 푣, definimos 푑(푢, 푣) :=∞.
Observacio´n 1.1.11. Los puntos 푢 y 푣 pueden ser ve´rtices de 퐺 o no, es decir, pueden estar
en el interior de una arista de 퐺. Si no requerimos 푢, 푣 ∈ 푉 (퐺), escribiremos 푢, 푣 ∈ 퐺.
Con esta funcio´n de distancia todo grafo es un espacio me´trico.
El supremo de las distancias entre dos ve´rtices cualesquiera en 퐺 es el dia´metro de 푉 (퐺),
denotado por diam퐺 푉 (퐺), y el supremo de las distancias entre dos puntos cualesquiera en 퐺
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es el dia´metro de 퐺, denotado por diam퐺퐺. Cuando no haya lugar a confusio´n escribiremos
simplemente diam푉 (퐺) y diam퐺 en lugar de diam퐺 푉 (퐺) y diam퐺퐺.
Veamos unos ejemplos:
En estos ejemplos, diam푉 (퐶4) = diam퐶4 = 2 y diam푉 (퐶5) = 2, mientras que diam퐶5 =
5/2 (asumiendo que todas las aristas tienen longitud 1).
1.1.1 Algunos ejemplos de clases de grafos
Definicio´n 1.1.12. Un grafo completo es un grafo en el cual cada par de ve´rtices se unen
por exactamente una arista; en otras palabras, si todos los ve´rtices de 퐺 son pares adyacentes,
entonces 퐺 es completo. El grafo completo con 푛 ve´rtices se denota por 퐾푛.
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Evidentemente, todo grafo completo es regular.
Observacio´n 1.1.13. Hay grafos que son regulares y sin embargo no son completos, como
el ejemplo que figura a continuacio´n.
En efecto, este grafo es regular de grado 2 y, sin embargo, los ve´rtices en diagonal no son
adyacentes; por tanto, no es completo.
La propiedad de ser completo relaciona la medida ∣퐸(퐺)∣ de un grafo 퐺 y su orden ∣푉 (퐺)∣.
Proposicio´n 1.1.14. En todo grafo finito 퐺 = (푉 (퐺), 퐸(퐺)) se verifica:
∣퐸(퐺)∣ ≤ 1
2
∣푉 (퐺)∣(∣푉 (퐺)∣ − 1)
y si se da la igualdad, entonces 퐺 es completo.
Observacio´n 1.1.15. El grafo completo de 푛 ve´rtices 퐾푛 tiene
(
푛
2
)
= 푛(푛− 1)/2 aristas.
Definicio´n 1.1.16. Un grafo camino es un grafo no vac´ıo 푃 = (푉,퐸) con
푉 = {푥1, ⋅ ⋅ ⋅ , 푥푛} 퐸 = {[푥1, 푥2], ⋅ ⋅ ⋅ , [푥푛−1, 푥푛]} ,
donde los 푥푖 son todos distintos. Los ve´rtices 푥1 y 푥푛 esta´n unidos por 푃 y son llamados
extremos; los ve´rtices 푥2, ⋅ ⋅ ⋅ , 푥푛−1 son los ve´rtices interiores de 푃 .
El nu´mero de aristas de un camino es su longitud (si todas las aristas miden 1); el camino
con 푛 ve´rtices se denota por 푃푛. Obse´rvese que 푃1 = 퐾1 y 푃2 = 퐾2. No´tese que el grafo
camino 푃푛 tiene 푛− 1 aristas.
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Veamos un ejemplo del grafo camino para 푛 = 7:
Si 푃 = 푥1 ⋅ ⋅ ⋅푥푛 es un camino y 푛 ≥ 3, entonces el grafo 퐶 con 푉 (퐶) = 푉 (푃 ) y 퐸(퐶) =
퐸(푃 ) ∪ [푥푛, 푥1] se llama un ciclo. Como los caminos, denotamos a menudo un ciclo por su
sucesio´n de ve´rtices; el ciclo anterior puede ser escrito como 푥1 ⋅ ⋅ ⋅ 푥푛푥1. La longitud de un
ciclo es su nu´mero de aristas (o ve´rtices), cuando todas las aristas tienen longitud 1; el ciclo
de orden 푛 se denota por 퐶푛. El nu´mero de ve´rtices en un grafo 퐶푛 es igual al nu´mero de
aristas, y cada ve´rtice tiene grado dos, es decir, cada ve´rtice tiene dos aristas incidentes.
Veamos un ejemplo del grafo ciclo para 푛 = 8:
Proposicio´n 1.1.17. Sea 퐺 un grafo conexo y 푒 una arista perteneciente a un ciclo en 퐺.
Entonces 퐺 ∖ 푒 es conexo.
Definicio´n 1.1.18. Un grafo bipartito es un grafo no dirigido 퐺 = (푉 (퐺), 퐸(퐺)) cuyo
conjunto de ve´rtices 푉 (퐺) es unio´n de dos conjuntos disjuntos 푉1 y 푉2 de forma que [푢, 푣] ∈
퐸(퐺) implica que, o bien 푢 ∈ 푉1 y 푣 ∈ 푉2, o bien 푢 ∈ 푉2 y 푣 ∈ 푉1. Es decir, todas las aristas
tienen un extremo en cada uno de los conjuntos 푉1 y 푉2.
Recordemos que 푉1 y 푉2 forman una particio´n de 푉 (퐺): su interseccio´n es vac´ıa y su
unio´n es 푉 (퐺).
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Definicio´n 1.1.19. Se dice que un grafo simple 퐺 = (푉 (퐺), 퐸(퐺)) es bipartito completo y
se denota por 퐾푚푛, si el conjunto de ve´rtices 푉 (퐺) se puede dividir en dos conjuntos disjuntos
푉1, 푉2 (푉1 ∪ 푉2 = 푉 (퐺), 푉1 ∩ 푉2 = ∅) con 푚 y 푛 elementos respectivamente, de tal manera
que toda arista 푒 ∈ 퐸(퐺) conecta un ve´rtice de 푉1 con un ve´rtice de 푉2, y todo ve´rtice de 푉1
es adyacente a todo ve´rtice de 푉2.
No´tese que 퐾푚푛 tiene 푚+ 푛 ve´rtices, y 푚푛 aristas. Tambie´n se tiene 퐾푚푛 = 퐾푛푚.
Proposicio´n 1.1.20. Un grafo (con aristas de longitud 1) es bipartito si y so´lo si no contiene
ciclos de longitud impar.
El grafo de Petersen es un grafo que a menudo sirve como ejemplo o contraejemplo para
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diversas conjeturas en teor´ıa de grafos. Este grafo se denomina as´ı por Julius Peter Christian
Petersen, quien lo descubrio´ en 1898.
Definicio´n 1.1.21. Un bosque es un grafo sin ciclos. Un a´rbol es un grafo conexo sin
ciclos, es decir, un bosque conexo.
Existen numerosas formulaciones equivalentes de la definicio´n de a´rbol; el teorema si-
guiente resume las fundamentales.
Teorema 1.1.22. Sea 퐺 = (푉 (퐺), 퐸(퐺)) un grafo finito. Las siguientes afirmaciones son
equivalentes.
1. 퐺 es un a´rbol.
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2. Dos ve´rtices cualesquiera de 퐺 esta´n conectados por un u´nico camino simple.
3. 퐺 es conexo, pero si se le suprime una arista cualquiera, deja de serlo.
4. 퐺 es conexo y ∣퐸(퐺)∣ = ∣푉 (퐺)∣ − 1.
5. 퐺 es ac´ıclico y ∣퐸(퐺)∣ = ∣푉 (퐺)∣ − 1.
6. 퐺 es ac´ıclico, pero si se le an˜ade una arista, deja de serlo.
Proposicio´n 1.1.23. Si 푇 es un bosque que tiene 푛 ve´rtices y 푘 componentes conexas,
entonces tiene 푛− 푘 aristas.
Definicio´n 1.1.24. Un grafo plano o planar es un grafo que puede ser dibujado en el plano
sin que ninguna de sus aristas se intersequen.
El matema´tico polaco Kazimierz Kuratowski encontro´ una caracterizacio´n de los grafos
planos, conocida como el teorema de Kuratowski.
Teorema 1.1.25. Un grafo es plano si y so´lo si no contiene un subgrafo isomorfo a 퐾5 (el
grafo completo de 5 ve´rtices) o a 퐾3,3 (el grafo bipartito completo de 3 y 3 ve´rtices).
Definicio´n 1.1.26. Dos grafos 퐺1, 퐺2 son isomorfos si existe una funcio´n biyectiva 푓 de
푉 (퐺1) en 푉 (퐺2) con la propiedad de que [푢, 푣] ∈ 퐸(퐺1) si y so´lo si [푓(푢), 푓(푣)] ∈ 퐸(퐺2).
No es fa´cil, en general, decidir si dos grafos son isomorfos o no. En los casos sencillos,
si los dos grafos son isomorfos, se puede encontrar la biyeccio´n a simple vista, sobre todo
si el dibujo nos ayuda. Una manera de comprobar si dos grafos finitos son isomorfos (que,
por supuesto, habra´n de tener el mismo nu´mero de ve´rtices, digamos 푛), ser´ıa comprobar si
alguna de las 푛! aplicaciones biyectivas entre los conjuntos de ve´rtices respectivos cumple las
propiedades necesarias para ser un isomorfismo entre los dos grafos. Pero esto, desde luego,
no es un procedimiento razonable si 푛 es grande.
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Sin embargo, para decidir que dos grafos no son isomorfos contamos con ciertas
propiedades de un grafo que se han de conservar por isomorfismos:
∙ Ambos grafos han de tener el mismo nu´mero de ve´rtices (si no lo tienen, no podremos
construir una aplicacio´n biyectiva entre los conjuntos de ve´rtices).
∙ Cada ve´rtice ha de mantener sus relaciones de vecindad. En particular, si 퐺 =
(푉 (퐺), 퐸(퐺)) y 퐺′ = (푉 (퐺′), 퐸(퐺′)) son dos grafos isomorfos mediante 휙, entonces,
para cada 푢 ∈ 푉 (퐺):
deg(푢) = deg(휙(푢)).
En efecto, como 휙 es una biyeccio´n que conserva la adyacencia, el nu´mero de ve´rtices
adyacentes a 푢 en 퐺 ha de ser el mismo que el de ve´rtices adyacentes a 휙(푢) en 퐺′;
por lo tanto, el nu´mero de aristas con extremo en 푢 ha de coincidir con el nu´mero de
aristas con extremo en 휙(푢) y, consecuentemente, sus grados sera´n iguales.
∙ Con ma´s generalidad, si dos grafos son isomorfos, entonces han de tener la misma
sucesio´n de grados. Sin embargo, que dos grafos tengan la misma sucesio´n de grados
no garantiza que sean isomorfos, como muestra el ejemplo 1.1.27.
∙ La sucesio´n de grados ha de conservarse, y como sabemos que en todo grafo (finito)
la suma de los grados coincide con dos veces el nu´mero de aristas, deducimos que dos
grafos isomorfos han de tener el mismo nu´mero de aristas.
Ejemplo 1.1.27. Consideremos los dos grafos siguientes:
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Ambos tienen seis ve´rtices, cinco aristas y su sucesio´n de grados es (1, 1, 1, 2, 2, 3). Sin
embargo, no son isomorfos pues, por ejemplo, el ve´rtice de grado 3 es, en un caso, vecino de
dos de grado 1 y de uno de grado 2; y en el otro, de uno de grado 1 y de dos de grado 2.
Hay otras propiedades que son conservadas bajo isomorfismos (todas las relacionadas con
vecindades); por ejemplo, el llamado cuello de un grafo, del que hablaremos un poco ma´s
adelante. Sin embargo, no existe una caracterizacio´n para el isomorfismo de dos grafos (una
serie de propiedades que determinen si dos grafos son o no isomorfos). Veamos un ejemplo
de dos grafos isomorfos:
Ejemplo 1.1.28. Los dos grafos que siguen son isomorfos, ya que la funcio´n 휙 que lleva 푎
en 푎′, 푏 en 푏′, 푐 en 푐′ y 푑′ en 푑′ es una biyeccio´n y preserva la adyacencia.
Si 퐺 es un grafo, se llama cuello de 퐺 al ı´nfimo de las longitudes de los ciclos de 퐺, y lo
denotamos por 푔(퐺).
Si dos grafos 퐺 y 퐺′ son isomorfos (con aristas de igual longitud constante), entonces
푔(퐺) = 푔(퐺′).
El supremo de las longitudes de los ciclos en un grafo 퐺 es su circunferencia, y se denota
por 퐶(퐺).
Por ejemplo, si consideramos los siguientes grafos con aristas de longitud 1:
Es fa´cil ver que tienen igual nu´mero de ve´rtices y de aristas y todos los ve´rtices son de
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grado 3; pero no son isomorfos, porque 푔(퐺) = 3, mientras que 푔(퐺′) = 4. Pero recordemos
una vez ma´s que comprobar que todas estas propiedades son iguales en dos grafos no basta
para concluir que esos dos grafos son isomorfos. Habra´ que encontrar una biyeccio´n entre los
respectivos conjuntos de ve´rtices que respete las relaciones de vecindad.
Por simple intuicio´n, se podr´ıa pensar que los isomorfismos entre grafos preservan todas
las propiedades; no obstante, probamos que la propiedad de ser hiperbo´lico no se preserva por
isomorfismos (ver Teorema 4.1.8); de hecho, bajo ciertas hipo´tesis, hemos podido garantizar
que la hiperbolicidad se preserva entre grafos isomorfos (ver Teorema 4.1.11).
Definicio´n 1.1.29. El grafo rueda 푊푛 de orden 푛 es un grafo simple que contiene un ciclo
de orden 푛− 1 y tal que cada ve´rtice en el ciclo se conecta al otro ve´rtice (el ve´rtice central).
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En esta tesis trabajamos con grafos conexos muy generales: pueden tener lazos, aristas
mu´ltiples y las aristas pueden tener longitud arbitraria; adema´s, pueden ser finitos o no. En
el caso de que sean infinitos pedimos que sean localmente finitos, es decir, que toda bola
interseque una cantidad finita de aristas; esto garantiza la existencia de geode´sicas uniendo
dos puntos cualesquiera del grafo y, por tanto, que el grafo es un espacio me´trico geode´sico.
1.2 Espacios hiperbo´licos en sentido de Gromov
El te´rmino hiperbolicidad se utiliza en esta tesis para describir el comportamiento de las
geode´sicas en los espacios “curvados negativamente”. La idea de Gormov era buscar una
manera de identificar estructuras a gran escala en un espacio, olvidando pequen˜as “irregulari-
dades” locales. En sus trabajos, Gromov desarrolla las propiedades de los grupos hiperbo´licos,
es decir, grupos finitamente generados con grafos de Cayley hiperbo´licos (ver, por ejemplo,
[22], [24], [25]).
A partir de los trabajos de Gromov durante los an˜os 70 y ma´s tarde de Kanai en los 80, se
sabe que los grafos pueden modelizar bien las variedades (ver, por ejemplo, [2], [12], [19], [26],
[29], [30], [31], [40], [41], [45] para entender las importantes conexiones entre teor´ıa de grafos
y teor´ıa del potencial en variedades riemannianas). Surge, en este contexto, el concepto
de hiperbolicidad en sentido de Gromov que trata de sintetizar las propiedades esenciales
que tienen en comu´n muchos grafos y las variedades con curvatura negativa. Este concepto
ha sido estudiado y desarrollado por numerosos autores como, por ejemplo, Balogh, Bonk,
Buckley, Heinonen, Koskela, Naor, Peres, Schramm, Schroeder, Sheffield, Visl y Vuorinen
(ver [7], [8], [20], [34], [46], [47], [48], [49]).
Concretamente, la hiperbolicidad se define de la siguiente manera: un espacio me´trico
geode´sico es 훿-hiperbo´lico si cualquier lado de cualquier tria´ngulo geode´sico 푇 esta´ contenido
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en un 훿-entorno de la unio´n de los otros dos lados. Ma´s adelante veremos las definiciones de
estos conceptos.
Por otro lado, la teor´ıa de espacios de Gromov, que nacio´ motivada inicialmente por el
estudio de grupos finitamente generados ha demostrado ser de enorme importancia pra´ctica.
En sus comienzos esta teor´ıa fue aplicada principalmente al estudio de grupos automa´ticos
(ver por ejemplo el cap´ıtulo 3 de [35]), que juegan un importante papel en ciencias de la com-
putacio´n (de hecho, los grupos que son espacios de Gromov, son a su vez grupos automa´ticos
fuertemente geode´sicos; ver [50]).
Sin embargo, en los u´ltimos an˜os se ha producido un importante cambio en la forma de
trabajar en espacios de Gromov. Dicho cambio consiste en enfocar el tema desde un punto de
vista ma´s anal´ıtico y geome´trico, en lugar del tradicional punto de vista algebraico; esto ha
permitido obtener uno de los resultados ma´s importantes de la teor´ıa: el teorema de Mario
Bonk que caracteriza los espacios de Gromov como aquellos espacios me´tricos geode´sicos que
satisfacen la propiedad de estabilidad geode´sica. Dicha propiedad puede expresarse de forma
intuitiva de la siguiente manera: cerca de una quasi-geode´sica hay siempre una geode´sica con
los mismos extremos, con constantes uniformes (ver por ejemplo [6] o´ [22] para una definicio´n
precisa de estabilidad geode´sica, y [6] para un enunciado preciso del teorema).
Esta importante propiedad de los espacios de Gromov es la clave de su ma´s moderna e
importante aplicacio´n: ayudar a garantizar la seguridad de la transmisio´n de informacio´n por
internet (ver [27] y [28]).
Una estrategia cla´sica para preservar la seguridad en el env´ıo de informacio´n por internet
es dividir el mensaje en una gran cantidad de partes, y enviar cada parte por un “camino”
diferente; la reconstruccio´n del mensaje resulta mucho ma´s sencilla si las diferentes partes
del mensaje llegan pra´cticamente al mismo tiempo, es decir, si los diferentes caminos usados
para el env´ıo tienen aproximadamente la misma longitud. Y aqu´ı es donde juega un papel
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importante la hiperbolicidad, ya que puede probarse que el grafo que modeliza internet es
hiperbo´lico en sentido de Gromov, y eso implica que pro´ximas a cualquier geode´sica 푔 (el
camino ma´s corto entre dos puntos) pueden encontrarse gran cantidad de quasi-geode´sicas
(caminos uniendo los dos extremos de 푔 con longitud no mucho mayor que la de 푔).
La hiperbolicidad tambie´n juega un importante papel en la propagacio´n de virus por la
red (ver [28]).
De hecho, el Departamento de Defensa de Estados Unidos esta´ interesado en prevenir lo
que podr´ıa ser un ataque informa´tico a cierta escala (lo que denominan con el exo´tico nombre
de Electronic Pearl Harbor) y, de hecho, ha subvencionado la investigacio´n en espacios de
Gromov de Edmond Jonckheere (doctor en Ingenier´ıa Ele´ctrica y Full Professor of Electrical
Engineering and Mathematics, University of Southern California, Los Angeles).
Un nuevo campo de aplicacio´n de los grafos hiperbo´licos, tambie´n dentro del marco de la
seguridad, son los denominados conjuntos seguros.
Otro campo de aplicacio´n de la hiperbolicidad es el ana´lisis filogene´tico, a´rea con un gran
desarrollo en la actualidad, que trata de construir a´rboles o grafos que representen los datos
sobre el ADN (ver [10]). Un resultado ba´sico de esta disciplina establece que un espacio
me´trico (en particular, el que aparece al considerar la distancia de Hamming 푑 en un espacio
푋 de alineamientos espec´ıficos de sucesiones de ADN) puede representarse por un a´rbol con
pesos apropiado si y so´lo si satisface la condicio´n
푑(푥, 푦) + 푑(푢, 푣) ≤ max{푑(푥, 푢) + 푑(푦, 푣), 푑(푥, 푣) + 푑(푦, 푢)}
para todo 푥, 푦, 푢, 푣 ∈ 푋.
Recordemos que la hiperbolicidad de Gromov puede definirse de forma equivalente me-
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diante la condicio´n
푑(푥, 푦) + 푑(푢, 푣) ≤ max{푑(푥, 푢) + 푑(푦, 푣), 푑(푥, 푣) + 푑(푦, 푢)}+ 2훿
para todo 푥, 푦, 푢, 푣 ∈ 푋.
Una forma alternativa de entender la importancia de los espacios hiperbo´licos es verlos
como espacios que se parecen mucho a los a´rboles: de hecho, los a´rboles son precisamente los
espacios 0-hiperbo´licos (ver, por ejemplo, [22, p. 30]). Esta similitud hace que los espacios
de Gromov disfruten de interesantes propiedades en comu´n con los a´rboles (ver, por ejemplo,
[22, p. 33]).
A continuacio´n introducimos unas definiciones necesarias.
Definicio´n 1.2.1. Si 훾 : [푎, 푏] −→ 푋 es una curva continua en un espacio me´trico (푋, 푑),
podemos definir la longitud de 훾 como
퐿(훾) := sup
{ 푛∑
푖=1
푑(훾(푡푖−1), 훾(푡푖)) : 푎 = 푡0 < 푡1 < ⋅ ⋅ ⋅ < 푡푛 = 푏
}
.
Definicio´n 1.2.2. Si 푋 es un espacio conexo por arcos en el que tenemos definida la longitud
de cada curva, podemos definir la distancia interior como
푑푋(푥, 푦) := inf{퐿(훾) : 훾 ⊂ 푋 es una curva continua uniendo 푥 e 푦}.
Si 퐷 es un subconjunto cerrado de 푋, consideramos siempre en 퐷 la distancia interior
obtenida por la restriccio´n de las curvas de 푋 al conjunto 퐷, esto es
푑퐷(푧, 푤) := inf
{
퐿푋(훾) : 훾 ⊂ 퐷 es una curva continua uniendo 푧 y 푤
} ≥ 푑푋(푧, 푤) .
Consecuentemente, 퐿퐷(훾) = 퐿푋(훾) para toda curva 훾 ⊂ 퐷.
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Para el estudio de los espacios hiperbo´licos de Gromov usaremos la notacio´n de [22].
Veamos algunos resultados ba´sicos sobre estos espacios.
Definicio´n 1.2.3. Una curva 푔 uniendo los puntos 푥 e 푦 en un espacio me´trico de dice
geode´sica si 퐿(푔) = 푑(푥, 푦). Denotamos por [푥푦] una geode´sica uniendo 푥 e 푦; como pueden
existir varias geode´sicas uniendo dos puntos, esta notacio´n puede resultar ambigua, pero es
muy conveniente.
Definicio´n 1.2.4. Un espacio me´trico 푋 es geode´sico si dos elementos cualesquiera de 푋
pueden unirse por una geode´sica.
Definicio´n 1.2.5. Si 푋 es un espacio me´trico geode´sico y 퐽 = {퐽1, 퐽2, . . . , 퐽푛} es un pol´ıgono
con lados 퐽푗 ⊆ 푋, decimos que 퐽 es 훿-thin si para todo 푥 ∈ 퐽푖 tenemos que 푑(푥,∪푗 ∕=푖퐽푗) ≤ 훿.
Denotamos por 훿(퐽) la constante de hiperbolicidad de 퐽 , es decir, 훿(퐽) := inf{훿 ≥ 0 :
퐽 es 훿-thin }. Si 푥1, 푥2, 푥3 ∈ 푋, un tria´ngulo geode´sico 푇 = {푥1, 푥2, 푥3} es la unio´n de
tres geode´sicas 퐽1 = [푥1푥2], 퐽2 = [푥2푥3] y 퐽3 = [푥3푥1]. El espacio 푋 es 훿-hiperbo´lico (o
verifica la condicio´n de Rips con constante 훿) si todo tria´ngulo geode´sico en 푋 es 훿-thin.
Denotamos por 훿(푋) la constante de hiperbolicidad de 푋, es decir, 훿(푋) := sup{훿(푇 ) :
푇 es un tria´ngulo geode´sico en 푋 }. Decimos que 푋 es hiperbo´lico si es 훿-hiperbo´lico para
alguna constante 훿 ≥ 0.
Obse´rvese que si 푋 es hiperbo´lico, entonces 훿(푋) = inf{훿 ≥ 0 : 푋 es 훿-hiperbo´lico } .
Observacio´n 1.2.6. En un espacio 훿-hiperbo´lico 푋 todo pol´ıgono geode´sico de 푛 lados es
(푛− 2)훿-thin. Basta ver que el pol´ıgono se descompone en (푛− 2) tria´ngulos geode´sicos.
Observacio´n 1.2.7. Existen muchas definiciones diferentes de hiperbolicidad de Gromov
(ver, por ejemplo, [22]). Pero todas estas definiciones son equivalentes en el sentido de que
si 푋 es 훿퐴-hiperbo´lico con respecto a la definicio´n 퐴, entonces es tambie´n 훿퐵-hiperbo´lico con
respecto a la definicio´n 퐵, y existen constantes universales 푐1, 푐2 tales que 푐1훿퐴 ≤ 훿퐵 ≤ 푐2 훿퐴
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(ver, por ejemplo, [22, p. 41]). No obstante, fijado un 훿 ≥ 0, el conjunto de grafos 훿-
hiperbo´licos con respecto a la definicio´n 퐴, es diferente, en general, del conjunto de grafos
훿-hiperbo´licos con respecto a la definicio´n 퐵. Hemos escogido esta definicio´n (Definicio´n
1.2.5) porque tiene un significado geome´trico muy profundo (ver, por ejemplo, [22, cap´ıtulo
3]). En esta memoria siempre usaremos como definicio´n de espacio hiperbo´lico la Definicio´n
1.2.5.
Obviamente todo tria´ngulo 푇 es 훿-thin, con 훿 = diam푋(푇 ), pero no todo espacio 푋
es hiperbo´lico. La clave esta´ en que las constantes de todos los tria´ngulos deben estar
uniformemente acotadas. Por tanto, el concepto “thin” es un concepto global y no local.
Observacio´n 1.2.8. Cualquier bia´ngulo, es decir, un tria´ngulo con dos ve´rtices iguales, en
un espacio 훿-hiperbo´lico es obviamente 훿-thin.
Conviene destacar que decidir cua´ndo un espacio es hiperbo´lico es algo muy dif´ıcil, en
general. Primeramente, notemos que tenemos que considerar un tria´ngulo geode´sico arbi-
trario 푇 , calcular la distancia mı´nima entre un punto arbitrario 푃 de 푇 y la unio´n de los
otros dos lados que no contienen el punto 푃 . Luego, tomar el supremo sobre todas las posi-
bles elecciones de 푃 y depue´s sobre todas las posibles elecciones de 푇 . Esto quiere decir que
si el espacio es, por ejemplo, una variedad 푛-dimensional y seleccionamos dos puntos 푃 y
푄 en lados diferentes de un tria´ngulo 푇 , la funcio´n que mide la distancia entre 푃 y 푄 es
una funcio´n 퐹 que tiene (3푛 + 2)-variables (3푛 variables describen los tres ve´rtices de 푇 y
dos variables describen los puntos 푃 y 푄 en la curva dada por 푇 ). Para poder demostrar
que nuestro espacio es hiperbo´lico tendr´ıamos que tomar el mı´nimo de 퐹 en la variable que
describe 푄 y el supremo sobre las restantes 3푛+ 1 variables o, al menos, probar que es finita.
Sin tener en cuenta la dificultad de resolver un problema minimax, notemos que el principal
obsta´culo es que no conocemos, ni siquiera de forma aproximada, donde esta´n localizadas las
geode´sicas en el espacio.
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El siguiente concepto que introducimos es una clase de aplicaciones que va a jugar un
papel fundamental en la teor´ıa de espacios hiperbo´licos.
Este tipo de aplicaciones son importantes porque preservan la hiperbolicidad, como se
muestra en los siguientes resultados.
Definicio´n 1.2.9. Sean (푋, 푑푋) y (푌, 푑푌 ) dos espacios me´tricos. Una aplicacio´n 푓 : 푋 −→
푌 es una (훼, 훽)-quasi-isometr´ıa (con 훼 ≥ 1, 훽 ≥ 0) si para todo 푥, 푦 ∈ 푋 :
훼−1푑푋(푥, 푦)− 훽 ≤ 푑푌 (푓(푥), 푓(푦)) ≤ 훼푑푋(푥, 푦) + 훽.
Se dice que 푓 es una quasi-isometr´ıa si es una (훼, 훽)-quasi-isometr´ıa para algunas constantes
훼 y 훽. En el caso de tener 훼 = 1 y 훽 = 0 se dice que 푓 es una isometr´ıa.
Observacio´n 1.2.10. Las quasi-isometr´ıas son funciones muy flexibles (ni siquiera tienen
que ser continuas como muestra el ejemplo a continuacio´n) y, sin embargo, son una her-
ramienta fundamental para determinar la hiperbolicidad de un espacio.
Ejemplo 1.2.11. 푓 : ℝ −→ ℝ definida por 푓(푥) = [푥] es una (1, 1)-quasi-isometr´ıa, aunque
푓 no es continua en los nu´meros naturales.
Definicio´n 1.2.12. Sean 푋 un espacio me´trico, 푌 y 푍 dos subconjuntos no vac´ıos de 푋 y
휀 un nu´mero real positivo. Se llama 휀-entorno o 휀-vecindad de 푌 en 푋 y se denota 풱휀(푌 ),
al conjunto {푥 ∈ 푋 : 푑푋(푥, 푌 ) ≤ 휀}.
Se llama distancia de Hausdorff entre 푌 y 푍, y se denota por ℋ(푌, 푍), al nu´mero definido
por:
ℋ(푌, 푍) := inf{휀 > 0 : 푌 ⊂ 풱휀(푍) y 푍 ⊂ 풱휀(푌 )}.
Un subconjunto 푌 de 푋 es 휀-full, si 풱휀(푌 ) = 푋.
Observacio´n 1.2.13. La distancia de Hausdorff no es una distancia en el sentido estricto,
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en primer lugar porque puede tomar valores infinitos, y en segundo lugar porque ℋ(푌, 푍) = 0
no implica necesariamente 푌 = 푍, pero para nuestro estudio esto no tiene importancia.
Definicio´n 1.2.14. Dos espacios me´tricos 푋 e 푌 son quasi-isome´tricos si existen una quasi-
isometr´ıa 푓 : 푋 −→ 푌 y un real 휀 ≥ 0 tales que 푓(푋) es 휀-full en 푌 .
Definicio´n 1.2.15. Una (훼, 훽)-quasi-geode´sica en un espacio me´trico 푋 es una (훼, 훽)-quasi-
isometr´ıa 훾 : 퐼 −→ 푋, donde 퐼 es un intervalo de ℝ.
Por tanto, una geode´sica es una (1, 0)-quasi-geode´sica.
Una primera propiedad fundamental de los espacios hiperbo´licos es la siguiente:
Teorema 1.2.16 (Estabilidad geode´sica). Existe una constante 퐻 = 퐻(훿, 훼, 훽) tal que para
todo espacio me´trico geode´sico 훿-hiperbo´lico 푋, para todo 푥, 푦 ∈ 푋 y para todas las (훼, 훽)-
quasi-geode´sicas 푔 y ℎ uniendo 푥 e 푦, se tiene que ℋ(푔, ℎ) ≤ 퐻.
El corolario a continuacio´n es una consecuencia directa de la estabilidad geode´sica.
Corolario 1.2.17. Cualquier tria´ngulo con lados (훼, 훽)-quasi-geode´sicos en un espacio
me´trico geode´sico 훿-hiperbo´lico es (훿 + 2퐻)-thin, donde 퐻 es la constante en el Teorema
1.2.16, que solo depende de 훼, 훽 y 훿.
Decimos que una propiedad se verifica cuantitativamente si se verifica con una constante
que so´lo depende de las constantes que han aparecido en las hipo´tesis.
Teorema 1.2.18 (Invariancia de la hiperbolicidad por quasi-isometr´ıas). Sean (푋, 푑푋) y
(푌, 푑푌 ) dos espacios me´tricos geode´sicos.
i) Si 푌 es hiperbo´lico y existe una quasi-isometr´ıa de 푋 en 푌 , entonces 푋 es hiperbo´lico,
cuantitativamente.
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ii) Si 푋 e 푌 son quasi-isome´tricos, entonces 푋 es hiperbo´lico si y so´lo si 푌 lo es, cuanti-
tativamente.
A continuacio´n veamos algunos ejemplos interesantes de espacios hiperbo´licos:
Ejemplo 1.2.19. Un espacio vectorial normado es hiperbo´lico si y so´lo si tiene dimensio´n
uno.
Esto es consecuencia de los hechos siguientes.
Ejemplo 1.2.20. ℝ es 0-hiperbo´lico: en efecto, todo punto de cualquier tria´ngulo 푇 contenido
en la recta real pertenece simulta´neamente a dos lados y, por tanto, podemos concluir que 푇
es 0-thin.
Ejemplo 1.2.21. ℝ2 no es hiperbo´lico: es obvio que en el plano se pueden trazar tria´ngulos
푇 con 훿(푇 ) arbitrariamente grande, por lo que ℝ2 no es hiperbo´lico. De forma similar puede
razonarse para dimensiones superiores.
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Ejemplo 1.2.22. Todo a´rbol me´trico con aristas de longitud arbitraria es 0-hiperbo´lico. En
efecto, como en el caso de la recta real, todo punto de cualquier tria´ngulo contenido en un
a´rbol pertenece simulta´neamente a dos lados (ver [22], p. 29).
Ejemplo 1.2.23. Todo espacio me´trico acotado 푋 es (푑푖푎푚푋)-hiperbolico, ver ([22], p. 29).
Ejemplo 1.2.24. Toda variedad riemanniana completa simplemente conexa con curvatura
seccional acotada superiormente por −푘2, con 푘 una constante positiva, es hiperbo´lica (ver
[22], p. 52).
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Capı´tulo2
Sobre la constante de hiperbolicidad
en grafos
2.1 Hiperbolicidad, lazos y aristas mu´ltiples
En esta seccio´n probamos que, para estudiar la hiperbolicidad de grafos, es suficiente consi-
derar grafos sin lazos ni aristas mu´ltiples.
Necesitaremos el siguiente resultado (ver [43, Lema 2.1]):
Lema 2.1.1. Sea un espacio me´trico geode´sico 푋. Si todo tria´ngulo geode´sico en 푋 que es
un ciclo simple, es 훿-thin, entonces 푋 es 훿-thin.
Un ciclo es una curva simple cerrada, es decir, un camino en el cual el u´ltimo ve´rtice
coincide con el primero y que no tiene autointersecciones.
Este lema tiene la siguiente consecuencia.
Corolario 2.1.2. En cualquier grafo 퐺,
훿(퐺) = sup
{
훿(푇 ) : 푇 es un tria´ngulo geode´sico que es un ciclo
}
.
Observacio´n 2.1.3. Algunos autores (ver por ejemplo [10, 32]) consideran solamente
tria´ngulos geode´sicos formados por los ve´rtices del grafo 퐺. Haciendo eso, obtienen una
definicio´n equivalente (en el sentido de la observacio´n 1.2.7) de la nuestra si todas las aris-
tas en 퐺 tienen longitud 1. No obstante, como consideramos grafos con aristas de longitud
arbitraria, debemos considerar tria´ngulos geode´sicos con ve´rtices en 퐺.
Definicio´n 2.1.4. Dado un grafo 퐺, decimos que una familia de subgrafos {퐺푛}푛 de 퐺 es
una tree-decomposition de 퐺 si ∪푛퐺푛 = 퐺, 퐺푛 ∩퐺푚 es un ve´rtice o el conjunto vac´ıo para
cada 푛 ∕= 푚, y si el grafo 푅 es un a´rbol; para cada 푛 consideremos un punto 푣푛 (abstracto,
no contenido en 퐺푛), 푉 (푅) = {푣푛}푛 y [푣푛, 푣푚] ∈ 퐸(푅) si y so´lo si 퐺푛 ∩퐺푚 ∕= ∅.
El siguiente resultado permite obtener informacio´n global sobre la hiperbolicidad de un
grafo a partir de informacio´n local.
Teorema 2.1.5. Sea 퐺 un grafo y sea {퐺푛}푛 una tree-decomposition de 퐺. Entonces 훿(퐺) =
sup푛 훿(퐺푛).
Prueba. Observemos que, como {퐺푛}푛 es una tree-decomposition de 퐺, si 푔 es un ciclo en
퐺, entonces existe 푛 tal que 푔 ⊆ 퐺푛. Usando el Corolario 2.1.2, tenemos
훿(퐺) = sup
{
훿(푇 ) : 푇 es un tria´ngulo geode´sico que es un ciclo
}
= sup
푛
{
sup
{
훿(푇 ) : 푇 es un tria´ngulo geode´sico que es un ciclo en 퐺푛
}}
= sup
푛
훿(퐺푛) .
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El Teorema 2.1.5 tiene la siguiente consecuencia.
Corolario 2.1.6. Sea 퐺0 un grafo con {푣푛}푛 ⊆ 푉 (퐺0) y {푇푛}푛 un conjunto de a´rboles con un
ve´rtice fijo 푥푛 ∈ 푉 (푇푛) para cada 푛. El grafo 퐺 obtenido pegando 퐺0 y {푇푛}푛, identificando
푣푛 con 푥푛 para cada 푛, verifica 훿(퐺) = 훿(퐺0).
Observacio´n 2.1.7. El conjunto {푣푛}푛 puede ser finito o numerable.
Prueba. Esta´ claro que 퐺0 y {푇푛}푛 es una tree-decomposition de 퐺. Como cualquier a´rbol
es 0-hiperbo´lico, el Teorema 2.1.5 da el resultado.
Del Corolario 2.1.6 deducimos que, a la hora de estudiar la hiperbolicidad de grafos, basta
considerar solamente grafos que tienen grado mı´nimo al menos dos. En tal caso, si
푙 := inf
{
퐿(훽) : 훽 ∈ 퐸(퐺) con 퐺 ∖ 훽 conexo},
tenemos 훿(퐺) ≥ 푙
2
; si, adema´s, 퐺 no tiene aristas mu´ltiples, entonces 훿(퐺) ≥ 3푙
4
.
Dado un grafo 퐺, definimos 퐴(퐺) como el grafo 퐺 sin sus lazos, y 퐵(퐺) como el grafo
퐺 sin sus aristas mu´ltiples, obtenido sustituyendo cada arista mu´ltiple por una u´nica con la
longitud mı´nima de las aristas correspondientes a esta arista mu´ltiple.
El Teorema 2.1.5 permite obtener el resultado siguiente que reduce el estudio de la hiper-
bolicidad de un grafo con lazos a la hiperbolicidad del grafo sin sus lazos.
Teorema 2.1.8. Si 퐺 es un grafo con lazos, entonces 퐺 es hiperbo´lico si y so´lo si 퐴(퐺) es
hiperbo´lico y sup{퐿(푔) : 푔 es un lazo de 퐺} <∞. Adema´s,
훿(퐺) = max
{
훿(퐴(퐺)),
1
4
sup{퐿(푔) : 푔 es un lazo de 퐺}
}
.
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En particular, si todas las aristas tienen longitud 푘, entonces
훿(퐺) = max
{
훿(퐴(퐺)),
푘
4
}
.
Prueba. Esta claro que 퐴(퐺) y los lazos de 퐺 constituyen una tree-decomposition de 퐺.
Notemos que todo lazo 푔 verifica 훿(푔) = 퐿(푔)
4
. Entonces el Teorema 2.1.5 da la primera
fo´rmula. Los otros enunciados son consecuencia directa de esta fo´rmula.
Definicio´n 2.1.9. Sea {퐾푛}푛 una sucesio´n de conjuntos cerrados en un espacio me´trico 푋.
Decimos que {퐾푛}푛 es una exhaustion de 푋 si 퐾푛 ⊆ 퐾푛+1 para todo 푛 y dado cualquier
cerrado acotado 퐾 ⊂ 푋, existe 푁 con 퐾 ⊆ 퐾푁 .
A continuacio´n obtenemos otro resultado global a partir de informacio´n local.
Teorema 2.1.10. Supongamos que existe 훿 ≥ 0 y una exhaustion {퐾푛}푛 de un espacio
me´trico geode´sico 푋 tal que 퐾푛 es 훿-hiperbo´lico para todo 푛. Entonces 푋 es 훿-hiperbo´lico.
Prueba. Sea 푇 = [푥푦] ∪ [푦푧] ∪ [푧푥] cualquier tria´ngulo geode´sico en 푋, y sea 푢 ∈ [푥푦]. El
entorno 풱훿(푇 ) esta´ contenido en 퐾푁 para algu´n 푁 . Como 푇 es un tria´ngulo geode´sico en 푋,
tambie´n es un tria´ngulo geode´sico en 퐾푁 . Como 퐾푁 es 훿-hiperbo´lico, existe 푣 ∈ [푦푧] ∪ [푧푥]
tal que 푑푋(푢, 푣) ≤ 푑퐾푁 (푢, 푣) ≤ 훿.
Definicio´n 2.1.11. Un subgrafo Γ de 퐺 se denomina isome´trico si 푑Γ(푥, 푦) = 푑퐺(푥, 푦) para
todo 푥, 푦 ∈ Γ.
Obse´rvese que esta condicio´n es equivalente a 푑Γ(푢, 푣) = 푑퐺(푢, 푣) para todo ve´rtice 푢, 푣 ∈
푉 (Γ).
Lema 2.1.12. Si Γ es un subgrafo isome´trico de 퐺, entonces 훿(Γ) ≤ 훿(퐺).
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Prueba. Obse´rvese que por hipo´tesis 푑Γ(푥, 푦) = 푑퐺(푥, 푦) para todo 푥, 푦 ∈ Γ; por tanto, todo
tria´ngulo geode´sico en Γ es un tria´ngulo geode´sico en 퐺. Consecuentemente, 훿(Γ) ≤ 훿(퐺).
El siguiente resultado completa el Lema 2.1.12.
Teorema 2.1.13. Supongamos que Γ es un subgrafo de un grafo 퐺 tal que existen 훼 ≥ 1 y
훽 ≥ 0 con 푑Γ(푥, 푦) ≤ 훼푑퐺(푥, 푦) + 훽, para todo 푥, 푦 ∈ Γ. Si 퐺 es hiperbo´lico, entonces Γ es
hiperbo´lico. Adema´s, si existe una constante 푐 de tal manera que toda componente conexa 퐸
de 퐺 ∖ Γ satisface diam퐺퐸 ≤ 푐, entonces 퐺 es hiperbo´lico si y so´lo si Γ es hiperbo´lico.
Prueba. Por el Teorema 1.2.18, basta con observar que la inclusio´n 푖 : Γ −→ 퐺 es una (훼, 훽)-
quasi-isometr´ıa, ya que 푑퐺(푥, 푦) ≤ 푑Γ(푥, 푦) ≤ 훼푑퐺(푥, 푦) + 훽 para todo 푥, 푦 ∈ Γ. Por otra
parte, si toda componente conexa 퐸 de 퐺 ∖ Γ satisface diam퐺퐸 ≤ 푐, entonces 푖 es 푐-full.
Teorema 2.1.14. Si 퐺 es un grafo con aristas mu´ltiples, entonces 퐺 es hiperbo´lico si y so´lo
si 퐵(퐺) es hiperbo´lico y 퐽 := sup{퐿(훽) : 훽 es una arista mu´ltiple de퐺} < ∞. Adema´s, si
푗 := inf{푑(푥, 푦) : 푥, 푦 esta´n unidos por una arista mu´ltiple de 퐺}, entonces
max
{
훿(퐵(퐺)),
퐽 + 푗
4
}
≤ 훿(퐺) ≤ 훿(퐵(퐺)) + 퐽.
Por otro lado, si todas las aristas de 퐺 tienen longitud 푘, entonces
훿(퐺) = max
{
훿(퐵(퐺)),
푘
2
}
= max
{
훿(퐴(퐵(퐺))),
푘
2
}
.
Si todas las aristas de 퐺 tienen longitud 푘 y 퐵(퐺) no es un a´rbol, entonces 훿(퐺) = 훿(퐵(퐺)) =
훿(퐴(퐵(퐺))).
Prueba. En primer lugar demostraremos las desigualdades que involucran a 훿(퐺).
Como 퐵(퐺) es un subgrafo isome´trico de 퐺, el Lema 2.1.12 da 훿(퐵(퐺)) ≤ 훿(퐺).
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Consideremos ve´rtices 푥, 푦 unidos por una arista mu´ltiple de 퐺.
Sea 훾1 una arista en 퐺 que une 푥 e 푦, y 훾2 := [푥푦], con longitudes 퐿 y 푙 (퐿 ≥ 푙),
respectivamente. Si tomamos 푧 ∈ 훾1 tal que 푑(푥, 푧) = 퐿+푙2 , obtenemos un tria´ngulo geode´sico
푇 = {푥, 푦, 푧} en 퐺. Elegimos 푢 ∈ 훾1 tal que 푑(푥, 푢) = 퐿+푙4 = 푑(푢, 푧), entonces 푑(푢, [푧푦] ∪
[푥푦]) = 푑(푢, {푥, 푧}) = 퐿+푙
4
; consecuentemente, 훿(퐺) ≥ 훿(푇 ) ≥ 퐿+푙
4
≥ 퐿+푗
4
. Tomando el
supremo en 퐿, concluimos que 훿(퐺) ≥ 퐽+푗
4
. Luego la primera desigualdad esta´ probada.
Consideremos un tria´ngulo geode´sico 푇 = {푥, 푦, 푧} en 퐺 que es un ciclo. Si 푥, 푦, 푧
pertenecen a la unio´n de dos aristas que unen los mismos extremos, entonces todo lado
de 푇 tiene longitud menor o igual que 퐽 y, consecuentemente, 푇 es 퐽
2
-thin.
Si 푥, 푦, 푧 pertenecen a diferentes aristas, definimos los puntos 푥′, 푦′, 푧′ ∈ 퐵(퐺) como
sigue: si 푥 ∈ 퐵(퐺), entonces 푥′ = 푥. Si 푥 /∈ 퐵(퐺), entonces 푥 esta´ en una arista mu´ltiple
훽(푥) de 퐺 que une 푎(푥), 푏(푥) ∈ 푉 (퐺), [푎(푥), 푏(푥)] ∈ 퐸(퐵(퐺)) y 훽(푥) no es ma´s corta que
[푎(푥), 푏(푥)]; por tanto, 퐿(훽(푥)) =: 퐿푥 ≥ 푙푥 := 푑(푎(푥), 푏(푥)). Sin pe´rdida de generalidad
podemos suponer que 푑(푥, 푎(푥)) ≤ 푑(푥, 푏(푥)). Denotemos la distancia entre 푥 y 푎(푥) a lo
largo de 훽(푥) por 훼푥 ≤ 퐿푥/2; entonces definimos 푥′ como el punto en [푎(푥), 푏(푥)] tal que
퐿([푎(푥)푥′]) = 훼푥 − 퐿푥−푙푥2 . Por una parte, observemos que 훼푥 − 퐿푥−푙푥2 ≤ 퐿푥2 − 퐿푥−푙푥2 = 푙푥2 ; por
otra parte, como [푥푏(푥)] ⊂ 훽(푥), deducimos que 퐿푥 − 훼푥 ≤ 훼푥 + 푙푥 y entonces 퐿푥−푙푥2 ≤ 훼푥;
luego es posible definir 푥′. Los puntos 푦′, 푧′ se definen de una manera similar.
Consideremos ahora 푢 ∈ 퐵(퐺) con [푥푢] = [푥푎(푥)] ∪ [푎(푥)푢]. Entonces
푑(푥, 푎(푥)) + 푑(푎(푥), 푢) ≤ 푑(푥, 푏(푥)) + 푑(푏(푥), 푢)
훼푥 + 푑(푎(푥), 푢) ≤ 퐿푥 − 훼푥 + 푑(푏(푥), 푢)
훼푥 − 퐿푥 − 푙푥
2
+ 푑(푎(푥), 푢) ≤ 푙푥 − 훼푥 + 퐿푥 − 푙푥
2
+ 푑(푏(푥), 푢)
푑(푥′, 푎(푥)) + 푑(푎(푥), 푢) ≤ 푑(푥′, 푏(푥)) + 푑(푏(푥), 푢),
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y concluimos que [푥′푢] = [푥′푎(푥)] ∪ [푎(푥)푢]. Un argumento similar prueba que si [푥푢] =
[푥푏(푥)] ∪ [푏(푥)푢], entonces [푥′푢] = [푥′푏(푥)] ∪ [푏(푥)푢].
Por tanto, si 푎(푥) pertenece a la geode´sica [푥푦], entonces tambie´n pertenece a la geode´sica
[푥′푦′] y, si 푏(푥) ∈ [푥푦], entonces 푏(푥) ∈ [푥′푦′]; para 푦 y 푧 se verifica un resultado similar. Por
tanto, 푇 ′ = {푥′, 푦′, 푧′} es un tria´ngulo geode´sico en 퐵(퐺) que es un ciclo; adema´s, 푇 y 푇 ′
coinciden salvo quiza´s en las aristas que contienen los ve´rtices de 푇 y 푇 ′.
Supongamos ahora que 푦 y 푧 pertenecen a 훽(푥). El caso 푦, 푧 ∈ 훽(푥) ha sido verificado
al principio de esta prueba. Sin pe´rdida de generalidad podemos suponer que 푦 ∈ 훽(푥) y
푧 /∈ 훽(푥). Tambie´n podemos suponer que 푑훽(푥)(푥, 푎(푥)) < 푑훽(푥)(푦, 푎(푥)). Definimos 푥′ = 푎(푥)
e 푦′ = 푎(푥); tambie´n definimos 푧′ como en el caso precedente. Esta´ claro que 푎(푥) ∈ [푥′푧′] y
푏(푥) ∈ [푦′푧′].
Consideremos un punto 푝 en el tria´ngulo geode´sico 푇 = {푥, 푦, 푧} en 퐺. Podemos suponer,
sin pe´rdida de generalidad, que 푝 ∈ [푥푦]. Si 푝 /∈ 훽(푥) ∪ 훽(푦), entonces 푑퐺(푝, [푦푧] ∪ [푧푥]) ≤
푑퐵(퐺)(푝, [푦
′푧′]∪ [푧′푥′])+퐽 . Si 푝 ∈ 훽(푥), entonces 푑퐺(푝, [푦푧]∪ [푧푥]) ≤ 푑퐺(푝, 푥) ≤ 퐽 . Si 푝 ∈ 훽(푦),
entonces el mismo argumento da 푑퐺(푝, [푦푧] ∪ [푧푥]) ≤ 퐽 . Por lo tanto, 훿(퐺) ≤ 훿(퐵(퐺)) + 퐽 .
El primer enunciado del teorema es una consecuencia directa de estas desigualdades para
훿(퐺).
Finalmente, supongamos que todas las aristas de 퐺 tienen longitud 푘. Obse´rvese que la
primera desigualdad para 훿(퐺) da en este caso 훿(퐺) ≥ max{훿(퐵(퐺)), 푘
2
}
. Consideremos un
tria´ngulo geode´sico 푇 = {푥, 푦, 푧} en 퐺 que es un ciclo y 푥′, 푦′ y 푧′ como en el caso general.
Si 푥, 푦, 푧 pertenecen a la unio´n de dos aristas que unen los mismo extremos, entonces 푇 es
푘
2
-thin. En caso contrario, consideremos el grafo 퐵′(퐺) sin aristas mu´ltiples cambiando en
퐵(퐺) las aristas que contienen 푥′, 푦′ y 푧′ por las aristas que contienen 푥, 푦 y 푧. Con esta
eleccio´n obtenemos 훿(푇 ) ≤ 훿(퐵′(퐺)) = 훿(퐵(퐺)), ya que 퐵′(퐺) es isome´trico a 퐵(퐺). Por lo
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tanto, 훿(퐺) ≤ max{훿(퐵(퐺)), 푘
2
} y, en consecuencia, 훿(퐺) = max{훿(퐵(퐺)), 푘
2
}.
La segunda igualdad es una consecuencia directa de esta primera y el Teorema 2.1.8.
La u´ltima conclusio´n se deduce directamente de estas igualdades.
2.2 Ca´lculo expl´ıcito de la constante de hiperbolicidad
de algunos grafos
El siguiente resultado relaciona la constante de hiperbolicidad 훿 con un para´metro importante
de un grafo: el dia´metro. Es un resultado sencillo pero extremadamente u´til, como veremos
a lo largo de esta tesis.
Teorema 2.2.1. En cualquier grafo 퐺 se verifica la desigualdad 훿(퐺) ≤ 1
2
diam퐺퐺 y,
adema´s, la igualdad se alcanza.
Prueba. Consideremos un lado geode´sico 훾 en cualquier tria´ngulo geode´sico 푇 ⊂ 퐺. Denote-
mos por 푥, 푦 los puntos extremos de 훾, y por 훾1, 훾2 los otros lados de 푇 . Para cualquier 푝 ∈ 훾,
esta´ claro que
푑(푝, 훾1 ∪ 훾2) ≤ 푑(푝, {푥, 푦}) ≤ 1
2
퐿(훾) ≤ 1
2
diam퐺퐺 ,
y consecuentemente, 훿(퐺) ≤ 1
2
diam퐺퐺.
La igualdad en el Teorema 2.2.1 se alcanza en muchos grafos, como muestra el Teorema
2.2.2.
Teorema 2.2.2. Los siguientes grafos con aristas de longitud 1 tienen estos valores precisos
de 훿:
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∙ Los grafos camino verifican 훿(푃푛) = 0 para todo 푛 ≥ 1.
∙ Los grafos ciclo verifican 훿(퐶푛) = 푛/4 para todo 푛 ≥ 3.
∙ Los grafos completos verifican 훿(퐾1) = 훿(퐾2) = 0, 훿(퐾3) = 3/4, 훿(퐾푛) = 1 para todo
푛 ≥ 4.
∙ Los grafos bipartitos completos verifican 훿(퐾1,1) = 훿(퐾1,2) = 훿(퐾2,1) = 0 y 훿(퐾푚,푛) = 1
para todo 푚,푛 ≥ 2.
∙ El grafo de Petersen 푃 verifica 훿(푃 ) = 3/2.
∙ El grafo rueda 푊푛 con 푛 ve´rtices verifica 훿(푊4) = 훿(푊5) = 1, 훿(푊푛) = 3/2 para todo
7 ≤ 푛 ≤ 10, y 훿(푊푛) = 5/4 para 푛 = 6 y para todo 푛 ≥ 11.
Adema´s, los grafos 퐶푛 y 퐾푛 para todo 푛 ≥ 3, 퐾푚,푛 para todo 푚,푛 ≥ 2, el grafo de
Petersen 푃 y 푊푛 para todo 4 ≤ 푛 ≤ 10, verifican 훿(퐺) = 12 diam퐺.
Prueba. Esta´ claro que 훿(푃푛) = 0, 훿(퐾1) = 훿(퐾2) = 0 y 훿(퐾1,1) = 훿(퐾1,2) = 훿(퐾2,1) = 0, ya
que estos grafos son a´rboles.
Como diam퐶푛 = 푛/2, el Teorema 2.2.1 da 훿(퐶푛) ≤ 푛/4. Consideremos un bia´ngulo con
dos ve´rtices {푥, 푦} a distancia 푛/2, con lados 훾1, 훾2 tales que 훾1 ∪ 훾2 = 퐶푛. El punto medio
푝 de 훾1 satisface 푑(푝, 훾2) = 푑(푝, {푥, 푦}) = 푛/4. Consecuentemente, 훿(퐶푛) = 푛/4. Tenemos
tambie´n 훿(퐾3) = 3/4, ya que 퐾3 = 퐶3.
Si 푛 ≥ 4, entonces el dia´metro de los grafos completos 퐾푛 es diam퐾푛 = 2. Por lo tanto,
el Teorema 2.2.1 da 훿(퐾푛) ≤ 1. Consideremos un ciclo 푔 de longitud 4 en 퐾푛. Sea 푥 el punto
medio de una arista fija de 푔; consideremos el punto 푦 ∈ 푔 a distancia 2 de 푥 y el bia´ngulo
con ve´rtices {푥, 푦} y lados 훾1, 훾2 tales que 훾1 ∪ 훾2 = 푔. El punto medio 푝 de 훾1 satisface
푑(푝, 훾2) = 푑(푝, {푥, 푦}) = 1. Por tanto, 훿(퐾푛) = 1.
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El argumento para 퐾푚,푛, con 푚,푛 ≥ 2, es similar a e´ste u´ltimo.
Fijemos dos ve´rtices no adyacentes 푥, 푦 en el penta´gono “exterior” 푃0 del grafo de Petersen
푃 y consideremos el camino de longitud tres 푔1 ⊂ 푃0 uniendo 푥 e 푦. Sea 푔2 el camino de
longitud tres no contenido en 푃0 uniendo 푥 e 푦. Sea 푝 el punto medio de 푔1. Entonces
tenemos 훿(푃 ) ≥ 푑(푝, 푔2) = 푑(푝, {푥, 푦}) = 3/2.
Obse´rvese que diam푉 (푃 ) = 2. Dados dos puntos 푝1, 푝2 ∈ 푃 , denotemos por 푣푖 un ve´rtice
con 푑(푝푖, 푣푖) ≤ 1/2 para 푖 = 1, 2. Entonces 푑(푝1, 푝2) ≤ 푑(푝1, 푣1) + diam푉 (푃 ) + 푑(푝2, 푣2) ≤
1/2 + 2 + 1/2 = 3, y diam푃 ≤ 3. Por tanto, el Teorema 2.2.1 da 3
2
≤ 훿(푃 ) ≤ 1
2
diam푃 ≤ 3
2
,
y deducimos 훿(푃 ) = 3
2
y diam푃 = 3.
El grafo rueda 푊4 es isome´trico a 퐾4, y por tanto 훿(푊4) = 1. El Teorema 2.2.1 da
훿(푊푛) ≤ 12 diam푊푛. No es dif´ıcil comprobar que diam푊4 = diam푊5 = 2, diam푊6 = 5/2
y diam푊푛 = 3 para todo 푛 ≥ 7. Como 푊5 contiene un ciclo 푔 de longitud 4, entonces
훿(푊5) ≥ 1, en efecto, sean 푥 e 푦 dos puntos de 푔 tales que 푑(푥, 푦) = 퐿(푔)/2, entonces {푥, 푦}
es un bia´ngulo con ve´rtices 푥 e 푦 y de lados 훾1 y 훾2 (퐿(훾1) = 퐿(훾2) = 퐿(푔)/2). Esta´ claro que
el punto medio 푝 de 훾1 satisface 푑(푝, 훾2) = 푑(푝, {푥, 푦}) = 1; como 훿(푊5) ≤ 12 diam푊5 = 1,
concluimos que 훿(푊5) = 1.
Consideremos el ciclo 퐶 en 푊푛 de longitud 푛 − 1 que contiene todos los ve´rtices menos
el ve´rtice central.
Sea 푥 el punto medio de cualquier arista en 퐶, y consideremos los puntos 푦 y 푧 en
퐶 a distancias (푛 − 1)/2 y (푛 − 1)/4 de 푥, respectivamente. Entonces 푇 := {푥, 푦, 푧} es
tria´ngulo geode´sico con [푥푦] ∪ [푦푧] ∪ [푧푥] = 퐶, si 푛 ∈ {6, 7} (recordemos que diam푊6 = 5/2
y diam푊7 = 3). El punto medio 푝 de [푥푦] verifica 푑(푝, [푦푧]∪ [푧푥]) = 푑(푝, {푥, 푦}) = (푛− 1)/4,
y por consiguiente, 훿(푊푛) ≥ (푛− 1)/4 si 푛 ∈ {6, 7}. Por tanto, 훿(푊6) ≥ 5/4 y 훿(푊7) ≥ 3/2.
Como diam푊6 = 5/2 y diam푊7 = 3, tenemos que 훿(푊6) = 5/4 y 훿(푊7) = 3/2.
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Sea 푥 el punto medio de cualquier arista en 퐶, y consideremos los puntos 푦 y 푧 en 퐶 a
distancia 3 y (푛− 4)/2, respectivamente, de 푥 en 퐶. Entonces 푇 := {푥, 푦, 푧} es un tria´ngulo
geode´sico con [푥푦] ∪ [푦푧] ∪ [푧푥] = 퐶 si 푛 ∈ {8, 9, 10} (recordemos que diam푊푛 = 3 para
todo 푛 ≥ 7). El punto medio 푝 de [푥푦] verifica 푑(푝, [푦푧] ∪ [푧푥]) = 푑(푝, {푥, 푦}) = 3/2, y por
consiguiente, 훿(푊푛) ≥ 3/2 si 푛 ∈ {8, 9, 10}. Como diam푊푛 = 3 para todo 푛 ≥ 7, tenemos
que 훿(푊푛) = 3/2 si 푛 ∈ {8, 9, 10}.
Si 푛 ≥ 11, entonces el ciclo 퐶 en 푊푛 tiene longitud 푛 − 1 ≥ 10, y no es un tria´ngulo
geode´sico, ya que cualquier geode´sica 훾 verifica 퐿(훾) ≤ diam푊푛 = 3. Consideremos el ciclo
퐶 ′ en 푊푛 de longitud 9 que contiene ocho ve´rtices consecutivos en 퐶 y el ve´rtice central 푣0
en 푊푛. Sea 푥 el punto en 퐶
′ a distancia 9/2 de 푣0. Consideremos los puntos 푦 y 푧 en 퐶 ′ a
distancia 3 de 푣0. Entonces 푇 := {푥, 푦, 푧} es un tria´ngulo geode´sico con [푥푦]∪ [푦푧]∪ [푧푥] = 퐶 ′,
ya que 푛 ≥ 11. El punto 푝 en [푥푦] con 푑(푝, 푥) = 5/4 verifica 푑(푝, [푦푧]∪ [푧푥]) = 푑(푝, 푥) = 5/4,
y consecuentemente, 훿(푊푛) ≥ 훿(푇 ) ≥ 5/4 si 푛 ≥ 11. Estamos probando que este tria´ngulo
es, de hecho, un tria´ngulo extremal.
Consideremos cualquier tria´ngulo geode´sico 푇 = {푥, 푦, 푧} en 푊푛 con 푛 ≥ 11. Por el Coro-
lario 2.1.2, podemos suponer que 푇 es tambie´n un ciclo. Como el ciclo 푇 no es 퐶, entonces
debe ser un ciclo 퐶 ′′ en 푊푛 de longitud 푚 ≥ 3 que contiene 푚 − 1 ve´rtices consecutivos en
퐶 (los cuales llamaremos 푣1, . . . , 푣푚−1) y el ve´rtice central 푣0 en 푊푛. Obse´rvese que 푚 ≤ 9,
ya que cualquier geode´sica 훾 verifica 퐿(훾) ≤ diam푊푛 = 3.
Supongamos primero que 푥 = 푣0 es un ve´rtice de 푇 . Como todo punto 푎 ∈ 푊푛 verifica
푑(푎, 푣0) ≤ 3/2, entonces 퐿([푥푦]), 퐿([푥푧]) ≤ 3/2 y, por tanto, 푑(푝1, [푥푧]∪[푦푧]) ≤ 푑(푝1, {푥, 푦}) ≤
3/4 para todo 푝1 ∈ [푥푦] y 푑(푝2, [푥푦] ∪ [푦푧]) ≤ 푑(푝2, {푥, 푧}) ≤ 3/4 para todo 푝2 ∈ [푥푧]. Sin
pe´rdida de generalidad podemos suponer que 푑(푦, 푣1) ≤ 푑(푧, 푣1).
Si 푑(푦, 푣0) < 1, denotemos por 푦
′ el punto con 푦′ ∈ [푣2, 푣3] y 푑(푦, 푦′) = 2. Entonces
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푧 ∈ [푣1, 푣2] ∪ [푣2푦′], ya que
푑(푦, 푦′) = 푑(푦, 푣1) + 푑(푣1, 푣2) + 푑(푣2, 푦′) = 2 ,
푑(푣2, 푦
′) = 1− 푑(푦, 푣1) ,
푑(푣3, 푦
′) = 1− 푑(푣2, 푦′) = 푑(푦, 푣1) = 1− 푑(푦, 푣0) ,
푑(푦, 푦′) = 푑(푦, 푣0) + 푑(푣0, 푣3) + 푑(푣3, 푦′) = 2 ;
por lo tanto, 퐿([푦푧]) ≤ 2 y 푑(푝3, [푥푦] ∪ [푥푧]) ≤ 푑(푝3, {푦, 푧}) ≤ 1 para todo 푝3 ∈ [푦푧].
Si 1 ≤ 푑(푦, 푣0) < 3/2, entonces 푦 ∈ [푣1, 푣2]; denotemos por 푦′′ el punto que verifica
푦′′ ∈ [푣3, 푣4] y 푑(푦, 푦′′) = 5/2. Por tanto, 푧 ∈ [푦푣2] ∪ [푣2, 푣3] ∪ [푣3푦′′], ya que
푑(푦, 푦′′) = 푑(푦, 푣2) + 푑(푣2, 푣3) + 푑(푣3, 푦′′) = 5/2 ,
푑(푣3, 푦
′′) = 3/2− 푑(푦, 푣2) ,
푑(푣4, 푦
′′) = 1− 푑(푣3, 푦′′) = 1− 3/2 + 푑(푦, 푣2) = 1/2− 푑(푦, 푣1) ,
푑(푦, 푦′′) = 푑(푦, 푣1) + 푑(푣1, 푣0) + 푑(푣0, 푣4) + 푑(푣4, 푦′′) = 5/2 .
Luego, 퐿([푦푧]) ≤ 5/2 y 푑(푝3, [푥푦] ∪ [푥푧]) ≤ 5/4 para todo 푝3 ∈ [푦푧].
Si 푑(푦, 푣0) = 3/2, entonces 푦 es el punto medio de [푣1, 푣2]; denotemos por 푦
′′′ el punto medio
de [푣4, 푣5]. Como 푑(푦, 푦
′′′) = 3 = diam푊푛, tenemos que 푧 ∈ [푦푣2]∪ [푣2, 푣3]∪ [푣3, 푣4]∪ [푣4푦′′′]. Si
푝3 ∈ [푦푧] verifica 푑(푝3, 푣3) ≥ 1/4, entonces 푑(푝3, [푥푦]∪ [푥푧]) ≤ 푑(푝3, {푦, 푧}) ≤ 3/2−1/4 = 5/4.
Si 푝3 ∈ [푦푧] verifica 푑(푝3, 푣3) ≤ 1/4, entonces 푑(푝3, [푥푦] ∪ [푥푧]) ≤ 푑(푝3, 푣0) ≤ 푑(푝3, 푣3) +
푑(푣3, 푣0) ≤ 1/4 + 1 = 5/4.
Luego si 푣0 es un ve´rtice de 푇 , hemos probado que 훿(푇 ) ≤ 5/4. Si 푣0 no es un ve´rtice de
푇 , un argumento similar tambie´n da 훿(푇 ) ≤ 5/4. Por tanto, 훿(푊푛) ≤ 5/4 para todo 푛 ≥ 11.
Por tanto, 훿(푊푛) = 5/4 para todo 푛 ≥ 11.
Finalmente, ya que conocemos las constantes de hiperbolicidad de estos grafos, es fa´cil
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comprobar que los grafos 퐶푛 y 퐾푛 para todo 푛 ≥ 3, 퐾푚,푛 para todo 푚,푛 ≥ 2, y 훿(푊푛) para
todo 4 ≤ 푛 ≤ 10, verifican 훿(퐺) = 1
2
diam퐺.
Es interesante observar el comportamiento inesperado de 훿(푊푛) en funcio´n de 푛. Esto
pone de manifiesto la dificultad del estudio de la constante de hiperbolicidad. La conclusio´n
final del Teorema 2.2.2 muestra que no es fa´cil caracterizar los grafos que verifican 훿(퐺) =
1
2
diam퐺 (aunque 퐺 tenga todas las aristas con longitud 1).
Estamos interesados en otros tipos de grafos 퐺 para los que 훿(퐺) = 1
2
diam퐺.
Teorema 2.2.3. Sea 퐶푎,푏,푐 un grafo con dos ve´rtices y tres aristas de longitudes 푎 ≤ 푏 ≤ 푐
que los unen. Entonces 훿(퐶푎,푏,푐) = (푐+ min{푏, 3푎})/4.
Prueba. Denotemos por 푥1, 푥2 los ve´rtices de 퐶푎,푏,푐, y por 퐴,퐵,퐶 las aristas de longitudes
푎, 푏, 푐, respectivamente.
Supongamos primero que 푏 ≤ 3푎. Sea 푥0 el punto en 퐶 con 푑(푥0, 푥1) = (푐 + 푎)/2
e 푦0 el punto en 퐵 con 푑(푦0, 푥1) = (푏 − 푎)/2. Consideremos las geode´sicas [푥0푥1] ⊂ 퐶,
[푥1푦0] ⊂ 퐵 y [푥0푦0] = [푥0푥1] ∪ [푥1푦0]. Observemos que 퐿([푥0푦0]) = (푐 + 푏)/2. Sea 푝 el
punto en [푥0푥1] ⊂ 퐶 con 푑(푝, 푥0) = 푑(푝, 푦0) = (푐 + 푏)/4. Entonces el bia´ngulo geode´sico
퐵 = {푥0, 푦0} dado por las geode´sicas [푥0푥1] ∪ [푥1푦0] y [푥0푥2] ∪ [푥2푦0] tiene 훿(퐵) ≥ (푐+ 푏)/4,
ya que 푑(푝, 푥2) = (푐 + 푎)/2 − (푐 + 푏)/4 + 푎 = (푐 − 푏 + 6푎)/4 ≥ (푐 + 푏)/4 (ya que 푏 ≤ 3푎), y
por tanto, 푑(푝, [푥0푥2] ∪ [푥2푦0]) = 푑(푝, {푥0, 푦0, 푥2}) = (푐+ 푏)/4. Como diam퐶푎,푏,푐 = (푐+ 푏)/2,
tenemos que 훿(퐶푎,푏,푐) ≤ (푐 + 푏)/4 por el Teorema 2.2.1. Por lo tanto, en este caso tenemos
훿(퐶푎,푏,푐) = (푐+ 푏)/4 = (푐+ min{푏, 3푎})/4.
Supongamos ahora que 푏 > 3푎. Consideremos un tria´ngulo geode´sico 푇 ; con el fin de
calcular 훿(퐶푎,푏,푐) sin pe´rdida de generalidad podemos suponer que 푇 es un ciclo, por el
Corolario 2.1.2. Si la curva cerrada dada por 푇 es 퐶∪퐴, entonces 훿(푇 ) ≤ (푐+푎)/4 < (푐+3푎)/4
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y la primera desigualdad se obtiene tomando 푇 como un bia´ngulo geode´sico. Si la curva
cerrada dada por 푇 es 퐵∪퐴, entonces 훿(푇 ) ≤ (푏+푎)/4 < (푐+3푎)/4 y la primera desigualdad
se obtiene tomando 푇 como un bia´ngulo geode´sico.
Consideremos un tria´ngulo geode´sico arbitrario 푇 := {푥, 푦, 푧} contenido en 퐶 ∪ 퐵, y sea
푝 cualquier punto de 푇 . Sin pe´rdida de generalidad podemos suponer que 푝 pertenece al lado
geode´sico [푥푦] de 푇 .
Supongamos primero que [푥푦] ⊂ 퐵; entonces [푥푦] esta´ contenido en el ciclo 퐵 ∪ 퐴 de
longitud 푏+ 푎; como [푥푦] es una geode´sica, entonces
퐿([푥푦]) = 푑(푥, 푦) ≤ 1
2
퐿(퐵 ∪ 퐴) = 푏+ 푎
2
<
푐+ 3푎
2
,
푑(푝, [푥푧] ∪ [푦푧]) ≤ 푑(푝, {푥, 푦}) ≤ 1
2
퐿([푥푦]) <
푐+ 3푎
4
.
De manera similar, si [푥푦] ⊂ 퐶, entonces 푑(푝, [푥푧] ∪ [푦푧]) ≤ (푐 + 푎)/4 < (푐 + 3푎)/4. Por lo
tanto, por simetr´ıa, podemos suponer que 푥1 ∈ [푥푦], 푥 ∈ 퐶, 푦 ∈ 퐵 y 푝 ∈ [푥푥1].
Definamos 푈 := 푑(푥, 푥1) y 푉 := 푑(푦, 푥1). Como [푥푥1] esta´ contenida en el ciclo 퐶 ∪ 퐴
de longitud 푐 + 푎, se tiene 퐿([푥푥1]) = 푑(푥, 푥1) ≤ (푐 + 푎)/2. Entonces tenemos que 푈 ∈
[0, (푐 + 푎)/2]. Como [푥1푦] ⊂ 퐵 ∪ 퐴 y [푥푦] ⊂ 퐶 ∪ 퐵 deducimos, de una forma similar, que
푉 ∈ [0, (푏+ 푎)/2] y 푈 +푉 ≤ (푐+ 푏)/2. Sean 훾2, 훾3 las otras geode´sicas en 푇 . Denotemos por
푡 la distancia 푑(푝, 푥) =: 푡.
Definamos 푈0 := (푐− 푎)/2 y 푉0 := (푏+ 푎)/2; sabemos que 푉 ≤ 푉0.
Supongamos que 푈 ≤ 푈0. Como 푉 ≤ 푉0, tenemos que 푈 + 푉 ≤ (푐 + 푏)/2. Entonces
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푑(푝, 훾2 ∪ 훾3) = min
{
푡, 푈 − 푡+ 푎, 푈 − 푡+ 푉 } y tenemos (ya que 푈 ≤ 푈0, 푉 ≤ 푉0 y 푎 ≤ 푉0)
max
푝∈[푥푥1]
푑(푝, 훾2 ∪ 훾3) = max
푡∈[0,푈 ]
min
{
푡, 푈 − 푡+ 푎, 푈 − 푡+ 푉 }
≤ max
푡∈[0,푈0]
min
{
푡, 푈0 − 푡+ 푎, 푈0 − 푡+ 푉0
}
= max
푡∈[0,푈0]
min
{
푡, 푈0 − 푡+ 푎
}
=
푈0 + 푎
2
=
푐+ 푎
4
<
푐+ 3푎
4
.
Supongamos ahora que (푐− 푎)/2 < 푈 ; recordemos que 푈 ≤ (푐 + 푎)/2. Dado que necesi-
tamos 푈 + 푉 ≤ (푐+ 푏)/2, entonces
푉 ≤ min
{푏+ 푎
2
,
푐+ 푏
2
− 푈
}
=
푐+ 푏
2
− 푈 =: 푉1 ,
y
max
푝∈[푥푥1]
푑(푝, 훾2 ∪ 훾3) = max
푡∈[0,푈 ]
min
{
푡, 푈 − 푡+ 푎, 푈 − 푡+ 푉 }
≤ max
푡∈[0,푈 ]
min
{
푡, 푈 − 푡+ 푎, 푈 − 푡+ 푉1
}
= max
푡∈[0,푈 ]
min
{
푡, 푈 − 푡+ 푎, 푐+ 푏
2
− 푡
}
.
Como
푈 + 푎 ≤ 푐+ 푎
2
+ 푎 =
푐+ 3푎
2
<
푐+ 푏
2
,
deducimos que
max
푝∈[푥푥1]
푑(푝, 훾2 ∪ 훾3) ≤ max
푡∈[0,푈 ]
min
{
푡, 푈 − 푡+ 푎, 푐+ 푏
2
− 푡
}
= max
푡∈[0,푈 ]
min
{
푡, 푈 − 푡+ 푎
}
≤ max
푡∈[0,푈 ]
min
{
푡,
푐+ 3푎
2
− 푡
}
=
푐+ 3푎
4
.
Dado que todas las desigualdades pueden alcanzarse, deducimos que max푝∈[푥푥1] 푑(푝, 훾2∪훾3) =
(푐+ 3푎)/4. Por lo tanto, tenemos 훿(퐶푎,푏,푐) = (푐+ 3푎)/4 = (푐+ min{푏, 3푎})/4.
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Proposicio´n 2.2.4. 훿(퐶푎,푏,푐) =
1
2
diam퐶푎,푏,푐 si y so´lo si 푏 ≤ 3푎.
Prueba. Usando el Teorema 2.2.3 y diam퐶푎,푏,푐 = (푐 + 푏)/2, se tiene 훿(퐶푎,푏,푐) =
1
2
diam퐶푎,푏,푐
si y so´lo si 푐+푏
4
= 1
2
diam퐶푎,푏,푐 = 훿(퐶푎,푏,푐) =
푐+min{푏,3푎}
4
, y esto es cierto si y so´lo si 푏 ≤ 3푎.
En un trabajo posterior (ver [33, Proposicio´n 20]) los autores, usando el Teorema 2.2.3,
obtienen el siguiente resultado general. Se incluye una prueba por completitud.
Corolario 2.2.5. Denotemos por 퐶푎1,푎2,...,푎푘 el grafo con dos ve´rtices y 푘 aristas que los unen
con longitudes 푎1 ≤ 푎2 ≤ ⋅ ⋅ ⋅ ≤ 푎푘. Entonces
(i) 훿(퐶푎1,푎2,...,푎푘) =
푎푘+min{푎푘−1,3푎1}
4
.
(ii) 훿(퐶푎1,푎2,...,푎푘) =
1
2
diam퐶푎1,푎2,...,푎푘 si y so´lo si 푎푘−1 ≤ 3푎1.
Prueba. Denotemos por 푥1, 푥2 los ve´rtices de 퐶푎1,푎2,...,푎푘 , y por 퐴1, 퐴2, ..., 퐴푘 las aristas con
longitudes 푎1, 푎2, . . . , 푎푘, respectivamente.
Consideremos un tria´ngulo geode´sico 푇 ; con el fin de calcular 훿(퐶푎1,푎2,...,푎푘) sin pe´rdida
de generalidad podemos suponer que 푇 es un ciclo, por el Corolario 2.1.2. Entonces la curva
cerrada dada por 푇 es 퐴푖 ∪ 퐴푗 con 1 ≤ 푖 < 푗 ≤ 푘.
Si 푖 = 1, entonces 퐴1 ∪ 퐴푗 es un subgrafo isome´trico de 퐶푎1,푎2,...,푎푘 . Si 푖 > 1, entonces
퐴1 ∪퐴푖 ∪퐴푗 es es un subgrafo isome´trico a 퐶푎1,푎2,...,푎푘 . Por lo tanto, por el Lema 2.1.12 y el
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Teorema 2.2.3 tenemos
훿(퐶푎1,푎2,...,푎푘) = max
{
max
1<푗≤푘
훿(퐶푎1,푎푗), max
1<푖<푗≤푘
훿(퐶푎1,푎푖,푎푗)
}
= max
{
max
1<푗≤푘
푎푗 + 푎1
4
, max
1<푖<푗≤푘
푎푗 + min{푎푖, 3푎1}
4
}
= max
{푎푘 + 푎1
4
,
푎푘 + min{푎푘−1, 3푎1}
4
}
=
푎푘 + min{푎푘−1, 3푎1}
4
.
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Capı´tulo3
Grafos hiperbo´licos en sentido de
Gromov
3.1 Cotas para la constante de hiperbolicidad de un
grafo
En esta seccio´n obtenemos buenas cotas de la constante de hiperbolicidad de un grafo y los
valores exactos de esta constante para algunas familias importantes de grafos.
Un camino 훾 entre dos puntos de un grafo se llama puente si los ve´rtices interiores de
훾 tienen grado 2. En particular, cualquier arista es un puente, ya que no tiene ve´rtices
interiores.
Teorema 3.1.1. Supongamos que 훾 es un puente en un grafo 퐺 y que 훾′ es una gode´sica en
la clausura de 퐺 ∖ 훾 que une los mismos puntos que 훾. Entonces
max{퐿(훾), 퐿(훾′)} ≤ 4훿(퐺).
Prueba. Denotemos por 푎 y 푏 los puntos extremos de 훾.
Supongamos primero que 훾 es una gede´sica que une 푎 y 푏; entonces 퐿(훾) ≤ 퐿(훾′). Sea 푐
un punto de 훾′ tal que 푑퐺(푎, 푐) = 푑퐺(푏, 푐) = 퐿(훾′)/2; como 훾′ es una gede´sica en la clausura
de 퐺 ∖ 훾, entonces 훾′ es la unio´n de las dos geode´sicas (en 퐺) [푎푐] y [푐푏]. Consideremos el
tria´ngulo geode´sico 푇 con lados 훾, [푎푐], [푐푏]. Sea 푢 el punto medio de [푎푐]. Como 훾 es un
puente y 훾′ es una geode´sica en clausura de 퐺 ∖ 훾, tenemos 푑퐺(푢, {푎, 푐}) = 푑퐺(푢, 훾 ∪ [푐푏]).
Luego 훿(푇 ) ≥ 푑퐺(푢, {푎, 푐}) = 퐿(훾′)/4, y concluimos 퐿(훾) ≤ 퐿(훾′) ≤ 4훿(퐺).
Supongamos ahora que 훾 no es una geode´sica; entonces 훾′ es una geode´sica en 퐺 (ya que
훾 es un puente), y 퐿(훾′) ≤ 퐿(훾). Usando el argumento precedente, cambiando el papel de 훾
y 훾′, deducimos tambie´n que 퐿(훾′) ≤ 퐿(훾) ≤ 4훿(퐺).
Definicio´n 3.1.2. Una curva 훾 es un ciclo minimal si 훾 es un ciclo tal que para cualquier
par de puntos de 훾, existe una geode´sica 훾′ que los une con 훾′ ⊂ 훾. Dicho de otra forma, un
ciclo es minimal si es un subgrafo isome´trico.
Observacio´n 3.1.3. Todo puente esta´ contenido en un ciclo minimal.
Teorema 3.1.4. Si 퐺 es cualquier grafo, entonces
훿(퐺) ≥ 1
4
sup{퐿(훾) : 훾 es un ciclo minimal } .
Prueba. Consideremos cualquier ciclo minimal 훾 fijo. Sean 푥, 푦 ∈ 훾 tales que 푑퐺(푥, 푦) =
퐿(훾)/2. Entonces 푇 = {푥, 푦} es un bia´ngulo (ya que 훾 es un ciclo minimal), con dos geode´sicas
훾1, 훾2 verificando 훾1∪ 훾2 = 훾. Consideremos 푢 ∈ 훾1 con 푑퐺(푢, 푥) = 푑퐺(푢, 푦) = 퐿(훾)/4. Como
훾 es un ciclo minimal, entonces 푑퐺(푢, 훾2) = 푑퐺(푢, {푥, 푦}) = 퐿(훾)/4, y 훿(퐺) ≥ 훿(푇 ) ≥ 퐿(훾)/4.
Con esto el teorema queda probado.
Es interesante obtener desigualdades que involucren la constante de hiperbolicidad y otros
para´metros importantes de un grafo. En este sentido obtenemos los siguientes teoremas.
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Teorema 3.1.5. Sea 퐺 un grafo con aristas de longitud 1. Si existe un ciclo 푔 en 퐺 con
longitud 퐿(푔) ≥ 5 y un ve´rtice 푤 ∈ 푔 con grado dos, entonces 훿(퐺) ≥ 5/4.
Prueba. Denotemos por 푢, 푣 ∈ 푔 los ve´rtices que son los vecinos de 푤, y por 푔1 la subcurva
de 푔 de longitud 2 que une 푢 y 푣 y que contiene a 푤. Como la clausura ℎ de 푔 ∖ 푔1 es una
curva en 퐺 que une 푢 y 푣 con 퐿(ℎ) ≥ 3 y ℎ∩ 푔1 = {푢, 푣}, el siguiente conjunto 푀 no es vac´ıo
푀 :=
{
휎 es una curva en 퐺 uniendo 푢 y 푣 con 퐿(휎) ≥ 3 y 휎 ∩ 푔1 = {푢, 푣}
}
.
Consideremos una curva 푔2 en 푀 verificando 퐿(푔2) = min{퐿(휎) : 휎 ∈ 푀}; como 푔2 ∈ 푀 ,
tenemos 퐿(푔2) ≥ 3.
Sea 푧 el punto medio de 푔2; esta´ claro que los dos subarcos de 푔2 que unen 푧 con 푢 y con
푣 son geode´sicas por la propiedad minimizante de 푔2. Como 푤 tiene grado dos y 푢, 푣 son los
vecinos de 푤, los dos subarcos 훾1, 훾2 de 훾 := 푔1 ∪ 푔2 que unen 푧 con 푤 son geode´sicas.
Consideremos el bia´ngulo {푤, 푧} con lados 훾1, 훾2, y los puntos 푝 ∈ 훾1 a distancia 5/4 de 푤.
Como 퐿(훾1) = 퐿(훾2) = 퐿(훾)/2 ≥ 5/2, deducimos que 푑(푝, {푤, 푧}) ≥ 5/4. Si 휎 es cualquier
curva que une 푝 y 훾2 ∖ {푤, 푧}, entonces 퐿(휎 ∩ 훾1) ≥ 1/4. Sea 푞 ∈ 푉 (퐺) el u´ltimo punto de 휎
en 훾1; entonces 푑(푝, 훾2) = 퐿(휎 ∩ 훾1) + 푑(푞, 훾2) ≥ 1/4 + 1 = 5/4. Entonces 훿(퐺) ≥ 5/4.
Teorema 3.1.6. Sea 퐺 cualquier grafo con 푚 aristas. Entonces 훿(퐺) ≤ ∑푚푘=1 푙푘/4, donde
푙푘 = 퐿(푒푘) para toda arista 푒푘 ∈ 퐸(퐺). Adema´s, 훿(퐺) =
∑푚
푘=1 푙푘/4 si y so´lo si 퐺 is isomorfo
a 퐶푚.
Prueba. No es dif´ıcil verificar la conclusio´n del teorema para los casos 푚 = 1 (entonces el
grafo extremal es un ve´rtice con un lazo) y el caso 푚 = 2 (en este caso el grafo extremal
tiene dos ve´rtices y una arista doble).
Supongamos ahora que 푚 ≥ 3.
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Sean 푇 cualquier tria´ngulo geode´sico fijo, 훾1, 훾2, 훾3 las geode´sicas que unen los ve´rtices
del tria´ngulo, y 훾 = 훾1 ∪ 훾2 ∪ 훾3 la curva cerrada dada por 푇 . Con el fin de calcular 훿(퐺),
podemos suponer que 훾 es ciclo, por el Corolario 2.1.2.
Tenemos 퐿(훾) ≤ ∑푚푘=1 푙푘, por tanto 퐿(훾푗) ≤ ∑푚푘=1 푙푘/2, para todo 푗. Si 푥 ∈ 훾푗 =: [푦푧],
entonces 푑(푥, {푦, 푧}) ≤ 퐿(훾푗)/2 ≤
∑푚
푘=1 푙푘/4 y consecuentemente 훿(푇 ) ≤
∑푚
푘=1 푙푘/4. Por
tanto, 훿(퐺) ≤∑푚푘=1 푙푘/4.
Si 훿(퐺) =
∑푚
푘=1 푙푘/4, entonces todas las desigualdades en el argumento precedente deben
ser igualdades. En particular, tenemos que 퐿(훾) =
∑푚
푘=1 푙푘 y deducimos 퐺 = 훾. Por tanto,
concluimos que 퐺 es un ciclo y, consecuentemente, que es isomorfo a 퐶푚.
Deducimos el siguiente resultado para grafos con aristas de longitud 1:
Corolario 3.1.7. Sea 퐺 cualquier grafo con 푚 aristas. Si todas las aristas tienen longitud
1, entonces 훿(퐺) ≤ 푚/4. Adema´s 훿(퐺) = 푚/4 si y so´lo si 퐺 es isome´trico a 퐶푚.
Adema´s, tenemos la siguiente mejora del Corolario 3.1.7.
Teorema 3.1.8. Sea 퐺 cualquier grafo con 푚 aristas. Si todas las aristas tienen longitud 1
y 퐺 no es isome´trico a 퐶푚, entonces 훿(퐺) ≤ (푚− 1)/4. Adema´s, 훿(퐺) = (푚− 1)/4 si y so´lo
si 퐺 es isome´trico a 퐶푚−1 con una arista adicional 푒0, y se tiene que 푒0 es un lazo o que el
otro ve´rtice de 푒0 tiene grado 1 o que 푒0 une dos ve´rtices diferentes de 퐶푚−1 a distancia (en
퐶푚−1) menor o igual que 3.
Prueba. Sean 푇 un tria´ngulo geode´sico, 훾1, 훾2, 훾3 las geode´sicas que unen los ve´rtices del
tria´ngulo, y 훾 = 훾1 ∪ 훾2 ∪ 훾3 la curva cerrada dada por 푇 . Con el fin de calcular 훿(퐺), por
Corolario 2.1.2, podemos suponer que 훾 es un ciclo.
Si 퐿(훾) = 푚, entonces 훾 = 퐺 y 퐺 es isome´trico a 퐶푚, lo que es una contradiccio´n.
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Luego, 퐿(훾) ≤ 푚 − 1 y 퐿(훾푗) ≤ (푚 − 1)/2, para todo 푗. Si 푥 ∈ 훾푗 =: [푦푧], entonces
푑(푥, {푦, 푧}) ≤ 퐿(훾푗)/2 ≤ (푚−1)/4 y consecuentemente 훿(푇 ) ≤ (푚−1)/4 y 훿(퐺) ≤ (푚−1)/4.
Si 훿(퐺) = (푚 − 1)/4, entonces todas las desigualdades en el argumento anterior deben
ser igualdades. Entonces tenemos que 퐿(훾) = 푚− 1. Como 훾 es un ciclo, concluimos que 퐺
es isome´trico a 퐶푚−1 con una arista adicional 푒0.
Un posibilidad es que 푒0 so´lo sea incidente en un ve´tice de 퐶푚−1. Entonces Tenemos
o bien que 푒0 es un lazo o bien que el otro ve´rtice de 푒0 tiene grado 1. Ambos casos son
posibles, ya que 훿(퐺) = (푚 − 1)/4 por el Teorema 2.1.5 (en ambos casos, {훾, 푒0} es una
tree-decomposition de 퐺).
De otro modo, 푒0 une dos ve´rtices diferentes de 퐶푚−1, y 퐺 es isome´trico a algu´n 퐶1,푏,푐,
con 푏, 푐 ∈ ℤ+, 1+푏+푐 = 푚 y 푏 ≤ 푐. El Teorema 2.2.3 da 훿(퐶1,푏,푐) = (푐+min{푏, 3})/4. Luego,
훿(퐺) = (푚− 1)/4 si y so´lo si 푐+ min{푏, 3} = 푚− 1, es decir, min{푏, 3} = 푏 o´ 푏 ≤ 3.
3.2 Hiperbolicidad y adicio´n de aristas
Estamos interesados ahora en obtener relaciones entre las constantes de hiperbolicidad de
un grafo 퐺 y un grafo 퐺′ obtenido an˜adiendo varias aristas a 퐺. En primer lugar, obse´rvese
que no es posible obtener un resultado de este tipo sin hipo´tesis adicionales: Si 퐺 es el grafo
camino 푃푛 y 퐺
′ es el grafo 푃푛 con una arista que une los dos ve´rtices de 푃푛 con grado uno,
entonces 퐺′ es isome´trico al grafo 퐶푛: por tanto, 훿(퐺) = 0 y 훿(퐺′) = 푛4 .
Vemos entonces que es posible alterar enormemente la constante de hiperbolicidad de un
grafo si an˜adimos una arista que conecte dos puntos que no pertenecen a un ciclo.
Sin embargo, podemos obtener un resultado similar uniendo puntos de ciclos. Si 퐺 =
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푃푛×푃2 y 퐺′ es el grafo 퐺 con una arista que une dos ve´rtices de 퐺 con grado dos a distancia
푛, entonces se puede comprobar que 훿(퐺) = 3
2
y 훿(퐺′) ≥ 푛+1
4
.
Si an˜adimos varias aristas en lugar de una sola, la situacio´n no mejora. Si 퐺 = 퐶푛,
푛 ≥ 11, entonces podemos an˜adir varias aristas para obtener un grafo 퐺′ isome´trico al grafo
rueda 푊푛 con 푛 ve´rtices. Luego, 훿(퐺) =
푛
4
y 훿(퐺′) = 5
4
(ver Teorema 2.2.2).
Sin embargo, no es dif´ıcil ver que un grafo es hiperbo´lico si y so´lo si el grafo resultante
obtenido an˜adiendo o eliminando una cantidad finita de aristas es hiperbo´lico.
Estamos interesados en encontrar formas de an˜adir (o eliminar) una cantidad finita de
aristas que so´lo suponga pequen˜os cambios en las constantes de hiperbolicidad.
Empezamos el estudio de este tema con un resultado muy general, que es una consecuencia
directa de [43, Teorema 2.4].
Teorema 3.2.1. Sea 퐺 un grafo y sea {푔푛}푛 una coleccio´n (finita o numerable) de subgrafos
de 퐺 (no necesariamente conexos) con diam퐺(푔푛) ≤ 푐1 para todo 푛, y 푑퐺(푔푚, 푔푛) ≥ 푐2 para
todo 푚 ∕= 푛. Sea {퐺푛}푛 una coleccio´n de grafos con 푉 (퐺푛) ∩ 푉 (퐺) ⊆ 푉 (푔푛), 퐺푛 ∪ 푔푛
conexos, diam퐺푛∪푔푛(푔푛) ≤ 푐1 y 훿(퐺푛 ∪ 푔푛) ≤ 푐1 para todo 푛. Entonces 퐺′ := 퐺∪
(∪푛 퐺푛) es
훿′-hiperbo´lico si y so´lo si 퐺 es 훿-hiperbo´lico, cuantitativamente.
De los Teoremas 2.2.1 y 3.2.1 obtenemos el siguiente resultado.
Teorema 3.2.2. Sea 퐺 un grafo y sea {푔푛}푛 una coleccio´n (finita o numerable) de subgrafos
de 퐺 (no necesariamente conexos) con diam퐺(푔푛) ≤ 푐1 para todo 푛, y 푑퐺(푔푚, 푔푛) ≥ 푐2
para todo 푚 ∕= 푛. Sea {퐺푛}푛 una coleccio´n de grafos (no necesariamente conexos) con
푉 (퐺푛)∩푉 (퐺) ⊆ 푉 (푔푛) y diam퐺푛∪푔푛(퐺푛∪ 푔푛) ≤ 푐1 para todo 푛. Entonces 퐺′ := 퐺∪
(∪푛퐺푛)
es 훿′-hiperbo´lico si y so´lo si 퐺 es 훿-hiperbo´lico, cuantitativamente.
Prueba. Como diam퐺푛∪푔푛(퐺푛 ∪ 푔푛) ≤ 푐1, dado cualquier par de puntos en 퐺푛 ∪ 푔푛 existe un
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camino que los une en 퐺푛∪푔푛 con longitud menor o igual que 푐1; entonces 퐺푛∪푔푛 es conexo.
Tenemos tambie´n diam퐺푛∪푔푛(푔푛) ≤ 푐1 para todo 푛. Adema´s, 훿(퐺푛 ∪ 푔푛) ≤ 푐1/2 para todo 푛,
por el Teorema 2.2.1. Por lo tanto, el resultado es una consecuencia del Teorema 3.2.1.
Tenemos ejemplos que demuestran que la conclusio´n de este teorema falla si eliminamos
algunas hipo´tesis.
A pesar de los ejemplos que aparecen al principio de esta seccio´n, que demuestran demues-
tran que no es fa´cil controlar las constantes de hiperbolicidad, del Teorema 3.2.2 deducimos
el siguiente resultado, que permite garantizar la hiperbolicidad de un grafo obtenido de un
grafo hiperbo´lico an˜adiendo aristas (posiblemente una cantidad infinita).
Teorema 3.2.3. Sea 퐺 un grafo y sea {푔푛}푛 una coleccio´n (finita o numerable) de subgrafos
de 퐺 con diam푔푛(푔푛) ≤ 푐1 para todo 푛, y 푑퐺(푔푚, 푔푛) ≥ 푐2 para todo 푚 ∕= 푛. Sea {퐺푛}푛
una coleccio´n de aristas 퐺푛 = {푒1푛, . . . , 푒푗푛푛 } con 푉 (퐺푛) ⊆ 푉 (푔푛) y 퐿(푒푗푛) ≤ 푐1 para todo 푛 y
1 ≤ 푗 ≤ 푗푛. Entonces 퐺′ := 퐺 ∪
( ∪푛 퐺푛) es 훿′-hiperbo´lico si y so´lo si 퐺 es 훿-hiperbo´lico,
cuantitativamente.
Prueba. Tenemos diam퐺(푔푛) ≤ diam푔푛(푔푛) ≤ 푐1 para todo 푛. Tambie´n tenemos
diam퐺푛∪푔푛(퐺푛 ∪ 푔푛) ≤ diam푔푛(푔푛) + max1≤푗≤푗푛 퐿(푒푗푛) ≤ 2푐1 para todo 푛. Por lo tanto, el
resultado es una consecuencia del Teorema 3.2.2.
Obtenemos directamente el siguiente resultado para los grafos cuyas aristas tienen longi-
tud 푘.
Teorema 3.2.4. Sea 퐺 un grafo con aristas de longitud 푘 y sea {푔푛}푛 una coleccio´n (finita
o cnumerable) de subgrafos disjuntos de 퐺 con diam푔푛(푔푛) ≤ 푐1 para todo 푛. Sea {퐺푛}푛
una coleccio´n de aristas 퐺푛 = {푒1푛, . . . , 푒푗푛푛 } de longitud 푘, con 푉 (퐺푛) ⊆ 푉 (푔푛) para todo 푛.
Entonces 퐺′ := 퐺∪(∪푛퐺푛) es 훿′-hiperbo´lico si y so´lo si 퐺 es 훿-hiperbo´lico, cuantitativamente.
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Para probar el Teorema 3.2.6 necesitaremos el siguiente resultado conocido.
Lema 3.2.5. ([44, Lema 3.1]) Sean 푋 un espacio me´trico geode´sico y 휀 ≥ 0. Si 훾 es una
curva que une 푥, 푦 ∈ 푋 con 퐿(훾) ≤ 푑(푥, 푦) + 휀, entonces 훾 es una (1, 휀)-quasi-geode´sica con
su parametrizacio´n de longitud de arco.
Teorema 3.2.6. Sean 퐺 un grafo y {푔푗}푚푗=1 una coleccio´n de ciclos minimales en 퐺. Denote-
mos por 퐺′ el grafo obtenido an˜adiendo a 퐺 las aristas {푒푗}푚푗=1, con 푒푗 := [푧푗, 푤푗], 푧푗, 푤푗 ∈ 푔푗
y 퐿(푒푗) ≤ 푐 푑퐺(푧푗, 푤푗) para 1 ≤ 푗 ≤ 푚. Si 퐺 es 훿-hiperbo´lico, entonces 퐺′ es 훿′-hiperbo´lico,
donde 훿′ es una constante que so´lo depende de 훿, 푐 y 푚.
Prueba. En primer lugar, observemos que, por el Teorema 3.1.4,
훿 ≥ 1
4
퐿(푔푗) ≥ 1
2
푑퐺(푧푗, 푤푗) ≥ 1
2 푐
퐿(푒푗) ,
para todo 1 ≤ 푗 ≤ 푚.
Observemos tambie´n que 푑퐺′(푥, 푦) ≤ 푑퐺(푥, 푦) para todo 푥, 푦 ∈ 퐺.
Consideremos un tria´ngulo geode´sico 푇 = {푥1, 푥2, 푥3} en 퐺′ con lados {훾1, 훾2, 훾3} (훾푖 es
el lado opuesto a 푥푖). Por el Corolario 2.1.2, podemos suponer que 푇 es un ciclo. Podemos
elegir puntos 푥′1, 푥
′
2, 푥
′
3 ∈ 푇 ∩퐺 con 푑퐺′(푥푖, 푥′푖) ≤ max푗 퐿(푒푗)/2 ≤ 푐 훿. Consideremos las curvas
{훾′1, 훾′2, 훾′3} tales que 훾′1 ∪ 훾′2 ∪ 훾′3 = 푇 , 훾′1 une 푥′2 y 푥′3, 훾′2 une 푥′1 y 푥′2, y 훾′3 une 푥′1 y 푥′1.
Si 훾′푖 esta´ contenida en 퐺 para algu´n 1 ≤ 푖 ≤ 3, definimos 훾′′푖 := 훾′푖. Si 훾′푖 no esta´ contenida
en 퐺 para algu´n 1 ≤ 푖 ≤ 3, definimos 훾′′푖 como la curva obtenida de 훾′푖 de la siguiente forma:
si 푒푗 esta´ contenida en 훾
′
푖 para algu´n 1 ≤ 푗 ≤ 푚, entonces reemplazamos cada 푒푗 por una
geode´sica en 퐺 que une 푧푗 y 푤푗. Por tanto, 훾
′′
푖 esta´ contenida en 퐺 y
퐿(훾′′1 ) ≤ 푑퐺′(푥′2, 푥′3) +
푚
2
max
푗
퐿(푔푗) ≤ 푑퐺(푥′2, 푥′3) + 2푚훿 .
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Por lo tanto, el Lema 3.2.5 da que 훾′′1 es una (1, 2푚훿)-quasi-geode´sica en 퐺. El mismo
argumento da que 훾′′푖 es una (1, 2푚훿)-quasi-geode´sica en 퐺 para todo 1 ≤ 푖 ≤ 3. Denotemos
por 푇 ′′ el tria´ngulo (quasi-geode´sico) en 퐺 dado por 훾′′1 , 훾
′′
2 , 훾
′′
3 .
EL Corolario 1.2.17 da que 푇 ′′ es (훿 + 2퐻(훿, 1, 2푚훿))-thin en 퐺 (aqu´ı 퐻 es la constante
en el Teorema 1.2.16).
Consideremos ahora un punto 푥 ∈ 푇 . Sin pe´rdida de generalidad podemos suponer que
푥 ∈ 훾1. Entonces existe 푥′′ ∈ 훾′′1 con 푑퐺′(푥, 푥′′) ≤ max푗 퐿(푒푗) ≤ 2푐훿. Por lo tanto, existe
푦′′ ∈ 훾′′2 ∪ 훾′′3 con 푑퐺(푥′′, 푦′′) ≤ 훿 + 2퐻(훿, 1, 2푚훿). Tenemos que existe 푦 ∈ 훾2 ∪ 훾3 con
푑퐺′(푦
′′, 푦) ≤ max푗 퐿(푒푗) ≤ 2푐훿. Consecuentemente,
푑퐺′(푥, 푦) ≤ 푑퐺′(푥, 푥′′) + 푑퐺′(푥′′, 푦′′) + 푑퐺′(푦′′, 푦) ≤ 푑퐺′(푥, 푥′′) + 푑퐺(푥′′, 푦′′) + 푑퐺′(푦′′, 푦)
≤ 2푐훿 + 훿 + 2퐻(훿, 1, 2푚훿) + 2푐훿 = (4푐+ 1)훿 + 2퐻(훿, 1, 2푚훿) ,
y 훿(푇 ) ≤ (4푐 + 1)훿 + 2퐻(훿, 1, 2푚훿) para todo tria´ngulo geode´sico 푇 en 퐺′. Concluimos que
훿(퐺′) ≤ (4푐+ 1)훿 + 2퐻(훿, 1, 2푚훿).
3.3 Grafos cu´bicos
Determinar si un grafo infinito es hiperbo´lico es un problema muy dif´ıcil. Por lo tanto, sera´
u´til podernos restringir a estudiar so´lo un conjunto de grafos “normalizados”: los grafos
cu´bicos. Este es el objetivo principal de los siguientes resultados, aunque creemos que son
interesantes por s´ı mismos.
El siguiente teorema es va´lido para todo grafo 퐺 localmente finito; puede ser no conexo
o puede tener lazos y/o aristas mu´ltiples, y las aristas pueden tener longitudes arbitrarias.
Este resultado tambie´n tiene consecuencias geome´tricas (ver Teoremas 3.3.6 y 3.3.7).
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Teorema 3.3.1. Todo grafo 퐺 es quasi-isome´trico a un grafo 3-regular. De hecho, para
cualquier 휀 > 0 existe un grafo 3-regular 퐺′ y una (1 + 휀, 휀) quasi-isometr´ıa 푓 : 퐺 −→ 퐺′ que
es 휀-full.
Prueba. Sin pe´rdida de generalidad podemos suponer que 퐺 es conexo ya que, en caso con-
trario, podemos trabajar con las componentes conexas de 퐺. Fijemos 휀 > 0. Dividiendo
una arista como unio´n de aristas an˜adiendo varios ve´rtices si es necesario, podemos suponer
que 퐿(푒) ≤ 휀 para toda arista 푒 ∈ 퐸(퐺) incidente en algu´n ve´rtice con grado dos. Aso-
ciamos a cada ve´rtice 푣 el conjunto conexo 푆(푣), que es 푣 con media-arista de cada una de
las aristas incidentes en 푣. Si deg(푣) ≥ 4 y las longitudes de las aristas incidentes en 푣 son
{푙1, 푙2, ..., 푙deg(푣)}, entonces definimos 푆 ′(푣) como la estructura que es la unio´n de un grafo
isomorfo a 퐶deg(푣) con deg(푣) aristas de longitudes 푙
′ = 휀min{1, 푙1, 푙2, ..., 푙deg(푣)}/ deg(푣), y
deg(푣) semi-aristas de longitud 푙푗/2 (cada semi-arista esta´ pegada a un ve´rtice diferente del
grafo isome´trico a 퐶deg(푣), ver Fifura).
Si deg(푣) = 3, entonces 푆 ′(푣) := 푆(푣).
Si deg(푣) = 2, entonces definimos 푆 ′(푣) como la estructura que es la unio´n de
dos semi-aristas de longitudes 푙1/4, 푙2/4, cuatro ve´rtices y cinco aristas de longitudes
푙1/4, 푙1/4, 푙2/4, 푙2/4,min{푙1, 푙2}/4 (ver Figura; si 푙푗/4 es la longitud de una semi-arista, en-
tonces las dos aristas que la cortan tienen tambie´n longitud 푙푗/4 (푗 = 1, 2), y la arista
“vertical” en la Figura tiene longitud min{푙1, 푙2}/4).
Finalmente, si deg(푣) = 1, y la arista incidente en 푣 tiene longitud 푙 entonces definimos
푆 ′(푣) como la estructura en la Figura con una semi-arista de longitud 푙/2 y trece aristas de
longitud 휀/4 (entonces el grafo que es la unio´n de estas trece aristas tiene dia´metro menor
que 휀).
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Definamos en cada caso una funcio´n 푓푣 : 푆(푣) −→ 푆 ′(푣) como sigue:
Si deg(푣) ≥ 4, definimos 푓푣(푣) = 푣′, donde 푣′ es cuaquier ve´rtice fijo en 푆 ′(푣). 푓푣 aplica
isome´tricamente cada semi-arista semi-abierta (la semi-arista sin el ve´rtice 푣) de longitud
푙푗/2, para 푗 = 1, 2, ..., deg(푣) de 푆(푣) en la semi-arista de longitud 푙푗/2 de 푆
′(푣).
Si deg(푣) = 3, entonces 푓푣 es la identidad.
Si deg(푣) = 2, entonces definimos 푓푣(푣) = 푤, donde 푤 es uno de los ve´rtices en 푆
′(푣) unido
por la arista vertical en la Figura. 푓푣 aplica isome´tricamente cada semi-arista de longitud
푙푗/2 de 푆(푣) en la unio´n de la semi-arista y la arista incidente en 푤 con longitudes 푙푗/4 en
푆 ′(푣), para 푗 = 1, 2.
Si deg(푣) = 1, entonces 푓푣 aplica isome´tricamente la semi-arista de longitud 푙/2 de 푆(푣)
en la semi-arista de longitud 푙/2 en 푆 ′(푣).
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Sea 퐺′ el grafo obtenido a partir de 퐺 sustituyendo cada 푆(푣) por 푆 ′(푣), para todo
푣 ∈ 푉 (퐺).
Definimos ahora una funcio´n global 푓 : 퐺 −→ 퐺′ dada por 푓 ∣푆(푣) = 푓푣, para todo
푣 ∈ 푉 (퐺). Probaremos a continuacio´n que esta funcio´n 푓 es una quasi-isometr´ıa. Esta´ claro
que 푑퐺(푥, 푦) ≤ 푑퐺′(푓(푥), 푓(푦)), para todo 푥, 푦 ∈ 퐺.
Si deg(푣) ≤ 3, entonces 푑퐺′(푓(푥), 푓(푦)) = 푑퐺(푥, 푦), para todo 푥, 푦 ∈ 푆(푣).
Si deg(푣) ≥ 4, entonces
푑퐺′(푓(푥), 푓(푦)) ≤ 푑퐺(푥, 푦) + deg(푣)
2
⋅ 휀min{1, 푙1, 푙2, ..., 푙deg(푣)}
deg(푣)
=
= 푑퐺(푥, 푦) +
휀min{1, 푙1, 푙2, ..., 푙deg(푣)}
2
, (3.3.1)
para todo 푥, 푦 ∈ 푆(푣). Fijemos ahora 푥, 푦 ∈ 퐺. Consideremos 푣, 푤 ∈ 푉 (퐺) tales que
푥 ∈ 푆(푣), 푦 ∈ 푆(푤), y una geode´sica 훾 en 퐺 uniendo 푥 con 푦 (entonces, 퐿(훾) = 푑퐺(푥, 푦)).
Sean 푆(푣) = 푆(푣1), 푆(푣2), ..., 푆(푣푛) = 푆(푤) las estructuras que 훾 corta, en este orden.
Si 푛 = 1, entones (3.3.1) da
푑퐺′(푓(푥), 푓(푦)) ≤ 푑퐺(푥, 푦) + 휀/2.
Si 푛 = 2, sea 푧 := 푆(푣1) ∩ 푆(푣2); tenemos
푑퐺′(푓(푥), 푓(푦)) ≤ 푑퐺′(푓(푥), 푓(푧)) + 푑퐺′(푓(푧), 푓(푦)) ≤
≤ 푑퐺(푥, 푧) + 휀/2 + 푑퐺(푧, 푦) + 휀/2 = 푑퐺(푥, 푦) + 휀.
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Si 푛 ≥ 3, sea 푧푗 := 푆(푣푗) ∩ 푆(푣푗+1) para 1 ≤ 푗 ≤ 푛− 1; entonces
푑퐺′(푓(푥), 푓(푦)) ≤ 푑퐺′(푓(푥), 푓(푧1)) +
푛−2∑
푗=1
푑퐺′(푓(푧푗), 푓(푧푗+1)) + 푑퐺′(푓(푧푛−1), 푓(푦)).
Como 푑퐺(푧푗, 푧푗+1) es igual a la media de dos longitudes de aristas incidentes en 푣푗+1,
tenemos
min{1, 푙1, 푙2, ..., 푙deg(푣푗+1)}
2
≤ min{1, 푙1, 푙2, ..., 푙deg(푣푗+1)} ≤ 푑퐺(푧푗, 푧푗+1).
Entonces (3.3.1) da 푑퐺′(푓(푧푗), 푓(푧푗+1)) ≤ (휀+ 1)푑퐺(푧푗, 푧푗+1); consecuentemente,
푑퐺′(푓(푥), 푓(푦)) ≤ 푑퐺(푥, 푧1) + 휀/2 + (휀+ 1)
푛−2∑
푗=1
푑퐺(푧푗, 푧푗+1) + 푑퐺(푧푛−1, 푦) + 휀/2 ≤
≤ (휀+ 1)푑퐺(푥, 푦) + 휀.
Consecuentemente, 푓 es una (휀+ 1, 휀)-quasi-isometr´ıa.
Probaremos ahora que 푓 es 휀-full. Consideremos 푧 ∈ 퐺′; entonces 푧 ∈ 푆 ′(푣), para algu´n
푣 ∈ 푉 (퐺).
Si deg(푣) ≥ 3, entonces 푑퐺′(푧, 푓(퐺)) ≤ 휀min{1, 푙1, 푙2, ..., 푙deg(푣)}/ deg(푣) ≤ 휀.
Si deg(푣) = 2, entonces 푑퐺′(푧, 푓(퐺)) ≤ max{푙1/4, 푙2/4} ≤ 휀/4.
Si deg(푣) = 1, entonces 푑퐺′(푧, 푓(퐺)) < 휀. Por tanto, 푓 es 휀-full, y eso completa la
prueba.
Tenemos tambie´n los siguientes resultados.
Lema 3.3.2. Cualquier grafo con grado ma´ximo Δ y con aristas con longitudes en el inter-
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valo [푙1, 푙2] es quasi-isome´trico a un grafo 3-regular con aristas de longitud 1. Adema´s, las
constantes en la quasi-isometr´ıa so´lo dependen de 푙1, 푙2 y Δ.
Prueba. Consideremos un grafo 퐺 verificando las hipo´tesis del Lema, y el grafo 퐺0 isomorfo
a 퐺 y tal que toda arista de 퐺0 tiene longitud 1. Aplicando una dilatacio´n a cada arista,
esta´ claro que 퐺0 y 퐺 son quasi-isome´tricos, y que las constantes en la quasi-isometr´ıa so´lo
depende de 푙1 y 푙2. Por lo tanto, sin pe´rdida de generalidad podemos suponer que toda arista
en 퐺 tiene longitud 1. Como cualquier ve´rtice en 퐺 satisface deg(푣) ≤ Δ, obtenemos el
resultado sustituyendo en la prueba del Teorema 3.3.1 el grafo 퐺′ por un grafo 퐺′′ isomorfo
a 퐺′ y tal que toda arista de 퐺′′ tiene longitud 1 (y entonces las constantes en la segunda
quasi-isometr´ıa dependen so´lo de Δ).
Teorema 3.3.3. Cualquier grafo 퐺 con grado ma´ximo Δ y con 퐿(푒) ≥ 푐0 > 0 para toda
arista 푒 ∈ 퐸(퐺) es quasi-isome´trico a un grafo 3-regular con aristas de longitud 1. Adema´s,
las constantes en la quasi-isometr´ıa dependen so´lo de 푐0 y Δ.
Prueba. Dividiendo cada arista 푒 con 퐿(푒) > 2푐0 en unio´n de aristas con longitudes en el
intervalo [푐0, 2푐0] an˜adiendo varios ve´rtices, sin pe´rdida de generalidad podemos suponer que
푐0 ≤ 퐿(푒) ≤ 2푐0 para cada arista 푒 ∈ 퐸(퐺). Por tanto, el Lema 3.3.2 da el resultado.
Estos resultados tienen tambie´n aplicaciones geome´tricas.
Definicio´n 3.3.4. Decimos que un espacio me´trico (푋, 푑) es un path-metric si para todo
푥, 푦 ∈ 푋 y 휀 > 0, existe un camino 푔 uniendo 푥 e 푦 con 퐿(푔) ≤ 푑(푥, 푦) + 휀.
En la Seccio´n 1.3 de [9] encontramos el siguiente resultado.
Teorema 3.3.5. Fijemos cualquier 휀 > 0. Todo espacio path-metric (푋, 푑) es (1 + 휀, 2)-
quasi-isome´trico a un grafo (posiblemente no localmente finito) en el cual toda arista tiene
longitud 1.
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Estamos interesados ahora en espacios path-metric localmente compactos; obse´rvese que
estos espacios son siempre geode´sicos.
Por tanto, los Teoremas 3.3.1 y 3.3.5 dan el siguiente resultado.
Teorema 3.3.6. Cualquier espacio path-metric localmente compacto (푋, 푑) es quasi-isome´-
trico a un grafo 3-regular.
Prueba. Vamos a probar que el grafo asociado a 푋 por el Teorema 3.3.5 es localmente finito.
Por tanto, los Teoremas 3.3.1 y 3.3.5 dara´n el resultado.
El grafo asociado a 푋 por el Teorema 3.3.5 se construye de la siguiente forma: para 푡 > 0
suficientemente pequen˜o, tomamos un packing maximal 푃 de 푋 por bolas disjuntas de radio
푡; formamos un grafo cuyos ve´rtices corresponden a las bolas de 푃 , y uniendo dos ve´rtices
por una arista de longitud 1, si los centros de las correspondientes bolas esta´n a distancia a lo
sumo 1. Buscando una contradiccio´n, supongamos que este grafo no es localmente finito, es
decir, que existe un ve´rtice 푣 con deg(푣) =∞ (ya que toda arista tiene longitud 1). Sea 푥 ∈ 푋
el centro de la bola correspondiente a 푣, y {푥푛}푛 los centros de la bolas correspondientes a los
vecinos de 푣 en el grafo. Por tanto, {푥푛}푛 es una sucesio´n contenida en la bola cerrada 퐵 con
centro 푥 y radio 2 y, como 퐵 es compacta, existe una subsucesio´n {푥푛푘}푘 que es una sucesio´n
de Cauchy. Este hecho contradice 푑(푥푚, 푥푛) ≥ 2푡 para 푚 ∕= 푛. Esta es la contradiccio´n que
busca´bamos, y por tanto, el grafo asociado a 푋 por el Teorema 3.3.5 es localmente finito.
Teorema 3.3.7. Cualquier variedad riemanniana 푛-dimensional cuya curvatura de Ricci
esta´ acotada inferiormente por −(푛 − 1)푘2, es quasi-isome´trica a un grafo 3-regular con
aristas de longitud 1. Adema´s, las constantes en la quasi-isometr´ıa so´lo dependen de 푛 y 푘.
Prueba. El Lema 2.3 en [29] asegura que el grafo asociado a 푋 por el Teorema 3.3.5 tiene
una cota superior para el grado de sus ve´rtices, que so´lo depende de 푛 y 푘. Por tanto, los
Teoremas 3.3.3 y 3.3.5 dan el resultado.
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Capı´tulo4
Hiperbolicidad de grafos de teselacio´n
y esqueletos de CW complejos
4.1 Hiperbolicidad de grafos de teselacio´n
Empezamos esta seccio´n con los siguientes conceptos.
Intuitivamente, una variedad topolo´gica es un espacio topolo´gico que localmente tiene
la estructura topolo´gica de ℝ푛, para algu´n 푛. Un complejo celular o CW complejo es un
tipo de espacio topolo´gico que en cierta manera se asemeja a una variedad topolo´gica. Son
espacios muy utilizados en Topolog´ıa (especialmente en Topolog´ıa Algebraica) y en Geometr´ıa
Diferencial.
Definicio´n 4.1.1. Una 푛-ce´lula es un conjunto cerrado cuyo interior es homeomorfo a una
bola abierta de ℝ푛. Las 2-ce´lulas se denominan caras, las 1-ce´lulas se denominan aristas, y
las 0-ce´lulas se denominan ve´rtices.
Por CW 2-complejo designaremos un espacio topolo´gico conexo que es unio´n de 2-ce´lulas
con las siguientes propiedades:
∙ Los interiores de las 2-ce´lulas son disjuntos.
∙ La interseccio´n de 2-ce´lulas es el conjunto vac´ıo o una unio´n finita de 1-ce´lulas y/o
0-ce´lulas.
El 1-esqueleto de un CW 2-complejo es el grafo obtenido como la unio´n de las 1-ce´lulas que
constituyen las fronteras de las 2-ce´lulas.
Un grafo de teselacio´n es el 1-esqueleto de un CW 2-complejo contenido en una superficie
riemanniana 풮 (con o sin borde) tal que todo punto en 풮 esta´ contenido en alguna cara del
complejo. Las aristas del grafo de teselacio´n son caminos rectificables en 풮 y sus longitudes
son las inducidas por la me´trica en 풮 (no tienen por que´ ser geode´sicas en 풮).
En esta seccio´n probamos la equivalencia entre la hiperbolicidad de un grafo de teselacio´n
de una superficie 풮 y la hiperbolicidad de 풮 (ver el Teorema 4.1.2). Con este primer resultado
deducimos consecuencias para grafos planares de teselacio´n; se puede pensar que estos tipos
de grafos nunca son hiperbo´licos, ya que el plano no es hiperbo´lico (y entonces la teor´ıa ser´ıa
trivial). Sin embargo, encontramos un resultado sorprendente: existe un grafo planar de
teselacio´n que es hiperbo´lico (ver el Teorema 4.1.9). Obtenemos otro resultado sorprendente
en el contexto de grafos generales: si aumentamos la longitud de las aristas de un grafo no
hiperbo´lico es posible obtener un grafo hiperbo´lico (ver el Teorema 4.1.8).
Aunque las superficies riemannianas quedan fuera de los objetivos de esta tesis, necesita-
mos algunos conceptos geome´tricos ba´sicos en este cap´ıtulo.
Sea Ω ⊂ ℂ un dominio plano (es decir, un conjunto abierto y conexo en ℂ). Una me´trica
riemanniana definida en Ω, viene dada por una expresio´n de la forma 푑푠2 = 퐸(푥, 푦)푑푥2 +
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2퐹 (푥, 푦)푑푥푑푦 + 퐺(푥, 푦)푑푦2, donde 퐸,퐹 y 퐺 son funciones 풞∞ tales que 퐸퐺− 퐹 2 > 0 en Ω.
Se dice que la me´trica es conforme cuando 퐹 = 0 y 퐸 = 퐺. En este caso, puede escribirse
푑푠2 = 휆2(푥, 푦)(푑푥2 + 푑푦2) y 휆 se denomina la densidad de la me´trica.
Una me´trica conforme siempre es mu´ltiplo de la eucl´ıdea, es decir, 푑푠 = 휆(푥, 푦)∣푑푧∣, donde
∣푑푧∣ denota la longitud eucl´ıdea.
Si 훾 : [푎, 푏]→ Ω es una curva continuamente diferenciable a trozos, se define su longitud
con respecto a la me´trica 휆 como:
퐿휆(훾) :=
∫
훾
휆(푧)∣푑(푧)∣. (4.1.1)
Dados dos puntos 푝, 푞 ∈ Ω, se define la distancia en la me´trica 휆 entre 푝 y 푞 como
푑Ω(푝, 푞) := inf{퐿휆(훾) : 훾 ∈ 풞Ω(푝, 푞)},
siendo 풞Ω(푝, 푞) el conjunto formado por todas las curvas continuamente diferenciables a trozos
parametrizadas de forma que 훾 : [0, 1]→ Ω con 훾(0) = 푝 y 훾(1) = 푞.
Es posible demostrar que la funcio´n 푑Ω : Ω × Ω → ℝ es una distancia y (푋, 푑Ω) es un
espacio me´trico. En el caso particular 휆 ≡ 1 y Ω = ℂ, entonces 푑Ω es, precisamente, la
distancia eucl´ıdea.
En el disco unidad abierto 픻 = {푧 ∈ ℂ : ∣푧∣ < 1} puede definirse una me´trica conforme
mediante la siguiente densidad:
휆픻(푧) =
2∣푑푧∣
1− ∣푧∣2 . (4.1.2)
A esta me´trica se le suele denominar hiperbo´lica o de Poincare´.
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Si 훾 : [푎, 푏] → 픻 es una curva continuamente diferenciable a trozos su longitud con
respecto a esta me´trica es
퐿픻(훾) =
∫
훾
휆픻(푧)∣푑푧∣ =
∫ 푏
푎
2∣훾′(푡)∣
1− ∣훾(2)∣2 푑푡.
El disco con esta me´trica constituye el modelo de Poincare´ del plano hiperbo´lico, en el
que las geode´sicas son los arcos de circunferencia perpendiculares a ∂픻, y que tiene curvatura
constante 퐾 = −1.
Teorema 4.1.2. Sea 풮 una superficie riemanniana con curvatura satisfaciendo 퐾 ≥ −푘2
para alguna constante 푘. Supongamos que un grafo 퐺 es el 1-esqueleto de una teselacio´n de
풮 con caras {퐹푛} tales que existen conjuntos Λ1,Λ2 que son una particio´n del conjunto de
ı´ndices 푛 y constantes positivas 푐1, 푐2, verificando las siguientes propiedades: diam퐺 ∂퐹푛 ≤ 푐1,
diam풮 퐹푛 ≤ 푐1 y 퐴풮(퐹푛) ≥ 푐2 para todo 푛 ∈ Λ1, y 푑∂퐹푛(푥, 푦) ≤ 푐1푑풮(푥, 푦) para todo 푥, 푦 ∈ ∂퐹푛
y para todo 푛 ∈ Λ2. Si 풮 es hiperbo´lico, entonces 퐺 es hiperbo´lico, cuantitativamente.
Adema´s, si diam풮 퐹푛 ≤ 푐1 para todo 푛 ∈ Λ2, entonces 풮 es hiperbo´lico si y so´lo si 퐺 es
hiperbo´lico, cuantitativamente.
Prueba. Vamos a probar que la inclusio´n 푖 : 퐺 −→ 풮 es una quasi-isometr´ıa. Si diam풮 퐹푛 ≤ 푐1
para todo 푛 ∈ Λ2, entonces 푖 es 푐1-full. Estos hechos implican las conclusiones del Teorema
4.1.2, usando el Teorema 1.2.18.
Esta´ claro que 푑풮(푥, 푦) = 푑풮(푖(푥), 푖(푦)) ≤ 푑퐺(푥, 푦) para todo 푥, 푦 ∈ 퐺.
Fijemos ahora 푥, 푦 ∈ 퐺 y sea 휎 una geode´sica uniendo 푥 e 푦 en 풮. Si 퐹푛 ∩ 휎 ∕= ∅,
entonces tenemos 퐹푛 ⊆ 풱diam퐹푛(휎) ⊆ 풱푐1(휎). Consideremos una aplicacio´n recubridora
universal 휋 : 풮˜ −→ 풮 y un elevamiento 휎˜ de 휎 en 풮˜. Si 푔 es la me´trica riemanniana en
풮 y consideramos en 풮˜, como usualmente, el pullback 휋∗푔 de 푔 por 휋, entonces 휋 es una
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isometr´ıa local y 퐴풮(풱푐1(휎)) ≤ 퐴풮˜(풱푐1(휎˜)). Como 휋 es una isometr´ıa local, la curvatura
en 풮˜ satisface tambie´n 퐾풮˜ ≥ −푘2. Si 풮∗ es la superficie completa simplemente conexa
con curvatura constante 퐾풮∗ = −푘2 y 휎∗ es una geode´sica en 풮∗ con 퐿풮∗(휎∗) = 퐿풮˜(휎˜),
entonces es fa´cil comprobar que 퐴풮˜(풱푐1(휎˜)) ≤ 퐴풮∗(풱푐1(휎∗)) usando las coordenadas de Fermi
(ver, por ejemplo, [11, p. 247]) y los argumentos habituales de comparacio´n de la curvatura
(ver, por ejemplo, [38, Lemma 3.5]). Es bien conocido (ver, por ejemplo, [18, p. 208]) que
퐴풮∗(풱푐1(휎∗)) = 2푘 sinh(푘푐1) 퐿풮(휎) + 4휋푘2 sinh2(푘푐12 ), ya que 풱푐1(휎∗) es la unio´n de dos “semi-
bolas” y un “recta´ngulo”. Si 풩 (휎) denota la cantidad de piezas 퐹푛 con 푛 ∈ Λ1 que 휎 corta
entonces obtenemos
푐2 풩 (휎) ≤ 퐴풮(풱푐1(휎)) ≤
2
푘
sinh(푘푐1) 퐿풮(휎) +
4휋
푘2
sinh2
(푘푐1
2
)
.
Por lo tanto,
풩 (휎) ≤ 2 sinh(푘푐1)
푘푐2
푑풮(푥, 푦) +
4휋 sinh2(푘푐1
2
)
푘2푐2
.
Sean [푥1푥2], [푥3푥4], . . . , [푥2푚−1푥2푚] las geode´sicas contenidas en 휎 tales que [푥2푗−1푥2푗] = 휎∩퐹푛푗
con 푛푗 ∈ Λ2. Entonces,
푑퐺(푥, 푦) ≤ sup
푛∈Λ1
{diam퐺 ∂퐹푛} 풩 (휎) +
푚∑
푗=1
푑∂퐹푛푗 (푥2푗−1, 푥2푗)
≤ 푐1풩 (휎) + 푐1
푚∑
푗=1
푑풮(푥2푗−1, 푥2푗)
≤
(2푐1 sinh(푘푐1)
푘푐2
+ 푐1
)
푑풮(푥, 푦) +
4휋푐1 sinh
2(푘푐1
2
)
푘2푐2
,
lo que completa la prueba.
Observacio´n 4.1.3. Si la curvatura satisface −푘2 ≤ 퐾 ≤ 0, podemos eliminar la hipo´tesis
diam풮 퐹푛 ≤ 푐1 para 푛 ∈ Λ1 del enunciado del Teorema 4.1.2, ya que en este caso diam풮 퐹푛 ≤
diam풮 ∂퐹푛 ≤ diam퐺 ∂퐹푛 ≤ 푐1. Si 퐾 > 0, entonces diam풮 퐹푛 puede ser mayor que diam풮 ∂퐹푛.
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El Teorema 4.1.2 (con Λ2 = ∅) y la Observacio´n 4.1.3 tienen la siguiente consecuencia
directa.
Corolario 4.1.4. Supongamos que un grafo 퐺 es el 1-esqueleto de una teselacio´n de ℝ2 con
caras {퐹푛} tales que diam퐺 ∂퐹푛 ≤ 푐1 y 퐴풮(퐹푛) ≥ 푐2 para algunas constantes positivas 푐1, 푐2,
y para todo 푛. Entonces 퐺 no es hiperbo´lico.
Proposicio´n 4.1.5. Consideremos los siguientes subconjuntos de ℝ2 ∼= ℂ (con su me´trica
eucl´ıdea usual), 퐴푛 := {푧 : ∣푧∣ = 푛} para 푛 ≥ 1 y 퐵푘,푛 := {푧 : 푛 ≤ ∣푧∣ ≤ 푛 + 1, arg 푧 = 2푘휋[푒푛]}
para 푛 ≥ 1 y 0 ≤ 푘 ≤ [푒푛] − 1. Si 퐺 es el grafo obtenido como la unio´n de {퐴푛} y {퐵푘,푛}
para 푛 ≥ 1 y 0 ≤ 푘 ≤ [푒푛]− 1, entonces 퐺 no es hiperbo´lico.
Prueba. Consideremos la inclusio´n 푖 : 퐺 −→ ℝ2. Es obvio que 푖 es 1-full y que
푑ℝ2(푥, 푦) ≤ 푑퐺(푥, 푦)
para todo 푥, 푦 ∈ 퐺.
Si 푥, 푦 ∈ 퐺 pertenecen a la misma circunferencia de radio 푚 y ⌢푥푦 denota el arco ma´s
corto en dicha circunferencia uniendo 푥 e 푦, entonces
푑퐺(푥, 푦) ≤ 퐿ℝ2(⌢푥푦) ≤ 휋
2
푑ℝ2(푥, 푦).
Supongamos ahora que 푥 ∈ 푉 (퐺) pertenece a la circunferencia de radio 푚 e 푦 ∈ 푉 (퐺)
pertenece a la circunferencia de radio 푛 con 푚 ∕= 푛; sin pe´rdida de generalidad podemos
suponer que 푚 < 푛. Sea 푧 ∈ 퐺 el punto en la circunferencia de radio 푚 tal que arg 푧 = arg 푦;
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entonces 푑ℝ2(푦, 푧) es la distancia en ℝ2 de 푦 a la circunferencia de radio 푚. Entonces
푑퐺(푥, 푦) ≤ 푑퐺(푥, 푧) + 푑퐺(푧, 푦) ≤ 푑퐺(푥, 푧) + 푛−푚+
푛−1∑
푗=푚
2휋
[푒푗]
≤ 휋
2
푑ℝ2(푥, 푧) + 푛−푚+
∞∑
푗=1
2휋
2푗
,
y por tanto
푑퐺(푥, 푦) ≤
(
휋
2
+ 1
)
푑ℝ2(푥, 푦) + 2휋.
Si 푥 e 푦 no son ve´rtices de 퐺, entonces existen 푥′, 푦′ ∈ 푉 (퐺) tales que 푑퐺(푥, 푥′) ≤ 휋,
푑퐺(푦, 푦
′) ≤ 휋. Entonces tenemos
푑퐺(푥, 푦) ≤ 푑퐺(푥, 푥′) + 푑퐺(푥′, 푦′) + 푑퐺(푦, 푦′) ≤ 푑퐺(푥′, 푦′) + 2휋
≤
(
휋
2
+ 1
)
푑ℝ2(푥
′, 푦′) + 4휋 ≤
(
휋
2
+ 1
)[
푑ℝ2(푥, 푦) + 푑ℝ2(푥, 푥
′) + 푑ℝ2(푦, 푦
′)
]
+ 4휋
≤ 휋 + 2
2
푑ℝ2(푥, 푦) + 휋
2 + 6휋.
Como la inclusio´n 푖 es una quasi-isometr´ıa 1-full, deducimos que ℝ2 y 퐺 son quasi-isome´tricos.
Consecuentemente, 퐺 no es hiperbo´lico.
Proposicio´n 4.1.6. Consideremos 픻 := {푧 ∈ ℂ : ∣푧∣ < 1} con su distancia de Poincare´ 푑픻
dada por la densidad conforme 푑푠 =
2∣푑푧∣
1− ∣푧∣2 y definamos 푟푛 =
푒푛 − 1
푒푛 + 1
, 푛 ∈ ℕ. Consideremos
los siguientes subconjuntos de 픻, 퐴∗푛 := {푧 : 푑픻(푧, 0) = 푛} = {푧 : ∣푧∣ = 푟푛} para 푛 ≥ 1 y
퐵∗푘,푛 := {푧 : 푛 ≤ 푑픻(푧, 0) ≤ 푛 + 1, arg 푧 = 2푘휋[푒푛]} para 푛 ≥ 1 y 0 ≤ 푘 ≤ [푒푛] − 1. Si 퐺∗ es el
grafo obtenido como la unio´n de {퐴∗푛} y {퐵∗푘,푛} para 푛 ≥ 1 y 0 ≤ 푘 ≤ [푒푛]− 1, entonces 퐺∗
es hiperbo´lico.
Prueba. Es obvio que 퐺∗ es el 1-esqueleto de una teselacio´n de 픻 y vamos a comprobar que 퐺∗
verifica las hipo´tesis del Teorema 4.1.2 con Λ2 = ∅. Sean {퐹푚} las caras de esta teselacio´n. Es
conocido que la curvatura de la me´trica de Poincare´ es 퐾 = −1 (ver, por ejemplo, [1, p. 12]).
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Entonces, por la Observacio´n 4.1.3, es suficiente comprobar que 퐿픻(∂퐹푚) ≤ 푐1 y 퐴픻(퐹푚) ≥ 푐2
para algunas constantes 푐1, 푐2 > 0, ya que en este caso diam픻 퐹푚 ≤ 12퐿픻(∂퐹푚) ≤ 12푐1.
Un ca´lculo esta´ndar da 퐿픻(∂퐵픻(0, 푛)) = 2휋 sinh푛 y 퐴픻(퐵픻(0, 푛)) = 4휋 sinh
2(푛/2) (ver,
por ejemplo, [18, p. 208] y [21, p. 138]).
Si 퐹푚 ⊆ {푧 : 푛 ≤ 푑픻(푧, 0) ≤ 푛+ 1} para algu´n 푛 ≥ 1, entonces
퐿픻(∂퐹푚) = 2 + 2휋
sinh푛+ sinh(푛+ 1)
[푒푛]
≤ 2 + 2휋 sinh푛+ sinh(푛+ 1)
푒푛 − 1 .
Como la funcio´n 푓(푥) =
sinh푥+ sinh(푥+ 1)
푒푥 − 1 decrece para 푥 ≥ 1, obtenemos
퐿픻(∂퐹푚) ≤ 2 + 2휋 sinh 1 + sinh 2
푒− 1 := 푐1.
Adema´s,
퐴픻(퐹푚) = 4휋
sinh2(푛+1
2
)− sinh2(푛
2
)
[푒푛]
=
2휋(cosh(푛+ 1)− cosh푛)
[푒푛]
≥ 2휋(cosh(푛+ 1)− cosh푛)
푒푛
.
Como la funcio´n 푔(푥) =
cosh(푥+ 1)− cosh푥
푒푥
crece para 푥 ≥ 1, tenemos
퐴픻(퐹푚) ≥ 2휋(cosh 2− cosh 1)
푒
:= 푐2.
Como 픻 es hiperbo´lico (ver, por ejemplo [22, p. 52])), el Teorema 4.1.2 permite concluir que
퐺∗ es hiperbo´lico.
En [13, Proposition 4.8] y [33, Theorem 17] encontramos el siguiente resultado.
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Teorema 4.1.7. Para cualquier grafo 퐺 se verifican las siguientes desigualdades
1
4
푔(퐺) ≤ 훿(퐺) ≤ 1
4
퐶(퐺).
A la vista de este resultado (y otros de este tipo) parece razonable pensar que si alargamos
los ciclos de un grafo, entonces estamos aumentando su constante de hiperbolicidad. Por
tanto, resulta natural conjeturar lo siguiente:
Si alargamos las aristas de un grafo no hiperbo´lico obtenemos tambie´n un grafo no
hiperbo´lico.
Sin embargo, tenemos el siguiente resultado sorprendente.
Teorema 4.1.8. Existe un isomorfismo 푓 : 퐺1 −→ 퐺2 entre un grafo no hiperbo´lico 퐺1 y
un grafo hiperbo´lico 퐺2 tal que 퐿퐺2(푓(푒)) ≥ 퐿퐺1(푒) para todo 푒 ∈ 퐸(퐺1).
Prueba. Consideremos el grafo no hiperbo´lico 퐺1 = 퐺 en la Proposicio´n 4.1.5, el grafo
hiperbo´lico 퐺2 = 퐺
∗ en la Proposicio´n 4.1.6 y el isomorfismo natural 푓 : 퐺 −→ 퐺∗ tal que
푓(퐴푛) = 퐴
∗
푛 y 푓(퐵푘,푛) = 퐵
∗
푘,푛 para 푛 ≥ 1 y 0 ≤ 푘 ≤ [푒푛] − 1. Esta´ claro que 퐿퐺(퐵푘,푛) =
퐿퐺∗(퐵
∗
푘,푛) = 1 para todo 푛 ≥ 1. Denotemos por 푒푘,푛 la arista en 퐴푛 uniendo los puntos
finales en 퐴푛 de 퐵푘,푛 y 퐵푘+1,푛, y por 푒
∗
푘,푛 la arista en 퐴
∗
푛 uniendo los puntos finales en 퐴
∗
푛 de
퐵∗푘,푛 y 퐵
∗
푘+1,푛. Entonces, es suficiente comprobar que 퐿퐺∗(푒
∗
푘,푛) ≥ 퐿퐺(푒푘,푛), lo cual se deduce
de los siguientes ca´lculos:
퐿퐺∗(푒
∗
푘,푛) =
1
[푒푛]
퐿픻(∂퐵픻(0, 푛)) =
2휋 sinh푛
[푒푛]
>
2휋푛
[푒푛]
= 퐿퐺(푒푘,푛),
para todo 푛 ≥ 1 y 0 ≤ 푘 ≤ [푒푛]− 1.
El Teorema 4.1.8 tiene la siguiente sorprendente consecuencia.
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Teorema 4.1.9. Existe un grafo 퐺 de teselacio´n de ℝ2 tal que toda arista es una geode´sica
eucl´ıdea y que es hiperbo´lico.
Prueba. Consideremos el grafo no hiperbo´lico 퐺2 = 퐺 en la Proposicio´n 4.1.5 y el grafo
hiperbo´lico 퐺1 = 퐺
∗ en la Proposicio´n 4.1.6. Usando las notaciones de la prueba del Teorema
4.1.8, si sustituimos cada arista 푒푘,푛 de 퐺2 por un pol´ıgono eucl´ıdeo (contenido en un entorno
suficientemente estrecho de 푒푘,푛) de longitud igual a 퐿픻(푒
∗
푘,푛) para 푛 ≥ 1 y 0 ≤ 푘 ≤ [푒푛]− 1,
obtenemos el grafo de teselacio´n que busca´bamos.
Definicio´n 4.1.10. Una arista 푒 de un grafo 퐺 se llama una tree-edge si 퐺 ∖ {푒} no es
conexo. Denotamos por NTE(G) el conjunto de todas las aristas que no son tree-edges de 퐺.
El Teorema 4.1.8 muestra que, en general, los isomorfismos entre grafos no conservan la
hiperbolicidad. Sin embargo, el siguiente resultado da un resultado parcial sobre la conser-
vacio´n de hiperbolicidad de grafos isomorfos.
Teorema 4.1.11. Sean 푓 : 퐺 −→ 퐺′ un isomorfismo de grafos y 푐1, 푐2 constantes positi-
vas tales que 푐1퐿퐺′(푓(푒)) ≤ 퐿퐺(푒) ≤ 푐2퐿퐺′(푓(푒)) para toda 푒 ∈ 푁푇퐸(퐺). Entonces 퐺 es
hiperbo´lico si y so´lo si 퐺′ es hiperbo´lico, cuantitativamente.
Prueba. Podemos definir 푓 en todo punto de 퐺 como una dilatacio´n en cada arista: si
푥 ∈ [푢, 푣] ∈ 퐸(퐺), entonces definimos 푓(푥) como el punto en [푓(푢), 푓(푣)] ∈ 퐸(퐺′) con
푑퐺′(푓(푥), 푓(푢)) = 푑퐺(푥, 푢) ⋅ 퐿퐺′([푓(푢), 푓(푣)])/퐿퐺([푢, 푣]).
Sean {퐺푛}푛 las componentes conexas de 퐺 ∖ ∪푚{푒푚}, donde {푒푚}푚 son las tree-edges de
퐺. Esta´ claro que {퐺푛}푛 ∪ {푒푚}푚 es una tree-decomposition de 퐺. Sean 퐺′푛 = 푓(퐺푛) y
푒′푚 := 푓(푒푚); entonces {퐺′푛}푛 ∪ {푒′푚}푚 es una tree-decomposition de 퐺′.
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Supongamos que 퐺′ es 훿-hiperbo´lico; entonces 퐺′푛 es hiperbo´lico para todo 푛 por el
Teorema 2.1.5
Sea 푇 = 훾1∪훾2∪훾3 un tria´ngulo geode´sico en 퐺푛. Definimos 훾′푗 := 푓(훾푗) para 푗 = 1, 2, 3;
como 훾′푗 puede ser una geode´sica o no en 퐺
′
푛 consideramos 훾
′′
푗 la geode´sica en 퐺
′
푛 uniendo los
extremos de 훾′푗 para cada 푗 = 1, 2, 3. Es fa´cil comprobar que las curvas 훾
′
푗 son (푎, 0)-quasi-
geode´sicas en 퐺′푛 con 푎 := max{푐−11 , 푐2}.
Por otro lado, el tria´ngulo 푇 ′′ := 훾′′1 ∪ 훾′′2 ∪ 훾′′3 en 퐺′푛 es un tria´ngulo geode´sico. Conside-
remos cualquier 푢 ∈ 푇 fijo; sin pe´rdidad de generalidad podemos suponer que 푢 ∈ 훾1. Por el
Teorema 1.2.16, existe un punto 푤 ∈ 훾′′1 con 푑퐺′푛(푓(푢), 푤) ≤ 퐻, donde 퐻 = 퐻(훿, 푎, 0). Como
푇 ′′ es 훿-thin existe 푦 ∈ 훾′′2 ∪ 훾′′3 tal que 푑퐺′푛(푤, 푦) ≤ 훿. Por el Teorema 1.2.16, existe un punto
푝 ∈ 훾2 ∪ 훾3 con 푑퐺′푛(푦, 푓(푝)) ≤ 퐻, y concluimos
푑퐺푛(푢, 푝) ≤ 푐2푑퐺′푛(푓(푢), 푓(푝)) ≤ 푐2(푑퐺′푛(푓(푢), 푤) + 푑퐺′푛(푤, 푦) + 푑퐺′푛(푦, 푓(푝))) ≤ 푐2(2퐻 + 훿).
Por tanto, obtenemos
푑퐺푛(푢, 훾2 ∪ 훾3) ≤ 푑퐺푛(푢, 푝) ≤ 푐2(2퐻 + 훿),
y
훿(퐺푛) ≤ 푐2(2퐻 + 훿).
Por el Teorema 2.1.5 sabemos que
훿(퐺) = sup
푛
훿(퐺푛) ≤ 푐2(2퐻 + 훿),
y 퐺 es hiperbo´lico. La otra implicacio´n se deduce del razonamiento anterior reemplazando 푓
por 푓−1.
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El siguiente resultado complementa el Teorema 4.1.11.
Teorema 4.1.12. Sean 퐺 y 퐺′ grafos con inf{퐿퐺(푒) : 푒 ∈ 푁푇퐸(퐺)} > 0 y 푓 : 퐺 −→ 퐺′ un
isomorfismo de grafos tal que 퐿퐺′(푓(푒)) ≥ 푐퐿퐺(푒) para toda 푒 ∈ 푁푇퐸(퐺) y alguna constante
positiva 푐. Entonces 퐺′ es hiperbo´lico si y so´lo si 퐺 es hiperbo´lico y 훽′ := sup{퐿퐺′(푒′) : 푒′ ∈
푁푇퐸(퐺′)} <∞.
Prueba. Observemos en primer lugar que basta con probar las dos afirmaciones siguientes:
si 훽′ <∞, entonces 퐺 es hiperbo´lico si y so´lo si 퐺′ es hiperbo´lico; si 훽′ =∞, entonces 퐺′ no
es hiperbo´lico.
Si 훽′ <∞, sea 훼 := inf{퐿퐺(푒) : 푒 ∈ 푁푇퐸(퐺)}; entonces tenemos para toda 푒 ∈ 푁푇퐸(퐺)
훼푐
훽′
퐿퐺′(푓(푒)) ≤ 푐퐿퐺(푒) ≤ 퐿퐺′(푓(푒)).
Por tanto, el Teorema 4.1.11 da el resultado.
Supongamos ahora que 훽′ = ∞ y probemos que 퐺′ no es hiperbo´lico. Consideremos
[푥, 푦] ∈ 푁푇퐸(퐺′) y sea 훾 una geode´sica en 퐺′ ∖ [푥, 푦] uniendo 푥 e 푦.
Supongamos en primer lugar que 퐿퐺′([푥, 푦]) ≤ 퐿퐺′(훾); entonces [푥, 푦] es una geode´sica en
퐺′. Sea 푧 el punto medio de 훾, es decir, el punto de 훾 que verifica 푑퐺′(푥, 푧) = 푑퐺′(푦, 푧) =
퐿퐺′(훾)/2. Es fa´cil comprobar que el tria´ngulo 푇1 := [푥, 푦]∪[푥푧]∪[푦푧] es un tria´ngulo geode´sico
en 퐺′, debido a la propiedad minimizante de 훾. Si 푢 es el punto medio de [푥, 푦], entonces
훿(퐺′) ≥ 훿(푇1) ≥ 푑퐺′(푢, [푥푧] ∪ [푦푧]) = 푑퐺′(푢, {푥, 푦}) = 퐿퐺′([푥, 푦])/2.
Supongamos ahora que 퐿퐺′([푥, 푦]) > 퐿퐺′(훾); entonces 훾 es una geode´sica en 퐺
′. Sea
푣 el punto medio de [푥, 푦]. Es fa´cil comprobar que 푇2 := [푥푣] ∪ [푣푦] ∪ 훾 es un tria´ngulo
geode´sico en 퐺′. Si 푤 es el punto medio de [푥푣], entonces 훿(퐺′) ≥ 훿(푇2) ≥ 푑퐺′(푤, [푣푦]∪ 훾) =
푑퐺′(푤, {푥, 푣}) = 퐿퐺′([푥, 푦])/4. Por tanto, en cualquier caso, hemos probado que 훿(퐺′) ≥
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퐿퐺′(푒)/4 para toda 푒 ∈ 푁푇퐸(퐺′). Ahora tomando el supremo en 푒 ∈ 푁푇퐸(퐺′), concluimos
que 퐺′ no es hiperbo´lico, como se quer´ıa.
La siguiente consecuencia del Teorema 4.1.12 muestra que bajo una hipo´tesis razonable
se puede evitar la “desagradable” situacio´n que aparec´ıa en el Teorema 4.1.8.
Corolario 4.1.13. Sean 퐺 y 퐺′ grafos con inf{퐿퐺(푒) : 푒 ∈ 푁푇퐸(퐺)} > 0 y 푓 : 퐺 −→ 퐺′ un
isomorfismo de grafos tal que 퐿퐺′(푓(푒)) ≥ 푐퐿퐺(푒) para toda 푒 ∈ 푁푇퐸(퐺) y alguna constante
positiva 푐. Si 퐺 no es hiperbo´lico entonces 퐺′ no es hiperbo´lico.
4.2 Hiperbolicidad de grafos planares.
Esta seccio´n esta´ dedicada a encontrar resultados que garantizan la no hiperbolicidad de gra-
fos planares de teselacio´n. De hecho, obtenemos resultados adicionales sobre hiperbolicidad
de grafos de teselacio´n de ℝ2; evidentemente, dichos grafos son siempre planares. Los resul-
tados principales de esta seccio´n son los Teoremas 4.2.1 y 4.2.9, ya que son las herramientas
necesarias para probar los otros resultados.
Denotamos por int(퐹 ) el interior topolo´go del conjunto 퐹 .
Teorema 4.2.1. Supongamos que un grafo 퐺 es el 1-esqueleto de una teselacio´n de ℝ2 con
caras {퐹푛}. Denotemos por 푐푛 el ciclo ma´s corto en 퐺 homo´topo a ∂퐹푛 en ℝ2 ∖ int(퐹푛). Si
sup푛 퐿(푐푛) =∞, entonces 퐺 no es hiperbo´lico.
Prueba. Probemos en primer lugar que 푐푛 es un subgrafo isome´trico de 퐺 para todo 푛.
Buscando una contradiccio´n supongamos que existe 푛 tal que 푐푛 no es un subgrafo isome´trico
de 퐺. Entonces existen 푥, 푦 ∈ 푐푛 y una curva 훾 en 퐺 unie´ndolos con 퐿(훾) < 푑푐푛(푥, 푦);
por tanto, si 푔1 y 푔2 son las dos curvas uniendo 푥 e 푦 con 푔1 ∪ 푔2 = 푐푛, tenemos 퐿(훾) <
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min{퐿(푔1), 퐿(푔2)}. Como 푐푛 es homo´topo a ∂퐹푛 en ℝ2 ∖ int(퐹푛), tenemos que o bien 훾 ∪ 푔1 o´
훾∪ 푔2 es homo´topo a ∂퐹푛 en ℝ2 ∖ int(퐹푛). Como max{퐿(훾∪ 푔1), 퐿(훾∪ 푔1)} < 퐿(푐푛), tenemos
la contradiccio´n buscada, y concluimos que cada 푐푛 es un subgrafo isome´trico de 퐺 para todo
푛.
Fijemos 푛. Si 훾1 y 훾2 son dos curvas con 훾1 ∪ 훾2 = 푐푛 y 퐿(훾1) = 퐿(훾2) = 퐿(푐푛)/2,
entonces 퐵 = {훾1, 훾2} es un bia´ngulo geode´sico en 푐푛. Si denotamos por 푧 el punto medio de
훾1, entonces 훿(퐵) ≥ 푑푐푛(푧, 훾2) = 퐿(푐푛)/4. El Lema 2.1.12 da 훿(퐺) ≥ 훿(푐푛) ≥ 훿(퐵) ≥ 퐿(푐푛)/4
para todo 푛 y deducimos que 퐺 no es hiperbo´lico.
Corolario 4.2.2. Supongamos que un grafo 퐺 es el 1-esqueleto de una teselacio´n de R2 con
caras {퐹푛}. Supongamos que existe una subsucesio´n de caras {퐹푛푘}푘 tales que todas son
pol´ıgonos convexos y adema´s sup푘 퐿(∂퐹푛푘) =∞. Entonces 퐺 no es hiperbo´lico.
Prueba. Ya que cada 퐹푛푘 es pol´ıgono convexo, tenemos 푐푛푘 = ∂퐹푛푘 , donde 푐푛푘 son los ciclos
ma´s cortos arriba mencionados en el Teorema 4.2.1. Aplicando este Teorema se obtiene
directamente la conclusio´n.
Corolario 4.2.3. Supongamos que un grafo 퐺 es el 1-esqueleto de una teselacio´n de R2 con
caras {퐹푛}. Si existe una sucesio´n de bolas {퐵푛} con radio 푟푛 tales que 퐵푛 ⊆ 퐹푛 para todo
푛 y sup푛 푟푛 =∞, entonces 퐺 no es hiperbo´lico.
Prueba. Consideremos los ciclos 푐푛 como en el Teorema 4.2.1. Para cada 푛 es obvio que
퐿(푐푛) ≥ 퐿(∂퐵푛) = 2휋푟푛. Por lo tanto, sup푛 퐿(푐푛) =∞ y el Teorema 4.2.1 da la conclusio´n.
Teorema 4.2.4. Supongamos que un grafo 퐺 es el 1-esqueleto de una teselacio´n de R2 con
caras {퐹푛}. Supongamos que toda 퐹푛 puede ser obtenida a partir de un conjunto finito de
caras 퐹ˆ1, 퐹ˆ2, . . . , 퐹ˆ푚 mediante traslaciones, rotaciones y dilataciones. Entonces, 퐺 no es
hiperbo´lico.
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Prueba. Ya que toda cara 퐹푛 puede ser obtenida a partir de un conjunto finito de piezas
퐹ˆ1, 퐹ˆ2, . . . , 퐹ˆ푚 mediante traslaciones, rotaciones y dilataciones, existe una constante positiva
푐1 tal que 푑∂퐹푛(푥, 푦) ≤ 푐1푑ℝ2(푥, 푦) para todo 푥, 푦 ∈ ∂퐹푛 y para todo 푛.
Consideremos los ciclos 푐푛 como en el Teorema 4.2.1. Si sup푛 퐿(∂퐹푛) = ∞, entonces
sup푛 퐿(푐푛) =∞ y el Teorema 4.2.1 da el resultado. Supongamos ahora que sup푛 퐿(∂퐹푛) <∞.
Como
sup
푛
diamℝ2 퐹푛 = diamℝ2 ∂퐹푛 ≤ 1
2
sup
푛
퐿(∂퐹푛) <∞,
y ℝ2 no es hiperbo´lico, el Teorema 4.1.2 (con Λ1 = ∅) permite concluir que 퐺 no es
hiperbo´lico.
El mismo argumento usado en la prueba del Teorema 4.2.4 da los siguientes resultados.
Teorema 4.2.5. Supongamos que un grafo 퐺 es el 1-esqueleto de una teselacio´n de R2 con
caras convexas {퐹푛}. Si inf푛퐴(퐹푛) > 0, entonces 퐺 no es hiperbo´lico.
Teorema 4.2.6. Supongamos que un grafo 퐺 es el 1-esqueleto de una teselacio´n de R2 con
caras {퐹푛}. Si toda cara 퐹푛 es un pol´ıgono regular, entonces 퐺 no es hiperbo´lico.
Corolario 4.2.7. Supongamos que un grafo 퐺 es el 1-esqueleto de una teselacio´n de R2 con
caras {퐹푛}. Si toda cara 퐹푛 es un cuadrado, entonces 퐺 no es hiperbo´lico.
Para poder probar nuestro siguiente teorema, necesitaremos el siguiente resultado bien
conocido (y no trivial).
Lema 4.2.8. Dados un conjunto abierto convexo 퐶 ⊂ ℝ2 y cualquier curva 푔 ⊂ ℝ2 ∖ 퐶
uniendo dos puntos 푥, 푦 ∈ ∂퐶, existe una curva 훾 ⊂ ∂퐶 uniendo 푥, 푦 con 퐿(훾) ≤ 퐿(푔).
Teorema 4.2.9. Supongamos que un grafo 퐺 es el 1-esqueleto de una teselacio´n de R2
con caras convexas {퐹푛}. Supongamos que existen bolas 퐵푛 ⊂ 퐹푛 con radios 푟푛 tales que
퐿(∂퐹푛) ≤ 푐1푟푛 para alguna constante positiva 푐1 y para todo 푛. Entonces 퐺 no es hiperbo´lico.
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Prueba. Por el Corolario 4.2.2, podemos suponer que existe una constante 푘1 con 퐿(∂퐹푛) ≤
2푘1 para todo 푛. Observemos que diamℝ2 퐹푛 ≤ 12퐿(∂퐹푛) =: 푅푛 ≤ 푘1 para todo 푛. Si
denotamos por 퐵∗푛 la bola cerrada centrada en el mismo punto que 퐵푛 y de radio 푅푛, entonces
tenemos 퐵푛 ⊂ 퐹푛 ⊂ 퐵∗푛 y
푅푛
푟푛
≤
1
2
퐿(∂퐹푛)
푐−11 퐿(∂퐹푛)
=
푐1
2
. (4.2.1)
Consideremos 푧, 푤 ∈ ∂퐹푛. Queremos probar que existe una constante 푐 que so´lo depende
de 푐1 tal que 푑퐹푛(푧, 푤) ≤ 푐푑ℝ2(푧, 푤). Por otra parte, si 푑ℝ2(푧, 푤) ≥ 푟푛, entonces
푑퐹푛(푧, 푤) ≤
1
2
퐿(∂퐹푛) ≤ 1
2
퐿(∂퐹푛)
푑ℝ2(푧, 푤)
푟푛
≤ 푐1
2
푑ℝ2(푧, 푤).
Por otro lado, consideremos el caso 푑ℝ2(푧, 푤) < 푟푛. Sin pe´rdida de generalidad podemos
suponer que 0 es el centro de 퐵푛 y 퐵
∗
푛. Como 푑ℝ2(푧, 푤) < 푟푛, tenemos que ∣ arg 푧 − arg푤∣ <
휋/2; consideremos las l´ıneas rectas 푆푧 y 푆푤 que contienen las aristas en ∂퐹푛 tales que 푧 ∈ 푆푧
y 푤 ∈ 푆푤; sea 휁 el punto 휁 := 푆푧 ∩ 푆푤 (observemos que [푧휁] ∕⊆ 퐺 y [휁푤] ∕⊆ 퐺 si las aristas en
∂퐹푛 que contienen 푧 y 푤 no son adyacentes).
Como 퐹푛 es convexo, el Lema 4.2.8 da que
푑퐹푛(푧, 푤)
푑ℝ2(푧, 푤)
≤ 퐿([푧휁] ∪ [휁푤])
푑ℝ2(푧, 푤)
.
Para acotar 퐿([푧휁] ∪ [휁푤])/푑ℝ2(푧, 푤), vamos a calcular el ma´ximo
max
{퐿([푢휁] ∪ [휁푣])
푑ℝ2(푢, 푣)
: 푢 ∈ [푧휁], 푣 ∈ [휁푤]
}
. (4.2.2)
Denotemos por 훼 el a´ngulo en 휁 de los segmentos [푧휁] y [휁푤] (0 < 훼 ≤ 휋). Por (4.2.1)
y 푑ℝ2(푧, 푤) < 푟푛, deducimos que 훼 ≥ 훼0, donde 훼0 es una constante que so´lo depende de
푐1. No es dif´ıcil comprobar que el ma´ximo en (4.2.2) se alcanza si 푢 ∈ [푧휁] y 푣 ∈ [휁푤] con
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푑ℝ2(푢, 휁) = 푑ℝ2(푣, 휁), y que es igual a 1/ sin(훼/2). Por tanto, concluimos que
푑퐹푛(푧, 푤)
푑ℝ2(푧, 푤)
≤ 퐿([푧휁] ∪ [휁푤])
푑ℝ2(푧, 푤)
≤ max
{퐿([푢휁] ∪ [휁푣])
푑ℝ2(푢, 푣)
: 푢 ∈ [푧휁], 푣 ∈ [휁푤]
}
=
1
sin(훼/2)
≤ 1
sin(훼0/2)
.
Por lo tanto,
푑퐹푛(푧, 푤) ≤ max
{푐1
2
,
1
sin(훼0/2)
}
푑ℝ2(푧, 푤),
para todo 푧, 푤 ∈ ∂퐹푛 y para todo 푛. Como diamℝ2 퐹푛 ≤ 푘1 para todo 푛, el Teorema 4.1.2
(con Λ1 = ∅) finaliza la prueba.
Definicio´n 4.2.10. Supongamos que un grafo 퐺 es el 1-esqueleto de una teselacio´n de ℝ2
con caras convexas {퐹푛}. Definamos
푙푛 := min{퐿퐺(푒)/ 푒 ∈ 퐸(퐺), 푒 ⊂ ∂퐹푛},
퐿푛 := max{퐿퐺(푒)/ 푒 ∈ 퐸(퐺), 푒 ⊂ ∂퐹푛},
훼푛 := min{ a´ngulos interiores en los ve´rtices de ∂퐹푛},
푁푛 := card{푒 ∈ 퐸(퐺)/ 푒 ⊂ ∂퐹푛}.
Teorema 4.2.11. Supongamos que un grafo 퐺 es el 1-esqueleto de una teselacio´n de R2 con
caras convexas {퐹푛}. Supongamos que 퐿(∂퐹푛) ≤ 푐1푙푛 y 훼푛 ≥ 푐2 para algunas constantes
positivas 푐1, 푐2 y para todo 푛. Entonces 퐺 no es hiperbo´lico.
Prueba. Para cada 푛 fijo, consideremos dos aristas adyacentes 푒1푛, 푒
2
푛 contenidas en ∂퐹푛. Por
hipo´tesis, el a´ngulo interior 훼 en el punto 푒1푛 ∩ 푒2푛 de ∂퐹푛 satisface 훼 ≥ 푐2 y 퐿퐺(푒1푛), 퐿퐺(푒2푛) ≥
푐−11 퐿(∂퐹푛). Si 퐴푛 es la envolvente convexa eucl´ıdea en ℝ2 de 푒1푛 ∪ 푒2푛, entonces existe una
constante positiva 푐3 que so´lo depende de 푐1 y 푐2 y una bola eucl´ıdea 퐵푛 ⊂ 퐴푛 ⊆ 퐹푛 con
radio 푟푛 tal que 퐿(∂퐹푛) ≤ 푐3푟푛. Entonces el Teorema 4.2.9 da el resultado.
Del Teorema 4.2.11 obtenemos directamente el siguiente resultado.
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Corolario 4.2.12. Supongamos que un grafo 퐺 es el 1-esqueleto de una teselacio´n de R2 con
caras convexas {퐹푛}. Supongamos que 퐿푛 ≤ 푐1푙푛, 푁푛 ≤ 푐1 y 훼푛 ≥ 푐2 para algunas constantes
positivas 푐1, 푐2 y para todo 푛. Entonces 퐺 no es hiperbo´lico.
Tambie´n obtenemos los siguientes resultados del Corolario 4.2.12.
Corolario 4.2.13. Supongamos que un grafo 퐺 es el 1-esqueleto de una teselacio´n de R2
con caras triangulares {퐹푛}. Supongamos que 훼푛 ≥ 푐2 para alguna constante positiva 푐2 y
para todo 푛. Entonces 퐺 no es hiperbo´lico.
Corolario 4.2.14. Supongamos que un grafo 퐺 es el 1-esqueleto de una teselacio´n de R2
con caras rectangulares {퐹푛}. Supongamos que 퐿푛 ≤ 푐1푙푛 para alguna constante positiva 푐1
y para todo 푛. Entonces 퐺 no es hiperbo´lico.
4.3 Hiperbolicidad de CW 2-complejos y sus grafos
duales
En esta seccio´n consideramos grafos 퐺 que son el 1-esqueleto de un CW 2-complejo 퐶.
Obse´rvese que esta clase de grafos contiene como casos particulares los grafos planares y los
grafos obtenidos como triangulaciones (o como descomposicio´n en pol´ıgonos ma´s generales)
de cualquier superficie completa (con o sin frontera).
Probamos la equivalencia entre la hiperbolicidad de los 1-esqueletos de CW 2-complejos
y sus grafos duales, bajo ciertas hipo´tesis razonables (ver el Teorema 4.3.1).
El grafo dual 퐺∗ de un tal grafo 퐺 es un grafo que tiene un ve´rtice 푝푗 ∈ 푉 (퐺∗) para cada
cara 푃푗 de 퐶, y una arista uniendo 푝푖 y 푝푗 para cada arista en 푃푖 ∩ 푃푗 (si hay 푘 aristas en
푃푖 ∩ 푃푗, entonces [푝푖, 푝푗] es una arista mu´ltiple de orden 푘). Por definicio´n, todas las aristas
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de 퐺∗ tienen longitud 1.
Presentamos a continuacio´n el principal resultado de esta seccio´n.
Teorema 4.3.1. Sean 퐺 un grafo que es el 1-esqueleto de un CW 2-complejo 퐶, y 퐺∗ su
grafo dual. Si todo ve´rtice 푣 ∈ 푉 (퐺) verifica deg(푣) ≤ Δ, toda arista 푒 ∈ 퐸(퐺) verifica
푘1 ≤ 퐿(푒) ≤ 푘2 y cada cara de 퐶 tiene a lo sumo 푀 aristas, entonces toda componente
conexa de 퐺∗ es 훿∗-hiperbo´lica si y so´lo si 퐺 es 훿-hiperbo´lico, cuantitativamente.
Prueba. Es sencillo verificar que si 퐺0 es un grafo isomorfo a 퐺 tal que todas sus aristas
tienen longitud 1, entonces cualquier isomorfismo 푔 : 퐺 −→ 퐺0 es una (max{푘2, 푘−11 }, 0)
quasi-isometr´ıa suprayectiva. Por tanto, gracias al Teorema 1.2.18, sin pe´rdida de generalidad
podemos suponer que todas las aristas de 퐺 tienen longitud 1.
Supongamos en primer lugar que 퐺∗ es un grafo conexo. Probaremos el resultado de-
mostrando que existe una (max{Δ,푀/2},max{2Δ,푀})-quasi-isometr´ıa 푓 : 퐺 −→ 퐺∗, que
es (1/2)-full.
Como el grafo 퐺 es el 1-esqueleto de un 2-complejo 퐶, con caras {푃푛}푛, entonces {푝푛}푛 =
푉 (퐺∗). Para cada 푛, escribimos ∂푃푛 = {푒1푛, . . . , 푒푗푛푛 } (con 푗푛 ≤푀 por hipo´tesis). Denotemos
por 푤푗푛 el punto medio de la arista en 퐺
∗ que corresponde a 푒푗푛, y definimos 푃
∗
푛 := ∪푗푛푗=1[푝푛푤푗푛].
Esta´ claro que 퐺∗ = ∪푛푃 ∗푛 .
Definimos una funcio´n 푓 : 퐺 −→ 퐺∗ como sigue: la imagen por 푓 del interior de cada 푒푗푛
es 푤푗푛, para todo 푛 y 푗 = 1, . . . , 푗푛; para cada ve´rtice 푣 ∈ 푉 (퐺), elijamos una arista 푒 ∈ 퐸(퐺)
incidente en 푣, y definamos 푓(푣) como la imagen por 푓 del interior de 푒.
Consideremos 푥, 푦 ∈ 푃푛. Si 푓(푥), 푓(푦) ∈ 푃 ∗푛 , entonces
푑퐺∗(푓(푥), 푓(푦)) ≤ diam퐺∗(푃 ∗푛) = 1.
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Si tenemos 푓(푥) ∈ 푃 ∗푛 , 푓(푦) /∈ 푃 ∗푛 , entonces 푦 es un ve´rtice de 퐺 y 푝푛, 푓(푦) pertenecen a un
ciclo en 퐺∗ con longitud deg(푣) ≤ Δ; por tanto,
푑퐺∗(푝푛, 푓(푦)) ≤ Δ/2 y 푑퐺∗(푓(푥), 푓(푦)) ≤ (Δ + 1)/2.
Si 푓(푥) /∈ 푃 ∗푛 , 푓(푦) ∈ 푃 ∗푛 , entonces tambie´n tenemos 푑퐺∗(푓(푥), 푓(푦)) ≤ (Δ + 1)/2. Si
푓(푥), 푓(푦) /∈ 푃 ∗푛 , entonces 푑퐺∗(푓(푥), 푓(푦)) ≤ Δ. Por tanto,
푑퐺∗(푓(푥), 푓(푦)) ≤ Δ , para todo 푛 y 푥, 푦 ∈ 푃푛. (4.3.1)
Fijemos ahora 푥, 푦 ∈ 퐺 y una geode´sica 훾 en 퐺 uniendo 푥 con 푦 (entonces, 퐿퐺(훾) =
푑퐺(푥, 푦)). Sea ℙ el conjunto de colecciones de caras 푃 = {푃푗1 , 푃푗2 , . . . , 푃푗푟} con 훾 ⊂
∪푟푚=1∂푃푗푚 ; decimos que 푟 es el taman˜o de la coleccio´n 푃 y lo denotamos por 푠(푃 ) := 푟.
Consideremos 푃 ′ ∈ ℙ con 푠(푃 ′) = min푃∈ℙ 푠(푃 ) =: 푘.
Sin pe´rdida de generalidad podemos suponer que 푃1, 푃2, . . . , 푃푘 son las caras en 푃
′ y que
훾 corta 푃1, 푃2, . . . , 푃푘 en este orden (con 푥 ∈ 푃1, 푦 ∈ 푃푘). No´tese que 퐿퐺(훾 ∩ ∂푃푗) ≥ 1 para
1 < 푗 < 푘, 퐿퐺(훾 ∩ ∂푃1) > 0 y 퐿퐺(훾 ∩ ∂푃푘) > 0.
Si 푘 = 1, entonces (4.3.1) da 푑퐺∗(푓(푥), 푓(푦)) ≤ Δ.
Si 푘 = 2 y 푧 ∈ 푃1 ∩ 푃2, entonces tenemos
푑퐺∗(푓(푥), 푓(푦)) ≤ 푑퐺∗(푓(푥), 푓(푧)) + 푑퐺∗(푓(푧), 푓(푦)) ≤ Δ + Δ = 2 Δ .
Si 푘 ≥ 3, entonces definimos 푧푗 ∈ 푃푗∩푃푗+1 como el punto ma´s pro´ximo a 푥 desde 푃푗∩푃푗+1,
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para 1 ≤ 푗 ≤ 푘 − 1; tenemos 푑퐺(푧푗, 푧푗+1) ≥ 1 y
푑퐺∗(푓(푥), 푓(푦)) ≤ 푑퐺∗(푓(푥), 푓(푧1)) +
푘−2∑
푗=1
푑퐺∗(푓(푧푗), 푓(푧푗+1)) + 푑퐺∗(푓(푧푘−1), 푓(푦))
≤ Δ +
푘−2∑
푗=1
Δ + Δ ≤ 2 Δ + Δ
푘−2∑
푗=1
푑퐺(푧푗, 푧푗+1)
= 2 Δ + Δ 푑퐺(푧1, 푧푘−1) = 2 Δ + Δ 푑퐺(푥, 푦).
Consideremos una geode´sica 훾∗ en 퐺∗ uniendo 푓(푥) con 푓(푦) (entonces, 퐿퐺∗(훾∗) =
푑퐺∗(푓(푥), 푓(푦))). Sean 푃
∗
1 , 푃
∗
2 , ..., 푃
∗
푚 las piezas que 훾
∗ corta (con 퐿퐺∗(훾∗ ∩ 푃 ∗푗 ) > 0), en
este orden (con 푓(푥) ∈ 푃 ∗1 , 푓(푦) ∈ 푃 ∗푚).
Si 푚 = 1, entonces 푓(푥), 푓(푦) ∈ 푃 ∗1 y 푥, 푦 ∈ 푃1; como cada cara de 퐶 tiene a lo sumo 푀
aristas, tenemos 푑퐺(푥, 푦) ≤푀/2. Por lo tanto, 푑퐺∗(푓(푥), 푓(푦)) ≥ 0 ≥ 푑퐺(푥, 푦)−푀/2.
Si 푚 = 2, definimos 푤 := 훾∗ ∩ 푃 ∗1 ∩ 푃 ∗2 ; consideremos el punto medio 푧 de 푒 y la arista
푒 ⊆ 푃1 ∩ 푃2 tal que 푓 aplica el interior de 푒 en 푤. Entonces tenemos
푑퐺∗(푓(푥), 푓(푦)) = 푑퐺∗(푓(푥), 푤) + 푑퐺∗(푤, 푓(푦)) = 푑퐺∗(푓(푥), 푓(푧)) + 푑퐺∗(푓(푧), 푓(푦))
≥ 푑퐺(푥, 푧)−푀/2 + 푑퐺(푧, 푦)−푀/2 ≥ 푑퐺(푥, 푦)−푀.
Si 푚 ≥ 3, definimos 푤푗 := 훾∗∩푃 ∗푗 ∩푃 ∗푗+1 para 1 ≤ 푗 ≤ 푚−1; consideremos el punto medio
푧푗 de 푒푗 y la arista 푒푗 ⊆ 푃푗 ∩푃푗+1 tal que 푓 aplica el interior de 푒푗 en 푤푗, para 1 ≤ 푗 ≤ 푚−1.
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Entonces tenemos 푑퐺(푧푗, 푧푗+1) ≤푀/2, 푑퐺∗(푤푗, 푤푗+1) = 1, y
푑퐺∗(푓(푥), 푓(푦)) = 푑퐺∗(푓(푥), 푤1) +
푚−2∑
푗=1
푑퐺∗(푤푗, 푤푗+1) + 푑퐺∗(푤푚−1, 푓(푦))
= 푑퐺∗(푓(푥), 푓(푧1)) +
푚−2∑
푗=1
1 + 푑퐺∗(푓(푧푚−1), 푓(푦))
≥ 푑퐺(푥, 푧1)− 푀
2
+
2
푀
푚−2∑
푗=1
푀
2
+ 푑퐺(푧푚−1, 푦)− 푀
2
≥ 2
푀
푑퐺(푥, 푧1) +
2
푀
푚−2∑
푗=1
푑퐺(푧푗, 푧푗+1) +
2
푀
푑퐺(푧푚−1, 푦)−푀
≥ 2
푀
푑퐺(푥, 푦)−푀.
Consecuentemente, 푓 es una (max{Δ,푀/2},max{2Δ,푀})-quasi-isometr´ıa. Adema´s, 푓 es
(1/2)-full, ya que el punto medio de toda arista de 퐺∗ pertenece a 푓(퐺). Esto completa la
prueba si 퐺∗ es un grafo conexo, por el Teorema 1.2.18.
Decimos que un ve´rtice 푣 ∈ 푉 (퐺) es un ve´rtice de conexio´n si 퐺 ∖ {푣} no es conexo.
Denotemos por {퐺푛}푛 las clausuras de las componentes conexas de 퐺 sin sus ve´rtices de
conexio´n. Es obvio que 퐺 = ∪푛퐺푛 y que {퐺∗푛}푛 son las componentes conexas de 퐺∗.
Como el Teorema 2.1.5 da 훿(퐺) = sup푛 훿(퐺푛), y hemos demostrado la conclusio´n deseada
para cada 퐺푛 (ya que 퐺
∗
푛 es un grafo conexo), obtenemos el resultado en el caso general.
Los ejemplos que vienen a continuacio´n (con 퐺∗ conexo) demuestran que la conclusio´n
del Teorema 4.3.1 falla si eliminamos cualquier hipo´tesis de su enunciado.
Ejemplo 4.3.2. Consideremos la sucesio´n de grafos rueda {푊푛}∞푛=4. Elijamos dos ve´rtices
푎푛푛, 푏
푛
푛 ∈ 푉 (푊푛) (diferentes del ve´rtice central de 푊푛) con 푑푊푛(푎푛푛, 푏푛푛) = 1 para 푛 ≥ 5, y dos
ve´rtices 푎푛푛+1, 푏
푛
푛+1 ∈ 푉 (푊푛) (diferentes del ve´rtice central de 푊푛) con 푑푊푛(푎푛푛+1, 푏푛푛+1) = 1
para 푛 ≥ 4 y {푎푛푛+1, 푏푛푛+1} ∩ {푎푛푛, 푏푛푛} = ∅ para 푛 ≥ 5. Definimos 퐺 como la unio´n de
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{푊푛}∞푛=4 obtenida identificando [푎푛푛+1, 푏푛푛+1] con [푎푛+1푛+1, 푏푛+1푛+1] para 푛 ≥ 4. Como el ve´rtice
central de cada 푊푛 tiene grado 푛 − 1, el grado de 퐺 no es acotado. Esta´ claro ver que 퐺
es quasi-isome´trico al grafo 퐺′ obtenido como la unio´n de {푊푛}∞푛=4 identificando 푎푛푛+1 con
푎푛+1푛+1 para 푛 ≥ 4. Los Teoremas 2.1.5 y 2.2.2 permiten decir que 퐺′ es hiperbo´lico, ya que
훿(퐺′) = sup푛 훿(푊푛) = 3/2. Por tanto, 퐺 es tambie´n hiperbo´lico, por el Teorema 1.2.18.
Su grafo dual 퐺∗ es isome´trico a la unio´n de grafos ciclos {퐶푛}∞푛=3 tales que cada 퐶푛
esta´ unido con 퐶푛+1 por un grafo isome´trico al grafo camino 푃2 para 푛 ≥ 3. Los Teoremas
2.1.5 y 2.2.2 nos permiten concluir que 퐺∗ no es hiperbo´lico, ya que 훿(퐺∗) = sup푛 훿(퐶푛) =
sup푛 푛/4 =∞, aunque 퐺 es hiperbo´lico.
Ejemplo 4.3.3. Consideremos la sucesio´n de grafos {퐶푛 × 푃2}∞푛=3 representados en ℝ2 por
una copia exterior de 퐶푛 unida con una copia interior de 퐶푛 por 푛 aristas. Elijamos dos
ve´rtices 푎푛푛, 푏
푛
푛 ∈ 푉 (퐶푛×푃2) (en la copia exterior de 퐶푛) con 푑퐶푛×푃2(푎푛푛, 푏푛푛) = 1 para 푛 ≥ 4, y
dos ve´rtices 푎푛푛+1, 푏
푛
푛+1 ∈ 푉 (퐶푛× 푃2) (en la copia exterior de 퐶푛) con 푑퐶푛×푃2(푎푛푛+1, 푏푛푛+1) = 1
para 푛 ≥ 3 y {푎푛푛+1, 푏푛푛+1} ∩ {푎푛푛, 푏푛푛} = ∅ para 푛 ≥ 4. Definimos 퐺 como la unio´n de
{퐶푛 × 푃2}∞푛=3 obtenida identificando [푎푛푛+1, 푏푛푛+1] con [푎푛+1푛+1, 푏푛+1푛+1] para 푛 ≥ 3. Obse´rvese que
“la cara central” de cada 퐶푛 × 푃2 (cuyo borde es la copia interior de 퐶푛) tiene 푛 aristas, y
por lo tanto no hay cota superior para el nu´mero de aristas de las caras en 퐺. Esta´ claro que
퐺 es quasi-isome´trico al grafo 퐺′ obtenido como la unio´n de {퐶푛×푃2}∞푛=3 identificando 푎푛푛+1
con 푎푛+1푛+1 para 푛 ≥ 3. Como 퐶푛 × 푃2 tiene un subgrafo isome´trico que es isomorfo a 퐶푛, el
Lema 2.1.12 da 훿(퐶푛 × 푃2) ≥ 훿(퐶푛). Los Teoremas 2.1.5 y 2.2.2 permiten asegurar que 퐺′
no es hiperbo´lico, ya que 훿(퐺′) = sup푛 훿(퐶푛×푃2) ≥ sup푛 훿(퐶푛) = sup푛 푛/4 =∞. Por tanto,
퐺 no es hiperbo´lico.
Su grafo dual 퐺∗ es isome´trico a la unio´n de grafos rueda {푊푛}∞푛=4 tal que cada 푊푛 se
une con 푊푛+1 por un grafo isome´trico al grafo camino 푃2 para 푛 ≥ 3. Los Teoremas 2.1.5
y 2.2.2 aseguran la hiperbolicidad de 퐺∗, ya que 훿(퐺∗) = sup푛 훿(푊푛) = 3/2, aunque 퐺 no es
hiperbo´lico.
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Problemas abiertos
Para finalizar, expondremos algunos futuros problemas de investigacio´n, que son una conti-
nuacio´n natural de los trabajos contenidos en esta tesis.
∙ Caracterizar los grafos hiperbo´licos.
1. El principal objetivo ser´ıa demostrar que un grafo 퐺 es 훿-hiperbo´lico si y so´lo si
es (푎, 푏)-cordal (es decir, en todo camino cerrado 퐶 en 퐺 de longitud mayor que
푎 existe un “atajo” de longitud menor que 푏, donde por atajo entre dos puntos
푢, 푣 ∈ 퐶 entendemos un camino en 퐺 ma´s corto que la longitud de cualquiera de
los dos caminos en 퐶 que unen 푢 y 푣). Aunque el problema es muy ambicioso,
disponemos de algunos resultados parciales que apuntan a que la conjetura es
cierta.
2. Otro posible objetivo ser´ıa probar que un grafo es hiperbo´lico si y so´lo si los
“bia´ngulos” (los tria´ngulos en los que dos de los ve´rtices coinciden) son 훿-thin
para alguna constante 훿 ≥ 0.
3. Un objetivo ma´s modesto en esta misma direccio´n ser´ıa encontrar criterios que
garanticen o descarten la hiperbolicidad
∙ La constante de hiperbolicidad es, en cierto sentido, una medida de cua´nto se parece
un grafo a un a´rbol (de hecho, los a´rboles son los u´nicos grafos que son 0-hiperbo´licos).
Ser´ıa razonable, por tanto, caracterizar los grafos que tienen constante de hiperbolicidad
pequen˜a.
∙ Caracterizar los grafos 퐺 cuyas aristas tienen todas la misma longitud y para los que se
verifica la igualdad 훿(퐺) = 1
2
diam퐺 (recordemos que siempre se verifica la desigualdad
훿(퐺) ≤ 1
2
diam퐺).
∙ Relacionar la constante de hiperbolicidad con diversos para´metros importantes en teor´ıa
de grafos.
Para´metros importantes de un grafo son el nu´mero de ve´rtices, el nu´mero de aristas, el
grado ma´ximo, el grado mı´nimo, el dia´metro, el cuello (el ı´nfimo de las longitudes de
los caminos cerrados), la circunferencia (el supremo de las longitudes de los caminos
cerrados), los autovalores de cualquiera de las matrices asociadas al grafo (como la ma-
triz de adyacencia o la del operador de Laplace discreto), el nu´mero de independencia,
el nu´mero de dominacio´n, las diversas constantes isoperime´tricas, el diferencial, . . . El
objetivo ser´ıa encontrar desigualdades que relacionen alguno de estos para´metros (o
varios de ellos simulta´neamente) con la constante de hiperbolicidad del grafo, encon-
trando y clasificando aquellos grafos para los que se alcanza la igualdad. Este problema
ha sido resuelto por completo para algunos para´metros (como el nu´mero de ve´rtices o
el nu´mero de aristas), pero permanece abierto para la mayor´ıa de ellos.
∙ En nuestro art´ıculo [4] hemos sido capaces de reducir el estudio de la hiperbolicidad
en un grafo general a estudiar la hiperbolicidad en un grafo cu´bico (todo ve´rtice tiene
exactamente tres vecinos en el grafo), sin lazos y sin aristas mu´ltiples. Por tanto,
resulta natural plantearse el siguiente problema: ¿Cua´ndo un grafo cu´bico simple es
hiperbo´lico?
∙ Probar que ninguna teselacio´n del plano con recta´ngulos es hiperbo´lica. De hecho,
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intentaremos probar una conjetura mucho ma´s ambiciosa: ninguna teselacio´n del plano
con pol´ıgonos convexos es hiperbo´lica.
∙ Estudiar cua´ndo un subgrafo de un grafo hiperbo´lico es hiperbo´lico.
∙ Sea 퐺 un grafo con aristas de longitud 1; si definimos
훿푣(퐺) := sup{훿(푇 ) : 푇 es un tria´ngulo geode´sico en 퐺 con ve´rtices en 푉 (퐺)},
¿que´ relacio´n existe entre 훿푣(퐺) y 훿(퐺)?
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