Abstract: Subspace identification for closed loop systems has been recently studied by several authors. Even though results are available which allows to compute the asymptotic variance of the estimated parameters for several algorithms, less clear is the situation as to relative performance is concerned. In this paper we partly answer this last question showing that the SSARX algorithm introduced by Jansson, which requires preliminary ARX modeling, and its "geometric version" called PBSID in the literature, which does not require any preliminary estimation step, are asymptotically equivalent. The question as to which is to be preferred in practice when working with finite data size remains open.
INTRODUCTION
It is well known that early subspace algorithms developed in (Van Overschee and De Moor, 1994; Verhaegen, 1994; Larimore, 1983) were not able to cope with stochastic feedback. This was recognized from the very beginning by several authors and is essentially due to the fact that external disturbances becomes, in the presence of feedback, correlated with the input signal. Considerable effort has been devoted to the extension of subspace methods to closed loop operating condition. Early contributions include (Van der Klauw et al., 1991; Chou and Verhaegen, 1999; Verhaegen, 1993; Chou and Verhaegen, 1997; Ljung and McKelvey, 1996; Van Overschee and De Moor, 1997) . 1 This work has been supported in part by the RECSYS project of the European Community and by the national project New methods and algorithms for identification and adaptive control of technological systems funded by MIUR.
More recent contributions
2 have improved the performances of subspace algorithms in closed loop. In particular (Shi and MacGregor, 2001; Larimore, 2004) propose to use a preliminary estimation of certain Markov parameters to remove undesired terms due to feedback. Along the same lines (Jansson, 2003) require estimating a long ARX model to remove components due to feedback. This type of ideas have been around for some time and were present, for instance, already in (Peternell, 1995) for "open loop" identification; there an "iterative" CCA which makes use of the Markov parameters estimated in a preliminary stage was proposed. However there has been considerable more attention to methods which preestimate some Markov parameters (either of the predictor or of the model itself) for identification with feedback. In this case, in fact, guidelines as to how one can construct the state space have been lacking until the recent work (Chiuso and Picci, 2003) . As a result also geometric (subspace) procedures could not be developed.
The first "geometric" algorithm have been presented at the same time of (Chiuso and Picci, 2003) by Qin and Ljung in (Qin and Ljung, 2003) and called "innovation estimation" algorithm. The two constructions have been developed independently and are indeed based on the same type of ideas. Later the "predictor based subspace identification" (PBSID) or "whitening filter" has been presented in (Chiuso and Picci, 2005a) . These algorithms are based on orthogonal and oblique projections onto spaces generated by data which replace the preliminary estimation used in (Shi and MacGregor, 2001; Larimore, 2004; Jansson, 2003) .
The purpose of this paper is to shed some light on the relation between methods which make use of preliminarily estimated parameters and methods which do not. For the sake of illustration we consider the SSARX (short for SubSpace-ARX) algorithm by Jansson (Jansson, 2003) and its "geometric" version introduced in (Chiuso and Picci, 2005a) and analyzed in (Chiuso and Picci, 2005b; Chiuso, 2004) .
Simulation results reported in (Chiuso, 2004 ) (see also Figure 1 ) suggest that the two algorithms have a very similar behavior in some simple examples. The main result of this paper shows that indeed the two algorithms are asymptotically equivalent, i.e. that the asymptotic distribution of the estimated parameters is the same using the two methods. Which algorithm is to be preferred when working with finite data size remains an open question. Some simulation results suggest that the relative performance may depend on the particular example at hand.
STATEMENT OF THE PROBLEM AND NOTATION
Let {y(t)}, {u(t)} be jointly (weakly) stationary second-order ergodic stochastic processes of dimension p and m respectively, which are representable as the output and input signals of a linear stochastic system in innovation form
(2.1) we allow for feedback from {y(t)} to {u(t)} (Granger, 1963) , i.e. we consider "closed loop" identification. Without loss of generality we shall assume that the dimension n of the state vector x(t) is as small as possible, i.e. the representation (2.1) is minimal. For simplicity we assume that D = 0, i.e. there is no direct feedthrough. For future reference we defineĀ := A − KC and let ρ := λ max (Ā) be an eigenvalue of maximum modulus ofĀ; we shall assume that |ρ| < 1. We shall denote the "joint" process as z := y u .
The white noise process e, the innovation of y given the joint past of y, u, is defined as the one step ahead prediction error of y(t) given the joint (strict) past of u and y up to time t.
The symbol · = shall denote equality in probability up to o(1/ √ N ) terms, which we shall call asymptotic equivalence. In fact, from standard results in asymptotic analysis (see for instance (Ferguson, 1996) ) terms which are o(1/ √ N ) can be neglected when studying the asymptotic statistical properties.
Our aim is to identify the system parameters (A, B, C, K), or equivalently the transfer functions
, generated by the system (2.1).
The analysis reported in this paper requires that both N , the length of the finite tails 3 and the past horizon t − t 0 4 go to infinity. We remind the reader that t − t 0 has to go to infinity at a certain rate depending on the number N of data available. Details can be found, for instance, in (Bauer and Ljung, 2002) where the following assumption is made:
Assumption 1. The past horizon t − t 0 goes to infinity with N while satisfying:
Under this assumption the effect of terms due to mishandling of the initial condition at time t 0 are o(1/ √ N ) and therefore can be neglected.
Moreover, (2.2) ensures that, when regressing onto past data and taking the limit as N goes to infinity, the computation of sample covariance matrices of increasing size (with t − t 0 ) does not pose any complication in the sense that their limit is well defined and equal to the population counterpart (see the discussion after Lemma 4 in (Bauer and Ljung, 2002) ).
We shall use the standard notation of boldface (lowercase) letters to denote random variables. Lowercase letters denote sample values of a certain random variable. For example we shall denote with y(t) the random vector denoting the output and with y t the sample value of y(t).
We shall use capitals to denote the tail of length
These are the block rows of the usual Hankel data matrices which appear in subspace identification.
For −∞ ≤ t 0 ≤ t ≤ T ≤ +∞ we define the Hilbert space of scalar zero-mean random variables
where the bar denotes closure in mean square, i.e. in the metric defined by the inner product ξ, η := E{ξη}, the operator E denoting mathematical expectation. Similar definitions hold for Y [τ, t) and Z [τ, t) .
The spaces generated by u(s) and y(s), −∞ < s < ∞ shall be denoted with the symbols U, Y, respectively. For convenience of notation we denote with ν := T − t the future horizon.
Given a subspace C ⊆ U ∨ Y, we shall denote with E[a | C] the orthogonal projection of the random variable a onto C; in the Gaussian case the linear projection coincides with conditional expectation,
Using the notation Σ ab := E ab for the covariance matrix between the random vectors 5 a and b, in the finite dimensional case E[a | C] will be given by the usual formula(Σ cc invertible)
Defining also the projection errorsã :
, the symbol Σ ab|c will denote projection error covariance (conditional covariance in the Gaussian case)
shall denote the oblique projection onto A along B (see (Golub and Van Loan, 1989) ) and can be computed by the formula: [t0,t) ] the oblique projection along the space generated by the rows of future inputs U [t,T ] onto the space generated by the rows of the joint past Z [t 0 ,t) . As above, the oblique projection can be computed using the formula:Ê
(2.6)
For future reference we also define the extended observability matrix
STATE SPACE CONSTRUCTION
It is well known (Van Overschee and De Moor, 1994; Lindquist and Picci, 1996; Chiuso and Picci, 2004 ) that identification using subspace methods can be seen as a two step procedure as follows:
(a) Construct a basisX t for the state space via suitable projection operations on data sequences (Hankel data matrices) (b) Given (coherent) bases for the state space at time t (X t ) and t + 1 (X t+1 ) solve
in the least squares sense Different subspace algorithms have different implementations of the first step while the second remains the same for virtually all algorithms 6 . For this reason we compare algorithms on the basis of step 1). We shall identify procedures which are (asymptotically) equivalent, modulo change of basis, as the first step is concerned.
PBSID algorithm
The construction of the state space using this algorithm involves several oblique projections. The projection of each (block) row Y t+h , h = 1, .., ν, can be seen as a long ARX model as followŝ
from which the oblique projections
where X t denotes the tail formed with the "true" state sequence. The last approximate equality has to be understood in the sense that, asymptotically in N , . . .
From the Singular Value Decomposition
(3.5) where W p is a weighting matrix which can be chosen appropriately, an estimate of the observability matrixΓ ν is obtained discarding the "less significant" singular values (i.e. pretendingD n 0) fromΓ
and consequently a basis for the state spacê
(3.6)
SSARX Algorithm
The algorithm described in the previous section can be seen as a "geometric" version of the 6 In this paper we shall not be concerned with algorithms based on the so-called "shift invariance" method. 7 The superscript p reminds that the quantity has to do with the "predictor-based" algorithm.
SSARX algorithm by Jansson (Jansson, 2003) . Instead of computing the oblique projections (3.3), or equivalently instead of estimating ν + 1 long ARX models, Jansson estimates just one (long) ARX model
where without loss of generality we have taken the length of the ARX model equal to T − t 0 ; then the effect of the future inputs/outputs is removed using the estimated parametersΦ k as 8 :
The remaining part is essentially the same as in the previous Section provided
4. MAIN RESULT Let us denote with Θ any system invariant of (2.1). Θ could be the transfer function, poles and zeros location and so on. There is no need to be more specific as to which invariant one is interested in. The main result of this paper can be summarized as follows:
Theorem 1. Assume the past horizon t − t 0 grows with N according to Assumption 1. Denote witĥ Θ p andΘ J the estimators of any system invariant Θ using respectively the PBSID algorithm and the SSARX algorithm. Then, under standard assumptions on the innovation process ê
holds.
For reasons of space we shall not give the complete proof of this result; however we shall give an outline with the main steps.
Our goal is essentially that of showing thatŶ ] can be used interchangeably as far as asymptotic properties are concerned.
To this purpose, note that defininĝ
which has the same form as (3.8) providedĤ p ν is substituted withĤ ν . Using this observation we can writê
3) It is obvious that, provided we can show that T ] does not change the asymptotic properties; in fact, under (4.4), also the differenceŶ
Inspecting the structure of the matricesĤ ν and H p ν , it is rather simple to see that showing (4.4) is equivalent to prove that
Hence the last part of the proof shall be concerned with (4.5). Unfortunately this is the most technical part and, for reasons of space, we will have to state the result without proof.
Let us fix for a moment h =h. Showing that
.,h amounts to prove that the estimators (Φ i andΨ i,h , i = 1, ..,h) of the firsth coefficients of two long ARX models satisfying (a) the orders T −t 0 and t−t 0 +h differ of exactly ν −h and go to infinity at a rate specified by Assumption 1. (b) the parameters are estimated essentially using the same data (essentially here means that there might by a finite number of data points which are used in one of the two and are not used in the other)
are asymptotically equivalent. This we formalize in the following technical lemma:
Lemma 4.1. Let the pair (y, u) satisfy the Assumptions of Section 2. Assume also the coefficients of the following two ARX models
and
are estimated from data {y t , u t }, t ∈ [t 0 , T + N ]. Assume also that K 1 − K 2 = δK is fixed and finite while K 1 and K 2 go to infinity with N while satisfying Assumption 1. Then for any fixed and finite fα j · =β j j = 1, ..., f (4.8) The same holds if the parameters in (4.6) and (4.7) are estimated using data in the intervals [t 0 , T + N ] and [t 0 , T + N ] respectively as long as T − T is fixed and finite.
Repeated application of the previous lemma to the ARX regressions (3.2) and (3.7) allows indeed to prove (4.5) and hence (4.4), from which the statement of Theorem 1 follows.
SIMULATION RESULTS
In this section we report some simulation results. We consider the second order ARMAX model
driven by the input process (note there is feedback)
where n(t) and e(t) are uncorrelated unit variance white noises. We compare the Monte Carlo estimate (over 500 trials with N = 3000 data points each) of the transfer function variance (normalized by N ) of SSARX and PBSID algorithms with the asymptotic variance formulas obtained in (Chiuso, 2004) and the Cramér Rao lower bound. SSARX and PBSID are indistinguishable as predicted by the theory in this paper. 
CONCLUSIONS
In this paper we have shown that the SSARX algorithm introduced in (Jansson, 2003) and the PB-SID algorithm introduced in (Chiuso and Picci, 2005a) are asymptotically equivalent. This theoretical result confirms the simulation results reported Figure 1 for a simple example (see also (Chiuso, 2004) ).
However, it is to be expected that the two algorithms have different behavior for finite samples. For instance, some simulation results reported in (Qin et al., 2005) show that indeed SSARX performs better in that case. To the author experience the relative performance depends on the example at hand; investigating these aspects will be subject of future research.
