Abstract| An umber of papers have been dealing with the problem of estimating the di erential delay of an unknown signal impinging on two sensors. The present contribution deals with the presence of more than one source, which i s a case that has never been dealt with before. The solution resorts to slices of high-order spectra, and the full spectral band of the signals is utilized in order to recover the delays. It can be viewed as an improvement to the classical procedure consisting of searching the autocorrelation for local maxima, which does not work when delays are smaller than the source correlation length.
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I. Introduction
It is assumed that k real signals s i (t) are received on l k sensors. Those signals satisfy the equation model below (given here for l = 2 ) : r 1 (t)=s 1 (t) + s 2 (t) + + s k (t) + v 1 (t)
(1) r 2 (t)=s 1 (t + 1 ) + s 2 (t + 2 ) + + s k (t + k ) + v 2 (t) (2) where i denote delays, v i noises, and s i are unknown source signals. The problem consists of estimating delays i from a nite extend observation. It is assumed that:
A1 The source signals are real and non Gaussian A2 The source signals are mutually independent A3 Delays i are di erent Note that assumption A3 is not restrictive, for if two d elays i and j are equal, then sources s i and s j are undistinguishable. Thus it is assumed that nothing is known about the statistics of the sources but their non Gaussian character and their independence. In addition, because of the low SNR (Signal to Noise Ratio) in narrow band, it is necessary to fully take a d v antage of the signal bandwidth.
The identi cation of a di erential delay b e t ween two signals is an old problem in signal processing see there is basically narrow-band, and there is always fewer signals than sensors.
Recent techniques allow to virtually augment the size of the array, but localizing sources from such a r r a ys can be seen as equivalent to applying a higher-order localization algorithm 6], e.g. 4 In this article, we present a method for estimating delays between more source signals than sensors. Section III establishes the required equations where delays are the only unknowns in the spectral domain. Section IV solves the delay estimation problem in wide band.
II. Notation
In the spectral domain, denote the observations at pulsation !: (4) In compact notation, the last relation can be rewritten as follows: C = V ; (property I): (5) The above relation involves 2k unknowns, but only k equations. Therefore, the identi cation of these 2k parameters cannot be carried out by a t e c hnique such as the one described in 11] or in references therein. A.2. Van der Monde property. Let V be a Van der Monde matrix, as the one de ned in equation (5), and P i be a symmetric polynomial of degree i in k variables de ned as: P 0 = 1 P 1 = x 1 + x 2 + + x k P 2 = x 1 x 2 + x 1 x 3 + + x k;1 x k P k = we obtain: P k C (n) 1 = x 2 x k ; 1 + + x 1 x k;1 ; k : Or with the previous compact notation:
B. Results
With the help of the three properties above, the unknown source cumulants (;) can be eliminated: 
Equation (8) then yields:
where C (n) i can be estimated (cross-cumulants between the sensors), and where the P i 's contain the unknown delay information.
IV. Estimation of delays Equation (9) can be arranged as follows:
In P i , all delays are represented by v ariables x j = e ;|! j . Now, if we t a k e the inverse Fourier transform of (10), we obtain k peaks, each representing one delay (the P 1 term), and several attenuated peaks located at partial sums of the delays (terms P i , i 6 = 1). If the numb e r o f d e l a ys is known, it is then su cient to estimate the location of the rst k peaks, that represent the delays j . Equation (10) can be computed for every pulsation ! such that C (n) k;2 (!) 6 = 0 in the signal bandwidth. .1. Example: k = 2 and n 2. If n = 2 is chosen, the following equation is obtained: C (2) 1 = P 1 C (2) 0 ; P 2 C (2) 1 : (11) Since P 1 = x 1 +x 2 , t h e i n verse Fourier transform of P 1 gives two peaks at 1 and 2 . A s s h o wn in Figure 1 by taking the inverse Fourier transform of C (2) 1 =C (2) 0 , w e n d t wo peaks and an attenuated peak at 1 + 2 (P 2 = x 1 x 2 ). In the bottom of Figure 1 , the plot of the raw cross correlation C (2) 1 shows that the delays cannot be detected because the correlation length of the sources is too long. If n = 4 , t h e same equation would be constructed. .2. Example: k = 3 and n 3. Since n must be even, the smallest n we can consider is n = 4. The following equation is obtained: C (4) 2 = P 1 C (4) 1 ; P 2 C (4) 0 + P 3 C (4) 1 ( 12) The inverse Fourier transform of C (4) 2 =C (4) 1 gives three peaks, at 1 If delays are well separated (compared to source correlation length), a mere maxima s e a r c h of the autocorrelation function can be su cient. This method yields a solution when delays are separated by a gap that is much smaller than the correlation length of the signal. It can be applied to several problems in Sonar, Radar, or telecommunications. Table I summarizes the results with two delays (without noise). The method M1 is the one described in section IV-.1. The inverse Fourier transform of (C (2) 1 =C (2) 0 ) i s i n terpolated with the cardinal sine function in order to nd the maxima of the function with increased accuracy. The method M2 is the optimization method described in 9], with initial guesses given by m e t h o d M 1 . The advantage of the method M1 is that it does not need initial guesses, and that it is wide-band, compared to the spectral method proposed in 8]. The time domain optimization improves the result.
SNR
The same approach ( t a b l e I ) i s p r e s e n ted with independent noises v 1 and v 2 . T h e n umerical value of delays has been chosen in order to nd the limit of validity o f t h e approach. The signal to noise ratio (SNR) is de ned as SNR = 1 0 l o g (std(s 1 + s 2 )=std(v 1 )), where std denotes standard deviation.
The limit of performance is reached when the two peaks cannot be separated (about SNR= 1 2 dB). With SNR= 0dB, the second peak detected is located in the neighborhood of the sum of the two d e l a ys (without noise), which explains the bias. Table III presents the wide-band method described in section IV-.2 with three delays. This result is attractive, because with only two sensors, it is possible to estimate the delays of three source signals using fully the signal bandwidth.
VI. Conclusion
The algorithm described in this paper allows the estimation of relative di erential delays between more sources than sensors, in a wide-band context. It can also be seen as a whitening operation applicable when sources are unknown, because of the division by C (n) k;2 . T h i s k ey operation strongly increases accuracy. For the moment, the algorithm cannot be compared to others, since none exists that is able to perform blind identi cation of time delays when the number of sensors is not larger than the number of sources. Following the same lines as in 9], unknown attenuations can be taken into account a s w ell.
