In this paper, Artificial Neural Networks (ANN) 
Introduction
All The extraction processes that use supercritical fluids as solvent are among the main techniques of extraction of active components of natural substratum due to their capacity to produce products free of solvent. The modeling of such a process used in the extraction of natural products of a great variety of plants has been receiving a lot of attention from researchers. Most of the time, simple numerical models of mass transfer are proposed and used in the project of supercritical extraction installations and in the identification of their best operation conditions. These types of models are based on phenomenological and simplified description of the process, using rigid restrictions [1] . In Fonseca et al. [2] , the results of a hybrid neural model of the curves of the supercritical extraction of two Brazilian vegetal matrices were presented. In this approach, an artificial neural net is used to identify parameters for a phenomenological model, minimizing some restrictions of neural nets. Fonseca, et al. [3] had also used neural nets to derive the mass transfer coefficients of a supercritical extraction. To avoid the difficulties associated with a reduced amount of experimental supercritical extraction system data, they used a particular technique to generate new semi-empiric data. This technique combines the experimental coefficients of mass transfer with those obtained from the available correlation in the literature producing an amount of data enough for efficient neural identification. Izadifar et. al [4] proposed an artificial neural network model for simulating supercritical carbon dioxide extraction of black pepper essential oil based on different operation points (temperature and pressure).
The models considered in this work predict the extraction curves in relation to the profile of solvent mass and the raw material initially placed inside the extractor for a specific operation condition. The models are based on the application of Artificial Neural Networks (ANN) and in experimental data collected in laboratory during extraction procedures of useful compositions for the pharmaceutical industry using residues (BAR-Black Agglomerate Residue) originating from cork as raw material. In order to correlate solvent mass and raw material with the extracted mass of product, two Multilayer Perceptron ANNs were developed. The first ANN was trained based on Minimum Error Entropy (MEE) criterion [5] while the second one was trained based on Mean Square Error (MSE). A performance evaluation of the two models was carried out and is presented in this paper.
Inspired in the approach developed for Lanouette et all [6] , due to the small amount of experimental data and the high cost involved in the execution of experiments, a strategy was tested in order to create a larger set of data enabling an efficient ANN training.
The strategy consisted in fitting a curve to the data sampled from each extraction operation to generate a larger number of samples [7] . It was assumed that even though the information had not been registered due to the characteristics of the extraction process, it existed in fact and, therefore, it could be estimated using a curve fitting method.
Supercritical Extraction Process
The supercritical extraction processes have the capacity to produce products free from solvents to extract or to fraction mixtures in soft conditions [8] . In a general way, they are constituted the following stages: Compression; Heating or condensation; Extraction; Separation; Regeneration of the solvent.
In a typical operation of supercritical extraction, the raw material is initially placed inside the extractor, being continuously in contact with the supercritical fluid. This fluid, used like a solvent, can dissolve chemical substances similarly to a liquid and penetrate in porous matrices similarly to a gas. The solvent most commonly used is CO 2 , because it is abundant in the nature, not inflammable, not toxic, without color, smell and taste besides being the cheapest second just losing for the water.
In the extraction equipment, the solvent is submitted to a high pressure, under the action of a compressor that leads it to operate in supercritical phase. In the extractor, when CO 2 passes through the raw material, substances are dissolved and extracted until a level of balance solubility. The gaseous solution, when leaving the extractor, passes through an expansion valve and is submitted to a lower pressure, causing the precipitation of the components in the separator. In this way, the extracted substances of the raw material are separated from the CO 2 , which is recycled by the compressor. Such recurrent process is repeated until all components are extracted and collected in the separator. The figure  1 shows the main stages of a typical supercritical extraction process.
Characteristics and Operation
The experimental data used in this investigation were obtained through experimental procedures made in a pilot installation of supercritical extraction composed of a compressor, three extractors, a reducing valve of pressure, a outflow meter, two exchangers of heat, a cyclone and diverse accessories of instrumentation and security. The schematical diagram of the installation is shown in figure 2 . During the extraction experiments in the pilot installation, two types of experimental data were obtained: The manual data registered by the operator and the automatic data registered by sensors and monitoring system. In table 1, the variables registered during an experiment are shown.
Table 1. Data types and variables registered
The operation point of the pilot installation, which guarantees the extraction of the mentioned specific product, was identified in previous studies and the results obtained in the investigation had suggested using an autoclave of extraction of 2.0 liters of internal capacity, initial mass of BAR around 400g, and reference of temperature and pressure of 40 o C and to 250bar, respectively.
Artificial Neural Networks (ANNs)
Typically ANNs are constituted by artificial neurons connected so that the information along the ANN can be processed in a simultaneous and parallel way. The correct connection of these elements is a tool for an ANN with learning capacity and adaptation. The diagram that represents the model for the artificial neuron is shown in figure 3 (left), where: X1, X2 . . ., Xn represent the inputs of the neurons; w1, w2. . . , wn represents the weights for each input and, b represents the bias for each neuron. In a static neuron the output S is given by the linear combination of its inputs: Since the early 90's multilayer perceptron neural networks (MLPs) are well known to be successful in identification and control systems applications [9] . Their architecture are typically composed of a set of input patterns, one or more hidden layers and one output layer as shown in figure 3 (right).
An MLP can represent the direct model of the plant since the correct training is executed. The Backpropagation is the most used algorithm for the ANN training.
In the ANN training based on mean square error (MSE), a typical fitting function F can be obtained by the minimization of the average of the quadratic sum of the ANN errors between output pattern and ANN output:
When the MSE is used as the performance criterion, it has implicit in its assumptions that the errors have Gaussian distribution: this distribution has all information contained in the mean and variance. The minimization of the square error is another way of describing the minimization of the variance of the probability density function (pdf) of errors. However, this gaussianity assumption is not supported by evidence in many real problems.
In any training/learning process, not all of the information contained in the input set is passed to the neural parameters; some useful information is left in the error distribution,. If one adopts MSE as performance criterion and the Gaussianity assumption is not verified, information residing in the higher moments of the error pdf will not be transferred to the neural parameters and will be left in the error distribution. To avoid this problem and use all information possible in data, leaving the error distribution with as little information as possible, one has to use a criterion that takes in account all moments of error distribution -such as an Entropy criterion.
Entropy is a concept developed in Information Theoretical Learning (ITL) that formalizes the notion of information content [10] . The less predictable a message is, the larger is its information content; a message perfectly know a priori has a zero information content.
The best known entropy definition of a probability distribution P = (p1, p2,…, pn) was proposed by Shannon [11] . Although this definition has been widely applied, other definitions are possible. Renyi's entropy [12] is defined as: 
This definition can be generalized for a continuous random variable Y with the probability density functions (pdf) f Y (z):
It is possible to see that Renyi's Entropy, with its sum of probabilities, is much more amenable to algorithmic implementation than Shannon's Entropy with its sum of weighted logarithms of probability.
The Parzen window method [13] can be used to estimate the pdf of data from a sample constituted by discrete points, i = 1,…,N in a M-dimensional space. This technique uses a kernel function centered on each point; it looks at a point as being locally described by a probability density Dirac function, which is replaced or approximated by a continuous set whose density is represented by the kernel. If a Gaussian kernel is used, the expression of the estimation 
Where G(.,.) is the Gaussian kernel and σ 2 I is the covariance matrix (here assumed with independent and equal variances in all dimensions). In each dimension, we have: Combining Renyi's definition of the Entropy of a pdf with an estimate of the pdf by the Parzen window method, an Entropy estimator for a discrete set of data points {y} can be reached as:
Where,
In previous expression, it is a convolution of Gaussian functions, which has the following interesting result:
This means that, in order to calculate Entropy, it is not necessary calculate any integrals but simply the Gaussian function values of the vector distances between pairs of samples. In ITL vocabulary, V(y) is called the information potential (IP) of the data set. As the objective is to minimize H, one can instead maximize the information potential V. So, Max V becomes the cost function for the learning process with minimum output Entropy [14] .
The discovery of weights during the learning process may be done by the minimization of the objective function: ) ( min 2 w H R (12) This corresponds to the MEE (Minimum Error Entropy) criterion, which has a number of interesting properties. One that is particularly interesting for the application described in this paper is that it is rather insensitive to outliers. Therefore, a piece of wrong or severely distorted information contaminating the data set will not disturb the model. Instead, the MSE criterion is sensitive to outliers and wrong data will decisively influence the whole model and the quality of the results.
Neural Network Model

General Considerations
This section presents a new approach to training neural models that may predict extraction curves for a supercritical extraction process operation condition, in relation to the solvent mass profile used.
The models have been obtained based on experimental data collected during experiments performed in a pilot installation at the Institute of Experimental and Technological Biology -IBETlocated at Oeiras (Lisbon, Portugal), with the extraction of useful substances for pharmaceutical industry from residues originating from cork production (BAR -Black Agglomerate Residue). As the experimental data collected were scarce, due to the nature of the process, the protocol involved and the high cost involved in experiments execution, there was an insufficient amount of data for straightforward ANN training.
Therefore, a strategy for data complementation has been tested with a multilayer perceptron neural network. Furthermmore, because data collected might suffer from gross errors because of the manual procedures that had to be adopted, the ANN training adopted a MEE criterion.
Analyzing the pilot installation operation during the extraction, it was observed that the CO 2 temperature that is controlled along the process did not present significant variations during the experiments. The ON-OFF action of the expansion valve, combined with the compressor action, controls the pressure in the supercritical cycle. The CO 2 solvent mass during the extraction process depends strongly on the heating of CO 2 reservoirs and on the amount of CO 2 accumulated in them, influencing the amount of product extracted. Therefore, trusting the practical experience of IBET researchers, we opted to neglect the perturbations caused by temperature and pressure and to use the structure of the model shown in figure 4 . 
Fitting Data
The strategy of fitting data consisted of fitting a curve to the information collected during each extraction operation, with the purpose of having a larger number of samples. Samples were registered when the product was collected in the output of the separator (in intervals of approximately 60 minutes). From a curve fitting process, new points were derived for 10-minute intervals. Therefore, from experiments with just 3 samples we built a set of 18 samples.
Neural Model Architecture
The internal structure of the supercritical extraction model shown in figure 5 was adopted to characterize the inputs and outputs of the time delayed ANN model. 
Neural Model Training Results
To train the the ANN, the 37 experimental procedures of extraction were divided in two groups: Training (223 samples) and Validation (211 samples). Two neural models were trained: the MSE model was trained to find weights that minimize the Mean Square Error, and the MEE model was trained to find weights that minimize Renyi's Quadratic Entropy of the error distribution. The same stopping criterion was used for both models: error below 2.5 x 10 -5 . This value is considered acceptable to the problem.
For the MEE model, the results were obtained using Gaussian Parzen windows with fixed size (σ = 0.1). Table 3 presents the errors results for both models. Figure 6 and 7 show the probability density functions of the errors for both models, in the training and in the validation set. According to results, it is possible to note that the error distributions from the MSE model have fewer values closer to 0 than the distribution of errors resulting from the MEE model. Then, it can be concluded that MEE model has a better result than the one produced by the MSE model. Figure 8 and 9 present the results of the two models for some training and validation samples.
Conclusions
The application of ANN in the identification of a supercritical extraction process is suggested as an efficient method for practical applications considering the phenomenological model and the industrial operative processes. The difficulty of ANN training with small amount of available experimental data possibly contaminated with gross errors, which is common in supercritical extraction processes, was minimized by a strategy of data curve fitting and by training the ANN with an entropy criterion instead of the classical MSE.
The experimental results confirm clearly that a better performance is obtained with the entropy model, whose application to this type of problems is new. Gross errors in the data relating to the collection of extracted mass were largely ignored in the training process. The MEE criterion should therefore be preferred over the classical MSE criterion in training ANN for cases similar to the one described in the paper.
The model obtained, in the band of operation considered in this study, presented good characteristics of precision and generalization, becoming very useful in the identification of strategies of manipulation of the CO 2 mass in the supercritical cycle to maximize the product to be extracted.
