Abstract-Reliability and predictability of the timing behavior have shown to be major issues for wireless sensor network deployments. Real-time requirements presented by several applications can be fulfilled by implementing communication schemes that lower possible sources of non-determinism of the timing behavior, assuming that the nodes are synchronized. The predictability of current synchronization protocols, however, cannot be verified, due to potential interferences with other activities.
I. INTRODUCTION
Wireless sensor networks (WSNs) are emerging systems for applications such as industrial automation, health-care, surveillance and safety monitoring. WSNs may present realtime requirements, such as bounded end-to-end delay for the data collection. Many sources of non-determinism may however affect the timing behavior, most importantly the inherent unreliability of the wireless channel and possible collisions that occur when two or more sensor nodes simultaneously transmit to a common neighbor. In real-time WSN scenarios it is of fundamental importance to achieve highly predictable communication schemes to minimize interference, and fault containment policies to guarantee a quick recovery of the network after a failure.
Global time synchronization is an important requirement in real-time WSNs, where nodes have to take time-coordinated actions in order to provide the desired reliability. Interferencefree communication schemes assume that nodes are synchronized; their predictability strongly depends on that of the underlying time synchronization protocol. Several protocols for synchronizing clocks in WSNs [1] - [4] provide sufficient accuracy in the order of a few microseconds, and require the sensor nodes to periodically exchange messages with time information in order to synchronize their clocks to a common reference time. These protocols, however, provide no guarantees on their own predictability, i.e. on the fraction of the nodes that are synchronized at a certain point in time. This is due to the fact that they either rely on an available structure (i.e. network topology) or require to build an adhoc tree. In both cases, the degree of non-determinism is too high to verify the reliability for forwarding the time information. In particular, the synchronization task can interfere with other activities that are executed both locally at a node level (e.g. computation, sensing, storage) and globally at the network level (e.g. communication). Unreliability of time synchronization protocols has shown to be an important issue for WSN deployments and may compromise the functionality of the overall system [5] .
In this paper we propose Secondis, a protocol that propagates the timestamped messages required by standard synchronization protocols. It achieves its predictability by decoupling the synchronization task from other activities: communication required to synchronize the nodes is confined to short synchronization rounds that repeat periodically, as shown in Figure 1 . No other activities are allowed to execute within these rounds, so that local and global interferences are minimized. Secondis is designed to perform a quick dissemination of small amounts of data from the root node to the rest of the network, without relying on any existing network topology. It propagates information that can be used not only to synchronize the clocks of the nodes, but also to coordinate activities over time in networks that make use of potentially collision-free communication schemes such as TDMA.
As a major contribution compared to existing dissemination protocols, Secondis provides probabilistic guarantees on the dissemination length for simple network scenarios. A designer can thus choose the desired trade-off between efficiency and predictability for the important synchronization task.
Secondis is a probabilistic protocol that exploits the property that not all nodes are equally important for the dissemination and that the overall dissemination speed is maximized if non-important nodes send messages rarely compared to important ones. Secondis features an online, distributed algorithm that adapts to the current network topology by estimating the importance of a node for the dissemination.
The rest of the paper is organized as follows. Section II provides background information and related work. Section III introduces the protocol requirements, whereas Section IV discusses the approach to achieve a fast and reliable dissemination. Section V presents Secondis and Section VI outlines its implementation. Section VII analyzes Secondis' online heuristic and Section VIII evaluates Secondis in simulation. Section IX concludes the paper.
II. BACKGROUND AND RELATED WORK
Sensor nodes are usually equipped with cheap oscillators that may introduce drifts on the local clocks from the nominal frequency of up to ±100 parts per million, i.e. their local clocks may exhibit a skew of up to 12 ms per minute. Even though the clock drift can be estimated, it changes over time [6] (due to, e.g. changing temperature and oscillator aging) and hence frequent resynchronizations are required. Standard client-server clock synchronization algorithms are not suited for WSNs, due to the latter's multi-hop nature and energy constraints.
Over the last years, several algorithms have been proposed to synchronize clocks in WSNs. RBS [1] synchronizes a set of receivers in a cluster to a common reference node. Multihop synchronization is achieved by timestamp conversions performed by nodes that belong to different clusters. FTSP [3] achieves a high accuracy by using a linear regression table for drift estimation. A root node is elected and an ad-hoc tree structure is built to propagate the time information. GTSP [4] is a distributed algorithm that optimizes the synchronization accuracy between neighboring nodes. The reported accuracy of FTSP is 0.5 μs per hop, whereas GTSP achieves an optimal accuracy between neighboring nodes. These accuracies are sufficient to organize synchronized activities in WSNs. The protocols do however not provide guarantees on their reliability. They usually rely on an existing network topology or, as in the case of FTSP, they build their own ad-hoc tree to exchange time information. Since other activities may concurrently run, the synchronization messages have an increased probability to be lost, for instance due to a local change in the network topology or to interference with data traffic. No policies are usually implemented to prevent this problem or to guarantee a quick resynchronization of a node. For these reasons, it is very difficult to provide guarantees on the fraction of the nodes that are synchronized in the network.
The class of TDMA protocols for WSNs, such as RTLink [7] , TRAMA [8] and FLAMA [9] , potentially achieves collision-free and thus time-predictable communication by assigning dedicated communication slots to each node. The protocols however assume that the nodes are already synchronized and rely on the use of one of the previously discussed synchronization protocols. This means that the predictability of the communication itself strongly depends on the one of the synchronization protocol. If for any reason some nodes are not synchronized, they may decide either to suspend the communication or to keep communicating which leads to potential collisions. In both cases the predictability of the network is greatly decreased.
A solution to increase reliability and predictability of the synchronization task is to confine it to dedicated time windows, decoupled from any other activity (see Figure 1) . This requires to fit all necessary communication for the synchronization task into these short time windows. FTSP and other synchronization protocols are however not designed to propagate the time information in a short dedicated time. The obvious solution is to combine a synchronization protocol with a dissemination protocol that allows to rapidly flood the time information, together with possible additional information to coordinate network activities.
Several dissemination protocols for WSNs exist. Their goal is to deliver data from a source node to the rest of the network within a short time period. They try to avoid simple broadcast retransmissions that lead to the broadcast storm problem [10] . SPIN [11] is a family of adaptive protocols that optimize the propagation by performing metadata negotiation. Trickle [12] is the most common dissemination algorithm for WSNs; it is designed for propagating and maintaining code updates and uses "polite gossiping" to broadcast code updates, sending first a summary of the code. Such gossiping and meta-data negotiation approaches are however not well suited for the dissemination of small data, since they introduce overhead of similar size than the data itself. The Flash flooding protocol [13] exploits the capture effect of FM receivers, whereas PBBF [14] provides a probabilistic broadcast protocol whose adaptivity is however not tested under realistic network scenarios. These dissemination protocols cannot be easily optimized for a fast periodic dissemination of only a few bytes within a short time window (e.g. due to metadata exchange).
Secondis differs from these dissemination protocols in several points. It is specifically designed to propagate short messages with a constant length, like synchronization messages. Secondis provides a probabilistic dissemination scheme that requires neither gossiping nor negotiation policies. It exploits the fact that the nodes get synchronized during the dissemination by using a modified slotted Aloha scheme to access the wireless medium, with the important addition that transmission probabilities adapt to changing network conditions. Due to its simple design and the lack of interference from other activities (i.e. other tasks running on the node and data communication from other nodes), its behavior can be analyzed with a probabilistic model checker, which provides probabilistic bounds on the fraction of the nodes that receive a synchronization message, under some specified settings.
III. PROTOCOL REQUIREMENTS
Global synchronization. Nodes synchronize to a common reference time, provided by the clock of the root node.
Accuracy. The synchronization accuracy should be comparable to that of existing protocols such as FTSP [3] , i.e. in the order of a few microseconds per hop.
Round-based synchronization. The nodes are synchronized regularly in rounds, i.e. there is a frame structure of length T f that is split up in a synchronization round of length T s ( T f ) and an active round of length T f − T s where data exchange takes place (see Figure 1) . At the end of each synchronization round, a node must be capable of determining whether it has successfully updated its own clock.
Fast dissemination. The nodes should synchronize as fast as possible, to shorten the length of the synchronization rounds.
Reliability. A large fraction of the nodes should receive the updated time information during a synchronization round.
Predictability. The protocol should be able to provide guarantees on the probability that all nodes receive the message, given some specific network conditions.
Energy efficiency. The radio device is the main consumer of energy in the system, for both transceiving data and idle listening. It is therefore important to minimize the radio duty cycle induced by the synchronization.
Self-containment. The protocol must neither rely on an already existing topology in order to synchronize to the nodes nor on information from the running application. The behavior of the wireless channel changes over time and new nodes may join the network: the scheme should be able to adapt to changes in the network.
IV. FAST AND RELIABLE DISSEMINATION
In order to achieve a fast and reliable dissemination scheme it is important to notice that nodes are not equally important for the propagation. Depending on its position, a node can be considered redundant: its contribution to the propagation process is marginal compared to that of other nodes. Moreover, transmissions from a redundant node might collide with those from nodes that are instead important for the dissemination. Three examples with elementary network topologies help clarifying this issue.
In the 4-nodes network shown in Figure 2 (a), time information has to be propagated from node 0, the root of the network, to the remaining three nodes. Once nodes 1 and 2 receive the message, they forward it to node 3. However, if both nodes 1 and 2 transmit the message right after the reception, these transmissions are likely to collide. Only one of nodes 1 and 2 should transmit, whereas the other node is redundant. Since the network is symmetric, it does not matter which node transmits. In the network in Figure 2 (b), there is no symmetry: only node 1 should forward the message, so that nodes 3 and 4 receive without collisions. The network in Figure 2 (c) is again symmetric, but in this case both nodes 1 and 2 are important for the propagation: only node 1 can communicate with node 4 and only node 2 can communicate with node 5. As discussed before, nodes 1 and 2 should not transmit at the same time, since this would generate a collision at node 3.
A node that receives a message should thus be able to detect: 1) whether it is important for the dissemination (i.e. it is required to forward the message); 2) depending on its importance, when it should transmit the message. Considering the network in Figure 2 (c), a possible solution would require node 1 to send the message, immediately followed by node 2 (or vice versa). This schedule leads to an optimal dissemination length of 3 messages (counting also the root node's message), if an ideal channel is assumed. However, it requires to arbitrate nodes 1 and 2, which cannot directly communicate with each other. The problem becomes very complex when considering topologies with more nodes, due to its analogies with a 2-hop graph coloring problem. Each node should decide when to transmit depending on other nodes choices, leading to the requirement of a global organization. Several distributed coloring algorithms exist [15] , but their communication and computation overhead is very expensive. The resulting schedule is also very fragile to (even small) changes in the topology, making such an approach not selfcontained. Most importantly, these large-scale structures are too complex for providing guarantees on their reliability.
A. Probabilistic Transmissions
An approach that fulfills our requirements for reliability, predictability, and self-containment makes use of probabilistic transmissions. In the following we assume a slotted Aloha communication scheme during the synchronization rounds, which can easily be achieved since the message length is constant and originates from a common root node.
Let us suppose for simplicity of notation that a node i has received the first message in slot 0. The node then starts repeating Bernoulli trials in each of the following slots {1, 2, 3, . . .} with a probability of transmission x i , until the outcome of a trial is a success, and the node eventually sends the message and stops the trials. The probability
T X that node i transmits its message in slot (1 + j), with j ≥ 0 is:
Assuming that links between neighboring nodes are perfect (no failures) and that collisions occur with probability 1 if two or more nodes send a message to the same node in the same slot, the predictability of the network in Figure 2 (c) is given by P (N ) 3,4,5 (x, y), i.e. by the probability that all nodes 3, 4, and 5 receive at least one message within N > 0 slots.
It can be shown that P and that the optimal valuex monotonically decreases when N increases. Forx = 0 and high values of N we have:
The function on the right side of (3) only converges to 1 if x → 0. Therefore, only very low transmission probabilities allow to achieve high reliability, but at the expense of a very long dissemination phase. A higher transmission probability on the other hand increases the propagation speed, which is traded off by a reduced reliability.
B. Multiple Transmissions
We see from (3) that it is not possible to achieve both reliability and speed if a node sends only one message. However, it has to be determined which are the optimal transmission probabilities, and whether a constant probability or a probability decreasing over time is to be favored. Answering these questions analytically is very complex, and prompted us to make use of the probabilistic model checker PRISM [16] . Figure 3 shows the state graph of a discrete-time model that is executed by every node. Transitions between the states and variable updates are fully synchronized with the slots: they occur with zero delay during the time instant in which a slot ends and the next one begins. The time interval between the beginning of the transmission and the end of the reception of a message lies entirely within a single slot. A node starts its execution in the "wait" state, and remains in that state as long as no messages are received (signaled by r = 1) without transmitting any packet. Once a message is received, it keeps making transitions either to state "send" (with probability p) where it sends a packet, or to state "don't send" (with probability 1 − p) where no transmissions are performed. The transmission probability of a node is given by p = P init · (P df ) c , where P init is the transmission probability for the first message and P df the decreasing factor for subsequent transmissions. For modeling a constant transmission probability, P df is set to 1, otherwise it is set to a value 0 < P df < 1.
Communications between different nodes (modules) are abstracted as follows. A boolean variable s is set to 1 only during the slots in which the node is sending a message. The read-only variable r is the sum of variables s of all the nodes that can communicate with the node under analysis. A message is successfully received if r = 1, i.e. if exactly one node has sent a message. Collisions therefore occur in every slot in which r > 1. If a message is successfully received, the boolean variable synced is set to 1. A network topology is implemented in PRISM by creating a model that contains several of such modules. Connections between them are defined by setting the r variable of a node as a function of the correspondent s variables of the neighboring nodes.
PRISM evaluates the probability under which some specified properties are satisfied by a stochastic process. The property that we want to check is whether all nodes in a network have received a message within a certain slot interval, i.e. if all the modules in the PRISM model have synced = 1. An exhaustive search of the parameter space (P init , P df ) allows to find the best parameter setting for the topology in Figure 2 (c). In particular, with a constant transmission probability, P init = 0.56 is the optimal value; with a decreasing probability, the optimal combination is (P init = 0.7, P df = 0.8). The resulting reception probabilities for both cases are shown in Figure 4 . A decreasing probability achieves a higher reception probability for all the child nodes than a constant probability. The reason is that the two different kinds of child nodes in the network in Figure 2 (c) require opposite transmission probabilities. The reception probabilities of exclusive children 4 and 5 are maximized when parents 1 and 2 transmit with probability p = 1, whereas the reception probability of the common child 3 is maximized with a transmission probability p = 0.5. A decreasing transmission probability yields a better trade-off by being fair to both common and exclusive children.
V. SECONDIS PROTOCOL
From the discussion in the previous section, we derive that a time dissemination scheme should fulfill three main properties.
(1) Simple schemes allow to provide probabilistic guarantees on the timing behavior. (2) Nodes need to have different importance levels for efficiently forwarding the information. (3) Several messages have to be sent with a decreasing transmission probability, in order to achieve both reliability and speed. Secondis is designed to fulfill all these properties.
Secondis follows the state graph depicted in Figure 3 , except that Bernoulli trials are only performed every k-th time slot. This means that if a node receives the first message in slot 0, it performs Bernoulli trials only in slots {1, (1+k), (1+2k), . . .}. This additional policy is introduced in order to reduce chances for collisions due to interferences from nodes out of the communication range (in general, the interference range is larger than the communication range). In particular, simulation results highlight that sending every k = 3 slots yields the best results. The synchronization round ends for all nodes after T s time units. Additionally, a node is also allowed to finish its round earlier, i.e. as soon as the message has been forwarded C max times, so that it can switch off the radio and save energy. Due to the decreasing transmission probability, chances for transmissions would get in any case very small after several transmissions.
The root node has a special role. It sends its first message when its timer indicating the start of the synchronization round expires; it then keeps sending every k-th slot with probability one, until T s time units have elapsed after the beginning of the synchronization round (i.e. it sets P init = 1, P df = 1, C max = ∞). All nodes in a (k − 1)-hop distance from the root are sending in other slots and thus they do not interfere.
As shown in the previous section, the nodes should get assigned different importance levels for the dissemination, which influence their values for the dissemination parameters P init , P df , and C max . Due to the self-containment requirement, the importance levels should be updated online, allowing Secondis to adapt to changes in the topology. This operation has to be performed in a distributed fashion, without requiring that some of the nodes have complete knowledge of the topology. In order to determine the basic guidelines for the importance levels, we consider the elementary topologies in Figure 2 again. The first guideline is that a node should have a High importance level if it is the exclusive parent of a least one node, as depicted in Figure 2 (b) and 2(c). The second guideline considers nodes that are not exclusive parents for any child. If two or more such (not exclusive) parent nodes have a common child, only one of them sets a High importance level; the other parents set it to Low. It is of no relevance which parent is the important one. However, since no nodes know the network topology, the guidelines can not be applied directly.
Secondis uses a heuristic that learns about the topology by overhearing the messages of the child nodes and adapts to changes in the network. Messages contain the parent ID (see Table I ), which is the ID of the node the first message has been received from in the current round. If a node has several parents, it likely announces several different parent IDs over several rounds. If a node has instead only one (exclusive) parent, it always announces the same parent ID. Secondis determines the node's importance by keeping a short record of the overheard messages and evaluating them every levelupdate period consisting of R rounds. By default all nodes have Medium importance. A node sets its importance level to High/Low according to the following rules.
High importance. At least one child node announced that the node under analysis was its parent in more than f H percent of the last R overheard rounds (e.g. f H = 0.7).
Low importance. Every child announced that the node under analysis was its parent in less than f L (< f H ) percent of the last R overheard rounds (e.g. f L = 0.3).
In order to avoid false positives from nodes with bad link qualities, only children overheard in at least l of the last R rounds (e.g. This heuristic allows the nodes to automatically adapt their importance levels to changing conditions of the network topology. At the beginning, all the nodes start with a Medium importance level; after R rounds, they evaluate whether to update their importance levels, depending on the feedback received from the children. After a few periods of R rounds, they converge towards stable importance levels; in cases where two or more nodes have only common children, as in Figure 2 (a), only one of them eventually gets a High importance level, whereas all the others converge to a Low level. The optimal values may then change again later on if for any reason the topology changes. In Section VII we show that our simple heuristic provides a near-optimal importance level assignment.
VI. SIMULATION
We have implemented the Secondis dissemination protocol in Castalia [17] , an OMNeT++ based simulation platform. Castalia is designed for WSNs and allows for a realistic and detailed protocol evaluation, due to its realistic models of the wireless channel, the radio device, and the energy consumption. The wireless channel model is based on the log-normal shadowing model: a large fraction of the links in a network commonly exhibits only a poor packet reception rate and shows asymmetric behavior. Packets are further lost due to collisions, which are calculated using the signal to interference ratio model. Castalia features an accurate HW model for the radio, with transition times between the different radio states (e.g. switching from sleep to RX, or from RX to TX), which have to be accounted for in order to ensure correct timing of the implementation. We added a model for local clocks that bounds the drift and the variation of drift. This is a reasonable assumption, given that the clock drift is only gradually influenced by changing conditions such as temperature and battery voltage [6] . The implementation of Secondis follows the state graph depicted in Figure 3 , but Bernoulli trials are performed every k-th slot and a message is transmitted at most C max times. In particular, a timer expires at the beginning of every synchronization round, which indicates to switch on the radio and to set the node to the "wait" state, waiting for a message with the updated time information. A node is synchronized after receiving the first synchronization message, and then it takes part in the dissemination of the updated timestamp. The root node omits the first "wait" state, since it provides the time reference; it sends its first message right after the synchronization round timer expires, and sends a message every k-th slot. The packet fields required by Secondis to disseminate the time information and to adapt to the network topology are shown in Table I . Other fields can be added when additional information has to be disseminated to organize activities in the network.
A Secondis slot has to be long enough to cover the time required by a node radio to transmit a packet and to provide enough guards against possible residual synchronization errors between the nodes. Due to the short length T s of a synchronization round (a few tens of milliseconds, see Section VIII), the effects of the clock drift within a synchronization round is negligible. Since the transmission of a standard Secondis packet with the fields shown in Table I requires around 1 ms with common sensor node radios, a conservative choice for the slot length is T slot = 1.2 ms. An extensive parameter search with Castalia showed that values provided in Table II are suitable for a wide range of network conditions. These values are used in Sections VII-VIII for the evaluation.
In the discussion above, it is assumed that a node already knows when the next synchronization round is going to take place, i.e. it has already scheduled a timer for the next synchronization round. When a node is joining the network (e.g. right after the deployment or after a node reset) it obviously does not know yet when the next synchronization round takes place. For the current implementation we chose the simplest solution, where a node listens continuously (at most for one frame T f ) in order to ensure that a synchronization round is overheard.
In the current implementation, the drift of the local clock is estimated using the same mechanism as in the FTSP [3] protocol: a linear regression is performed on the received timestamps. Secondis thus achieves exactly the same synchronization accuracy as FTSP, if the frame length T f is equal to FTSP's synchronization period (e.g. 0.5 μs per hop for a synchronization period of 30 s, as claimed in the original paper). Secondis, however, is suitable for any other synchronization protocol that synchronizes the nodes by using a single reference clock and requires a one-way message exchange (see Section II). We chose FTSP since it is the most common protocol for synchronizing WSNs.
VII. NEAR-OPTIMALITY OF SECONDIS' HEURISTIC
Secondis proposes a distributed and adaptive heuristic for an online estimation of importance levels. In order to evaluate how it affects the overall predictability, we compare the simulated probability of reaching all nodes, when the importance levels are estimated online by the heuristic, to the ones resulting from offline assignments of the importance levels, which can be computed exactly by the PRISM model checker. In particular, two offline assignments are used for the evaluation. The first one is the offline-optimal assignment, which generates the lowest worst-case probabilistic bound for the dissemination delay and therefore provides the highest predictability. In the second assignment (offline-all medium) all nodes have Medium importance levels, and it corresponds to the initial setting of Secondis. We can thus evaluate in detail how well Secondis' importance estimation increases the predictability with respect to the initial case and how close the predictability is to the one of the offline-optimal assignment.
In order to get a detailed comparison, we study 12 topologies with up to 8 nodes in the network. We cannot model larger networks, since probabilistic model checkers suffer scalability problems due to state space explosion. In particular, we study the three topologies illustrated in Figure 2 Figure 5 . For each topology, the first (dark) bar shows the probability for an offline-optimal assignment of the importance levels, provided by PRISM. The second bar shows the probability when all importance levels are set to Medium, also computed by the model checker. The third (light) bar shows the probability resulting from Castalia simulations of Secondis' online estimation heuristic. In particular, 4000 rounds are simulated for each topology and the first 10R rounds are discarded, in order to remove the phase in which Secondis adapts to the topology.
The reception probabilities show a clear dependency from the topology and the maximum hop distance of the nodes from the root. For the linear topologies L[i], the probability decreases with an increase of i. The same holds for the cycle topologies, but only for even numbers of i: the maximum hop distance increases by one only if two more nodes are added.
Secondis' online estimation increases the reception probabilities with respect to the initial Medium level and it approximates the optimal case in all the studied topologies. In particular, the maximum improvement from the fixed Medium level assignment is given by the L [8] topology, where the probability to reach all the 8 nodes within 10 slots from the beginning of a round is increased from 1.9% to 32.6%, whereas the optimal assignment would lead to a probability of 32.9%. The cube topology represents the case in which there is largest difference between the probability of the offlineoptimal assignment (73.3%) and the one of the Secondis' estimation (72.0%), whereas the Medium-level assignment achieves 63.7%. These results show that the heuristic used by Secondis provides an assignment of the importance levels that is close to the optimal one. The resulting predictability, therefore, is also always very close to the optimal one, whose values can be computed exactly with PRISM.
VIII. EVALUATION
Secondis is further evaluated using Castalia's realistic model of the wireless channel, with random packet losses. A large number of different network topologies is used to compare it with Trickle. We place the nodes on randomized grid topologies (grid with Gaussian displacement), which are well suited for representing real deployments where the nodes are rather evenly spread over the observed area and not just randomly deployed. If not otherwise stated we run each simulation for 20,000 s, having a synchronization round every T f =30 s. Since we are interested in the long run behavior of the estimation, we discard the synchronization delays of the first 10R rounds in order to remove the startup phase when Secondis adapts to the topology. This results in 506 evaluated synchronization rounds for every simulation run.
We analyze the 95% and 99.95% bounds, i.e. the time required to synchronize at least 95% and 99.95% of the nodes, or otherwise said the probability of missing a synchronization beacon every 20th and 2000th round, respectively. Furthermore, we discuss Secondis' ability to adapt to changes in the environment (network topology) and its energy efficiency. We do not evaluate the synchronization accuracy since we use exactly the same mechanism of FTSP to estimate the drift between the local clock of a node and the reference clock, achieving thus the same accuracy.
A. Node Density
We evaluate Secondis in detail, in order to analyze its dissemination speed for a wide range of network scenarios. In particular it is interesting to see how well Secondis adapts to different node densities, which depend on the networks deployment site. We also want to compare Secondis with other solutions that provide a quick dissemination of a timestamp. For this reason we implemented the popular Trickle protocol (see Section II) in Castalia.
We evaluate Secondis and Trickle using Castalia, exploiting its realistic models of the wireless channel, radios, and clocks. In order to evaluate different node densities we use a fixed area of 100 x 100 m, ranging the numbers of nodes from 30 to 140 in steps of 10. We generate 30 different topologies (randomized grids) for each number of nodes using different seeds and having the root always in the corner; this results in 360 different topologies with an average node density ranging from 8 to 48 neighbors per node, and an average network size of three hops. With low node densities the delay bounds are increased, since the average distance between the nodes is increased, and results in a large fraction of unreliable links.
Trickle adapts to the current traffic load only during a single synchronization round; it requires an initial parameter setting, which can be tuned towards a given network topology. Based on an exhaustive parameter search, we determined the optimized parameter set (τ H , τ L , k) for Trickle [12] . For low node densities values (50 ms, 10 ms, 5) showed to be optimal, whereas for high densities the optimal setting is (40 ms, 20 ms, 1). The root node uses (τ H , τ L ) = (20 ms, 10 ms) in both cases, using the same k value as the other nodes. The effect of this parameter adaptation is depicted in Figure 6(a) , showing the 99.95% probabilistic bound. It can clearly be seen that Trickle cannot provide a parameter setting that allows a fast dissemination for both dense and sparse networks, since it does not provide a mechanism to learn from the previous rounds. Although Trickle allows to be optimized for a given node density, this is usually not straightforward. Firstly, it is required to estimate the node density; secondly, the node density can differ a lot within the network and hence a global parametrization for all nodes is not suitable.
Secondis on the other hand adapts to the network topology at runtime, without needing a designer to manually tune any of the parameters of Table II for a specific scenario: each node adapts its importance level online, and thus chooses the most suitable parameters triple. As shown in Figure 6 (a), Secondis features a rather constant dissemination speed for the whole range of the network densities. In particular, Secondis allows a much faster dissemination of the timestamp than Trickle. While the dissemination speed for Secondis ranges from 25.0 to 39.4 ms, it ranges from 34.6 to 51.8 ms for Trickle (using the best suited parameter setting for each data point, which has to be computed beforehand). In average Secondis allows for a 25% reduced dissemination time in comparison to Trickle.
In order to get a more detailed insight into the adaptation possibility we compare Secondis with a Secondis* version, which does not adapt the importance levels. Instead, all nodes have the same importance level (either High, Medium or Low). Similar to Trickle, Secondis* cannot be optimized for the whole range of network densities with the same parametrization as shown in Figure 6 (b). However, it should be noted that if Secondis* is parametrized with a Medium importance level, it still outperforms Trickle for the whole node density range. This shows that the slot-based dissemination scheme of Secondis is better suited for a quick flooding of the network than Trickle's window-based scheme.
B. Network Size
The dissemination length is likely to increase with the network diameter and is analyzed in detail in the following. Since the dissemination speed depends also on the node density, we analyze the impact of the network size with a rather constant node density of 12 to 16. This is achieved by deploying 20 to 90 nodes on a rectangular area with a fixed height of 30 m and a variable width ranging from 80 to 480 m. For the comparison with Trickle, we optimize Trickle for the given node density (τ H = 40 ms, τ L = 10 ms, k = 3).
Additionally to the 99.95% bound discussed in the previous sections, we also analyze the 95% bound, as shown in Figure 7 . The figure exhibits a nearly linear dependency of the dissemination speed on the network size for both Secondis and Trickle. Even though Trickle parametrization is optimized for the given networks, it cannot match the dissemination speed of Secondis for both bounds. Comparing the 95% and 99.95% bounds highlights the flexibility available for a designer to trade off reliability for a shorter length of the synchronization round T s . For instance, a network with maximum distance of 5 hops from the root requires only 21.4 ms to flood the network with a 95% probability, but 45.3 ms to achieve a 99.95% probability. This clearly highlights the fact that Secondis is well suited to be optimized for a given application scenario.
C. Adaptivity to Changes
In the previous evaluations we considered the long-term behavior and discarded the initial phase where Secondis adapts to the network topology. In order to see how fast Secondis adapts to changes in the network, we set up simulations where the importance levels of the nodes are intentionally changed. Every 240 rounds the importance levels of all nodes are swapped, so that nodes that have High importance levels receive Low importance levels and vice versa. Figure 8 shows simulation results from 540 different randomized grid topologies of 50 nodes deployed in a 100 x 100 m area. For each run we simulated 2,000 synchronization rounds. The 99.95%-bounds are computed for every period of R = 16 rounds, i.e. for each update of the importance levels. At the startup the delay is high due to the fact that FTSP regression table needs to be filled to have a good synchronization quality. Secondis needs only one level-update period to adapt to the topology, and then the bound remains stable between 26.2 ms and 28.6 ms. After the swap of the importance levels, the bound increases to values that range between 37.0 ms and 47.8 ms. Secondis recovers from this misalignment of the levels in only one level-update period, highlighting its strength for adapting quickly to changing network conditions.
D. Energy Consumption
Energy is a very scarce resource for most WSN deployments. Having the radio device as the main energy consumer, it is important to estimate the energy requirement for the network synchronization. Since most WSN deployments operate unattended for long periods (e.g. several years), we are interested in Secondis operation (i.e. maintaining the synchronization) and neglect the overhead for getting the network initially synchronized. The overall radio's duty cycle for keeping the network synchronized is γ = γ s T s /T f , where γ s is the duty cycle during a synchronization round with length T s . Since the frame length T f is usually given by the application, the energy consumption can be minimized by shortening the synchronization round T s and by reducing the duty cycle during the synchronization round γ s . Secondis switches on the radio at the beginning of the synchronization round and switches it off as soon as either the timestamp is forwarded C max times or the synchronization round ends after T s time units. Hence, the worst-case duty cycle during the synchronization round is γ s = 1. If we have an application that needs synchronization every T f = 30 s and we choose a very conservative round length of 80 ms we result in a worstcase duty cycle of only γ wc = T s /T f = 0.08/30 = 0.27%. This worst-case duty cycle is independent from the importance level of a node, i.e. from the number of transmissions during the synchronization rounds.
Simulations show an average duty cycle of 0.18%, indicating that the radio is usually switched off before the end of the synchronization period, thanks to the use of the maximum number of transmissions C max . Trickle always results in a higher duty cycle, since it requires a higher T s to disseminate the time information with a comparable predictability. A comparison with standard synchronization protocols, such as RBS, FTSP and GTSP, is not straightforward since their energy cost depends greatly on the underlying communication structure. In particular, the number of messages that need to be exchanged depends on the network protocol, whereas the energy consumption for transceiving a single message depends on the MAC. Furthermore, there might be concurrent activities that could result in collisions and may require retransmissions.
IX. CONCLUSION
In this paper we proposed Secondis, a dissemination protocol for real-time WSNs. Secondis increases the predictability of available time synchronization protocols, and can easily be extended to propagate small amounts of data for coordinating various network activities. It achieves its predictability by confining all the communication required by a synchronization protocol to very short windows that are repeated periodically, where no other activities are allowed to be concurrently executed. It only requires a few tens of milliseconds to synchronize the entire network, leaving enough time in between to execute other operations. Unlike common dissemination protocols, Secondis provides probabilistic bounds on the fraction of the nodes that receive the desired information within a given period by means of probabilistic model checking analysis.
Simulation results under realistic settings show that Secondis adapts to a wide range of network scenarios and to changes in the environment. Hence, there is no need to manually tune its parameters, due to its ability to dynamically determine the importance level of a node for the dissemination. Due to this speed it also achieves a high energy efficiency: the duty cycle is bounded for all nodes in the network, regardless of the number of messages sent during the dissemination. Secondis outperforms Trickle, the reference dissemination protocol for WSNs, in all the simulated scenarios. Within 50 ms it synchronizes with a probability higher than 99.95% networks with a distance of up to 6-hops from the reference node and different node densities.
