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This thesis develops an H∞ optimal model-reference control design approach for its application
on grid-connected Voltage-Source Converters (VSCs). Two main fields are considered: the
closed-loop admittance shaping of current-controlled VSC-based applications and the optimal
active damping of resonant filters.
The H∞ optimal control design paradigm gives some advantages with respect to the classi-
cal approaches when dealing with complex control problems (i.e. complex plants and/or control
objectives), transferring part of the design complexity to a computational algorithm that syn-
thesizes the optimal controller for a given set of specifications. Its presence on the control of
VSC mainly centres in the H∞ minimization of the sensitivity function magnitude, which allows
to shape the application loop-function, dealing effectively with different control trade-offs such
as the effective reference tracking, the stand-alone stability robustness or the bandwidth limita-
tion. This technique lacks, however, of the ability to shape the closed-loop phase, which is also
important for many applications. The H∞ model-reference design approach solves this problem,
allowing to shape both the gain and phase of the controlled system closed-loop dynamics over
wide frequency ranges.
The main contribution of this thesis is the application of the model-reference approach for the
shaping of VSCs closed-loop admittance, which have been demonstrated to play an important
role on both complex networks stability and in the improvement of the grid power quality. The
designer should provide the procedure with two model-reference transfer functions: one that
specifies the desired input admittance and another that specifies the desired reference-tracking
dynamic model. This allows an accurate shaping of both admittance modulus and phase, in
addition to fulfil with traditional tracking performance specifications. The process result is a
discrete-time controller suitable for being programmed and executed in a digital platform (DSP).
Several possible applications may arise from the presented methodology. This proposal is
illustrated using a PWM rectifier application but is flexible enough to be applied to different
control schemes and converter topologies. Three different admittance-shaping applications are
explored: the design of broad-band resistive closed-loop systems, which are demonstrated to be
very robust against grid uncertainties (i.e. weak grid-connection), the design of low admittance
profiles, which result in a improvement in the rejection of grid-voltage (sub/inter)harmonics,
and the design of high admittance profiles, which may act as good shunt grid stabilizers (i.e.
dampers of grid resonances). Their respective controllers design methodology, limitations and
implementation, as well as the obtained experimental results are detailed.
Complementary, the model-reference design approach is also explored for the active damping
of resonant LCL filters. Once implemented, the proposed active damper shapes the LCL filter
dynamic so it behaves as an L filter. That allows the use of current-controllers designed for
this simpler topology, without renouncing to the higher filtering capabilities of LCL filters. The
methodology is flexible enough to select the measured signals, and results, as it is demonstrated,
in an improved robustness of the current-controlled system.
Index terms— Power converter, H∞ control, mixed-sensitivity, model-reference, optimal




Esta tesis se centra en el diseño de controladores H∞ basados en modelos de referencia para su
aplicación en el control de convertidores electrónicos de potencia en fuente de tensión (VSC). Se
persiguen dos objetivos: el conformado de la admitancia de entrada de un VSC controlado en
corriente y el óptimo amortiguamiento activo de filtros resonantes.
El diseño de controladores óptimos H∞ aporta ciertas ventajas con respecto al diseño clásico,
principalmente en el manejo de problemas de control complejos (i.e. plantas y/o objetivos de
control complejos). La principal técnica de diseño H∞ utilizada en la literatura se centra en
la minimización de la función de sensibilidad. Ésta permite lidiar con diferentes problemas de
compromiso en el diseño de controladores de forma sencilla, como el conformado de la función de
lazo, el seguimiento de referencias, la estabilidad del sistema o la limitación del ancho de banda
de control. Sin embargo, esta técnica carece de la habilidad de conformar la fase de funciones
en lazo cerrado. La técnica H∞ basada en modelos de referencia soluciona este problema.
La principal contribución de esta tesis es la aplicación de esta técnica para el moldeado de la
admitancia en lazo cerrado de VSCs, la cual juega un importante papel tanto en la estabilidad
de sistemas complejos como en la mejora de la calidad de enerǵıa en la red. Utilizando la
técnica propuesta, el diseñador podrá especificar, en un gran ancho de banda y en un solo marco
de diseño, tanto la admitancia del convertidor del convertidor (en modulo y en fase), como el
comportamiento del seguimiento de referencias. El proceso de diseño finaliza con la śıntesis de
un controlador discreto ejecutable en una plataforma digital (DSP).
Esta nueva metodoloǵıa de diseño se puede aplicar en multiples aplicaciones. La presente
propuesta se ilustra con el control de un rectificador activo conectado a la red, pero es lo suficien-
temente flexible como para aplicarse en otros esquemas de control y topoloǵıas de convertidor.
Se considerarán tres aplicaciones del control de admitancia: el diseño de aplicaciones resistivas
en un gran ancho de banda, las cuales mejoran la robustez en la conexión estable a red débiles,
el diseño de aplicaciones con una admitancia baja, las cuales mejoran el rechazo de (sub/in-
ter)armónicos de la tensión de red en el control de corriente, y el diseño de aplicaciones con
una admitancia alta, que al conectarse en paralelo a la red actúan como estabilizadores de ésta.
La metodoloǵıa de diseño de cada controlador, aśı como sus limitaciones, implementación y los
resultados experimentales obtenidos son detallados.
De forma complementaria, se explora la técnica de diseño basada en modelos de referencia
para el amortiguamiento óptimo de resonancias en filtros LCL. La idea es diseñar un amor-
tiguador activo que, una vez conectado, moldee la dinámica del filtro LCL de tal manera que
este se comporte como un filtro L. Esto permitirá el posterior uso de sencillos controladores
de corriente diseñados para filtro L, evitando la complejidad del diseño de controladores para
filtros LCL, sin renunciar con ello a su gran capacidad de filtrado. La metodoloǵıa de diseño es
lo suficientemente general como para presentar diferentes estructuras de entrada/salida para el
amortiguador. Los resultados obtenidos demuestran la mejora en la robustez del sistema.
Palabras clave— Convertidor de potencia, control H∞, conformado de función de sen-
sibilidad, diseño basado en modelos de referencia, control óptimo, conformado de admitancia,
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1.1.1 Power electronic converters
Power electronic converters (PECs) are devices that work as controlled interfaces for energy con-
version and conditioning. Nowadays, this task is done by means of high-efficiency semiconductor-
based switching electronic devices (e.g. MOSFETs, BPTs, GTOs, IGBTs and IGCTs). However,
the history of power electronics goes back to the beginning of the 20th century, with the inven-
tion of Mercury-Arc rectifiers [Rissik, 1941] used for converting high-voltage or high-current
alternating current (AC) into direct current (DC). This device quickly found application in elec-
trochemical and battery charging processes, industrial motors, railways and High-Voltage Direct
Current (HVDC) power transmission.
Depending on the kind of conversion (i.e. the kind of input and output power), PECs can be
classified as DC-DC (e.g. Buck, Boost and Buck-Boost converters), AC-DC (e.g. Voltage-Source
(VSC) and Current-Source (CSC) converters) or AC-AC (e.g. back-to-back converters) PECs.
Moreover, for multiple AC-DC, AC-AC and DC-DC systems, this conversion is bidirectional.
Fig. 1.1 shows a simplified generalized connection diagram of this kind of interfaces.
In addition to the power conversion capability, PECs can be controlled to regulate the active
and reactive power consumed from or injected to the considered grids. That is, PECs can control
the power flow between the elements of which they act as interfaces, and, as a consequence,
control the Displacement Power Factor (DPF).
Due to these interesting features, and the recent advances and fast improvements in terms
of semiconductors switching speed, losses and costs reduction, the precision of actual simulation
tools and the fast computational capability of digital processors in which the PECs control
are implemented, the 21th century can be considered as a golden age for power electronics
applications. Some of them are summarized next.
Energy generation
Until the end of the 60’s, all the energy was generated in big plants (i.e. 150-1000 MW) far away
from the urban centres and close to their resources, mainly fossil and nuclear, and then supplied
to the different points of consumption by means of transmission and distribution (T&D) lines.
The decision of keeping away these plants from the urban centres was supported by two facts;
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Figure 1.1. Generalized PECs connection diagram acting as an interface between different grids.
the environmental impact and contamination that they suppose and the reduced costs of the
energy T&D in comparison with the incomes of the large amounts of energy there produced.
This is known as centralized or traditional generation paradigm.
The electric energy consumption has highly increased over the last decades, and it is expected
to increase even more in the next ones. Following the traditional approach, this tendency would
end up in the fast consumption of our fossil resources, with their corresponding price increase, in
addition to the big environmental hazards induced by the tones of CO2 send to the atmosphere
and the long-lived radioactive waste. Furthermore, with the necessity of supplying of energy to
the most remote places, the overall energy quality was reduced and its T&D costs were increased.
In order to reduce these costs and environmental hazards, the generation paradigm is slowly
changing towards a distributed one based on renewable energies, where multiple smaller plants
(i.e. 1 kW-50 MW) supply energy to closer consumers, generated from (in practice) inexhaustible
energy resources. In addition to these improvements, the use of this paradigm presents other
advantages in comparison with the traditional one, as for example the reduction of the plant
size and weight (i.e. improved mobility), the improved supply reliability (i.e. the probability
of a chained fault in case of a malfunction of one of these plants is much less that in the case
of a centralized generation) and the bidirectional information and power flow between big and
smaller power producers (i.e. particulars) and the consumers.
However, the existing networks are not always technically prepared for the connection of
multiple distributed renewable power generators which do not have a constant energy generation
flow (i.e. it depends on, for example, the day lapse or the meteorological conditions). This, to
some extent, unpredictable behaviour may trigger grid stability risks. It was necessary, then,
to adopt certain grid connection regulations that assure the reliability, security and quality in
the energy supply. These regulations form the so called grid codes1, which imposes certain
normative for the grid connection of power sources in terms of grid synchronization (i.e. same
frequency, phase and voltage levels), active/reactive power injection, disconnection under over-
voltages or voltage supply interruptions, current and voltage harmonics injection and continuous
1In Spain, this is regulated by the Procedimientos de Operaćıon (P.O.) defined by Red Eléctrica de España.
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voltage/current levels.
The connection of distributed energy sources to the grid very often implies, then, the use of
power electronics interfaces, as they increase the quality of the delivered energy and allow to
control important connection parameters, as the aforementioned power flow control [Cóbreces,
2009].
Energy quality improvement
PECs have been also applied for the improvement of the grid power quality, minimizing some
of its more common problems (e.g. voltage dips/swells, impulsive and oscillatory transients,
harmonic distortion, voltage unbalance, phase angle jump or voltage flicker [Awad, 2002]).
The PEC-based applications that try to solve/mitigate these power quality problems are
known as FACTS (Flexible AC Transmission Systems) or PCS (Power Conditioning Systems),
depending on whether they are applied to the transmission or the distribution network, respec-
tively [Peña, 2005]. Some examples of these PEC-based applications are the Static Synchronous
Compensator (STATCOM), the Dynamic Voltage Restore (DVR), the Uninterruptible power
supply (UPS), the Active Power Filter (APF) and the Unified Power Factor Controller (UPFC).
A more detailed explanation of these systems is presented in section A.8.
HVDC energy transmission
Some studies demonstrated that, under certain circumstances, the DC energy transmission
presents some cost/efficiency benefits with respect with the traditional three phase AC transmis-
sion. As a consequence, the use of High Voltage Direct Current (HVDC) transmission to connect
distant points is thriving [Piwko and Larsen, 1982,Jiang-Häfner et al., 2002]. The HVDC topol-
ogy is normally formed by two VSCs connected to each other with a common and large DC-bus
(i.e. back-to-back connection) that are able to control the power flow between their respective
AC-sides. PECs have also, then, an important role in energy transmission. A more detailed
diagram of this topology can be found in section A.8.
Electrical loads
PECs have a very important role in electrical loads. Nowadays, it is common to find electron-
ically controlled fluorescent lamps and light-emitting diodes (LEDs) to illuminate houses, or
uncontrolled rectifiers for the connection of electronic loads (e.g. televisions, computers and
other home appliances). The use of small UPS as commercial energy backup systems is also
increasing.
In more industrial applications, controlled PECs are widely used as motor drivers, to achieve
an adjustable speed, torque and position control [Rodŕıguez Monter, 2013]. This last application,
and the improvement of the distributed generation paradigm in terms of mobility and efficiency,
have also triggered recent research in the use of PECs in Electric Vehicles (EV) and Hybrid
Electric Vehicles (HEV), like traction railways [Möllerstedt and Bernhardsson, 2000, Jansson
et al., 2004] and more electric aircraft [Liu et al., 2007,Emadi et al., 1999,Areerak et al., 2012],
ships [Ciezki and Ashton, 2000] and cars [Emadi et al., 2006].
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1.1.2 Current scenario: increasing presence of power electronic converters in
electrical networks
The presence of PEC-based application in the grid is, then, increasing. Fig. 1.2 shows this fact
with a simplified diagram of the current T&D grids [Blaabjerg and Wang, 2015].
Figure 1.2. Simplified diagram of the high presence of PECs in the current T&D grids. Source: [Blaabjerg and
Wang, 2015]
Nowadays, 15% of the electricity flows via electronics but, as the demand for electrical
energy increases, high-power conversions systems based on PECs are becoming more necessary
[Rodŕıguez Monter, 2013]. A recent Yole Développement report [Azémar et al., 2015] about
PECs markets and trends has predicted a Compound Annual Growth Rate (CAGR) for the
inverters (i.e. AC-DC power electronic converters) market of 6% for the period 2014 − 2020,
based in the inverters market (in M$) during the period 2010 − 2014. This market study is
shown in Fig. 1.3. From this study is also deduced that the business is, and will be, dominated
by industrial motor drives, UPS and the interfaces for photovoltaic (PV) and wind renewable
energy generation, and that Asia (mainly China and Japan) is, by far, the main continent in
integration of power electronics converters.
1.2 Complex networks stability problems
The aforementioned increasing presence of PEC-based devices in power systems is populating
the grid of complex dynamics, induced by their tight regulated controllers and their, in essence,
non-lineal behaviour. The results of recent investigations seem to mark those kind of dynamics
as contributors-triggers of power quality problems or even power system instabilities [Liutanakul
et al., 2010,Cespedes et al., 2011,Wang and Howe, 2008,Sanchez et al., 2014]. As a result, the
analysis of possible interactions between PEC-based applications at the interconnection point
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Figure 1.3. Inverter markets (in M$) during the period 2010− 2014 and previsions for the period 2014− 2020,
organized by the main application. Source: [Azémar et al., 2015].
is gaining importance to understand stability problems [Cespedes and Sun, 2009], analysing,
to that end, complex networks stability as a whole and taking into account mutual coupling
between elements in addition to the traditional stand-alone stability and performance analysis
of each element [Wan et al., 2015].
1.2.1 Instability problems triggered by non-passive systems
Tightly regulated converters, beyond the great improvements in energy conversion and con-
ditioning stated at the beginning of this introduction, may present a negative incremental
impedance/admittance behaviour at some frequencies. An example of this behaviour are the
constant power loads (CPLs). PEC-based applications that regulates the power flow between
the elements of which they serve as interfaces will act like CPLs, increasing their output volt-
age/current in response to a decrease of their input current/voltage, respectively. This behaviour
is represented in Fig. 1.4. A representative example of how CPLs affect stability can be found
in [Emadi et al., 2006], and is summarized next.
Figure 1.4. Negative impedance behaviour of constant power loads. Source: [Emadi et al., 2006].
Consider now the system shown in Fig. 1.5, where a load is connected to a source through an
L filter (with a negligible losses resistance). Let’s assume that the load follows a CPL behaviour
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as the one depicted in Fig. 1.4. The V-I characteristics of both source and CPL are shown in
Fig. 1.5(a), being A = {V0, I0} the equilibrium or steady state operating point.
Figure 1.5. Voltage source-load series connection through an L filter (top), with the V-I characteristics of the
voltage source and (a) a CPL or (b) a linear resistive load (bottom). Source: [Emadi et al., 2006].
Consider now a small current increment (i = I0 + ∆i). Due to its negative impedance
behaviour, the CPL will demand a decrease off its voltage (vLOAD). As a consequence, the
inductance voltage (vL) and, then, the current (i) will increase. A recursive process starts,
which could eventually lead to an infinite current and a null voltage. Similarly, a small current
decrease (i = I0 − ∆i) may end up in an infinite voltage and a null current. That is, the
equilibrium point and, then, the aforementioned system would be unstable in the presence of a
CPL. If the same analysis is done considering a resistive lineal load like the one shown in Fig.
1.5(b), it is clear that the equilibrium point B (and the system) would be steady-state stable for
both current and voltage variations.
A CPL behaviour is not the only reason that may affect a PEC-based application passivity2,
being other triggering elements the presence of Phase-Lock Loops (PLLs) or controller delays. In
any case, this non-passive behaviour always represents a risk for the stability of interconnected
systems.
1.2.2 Introduction to the impedance-based stability criterion
For the stability analysis of complex networks it is important to remark the work presented
in [Middlebrook, 1976], which developed a sufficient small-signal stability condition based in
the relation between impedances/admittances of the systems that are to be connected. This
stability condition relies on the Hurwitz condition of the polynomial D(s) = 1+Zs(s)Yl(s), were
Zs and Yl are the series equivalent impedance and admittance of the energy source system and
of the new connected load, respectively.
2A system is passive if its admittance(Y (jω))/impedance(Z(jω)) phase is between the limits −90o ≤ ∠Y (jω) ≤
90o for all frequencies ω.
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This is known as impedance-based stability criterion, and serves not only to predict instabili-
ties of complex networks but also the possible frequencies of systems interaction (i.e. resonances)
and the oscillations that would arise. Note the important role that is played by the systems
closed-loop impedance/admittance in the overall system stability, and how a negative impedance
behaviour represents, as predicted, an important risk for it.
A more detailed explanation of this criterion can be found in section 2.2.
1.3 Introduction to admittance shaping: Thesis outline
The impedance-based stability criterion has motivated the publication of several works dealing
with the shaping of converter closed-loop input admittance, imposing certain conditions over its
module and/or phase in order to fulfil it.
But admittance/impedance shaping is also an interesting topic in the field of power quality:
• High closed-loop impedance is preferred for the performance of current-controlled PEC-
based systems, in order to reject the effect of possible voltage harmonics, in the same way
that a high closed-loop admittance is desired in voltage-controlled systems.
• Shunt-connected controlled systems with high resistive admittances can improve the overall
stability of weak grids, damping possible resonances that facilitate the propagation of
voltage and current harmonics through distribution or transmission networks.
In addition, although they are usually approached in a different way, active damping and
impedance-droop control techniques could be considered admittance shaping approaches.
This dissertation proposes a systematic design procedure that allows to shape the converter
input admittance, in modulus and phase, for wide frequency bands and handling other control
objectives, such as reference tracking or stand-alone stability, from a holistic point of view.
Its main objective is the design of PEC controllers that, in addition to fulfil with their main
application objective (see section 1.1.1 for some examples), are able to not contribute negatively
to the instability problem that arises from the current complex grid dynamics (i.e. achieve
an improved stability robustness towards the high presence of PEC-based applications in the
grid) or, if possible, contribute positively to it (i.e. stabilize the grid). The obtained flexibility
allows the use of the procedure to obtain controllers valid for some of the other admittance
shaping scenarios described above, such as the voltage harmonic rejection or the active damping
of resonant filters.
1.4 Thesis development context
This dissertation was developed inside the GEISER3 research group, an officially recognized
group by the Spanish Universidad de Alcalá centred in electronic technologies applied to renew-
able energy systems.
It was, in part, supported by the next projects;
3The acronym follows the name of the group in Spanish: Electronic Engineering Applied to Renewable Energy
Systems
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• Project ENE2011-28527-C04-02 “Aplicaciones de los convertidores en fuente de tensión
HDVC en los sistemas eléctricos de potencia con especial atención a la operación multi-
terminal”, financed by the spanish Ministerio de economı́a y competitividad.
• Project PRICAM: S2013/ICE-2933 “Programa redes eléctricas inteligentes en la Comu-
nidad de Madrid”, financed by the spanish Consejeŕıa de educación, juventud y deporte de
la Comunidad de Madrid.
• Project CONPOSITE: ENE2014-57760-C2-2-R “Convertidores de potencia para optimizar
la operación de sistemas hibridos HVDC-VSC multiterminal/HVAC ”, financed by the
spanish Ministerio de economı́a y competitividad.
• Project DIANA: CCG2015/EXP-064 “Diseño de Algoritmos para VSC con especificación
de la admitancia de entrada”, financed by the spanish Universidad de Alcalá (UAH).
The author developed this Ph.D. dissertation, during the period 2013-2017, hired as a faculty
researcher by the spanish Universidad de Alcalá (UAH) and financed, in part, by:
• Project ENE2011-28527-C04-02 “Aplicaciones de los convertidores en fuente de tensión
HDVC en los sistemas eléctricos de potencia con especial atención a la operación multi-
terminal”, financed by the spanish Ministerio de economı́a y competitividad.
• Program FPI “Contratos predoctorales de personal investigador en formación”, financed
by the spanish Universidad de Alcalá (UAH).
During this period, the developed methods have been presented at different conferences and
specialized journals. They are next displayed in chronological order:
1. Perez, J., Cobreces, S., and Grino, R. (2014). Admittance-shaped h-inf current controller
for grid-connected vsc. In Proc. of IEEE Emerging Technology and Factory Automation
(ETFA), pages 1–8. IEEE
2. Perez, J., Cobreces, S., Sanchez, F. J. R., and Grino, R. (2015). H-inf simultaneous admit-
tance and tracking current controller of three-phase active grid front-ends. In 2015 IEEE
International Conference on Industrial Technology (ICIT), pages 2092–2097. IEEE.
3. Perez, J., Cobreces, S., Grino, R., and Rodriguez, F. (2016a). H-inf current controller for
input admittance shaping of vsc-based grid applications. IEEE Transactions on Power
Electronics, 32(4):3180–3191
4. Perez, J., Cobreces, S., Pizarro, D., Rodriguez Sanchez, F. J., and Grino, R. (2016b).
Resonance damping of lcl filters via input admittance frequency shaping. In Proc. of the
2016 IEEE 25th International Symposium on Industrial Electronics (ISIE), pages 516–521.
IEEE
5. Pérez, J., Cóbreces, S., Wang, X., Blaabjerg, F., and Griño, R. (2017b). A robust grid cur-
rent controller with grid harmonic and filter resonance damping capabilities using closed-
loop admittance shaping. In Proc. of IEEE Applied Power Electronics Conference and
Exposition (APEC), pages 2625–2632. IEEE
6. Perez, J., Cobreces, S., Grino, R., Rodriguez, F., and Huerta, F. (2017). Active damping:
an h-inf model-reference approach. Submitted to IEEE Transactions on Power Electronics
(Under review)
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7. Pérez, J., Cóbreces, S., Wang, X., Blaabjerg, F., and Griño, R. (2017a). A robust admit-
tance shaping approach to grid harmonic attenuation and filter resonance damping. To be
submitted to IEEE Transactions on Power Electronics
Although not directly related with the research presented in this dissertation, other works have
been presented during this period in the fields of current control, robust control and optimal
control:
1. Perez, J., Cobreces, S., Rodriguez, F. J., Bueno, E. J., Sanz, I., Huerta, F., and Grino,
R. (2013). Static reference frame lqr optimal state-feedback control for static-series com-
pensators. In Proc. of 39th Annual Conference of the IEEE Industrial Electronics Society,
IECON, pages 3776–3781. IEEE
2. del Toro, J. M., Pérez, J., Cóbreces, S., and Rodŕıguez, F. J. (2016). Robust qft current
control design for dc/ac grid converter. In Proc. of 42nd Annual Conference of the IEEE
Industrial Electronics Society, IECON 2016, pages 7221–7226. IEEE
3. Huerta, F., Pérez, J., Moranchel, M., and Rodŕıguez, F. J. (2016). Two-degree-of-freedom
current control for shunt active power filters. In Proc. of the 42nd Annual Conference of
the IEEE Industrial Electronics Society, IECON 2016, pages 3787–3792. IEEE
The research presented in [Pérez et al., 2017b, Pérez et al., 2017a] was developed, in part, in
the HARMONY (Harmonic Identification, mitigation and control in Power Electronics based
Power Systems) research group of the Danish Aalborg University, supervised by Professor Frede
Blaabjerg and Associate Professor Xiongfei Wang.
1.5 Document structure
The present document is structured in seven chapters and two annexes organized as follows:
• Chapter 2 presents a review of the state of the art of complex networks stability, ro-
bust control and admittance shaping methods and applications. The chapter ends with
a summary of this thesis main hypothesis and objectives, with special attention on the
advantages of the presented admittance shaping methodology.
• Chapter 3 serves as an introduction to optimal control and its main approaches and ad-
vantages, with a special focus on the H∞ framework. The classic H∞ mixed-sensitivity
approach is applied to the current control of a VSC, presenting the deriving design lim-
itation and showing the main experimental results. The end of the chapter serves as an
introduction to the H∞ model-reference design approach and its application to the main
proposals of this dissertation.
• Chapter 4 develops the proposed H∞ model reference method for the admittance shaping
of current-controlled VSCs, focusing on the controller design methodology, with a special
attention on the influence of the different design parameters and the main design limitations
and trade-offs. It presents a realistic model of the controlled plant, analysing the influence
of the discrete nature of the controller on the obtained admittance.
• Chapter 5 describes some applications of the proposed admittance shaping method, or-
ganized in three fields: broad band resistive designs, low admittance designs and high
admittance designs. It shows the achieved experimental results of each of them.
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• Chapter 6 applies the studied H∞ model reference approach for the active-damping of
resonant LCL filters. Once the designed active-damper is implemented in the system,
the LCL filter acts as a non-resonant L filter, making possible to design simpler current
controllers and improving the overall system robustness. The effectiveness of the method
is again proved with experimental results.
• Chapter 7 states the conclusions and contributions extracted from this thesis and elabo-
rates a list of possible future lines of research and work.
• Annex A quickly introduces some of the background knowledge that the author considers
useful for the understanding of this dissertation.
• Annex B collects all the publications related with the research presented in this disserta-
tion.
Chapter 2
State of the art and thesis objectives
2.1 Introduction
As stated in this thesis introduction, the increasing presence of controlled power electronic
converters (PECs) in the grid makes necessary the study of possible interactions between them,
as they may lead to instability. This study is generally difficult due to the derived high order
and complex dynamics, so it is usual to find in the literature simplified criteria for this stability
analysis. Among them, the impedance-based stability criterion remarks the importance of the
closed-loop impedance/admittance of each interconnected element as the key to the global system
stability.
The impedance-based stability criterion leads to some conclusions about how PEC-based
applications should behave to be stable in connection with weak grids (i.e. with high equivalent
impedances). In that regard, some works have tried to improve the stability robustness of PECs
towards these grid uncertainties by means of the so-called robust control techniques, either
implicitly or explicitly, sacrificing, in some cases, controller performance (i.e. output reference
tracking and disturbance rejection capabilities).
Given their importance on stability, some other works have focused their attention in the ad-
mittance/impedance shaping of controlled PEC-based applications by means of different control
design methods. But admittance/impedance shaping is not only interesting to reduce instability
risk in complex networks. Some works have remarked its importance in other power quality
fields, such as disturbance rejection (e.g. voltage/current harmonics) in the controlled output,
filter resonance active damping and stabilization of weak grids.
This chapter serves as a state-of-the-art report of these three interrelated fields: complex
networks stability analysis, admittance shaping and robust control.
A knowledge review of networks stability analysis is done at the beginning of this chapter
(section 2.2). It put into context the importance of the closed-loop admittance/impedance of
PEC-based applications for the overall network stability.
The state-of-the-art of the existing admittance shaping (i.e. control) methods and their main
applications are detailed in section 2.3. The different admittance shaping methods are illustrated
with different control structures applied to a current-controlled VSC connected to the grid with
an LCL filter.
Section 2.4 briefly analyses the main robust control design techniques presented in the lit-
erature, focusing on the stability robustness of PEC-based application connected to uncertain
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grids.
Having analysed the current state-of-the-art of these fields, by means of exposing the main
common disadvantages and weaknesses, a summary of the main objectives and hypothesis of
this thesis are described in section 2.5, with special focus on the advantages, with respect to
the aforementioned previous works, of the two main contributions of it; the optimal model
reference shaping of the closed-loop admittance of PEC-based applications and their plants
complex dynamics.
2.2 Networks stability analysis
The use of controlled PECs provides multiple advantages in electric applications, such as an
excellent load regulation, a good transitory response and a robust tolerance to failures [Sudhoff
et al., 2000]. It is understandable, then, that the presence of these systems connected to the
grid is becoming more a more common [Emadi, 2004].
The classical approach to the controller design of PECs-based applications considers an ideal
grid with a negligible impedance, trying to fulfil their own performance specifications [Cobreces
et al., 2007] (e.g. grid power suppliers, load feeders etc.). However, the grid rarely presents an
ideal behaviour, so different PECs-based applications connected to the same point of common
coupling (PCC) may interact with each other through the grid, or with the grid itself. The effect
of these interactions may not be negligible if the considered PEC-based system requires a high
power rating from a grid with a relatively small short-circuit ratio (SCR). Moreover, they may
even lead to instability problems of the global (interconnected) system.
Instability problems due to interactions between the different elements in an electrical net-
work start as poorly damped or even amplified parasitic oscillation at a certain frequency [Harne-
fors et al., 2007, Harnefors, 2007]. Some papers have analysed these stability problems from a
large signal point of view [Emadi et al., 2006,Belkhayat et al., 1995,Sanchez et al., 2014,Acharya
et al., 2008], mainly analysing the conditions for the existence of dynamic equilibria. However, in
most of the cases the PECs fast non-linear dynamics, induced from their good power regulation
(i.e. CPL dynamics), can be approximated through the stability analysis on an operation point,
using linear criteria.
Classic LTI (Linear-Time Invariant) stability criteria (e.g. Routh-Hurwitz, Jury, Nyquist
etc.) are widely known, and had been successfully applied for the stability analysis of interactions
between PECs-based networks [Liserre et al., 2004b, Ariyasinghe and Vilathgamuwa, 2008, Liu
et al., 2007,Kundur et al., 1994]. However, they can become prohibitively complex for electrical
networks with high dynamical order (i.e. with multiple controlled PECs).
Two main simplified lineal criteria stand out over the rest; the analysis of torsional in-
teractions, proposed in [Canay, 1982], and the impedance-based stability criterion, proposed
in [Middlebrook, 1976]. While the former is mainly focused on the stability analysis of machines
(generators) connected to the grid, the latter is more general and can be applied to multiple
electrical scenarios. Both simplify the LTI stability analysis of complex interconnected systems
by dividing the process in two steps: assuming that every interconnected system is stand-alone
stable (step 1), they derive a simplified LTI condition for their interconnection stability based
on individual (stand-alone) characteristics of each of them (step 2).
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2.2.1 Impedance-based stability criterion
Impedance-based criterion, proposed in [Middlebrook, 1976], overcome LTI stability analysis lim-
itations for complex systems. It is just a sufficient stability condition, applicable to both single-
phase and three-phase networks, where complex dynamics can be separated in more tractable
stand-alone stable subsystems modelled with their classic Norton/Thevenin equivalents (see Fig.
2.1). It established that, assuming that two electrical subsystems are stand-alone stable (see
section A.4), the stability analysis of the global network resulting of their connection can be
performed applying classic LTI Nyquist criterion to the loop function L(s) = Zs(s)Yl(s), where
Zs(s) is the input impedance of the subsystem acting as source and Yl(s) is the input admittance
of the subsystem acting as load. Even though it was introduced for the analysis of multiple DC
systems interconnection [Middlebrook, 1976, Lazbin and Needham, 1993], it was soon applied
for the stability analysis of three-phase AC interconnected systems [Hiti et al., 1994,Belkhayat,
1997,Mao et al., 1998].
Illustration of the impedance-based stability criterion
To illustrate the impedance stability criterion, consider now the interconnection of a voltage-
controlled system (e.g. the grid) and a current-controlled system (e.g. a grid-tied STATCOM)
shown in Fig. 2.11.
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Figure 2.1. Simplified equivalent of a connection of a voltage-controlled and a current-controlled system.
For simplicity, the current-controlled and voltage-controlled systems are modelled with their
Norton and Thevenin equivalent circuits, respectively2. The interconnected system stability







V ∗1 (s) (2.1)
The system is stable if the characteristic polynomial Z1(s) + Z2(s) = 0 is Hurwitz.
The impedance-based stability analysis simplifies this condition, but presents a duality prob-
lem, because its correct interpretation depends on which element acts as the source and which
as the load [Areerak et al., 2012] [Sun, 2011]. These definitions are derived from the conditions
that make each element stand-alone stable in a certain application, rather than the intuitive
assumption that the element which generate power acts as source and the one which dissipate
it acts as load, even though these two definitions often coincide [Sudhoff et al., 2000]:
1A quick summary of current-controlled and voltage-controlled PEC-based applications can be found in section
A.8
2Note that Norton and Thevenin circuits are interchangeable, so the result of the impedance-based stability
criterion is the same regardless of the selected equivalent circuit.
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• A voltage-controlled system is stand-alone stable if VAB(s) is bounded when an ideal
current source (IAB(s)) is connected to its output terminals (A and B):
VAB(s) = V
∗
1 (s)− Z1(s)IAB(s) (2.2)
That is, its stability relies on Z1(s) stability.
• A current-controlled system is stand-alone stable if IAB(s) is bounded when an ideal voltage




VAB(s)− I∗2 (s) = Y2(s)VAB(s)− I∗2 (s) (2.3)








V ∗1 (s) (2.4)
Providing that both systems are stand-alone stable (i.e. Z1 and Y2 are stable transfer functions),
its interconnection stability depends only on the loop function L(s) = Z1(s)Y2(s), that is, in
the impedance-based stability criterion with the voltage-controlled system acting as source (i.e.
Zs(s) = Z1(s)) and the current-controlled system acting as load (i.e. Yl(s) = Y2(s)), indepen-
dently of the power flow. Considering this interpretation, passive elements (i.e. resistances,
inductors or capacitors) can act either as loads, when connected to voltage-source systems, or
sources, when connected to current-controlled systems [Sun, 2011], which make the load and
source concepts introduced by [Middlebrook, 1976] rather confusing. To clarify this, [Liu et al.,
2014] introduces the Z-type and Y-type systems concepts to refer to the source and load systems
in the impedance-based stability criterion, respectively.
When more than two systems are involved, all the voltage-controlled (i.e. sources or Z-type)
systems are represented as a unique system characterized by its equivalent impedance (Zt) equal
to the parallel association of each system impedance. In the same way, all current-controlled (i.e.
loads or Y-type) systems can be expressed as a unique system characterized by its equivalent
admittance (Yt) equal to the parallel association of each system admittance. The new impedance
loop to predict stability is, in that case, L(s) = YtZt [Liu et al., 2014].
Main advantage
Middlebrook’s proposal constitutes a respected criterion for the stability analysis of complex
systems. This may be partly due to the fact that information of the inner loop (i.e. controller,
plant model, structure etc.) of each system, which is not always accessible by grid operators, is
not necessary. Provided that the systems to be interconnected are stand-alone stable, the only
necessary information to predict stability is their small signal admittance/impedance dynamic
model, which can be measured experimentally by network analysers [Sun, 2011, Huang et al.,
2009,Familiant et al., 2009,Francis et al., 2011].
Derived practical controller design specifications
It is common to find in the literature controller design techniques that shape, in some way, the
input admittance/impedance of PEC-based applications to fulfil certain limitations imposed by
the impedance-based stability criterion (refer to section 2.3 to review its state of the art).
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To derive this admittance/impedance limitations, sufficient (but not necessary) more conser-
vative simplifications of the impedance-based criterion are common in the literature [Vesti et al.,
2013,Haddadi et al., 2015,Liu et al., 2015]. Four conservative conditions for stability stand out
over the rest [Sudhoff et al., 2000], depicted in Fig. 2.2 and detailed below:
Figure 2.2. Allowed regions (green zones) for the polar representation of L(s) = ZgYl of different impedance-
based stability criterion simplifications.
1. Modulus condition, which imposes:
|Yl(s)| < 1/|Zg(s)|, (2.5)
as then L(s) can not cross the unit circle, making impossible encirclement of point −1.
This condition was firstly proposed in [Middlebrook, 1976].
2. Passivity condition, that requires:
−90o < ∠Zs(jω) < 90o,−90o < ∠Yl(jω) < 90o, (2.6)
, that is, that Zs(s) and Yl(s) are passive for all frequencies [Willems, 1972a] [Willems,
1972b], as then L(s) will not cross the negative part of the real axis, making impossible
the encirclement of point −1.





, −180o + PM < ∠Yl(jω + ∠Zg(jω) < 180o − PM. (2.7)
[Feng et al., 2002] expands this criterion; it considers multiple loads interconnected with
the same source and derives each individual load admittance GMPM restrictions according
to their power ratings.
4. ESAC condition, proposed in [Sudhoff et al., 2000]. This is the least conservative of
the four but needs to be evaluated frequency by frequency by means of three-dimensional
forbidden regions.
Among them, modulus and passivity conditions are the most used in the literature due to
their straightforward graphic interpretation (e.g. using Bode diagram) [Liu et al., 2003, Nuss-
baumer et al., 2006,Harnefors et al., 2007,Burgos et al., 2010]. If at least one of these conditions
are met for all frequencies, the resulting interconnected system will be stable. Normally, the
modulus condition is first checked; in case it is not met at a given frequency, the phase of each
system will determine the overall network stability.
16 State of the art and thesis objectives
Risk factors for network stability
Attending to the aforementioned simplified conditions, some stability risk factors can be identi-
fied in PEC-based applications:
• The equivalent grid series impedance (Zg) is rarely negligible. A distributed parameters












Figure 2.3. Distributed parameters model of a transmission line.
Active power losses are modelled as resistances (Rn), magnetic fields that surround the
conductors are represented as inductances (Ln) and electric fields between different conduc-
tors are modelled as capacitances (Cn). The grid may present, then, one or more natural
resonances, generally well above the nominal frequency (ω1), being the exact frequency
dependent on its geometry (e.g. distance to the substation transformer, loading conditions
etc.). An exact model of the grid impedance seen from the PCC (Zg) is difficult in prac-
tice [Cespedes and Sun, 2009], but it is common to simplify this distributed parameters
model in two equivalents: a resonant LC-type grid model (Zg(s) = (Lgs)/(LgCgs
2 + 1)) or
an inductive L-type grid model (Zg(s) = Lgs). Some studies have measured the behaviour
of low voltage grids during different time lapses [Jessen and Fuchs, 2015,Akagi et al., 2007],
demonstrating that the first and second models are very approximated during both light
and heavy load conditions.
In any case, knowing that the grid acts as a source in the impedance-based criterion, a
grid connected system is more likely to become unstable for weak grids (i.e. with high grid
impedance values), as then it is more probable to fail with the modulus condition. The
resonant behaviour of some grids are an additional instability factor.
• From the PEC-based application side, there are two major risk factors; the use of resonant
filters and the non-passive behaviour of the system at some frequencies.
LCL and LC filters, commonly used in current-controlled and voltage-controlled PEC-
based applications, respectively, have a high open-loop admittance and impedance, re-
spectively, at their resonant frequencies (see GdLCL and GdLC in Fig. A.14). Being the
current-controlled and the voltage-controlled systems considered loads (Yl) and sources
(Zs) in the impedance-based criterion, respectively, the use of these resonant filters could
potentially violate the modulus condition (i.e. |Zs(s)| < 1/|Yl(s)|).
Another risk for instability are systems with non-passive behaviour at some frequencies.
This is a common problem in tightly regulated converters [Ciezki and Ashton, 2000,Harne-
fors, 2007, Middlebrook, 1976] which, beyond the great improvements in energy con-
version and conditioning, may present negative incremental impedance behaviour (i.e.
dV/dI < 0 [Emadi et al., 2006]) at some frequencies. These systems often act as constant
power loads (CPLs) induced by the common use of outer power loops (see Fig. 1.4). But
beyond the converter main controller influence, there are other factors that may induce
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this non-passive behaviour, as the use of Phase-Locked Loops (PLLs) [Harnefors et al.,
2007,Céspedes and Sun, 2011] or the computational delay necessary for the controller im-
plementation in a digital platform [Harnefors et al., 2014, Wang et al., 2014b, Harnefors
et al., 2017]. A possible oscillation may be fed (i.e. increased) at frequencies where the
systems involved are non-passive, eventually leading to instability.
[Harnefors et al., 2007] proposes that passive behaviour of PECs at network’s resonant
frequencies may be probably enough to achieve stability (i.e. in frequencies where violation
of modulus condition may occur, the systems passivity determines the overall stability).
[Harnefors et al., 2017] expands this hypothesis to frequencies beyond the Nyquist limit
(i.e. ω > ωs/2, being ωs the controller sampling frequency).
2.2.2 Torsional interaction stability criterion
Synchronous machines used in energy generation systems have natural mechanical resonances,
usually below the synchronous frequency. That is, apart of their synchronous frequency, the
shaft of these machines can vibrate at a different frequency due to their mechanical character-
istics. If this mechanical resonance matches, in frequency, a grid electrical resonance, a cyclical
interchange of energy between the grid and the machine shaft may occur. This produces ad-
ditional torsional stress to the machine, that may lead to a possible system instability and,
eventually, to the shaft rupture. This phenomenon is known as subsynchronous resonance (or
torsional resonance) and it is analysed by I. Canay in [Canay, 1982].
It proposes two complex coefficients to predict this torsional interaction; K e(jλ), associated
to the system electrical torque, and Km(jλ), associated to the system mechanical torque. The
parameter λ represents the rotor frequency relative to the natural grid frequency (ω1). Ideally,
this frequency should be zero in a synchronous machine but, as introduced before, this is not
the case due to small (subsynchronous) oscillations that appear in the machine rotor. K e(jλ)
and Km(jλ) can be expressed as a function of their real and imaginary parts as follows;
K e(jλ) = Ke + jλDe (2.8)
Km(jλ) = Km + jλDm (2.9)
Their real parts (Ke and Km) represent the electrical and mechanical spring constants, respec-
tively, and their imaginary parts divided by λ (De and Dm) are the electrical and mechanical
damping constants, respectively. These constants may vary due to the transmission line con-
figuration, the operation point, the machine control or the number of parallel machines. The
electrical damping (De) at electrical resonant frequencies is inherently (i.e. without additional
electrical dampers) negative (i.e. it amplifies possible disturbances), meanwhile the mechani-
cal damping is zero at mechanical resonance frequencies, being usually positive (i.e. it reduces
possible disturbances) due to the machine big inertial mass. The stability criterion proposed
in [Canay, 1982] is simplified to the next condition:
If D(ω) = De(ω) +Dm(ω) > 0 then the system is stable, (2.10)
being ω a resonant frequency (electrical or mechanical). That is, the system will be inher-
ently stable if the mechanical damping constant (Dm) totally compensates a negative electrical
damping constant (De).
[Tabesh and Iravani, 2005] demonstrates that, depending on the system parameters and
point of operation, the criterion presented in [Canay, 1982] does not always correctly predict
instability. [Tabesh and Iravani, 2004] proposes an alternative stability criterion based on the





Figure 2.4. Linearized electromechanical model of the interconnected system Generator Turbine-Grid proposed
in [Tabesh and Iravani, 2004].
linearisation, around an operational point, of the mechanical and electrical system. Fig. 2.4
shows the resulting electromechanical system. In it:
• ∆Te represents small lineal variations of the electrical torque,
• ∆Tm represents small lineal variations of the mechanical torque, which can be approxi-
mated to zero due to its slow dynamics (in comparison with the electrical torque),
• ωr is the rotor speed,
• Gm(s) and Ge(s) are the linearized models of the mechanical and electrical systems, re-
spectively.
This criterion is based on Nyquist classic stability analysis of the feedback loop shown in Fig.
2.4. It states that, providing that Gm(jω) and Ge(jω) are stand-alone stables (see section A.4),
the interconnected system is stable if the loop function L(jω) = Gm(jω)Ge(jω) does not encircle
the real axis point -1.
[Harnefors, 2011] demonstrates that both stability methods are equivalent for some frequen-
cies. To that end, it proposes an equivalence between the linearized models in [Tabesh and
Iravani, 2004] and the torque coefficients in [Canay, 1982]:
Ge(jω) = De(ω) + jKe(ω) (2.11)
1
Gm(jω)
= Dm(ω) + jKm(ω) (2.12)









If De(ωs)/Dm(ωs) > −1, or equivalently if De(ωs) +Dm(ωs) > 0 [Canay, 1982], the system will
be stable. That is, [Canay, 1982] proposes a sufficient but not necessary condition for stability,
as the loop function Gm(jω)Ge(jω) may cross the real axis to the left of −1 but not encircle
it. [Harnefors, 2007] proposes to use of [Canay, 1982] condition (due to its simplicity) only at
frequencies where |Gm(jω)Ge(jω)| > 1, that is, at the open loop resonant frequencies, as those
are the frequencies with a higher risk of encircling point −1.
This criterion is still used in several works to predict instabilities between wind-power farms
converters and the grid [Alawasa et al., 2013,Alawasa et al., 2014].
2.3 Admittance shaping by means of controller design
This section reviews the state of the art of the different control design techniques for the ad-
mittance shaping of PEC-based applications, organized by how they are shaped and their main
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objective/application.
2.3.1 Methods
Automatic control provides of different ways to modify the closed-loop admittance/impedance
of controlled PEC-based applications. This section reviews the main proposals in the literature,
which can be roughly classified in three groups: the controlled output feedback loop modification,
the addition of a disturbance feed-forward loop and the addition of partial/complete system
states feedback loops.
To better illustrate each method and put them into context, this section presents the dynamic
analysis of a current-controlled VSC connected to the grid with an LCL filter, with special atten-
tion to the effect on the system closed-loop admittance of each proposal. This is a particularly
representative example, as it allows the use of all the aforementioned shaping techniques.
Even though they are not considered in this state of the art review, note that similar methods
can be applied to shape the closed-loop impedance of voltage-controlled PEC-based applications.
Examples can be found in [Radwan et al., 2013,Turner et al., 2013,Guerrero et al., 2005,Chiang
and Chang, 2001,Radwan et al., 2012,Wen et al., 2013,Wang et al., 2012,Deng et al., 2008,He
et al., 2012,He and Li, 2012]..
Introduction: LCL filter open loop model











where L1, L2 are the LCL converter and grid side inductances, R1, R2 are their respective losses

















Figure 2.5. Equivalent electric circuit and block diagram of the LCL filter open-loop model.











1 + YL1Zc + YL2Zc
. (2.15)
where G(s) is named as the open-loop command-to-output transfer function and Gd(s) is the
system open-loop admittance. These transfer functions are equivalently defined in equation
(A.51) (with the names GLCL and GdLCL, respectively). Refer to Fig. A.14 for information
about their dynamic response.
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Output feedback loop modification
It is possible to modify the closed-loop admittance to fulfil the desired objectives by modifying
the grid-side current (i2) controller.
To illustrates it, consider a classic single loop feedback structure like the one shown in Fig.
2.6, with a one degree-of-freedom (DOF) controller Kcc (see section A.2 for more details about
















Figure 2.6. Closed-loop structure of the grid-current control with a one DOF controller. The controller and
the open-loop plant are shown in green and black, respectively. The closed-loop loop system is equivalent to the
Norton model shown at the bottom of the image.
I2(s) =
G(s)(s)Kcc(s)




1 +G(s)Kcc(s)︸ ︷︷ ︸
Y (s)
Vs(s), (2.16)
where T (s) and Y (s) represent the closed-loop tracking and admittance transfer functions, re-
spectively. The closed-loop system can be expressed, then, as the Norton equivalent circuit
shown at the bottom of Fig. 2.6.
To further analyse the effect of the controller (Kcc) in the system closed-loop admittance, it
is useful to divide its action in a current reference (i∗2) feed-forward path and a grid-current (i2)
feedback path, as shown in the top part of Fig. 2.7. The admittance (Y ) is only affected by the
feedback action, as it is demonstrated below:
I2(s) =
G(s)




1 +G(s)Kcc(s)︸ ︷︷ ︸
G′d(s)=Y (s)
Vs(s) (2.17)











1 + YL1Zc + YL2Zc − YL1ZCYL2Kcc
(2.18)
Comparing these modified filter dynamics (G′(s) and G′d(s)) with the open-loop ones (G(s) and
Gd(s)) in equation (2.15), it can be seen a new term in the denominator that depends on the
controller (Kcc). This is equivalent to add to the filter grid-side inductance a virtual series



















Figure 2.7. Current controller (Kcc) divided in its reference feed-forward and current feedback actions. The
feedback action is equivalent to add a series impedance Zv in series to the grid-side inductance (YL2).





The current controller (Kcc) will modify, then, the system admittance (Y ) by adding a virtual
series impedance (Zv) inside its bandwidth, tending Y to its open-loop value (Gd) beyond Kcc
cut-off frequency ( lim
|Kcc→0|
Y = Gd).
This effect can be directly extrapolated to the current control of VSCs with L filters by
substituting G and Gd dynamics with GL and GdL defined in (A.50). In that case, G = −Gd
and the virtual impedance is simplified to Zv = −Kcc, so the closed loop admittance (Y ) is
simply the inverse of the series association of the filter open-loop admittance (Gd) and the
negated controller (Kcc).
It is clear, in any case, that zeros in the current controller will decrease the closed-loop
admittance magnitude (as well as its phase), unlike current controller poles, that will increase
it [Céspedes and Sun, 2011].
Among the works that modify the current controller (Kcc) to shape the closed-loop ad-
mittance are [Dannehl et al., 2011, Liserre et al., 2002, Tang et al., 2012, Teodorescu et al.,
2003,Jessen and Fuchs, 2015], that use it to actively damp the LCL filter resonance, and [Wang
et al., 2014b,Kwon et al., 2014,Harnefors et al., 2014,Cespedes and Sun, 2014b], that use it to
achieve passivity at certain frequencies.
Addition of a disturbance feed-forward loop
The aforementioned one DOF scheme is not very flexible, as it modifies (i.e. shapes) the closed-
loop admittance (Y ) but also the tracking transfer function (T ) and, then, may influence the
reference tracking response of the designed controller.
Some works add a new DOF to the controller by including a feed-forward path to the PCC
voltage (vs), as shown in Fig. 2.8 (see section A.2 for more details about the dynamics of this
two DOF structure). This new loop may modify either the grid current reference (i∗), with
the switch in position 2, or the actuation signal (u), with the switch in position 1; these two
proposals are named, for now on, as external and internal feed-forward loops, respectively.


















Figure 2.8. Modification of the closed-loop admittance when a feed-forward path (Kvs) is included: this is
equivalent to add a parallel virtual admittance (Yv(s)) to the initial admittance (Y (s)) in the Norton equivalent
circuit shown at the bottom of the image.
If an internal feed-forward path is set [Wang et al., 2014a, He and Li, 2012, Xu and Fan,
2013,Park et al., 2008,Harnefors et al., 2007,Jansson et al., 2004,Wu et al., 2015,Céspedes and
Sun, 2011,Yang et al., 2014], the closed-loop grid-current dynamic changes as follows:
I2(s) =
G(s)Kcc(s)





Y ′(s)︷ ︸︸ ︷
Gd(s)








where Y ′ is the modified closed-loop admittance and Yv represents a virtual admittance added
to Y as a result of this new PCC voltage feed-forward loop (Kvs).
On the other hand, if an external feed-forward path is set [He et al., 2012, Park et al.,
2008, Alawasa et al., 2014, Takeshita and Matsui, 2003, Freijedo et al., 2015], the grid-current
dynamic is simplified to:





Y ′(s)︷ ︸︸ ︷




The external feed-forward structure is more useful to modify the closed-loop admittance at
frequencies where a good tracking (|T (s)| → 1) is obtained thanks to a high feedback controller
gain (|Kcc|), as in that case |Y (s)| → 0 and the new admittance is simply Y ′(s) = Kvs . Note that,
on the contrary, complete shaping of the system admittance at frequencies where |T (s)| → 1
is not possible for an internal PCC voltage feed-forward, as the high value of Kcc at those
frequencies will impose that |Y ′(s)| varies from 0 to 1 as a function of |Kvs | value.
The external feed-forward structure requires, however, a good tracking at frequencies where
admittance shaping is desired. Its use is, then, not recommended if a broad bandwidth of
admittance shaping is required, as it may result in poor stand-alone stability margins (see A.4
and A.5 for more details about this control trade-off), being the internal feed-forward a better
choice in this case.
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Regardless of the considered feed-forward path (i.e. internal or external), its use is equivalent
to include a parallel virtual admittance (Yv(s)) to the original closed-loop admittance (Y (s)),
as it is shown in the new Norton equivalent circuit at the bottom of Fig. 2.8. Adding derivative
terms (increasing |Kvs(s)|) should result, then, in an increase of both admittance magnitude
and phase, in opposition to integral terms.
Again, the effect of this new feed-forward loop on the closed-loop admittance can be directly
extrapolated to the current control of VSCs with L filters by substituting G and Gd transfer
functions with GL and GdL defined in (A.50).
This is probably the commonest way to shape the closed-loop admittance. Other works that
use this method are [Harnefors, 2007, Harnefors et al., 2008, Harnefors et al., 2014, Harnefors
et al., 2015b,Céspedes and Sun, 2012,Cespedes and Sun, 2014a].
Addition of partial/complete system states feedback loops: hierarchical control
Resonant filters, as the considered LCL filter or the LC and LLCL filter topologies, have a
resonance in their open-loop transfer functions G(s) and Gd(s). This resonance will increase
the feedback controller (Kcc) design complexity and the risk of system instability, both from a
stand-alone and complex network points of view.
To simplify this design process without the addition of passive elements to the filter, new
filter state (or linear combination of states) feedback loops may be added to the initial structure
shown in Fig. 2.6 (see section A.2 for more details about the dynamic modifications induced by
a state regulator). This technique, widely known as active damping, introduces modifications to
the controlled filter dynamic (G and Gd) by adding equivalent virtual impedances/admittances.
Considering again the LCL filter case, this technique is below classified as a function of the fed-
back variable. Fig. 2.9 shows the control closed-loop diagram considering these new feedback
loops, as well as their corresponding virtual impedance equivalences:
• Feedback of the grid-side current (i2) [Dujic et al., 2013,Harnefors et al., 2008,Yang
et al., 2014]: As deduced from Fig. 2.7 and equations (2.18) and (2.19), feeding-back the
grid-current (i2) is equivalent to add a virtual impedance (Zv) in series with the grid-side
inductance (YL2). An additional grid-current feedback loop (Ki2) is considered (see Fig.






• Feedback of the converter-side current (i1) [He and Li, 2012, Dahono, 2002, Rahimi
and Emadi, 2009]: In a similar way, to introduce a feedback loop for the converter-side
current (Ki1 in Fig. 2.9) is equivalent to add a virtual impedance (Zi1) in series with the
converter side inductance (YL1):
Zi1(s) = Ki1 (2.23)
• Feedback of the capacitor voltage (vc) [Radwan et al., 2013, Turner et al., 2013,
Dannehl et al., 2010,Agorreta et al., 2011,Huang et al., 2016,Radwan et al., 2012,Freijedo
et al., 2016]: The addition of a capacitor voltage feedback loop (Kvc in Fig. 2.9) is
equivalent to add a virtual admittance (Yvc) in parallel to the capacitor impedance (Zc):
Yvc(s) = −YL1Kvc (2.24)
3Note that the virtual impedance sign change with respect to (2.19) because the feedback path is, for this case,
positive.
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• Feedback of the capacitor current (ic) [Twining and Holmes, 2003,Parker et al., 2014,
Wu et al., 2015, Mohamed et al., 2012, Orellana and Griñó, 2012, Yang et al., 2014, Chen
et al., 2016,Wang et al., 2015]: The addition of a capacitor current (ic) feedback path (Kic
in Fig. 2.9) can be considered a lineal combination of both grid (i2) and converter (i1)
side current feedback loops (ic = i2 − i1). This new loop is, again, equivalent to introduce







































Figure 2.9. Effect of introducing additional feedback paths in the initial control structure: grid-side current
(Ki2), converter-side current (Ki1), capacitor voltage (Kvc) and capacitor current (Kic).
Considering the new virtual impedances/admittances shown at the bottom of Fig. 2.9, the
LCL filter dynamic can be modelled by two modified transfer functions G′(s) = I2(s)/U ′(s) and








1 +G′(s)Kcc(s)︸ ︷︷ ︸
Y ′(s)
Vs(s), (2.26)
That is, unlike feed-forward techniques, which introduce another DOF to the control, these new
feedback loops will alter the closed-loop admittance (Y ′) but also the tracking transfer function
(T ′). They can be considered, then, another form of admittance shaping, even though dealing
with the trade-off between tracking response and admittance shaping is more difficult using
them.
The main advantage of these techniques is that they separate the initial current control
design complexity in two hierarchical loops. The new inner loop, consisting of the filter state
(or lineal combination of states) feedback, will actively damp the filter resonance by shaping G′
2.3. Admittance shaping by means of controller design 25
and G′d. As a result, the design of a stable outer-loop controller (Kcc) that fulfil the desired
closed-loop behaviour (Y ′(s) and T ′(s)) is simplified.
The design of either grid-side (i2) or converter-side (i1) current feedback loops for the LCL
filter resonance active damping (i.e. shaping of G′ and G′d) is rather difficult, at least following
a classic (i.e. not optimal) control approach. It is more common to find in the literature, then,
the addition of capacitor voltage (vc) or capacitor-current (ic) feedback loops. This is due to
the well-known fact that a small resistance in parallel with the filter capacitor is the easiest
resonance (passive) damping method. Regardless of the choice of ic or vc as the new fed-back
variable, the design of Kic and Kvc for active damping is simplified, then, to the obtaining of an
equivalent big resistive virtual admittance (Yic or Yvc , respectively).
Modification of outer loops
The modification of the closed-loop admittance is not an exclusive problem of the current con-
troller. Some works have focused their attention on changing the closed-loop admittance by
modifying the system outer control loops that use, in some way, a PCC voltage (vs) measure-
ment in their structures. That is the case of the outer DC-bus/power controller [Wan et al.,
2015] and phase-locked (PLL) [Alawasa et al., 2014, Messo et al., 2013, Wu et al., 2015, Wen
et al., 2013,Céspedes and Sun, 2011] loops. In them, it is necessary to deal with another trade-
off, between the altered outer loop performance and the necessary admittance modification to
fulfil the considered objective [Céspedes and Sun, 2012, Cespedes and Sun, 2014a, Zhang et al.,
2015,Harnefors et al., 2007].
Admittance shaping bandwidth
This section has summarized the different methods to modify the closed-loop admittance of
current controlled PEC-based system. For the sake of expressions simplicity, the continuous
Laplace model of the full system has been considered. However, the designed current controller
is usually implemented in a digital platform in discrete time.
The current (i2) closed-loop response is, then, the result of an hybrid dynamic, where the
control algorithm and the plant to be controller are modelled in discrete (z) and continuous
(s) times, respectively. Fig. 2.10 shows a more realistic closed-loop diagram of a one DOF
current-controlled PEC-based system.
( )G s 2
( )i t*( )u t*2 ( )i k





Figure 2.10. One DOF current control considering a discrete controller Kcc(z). The discrete control loop is
shown in green.
In it, the current (i2(t)) is sampled (i2(k)) with a period Ts and compared with the given
reference (i∗2(k)). The discrete controller responds to this comparison generating an actuation
signal after a non-negligible fraction of the sampling period (Ts). For that reason, this signal is
not usually applied until the next sample, when it is introduced into a pulse-width modulator
(PWM) to modify the PEC output voltage.
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To consider, then, a continuous model for both the controller and the plant will neglect
important dynamics such as the one-sample delay at the controller output (z−1) and the PWM
dynamic that can be modelled as a Zero-Order-Hold (ZOH). The relevance of these elements
are more evident in the admittance shaping problem, as they introduce important dynamic dif-
ferences, mainly in phase, in the obtained admittance, as well as shaping bandwidth limitations
for both feedback and feed-forward control. In practice, consider the system dynamic in its full
complexity makes the admittance shaping problem a more precise but also difficult task.
This complex hybrid model is studied in more detail in section 4.7. The induced bandwidth
limitations are derived in sections 3.3.4 and 4.8.1, for both feedback and feed-forward techniques,
respectively.
2.3.2 Objectives/Applications
Once the different methods to shape the closed-loop admittance has been reviewed, this section
summarizes the main objectives and applications of this control paradigm, as well as some of
the more relevant works on each of them.
Compliance of the impedance-based stability criterion
The impedance-based stability criterion (see section 2.2.1) leads to the conclusion that the ad-
mittance/impedance of interconnected PECs plays an important role in the stability of complex
networks. Multiple works have focused their attention in shaping the admittance of current-
controlled applications and/or the impedance of voltage-controlled systems [Turner et al., 2013]
in order to fulfil this stability criterion in either AC [Wang et al., 2014b,Messo et al., 2013,Kwon
et al., 2014,Wang et al., 2014a], DC [Thandi et al., 1999,Radwan et al., 2012,Mosskull, 2014,Frei-
jedo et al., 2016] or hybrid AC-DC [Xu and Fan, 2013] systems. Following it, they predict
instabilities in complex networks and then shape (modify) the closed-loop impedance/admit-
tance of one or a multiple number of the interconnected systems, following one of the methods
summarized in section 2.3.1.
Admittance/impedance shaping can be used, then, to improve the stability robustness of the
system when it is connected to complex networks. This improved stability robustness usually
comes, however, in detriment of a poorer controller performance. It is necessary, then, to solve
a trade-off between controller performance and the system stability robustness [Wan et al.,
2015,Céspedes and Sun, 2012,Yang et al., 2014].
As stated in section 2.2.1, it is common to approach the impedance-based criterion using the
modulus and/or the phase conditions; if at least one of these conditions is met at all frequencies
the interconnected system should be stable.
1. Fulfilment of the modulus condition: Stability problems of resonant filters (e.g. LC or
LCL topologies) in complex networks are a common concern in the literature, even though
not many papers have treated it directly from an impedance-based stability criterion point
of view. Resonant filters are characterized for having a resonant frequency with high ad-
mittance/impedance (see Fig. A.14). This behaviour may potentially violate the modulus
condition, as advanced in section 2.2.1. This can be solved by damping the filter resonance,
either with active [Radwan et al., 2013,Céspedes and Sun, 2011] or passive [Middlebrook,
1976,Erickson, 1999] techniques.
2. Fulfilment of the passivity condition: If the modulus condition is not met, phase
information of the interconnected systems will determine whether the system is stable
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or not. As introduced in section 2.2.1, if all the interconnected systems in a complex
network are passive, the resulting network is passive and then stable [Harnefors et al., 2007].
However, this is a very conservative specification and difficult to fulfil at all frequencies.
Some works, such as [Dujic et al., 2013, Harnefors et al., 2015a, Harnefors et al., 2007,
Harnefors et al., 2008], have identified the elements that affect the system passivity, to
then shape, using the methods showed in section 2.2.1, the admittance phase to remain
passive at least at the problematic frequencies (i.e. where the modulus condition is or
may not be met). The control elements that have received more attention are the outer
DC-bus/power and PLL loops, and the effect of the one-sample time delay and PWM
necessary for the controller discrete implementation (see Fig. 2.10):
• As introduced in section 2.2.1, and also in multiple works such as [Ciezki and Ash-
ton, 2000, Rivetta et al., 2006, Emadi et al., 2006, Middlebrook, 1976, Sudhoff et al.,
2000], the outer DC-bus/power control loops may induce a CPL or negative resistive
behaviour to the system. A similar behaviour is reported in the use of PLLs to pre-
dict the grid fundamental frequency [Alawasa et al., 2014, Jansson et al., 2004, Wen
et al., 2013, Céspedes and Sun, 2011], which effect is equivalent to add a parallel
negative resistance to the closed-loop admittance [Zhang et al., 2015, Messo et al.,
2013]. The simplest way to alter this behaviour is to reduce the considered outer
controller bandwidth, generating a trade-off between the system stability robustness
(from a complex network point of view) and its control performance [Mosskull, 2014],
being possible to dynamically modify it by means of adaptive techniques [Cespedes
and Sun, 2014a]. It is also possible to lighten this non-passive behaviour by means
of introducing proportional/derivative terms in a PCC voltage feed-forward loop [Liu
et al., 2007, Liutanakul et al., 2010]. Note, however, that with the introduction of
these terms in the feed-forward the admittance phase is increased at the expense of
an admittance magnitude increase and, then, in a decreased PCC voltage disturbance
rejection capability. Additionally, the controller effort (i.e. actuation) necessary will
increase, with higher risks of controller saturation.
• On the other hand, the computational delay and PWM dynamics introduce a phase
lag in the system, bigger as frequency (ω) increases, that will easily result in non-
passive frequency zones [Harnefors et al., 2014,Harnefors et al., 2008,Harnefors et al.,
2015a,Wang et al., 2015,Harnefors et al., 2017]. In that regard, some papers [Harne-
fors et al., 2015b, Wang et al., 2014b] have tried to assure passivity at least below
the Nyquist sampling frequency (ωs/2) by introducing derivative terms in either the
PCC voltage feed-forward term or the controlled current feedback term. Again, this
phase increase will result in an equivalent module increase of the admittance and con-
troller actuation and, if feedback is involved, wider controller bandwidths and smaller
stand-alone stability margins (refer to sections A.4 and A.5 for more details about
this control trade-off). Additionally, even if passivity is achieved inside the Nyquist
region, it is not assured beyond that frequency [Harnefors et al., 2017].
Power quality improvement
Admittance shaping is an interesting topic also in the field of power quality. It can be used
to damp resonant filters, to reject the effect of voltage oscillations on the current-control or to
improve the grid voltage quality:
1. Damping of resonant filters: The resonant frequency that appears in certain filter
topologies (e.g. LC, LCL, LLCL etc.), apart of being a risk factor for the non-fulfilment
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of the impedance-based stability criterion, may produce a high current/voltage oscillation
even under minimum voltage/current disturbances. That is, its presence may deteriorate
the performance of current/voltage controllers and its stand-alone stability. The most
common approach to deal with these problems are the damping techniques, that indirectly
modify the closed-loop admittance/impedance of the system. They can be classified in
passive and active damping techniques:
• Passive damping techniques [Liserre et al., 2005,Middlebrook, 1976,Pena-Alzola et al.,
2013,Erickson, 1999,Liserre et al., 2002] requires the introduction of passive elements
(normally resistances) on the resonant filter configuration.
• Active techniques [Twining and Holmes, 2003,Liserre et al., 2006,Blasko and Kaura,
1997, Liserre et al., 2004a, Wu and Lehn, 2005, Dannehl et al., 2010] only modifies
the current/voltage controller, changing the output feedback loop (see Fig. 2.7) or
adding new fed-back states (or linear combination of states) to the structure (see Fig.
2.9), in order to damp the filter resonance. This is still a highly prolific research
field in the control of PEC-based systems. Other more recent relevant works in this
topic are [Agorreta et al., 2011,Dannehl et al., 2011,Agorreta et al., 2011,Tang et al.,
2012,Parker et al., 2014,Jessen and Fuchs, 2015,Liu et al., 2016].
Note that, in fact, it is possible to make an equivalence between passive and active damp-
ing techniques with the virtual impedance concept [Orellana and Griñó, 2012,He and Li,
2012, Rahimi and Emadi, 2009, Wessels et al., 2008, Wang et al., 2015], even though this
equivalence is never accurate due to the effect of the PWM modulation and the computa-
tional delay, which can not be fully compensated with a causal feedback/feed-forward loop
gain [Huang et al., 2016] or with variations of the modulation signal [Chen et al., 2016].
2. Rejection of grid voltage oscillations: In order to reject the effect of voltage oscil-
lations (i.e. (sub/inter)harmonics [CEI/IEC 1000-2-1:1990, 1990]) in current-controlled
PEC-based applications, and satisfy grid standards such as [IEEE 519-2014, 2014], [IEEE
1547-2003, 2008] and [IEEE 929-2000, 2000], a common approach in the literature is
to highly increase the system closed-loop impedance at the problematic frequencies (ωx)
[Twining and Holmes, 2003], so its admittance |Y (jωx)| → 0.
To achieve this, the classical approach is to design multiple PR controllers (see section
A.7) tuned at those problematic frequencies (ωx), mainly at low order harmonics. These
controllers present a high feedback gain, ideally infinite, at those frequencies (see Fig.
A.10), so the system is able to track null references at them (i.e. |T (jω)| → 1), which
will indirectly reject voltage oscillation effect in the controlled current (i.e. |Y (jωx)| → 0)
[Rodriguez et al., 2008,Vidal et al., 2013,Kwon et al., 2014,Liserre et al., 2006,Harnefors
et al., 2014]. Note, however, that the oscillation rejection effectiveness depends on different
factors, such as the model uncertainties, the discretization process and the presence of
computational delays in the system, which may result in ineffective harmonic damping
due to the frequency displacement of the tuned PR [Yepes, 2011]. Additionally, the use of
high feedback gains controllers may lead to poor stand-alone stability margins [Yepes et al.,
2011], and its stable operation becomes more difficult for resonant filters as the harmonics
to be rejected approach their resonances [Wang et al., 2015,Twining and Holmes, 2003].
The second alternative is to similarly shape the system admittance by means of feed-
forward techniques. The objective is the same, achieve a shaped admittance |Y ′(jωx)| → 0
to reject voltage oscillations in the current-controlled system, this time by introducing a
virtual admittance (Yv) that cancels (or reduces) the closed-loop admittance achieved by
the current tracking feedback loop (Y ) at the desired frequencies [Wu et al., 2015, Yang
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et al., 2014,Park et al., 2008]. This technique considers an internal feed-forward loop like
the one shown in Fig. 2.8. The shaped admittance (Y ′) expression is shown in equation
(2.20). One advantage of this technique is that it does not rely in a feedback loop, so the
system stand-alone stability margins are not affected. A similar feed-forward technique can
be used to reject current oscillations in voltage-controlled systems, this time by shaping
the system impedance to zero [Deng et al., 2008].
In any case, the bandwidth where an effective voltage oscillation rejection is achieved (i.e.
where the admittance is low) is limited by the presence of computational delays and the
usually discrete nature of the implemented controller [Yang et al., 2014], as any other
admittance shaping technique. Moreover, it is important to remark that, even though
these techniques enhance the voltage oscillation-rejection capability, they usually have
a negative effect on the stability-robustness from a complex network (impedance-based
criterion) point of view:
• The abrupt reduction of the closed-loop admittance (i.e. resonant impedance be-
haviour) that is achieved using multiple PR feedback gains in the controller supposes
a high risk of interaction (instabilities) with weak grids, mainly because of the possi-
ble non-passive behaviour of the system around the tuned frequencies [Kwon et al.,
2014,Harnefors et al., 2014].
• The use of feed-forward techniques to reject oscillations does not improve the system
robustness. In that case, the perfect cancellation of the shaped system admittance
induces a great phase-delay which may result in non-passive system behaviour (mainly
in the presence of integral PI feedback controllers) [Yang et al., 2014].
3. Improvement of the grid voltage quality, filtering it from (sub/inter)harmonics so
other system connected to it (via the PCC) are not affected by them:
Instead of rejecting the effect of PCC voltage oscillations in the current control, achieved
by means of low admittance profiles, this third group of applications filters eventual voltage
oscillations so other elements connected to the same PCC are not affected by them. The
idea is to behave as a high admittance (i.e. low impedance), so this new system drains
any possible current oscillation at the problematic frequencies, damping the resulting PCC
voltage oscillations. These PEC-based applications can be considered, then, as effective
grid stabilizers.
Consider now the structure shown in Fig. 2.11, where a non-lineal load consumes a current
(ih) with harmonic content from the grid. With a non-ideal (lineal) grid impedance (i.e.
Zg(s) 6= 0), the PCC voltage (vs) will be affected by the same harmonics than the non-
linear load current.
A classic solution to reject the effect of non-linear loads in the PCC (i.e. voltage harmonics)
is the use of shunt-connected active power filters (APF) (refer to section A.8.3 for more
details about this application). This method does not use any admittance/impedance
shaping technique to achieve optimal results [Akagi et al., 2007,Morán et al., 1995,Akagi
et al., 1986,Akagi, 2005,Lascu et al., 2009]. Its main disadvantage is that it is necessary the
measurement of the non-linear load current which effect is wanted to be rejected, which is
not always accessible. A very similar technique is reported in [He et al., 2012] using voltage-
controlled systems. This technique does not need the measurement of the non-linear
load current, but only the PCC voltage, more precisely its non-fundamental frequency
oscillations. Once measured, their negated forms are injected again to the PCC to partially
compensate them; how much they are compensated depends on the line impedance between
the voltage-controlled system and the grid.












Figure 2.11. Non-linear load (e.g. a diode-rectifier) connected to the grid that may induce grid PCC voltage (vs)
harmonics. In parallel, a shunt-connected PEC-based application that filters this PCC voltage.
Similar results have been achieved using admittance/impedance shaping techniques. On
[Takeshita and Matsui, 2003, Akagi et al., 2007], an external PCC voltage feed-forward
loop (position 2 in Fig. 2.8) is used to shape the system closed-loop admittance; the
PCC voltage (vs) is measured, filtered (extracting the desired voltage harmonics to be
compensated), passed through a feed-forward gain (Kvs) and finally introduced in the
reference current (i∗). If a good tracking is obtained at these harmonic frequencies (i.e.
|T (jωx)| = 1), the feed-forward gain (Kvs) directly shape the system admittance at those
frequencies (ωx) (see equation 2.21). The higher Kvs gain is, the higher the obtained closed-
loop admittance will be at the considered harmonic frequencies, draining any possible grid
current harmonics and resulting in a cleaner PCC voltage. This technique has, then, the
big advantage of not measuring the non-linear load currents that trigger the PCC voltage
harmonics. Note, however, that a good tracking is still necessary at the problematic
frequencies, normally achieved using multiple PR controllers, which implies high feedback
gains and the consequent reduction of the system stand-alone stability margins.
A similar concept has been used to damp eventual PCC voltage oscillations in the presence
of weak resonant grids like the one shown in Fig. 2.3 [Wang et al., 2014a, Akagi et al.,
2007]. Demanding current for these kind of grids may result in poorly damped PCC volt-
age oscillations. Again, a shunt-connected PEC-based application with a high equivalent
admittance should serve as a power pit to any grid-current oscillations, damping possible
grid impedance resonances, filtering the PCC voltage and stabilizing the weak grid. The
higher is this closed-loop admittance, the cleaner the PCC voltage will be. As this kind
of oscillations may appear at any frequency, a broader frequency band of high shaped
admittance is desired. For that reason, it is more likely the use of an internal PCC voltage
(vs) feed-forward loop (position 1 in Fig. 2.8) to shape the admittance, as this technique
only relies in feed-forward gains and the system stability margins are not affected by it.
The closed-loop admittance gain (|Y ′|) can be increased with higher |Kvs | values at the
problematic frequencies, as it was demonstrated in equation (2.20).
This last objective can be also achieved by using voltage-controlled PEC-based systems
with a similar impedance-shaping capability [Wang et al., 2012]. A scheme similar to the
one shown in Fig. 2.8, using an external feed-forward loop (Kis) of the grid-side current
(is in Fig. A.13), is used to shape the system impedance (Z) so that it negates the
grid impedance (Zg) effect (i.e. Z = −Zg is desired). By doing so, the PCC voltage is
no longer affected by current oscillations triggered by non-linear loads (Fig. 2.11) or by
resonant weak grids. However, only inductive grids are considered and a good model of
the grid impedance is necessary, being possible to unstabilize the system if this impedance
is over-dimensioned.
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Impedance-droop control
Finally, the impedance-shaping of voltage-controlled PEC-based systems is also used in the
literature to coordinate efforts in complex smart grids, by means of an impedance-droop tech-
nique [He and Li, 2012,Guerrero et al., 2005,He and Li, 2011,Chiang and Chang, 2001].
2.4 Robust control
The long-term objective of robust control applied to PEC-based systems is the design of con-
trollers that, while maintaining a certain minimum performance regarding the converter reference
tracking and disturbance rejection, are able to overcome an arbitrary amount of uncertainty in
model parameters [Cóbreces, 2009].
Different design frameworks follow a robustness motivation, either implicitly or explicitly:
• Implicitly robust frameworks: Some examples are the Internal Model Control (IMC)
[Harnefors and Nee, 1998], which present good robustness properties, even though its
appliance to complex dynamics is difficult, and the Linear-Quadratic (LQ) controllers
[Perez et al., 2013, Huerta et al., 2012, Alepuz et al., 2006, Wu and Lehn, 2005], that
present interesting robustness properties provided that a state estimator is not used.
• Explicitly robust frameworks: Robust synthesis is the process that allows to extract
a controller that produces a stable closed-loop when applied to an a-priori known set
of plants. In other words, it can be viewed as a controller that stabilizes a plant that
is uncertain to some extent [Cóbreces, 2009]. Some design frameworks examples of this
are the non-linear sliding-mode controllers [Dias et al., 2008, Jung and Tzou, 1996, Miret
et al., 2004,Moharana and Dash, 2010], the Lineal Matrix Inequalities (LMI) [Gabe et al.,
2009,Gabe et al., 2007,Durrant et al., 2004], the Quantitative Feedback Theory (QFT) [del
Toro et al., 2016, Altowati et al., 2007, Towati, 2008, Olalla et al., 2009] and the H∞
(sub)optimal framework [Rahim and Kandlawala, 2004, Cobreces et al., 2010, Cóbreces,
2009].
Among them, the design technique that has received more attention in the specialised literature
is the H∞ (sub)optimal framework thanks to the robustness implications of its synthesis.
Small Gain Theorem
H∞ controller synthesis, apart of achieving certain user-defined performance objectives (e.g.
tracking, disturbance rejection etc.) for a nominal plant, provides of good indicators of the
close-loop system robustness when this nominal plant suffers from certain known parametric
uncertainties. Moreover, unlike other optimal design techniques like LQ controllers, H∞ theory
provides of a way to design controllers that satisfy robustness specifications even in the case that
some state variables need to be estimated.
The stability analysis of these uncertain plants is done by means of the Small Gain The-
orem [Skogestad and Postlethwaite, 2007]. Applied to this scenario, the Small Gain Theorem
introduces a condition to the H∞ norm of the closed-loop nominal plant (i.e. the one that results
from the connection of the nominal plant and the synthesized controller) and the H∞ norm of a
function that measures the size of the plant uncertainties, known as the l2-induced gap metric
or v-gap [Vinnicombe, 2000], which gives an idea of how much the plant dynamic can vary as a
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function of the frequency; if this condition is met, the controller will result in a robustly stable
closed-loop system for all the plants within the considered uncertain set.
Robustness towards grid uncertainties
From the robustness point of view, it is known that the stability of the control loop in current-
controlled grid-connected PEC-based systems may be compromised by the uncertainty in the
grid equivalent impedance, which may lead to the uncontrolled displacement of resonances inside
the control band [Liserre et al., 2004b]. It is possible to derive a controller that is robustly stable
for different grid conditions by including these a-priory known grid parametric uncertainties in
the modelled plant.
Some works have tried to propose an H∞ control design method that, given an initial ex-
pected grid impedance parameters variation range, synthesizes a controller that ensures stability
for all possible conditions [Cobreces et al., 2010,Gabe et al., 2009]. However, this improvement
in the system robustness comes at the cost of a conservative performance -control bandwidth-
reduction (i.e. poor tracking and disturbance rejection responses), as a consequence of the need
to comply with the aforementioned Small Gain Theorem.
The impedance-based stability criterion introduced in section 2.2.1 open the door to face
this robustness problem from an alternative point of view; instead of the fulfilment of the con-
servative Small Gain Theorem, it allows to face the problem trying to comply with certain input
admittance conditions (derived from the impedance-based stability criterion and the uncertain
grid impedance). This may decrease the closed-loop performance reduction induced by uncer-
tainty in the grid parameters when a classic H∞ robust design is implemented. Admittance
shaping techniques detailed in section 2.3 may be of main importance to comply with these
new robustness conditions. Particularly interesting proposals can be found in [Mosskull, 2014]
and [Freijedo et al., 2016]. The former calculates a (theoretical) suitable closed-loop admittance
of a motor drive that results in a robustly stable system when connected to a DC resonant grid
for a known set of model uncertainties, using to that end the impedance-based criterion and the
robust H∞ synthesis; however, the controller design to obtain this admittance is still approached
from a classical point of view. The latter assesses the closed-loop poles derived from the inter-
action between the grid impedance (Zs) and the converter admittance (Yl) (i.e. zeros of the
characteristic equation 1 +ZsYl) for variations of the current controller parameters. The system
is considered robustly stable for a given grid impedance when the current controller makes the
closed-loop poles (in the s domain) move away as far as possible from the imaginary axis. The
proposed assessment shows that, for the considered converter plant and grid impedance, optimal
results are obtained when the used LCL filter resonance is perfectly damped, as advanced in the
risk factors for networks stability exposed in section 2.2.1.
2.5 Analysis of the state of the art, thesis hypothesis and ob-
jectives
2.5.1 Analysis of the state of the art
The aforementioned admittance shaping works share the strategy of modifying the converter
admittance/impedance on a particular -problematic- frequency, or in a small set of discrete
frequencies, using classical control design procedures.
In general terms, the aforementioned works offer satisfactory results on the target frequencies,
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solving a particular problem scenario; but the controller design complexity induces limitations
when facing wide-band (robust) designs, and also in the management of the trade-offs between
the admittance/impedance shaping at different frequencies and other control objectives such as
reference tracking or the system stand-alone stability.
The controller design, from a classical point of view, of controllers that has to deal with
multiple objectives (e.g. reference tracking, stand-alone and complex-networks stability robust-
ness, harmonic rejection/attenuation, resonance damping, control effort (energy) optimization
etc.), and their different associated control trade-offs (some of these objectives are mutually
exclusive), is very complex. Even only from an admittance shaping point of view (i.e. without
considering tracking or stand-alone stability design specifications), this means that the system
should follow different (complex) dynamic behaviours depending on the objective to be fulfilled
and its frequency range of application. These design problems grow even more in the presence
of complex plants (from a dynamic point of view).
Approaching the control design of this kind of applications from a more tractable and unified
framework could be, then, an interesting field of research.
2.5.2 Hypothesis
This dissertation parts of the hypothesis that a (sub)optimal design method may simplify the
achievement of admittance shaping controllers, unifying the different admittance shaping meth-
ods and their objectives in a single design framework. This design methodology should, at the
same time, deal with other controller objectives, such as the reference tracking performance, the
energy optimization or the stand-alone robustness of the system, solving the associated controller
trade-offs in a more tractable way.
The H∞ model-reference control design framework seems like a good tool to approach to
this complex control paradigm. This approach is based in the definition of dynamic model-
references that define the desired closed-loop behaviour of the system in the frequency domain,
both in magnitude and in phase. After this definition, a (sub)optimal H∞ algorithm synthesizes
a suitable controller that achieves the desired dynamics (i.e. model-references).
That is, using this framework it should be possible to shape the closed-loop admittance
(Y ) of the system by defining admittance model-reference (Yref ). The possibilities that may
arise, from an admittance shaping point of view, of this design methodology hypothesis are
wide. Theoretically, the designer has only to provide the desired behaviour of the closed-loop
admittance, depending on the desired control objective/application, as well as the frequency
range where this behaviour is desired; the H∞ synthesis algorithm should, then, provide of a
(sub)optimal controller that achieves these objectives, by means of feedback and/or feed-forward
gains, as needed. Hypothetically, complex admittance profiles may be achieved, then, by defining
complex admittance reference (Yref ) profiles. Moreover, good admittance shaping should be
obtained in a broad band in an easier way that the aforementioned classic approaches, and the
plant dynamic should have less influence in the controller design and synthesis complexity.
This thesis also states the hypothesis that the model-reference framework can be useful to
shape dynamically complex open loop plants, simplifying them from a controller design point of
view. Of particular interest is the shaping of resonant plants such as the LCL filter. By defining
a model-reference equivalent to a simple L filter, the introduced framework should shape the
LCL filter resonance in a similar fashion than active dampers do. If a successful active-damper
is synthesized using this framework, its implementation should make possible to apply simpler
classic current controllers (e.g. PI and/or PR) in the complex LCL filter without renouncing to
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the overall system robustness, both from a stand-alone and a complex-network (i.e. impedance-
based criterion) points of view.
2.5.3 Objectives
This dissertation tries to fulfil the next objectives:
1. Provide of a unified and simpler design framework for the admittance shaping of PEC-
based applications in a broad band, applying modern (sub)optimal techniques.
2. Presented method should be general enough to achieve different (complex) admittance
profiles to fulfil different admittance-shaping objectives. At the same time, the proposed
framework should be able to achieve other control objectives, as current reference tracking,
energy optimization and robust stand-alone stability.
3. Explain the design methodology and the different control trade-offs that must be faced.
4. Explore the limitations of the method and, in case they exist, provide of solutions/im-
provements to their performance effect.
5. Apply the proposed design methodology to different admittance shaping applications and
analyse, experimentally and/or by means of realistic simulations, the obtained results.
6. Study the application of the method to other related PEC-based system problems, as the
shaping of complex plant dynamics.
Chapter 3
Introduction to (sub)optimal control
3.1 Introduction
This chapter serves as a descriptive introduction to some of the concepts and control tools that
are later used in this dissertation. In addition, an H∞ mixed-sensitivity controller design is ap-
plied to a power-converter based application, serving as a design example of H∞ controllers. The
main control limitations are exposed and some experimental results are presented. Additionally,
this chapter contextualizes the controller design framework used for the main contributions of
this dissertation; the H∞ model reference approach.
Section 3.2 introduces the optimal control paradigm, its main approaches (H∞ and H2)
and their advantages and the important general control problem formulation concept. Once
the theoretical background of the H∞ space has been settled, section 3.3 presents a classic H∞
mixed sensitivity control approach. This design framework is explained and applied to a grid
connected VSC grid current control, deriving its main design limitations. Some experimental
results, both in time and frequency domains, are shown at the end of this section. Finally, section
3.4 introduces the H∞ model reference approach and its application to the main contributions
of this dissertation; the closed-loop admittance shaping and the resonant plant shaping of power
converter-based applications.
3.2 Optimal control
3.2.1 Concept and advantages
A control paradigm is considered optimal if its objective is to find a controller for a given
system (i.e. plant) such that a certain optimality criterion is achieved. The common element
in any optimal control method is the minimization of a cost function that includes both the
controller and the plant dynamics, along with some plant modifiers named cost weights; the
optimal controller is the one that minimize this cost function given the (modified/augmented)
plant dynamics1.
In the classical control paradigm, the designer obtains a controller for a given plant dynamic
following some heuristic rules based on its knowledge and experience, so that the closed-loop
system fulfils some given objectives (e.g. good reference tracking performance, robustness etc.).
This task becomes harder in case of complex plant dynamics to be controlled (e.g. multiple-
1A controller will be considered suboptimal if it does not achieve the considered cost function minimum.
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inputs multiple-outputs, MIMO, plants), or if different objectives must be fulfilled, some of
which may even be mutually exclusive. Modern optimal control gives a way to handle complex
control problems, allowing to solve the different trade-offs between different control objectives in
a more tractable way. To do that, it transfers part of the design complexity to a computational
algorithm that synthesizes the (sub)optimal control for a given set of design specifications. Even
though some trial and error design process (following some intuitive heuristic rules) is still
usually necessary for achieving better closed-loop results, the convex nature of the underlying
optimisation algorithm guarantees that an (sub)optimal controller is found. The controller
obtaining complexity is, then, reduced for difficult control applications.
Optimal control reached maturity in the 1960’s, with the development of the linear quadratic
(LQ) optimal control methodology, for its application in spacecraft control during the Space
Race between the former Soviet Union and the United States. For these kind of applications,
to achieve a good rocket manoeuvring with minimum fuel consumption can be well defined
and easily formulated as an optimization problem [Skogestad and Postlethwaite, 2007]. Even
though LQ optimal control, in particular Linear Quadratic Gaussian (LQG) control, was proved
successful for aerospace engineering and other frameworks, its use in other industrial applications
is, in practice, not robust enough; accurate plant models were frequently not available, and the
assumption of white noise disturbances was not always relevant or meaningful to practising
control engineers [Skogestad and Postlethwaite, 2007]. This resulted in the development of
other optimal control frameworks, like the H∞ control synthesis used in this dissertation.
3.2.2 General control problem formulation
Optimal control synthesis process usually depends on a common general control problem formu-
lation, or generalised plant P(s), as their entry point [Skogestad and Postlethwaite, 2007]. This
virtual plant is a mathematical instrument that incorporates the open-loop plant that models
the system to be controlled, along with a set of extra transfer function that are defined by the
designer to specify the main control objectives and restriction, defining, in some way, the desired






















; z = Nw; (3.1)
wherew is called the exogenous inputs vector, usually composed of the disturbances to the closed-
loop system (i.e. mainly control references and disturbances); input vector u and output vector
v are formed by the inputs and outputs of the controller to be synthesized (K), respectively;
and z is the vector of the so-called output error signals, that are to be minimised in some sense
to meet control objectives. The transfer matrix N is the generalized closed-loop matrix that
results from the feedback interconnection of P and K, and relates exogenous input vector w and
error vector z :
N = lft(P,K) = P11 + P12K(I−P22K)−1P21 (3.2)
The objective of the considered optimal controller synthesis is to obtain a controller K that
minimize, in some way, the effect of w over z .
To measure how big this effect is, different matrix norms of the closed-loop matrix (N) can
be considered as the cost function to be minimized. Attending to the norm considered, the most
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common control paradigms are the H2 and H∞, explained in more detail later. The optimal
controller synthesis following a general control approach can be formulated, then, as follows;
min
K
||N(K)||p ≤ γ (3.3)
where p depends on the considered system norm (e.g. 2, ∞, etc.) and γ is usually a sub-optimal
value.
A wide set of control problems and structures can be formulated following this general
scheme. Fig. 3.1 shows the translation of the classic one DOF feedback control scheme into the
generalized control scheme. In this control problem, the objective is to minimize the tracking
error (e), limiting the allowed controller effort (u) to elude saturation or any other physical
actuation constraint. These two variables will form, then, the output vector to be minimized
(z). The exogenous inputs to the closed-loop system (i.e. the output reference y∗, the output
disturbance signal d and the measurement noise n) form the input vector w. Finally, as a one
DOF controller for a SISO plant (G) is considered, the output vector v and input vector u are






























Figure 3.1. Translation of the classic one DOF feedback control scheme into the generalized control scheme.
The synthesized optimal controller (K) will try to minimize the effect of the exogenous
inputs (w) on both tracking error (e) and controller effort (u) attending to the considered cost
function (i.e. ||N||p). The minimization of both signals may not be possible at the same time;
to effectively reduce the tracking error (e) a high actuation (u) may be needed. In addition,
the importance of the different exogenous signals (w) in the minimization problem may not be
of equal importance; may be the designer prefers that the tracking error (e) is minimized with
higher focus on the variations of the reference signal (y∗), rather than the measurement noise
signal (n). To solve this conflicts, designer usually has to include weights in the generalized
plant P to normalize the exogenous inputs vector (w), named W̃w, and/or, more commonly, to








Figure 3.2. General control configuration with weighted/normalized input vector w and output vector z .
38 Introduction to (sub)optimal control
These weighting matrices are usually frequency-dependent and represent the main design
element of the considered optimal control paradigm.
3.2.3 Order of the synthesized controller
One of the main disadvantages attributable to optimal control is the probable high order of the
synthesized controller. The order of K is that of the augmented plant transfer function (P).
That is, the controller (K) in Fig. 3.2 will have the order of the sum of orders of the unmodified
open-loop plant (P̃), the normalization function (W̃w) and the weighting function (W̃z) that
are contained inside P. From a practical point of view, that means that complex plant dynamics
(i.e. high order of P̃) and/or complex design specifications (i.e. high order of W̃w and/or W̃z)
imply an increase in the final controller (K) computational burden.
The fast improvement of digital processors computation capability, with the increase of their
flops/$ ratio, makes this disadvantage less of an issue nowadays. In any case, order reduction
techniques can be used, if necessary, to lighten the computation burden of the implemented
controller. An example of this can be found in section 5.5.
3.2.4 Main optimal control approaches
H2 optimization approach
The H22 norm of a strictly proper stable MIMO closed-loop transfer matrix N(s) of dimensions
























Note how if N(s) is a proper (but not strictly proper) transfer function (i.e. lim
s→∞
N(s) is a
non-zero constant) its H2 norm is infinite and, then, not bounded.
There are different interpretations of the H2 norm of a system that are useful from a control
theory point of view. The H2 norm of N(jω) can be expressed as a function of their singular












From a frequency domain point of view, minimizing the H2 norm of N(jω) involves, then,
minimizing the sum of the square of all the singular values over all frequencies. That is, the
N(jω) gain will be minimized for an average direction and an average frequency of its input
vector w (i.e. in practice, for all w directions and frequencies).
2The symbol H2 stands for the Hardy space of transfer functions with bounded 2-norm, which is the set of
stable and strictly proper transfer functions [Skogestad and Postlethwaite, 2007]
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From a time domain point of view, using an inverse Laplace transformation of N(jω) (i.e.
L−1{N(s)}) = n(t)), the H2 norm of the closed-loop system can be expressed, following Parse-
val’s theorem, as:











where nij(t) is the ij
th element of the impulse response matrix n(t). That is, the H2 norm is
the 2-norm of the output z(t) resulting from applying unit impulses δj(t) to each element of w
(i.e. w1(t) . . . wj(t)), one after another, allowing the output z(t) to settle to zero before applying











3 the output vector resulting from applying a unit impulse δj(t) to the j
th input
(wj(t)), setting the rest inputs to zero [Skogestad and Postlethwaite, 2007].
Finally, H2 norm of the system N(jω) has a stochastic interpretation. Suppose that the
input vector w(t) is white noise of unit intensity:
E{w(t)w(τ)T } = Iδ(t− τ) (3.9)
where E{w(t)w(τ)T } represents the covariance or mathematical expectation of the input vector
























Then, by minimizing the H2 norm of N(s), the output z due to a unit intensity white noise
input w is minimized [Skogestad and Postlethwaite, 2007].
From the stochastic interpretation of the H2 norm, it can be deduced that the classic LQG
(Lineal-Quadratic Gaussian) optimal controller is, in fact, a special H2 optimal controller. Con-
sider the next stochastic system expressed in state-space:
dx
dt
= Ax + Bu +wd (3.12)
y = Cx +wn (3.13)
where wd and wn are the process noise and measurement noise inputs respectively, which are
























zi(t) the elements of z(t)
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where W and V are constant power spectral density matrices. The LQG control paradigm













where Q = QT and R = RT are positive semi-definite and positive definite constant matrices,
respectively, defined by the designer to stablish the desired closed-loop dynamics.
LQG optimization is considered a special LQR (Linear-Quadratic Regulator) problem where
all system states (x) are estimated by a Kalman Filter to improve the estimation in noising
environments [Huerta et al., 2012]. So, after the LQG optimization, a controller K which
measure only the output vector y is synthesised, estimating the states x and filtering the effect
of the previously defined white noise processes wn and wd.































































Figure 3.3. LQG problem expressed as a general control formulation.
Several works have studied the use of LQ controllers in power converter-based applications.
In particular, [Perez et al., 2013,Huerta et al., 2012] were elaborated in the same research group
in which this dissertation has been developed.
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H∞ optimization approach





















Note how if N(s) is a proper or strictly-proper transfer function (i.e. lim
s→∞
N(s) is a constant)
its H∞ norm is bounded and is, in fact, the maximum gain value (|N(jω)|) over the frequency
ω [Skogestad and Postlethwaite, 2007]:
‖N(s)‖∞ = maxω |N(jω)| (3.21)











From a frequency domain point of view, minimizing ‖N(jω)‖∞ corresponds, then, to minimizing
the peak (i.e. maximum value) of its largest singular value (σ̄ (N(jω))). That is, the N(jω) gain
will be minimized for the worst-case direction and worst-case frequency of its input vector w.
Comparing with the H2 norm, we have that minimizing H∞ norm will only reduce the maximum
gain peak of N(jω), meanwhile H2 will minimize it in a wider sense (i.e. all singular values over
all frequencies) [Skogestad and Postlethwaite, 2007].












That is, minimizing ‖N(jω)‖∞ correspond to minimize the ratio between the energy (norm-2)
of the error vector (z(t)) and the exogenous input vector (w(t)).
This time-domain interpretation of the H∞ norm is the basis for the model reference con-
troller design approach used in this dissertation for the shaping of closed-loop systems and
plants.
Although H∞ synthesis presence on the control of DC/AC converters is still incipient, some
approaches have been published in the field of current and voltage control reference tracking
control, robust control, etc. [Mosskull, 2014, Zhong and Hornik, 2012, Hornik and Zhong, 2013,
Weiss et al., 2004, Rigatos et al., 2014, Cobreces et al., 2010, Yang et al., 2011, Naim et al.,
1997,Lee et al., 2001].
4The symbol H∞ stands for the Hardy space of transfer functions with bounded ∞-norm, which is the set of
stable and proper transfer functions [Skogestad and Postlethwaite, 2007].
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3.3 Basic H∞ control approach: Mixed-sensitivity
This section starts with a brief introduction to the basic H∞ mixed-sensitivity controller design.
Then, this design methodology is applied to a grid-connected current-controlled VSC in subsec-
tion 3.3.2. The implementation of a discrete controller obtained using these technique and the
derived control limitations are detailed in subsections 3.3.3 and 3.3.4, respectively. The obtained
experimental results are exposed at subsection 3.3.5.
3.3.1 Introduction to the method
Classic control objective
To illustrate the method, consider now the one DOF classic feedback scheme shown in the left























Figure 3.4. Generalized control scheme equivalent to the classic one DOF feedback scheme.
In it, the main objective is that the SISO plant (G) output (y) tracks a given reference (y∗),
minimizing the tracking error (e) even for output (d) and noise (n) disturbances. This error
minimization is limited by actuation constraints imposed by physical restrictions, controller
saturation etc.. The system output (y), control effort (u) and tracking error (e) closed-loop
dynamics are as follows;
U(s) = Fu(s)(Y
∗(s)−D(s)−N(s)) (3.24)
Y (s) = T (s)Y ∗(s) + S(s)D(s)− T (s)N(s) (3.25)
E(s) = S(s)(Y ∗(s)−D(s)−N(s)) (3.26)
























being r a generalized disturbance signal:
r ≡ y∗ ≡ −d ≡ −n, (3.30)
and L(s) = G(s)K(s) the loop function. Note that the next equality is met for this one DOF
structure:
S(s) + T (s) = 1 (3.31)
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So the controller (K(jω)) objective inside its bandwidth (i.e. at low frequencies, where the
output noise n is usually small) is to obtain a |S(jω)| → 0 and bound, at the same time,
|Fu(jω)|, in order to minimize the tracking error (e) without increasing more than necessary the
controller actuation (u) for disturbances (r) transients. At high frequencies, a |Fu(jω)| → 0 and
|T (jω)| → 0 (i.e. |S(jω)| → 1) is usually required, so the controller actuation is limited and the
effect of measurements noise is minimized.
Translation of the control objectives into an H∞ problem
An H∞ controller synthesis can be used to solve this frequency domain trade-off in a simple
and compact way. Fig. 3.4 shows the translation of the one DOF feedback scheme into the
generalized open-loop (P) and closed-loop (N) plants, as well as the selection of its input and
output vector. The objective here is to minimize, in the frequency domain, the sensitivity (|S(s)|)
and control effort (|Fu(s)|) transfer functions gains 5. To that goal, the exogenous inputs to the
system (i.e. y∗, d and n) can be unified in the generalized disturbance signal r (i.e. w = r),
being the output vector z to be minimized defined as follows:
z1 = Wuu = WuFur (3.32)
z2 = Wse = WsSr (3.33)
As explained in section 3.2.4, the H∞ synthesis algorithm will obtain a controller K(s) that
minimize ‖N(s)‖∞. That is:
min
K










being γ (usually) a sub-optimal value.
Design methodology
The H∞ minimization problem in (3.34) can be expressed as follows:
σ̄ (N(jω)) =
√
|WsS|2 + |WuFu|2 < γ, ∀ω (3.35)
If that condition is met (i.e. a sub-optimal controller has been achieved), the previous H∞
inequality can be expressed as a stacked problem with two single specifications to fulfil:
|S(jω)| < γ|Ws(jω)|




,∀ω ⇔ |WuFu| < γ, ∀ω ⇔ ‖WuFu‖∞ < γ (3.37)
That is, if (3.35) is met (3.36) and (3.37) are fulfilled. The design frequency weights (Ws and
Wu) can be considered, then, as inverse upper boundaries for the gain of the transfer functions
to be minimized in the frequency domain (S and Fu). Higher weights values (|Ws| or |Wu|)
at a given frequency should result, then, in a higher minimization of their respective transfer
functions (|S| or |Fu|).
5Note that more closed-loop functions can be included in this minimization problem (e.g. the tracking transfer
function T (s)). However, as the number of function to be minimized increased so does the controller design
complexity.
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Note, however, that both minimization objectives may be mutually exclusive at the same
frequency or impossible to achieve due to physical limitations; for example, ideal sensitivity
function minimization (i.e. |S(jω)| → 0, so |L(jω)| → ∞ in (3.27)), theoretically obtained if
a high |Ws(jω)| → ∞ is defined, will not be achieved at frequencies where the control effort
is highly limited (i.e. |Fu(jω)| → 0, so |L(jω)| → 0 in (3.29)) due to a high |Wu(jω)| → ∞
definition.
That is, the frequency weights must be defined in a complementary manner to achieve better
results. In that regard, the scalar γ in (3.36) and (3.37) is an indicator that represents if the
performance objectives given by the chosen weights are too demanding. In other words, a
higher γ may be obtained when good sensitivity function minimization is desired (i.e. high
|Ws| values are defined) at frequencies where it is not possible to obtain such results, due to
physical constraints (see subsection 3.3.4) or because the desired actuation minimization at
that frequency, bounded by |Wu| definition (3.37), is also high (i.e. a relatively high |Wu| is
also defined); the result, in both cases, is a poorer sensitivity function limitation than it was
expected from |Ws| definition.
The trade-off between good controller performance (i.e. minimization of e) and energy
optimization (i.e. minimization of u) can be, in any case, easily solved by defining the adequate
frequency weights.
3.3.2 Application to a power converter current control
This section applies the H∞ mixed-sensitivity design explained above to the grid current control
of a grid connected VSC through an L filter. The main objective of the proposed controller is to
track a given current reference (i∗) rejecting the effect of the main grid voltage (vs) harmonics
(i.e. low frequency harmonics). The system should also be stand-alone robust, with enough gain
and phase margins, and with a realizable control effort (i.e. without saturating the VSC voltage
limits under nominal transient and disturbance as, for example, voltage dips).
Fig. 3.5 shows a single-phase equivalent of the proposed application. This single-phase
system is considered for both modelling and controller design procedures. Obtained controller
can be easily translated and implemented in a three-phase system using αβ stationary reference













( )K z( )e k PWM1z ZOH
sT
( 1)u k 
Figure 3.5. Simplified single phase equivalent of the considered system.
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where I(s), U∗(s) and Vs(s) are the grid current, VSC average output voltage and point of
common coupling (PCC) voltage, respectively, L and R model the filter inductance and its
equivalent resistive losses, respectively, and G(s) and Gd(s) are the open-loop command-to-
output and admittance transfer functions, respectively.
Note that, once the feedback loop is closed (see Fig. 3.5), the grid current (i(t)) dynamic is
affected by two exogenous inputs; the current reference (i∗(k)), input to the discrete controller
(K(z)), and the PCC voltage (vs(t)), that is a continuous disturbance to the system. The grid
current closed-loop response is, then, the result of an hybrid discrete/continuous dynamic. This
sampled-data modelling problem is discussed in more detail in section 4.7. In any case, this
is not a critical problem for this application controller design. So, for the sake of simplicity,
let’s consider for now a continuous equivalent model of the system. The discrete controller
implementation and its influence in the current dynamic are addressed in sections 3.3.3 and
3.3.4, respectively.
To translate the aforementioned controller design objectives into an H∞ mixed-sensitivity
problem, consider now the closed-loop dynamics of the tracking error (e) and the controller effort
(u):
E(s) = S(s)(I∗(s)−D(s)) (3.39)
U(s) = Fu(s)(I
∗(s)−D(s)) (3.40)
where the sensitivity (S) and actuation (Fu) function dynamics were defined in (3.27) and (3.29),
respectively, and D(s) = Gd(s)Vs(s) is the output current disturbance. For the equations above,
it is clear that to obtain a good reference tracking at the fundamental frequency, rejecting the
influence of the PCC voltage at fifth (5ω1) and seventh (7ω1) harmonics, the sensitivity function
gain (|S|) must be close to zero around those frequencies as, in that case, the tracking error
(e) will be close to zero for disturbances of both of the exogenous inputs (i.e. disturbances) to
the system (i.e. i∗ and d). Moreover, the minimization of the sensitivity maximum gain (Ms)
implies good stand-alone stability margins (see section A.4). The actuation function gain (|Fu|)
can be bounded inside the controller bandwidth, to avoid u saturation problems, and at high
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Figure 3.6. Generalized control scheme of the H∞ mixed-sensitivity problem applied to a grid current control.
6Note that the measurements noise (n) is not considered in this control problem, as its effect is usually negligible
at low frequencies, due to sensor dynamics, and at high frequencies if the actuation is limited (i.e. |Fu| → 0 and
|T | → 0), as it is the case considered here.
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Fig. 3.6 shows the translation of the considered one DOF feedback scheme into a generalized
control problem scheme used for H∞ mixed-sensitivity synthesis. The next and most important
design step is to define an adequate sensitivity (Ws) and actuation (Wu) weights in order to
obtain, after H∞ synthesis, a controller (K) that fulfils the aforementioned objectives.
Proposed weights and tuning methodology







s2 + 2ζn1ω1s+ ω
2
1





s2 + 2ζn5(5ω1)s+ (5ω1)
2
s2 + 2ζd5(5ω1)s+ (5ω1)2
(3.43)
R7ω1(s) =
s2 + 2ζn7(7ω1)s+ (7ω1)
2
s2 + 2ζd7(7ω1)s+ (7ω1)2
(3.44)
This weight presents an initial gain Ks and a resonant gain at the fundamental frequency (ω1), as
well as at the most relevant grid voltage harmonic frequencies (5ω1 and 7ω1). This should result
in a higher minimization of the sensitivity function gain (|S|) at those frequencies, involving a
good current reference tracking at ω1 and a good voltage harmonic rejection at 5ω1 and 7ω1.
The parameters ζnx and ζdx (with x = 1, 5, 7) will determine Ws gain at its different resonant
frequencies, as well as their corresponding bandwidths:
• The ratios nh1 = ζn1/ζd1, nh5 = ζn5/ζd5 and nh7 = ζn7/ζd7 should determine the mini-
mization of the tracking error (e) at ω1, 5ω1 and 7ω1 frequencies, respectively.
• Increasing ζnx value will increase the corresponding resonance bandwidth7.
Ws also presents a pole at ωs that will relax the sensitivity function limitation at high frequencies.





which has a low initial gain Ku < Ks to allow higher actuation (u) at low frequencies and do not
interact with the sensitivity function minimization. It increases its gain at higher frequencies
thanks to a zero in ωu that will limit controller actuation, and then its bandwidth. The pole
ωup is needed to make Wu proper, as required by the H∞ synthesis algorithm (see section 3.3.4),
and can be set as high as desired to limit the control effort in a broader bandwidth.
Fig. 3.7 shows the frequency domain representation of the proposed weights dynamics, as well
as all the design parameters of the considered application and the expected achieved controller
objectives.
The design criterion is summarized next:
7ζdx must increase equally to ζnx to make the corresponding resonance wider and preserve, at the same time,
the ratio nhx.
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Figure 3.7. Proposed weights dynamics. The sensitivity function (|S|) should be highly reduced in the dark blue
zones (i.e. around the fundamental frequency and the fifth and seventh harmonics) and less reduced in the light
blue zones. The actuation function (|Fu|) should be reduced in the black zone at high frequencies.
• Higher sensitivity weight (Ws) gain ratios nhx (with x = 1, 3, 5) at the different resonant
frequencies will reduce the sensitivity function gain (|S(jω)|) at those frequencies (i.e. very
high values should end up in an ideal sensitivity function |S(jω)| → 0).
• Increase Ws resonance width ζn1 results in a faster reference tracking. In a similar way,
increase ζn5 or ζn7 will improve the corresponding voltage harmonic rejection speed.
• Following the weights proposed in Fig. 3.7, the sensitivity function should be highly
reduced in the dark blue frequency zones, with an ideal sensitivity function at ω1, 5ω1 and
7ω1, and less reduced in the light blue zones.
• By reducing either ωu or ωs, the controller effort at high frequencies, and then its band-
width, will be reduced (i.e. |Fu(jω)| → 0 and |L(jω)| → 0, so |S(jω)| → 1). Control
actuation limitation frequency zone is represented in Fig. 3.7 in black colour8.
• Note that following the waterbed effect (defined in section A.4) wider ranges of |S| < 1
will result in higher sensitivity gain peaks (Ms) . That is, wider/higher Ws resonances
(i.e. higher ζnx/nhx values and, then, wider dark blue zones in Fig. 3.7) as well as wider
controller bandwidths (i.e. higher ωs and/or ωu values and, then, narrower black zones
in Fig. 3.7), apart of giving an improved performance in terms of current control (i.e.
better feedback action), will result in poorer stability margins. The stability robustness
is, in fact, a common concern for controllers with different resonant gains (e.g. multiple
PR controllers tuned at different frequencies) [Yepes et al., 2011]. The designer should
tune the weights values until the desired objectives in terms of performance and stability
margins are met.
Fig. 3.8 shows the chosen weights for the considered application.
Figure 3.8. Frequency domain representation of the chosen weights.
8Wu pole ωup does not appear in Fig. 3.7 due to its high selected frequency.
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3.3.3 Digital controller implementation
The synthesized controller must be implemented in a digital processor. Fig. 3.9 shows the process
to translate the aforementioned continuous plant (G(s)) and design specifications (Ws(s) and
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Figure 3.9. Synthesis of a discrete controller K(z) from a continuous augmented plant P(s) in the proposed
mixed-sensitivity design.
First, the elements in the continuous augmented plant (P(s)) are discretized through ZOH
method (see (4.26)) with a sampling period Ts. Then, one computational delay is added to the
discrete version of the open-loop plant (G(z)). The new discrete design specifications (Ws(z) and
Wu(z)) along with the discrete and delayed plant (z
−1G(z)) will form the discrete augmented
plant (P(z)), from which a discrete controller (K(z)) is synthesized using a commercial H∞
algorithm. The snipped displayed on Alg. 1 describes the procedure used to obtain the final
controller using MATLAB standard library and also its Robust Control Toolbox.
Algorithm 1 Controller synthesis procedure
1: procedure Controller Synthesis(G,Ws,Wu,Ts)
2: Weight definition:
3: Wu=tf(...); Ws=tf(...);





9: P assembly :
10: systemnames=’G_z Wu_z Ws_z’;
11: inputvar =’[i_ref;u]’;







19: if (gamma>gmax) then goto Weight definition
20: end
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3.3.4 Design limitations
Bandwidth limitations imposed by the digital controller implementation
The mixed-sensitivity control approach suffers, as any other feedback control technique, of a
bandwidth limitation derived from its digital implementation. This limitation was first derived
in [Morari and Zafiriou, 1989], and it is demonstrated in section A.6.
The sampling nature of the implemented controller, as well as the presence of one-sample





being Ts the considered sampling period. In addition, the aforementioned presence of time delays
in the system bounds the sensitivity integral following the second waterbed formula. From a
controller design point of view, this means that a large sensitivity peak (Ms) and, then, reduced
stability margins, are unavoidable if wider control bandwidths are intended (see section A.4 for
more details).
Generalized plant P design limitations
In addition to the previous limitation, which actually have a clear indirect impact on the design
of the weighting functions, the elements in P are also subject to four additional limitations that
have to be considered in the design process:
1. Elements in P must be represented as state space matrices without internal delays or as
polynomial transfer functions, either in the continuous or the discrete domain.
2. Elements in P and, then, the design weights must be strictly stable. Pure resonators and
integrators are, thus, not allowed to be included in weight functions as they present poles
over the jω axis. There is no theoretical limitation, in any case, in placing them arbitrary
close to the jω axis. From a practical point of view, this limitation has no implication
as the behaviour is practically equivalent. That is one of the reason of using a damped
resonant weight Ws like the one in (3.41), instead of multiple infinite PR resonant gains.
3. Weights must be proper (i.e. order of the numerator ≤ order of the denominator). The only
weight affected by this condition is Wu, which ideally should limit to zero the actuation at
high frequencies (i.e. ideally, lim
ω→∞
|Wu| = ∞). This limitation is solved by adding a high
frequency pole (ωup) in Wu definition in (3.45).
4. The order of the synthesised controller is that of the augmented plant transfer function (P).
The two considered design weights (Ws and Wu) are contained inside P so an increase in
their order implies an increase in the final controller K order. The designer has to evaluate
whether the performance improvement obtained by an extra state in a weight is worth the
corresponding controller complexity increase.
Order reduction techniques can be used, if necessary, to lighten the computation burden
of the implemented controller. An example of this can be found in section 5.5.
3.3.5 Results
This section shows the frequency and time domain results of the proposed H∞ mixed-sensitivity
controller.
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Fig. 3.10 and Fig. 3.11 shows the sensitivity (|S|) and actuation (|Fu|) that results for
the weights selection in Fig. 3.8. As it can be seen, the sensitivity function is highly reduced
at frequencies nearby ω1, ω5 and ω7, where Ws increases. Similarly, |Fu| is highly reduced at
high frequencies to limit controller actuation, as expected from Wu definition. Additionally, the
maximum sensitivity function gain (Ms) is less that 6 dB (marked with a blue dashed line in
Fig. 3.10), that will assure a gain margin GM > 6 dB and a phase margin PM > 30o, typical
limits to consider a system robust (see section A.4).
Figure 3.10. Achieved sensitivity function magnitude (|S|).
Figure 3.11. Achieved actuation function magnitude (|Fu|).
The controller performance is tested in a VSC connected to the grid through an L filter.
A picture of the experimental set up is shown in Fig. 5.3. Its most important parameters are
summarized in Table. 5.1, being the used L filter equal to the series connection of the grid-side
inductance L2 and the converter-side inductance L1.
Fig. 3.12 gathers the main time domain results taken from the experimental platform. Fig
3.12(a) shows the system behaviour under a reactive grid current reference change from 0 to 15
A. Top view shows the complete transient. Zoom 1 focus on the initial grid current transient.
As it can be seen, the grid current quickly tracks the change in its reference in the fundamental
frequency (ω1). However, it has a slower tracking response for low frequencies, as it is deduced
from the initial transitory offset (more evident in phase b). This can be explained from the
sensitivity function (|S|) results shown in Fig. 3.10; the achieved sensitivity gain is above one at
low frequencies, which implies a poor response for DC offsets. This can be solved by increasing
the initial gain (Ks) of the sensitivity weight (Ws), but with the cost of smaller stability margins
or poorer response at the fundamental frequency (ω1) and/or the fifth and seventh harmonics
(5ω1 and 7ω1), as it is deduced from the waterbed effect defined in section A.4. In any case,
Zoom 2 shows how the grid current in steady state is perfectly balanced (i.e. without DC offsets)
and follows the given reactive reference.
Fig 3.12(b) shows the response of the system for a grid contaminated with 0.12 pu fifth and
seventh harmonics. The grid current follows, in this case, an active reference of 19 A, neglecting
perfectly the effect of the grid voltage harmonics.
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Figure 3.12. Time-domain experimental measurements of the proposed application for different test: (a) change
of the current reference with a nominal grid voltage (b) influence of grid voltage harmonics in the controlled
current.
3.4 Introduction to H∞ model-reference approach
The aforementioned mixed-sensitivity design approach is useful when a small number of sim-
ple control objectives are intended. If several complex objectives must be taken into account
simultaneously, the signal-based H∞ approach represents a simpler design framework. In it,
the focus of attention moves from the size (i.e. gain) and bandwidth of selected closed-loop
transfer function to the size (i.e. magnitude) of different signals that the designer wants to keep
small [Skogestad and Postlethwaite, 2007]. This section introduces the H∞ model-reference
approach, which is a particular case of the signal-based H∞ approach.
Fig. 3.13 shows the generalized control structure for this new H∞ paradigm. The main
difference with respect to the basic mixed-sensitivity approach is the existence of a dynamic
closed-loop reference function Fref (with inputs w and outputs y
∗). This function will define
the desired behaviour, in the frequency domain, of a certain system closed-loop transfer function













Figure 3.13. Generalized closed-loop control structure of the H∞ model reference approach. The open-loop plant
and the controller are represented in orange and green, respectively. The generalized plant P, shown in red, is
completed by a set of weights and model reference functions, represented in purple. Those elements are added for
the controller synthesis; that is, they are not present in the real closed-loop system.
The open-loop plant (G) output (y) is subtracted from the reference model (Fref ) output
(y∗) resulting in an error signal (e). If this error signal is kept small at a given frequency (ωx),
the considered closed-loop transfer function (F) will be approximately equal to its reference
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(Fref ) at that frequency (i.e. F(jωx) ≈ Fref (jωx)), both in magnitude and in phase. A weight
(We) is included to specify at which frequency e is minimized. Its design principle is similar
than that of the previous mixed-sensitivity approach; higher We gain values should result in
higher e magnitude minimization and, then, better F function shaping.




















w = w u = u (3.47)
The controller input vector (v) is usually formed by the plan output (y) feedback path and an
exogenous disturbance (w) feed-forward path, which will provide the controller of the necessary
degrees of freedom to correctly shape the considered closed-loop transfer function (F). After
H∞ synthesis, a controller K will be obtained following the usual minimization problem;
min
K










being Fw→e an error function simply defined as Fw→e = Fref − F.
It is worth to remark the importance of the error (e) minimization. Unlike in the previous
H∞ mixed-sensitivity approach, where certain closed-loop functions are minimized in magnitude,
this new approach allows the designer to define complex model-reference transfer function (Fref )
for a given closed-loop system transfer function (F), whose magnitude can be either minimized
or maximized depending on Fref definition. In addition, minimization of the output error (e)
magnitude also implies that F will be equal to its reference Fref in phase, giving to this approach
an extra design degree of freedom.
This framework is the base of the two main contribution of this dissertation. Chapter 4 ap-
plies the model-reference approach to shape, in the frequency domain, the closed-loop admittance
of power converter-based systems. The applications of admittance-shaping are multiple and ex-
plored in detail in chapter 5. Chapter 6 focus, instead, on resonant plant shaping. Specifically,
the model-reference approach is used to shape a grid-connected VSC through an LCL resonant
filter so its behave like an equivalent L filter, damping the LCL resonance and improving the
overall system robustness.
3.5 Conclusion
The next conclusions can be derived from this chapter:
• Modern optimal control simplifies the systematic controller design of complex control prob-
lems (e.g. with multiple control objectives or with dynamically complex plants to be
controlled), which are difficult to approach with a classical design methodology.
• The main disadvantage attributable to optimal control is the probable high order of the
synthesized controller, which is equal to the defined augmented plant (P). In the present,
with the fast development of digital processors, this disadvantage is less of an issue. Addi-
tionally, order reduction techniques can be used, if necessary, to lighten the computation
burden of the implemented controller with an often small influence in the final performance.
• Among optimal control techniques, this dissertation is focused on the H∞ framework.
Specifically, this chapter presents the good results of the basic H∞ mixed-sensitivity ap-
proach applied to the design of a grid-current control with harmonic rejection capabilities.
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• The mixed-sensitivity design approach still presents some difficulties when several complex
objectives must be fulfilled simultaneously. An H∞ model-reference approach is presented
to overcome these difficulties. This design framework is the base of this thesis main con-
tributions, which are presented in the next chapters.

Chapter 4




This chapter develops the proposed H∞ model-reference method for current-controlled power
converters admittance shaping. The resulting controller is able to add to the classic reference
tracking capability the ability to shape, in the frequency domain and both in magnitude and
phase, the input admittance of the considered application. This is done by means of the model-
reference scheme introduced in Fig. 3.13, where two reference models for the tracking transfer
function (Tref ) and the admittance transfer function (Yref ) are included to define the desired
closed-loop behaviour of the grid current, as well as some frequency weights to distribute the
different controller objectives in the frequency spectrum.
Fig. 4.1 shows a single-phase simplification of the considered grid-current control of a two-






















Figure 4.1. Grid-current control of a VSC connected to the grid through an L or an LCL filter.
The grid is modelled with an ideal AC voltage source (vg) and its equivalent series impedance
Zg. The connection filter is formed by a grid-side inductance (L2), a capacitor (C) and a
converter-side inductance (L1). It can be configured in an L or an LCL filter topology, discon-
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necting the capacitor branch for the L-filter case.
Section 4.2 models the open-loop plant for both considered L and LCL filter topologies.
Fig. 4.1 also considers the one-sample delay and pulse-width modulation (PWM) effects in the
controller (K) output (u) present in the digital implemented platform. A more detailed analysis
of their effects in the open-loop grid current dynamic is done in section 4.7.
The controller (K) follows a three DOF structure. It uses a point of common connection
(PCC) voltage (vs) feed-forward path (Ks), a current reference (i
∗) feed-forward path (Kref ) and
a grid current (i) feedback path (Ki). The resulting controlled current (i) and controller actua-
tion voltage (u) closed-loop dynamics are derived in section 4.3. The controller will be designed
using the model-reference approach, and synthesized using a H∞ optimization algorithm. The
generalized plant P (see section 3.2.2) used to synthesize the controller that fulfils the considered
dual objective (i.e. admittance shaping plus current tracking) is detailed in section 4.4.
The theoretical background of the controller design methodology is detailed in section 4.5. It
is further illustrated, using simple examples, in section 4.6. The proposed method is not exempt
of some design limitations, some of which are typical in every discrete controller implementation
(i.e. not exclusive of the presented one), as it will be lastly detailed in section 4.8.
4.2 Open-loop plant modelling
This section defines a valid open-loop linear model of the grid current dynamic for the two
considered filter topologies (L and LCL).
4.2.1 Three-phase system reference frame
The three-phase system shown in Fig. 4.1 is modelled and controlled in the αβ stationary
reference frame [Krause et al., 2002]. Expressing a three-wire converter control problem in αβ
reference frame allows to operate under unbalanced conditions and in a natural way, removing
component coupling and, thus, reducing the original MIMO problem to the control of two
identical SISO uncoupled systems.
The theory and procedures exposed on this proposal are expressed for only one control
axis (α or β) and, similarly, the obtained controller will have to be executed twice, once for
each component. As a consequence, the obtained closed-loop admittance will be equal for both
components, being it a balanced three-phase admittance.
It is also worth to remark that the design procedure could be translated into other typical
reference frames, for instance, in synchronous dq axes.
4.2.2 Filter open-loop model
The grid current in Fig. 4.1 follows the next linear dynamic expression, expressed in Laplace
domain:
I(s) = G(s) · U∗(s) +Gd(s) · Vs(s), (4.1)
where I and Vs are the grid injected current and the PCC voltage, respectively. U
∗(s) represents
the averaged value, over a PWM period, of the VSC output voltage that is generated by the
PWM signals applied to the power device gates. Transfer functions G(s) and Gd(s) are the
open-loop command-to-output and input open loop admittance, respectively, which model the
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behaviour of the controlled current to changes of VSC output u∗ and the PCC voltage vs.
These transfer functions are extracted from the differential equations that describe the system
dynamics and are dependent on the grid filter that is used.
Figure 4.2. Equivalent electric circuit and block diagram of the two considered filters open-loop models.
Fig. 4.2 shows the open-loop single-phase electric diagram of the two considered filters, as
well as the aforementioned transfer functions G(s) and Gd(s) in the equivalent block diagram.
Their dynamics are modelled as follows:
• For the L filter case:






where Lf = L1 +L2 and Rf = R1 +R2 are the filter inductance and its parasitic equivalent
resistance, respectively.
• For the LCL filter case:
G(s) = − 1
sC(R1 + sL1)(R2 + sL2) +Rf + sLf
,
Gd(s) =
sC(R1 + sL1) + 1
sC(R1 + sL1)(R2 + sL2) +Rf + sLf
,
(4.3)
where Lf = L1 + L2 and Rf = R1 +R2.
4.3 Closed-loop dynamics
Fig. 4.1 showed the structure where the proposed controller is integrated. As it was described in
the introduction, the current controller (K(s)) has three inputs: the PCC grid voltage measure-
ment (vs), the grid reference current (i
∗), and the sensed grid current (i). From the information
provided by these three inputs the controller computes the output voltage (u) needed to achieve
the considered control objectives. The controller transfer matrix is computed as a whole by
the used H∞ control design algorithm, as it is detailed in section 4.4. However, it is interest-
ing to observe that dividing the transfer matrix in rows: K(s) = [Ks(s) Kref (s) Ki(s)] the
actuation signal can be calculated as:
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U(s) = Ks(s)Vs(s) +Kref (s)I
∗(s) +Ki(s)I(s). (4.4)
Controller K1 can be considered, thus, to be formed by the addition of a grid voltage feedfor-
ward action (Ks), a current reference pre-compensation action (Kref ) and a grid current feedback
action (Ki). That is, this controller allows to shape the input admittance in two ways: by the
output feedback loop modification and by the addition of an internal disturbance feed-forward
loop (see section 2.3.1 and Figs. 2.7 and 2.8).
Expressing the closed-loop grid current (i) using the aforementioned three DOF controller
structure, neglecting the effects of the one-sampling delay and PWM in the controller output











where T (s) and Y (s) are the closed-loop tracking and admittance transfer functions. It is
important to note that the system stability depends only on the system open-loop transfer
function L(s) = −GKi. As explained in section A.4, a good inverse indicator of the system
stability is the maximum peak Ms = ‖S‖∞ of the sensitivity transfer function S = (1 +L(s))−1.










Note that a continuous controller was considered for the derivation of the aforementioned
closed-loop dynamics, even though the final controller will be implemented in a digital platform.
Controller discretization, as well as the existence of one-sample time delay and a PWM at its
output, have influence in the grid-current response and the controller design limitations. For
the sake of simplicity, the next sections will neglect the effects of the one-sampling delay and
PWM in the controller output (i.e. u∗ ≈ u) and consider a continuous controller (K(s)). The
influence of the controller discretization, the time delay and the PWM is addressed in more
detail in section 4.7.
4.4 Controller objectives and obtaining method
The fundamental difference of the proposed control method with respect to classical current
control approaches is that, in addition to the common current controller tracking capabilities
(i.e. make T (s) ≈ 1 at some frequencies, so i ≈ i∗), it can shape the grid-connected converter
admittance (Y ) so it emulates a given model-reference transfer function, namely Yref .
The H∞ synthesis process from which the controller (K) is obtained uses, as introduced in
section 3.2.2, the information contained in the general control problem formulation, or gener-
alised plant (P), as its entry point. The plant P structure for the proposed admittance shaping
method is inspired by the model-reference H∞ approach introduced in section 3.4. The principle
behind this control proposal is the minimisation of the difference between the output current of
the aforementioned admittance reference (Yref ) and that of the actual converter (Y ); if, given
1For notation compactness, the Laplace variable ’s’ is omitted when its presence results obvious attending to
the context.
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the grid PCC voltage (vs), this difference is small, the converter would be following the pro-
vided admittance model, accomplishing the main objective of this work. Current tracking is
approached in a similar manner by means of a tracking reference (Tref ) transfer function.
Fig. 4.3 shows the proposed structure for P. Over the diagram;
Figure 4.3. Controller structure (for any of the αβ components) for the H∞ synthesis. The open-loop transfer
functions are coloured in green, while the purple elements are added in the design process for controller synthesis.
The generalized plant P, in red colour, wraps around both, while the desired controller K is shown in orange.
Finally, the closed-loop system N, in black, results from connection of P and K.
• Green elements represent the actual plant under control. The plant output (i) is the result
of adding the outputs of G and Gd transfer functions defined in section 4.2.
• Purple elements are added in the design process for controller synthesis. et is the difference
between the plant output (i) and the tracking reference model (Tref ) output (it). In a
similar way, ey is the difference between i and iy, the output of the admittance reference
model (Yref ). These two signals, as well as the controller actuation (u), are the variables
to be minimized by the controller. They are multiplied by frequency weights (Wt, Wy,
Wu, respectively), that emphasise the range of frequencies where each variable has to be
minimised. Their outputs compose the generalized plant output vector z .
• Finally, the controller that is produced from the synthesis process is displayed on green
colour. Note that the inputs to the controller, namely v in the standard notation of
(3.1), are all the exogenous signals (w vector) together with the plant output current
measurement, i signal. The controller output (u) forms the generalized plant input vector
u.




















u = u (4.7)
It is important to stress on the way iy and i are compared: ey is calculated as the subtraction
of both signals. As a consequence, good admittance control can be achieved not only in modulus
but also in phase if this error magnitude (|ey|) is minimized. Admittance transfer function phase
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is a key parameter because important dynamical properties, as for example passivity [Willems,
1972a], depend on it.
The design of frequency weights has a strong influence on the obtained controller K: the
signals involved in the z vector are actually incompatible from a minimisation point of view as
it is not possible to mimic a certain admittance in the frequency bands where good tracking is
required, in the same way that it is not possible to minimise the control effort at frequencies
where a good admittance shaping or current tracking are intended. The correct design of the
functions inside P is, to a large extent, application dependent and is dealt in more detail in
Section 4.5.
4.5 Controller design methodology: theoretical background
The synthesized current controller (K) depends on a set of transfer functions defined by the
designer (shown in purple in Fig. 4.3). This section summarizes, first, the controller (K) design
criterion attending to the choice of these elements; the model references (Tref and Yref ) and the
frequency weights (Wy, Wt and Wu). Finally, it presents a set of performance transfer functions
that the author considers useful for the analysis of the synthesized controller effectiveness.
4.5.1 Model references of the grid-current closed-loop dynamic
The first step in the design process is to define the desired tracking (Tref ) and admittance (Yref )
references.
Yref (s) represents the desired behaviour, in the frequency domain, of the closed-loop ad-
mittance (Y (s)), as so does Tref (s) for the desired tracking transfer function (T (s)). Obtained
controller should fulfil either T (s) ≈ Tref (s) or Y (s) ≈ Yref (s) at a given frequency range,
resulting in the minimization of either error signals et or ey.
In typical applications the grid current is required to accurately track the provided reference
(i.e. T (jω) = 1 so i(ω) ≈ i∗(ω)) at least in a band around the fundamental frequency (ω1)
and, possibly, also in some of its lower order harmonics (hω1). Facing the design from a model-
reference point of view, the evident approach to achieve this is to choose a Tref = 1.
The range of possibilities for admittance reference model (Yref ) is wider and more application
dependent. Chapter 5 shows different example designs that can give an idea of the design method
flexibility.
4.5.2 Frequency weights
This section first introduces the dynamic of the signals whose magnitude will be minimized by
the synthesized controller, as a preface to the design criteria for the frequency weights.
Dynamics of the signals to be minimized
The synthesized controller should minimize one of the signal whose dynamics are derived below:
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Yref − Y −T
]
(4.8)
where Fw→ey is the transfer matrix from the disturbances vector (w) to the admittance
shaping error (ey). Fvs→ey and Fi∗→ey model the contribution of PCC voltage (vs) and
current reference (i∗) to this error, respectively.
• In the same way, tracking shaping error (et) dynamic in the Laplace domain is modelled















−Y Tref − T
]
(4.9)
where Fw→et models tracking shaping error (et) dynamics in response to the complete
disturbances vector (w), and Fvs→et and Fi∗→et model the contribution of vs and i
∗ to it,
respectively.
• Finally, actuation voltage (u) dynamic response to changes of the disturbances vector






where Fvs→u and Fi∗→u were defined in equation 4.6.
Design criterion for the frequency weights
The H∞ problem can be partitioned as a function of the different exogenous outputs (zn) that



















Equation (4.11) establish an H∞ problem similar to the H∞ mixed-sensitivity problem in-
troduced in section 3.3.1. This inequality can be expressed, then, as a stacked problem with















Different conclusions can be deduced from the stacked H∞ problem above:
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• Attending to the condition given by the in-equation (4.12) and Fw→ey definition in (4.8), it





and, then, the magnitude of both admittance shaping error (|Yref − Y |) and tracking
transfer function (|T |). Or, in other words, high values of the admittance weight should
result in Y (s)→ Yref (s), both in magnitude and phase, and T (s)→ 0 .
• In the same way, from (4.13) and (4.9), a big tracking weight magnitude (|Wt|) should
minimize both tracking shaping error (|Tref − T |) and admittance transfer function (|Y |)
magnitudes. Then, T (s)→ Tref (s) and Y (s)→ 0 at frequencies where |Wt| is high.
• Finally, from (4.14) and (4.6), a big control effort weight magnitude (|Wu|) should
result in a minimized σ̄ (Fw→u). In other words, u should tend to zero for changes of both
disturbances (vs and i
∗) at frequencies where |Wu| is high. The only way to achieve this is
by decreasing all the controller terms magnitude: that is, by making |Ki(s)|, |Kref (s)| and
|Ks(s)| tend to zero. Then, increasing Wu should result in T (s)→ 0 and Y (s)→ Gd(s) in
(4.5). Additionally, the sensitivity function S(s) → 1 and the loop function L(s) → 0, so
increasing Wu is the best way to limit the controller bandwidth, preventing the reduction
of the system stability margins due to the water-bed effect (see section A.4).
Effect of control objectives interaction and design limitations
The emphasis in the word should in the conclusions above comes from the importance of the
obtained γ (i.e. how much N has been minimized with the synthesized K) in the in-equations
(4.12), (4.13) and (4.14). This term acts as an indicator of how difficult is for the H∞ synthesis
algorithm to obtain a controller that fulfils the design conditions imposed by the information
contained in P. In other words, a big3 obtained γ means that the algorithm can not find





(4.12), the tracking shaping error function (σ̄ (Fw→et)) in (4.13) and/or the actuation function
(σ̄ (Fw→u)) in (4.14), independently of how big Wy, Wt and Wu have been defined. Two main
factors may induce a big γ:
1. Normally, it is not possible to minimize both tracking (et) and admittance shaping (ey)
errors at the same frequencies. That is, they are usually incompatible objectives from a
minimization point of view. In a similar way, good tracking/admittance shaping results
may be incompatible with a high control effort minimization. These incompatibilities in
the design objectives are one of the risk factors that may induce a big obtained γ, resulting
in a poor performance of the synthesized controller. To solve this, the design weights must
be defined in a complementary manner. That is, if good admittance shaping is desired, a
bigger Wy and a smaller Wt and Wu have to be defined; minimization of the tracking error
and the control actuation follow an equivalent design guideline.
2. The obtained controller is conditioned by some design limitations. Ignoring them will result
in a high obtained γ and, then, in a controller that does not fulfil the desired objectives.
These limitations are explained in Section 4.8.
So the designer must define at which frequency ranges each of the controller objectives
(i.e. admittance shaping, tracking shaping or control effort limitation) is desired by means of
complementary frequency weights Wy, Wt and Wu. Fig. 4.4 summarizes the expectable results
of a controller (K) obtained from a given set of model references and design weights. Chosen
2Refer to section A.3 for a definition of the maximum singular value operator σ̄.
3A γ < 1 value is usually considered as a good result.
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Figure 4.4. Weights selection example and the resulting separation of the controller K(s) objectives in frequency
zones.
weights will divide the spectrum in four different frequency zones, each of which characterized
by a different controller objective.
4.5.3 Analysis of the controller effectiveness.
To evaluate the obtained controller effectiveness in terms of admittance and tracking shaping
















Tref (jω)− T (jω)
Tref (jω)
∣∣∣∣ (4.16)
, where the admittance shaping and tracking shaping errors are normalized to their respective
model references magnitude (i.e. |Yref | and |Tref |). Perfect admittance or tracking shaping is
obtained if |Fy(jω)| → 0 or |Ft(jω)| → 0 at a given frequency, respectively.
Analogously, a transfer function Fu(s), whose magnitude is equivalent to the maximum
singular value of Fw→u(s), is defined to evaluate the control effort minimization and bandwidth
limitation:
|Fu(jω)| = σ̄ (Fw→u(jω)) (4.17)
Low values of |Fu(jω)| will mean low allowed actuation voltages.
As stated in in-equations (4.12), (4.13) and (4.14), the magnitudes of these transfer functions
are bounded by their respective frequency weights as well as the obtained γ value, which is a
good indicator of incompatibilities in the design objectives. However, γ does not give additional
information of which objective is difficult to achieve given the information contained in P. For




γt = ‖Wt(s)Fi∗→et(s)‖∞ and γu = ‖Wu(s)Fw→u(s)‖∞. Therefore, attending to the ‖‖∞ norm
definition (see (3.21) and (3.22)), the next conditions are met for all frequencies (ω) and syn-
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thesized controllers (K):
∣∣Wy(jω)Fvs→ey(jω)












The next conclusions can be derived from the above in-equations:
• Ly(s), Lt(s) and Lu(s) will act as magnitude boundaries in the frequency domain of Fy(s),
Ft(s) and Fu(s) transfer functions, respectively.
• |Wy(jω)Yref (jω)|−1, |Wt(jω)Tref (jω)|−1 and |Wu(jω)|−1 can be considered as frequency
domain shapers of the admittance and tracking shaping errors and the controller actuation,
respectively.
• The constants (i.e. not function of frequency) γy, γt and γu are indicators of possible
incompatibilities in the admittance shaping, tracking shaping and actuation minimization
objectives, respectively.
4.6 Controller design methodology: practical aspects
This section presents a simple example that illustrates the design methodology introduced in
section 4.5. The application design specifications for this example are summarized as follows:
• A resistive behaviour is intended for the system closed-loop admittance, so a simple con-
stant Yref (s) = Yref0 will be defined. A unitary tracking reference (Tref = 1) is, as always,
selected.
• Good admittance shaping (i.e. Y (s) ≈ Yref (s)) is desired at both sub and super syn-
chronous frequencies.
• Good tracking (i.e. T (s) ≈ Tref (s)) is desired around the grid synchronous (i.e. funda-
mental) frequency (ω1).
• Control effort (u), and then controller bandwidth, must be limited at high frequencies.
The designer has to solve, in essence, two trade-offs exposed below:
1. Admittance shaping versus current reference tracking (i.e. tracking shaping): Broader
range of effective tracking shaping will result in faster current reference tracking, but also
in a narrower range of effective admittance shaping.
2. Performance versus energy optimization and stability margins: Good performance4 of
the controller in broader ranges will result in smaller stand-alone stability margins (i.e.
stability robustness) due to the water-bed effect (see section A.4 for more details). In
addition, performance of the controller could be sacrificed, in some cases, in favour of the
system energy optimization.
4Good controller performance is obtained, for this control paradigm, at frequencies where either good admit-
tance or tracking shaping are achieved.
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To simplify the controller design, it will be separated in two processes. First, the admittance
shaping versus actuation limitation (i.e. energy and stability margins optimization) trade-off
is partially solved. In a second step, the solution to the admittance shaping versus tracking
shaping trade-off is pursued. This second process may slightly modify the solution of the first
trade-off in terms of stability margins and energy optimization, but it can be easily corrected
by minor weights modifications.
4.6.1 Admittance shaping versus actuation limitation trade-off
In this first step the trade-off between good admittance shaping and actuation limitation is
discussed. Tracking weight Wt is then set to zero, resulting in a controller without any tracking
capabilities.
Weights definitions






where Wy has an initial high gain value (Ky) that will impose a low boundary (|Ly(s)|) to
admittance shaping error magnitude (|Fy(s)|) at low frequencies. The pole at ωy marks the
frequency from where this boundary is less restrictive (i.e. |Fy(s)| is less minimized).
Wu weights the actuation in two senses: it is used to limit the maximum control bandwidth






The transition between the low and high gain bands, set by the zero in ωu, marks the frequency
where control actuation is desired to be small (i.e. the stop-band beginning). The maximum
control effort in the control band is adjusted by modifying the gain Ku: lower values allow a
bigger control effort and vice versa (see |Fu| boundary |Lu| in in-equation (4.20)). This value is
usually adjusted to get a control effort near the saturation limit under nominal transients and
disturbances as, for instance, voltage dips. The pole ωup is needed to make Wu proper and can
be set as high as desired to limit the control effort in a broader bandwidth.
Fig. 4.5 shows the frequency domain representation of a possible choice of both admittance
and control effort weights magnitudes, and the expected frequency ranges of admittance shaping
and bandwidth limitation.
Note, in any case, that the admittance shaping and bandwidth limitation ranges represented
here serve only as a visual guidance. That is, the exact frequency where effective admittance
shaping range ends and the controller action starts to be limited may not match with the
frequency where |Wu| = |Wy|, as the optimisation process depends on other parameters such
as the admittance reference magnitude (|Yref |) and the obtained H∞ norms γy and γu (see
in-equations (4.18) and (4.20)).
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Figure 4.5. Example of the magnitude representation of the admittance Wy and control effort weight Wu, and
the resulting admittance shaping (blue colour) and bandwidth limitation (grey colour) ranges.
Figure 4.6. Weights example to illustrate the admittance shaping versus controller effort trade-off.
Design examples introduction
To further illustrate this first step of the weights selection and its derived design trade-off, two
design examples and the comparison of their respective results are fully described next. A
Ky > Ku is chosen for both examples in order to obtain good admittance shaping results at
low frequencies. The two examples differ in Wy pole at ωy and Wu zero at ωu selections. In
the first example, a narrower admittance shaping range and, then, bigger bandwidth limitation
are desired, defined by the choice of smaller ωy1 and ωu1 frequencies
5. These two design ele-
ments increase their values to ωy2 > ωy1 and ωu2 > ωu1 for the second example, resulting in a
broader admittance shaping range. Fig. 4.6 shows the frequency domain representation of the
aforementioned weights.
Admittance shaping results
Fig. 4.7 shows the admittance shaping results for the two considered examples. As it can be
seen on the top of the figure, the admittance shaping error magnitude |Fy| is limited by |Ly|,
as expected from in-equation (4.18). The second example has a broader effective admittance
bandwidth (BWy2) than the first one (BWy1), shown here as light blue and dark blue frequency
zones, respectively, thanks to its higher admittance weight pole value ωy2 > ωy1 (see Fig. 4.6).
The minimum error magnitude is bounded by the obtained ratio γy/(KyYref0), which is, in
this case, equal for both examples. The obtained |Fy| results will mean an admittance shaping
error of 0.1 p.u (−20 dB) of the given reference (Yref ) at low frequencies.
Fig. 4.7 bottom shows the considered open-loop admittance (Gd), the obtained admittance
(Y ) for both examples and the given resistive reference (Yref ). Both admittances (Y ) follow the
reference (Yref ) inside their respective effective admittance shaping range. At high frequencies,
where the control effort starts to be limited, close-loop admittance (Y ) tends to its open-loop
value (Gd).
5Design parameters and results for the first and second examples are notated with a subscripted 1 or 2,
respectively.
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Figure 4.7. Admittance shaping results for the two considered designs. On the top, their corresponding ad-
mittance shaping error magnitudes (|Fy|) and their frequency domain boundaries (|Ly|). Effective admittance
shaping ranges for both examples are shown in dark blue (BWy1) and light blue zones (BWy2), respectively. The
figure bottom shows how the resulting admittances (Y ) follows the given reference (Yref ) inside their respective
effective admittance shaping ranges.
Control effort limitation results
Fig. 4.8 shows the control effort results for both examples. The top of the figure shows how the
controller effort function magnitude |Fu| is limited by the function |Lu| (see in-equation (4.20)).
As a ωu2 > ωu1 was defined (see Fig. 4.6), a higher bandwidth limitation of |Fu| is obtained in
first design (light grey zone) than in the second (dark grey zone).
|Fu| maximum value in the frequency domain is closely related to the time domain response
of its output [Skogestad and Postlethwaite, 2007], the actuation voltage (u), as it can be seen
in the bottom of Fig. 4.8. It shows the actuation needed to respond to the application start
conditions (i.e. controller actuation when the considered application is first connected to the
grid)6. The small maximum peak of |Fu1| in the first example results in a very smooth response
of the controller actuation (shown in blue-dashed line at the bottom of Fig. 4.8.). However,
the bigger admittance bandwidth of the second example induces a higher |Fu2| peak, and then
a bigger actuation (shown in orange-dashed line at the bottom of Fig. 4.8), which will clearly
saturate the controller at the application start.
This high actuation in the second example comes from its broader effective admittance
shaping range. As it can be seen in Fig. 4.7, this broader range makes the admittance (Y ) follow
a reference (Yref ) bigger, in magnitude, than the open-loop admittance (Gd) at high frequencies.
This will induce higher controller efforts at those frequencies, as seen in |Fu| frequency domain
6This response is normalized to the half of the nominal DC-bus voltage VDC , as the PWM saturation limits
(shown as black horizontal lines in Fig. 4.8) are related to it
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Figure 4.8. On the top, the frequency domain minimization of both examples controller effort functions (|Fu|).
The range where each controller starts to be inactive are shown in dark grey (BWu2) and light grey (BWu1) zones
for the second and first examples, respectively. On the bottom, the time domain results of the control effort (u)
(normalized to the half of DC-bus nominal voltage VDC) needed to respond to a sudden change from zero to the
nominal conditions of the grid voltage (vs) (i.e., controller start condition) for both examples. The actuation in
the first and second example and the PCC voltage considered for the test are shown in blue-dashed, orange-dashed
and red lines, respectively.
representation in Fig. 4.8. This is an important fact that will be later taken into account in
chapter 5 for applications where high converter admittances are desired.
As a remark, note that, from Fig. 4.8 results, a γu2 > γu1 is deduced, as Ku gain was set
equal for both examples (see Fig. 4.6). This higher γu value is the result of the admittance
shaping and controller effort limitation objectives interaction in the second example, as the
H∞ synthesis can not find a controller that maintain |Y | = |Yref | at high frequencies without
increasing |Fu| and, then, controller effort (u).
Stand-alone stability robustness analysis
Finally, Fig. 4.9 shows the obtained sensitivity function magnitude for both considered examples.
Figure 4.9. Obtained sensitivity function magnitude for both considered designs.
The broader admittance shaping bandwidth of the second example induces a bigger sensi-
4.6. Controller design methodology: practical aspects 69
tivity peak, which will mean poorer (i.e. smaller) stand-alone stability margins of the proposed
controller (see water-bed effect definition in subsection A.4).
Conclusion
From the aforementioned results it is clear that, even though better admittance shaping results
are obtained for the second example, the high control effort and small stability margins obtained
makes this design inadvisable. The first design shows the opposite results; a very good stability
margins and smooth actuation response in detriment of a poorer (narrower) effective admittance
shaping range. An intermediary solution should be adopted (i.e. selection of ωy1 < ωy < ωy2
and ωu1 < ωu < ωu2).
4.6.2 Tracking shaping versus admittance shaping trade-off
Once the admittance shaping and control effort trade-off has been studied, this section will
introduce the current reference tracking objective in the controller design process, which will
induce a new trade-off between admittance and tracking shaping, as both can not be obtained
in the same frequencies.
Weights definition
A perfect tracking shaping is obtained if |Ft| → 0. This objective is desired, for these design ex-
amples, around the fundamental synchronous frequency (ω1). The resonant-like tracking weight
(Wt) presented below is suitable for this task:
Wt(s) = Kt
s2 + 2ζnω1s+ ω
2
1




This weight has an initial low gain (Kt < Ky) that will allow good admittance shaping results
in the rest of frequencies (i.e. sub and super synchronous). The parameters ζn and ζd will
determine Wt gain at ω1 and its resonance bandwidth:
• How much the tracking shaping error is minimized at ω1 depends on the Wt resonance
peak, that is, the ratio nh = ζn/ζd: the higher this ratio is, the smaller the error (i.e.
perfect current tracking (i ≈ iref ) can be obtained for very high nh values).
• Increasing ζn value will increase the resonance bandwidth of the proposed weight and,
then, the range where good tracking shaping is obtained7.
A modification of the admittance weight (Wy) presented in (4.21) is proposed below:
Wy(s) = Ky
s2 + 2ζdω1s+ ω
2
1




It presents a notch-like part, complementary to Wt resonance, that will decrease Wy gain around
the fundamental frequency.
Fig. 4.10 shows a frequency domain representation of Wt, Wy and Wu magnitudes defined
in (4.23), (4.24) and (4.22), respectively.
7In order to preserve the ratio nh, ζd must increase equally to ζn to make Wt resonance wider.
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Figure 4.10. Example of the magnitude representation of the new tracking weight (Wt), along with admittance
shaping (Wy) and control effort (Wy) weights, and the resulting, a priori, tracking shaping (red colour), admittance
shaping (blue colour) and bandwidth limitation (grey colour) ranges.
The new tracking shaping zone is, a priori, defined by the range where |Wt| > |Wy|. Increase
Wt resonance bandwidth by means of increasing ζn value is the best option to obtain a broader
tracking bandwidth in detriment of a narrower admittance shaping range
Design examples introduction
To further analyse the consequences of this new tracking shaping zone in the controller perfor-
mance, two new design examples and their corresponding results are described next. Starting
from the admittance shaping results and weights definitions of the previous step, a tracking
weight Wt like the one in (4.23) is introduced, along with a Wy modification following (4.24)
dynamic. The two proposed examples differ in the resonance/notch width defined by changes
of ζn parameter. Fig. 4.11 shows the frequency domain magnitude representation of these new
weights.
Figure 4.11. Chosen weights to illustrate the admittance shaping versus tracking shaping trade-off.
Tracking shaping results
Fig. 4.12 shows the obtained tracking results for both considered examples. The top part of
the figure shows the minimization of the tracking error magnitude (|Ft|), and how it is bounded
by |Lt| defined in (4.19). As it can be seen, |Ft| → 0 in ω1 for both examples, which means a
tracking error approximately zero (i.e. T ≈ 1 and i ≈ i∗) at that frequency. The middle part
of Fig. 4.12 shows how the obtained tracking transfer function (T ) follows its reference (Tref )
around the fundamental frequency (ω1). The obtained tracking bandwidth
8 marks the effective
8Tracking bandwidth of a controller is typically defined as the frequency range where −3 dB < |T | < 0 dB is
fulfilled.
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Figure 4.12. Frequency and time domain tracking results. In the figure, tracking error |Ft| magnitude minimiza-
tion in the frequency domain (top), tracking shaping results (middle), and tracking error et time domain results
for changes of the tracking reference i∗ (bottom). The black horizontal lines in the latter mark the standard error
for measuring the tracking settling time (ts) (i.e. 0.02 p.u of the current reference magnitude Î
∗.)
tracking shaping frequency ranges, shown in a dark red zone (BWt1) for the first design and in
a light red zone for the second design (BWt2). Finally, the bottom part of Fig. 4.12 shows the
time domain response of the tracking error (et) normalized to a sudden change of the current
reference (i∗(t) = Î∗ sin(ω1t)). The wider tracking shaping range of the second example allows
a faster tracking response.
Admittance shaping results
Fig. 4.13 shows the obtained admittance shaping results, and how they are affected by the
new tracking shaping zone around the fundamental frequency. As it can be seen, the effective
admittance shaping range in both designs (BWy1 and BWy2) is reduced, as Y tends to zero
around ω1 instead of to its reference (Yref ). The wider tracking shaping range of the second
example makes not possible a super synchronous effective admittance shaping range before the
controller effort starts to be limited at high frequencies, where Y → Gd. That is not the case for
the narrower tracking shaping range of the first example, where an effective admittance shaping
is still possible at super synchronous frequencies, even though with bigger relative admittance
shaping error magnitude (|Fy|) than at low frequencies.
72 Model reference approach for closed-loop admittance shaping: design
Figure 4.13. Obtained admittance results once controller tracking capabilities are considered. The new admit-
tance shaping range of the first (BWy1) and second (BWy2) examples are showed in light blue and dark blue,
respectively.
Control effort limitation results
Fig. 4.14 shows the controller effort limitation results. The broader tracking bandwidth of the
Figure 4.14. Controller effort limitation results for the two considered tracking shaping examples.
second example induces a broader range where actuation is not limited than in the first example,
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showed in dark grey (BWu2) and light grey (BWu1) frequency zones, respectively. It also induces
a slightly bigger |Fu| peak, which triggers a bigger actuation when the application start (bottom
part of Fig. 4.14).
Fig. 4.15 shows the frequency domain representation of the magnitudes |Fvs→u| and |Fi∗→u|,
which will measure the actuation response to changes of PCC voltage (vs) and current reference
(i∗), respectively, for the first considered example. |Fu| is defined by the maximum gain value,
Figure 4.15. Influence of PCC voltage vs and current reference i
∗ disturbances in the controller actuation u
magnitude (|Fvs→u| and |Fi∗→u| results, respectively) and, then, their frequency domain contribution to the
function |Fu|.
frequency by frequency, of these two transfer functions (see (4.17) and section A.3). As it can be
seen, the new tracking shaping zone increases |Fi∗→u| and, then, |Fu| around the fundamental
frequency. |Fu| frequency domain shape is determined by |Fvs→u| for the rest of frequencies
(i.e. the admittance shaping sub and super synchronous ranges). It can be concluded that, even
though tracking shaping affects the controller effort at synchronous frequencies, the controller
bandwidth for this example and, normally, the maximum controller effort needed (see the high
|Fu2| peak in the second example in Fig. 4.8) are more dependent on the admittance shaping
range at super synchronous frequencies. Therefore, the controller effort limitation specifications
(i.e. definition of Wu) can be usually fixed before defining the tracking capabilities.
Stand-alone stability robustness analysis
Figure 4.16. Sensitivity function results for the two considered tracking shaping designs.
Finally, Fig. 4.16 shows the sensitivity function magnitude for the two considered examples.
As good tracking strongly depends on feedback action (see how |S| → 0 for both examples at ω1),
the maximum sensitivity peak is higher in the second example, where the tracking bandwidth is
bigger, than in the first. This would be more evident if tracking was desired at other frequencies
(e.g. in selective harmonic compensation designs).
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Conclusion
For this second trade-off, selection of the first or second designs is more a matter of the considered
application. The second example has a faster tracking response than the first, but also a narrower
effective admittance shaping range. It has also slightly smaller stability margins, but as long as
multiple frequencies are not intended to be tracked (e.g. to reject grid voltage harmonics) the
differences should be small. The controller effort is also slightly affected by the controller new
tracking capability in comparison with the influence of effective admittance shaping ranges on
it.
4.7 Sampled data problem and controller synthesis
Even though a continuous Laplace modelling has been considered in the previous sections, the
real open-loop current dynamic follows a more complex pattern. That is due to the discrete
nature of the actuation voltage (u) when the controller (K) is implemented in a digital platform.
This section tries to derive, first, a valid open-loop model of the grid current dynamic for
the two considered filter topologies (L and LCL) taking into account this more realistic scenario.
Then, it studies different equivalent open-loop models, either in continuous or discrete time, that
can be included in the augmented plant (P) to synthesize a valid controller (K). The synthesis
process of the final discrete controller is detailed at the end of the section.
4.7.1 Hybrid model of the grid-current dynamic
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Figure 4.17. Hybrid continuous/discrete closed-loop diagram of the considered grid-current control. The blue
box mark the closed-loop admittance (Y (s)) dynamic, defined as the relation between a continuous input, the
PCC voltage (vs(t), and a continuous output, the grid current (i(t)).
Fig. 4.17 shows a more realistic diagram of the considered grid-current control once a discrete
controller (K(z)) is contemplated. The open-loop admittance (Gd(s)) can be directly modelled in
the Laplace domain, as the PCC voltage (vs) is, in fact, a continuous disturbance to the system.
However, the other open-loop disturbance to the current, the controller output (u(k)), is a
delayed discrete signal because the presented controller is executed in a digital signal processor
(DSP) that requires time for its execution. So, even though the closed-loop admittance to be
shaped is still a continuous transfer function (i.e. it models the relation between vs(t) and
i(t) once the control loop is closed), its dynamic (marked as a blue box in Fig. 4.17) includes
both continuous and discrete systems. The transfer function that models the dynamic from the
actuation voltage (u(k)) to the grid current (i(t)) should be, then, modified to represent a closer
approximation to the realistic hybrid scenario.
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PWM effect modelling
The plant model should consider, first, the PWM modulator effect in the controller actuation u.
A common and approximated choice is to consider this effect equal to a Zero-Order Hold (ZOH)





where ZOH(s) is the Laplace equivalent of the ZOH dynamic. The simplest way to include this
ZOH effect is to transform G(s) in equations 4.2 and 4.3 to its zero-order hold discrete-time






where Z and L−1 represents the z-transform and inverse Laplace-transform, respectively.
One-sample delay effect modelling
An inherent limitation in the practical implementation of discrete-time controllers is the im-
possibility of applying to the plant, in time k, an actuation computed with measurements also
acquired in time k. In most power converter control scenarios signal acquisition time and con-
troller actuation computation last for a non-negligible part of the controller sample time. The
typical workaround is to postpone the actuation application until the arrival of the next sam-
pling period. This is usually modelled placing a one-sample pure delay in the control input of
the plant discrete-time equivalent model in the z-domain (i.e. adding z−1 to G(z)|ZOH).
Model accuracy analysis
Fig. 4.18 shows a comparison of the frequency responses of G(s), G(z)|ZOH and z−1G(z)|ZOH
for the LCL filter topology.
Figure 4.18. Frequency responses of the continuous open-loop plant G(s), the Zero-Order Hold discrete-time
equivalent G(z)|ZOH plant and the delayed ZOH discrete-time equivalent z−1G(z)|ZOH for the LCL filter.
It can be observed that, while the modulus of the transfer functions are similar, there are
important differences in their phases that increase with frequency. While these differences could
be neglected in the case of a reference-tracking controller with a conservative tracking bandwidth
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(relative to the switching frequency), in the case of the admittance shaping it would yield phase
errors in the obtained closed-loop admittance.
To further prove the precision of the above model, a commutated system equivalent to the
real plant, formed by a switching VSC, the LCL filter and the grid, is implemented in MATLAB R©
Simulink using MATLAB R© SimPowerSystems toolbox. It includes both PWM modulation and
the one-sample delay presented in the digital platform, so it represents a very close approximation
to the implemented plant. The Identification toolbox is used, then, to identify the grid current
i response to a discrete actuation u(k) and a continuous PCC voltage vs(t) disturbances at
different frequencies. Fig. 4.19 compares these frequency domain identification results with the
proposed model.
Figure 4.19. Identification of the LCL filter open-loop frequency response and its comparison to the considered
command-to-output and input open-loop admittance models.
4.7.2 Search of an approximated fully continuous/discrete model
From the results in Fig. 4.19, it can be concluded that the grid current dynamic can be modelled
by the outputs addition of a continuous transfer function, Gd(s), and a discrete transfer func-
tion, z−1G(z)|ZOH . This hybrid model is non practical from a controller design point of view,
being necessary to either transform all the elements in the augmented plant (P) to the discrete
z-domain or to the continuous Laplace s-domain before using the considered H∞ synthesis algo-
rithm. This section presents different fully continuous and fully discrete approximated models,
and compares them with the real hybrid dynamic shown in Fig 4.19.
Continuous time models
The effect of both PWM and computational delay in the controller output voltage (U(s)) can











where U∗(s) represents the averaged value of the VSC output voltage.
Dynamics from the controller output (u) to the grid current (i) in the L and LCL filter
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sC(R1 + sL1)(R2 + sL2) +Rf + sLf
, (4.29)
where Greal(s) models the effect of Gdel(s) in G(s) in equations (4.2) and (4.3), respectively.
As it was described in Section 3.3.4, one of the requisites of the H∞ synthesis tool is that
the elements in the generalized transfer function P must be represented as state space matrices
without internal delays or as polynomial transfer functions. This means that the effect of
the delay terms (e−Tss) in Gdel(s) must be approximated as polynomial functions before being
included in P(s). Two methods have been considered to obtain an approximated version of
Greal(s):















where n marks the order of the resultant s-domain lineal transfer function. For a n = 1











Substitution of (4.31) in Greal(s) (equations (4.28) and (4.29)) results in the first order
Padé approximation (G(s)|Padé).
• The second method for the obtaining of a proper continuous approximated model is the
transformation of z−1G(z)|ZOH into its continuous s-domain approximation. To pre-
serve the ZOH and delay effects, a Bilinear (Tustin) transformation is used:







This transformation maps every point of the frequency response, both in magnitude and
phase, of z−1G(z)|ZOH to a point in the frequency response of a continuous-time equiv-
alent (G(s)|Tustin). Unfortunately, these two frequency points does not match, being the
magnitude and phase at frequency ωa of G(s)|Tustin equal to the magnitude and phase at
frequency ωb = ((2/Ts) tan (ωaTs/2)) of its discrete equivalent z
−1G(z)|ZOH . This phe-
nomenon in the bilinear transform is called frequency warping. Even though it will not
have much influence in the L filter model, this phenomenon becomes more evident if the
plant to be transformed has resonant poles/zeros (i.e. sudden changes in phase/magnitude
in the frequency domain) at high frequencies. For that reason, a modification of the bilin-
ear transformation is done at the resonant frequency (ωres) of the LCL filter case, called















For the sake of notation simplicity, both filters continuous models G(s) that takes into
account an approximated version of the PWM and delay dynamics using Tustin(4.32) or
Tustin+pre-warping(4.33) methods will be named G(s)|Tustin.
Discrete time model
These models consider a discrete version of the continuous s-domain open-loop admittance
(Gd(s)), named Gd(z). Three approximations have been considered:
• The inverse Tustin transformation (relation s→ z in (4.32)) and the inverse Tustin+pre-
warping at ωres (relation s→ z in (4.33)) for the L and LCL filter topologies, respectively.
Both resulting functions are named Gd(z)|Tustin.
• The impulse-invariant transformation, which matches the discretized impulse response of
Gd(z) to that of the continuous time system Gd(s). To do this, it maps all Gd(s) poles in
the continuous domain (psi) to the discrete domain (pzi) following:
pzi = e
psiTs (4.34)
The resulting function is named Gd(z)|Impulse.
• The zero-pole matching transformation, which will map all the zeros (zsi) and poles (psi)
of Gd(s) to their discrete domain equivalents (zzi and pzi) following (4.34) equality. The
resulting function is named Gd(z)|Matching.
Models comparison
Fig. 4.20 shows a frequency-domain comparison of the different open-loop models considered.
Some information can be extracted for its analysis:
• For the open-loop command-to-output (G = Fu→i) dynamic, the more realistic models (i.e.
the ones that accurately model the identified dynamic I(z)/U(z)) are z−1G(z)|ZOH and
Greal(s), in discrete and continuous time respectively. These two models are very close
in phase and magnitude inside the Nyquist frequency fs/2. However, Greal(s) includes
internal delays and, then, can not be used in theH∞ synthesis algorithm, so two continuous
time approximated systems, G(s)|Tustin and G(s)|Padé, have been considered. Both are
very close in magnitude to Greal(s), but G(s)|Tustin has improved results in terms of phase.
• For the open-loop admittance (Gd = Fvs→i) dynamic, the more realistic model is the
continuous model Gd(s), as the PCC voltage (vs) is, in fact, a continuous disturbance.
The frequency domain response of the discrete equivalents obtained using the zero-pole
matching (Gd(z)|Matching) and the impulse-invariant (Gd(z)|Impulse) are close in magnitude
but very different in phase to their continuous equivalent Gd(s). The discrete equivalent
Gd(z)|Tustin, obtained following a Tustin or a Tustin+pre-warping transformation, is very
close in phase to Gd(s) and differs slightly in magnitude, so it is its closest discrete ap-
proximation.
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Figure 4.20. Frequency-domain comparison of the different open-loop models, both in continuous and discrete
time and for both L and LCL filter topologies.
4.7.3 Controller synthesis
As concluded in the previous section, the more accurate models that can be used for the controller
H∞ synthesis are the set formed by G(s)|Tustin and Gd(s), considering the continuous s-domain,
and the set formed by z−1G(z)|ZOH and Gd(z)|Tustin, for the discrete z-domain. Both models
are ready to be included, along with model-references and frequency weights, in the model-
reference structure saw in Fig. 4.3, forming a continuous P(s) and a discrete P(z) version of
the generalized plant P. These generalized plants are the entry points to an H∞ synthesis
algorithm that will compute a continuous time K(s) or a discrete time K(z) version of the
controller, respectively.
Fig. 4.21 summarizes how to obtain a final discrete controller K(z) for the two considered
options.
Even though designing the controller directly in discrete time require less steps (continuous
controller version K(s) on the left part of Fig. 4.21 must be discretized through Tustin method
before it can be implemented in a digital platform), the continuous version of the H∞ synthesis
algorithm has proven better admittance shaping results, mostly at high frequencies, than its
discrete counterpart. This is probably due to the fact that the closed-loop admittance is, actually,
a continuous transfer function.
So the continuous model of the plant, formed by G(s)|Tustin and Gd(s), is the one used in the
rest of this dissertation for the obtaining of current controllers K(z). For the sake of notation
simplicity, G(s) ≡ G(s)|Tustin for the rest of this chapter.
The algorithm synthesis is performed using MATLAB standard library and also its Robust
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Figure 4.21. Flux diagram of the discrete controller K(z) synthesis from a continuous P(s) (left) and a discrete
P(z) (right) generalized plant.
Control Toolbox9. The transfer functions used in P are created using standard tf and ss
commands. Continuous to discrete conversions, and vice-versa, are performed using c2d and d2c.
Once they are created, process P is assembled using the scripting tool sysic. The controller
is then synthesised using hinfsyn command. The snippet displayed on Alg. 2 describes the
procedure used to obtain the final controller.
4.8 Design limitations
4.8.1 Bandwidth limitations imposed by the digital controller implementa-
tion
The proposed solution relies on the use of a discrete LTI controller and, thus, is subjected
to bandwidth limitations. This limitation was derived in section 3.3.4 for a discrete feedback
controller and a plant with time delays, following [Morari and Zafiriou, 1989] demonstration (see








where ωs is the sampling frequency in radians per second.
This section demonstrates that the proposed admittance shaping method is also subjected
to this limitation. To do that, consider now an open-loop command-to-output transfer function









The objective is to obtain an ideal two DOF controller (Kideal = [Ksideal Kiideal ]) with the
broader admittance shaping bandwidth possible, derived from an admittance shaping error func-
9The synthesis procedure here described represents only one alternative that has been found particularly
intuitive by the author; similar results could be obtained by different approaches.
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Algorithm 2 Controller synthesis procedure
1: procedure Controller Synthesis(G,Gd,ts)
2: Weights and model references definition:
3: Wu=tf(...); Wt=tf(...); Wy=tf(...);
4: Yref=tf(...); Tref=tf(1);




9: P assembly :
10: systemnames=’G Gd Yref Wy Tref Wt Wu’;
11: inputvar =’[vs;i_ref;u]’;











23: if (gamma>gmax) then goto Weight definition
24: K=c2d(K_cont,ts,’bilin’,...);
25: end
tion (Fy) equal to zero
10:















where Kiideal and Ksideal are the ideal grid current (i) feedback term and the ideal PCC voltage
(vs) feed-forward term, respectively, and Sideal is the ideal sensitivity function.
So perfect admittance shaping (equation (4.37)) may rely on both feedback (Ki) and feed-
forward (Ks) terms or only in the feed-forward term (i.e. with Ki = 0 and S = 1). A controller
that only relies on a feed-forward term would be very sensitive to plant parameters changes, so
let’s consider now the case of a controller with the broadest feedback bandwidth (i.e. frequency
range where |S| < 1). This ideal feedback term (Kiideal) can be obtained from the ideal feedback







10The two DOF controller Kideal is equivalent to the presented three DOF current controller (K =
[Ks(s) Kref (s) Ki(s)]) for a Ks = Ksideal , Kref = Kiideal and Ki = −Kiideal . See section A.2 for more
details.
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Following a similar design process to the aforementioned IMC feedback controller (see section











The resulting admittance transfer function (Yideal) for these two ideal controller terms is,
then:




Yideal in (4.43) is defined as the ideal admittance transfer function for a particular command-
to-output transfer function (G) with a real RHP-zero, an open-loop admittance (Gd), a given
admittance reference (Yref ) and the broader feedback action possible. Fig. 4.22 shows different
ideal admittances (dashed lines) for a plant (G) with a RHP-zero at z = 2× 104, an open-loop
admittance (Gd) and different levels of a resistive admittance reference (Yref = Yrefn).
Figure 4.22. Ideal admittance Yn for a given command-to-output plant G with a RHP-zero at z, an open-loop
admittance Gd and different admittance reference Yrefn.
These results lead to the next conclusions:
• A RHP-zero in G at a frequency z imposes a minimum achievable admittance magnitude
at ωc equal to the open-loop admittance magnitude at that frequency (i.e. |Y (jωc)|MIN =
|Gd(jωc)|), where ωc = z/2. This induces an admittance shaping bandwidth limitation for
low admittance references (i.e. for |Yref (jωc)| < |Gd(jωc)|), as the admittance abandons its
reference at some frequency ωx < ωc: the lower is the reference the sooner the admittance
abandons it (i.e. the smaller ωx is). Admittance phase is affected about one decade before
its magnitude.
• This RHP-zero in G does not impose, a priory, any limitation for achieving higher ad-
mittance magnitudes. That is, good admittance shaping can be achieved in magnitude at
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frequencies beyond ωc for |Yref (jωc)| ≥ |Gd(jωc)| definitions. In any case, it is still not pos-
sible to track a given admittance reference phase above 0.1ωc. Moreover, as shown in Fig.
4.8, an admittance (Y ) whose magnitude (|Y |) is greater than its open-loop value (|Gd|)
require a bigger control effort. So chances are that admittance shaping of high reference
(Yref ) are not feasible for broad bandwidths, even more for low-pass Gd dynamics.
These conclusions are similar for a plant (G) with a time delay (θ), in that case with a bandwidth
ωc = 1/θ, and whether the controller only uses a feed-forward term or both feedback and feed-
forward terms.
The continuous plant model (G(s)) presented in section 4.7.3 has a RHP-zero at frequency
z = 2/Ts (from the approximation of the time delay and the PWM effects), so an admittance
shaping limitation frequency ωc ≈ ωs/6 is also induced for the controller H∞ synthesis. Note
that this limitation is common for every feedback/feed-forward discrete controllers and plants
(G) with time delays/RHP-zeros. That is, it is not exclusive of the presented admittance shaping
technique.
4.8.2 Influence of time delays on system passivity
As explained in [Harnefors et al., 2014, Harnefors et al., 2015b, Wang et al., 2014b] the time
delay included in the controller digital implementation introduces non-passive frequency ranges
(i.e. ranges where <{Y (jω)} < 0). These non-passive zones can trigger instabilities if the grid
to which the power converter is connected has resonances at the same frequencies.
As demonstrated in the cited papers, for simple proportional one DOF controllers11, these
non-passive frequency ranges are ∆ω = [ωs/6, ωs/2] for the L filter topology, and ∆ω =
[ωdip, ωs/6] for the LCL filter, where ωs is the sampling frequency and ωdip = 1/
√
L1C is the
dipping frequency of the LCL open-loop admittance (Gd). If PR controllers are used (see section
A.7), additional non-passive frequencies will appear around their resonant frequencies (i.e. the
frequencies to be tracked).
The most common approach to compensate these frequency zones, at least below the Nyquist
frequency ωs/2, are the addition of derivative terms in the current controller, either in the feed-
back term [Wang et al., 2014b] or the PCC feed-forward term [Harnefors et al., 2014,Harnefors
et al., 2015b]12. This will increase the admittance phase until the system becomes passive inside
those ranges but, at the same time, will increase its magnitude. So these kind of techniques will
increase the total controller effort (u) needed and, if feedback is involved, they may reduce the
stand-alone stability margins.
Using the presented technique, the high frequency non-dissipative ranges can be avoided:
• By increasing, in the same way that the cited papers, the obtained admittance magnitude
(i.e. its reference) enough, so its phase remains passive at least below the Nyquist frequency
ωs/2. To that end, it must be taken into account the admittance shaping bandwidth
limitations derived in the previous section, where the admittance phase can not track a
given reference for frequencies above 0.1ωc, being ωc ≈ ωs/6 for the considered delayed
plant.
11These controllers are equivalent to a Ki = −Kref ∈ R and Ks = 0 in the presented three DOF controller.
See section A.2 for more details
12The system will be non-passive at some frequency above the Nyquist limit ωs/2 for plants (G) with time
delays. In fact, these techniques only delay in frequency the non-passive frequency ranges above the Nyquist
limit.
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• By highly limiting the controller action, so controller K→ 0 at the problematic frequencies
and Y → Gd, which is, obviously, passive.
Both solutions will result in a poor admittance shaping controller, as the obtained admittance
will follow the given reference in a very narrow bandwidth. As this dissertation objective is
the opposite (i.e. obtain a controller with the broader admittance shaping bandwidth), the
compensation of the non-dissipative frequency zones is not considered.
This zones, in any case, can be reduced (but not avoided) by defining an admittance reference
Yref ≈ Gd at high frequencies (i.e. when the maximum controller bandwidth ωc is achieved)
as, in that case, Y transition between Yref and Gd will be less abrupt, both in phase and in
magnitude.
4.8.3 Generalized plant P design limitations
Controller synthesis limitations in terms of the generalized plant P definition are the same that
the ones presented in section 3.3.4, so the reader can refer to that section for more details.
4.9 Conclusion
The next conclusions can be derived from this chapter:
• This chapter proposes a (sub)optimal H∞ method, following a model-reference approach,
that allows to shape, both in magnitude and in phase, the admittance of current-controlled
PEC-based applications. The designer should specify the desired behaviour of the closed-
loop admittance (Y ) and tracking (T ) transfer functions by means of an admittance (Yref )
and tracking (Tref = 1) reference models. The synthesized controller should fulfil either
(Y ≈ Yref ) or (T ≈ Tref ) inside its control bandwidth, in addition to have feasible actua-
tion levels, to avoid saturation problems, and enough stability margins.
• The designer should deal with two main design trade-offs: the admittance vs reference
tracking trade-off and the controller performance vs stability robustness and energy mini-
mization trade-off. To that end, three different frequency weights are defined (i.e. Wy, Wt
and Wu) that emphasize the range of frequencies where each controller objective (i.e. ad-
mittance shaping, reference tracking and energy/bandwidth limitation) is intended. This
chapter introduces different examples to illustrate these trade-offs and the controller design
methodology.
• The results of the proposed method depend on the precision of the modelled system. The
hybrid continuous/discrete nature of it makes not possible its use for the H∞ optimal
controller synthesize. This chapter proposes different fully continuous and fully discrete
approximations of this hybrid model and compares them in the frequency domain. It is
concluded that, among the considered models, a continuous Laplace model that includes
both the time-delay and PWM effects of the digital platform presents better admittance
shaping results.
• The proposed method is subjected to a bandwidth limitation induced by the implementa-
tion of the discrete controller in a digital platform. This limitation is not exclusive of the
presented admittance shaping technique.
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• The accuracy of the presented preliminary results, as well as the flexibility of the controller
design method, makes the proposed admittance shaping technique a promising tool to solve
different objectives of grid-connected PEC-based applications.

Chapter 5




Chapter 4 introduced the proposed admittance shaping technique. In addition, it shows some
preliminary simulated results to illustrate the design methodology. The presented technique
seems like a promising tool to solve different grid-connected PEC-based applications objectives,
some of which can be translated into admittance/impedance specifications. The purpose of
this chapter is to present different experimental admittance shaping applications in order to
demonstrate the flexibility of the proposed technique with respect to the current controller
objective.
Note that the previous chapter has only considered the inner current controller design. How-
ever, other outer control loops (e.g. voltage, power or phase-locked loops) are usually necessary
in PEC-based applications to fulfil their objectives. Section 5.2 presents the considered con-
troller testing application, a VSC-based active rectifier connected to the grid, and the effect of
its outer control loop in the obtained admittance.
Some information of the experimental platforms, the controllers implementation and the
method to obtain experimental frequency domain admittance results is given in section 5.3.
Once the considered PEC-based application and its experimental platform are detailed, dif-
ferent control motivations of admittance shaping are studied. They will be organized in three
categories depending on their main characteristics and desired objectives:
• Section 5.4 explores the advantages of broad band resistive designs, defined by constant
admittance profiles (Yref ). These kind of designs are convenient to improve the robustness
of the controlled grid-connected application towards weak grids. This section also studies
the influence of the selected filter open-loop admittance (Gd) and the discrete controller
sampling period (Ts) in this broad-band resistive behaviour. Results are obtained for both
L and LCL filter topologies.
• Section 5.5 focuses on low admittance designs. The main application of this kind of
designs is the grid voltage (vs) (sub/inter) harmonic effect attenuation/rejection in the
controlled grid current (i). Due to the aforementioned advantages of resistive designs,
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minimization of the closed-loop admittance is first pursued by the definition of a resistive
low admittance (Yref ), taking into account the limitations imposed by the used filter and
the controller digital implementation. This section also explores a second design that
introduces different admittance dips at selected frequencies by means of a more complex
admittance reference (Yref ), resulting in an improved voltage disturbance rejection but
also in poorer robustness toward weak grids.
• Finally, section 5.6 studies possible applications of high admittance designs. These
designs serve as grid stabilizers, damping possible grid impedance resonances that may
destabilize other grid-connected systems. In a similar way that in the previous section,
this section explores two different high admittance profiles, one focused in a given frequency
(i.e. power pit) and another that tries to behave like a resistive high admittance in the
broadest region possible given the limitations imposed by the used grid filter and the
sampling period of the implemented discrete controller.
The obtained experimental results for every admittance shaping design considered, both in time
and frequency domain, are detailed. The motivation of each application category is, then, stud-
ied, analysing the effectiveness of the obtained designs considering their respective objectives.
5.2 Controller testing application
Figure 5.1. Proposal block diagram: Active rectifier connected to the grid via L or LCL filter. In orange colour
the proposed controller. In blue colour the measured signals.
Even though this dissertation is mainly centred in the design of the inner current controller to
shape the system input admittance, PEC-based applications need, usually, additional outer loops
that may influence the achieved results. To test the proposed admittance shaping technique, the
obtained current controller has been applied to a PWM VSC-based active rectifier (see Fig. 5.1),
connected to the grid with an L or an LCL filter. This application represents a good benchmark
plant, allowing a simultaneous testing of the current reference tracking capabilities and of the
admittance emulation accuracy of the method.
The control structure is divided in a classical two-hierarchical-levels control scheme: in the
highest level, the load voltage is regulated to a given reference v∗DC by the DC-bus controller.
This voltage reference, together with a possible reactive power reference q∗, will serve as inputs
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for the DC-bus controller block that will generate an AC current reference, namely i∗abc, that
satisfies the desired power balance for a given -measured- Point of Common Connection (PCC)
voltage, vsabc .
5.2.1 Influence of outer-loops in the design
The admittance of grid tied current controlled power converter is also affected by outer loops, like
DC-bus controllers and phase locked loops (PLL). This section introduces some design guidelines
for the outer DC-bus voltage (i.e. power) controller of the proposed active rectifier (Fig. 5.1),
analysing its influence in the input admittance and the grid current in general. As the proposed
active rectifier does not need of an outer PLL to obtain the innermost loop current references
(i∗), its influence in the input admittance is not analysed.
DC-bus model.





DC) and a negligible power dissipation in the filter and the converter,






= p− pL (5.1)
where w = v2DC , pL is the power consumed by the DC-load (i.e. RL in Fig. 5.1) and p is the
active power delivered by the grid. In steady state (i.e. dwdt = 0 and vDC constant) the power
converter will obtain from the grid an active power (p) equal to the DC-load demand (pL) (i.e.
p ≈ pL):






where p dynamic shown above is fulfilled only for power invariant αβ transformation [Krause
et al., 2002].








This simple linear model should be enough for the design of an outer DC-bus voltage controller
in the considered application.
DC-bus voltage control structure and design.
The objective now is to design a controller KDC , like the one shown in the bottom right part
of Fig. 5.2, which will maintain w, and then vDC , equal to a given reference (W
∗ = (V ∗DC)
2)
by demanding from the grid an active power (p∗). The top part of Fig. 5.2 shows the complete
cascade control structure, with the proposed three DOF inner current controller (K) and the
new DC-bus voltage controller (KDC): the bottom left part is a simplification of this structure
considering the inner close-loop current dynamics T and Y.
The outer controller generates an active power reference (p∗) that, along with a reactive
power reference (q∗) introduced by the designer, generates the current references (i∗αβ) for the
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Figure 5.2. Complete cascade control structure of the proposed active rectifier.















The equivalent cascade control structure and the outer controller loop showed in Fig. 5.2 are
equivalent if perfect current tracking (i.e. T = I and Y = ∅) is achieved. In that case, the inner
loop will not affect the outer loop dynamic. To assure this, the outer controller (KDC) must
track its given reference (W ∗) ten times slower than the inner current controller (K) tracks its
reference (i∗αβ) (i.e. tsouter ≤ 0.1tsinner , being ts the settling time). A PI controller is proposed
to achieve this objective:




where kp and ki are the proportional and integral parts of the proposed controller. Note that,
as the tracking response of the proposed current controller is usually slow in favour of a bigger
admittance shaping bandwidth, the resultant DC-bus voltage dynamic will be even slower.
Influence of the outer controller in the active rectifier input admittance.
As it can be seen in equations (5.4) and (5.5), the current reference is function of both active
and reactive power references, but also of the PCC voltage (i.e. i∗ = f1(p∗, q∗, vs)).
Additionally, the active power reference (p∗) depends on the outer controller (KDC), the
measured DC-bus voltage squared (w) and its reference (W ∗). w depends on the DC-load
(RL), the grid current (i) and, again, the PCC voltage (vs) (see equation (5.2)). So p
∗ =
f2(vs, i,W
∗,KDC , RL). The reactive power (q∗) does not depend of any other variable or transfer
function, as it is, in this case, generated by the designer.
So the current reference can be roughly expressed as i∗ = f1(vs, i,KDC , q∗,W ∗, RL), where
q∗, RL and W ∗ are considered constants. This function is not lineal (due to (5.4) and (5.5)) and
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is dependent on time domain periodic signals (vs and i), but can be linearized using techniques
as the harmonic linearisation [Sun, 2009].
Let’s denote the linear model from the PCC voltage (vs) to the current reference (i
∗) as
Fvs→i∗ , whose dynamic is mainly affected by the outer loop controller (KDC). The lineal grid
current dynamics considering the outer loop, and neglecting the effect of constant outer references
(i.e. W ∗ and q∗), will change, then, to:
i = Ti∗ + Yvs = (TFvs→i∗ + Y︸ ︷︷ ︸
Y′
)vs (5.7)
where Y′ is the new application input admittance, once the outer DC-bus controller is considered.
The complete modelling of Fvs→i∗ is out of the scope of this thesis. However, it can be derived
from the above grid current dynamics, that the greatest effect of the outer loop in the admittance
will be around the tracking frequencies (i.e. where T ≈ I). At those frequencies the grid power
(p) will be equal to the reference (p∗), which will be constant in the steady-state.
The active rectifier will behave then, as a constant power load (CPL) at frequencies around
current tracking frequencies. Following equation (5.2), this will mean that a small signal increase
of the PCC voltage (vs) will decrease the power converter grid current demand (i), and vice-
versa, to maintain p constant and equal to pL. The CPL behaviour of the active rectifier at
current tracking frequencies, from an small signal point of view, is, then, equivalent to a negative
admittance. That is, the outer DC-bus controller will make the input admittance non-passive
at frequencies around the tracking frequencies.
Structure non-linearity analysis.
Even though equations (5.4) and (5.5) are lineal for a balanced PCC voltage (i.e. vsα and vsβ
equal in amplitude and in quadrature), that is not the case:
• if the PCC voltage is not balanced, as a second harmonic 2ω1 will appear in the DC-bus
voltage, which will no longer be constant in steady state.
• if the PCC voltage has an harmonic at a frequency hω1, as it will be transferred to a
current reference (i∗) with harmonics at hω1 and its lateral bands.
To minimize the non-lineal effect of PCC voltage disturbances in the obtained grid current, a
band-pass filter of the current reference (i∗) is proposed:
BP =
ωfs
s2 + ωfs+ ω2o
(5.8)
where ωf is the bandwidth of the filter and ωo is the frequency to be filtered or, saying the
same, the current reference (i∗) frequency to be tracked (e.g. the fundamental frequency (ω1).)
The filter (BP ) introduces a trade-off between filtering capabilities (small values of ωf ) and fast
current references (i∗) response (big values of ωf ) for disturbances of the system (i.e. changes
in PCC voltage, the DC-load etc.).
5.3 Experimental platform details.
5.3.1 Experimental setup and results test-bench.
Three different experimental setups are considered to test the performance of the proposed
admittance shaping controllers.
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Figure 5.3. Experimental Semikron and Sedecal setups
Semikron setup
This setup, shown in Fig. 5.3, constitutes the main source of experimental results of this dis-
sertation. It consists of the connection between an AC programmable power supply Pacific
SmartSource 345-AMX, emulating the grid, and a 17.5 kVA two-level Semikron VSC connected
to it through an LCL or an L filter (Table 5.1 shows the main parameters of the setup). A bank
of passive loads is connected to the DC-bus to test the application under different operating
points. The controller is programmed in C-code and implemented on a Texas Instruments DSP
TMS320DSK6713 based control platform described in detail in [Bueno et al., 2009]. More details
can be found in section 5.3.2.
Table 5.1. Experimental Semikron setup parameters
SN 17.5 kVA L1 3.4 mH
VgN 120 V R1 28.8 mΩ
ω1 2π60 rad/s L2 1.7 mH
V ∗DC 700 V R2 18.6 mΩ
Ts 200‖100 µs C 18 µF
Tsw 2Ts CDC 4.7 mF
KDC(z) Kp +
KITs
(z−1) KI ,KP 0.2893, 0.0369
The experimental values of the closed-loop system admittance are obtained by adding a three
phase controlled sinusoidal signal to the voltage generated by the AC power supply. The AC
power supply has a connector (P5), with three analog inputs where the user can place reference
voltage signals. These voltage signals are internally amplified and then added to each one of the
phases of the main power supply output. The analog outputs of a National Instruments Data
Acquisition card (DAQ) controlled by a very simple LabView GUI (specially designed for this
thesis) are connected to that port.
5.3. Experimental platform details. 93
To obtain the experimental admittance value on a particular frequency, the DAQ card is
configured to add, after amplification, a three-phase 10 V balanced sinusoidal signal to the AC
signal of the desired frequency. The generated voltage signal and the corresponding injected
currents are then acquired at a frequency fs = 1/Ts, ensuring that the possible transient effects
have already finished and that the data registry contains several cycles of the injected signal.
Voltage and current data are, then, converted to the αβ reference frame, analysed with the
MATLAB fft command, and divided to obtain the experimental value of the converter input
impedance/admittance.
Sedecal setup
The main difference with respect to the aforementioned Semikron set-up is the use of a 100 kVA
three-level NPC Sedecal VSC (which is also shown in Fig. 5.3) connected to the grid (emulated by
the same AC programmable power supply Pacific SmartSource 345-AMX) through a different
L/LCL filter configuration. The controller is also implemented on a Texas Instruments DSP
TMS320DSK6713. The main parameters of this setup are shown in table 5.2.
Table 5.2. Experimental Sedecal setup parameters
SN 100 kVA L1 0.5 mH
VgN 120 V R1 1.55 mΩ
ω1 2π60 rad/s L2 0.25 mH
V ∗DC 700 V R2 2.08 mΩ
Ts 200 µs C 100 µF
Tsw 2Ts CDC 2.2 mF
KDC(z) Kp +
KITs
(z−1) KI ,KP 0.2893, 0.0369
Danfoss setup
A two-level Danfoss VSC is used in this case. The controller is implemented in a DS1007
dSPACE system. An AC programmable power supply Chroma 61845 is used to emulate the
grid. The experimental admittance values are obtained adding three phase small controlled
voltage signals to the nominal grid voltage at different frequencies using this AC power supply.
The steady-state current response is, then, measured. The magnitude/phase relation between
the introduced voltage and measured current at each frequency represents the experimental
admittance at the corresponding frequency. Table 5.3 shows the main parameters considered for
this experimental setup.
5.3.2 Controller implementation.
Once the proposed three DOF inner current controller (K) is synthesized (see section 4.7.3), it
is implemented, along with the outer DC-bus voltage controller, in either the Texas Instruments
DSP TMS320DSK6713 based control platform or the DS1007 dSPACE based control platform.
In the latter, the controllers are easily implemented thanks to the dSPACE libraries available en
MATLAB R© Simulink , which generate the controllers’ C code directly from the Simulink block
diagrams previously used to simulate the considered applications. In the DSP based control
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Table 5.3. Experimental Danfoss setup parameters
SN 2.6 kVA L1 5.2 mH
VgN 120 V R1 28.8 mΩ
ω1 2π60 rad/s L2 4 mH
V ∗DC 650 V R2 18.6 mΩ
Ts 100 µs C 15 µF
Tsw 2Ts CDC 600 µF
KDC(z) Kp +
KITs
(z−1) KI ,KP 0.2893, 0.0369
platform, the controllers are programmed in C code using its state-space description:
xk+1 = Axk + Bvk (5.9)
uk = Cxk + Dvk
where, x, v and u vectors stand for the controller state, plant outputs measured by the sensors
and controller actuation, respectively, and [A,B,C,D] are the controller state matrices.
Fig. 5.4 shows a diagram of the different tasks executed during a sample period in the DSP.
Figure 5.4. Chronogram of the implemented control algorithm. The blocks show the different tasks executed in
the processor unit. The arrows show the data flow between tasks and sample periods.
The period starts updating PWM signals with the actuation computed during the previous
sampling period, uk−1. This time-shift is reflected as the one-sample delay at the plant input.
Next, signals from sensors are acquired. With those data, higher hierarchy loops, in this case the
DC-bus voltage controller, are computed, obtaining the appropriate references for the current
controller. The controller is executed in two steps. First the actuation to be applied in the next
period, uk, is computed. Finally, the controller internal states are updated, calculating xk+1,
before the DPS goes idle until the next period arrives.
Fig. 5.5(a) shows the percentage over one sample time of all the control algorithm tasks
for three different designs (i.e. different values of K) implemented in the aforementioned DSP
based control platform. As it can be seen, in all the designs the most time-consuming state is
the inner loop controller (i.e. time TK). Fig. 5.5(b) shows the relation between K number of
states and its time consumption TK: as it can be seen, TK almost linearly increases with K
number of states. In any case, there are no problems related to execution time constraints even
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for high order controllers, as can be seen in the enough idle time remaining during one sampling
time. In case its necessary, order reduction techniques can be applied to K to reduce its states
number and, then, TK. Section 5.5.3 shows an example of that kind of techniques.
Figure 5.5. (a) Percentage over one sample time Ts of the different states of the control algorithm depicted in
Fig. 5.4 and (b) inner current execution time TK related to number of states of K for the three designs considered.
5.4 Broad band resistive designs
This section studies the advantages of a resistive behaviour in a wide range of PEC-based
applications. The motivation of this kind of designs, the system robustness improvement towards
weak grids, is first addressed in section 5.4.1. Then, its bandwidth limitation is derived in
section 5.4.2. Attending to this limitation, two designs that try to obtain a resistive behaviour
in the broader bandwidth possible, one for the L filter and another for the LCL filter topology,
are presented in sections 5.4.3 and 5.4.4, respectively. Finally, an analysis of the robustness
improvement towards weak grids of the two proposed designs is done in section 5.4.5.
5.4.1 Motivation of broad band resistive designs
Considering a non-ideal grid, the closed-loop grid current dynamics derived in (4.5) changes to:
I|Zg(s)6=0 =
T




1 + ZgY︸ ︷︷ ︸
Y ′(s)
Vg, (5.10)
where Vg is the ideal grid voltage, Zg is the equivalent grid series impedance and Y
′(s) and T ′(s)
are the modified closed-loop admittance and tracking transfer functions, respectively. From
(5.10), it can be seen that the system stability no longer depends only on the loop function
L(s) = −GKi in (4.5), but also on the new impedances loop L′(s) = ZgY . Provided that the
system is stand-alone stable (i.e. analysing L(s) = −GKi), the impedance stability criterion (see
section 2.2.1) focus on this new loop (L′(s)) in order to predict the stability of the interconnected
system. Fig. 5.6 shows the block diagram of the new grid current dynamic.
From a current controller design point of view, the easiest way to assure the system sta-
bility with weak grid conditions (i.e. high grid impedance) is to make the input admittance
resistive and as low as possible in a wide frequency range, as discussed in [Harnefors et al.,
2007,Middlebrook, 1976].
A graphical demonstration of this is depicted in Fig. 5.7. Fig. 5.7(a) shows the frequency-
domain representation of a weak grid admittance (Yg = 1/Zg) and its interaction with a given
converter admittance (Y ). In this case, the converter uses a classical proportional plus integral
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Figure 5.6. Block diagram representation of the interconnection of a current-controlled VSC to a non-ideal grid
with an equivalent serial impedance Zg(s).
Figure 5.7. Frequency domain representation of the interaction phenomenon between the VSC admittance (Y )
(blue line) and the grid admittance (Yg = Z
−1
g ) (green line), resulting in the equivalent modified admittance (Y
′)
(red line) for two cases: (a) connection of a non-resistive PEC-based application (e.g. PI current controlled PEC)
and (b) connection of a resistive PEC. φM represents the stability phase margin of the new complex system at
each point of interaction (ωi).
(PI) current controller (see section A.7) for an L filter, so its admittance (Y ) is small at low
frequencies (i.e. inside PI bandwidth) to reject PCC voltage disturbances and at high frequencies
to filter the PWM commutation noise (i.e. open-loop filter dynamic Gd) [Céspedes and Sun,
2012]. The resulting modified admittance (Y ′) is shown in red.
The interaction frequencies ωi, where |Y (jωi)| = |Yg(jωi)| and |L′(jωi) = 1|, are of main
importance for the stability analysis. The system will be stable as long as:
−180o < ∠Y (jωi)− ∠Yg(jωi) < 180o (5.11)
is fulfilled. This condition can be compromised by the non-passive behaviour of power convert-
ers [Harnefors et al., 2015b]. Additionally, the closer is the system to the previous stability
phase boundaries (±180o), represented by the phase margin (φM ) in Fig. 5.7, the bigger the
admittance resonance in Y ′ will be, resulting in poorer rejection of grid voltage disturbances at
those frequencies [Yang et al., 2014].
On the other hand, Fig. 5.7(b) shows an alternative resistive converter admittance and its
interaction with the previous grid. As it can be seen, this admittance profile improves both
stability robustness, increasing φM , and the rejection of voltage disturbances.
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5.4.2 Bandwidth limitation of resistive broad band designs
As stated in subsection 4.8.1, the admittance shaping capability (both in magnitude and in
phase) is only possible within a certain frequency range, which mainly depends on the admittance
reference (Yref ), the open-loop admittance (Gd) and the maximum controller bandwidth (ωc ≈
ωs/6, where ωs is the sampling frequency in radians per second).
Fig. 4.22 showed the ideal admittances achievable for a fixed open-loop admittance (Gd)
and maximum bandwidth (ωc), and different values of the admittance reference (Yref ). From
it, it can be deduced that the minimum achievable admittance at frequency ωc is approximately
equal to the open-loop admittance of the system at this frequency (i.e. Ymin(jωc) ≈ Gd(jωc)).
Therefore, it can be deduced that the minimum resistive admittance reference achievable in
the broadest bandwidth (ωc) is equal to the filter open-loop admittance at frequency ωc (i.e.
YrefMIN = |Gd(jωc)|), as it is shown in Fig. 5.8.
Figure 5.8. Minimum obtainable resistive admittance reference (Yrefmin) as a function of the open-loop admit-
tance (Gd) and the maximum admittance shaping bandwidth (ωc).
Note that it is possible to achieve a smaller resistive admittance reference (Yref < Yrefmin) in
a narrower band. But to reduce this reference and still obtain the broadest bandwidth possible
(ωc), either the sampling time (Ts) must be reduced or the filter inductances must be increased,
as both will result in a smaller magnitude of Gd(s) at ωc.
From Fig. 4.22, it is also deduced that it is possible to follow a bigger resistive admittance
reference that the minimum (i.e. Yref > Yrefmin) in the broadest bandwidth possible (ωc) without
theoretical limitations. However, note that an admittance (|Y |) bigger than its open-loop value
(|Gd|) will require bigger actuation voltages (see Fig. 4.8), so this solution may not be feasible
in practice.
5.4.3 L filter case
Model references and weights definition
This design considers the Semikron setup described in section 5.3, an active rectifier connected
to the grid by an L filter (i.e. disconnecting the capacitor C in Fig. 5.1). Its admittance, outside
the fundamental frequency range, will present a purely resistive behaviour of Yref = 0.1f, which
is slightly above the minimum and broadest achievable resistive behaviour for the used filter
open-loop admittance Gd and sampling time Ts (i.e. Yref & |Gd(jωc)|).
The energy absorbed by the converter due to this dissipative behaviour is evacuated, by the
DC-bus voltage controller, through the grid fundamental frequency. To that end, it is necessary
to provide the controlled system with fundamental frequency tracking capabilities. The simplest
way to achieve this objective is by selecting a tracking reference Tref = 1.
To distribute the different objectives along the spectrum this design uses the weights dis-
played on Fig. 5.9 (i.e. similar to the ones presented in section 4.6 example to illustrate the
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different design trade-offs):
Figure 5.9. Frequency weights for the broad-band resistive design with the L filter.
• Wt is chosen as a resonance in the grid fundamental frequency. A high gain ensures an ac-
curate tracking. Its resonance bandwidth controls tracking transient response. Concretely
it follows the structure:
Wt(s) = Kt
s2 + 2ζnω1s+ ω
2
1




where w1 = 2π60 rad/s is the grid fundamental frequency, ζn varies the resonance band-
width and ζn/ζd can be used to adjust the resonance peak maximum value.
• Similarly, a complementary admittance weight Wy is defined using a notch-like function
in the fundamental frequency.
Wy(s) = Ky
s2 + 2ζdω1s+ ω
2
1




where wy marks the maximum frequency where admittance emulation is desired. The
notch part of the transfer function is complementary to Wt resonance (i.e. equal ζn and
ζd values).





where the zero in ωu1 defines the frequency where control effort starts to be limited. The
pole in wu2 is needed to make Wu (and P) proper, as required by H∞ synthesis algorithm.
A discrete controller with a sampling time Ts = 200 µs is obtained from the weights and
model references defined before.
Frequency domain results
Fig. 5.10 shows the obtained closed-loop tracking function (T )1. It can be observed that the
design achieves good tracking capabilities around the fundamental frequency ω1.
Similarly, Fig. 5.11 shows the achieved admittance shaping results. In the figure, it can
be seen the open-loop admittance (Gd), the desired admittance reference model (Yref ), the
theoretical closed-loop admittance (Y )1 and the experimentally identified system admittance
1 Y and T are calculated using equation (4.5) from the theoretical plant dynamics (G and Gd) and the
synthesized controller (K)
5.4. Broad band resistive designs 99
Figure 5.10. Tracking shaping result for the resistive design in the L filter topology.
Figure 5.11. Admittance shaping result for the resistive design in the L filter topology.
(Yexp) for a discrete number of frequencies. It can be observed that the synthesised controller
effectively shapes the system admittance: as expected the admittance follows the reference below
and above the fundamental frequency up to the system maximum control bandwidth (around
the fundamental frequency there is a transition zone where Y → 0 due to tracking shaping).
Finally, Fig. 5.12 shows the achieved sensitivity function. Its magnitude is below the 6 dB
limit usually defined to consider a system robust.
Figure 5.12. Achieved sensitivity function magnitude for the resistive design in the L filter topology.
5.4.4 LCL filter case
Model references and weights definition
Using again the Semikron setup (see parameters in table 5.1), the same resistive admittance
reference Yref = 0.1f is now considered for the LCL filter topology, as it is still a close value to
the broadest and minimum achievable resistive behaviour for this filter and sampling time (i.e.
Yref & |Gd(jωc)|).
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The design flow is almost unaffected by the more complex dynamics of the LCL filter. In
this case, control objectives spread over a wider band, using a Wy equal to (5.13) but with
a bigger ωy, so the LCL resonance can be also shaped adequately. Tracking reference is also
kept as Tref = 1. This example has been designed to present a faster tracking behaviour than
the previous design. Wt follows, thus, (5.12) but selecting a wider resonance bandwidth (i.e.
increasing ζn). Control effort is shaped with a Wu equal to (5.14), with an also higher ωu1 value.
Fig. 5.13 shows the frequency domain representation of the aforementioned weights.
Figure 5.13. Frequency weights for the broad-band resistive design with the LCL filter.
A discrete controller with a sampling time Ts = 200 µs is obtained from the above weights
and model references selection.
Frequency domain results
Fig. 5.14 shows the obtained tracking shaping results: the tracking bandwidth is bigger than
for L filter case, as expected from the wider Wt resonance width.
Figure 5.14. Tracking shaping result for the resistive design in the LCL filter topology.
Fig. 5.15 shows the achieved admittance shaping results. Theoretical admittance (Y ) is equal
to the given reference (Yref ) at both sub and super synchronous frequencies. The experimental
admittance results (Yexp) are similar to the expected ones, with a small mismatch in phase
probably for the non-exact filter modelling, more precisely the LCL resonance. Note how the
resonance frequency (ωres =
√
(L1 + L2)/(L1L2C)) in Gd, is actively damped by the proposed
method thanks to the resistive reference definition (Yref (jωres) = 0.1f).
Fig. 5.16 shows the sensitivity function magnitude, which again fulfil the robustness stan-
dards.
Time domain results
This design is used to validate, in the time domain, the experimental transient and tracking
capabilities of the active rectifier obtained with the proposed design procedure. Results are
gathered in Fig. 5.17:
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Figure 5.15. Admittance shaping result for the resistive design in the L filter topology.
Figure 5.16. Achieved sensitivity function magnitude for the resistive design in the LCL filter topology.
• Fig. 5.17(a) shows the initial converter connection and DC-bus charging to its nominal
value (700 V). General view shows how the DC-bus is charged from the diode-rectified
level to the nominal value. Zoom 1 shows the current transient when PWM starts. Zoom
2 details system signals during bus boosting. After elevation, currents go null because bus
is initially unloaded (i.e. RL = 0).
• Fig. 5.17(b) shows the system behaviour under a soft reactive power change. With the
DC-bus still unloaded, reactive power reference goes from 4 to −4 kVAr. Power controller
forces the transient to follow a slope. Top view shows the complete transient. Zoom 1 and
2 focus on the phase between the grid voltage and currents for both references.
• Fig. 5.17(c) shows the system behaviour when a 4.2 kW load (RL) is connected to the
DC-bus with a null reactive reference. The top shows the complete transient. Zoom 1
focuses on the currents and DC-voltage evolution after the connection. Zoom 2 shows grid
currents and voltage in steady-state. Fig. 5.17(d) shows the αβ components evolution
for the results shown in Fig. 5.17(c): the top part shows the PCC and grid consumed
currents and their reference in αβ reference frame for Zoom 1; the bottom part shows the
grid consumed current and the reference provided by the outer controller for the α and
β components during Zoom 2 time ranges. As it can be seen the currents follows their
references accurately.
• Fig. 5.17(e) and 5.17(f) show system evolution when the grid suffers a balanced and
unbalanced (type E [Bollen, 2000]), respectively, with a loaded 4.2 kW DC-bus. Top view
shows the complete transient in grid voltages, currents and DC-bus voltage, meanwhile
the lower view focuses on the dip initial edge. For the balanced case, all phases fall to 60%
of its value keeping their phases untouched. In the unbalanced dip test, phases b and c
fall to 30% of its value, again with no changes in their phases. As it can be seen, a small




Figure 5.17. Time-domain experimental measurements of the active rectifier response to different tests: (a) start
(b) reactive power reference change (c) active power (DC-load) reference change (d) αβ grid current components
evolution for the previous active power reference transient (e) balanced dip (f) unbalanced dip.
oscillation (with a frequency 2ω1) appears in the DC-bus with an unbalanced dip. The
grid current response is, on the other hand, smooth and sinusoidal for both balanced and
unbalanced dip tests. Additionally, no oscillation at frequency ωres can be appreciated,
which proves again the good obtained resonance damping.
5.4. Broad band resistive designs 103
5.4.5 Robustness toward grid uncertainties analysis
The robustness improvement of the proposed resistive admittance shaping method towards weak
grids is analysed below. The current-controlled grid-connected VSCs, for both L and LCL filter
topologies, are next tested for two different grid series impedance dynamics: a purely inductive
grid Zg(s) = Lgs and a resonant inductive-capacitive grid Zg(s) = (Lgs)/(LgCgs
2 + 1). For the
sake of notation simplicity, these grids will be named as L-type and LC-type grids in the rest of
the chapter.
L filter case
Fig. 5.18 shows the modified admittance (Y ′(s)) closed loop poles (i.e. roots of 1 + ZgY in
equation (5.10)) for changes of Lg in the L-type grid and Cg in the LC-type grid (with Lg fixed
to 0.74 pu2), considering an L-filter connection with the grid.
Figure 5.18. Y ′(s) poles for changes of the L-type grid (left) and changes of the LC-type grid (right) using the
L filter topology. The red lines represents unstable cases.
The system is stable for all L-type grids considered. However, it has some unstable zones
for LC-type grids (red lines in Fig. 5.18). These instabilities appear when the resonance of
Zg matches, in frequency, the two non-dissipative zones of the obtained admittance (Y ) in Fig.
5.11: the first in the fundamental frequency (ω1), that interacts with the grid for a Cg inside the
interval [8.97, 10.13] pu2, and the second at high frequencies outside the controller bandwidth
(fc), for a Cg inside the interval [0.001, 0.038] pu
2.
Fig. 5.19 shows Y ′(s) magnitude for some of the previous L-type (left side) and LC-type
(right side) grid changes. As it can be seen, an inductive behaviour of the grid decreases the
obtained admittance at high frequencies. However, the interaction between the LC-type grid and
the converter admittance generates a resonance in Y ′: the red box in the right side of Fig. 5.19
represents the zone where this resonance is unstable. The capacitive behaviour of Zg interacts
in this case with the inductive and non-passive behaviour of the converter at high frequencies.
LCL filter case
Fig. 5.20 and Fig. 5.21 show Y ′(s) closed-loop poles and magnitude evolution for the same
changes of the grid series impedance, in this case for the LCL filter topology, which admittance
2Grid impedance parameters are expressed in per unit values of the Semikron VSC nominal impedance
ZN = 3V
2
gN/SN (i.e. LN = ZN/ω1 = 6.5 mH and CN = 1/(ZNω1) = 1.1 mF)
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Figure 5.19. |Y ′(s)| for changes of an inductive grid (left) and an inductive-capacitive grid (right) using the L
filter topology. The red box in the right represents Cg interval where the interconnected system becomes unstable.
results were shown in Fig. 5.15.
Figure 5.20. The admittance Y ′(s) poles for changes of inductive grid (left) and changes of capacitive grid (right)
using the LCL filter topology.
Again, the system is stable when connected to a wide range of inductive-grids. It becomes
unstable if the resonance of an LC-type grid impedance matches, in the frequency domain, the
non-passive zones of the active rectifier (see Fig. 5.15) at fundamental frequency and at high
frequencies.
Experimental time domain demonstration of the system robustness
The robustness of the grid-current controller is now experimentally tested in the time domain
for the LCL filter case. Fig. 5.22(a) shows the tracking results for a sudden change of the grid
current reference (i∗) with ideal grid conditions (i.e. Zg = 0 and PCC voltage (vs) equal to its
nominal value). Fig. 5.22(b) shows a similar experiment, this time with an LC-type resonant
grid impedance connected between the LCL filter and the AC power supply. The current is stable
and quickly tracks the given reference for both cases. Note that the grid impedance resonance is
perfectly damped by the converter resistive admittance. This behaviour is expected attending to
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Figure 5.21. |Y ′(s)| for changes of an inductive grid (left) and an inductive-capacitive grid (right) using the LCL
filter topology.
Figure 5.22. (a) Experimental time domain tracking results for an ideal grid impedance (Zg = 0) (b) Experi-
mental time domain tracking results for a resonant LC-type grid: Lg = 0.74 pu
2 and Cg = 0.33 pu
2.
admittance magnitude (|Y ′(s)|) evolution in Fig. 5.21 for the chosen grid impedance parameters:
Lg = 0.74 pu
2 and Cg = 0.33 pu
2.
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Conclusions of the robustness analysis
The achieved broad-band resistive designs only present some instabilities whenever the resonant
of an LC-type grid matches one of the non-passive zones of the controlled system:
• The first non-passive zone, around the fundamental frequency (ω1), comes from the current
reference tracking control (i.e. admittance control is not desired at these frequencies) and
is unavoidable due to the CPL behaviour of the active rectifier (see subsection 5.2.1).
• The zone at high frequencies is beyond the admittance control bandwidth (see subsections
4.8.1 and 4.8.2) and can only be reduced by a more complex admittance reference that
increases system admittance phase (and, then, magnitude) enough prior to the end of
controller bandwidth. Some previous works have study this by including derivative terms
in their current controllers [Harnefors et al., 2015b, Wang et al., 2014b]. However, this
phase increase will trigger bigger actuations and, if feedback is involved, smaller stand-
alone margins.
The resonant frequency of the grid (i.e. ωresZg = 1/
√
(LgCg)) decreases as Cg increases. This
resonance will be damped if it matches the resistive admittance shaping zones of the converter
(i.e. sub and super synchronous frequencies below the controller bandwidth). This can be seen
in 5.18 and Fig. 5.20, where the unstable (poorly damped) poles for low values of Cg gradually
tend to stability as Cg increases. This resonant poles damping phenomenon can be also seen in
|Y ′(s)| evolution (see Fig. 5.19 and Fig. 5.21), which resonance at high frequencies gradually
decreases as Cg increases. This also explain how the unstable zones, in terms of grid impedance
values modification, are narrower for the LCL filter case than for the L filter case (compare right
side of Fig. 5.18 and Fig. 5.20) due to its broader band of resistive/passive behaviour (compare
admittance phases of Fig. 5.11 and Fig. 5.15).
It is important to remark that the results from Fig. 5.18 to Fig. 5.21 show the worst case
scenario, where the considered grid resonance is not damped by any resistive element, which
is rarely the real case. In a more realistic scenario, the resonant unstable poles in Fig. 5.18
and Fig. 5.20 may lay inside the unit stability circle. Additionally, as shown in Fig. 5.11 and
5.15, the experimental admittance (Yexp) presents a more resistive behaviour at high frequencies
than the theoretical obtained admittance (Y ), which means that this non-passive zone could be
narrower in the real application.
The proposed controller, that shapes the converter admittance to behave as a resistance in
a broad band, is, then, proven to be very robust for a wide range of grid impedance uncertainty,
both for L and LCL filter topologies. It is important to remark that some of the considered grid
impedances are not feasible in practice, as their high values will require huge controller actuation
for grid current tracking. The aforementioned analysis only shows the stability robustness of
the method.
5.5 Low admittance designs
This section explores the design of PEC-based applications with a low closed-loop admittance.
The motivation of this kind of designs, rejection of PCC voltage (sub/inter) harmonics, is stated
in section 5.5.1. Given the advantages of resistive broad band design in term of robustness
towards grid uncertainties (see section 5.4), a broad-band resistive admittance is first studied
in section 5.5.2, trying to minimize the admittance reference (Yref ) to improve the (sub/inter)
harmonic rejection results. Even though the harmonic rejection capability of this design extends
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into a wider bandwidth that the common proposals, it is probably not enough to fulfil the strict
grid standards. For that reason, a second design is explored in section 5.5.3, which defines a
more complex admittance reference (Yref ) with a dip-like behaviour at some discrete frequencies
(i.e. low order harmonics), resulting in an improved harmonic rejection capability at these
frequencies. Proposed controllers are designed and tested for the LCL filter topology active
rectifier. In addition to the (sub/inter) harmonics rejection capability, the obtained systems
should fulfil some stability and performance requirements, such as good tracking of the current
reference (i∗), LCL filter resonance damping and stability robustness both in grid-connected
and stand-alone conditions. The analysis of some of these objectives fulfilment is addressed in
section 5.5.4, comparing the obtained results of the two proposed low admittance designs.
5.5.1 Motivation of low admittance designs
The presence of grid current (sub/inter) harmonics in current-controlled grid-connected PEC-
based applications is regulated by strict grid standards such as [IEEE 519-2014, 2014], [IEEE
1547-2003, 2008] and [IEEE 929-2000, 2000]. The controlled grid current (i) is affected by the
PCC voltage (vs) as it can be derived from equations (4.5) and (5.10). To reject the effect of
PCC voltage (sub/inter) harmonics in the controlled current, it is clear that a low admittance,
ideally zero, is desired, at least in the grid low order harmonics (commonly 5ω1 and 7ω1).
As stated in section 2.3.2, the commonest way to reject grid voltage harmonics is to include
multiple PR feedback controllers tuned at the problematic frequencies, whose high magnitude
will indirectly reduce the closed-loop admittance at the tuning frequencies. Note, in any case,
that the use of these controllers would only result in a rejection of voltage oscillations in the
tuned frequencies. Moreover, even the rejection effectiveness at those frequencies depend on
different factors, such as the model uncertainties, the discretization process and the presence of
computational delays in the system, which may result in frequency displacement of the tuned
PR and, then, in an ineffective harmonic attenuation. Additionally, the use of high feedback
gains controllers may lead to poor stand-alone stability margins (see water-bed effect in section
A.4), so its use is not recommended when a wide frequencies range of grid voltage oscillation is
wanted to be rejected. Finally, the stable operation of PR controllers becomes more difficult for
resonant filters as the harmonics to be rejected approach their resonances.
5.5.2 In a broad band
Model references and weights definition
This first design objective is to behave as a low resistive admittance in a broad frequency range.
In that regard, it is very similar to the LCL filter design presented in subsection 5.4.4. The only
difference is that, in this case, an admittance as low as possible to reject grid voltage (sub/inter)
harmonics inside the controller bandwidth is intended.
Taking into account the bandwidth limitations for a broad-band resistive design addressed
in section 5.4.2, the filter inductances are increased and the sampling time is decreased for this
design, using to that end the Danfoss experimental setup shown in section 5.3 (refer to table 5.3
for its main parameters values). The capacitor value is also decreased to reduce the new LCL
filter resonant frequency within the controller bandwidth. The minimum resistive admittance
reference for this new filter and sampling time is Yref = 0.06 Ω
−1, which, along with the common
tracking reference selection Tref = 1, will constitute the desired behaviour of the closed-loop
grid current dynamic.
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Figure 5.23. Frequency weights for the low admittance broad-band resistive design with the LCL filter.
Admittance shaping is again desired at both sub and super synchronous frequencies (includ-
ing the filter resonant frequency), tracking shaping is desired around the fundamental frequency
and control effort is limited at high frequencies. Tracking (Wt(jω)), admittance (Wy(jω)) and
control effort (Wu(jω)) weights follow, then, the same dynamics than (5.12), (5.13) and (5.14),
respectively. Fig. 5.23 shows the frequency domain representation of the selected weights.
A discrete (Ts = 100 µs) controller is obtained from the aforementioned design parameters.
Frequency domain results
Fig. 5.24 and Fig. 5.25 show the obtained tracking and admittance shaping results, respectively.
As expected from the selected weights, the tracking transfer function (T ) is equal to one (i.e.
perfect current tracking is achieved) at the fundamental frequency (ω1), meanwhile the closed-
loop admittance (Y ) follows its low resistive reference (Yref ) at both sub and super synchronous
frequencies, damping the LCL filter open-loop resonance. The obtained experimental admittance
(Yexp) demonstrates that any (sub/inter) harmonic in the PCC will be attenuated to a current
oscillation of, at most, 6% of the introduced voltage disturbance thanks to the low defined
admittance reference Yref = 0.06 Ω
−1.
Figure 5.24. Tracking shaping result for the low admittance broad-band resistive design with the LCL filter.
Finally, Fig. 5.26 shows the achieved sensitivity function magnitude (|S|), which again fulfils
the stand-alone stability robustness standards.
5.5.3 Localized at some frequencies (admittance dips)
Model references and weights definition
A higher order admittance reference (Yref ) is considered for this design, with lower gain values
at the main grid voltage 5th and 7th harmonic frequencies. This kind of admittance profile may
lose the higher robustness towards weak grids obtained with the previous resistive design, but
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Figure 5.25. Admittance shaping result for the low admittance broad-band resistive design with the LCL filter.
Figure 5.26. Achieved sensitivity function magnitude for low admittance broad-band resistive design with the
LCL filter.
produces a bigger attenuation of the grid voltage influence in the controlled grid current without
increasing the filter inductances. The proposed admittance reference dynamic is as follows:
Yref (s) = 0.1
(
s2 + 2ζd(5ω1)s+ (5ω1)
2
s2 + 2ζn(5ω1)s+ (5ω1)2
)(
s2 + 2ζd(7ω1)s+ (7ω1)
2
s2 + 2ζn(7ω1)s+ (7ω1)2
)
, (5.15)
which has a resistive behaviour of 0.1 Ω−1 at all frequencies except for the fifth (5ω1) and
seventh (7ω1) harmonic frequencies, where two admittance dips are placed. These dips have the
same dynamic than the notch at fundamental frequency in Wy (see equation (5.13)); that is,
nh = ζn/ζd will define the dip minimum value and ζn the dip bandwidth. In this case, both
dips are designed equally, with a minimum gain value nh = 10
−2 and enough width to quickly
damp the 5th and 7th grid voltage harmonics influence in the controlled current. Additionally,
Yref parameters are selected so that the desired system is always inside the passivity limits (i.e.
−90 < ∠Yref < 90), in order to increase its stability robustness towards weak grids.
The proposed design is again applied to the LCL filter topology of the Semikron setup (refer
to table 5.1 for its main parameter values), with a sampling time Ts = 100 µs. The selected
admittance reference should result in a current oscillation of 0.1% of the magnitude of eventual
5th and 7th harmonic voltage disturbances (Yref (j5ω1) = Yref (j7ω1) = 0.001 Ω
−1), and an
attenuation of 10% for the rest of controlled frequencies (Yref (jω) = 0.1 Ω
−1 for all frequencies
except for 5ω1 and 7ω1). A tracking reference Tref = 1 is chosen, as always.
Good admittance shaping is desired again at sub and super synchronous frequencies (includ-
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ing the LCL filter resonance), with a good tracking at the fundamental frequency (ω1) and higher
control effort limitation at high frequencies. Tracking (Wt) and control effort (Wu) weights dy-
namics are, then, equal to the ones presented in (5.12) and (5.14), with a necessary modification







s2 + 2ζd1ω1s+ ω
2
1
s2 + 2ζn1ω1s+ ω21
(5.17)
R5ω1(s) =
s2 + 2ζn5(5ω1)s+ (5ω1)
2
s2 + 2ζd5(5ω1)s+ (5ω1)2
(5.18)
R7ω1(s) =
s2 + 2ζn7(7ω1)s+ (7ω1)
2
s2 + 2ζd7(7ω1)s+ (7ω1)2
(5.19)
The main difference between this new admittance weight and the one used in the previous
designs (equation (5.13)) is the two resonant-like gain increments at the 5th (R5ω1(s)) and 7
th
(R7ω1(s)) harmonic frequencies. Fig. 5.27 shows the frequency domain representation of the
selected weights for this design.
Figure 5.27. Frequency weights for the admittance dips design with the LCL filter.
Justification of the use of a higher order generalized plant
The addition of these new resonant parts in Wy is justified next. As introduced in subsection
4.5.3, an effective admittance shaping is obtained at frequencies where |Fy(s)| is low, being Fy(s)
the normalized admittance shaping error transfer function defined in (4.15). Fy(s) magnitude
is shaped, in the frequency domain, by the inverse magnitude product |Wy(s)Yref (s)|−1, as
demonstrated in the admittance shaping error magnitude boundary (|Ly|) defined in in-equation
(4.18). This means that when a low admittance reference is desired at a given frequency the
admittance weight must increase accordingly in order to achieve a good admittance shaping:
that is, designer must increase |Wy(s)| to decrease |Wy(s)Yref (s)|−1 for low |Yref (s)| values, and
then achieve low |Fy(s)| values.
Fig. 5.28 demonstrates this further by means of frequency domain results. It shows the
admittance shaping error (|Fy|) minimization (top) and the obtained closed-loop admittance
(Y ) (bottom) for the desired admittance reference (Yref ) with (Fig. 5.28(b)) and without (Fig.
5.28(a)) the resonant parts in Wy(s). As it can be seen in Fig. 5.28(a), if a plain admittance
weight is defined (like the one in (5.13)) the dips in Yref (s) will result in a poor minimization
of the admittance shaping error (i.e. high values of the error boundary (|Ly(s)|) and, then, of
|Fy(s)|). This is solved by the addition of the proposed resonant weights, leading to the good
admittance shaping results shown in Fig. 5.28(b).
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Figure 5.28. Admittance shaping results (a) without introducing resonant parts in the admittance weight and
(b) introducing resonant parts in the admittance weight.
Order reduction of the synthesized controller
As stated in subsection 3.3.4, the synthesized H∞ controller (K) has the same order than the
generalized plant (P) which, at the same time, depends on the chosen design parameters (i.e.
model references and weights). The aforementioned selection of tracking (Tref ) and admittance
(Yref ) references, and tracking (Wt), admittance (Wy) and control effort (Wu) weights, along
with the LCL filter model (G and Gd) will result in a single-phase controller of 21 states (42 if
the two axes of the αβ reference frame are considered). Even though the used DSP can compute
the operations of this large controller within the selected sampling time Ts (see Fig. 5.5), a
reduction of the controller order is recommended.
To do so, the command reduce of MATLAB Robust Control Toolbox was used. This com-
mand uses a balanced model reduction technique based on the Hankel singular values of the
transfer function to be reduced, which provide a measure of energy for each state in a system.
The high energy states of a system are of main importance for its dynamic, and then must
be retained, in opposition to low energy states, which can be discarded without affecting the
overall performance. Let’s name the controller to be reduced Kn and its reduced version Kred:
using reduce a controller Kred that minimize the additive error ‖Kn −Kred‖∞ will be obtained
attending to the Hankel singular values of Kn.
Fig. 5.29(a) shows the 21 Hankel singular values of the initial controller (Kn) distributed
with respect to its absolute value (i.e. from biggest to smallest state energy). A reduced 15th
order controller can be obtained with negligible modifications in the performance, as shown
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Figure 5.29. (a)Hankel singular values magnitude of the high-order controller (Kn). Only 15 of them contribute
significantly to the overall controller performance (b)Comparison between the high-order 21 states controller (Yn),
reduced 15 states controller (Yred15) and 14 states controller (Yred14) obtained admittances.
in the comparison of the obtained closed-loop admittance for the nominal (Yn) and reduced
(Yred15) controllers in Fig. 5.29(b). However, a reduction to a 14
th (or lower) order controller
results in a different admittance (Yred14) in the transition between the tracking bandwidth (i.e.
around the fundamental frequency ω1) and the admittance shaping in sub and super synchronous
frequencies.
Frequency domain results
Fig. 5.30 shows the obtained experimental admittance results (Yexp), along with its expected
values (Y ), the proposed reference (Yref ) and the filter open-loop admittance (Gd). The admit-
tance follows its reference at both sub and super synchronous frequencies, damping the LCL
filter resonance and rejecting, as expected, any PCC voltage disturbance at the 5th and 7th
harmonic frequencies to a 0.1% of its magnitude.
Figure 5.30. Admittance shaping result for the admittance dips design with the LCL filter.
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Fig. 5.31 shows the obtained tracking shaping results. Again, tracking transfer function (T )
is close to unity around the fundamental frequency, providing a good current reference tracking
response.
Figure 5.31. Tracking shaping result for the admittance dips design with the LCL filter.
Fig. 5.32 shows the sensitivity results of the proposed design. The additional feed-back
needed at the harmonic frequencies (see how |S(j5ω1)| and |S(j7ω1)| are very small compared
to the previous resistive design Fig. 5.26) causes that the sensitivity magnitude no longer fulfils
the robustness boundary ‖S‖∞ < 6 dB (marked in Fig. 5.32 with an horizontal blue dashed
line). The loss of stand-alone stability robustness is, then, one of the drawback of this design.
Figure 5.32. Achieved sensitivity function magnitude for the admittance dips design with the LCL filter.
5.5.4 Analysis of the proposed low admittance designs
This subsection tests the grid voltage disturbance rejection capability of both presented low
admittance designs. In addition, it analyses their stability robustness towards grid impedances
changes.
Grid voltage disturbance rejection capability analysis
The grid voltage harmonic rejection capabilities of the proposed designs are tested below. Fig.
5.33 shows the total harmonic distortion (THD) for four different simulated test cases and
different operational points:
In test 1 (T1) a 5th harmonic of 0.12 pu3 is introduced in the grid; in test 2 (T2) a 7th
harmonic of 0.1 pu is added to T1; in test 3 (T3) two more harmonics, 11th = 0.7 pu and
13th = 0.6 pu, are added; finally test 4 (T4) is completed with many high frequency harmonics
17th = 0.6 pu, 19th = 0.6 pu, 23th = 0.6 p.u, 25th = 0.6 pu, 29th = 0.5 pu, 31th = 0.3 pu,
35th = 0.3 pu and 37th = 0.3 pu. The Admittance Dips design has a lower THD for low order
harmonics, thanks to their lower admittance values at 5th and 7th grid harmonic frequencies.
3With respect to the nominal grid voltage (VgN = 120 V) at the nominal frequency (ω1).
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Figure 5.33. Obtained THD of the proposed low admittance designs for different harmonic test.
The smaller resistive admittance reference in the Broad Band design reduces the THD for higher
order harmonics, as it can be seen in the results for T4.
Fig. 5.34 and Fig. 5.35 show the experimental time domain results to T2 and T4, respectively,
considering an ideal grid impedance (Zg = 0).
Figure 5.34. Experimental time domain results to test 2 with an ideal grid impedance Zg = 0.
The grid currents (i) still follows its (active) reference (i∗) after the introduction of harmonics
in the grid voltage (vs), with reduced current distortion thanks to the achieved low admittance
profiles. The second design (i.e. Admittance Dips) rejects better the grid fifth and seventh
harmonics in T2 (Fig. 5.34). When higher order harmonics are introduced (T4), the response
of both designs is very similar, being slightly better for the broad band design (Fig. 5.35).
Robustness towards grid uncertainties analysis
Fig. 5.36 and Fig. 5.37 show the modified admittance (Y ′(s), see equation(5.10)) closed-loop
poles evolution for changes of the inductance (Lg) in an L-type grid impedance (Zg(s) = Lgs)
and the capacitance (Cg) in a resonant LC-type grid impedance (Zg(s) = (Lgs)/(LgCgs
2 + 1)),
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Figure 5.35. Experimental time domain results to test 4 with an ideal grid impedance Zg = 0.
respectively: Lg is fixed in the latter to 0.11 pu
4.
Figure 5.36. Y ′(s) poles for changes of an inductive grid in (a) the broad band design and (b) the admittance
dips design.
The system is again stable for a large variation of L-type grids, and unstable for changes
of LC-type grids if its resonance matches the non-passive frequency zones of the converter (i.e.
the fundamental frequency (ω1) and frequencies above the controller bandwidth (ωc ≈ ws/6)).
The Admittance Dips design introduces two pairs of complex-conjugate resonant poles at the
5th and 7th grid harmonic frequencies which are close to destabilize the system for Cg variations
(compare first zoom in Fig. 5.37 for both design). The system remains stable, in any case, due
to the passive behaviour of the converter at those frequencies (thanks to the passive admittance
reference (Yref ) definition in (5.15)).
4These results were not taken in the same experimental setup, using a Danfoss VSC of nominal power SN = 2.6
kVA for the broad-band design and a SN = 17.5 kVA Semikron VSC for the admittance dips design. Grid
impedance parameters are expressed in per unit values of the Danfoss VSC nominal impedance, so the stability
robustness analysis of the two designs can be comparable. L-type grid impedance changes are then expressed in
per unit values of its nominal inductance LN = 44.1 mH, meanwhile LC-type impedance changes are expressed
as a function of its nominal capacitance CN = 0.16 mF)
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Figure 5.37. Y ′(s) poles for changes of an inductive-capacitive grid in (a) the broad band design and (b) the
admittance dips design. The red lines represents unstable cases.
Conclusion
Both designs are, then, robust towards weak grids. The Admittance Dips design has an improved
voltage harmonic rejection capability around the tuned frequencies (5ω1 and7ω1) than the Broad
Band design, but poorer at the rest of frequencies. The Admittance Dips design lacks, on the
other hand, of the stand-alone stability robustness of the Broad Band design (compare sensitivity
results in Fig. 5.26 and Fig. 5.32).
5.6 High admittance designs
This third application considers high admittance profiles for the grid-connected VSC. This kind
of designs will serve as weak grid stabilizers, as section 5.6.1 demonstrates. Again, two designs
are presented, one with a high-admittance in broad resistive band (section 5.6.2) and another
following a resonant-like behaviour centred in a known grid series impedance resonance (section
5.6.3). Both designs use the L filter topology and a sampling time Ts = 200 µs. In addition,
they are able to track a given current reference (i∗) at the fundamental frequency (ω1) and,
then, control their own DC-bus voltage (i.e. they will act as active rectifiers like the one shown
in Fig. 5.1). The effectiveness of the proposed grid stabilizers is demonstrated in section 5.6.4.
5.6.1 Motivation of high admittance designs
Consider a weak grid like the one shown in Fig. 5.38(a), with a resonant LC series impedance
(Zg(s) = (Lgs)/(LgCgs
2 + 1)). A controlled VSC, named VSC1 and modelled with its Norton
equivalent in Fig. 5.38(a), connected to this weak and resonant grid may be unstable if the
impedance stability criterion (analysis of L′(s) = ZgYc interconnection loop in (5.10)) is not
met. As demonstrated in the previous applications, the resonant behaviour of this weak grid
is a risk factor for the stability of the interconnected system. Fig. 5.38(b) demonstrates this
interaction graphically.
This thesis proposes the design of a shunt-connected VSC, named VSC2 in Fig. 5.38(c),
with a big equivalent admittance (Y ). This converter will provide of a low impedance path to
the system, which will damp the weak grid resonance so a new stronger grid series impedance
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Figure 5.38. (a) Connection of a VSC (VSC1) to a weak grid and (b) its interaction in the frequency domain:
where Y ′(s) = Yc(s)/(1 + Zg(s)Yc(s)). (c) Connection of a high-admittance converter (VSC2) to stabilize the
system and (d) interaction of the new strong grid (Z′g(s)) with VSC1: where Y
′(s) = Yc(s)/(1 + Z
′
g(s)Yc(s)).
(Z ′g) may be considered:
Z ′g(s) =
Zg(s)
Y (s)Zg(s) + 1
(5.20)
This stronger grid is less likely to interact with other VSC connected to it, like the previously
considered VSC1: Fig. 5.38(d) demonstrates this graphically.
It is important to remark that the connection VSC2-grid must be also stable (analysis of
L′(s) = ZgY interconnection loop). To assure this, the new big-admittance converter (VSC2)
should be resistive at least around the grid resonant frequency to be damped as, if not, it may
interact (i.e. become unstable) with the very same grid it tries to stabilize. This was graphically
demonstrated in Fig. 5.7 (section 5.4), which shows the convenience of a resistive converter
behaviour to increase the interconnected system stability margins.
The final complex system stability (Grid-VSC1-VSC2) can be derived, in fact, from an
impedance stability criterion point of view (section 2.2.1). In this case, the load admittance is
equal to the sum of converters admittances (Yl = Y + Yc) and the source impedance is equal to
the grid impedance (Zs = Zg). If |Y | is designed to be much higher than |Yc|, the contribution of
the latter to the load admittance can be neglected. In that case, it is possible to assert that the
interconnection Grid-VSC1-VSC2 will be stable providing that the interconnection Grid-VSC2
is stable.
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5.6.2 In a broad band
Model references and weights definition
This design considers again a broad band resistive design, this time with a higher admittance
reference (Yref ). As exposed in section 4.8.1 (see Fig. 4.22), and again reminded in section 5.4.2,
small filter inductances (increasing |Gd| value) are preferred to maximize the effective shaping
bandwidth and still avoid high actuation signals in this kind of designs. For that reason, the
Sedecal setup is used for this design, so the filter inductances (L1 and L2) decrease their values
to the ones shown in table 5.2.
The selected admittance reference is Yref (s) = 1 Ω
−1. Tracking reference (Tref ) is again
defined constant and equal to one.
The design weights (Wy, Wt and Wu) are selected to achieve a good tracking at the syn-
chronous frequency (ω1) and good admittance shaping at both sub and super synchronous fre-
quencies, limiting control effort, and then controller bandwidth, at high frequencies. The tracking
(Wt) and control effort (Wu) weights dynamics presented in (5.12) and (5.14), respectively, are
still suitable for this task. Admittance weight (Wy) dynamic is slightly modified with respect to
(5.13).
The high admittance reference of this design positively contributes to the admittance shaping
error minimization, as it reduces the admittance shaping error boundary (|Ly|, defined in (4.18))
at all frequencies 5. This makes possible to decrease the admittance shaping weight initial gain
(Ky in (5.13)) and still obtain good admittance shaping results. The reduction of Wy magnitude
also implies that good tracking bandwidth (i.e. fast tracking response) can be obtained even






Fig. 5.39 shows the frequency-domain representation of the chosen weights for this broad
band high admittance design.
Figure 5.39. Frequency weights for the high admittance broad-band resistive design with the L filter.
A discrete controller (K(z)) with a sampling time Ts = 200 µs is obtained from the above
weights and model-references selection.
5Note how a high Yref decreases the inverse magnitude product |Wy(s)Yref (s)|−1 on which |Ly| depends.
6As defined in section 4.6.2, the tracking bandwidth mainly depends on the frequency range where |Wt| > |Wy|,
so a fast enough tracking can be obtained without the notch part in Wy providing that Ky is small.
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Frequency domain results
After H∞ synthesis and discretization, the obtained controller produces the admittance and
tracking shaping results shown in Fig. 5.40 and Fig. 5.41, respectively.
Figure 5.40. Admittance shaping result for the high admittance broad-band resistive design with the L filter.
Figure 5.41. Tracking shaping result for the high admittance broad-band resistive design with the L filter.
Both admittance (Y ) and tracking (T ) closed-loop transfer functions follow their respective
references (Yref and Tref ) at the desired frequencies. The admittance values measured in the
experimental platform (Yexp) demonstrates the effectiveness of the method.
Finally, Fig. 5.42 shows the achieved sensitivity function, which maximum gain value fulfils
the standard stand-alone robustness requirements (i.e. ‖S‖∞ < 6 dB).
Figure 5.42. Achieved sensitivity function magnitude for a high admittance broad-band resistive design with the
L filter.
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5.6.3 Localized at some frequencies (power pit)
Model references and weights definition
This design considers a higher-order reference model: process model is again the Semikron L-
filter grid-connected VSC (see table 5.1), but the desired admittance (outside the fundamental
frequency) shows, this time, a resonant-like behaviour. From an application point of view, this
could be used as a loss-less damper for a grid resonance placed at a known frequency. The new
admittance reference is:
Yref (s) = 0.01
s2 + 2ζnωress+ ω
2
res




where ωres is the frequency where the maximum admittance is reached (i.e. the frequency where
the grid will be damped). For this design, an ωres = 5ω1 is considered. That is, the proposed
VSC should damp any grid impedance resonance at ωres by consuming any 5
th grid current
harmonic.
The high frequency pole at ωyref is used to make the admittance reference-model (Yref )
more similar to the open-loop one (Gd), making the admittance (Y ) transient between both
less abrupt. This will reduce the non-dissipative behaviour at high frequencies, as advanced in
subsection 4.8.2.
Note that the admittance reference (Yref ) defined in (5.22) has a small initial gain value
(Yref (0) = 0.01 Ω
−1). This makes this grid current control less sensitive to grid voltage dis-
turbances than the previous broad band design; the controlled VSC will ideally act as a high
impedance (low admittance) path at frequencies outside a certain frequency (ωres) where the
system behaves like a power pit (i.e. it provides a low impedance path). This will result, obvi-
ously, in a smaller effective frequency range of the considered objective; that is, this design acts
as a less robust grid stabilizer as it is centred in a known grid resonant frequency.
The frequency range of admittance control is defined by a Wy equal in structure to (5.13).
In this case, Wy magnitude will be much bigger at low than at high frequencies, in order to
level the admittance shaping error boundary (|Ly|, defined in (4.18)) between sub and super
synchronous frequencies 7. A big Ky and a small ωy are, then, chosen for the admittance weight
(Wy) in (5.13).
Tracking reference is, again, Tref (s) = 1. Wt changes slightly:
Wt(s) = Kt
s2 + 2ζnω1s+ ω
2
1






The new pole at ωt makes the admittance control more dominant at frequencies above the
fundamental frequency (i.e. at super-synchronous frequencies, where admittance resonance peak
is placed) and below the control band upper limit (where Wu is dominant).
Control effort is again limited at high frequencies, with a weight (Wu) with similar dynamics
to (5.14). This time it has a double order to reduce the loop gain (L(s) = −GKi), and then
the controller bandwidth, faster, being able to control the admittance at the resonant frequency
without increasing to much the sensitivity peak (i.e. without reducing the system stand-alone







7Note how Yref in (5.22) contributes much more to the inverse magnitude product |Wy(s)Yref (s)|−1 at the
super synchronous resonant frequency (ωres = 5ω1) than at sub synchronous frequencies.
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Fig. 5.43 shows the aforementioned weights selection in the frequency domain.
Figure 5.43. Frequency weights for the power pit design with the L filter.
A discrete controller (K(z)) with a sampling time Ts = 200 µs is synthesized from the
resulting generalized plant (P).
Frequency domain results
The tracking shaping results are shown in Fig. 5.44. Again, the controller is able to track a
given current reference (i∗) in the fundamental frequency (i.e. T (jω1) = 1)
Figure 5.44. Tracing shaping result for the power pit design with the L filter.
Fig. 5.45 shows the admittance shaping results of the proposed design. The admittance
(Y ) follows its reference (Yref ) at both sub and super synchronous frequencies, including its
resonant frequency ωres. The experimental results (Yexp) demonstrate the efficiency of the
method. Note, on the other hand, how the complex admittance reference affects negatively
to the system passivity around the fundamental frequency (ω1), where the admittance is not
controlled. This may affect the system stability when connected to the grid.
Finally, Fig. 5.46 shows the sensitivity results of the system. It proves the stand-alone
robustness of the proposed design.
5.6.4 Analysis of the proposed high admittance designs
Grid stabilization effect analysis
This subsection shows the simulated results of the proposed grid stabilizers effectiveness. To test
the efficiency of the two proposed designs (named broad band and power pit), the interconnected
system shown in Fig. 5.38 is again considered, where a PI-controlled power-converter (VSC1
in Fig. 5.38(a)) is connected through an L filter to a weak grid, whose LC-type impedance
(Zg(s) = (Lgs)/(LgCgs
2 + 1)) has a resonance at frequency 5ω1. A current reference (i
∗
c) of
20 A (RMS) is applied to VSC1. The PCC voltage is, then, measured without the proposed
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Figure 5.45. Admittance shaping result for the power pit design with the L filter.
Figure 5.46. Achieved sensitivity function magnitude for power pit design with L filter.
grid stabilizers and with them (i.e. analysis of vs and v
′
s in Fig. 5.38(a) and Fig. 5.38(c),
respectively). Fig. 5.47 and Fig. 5.48 show the results of the aforementioned test (left part) for
both considered grid stabilizers, along with the equivalent damped grid impedance (Z ′g), defined
in equation (5.20) (right part). The PCC voltage (vs) shows an oscillation triggered by the
resonance in the grid impedance (Zg) at frequency 5ω1. Once either of the grid stabilizers are
connected, their high admittance profiles at 5ω1 damp this resonance, resulting in a clean PCC
voltage (v′s) (equal to the nominal grid voltage vg in Fig. 5.38)).
Figure 5.47. (Left) PCC voltage with (v′s) and without (vs) the proposed broad band high admittance design
connected to it and (right) equivalent damped grid impedance (Z′g).
The grid stabilization of the proposed designs is further proved in Fig. 5.49. It shows the
PCC voltage (vs) and the PI-controlled VSC (VSC1 in Fig.5.38(a)) current (ic) before and after
the broad-band high admittance design (VSC2 in Fig.5.38(c)) stabilizes them. At the beginning
of the experiment only the PI-controlled VSC is connected to the grid, following a current
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Figure 5.48. (Left) PCC voltage with (v′s) and without (vs) the proposed power pit design connected to it and
(right) equivalent damped grid impedance (Z′g).
reference (i∗c) of 20 A (RMS) and inducing a PCC voltage oscillation due to the weakness of
the considered grid. Once the proposed design is connected, it drains (i.e. dissipates) these
voltage oscillations, resulting in the grid stabilization. Similar results are obtained considering
the connection of the power-pit design.
Figure 5.49. Effect of the connection of the broad-band high admittance design to a weak grid. During the first
periods, the connection between a PI-controlled VSC to this weak grid results in a very distorted PCC voltage.
Once connected, the proposed grid stabilizer drains these oscillations thanks to its low resistive behaviour.
The grid resonance damping robustness of both designs is now tested. Fig. 5.50 shows the
grid impedance magnitude (|Zg|) for changes of its resonance frequency (i.e. modifications of
Cg
8) and the resulting damped grid impedance (
∣∣Z ′g
∣∣) once the broad band stabilizer is connected.
Fig. 5.51 repeats the test for the power pit stabilizer. The former presents a high admittance
in a broader frequency range than the latter (compare Fig. 5.40 and Fig. 5.45), resulting in a
more robust grid impedance resonance damping. Fig. 5.51 makes clear, then, that the power
pit design is only effective at its admittance resonant frequency (ωres = 5ω1 in (5.22)). That is,
the grid impedance (i.e. its resonant frequency) must be known before defining the power pit
converter admittance reference (Yref ) to obtain a good grid stabilization result.
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Figure 5.50. Grid impedance resonance damping robustness of the proposed high admittance broad band design.
Figure 5.51. Grid impedance resonance damping robustness of the proposed power pit design.
Robustness toward grid uncertainties analysis
As introduced in section 5.6.1, the interconnected system VSC1-grid-VSC2 in Fig. 5.38 is likely
to be stable if the connection VSC2-grid is stable. Fig. 5.52 and Fig. 5.53 show the stability
analysis (roots of 1 + Y (s)Zg(s)) of the interconnection between the grid and its proposed
stabilizer (VSC2 in Fig. 5.38) for changes of the grid impedance (Zg).
Fig. 5.52(a) considers the influence of changes of Lg value in an L-type grid (Zg = Lgs) for
the broad band design, as so does Fig. 5.52(b) considering the power pit design 8. As expected,
the resistive behaviour of the former makes it very robust for changes of the inductive grid. The
broad range of non-passive behaviour of the power pit design around the fundamental frequency
(ω1) (see Fig. 5.45) triggers, on the other hand, instabilities for some of the considered L-type
grid impedance values, making it less robust than the broad band design.
8Grid impedance parameters are expressed in per unit values of the Semikron VSC nominal impedance, that
is, LN = 6.5 mH and CN = 1.1 mF
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Figure 5.52. Roots of 1 +Y (s)Zg(s) (interconnection VSC2-grid) for changes of an inductive grid in (a) the high
admittance broad band design and (b) the power pit design. The red lines represent unstable cases.
Fig. 5.53 shows the results for a similar test, this time considering variations of Cg value in a
resonant LC-type grid impedance (Zg(s) = (Lgs)/(LgCgs
2 + 1)): a Lg = 0.07 pu
8 value is fixed
in this case, which is proved to be stable for both designs in Fig. 5.52. Again, the broad band
design is demonstrated to be more robust than the power pit design, even though both designs
are stable for a wide range of grid impedance values.
In any case, as advanced in section 5.4, the real grid impedance resonance is likely to be
damped by some resistive element. So, in a more realistic scenario, the resonant unstable poles
in Fig. 5.53 may lay inside the unit stability circle.
Figure 5.53. Roots of 1+Y (s)Zg(s) (interconnection VSC2-grid) for changes of an inductive-capacitive resonant
grid in (a) the high admittance broad band design and (b) the power pit design. The red lines represent unstable
cases.
Response to grid voltage dips analysis
Finally, Fig. 5.54 shows the response of both designs current control for disturbances of the grid
voltage, considering VSC1 disconnected. A dip of 60% is simulated in the grid voltage when
the proposed grid stabilizer is tracking a current reference (i∗) of 10 A. The higher admittance
value of the broad band design around the fundamental frequency (see Fig. 5.40) makes the
system more sensitive to variations of the grid voltage, as it can be seen in the over-current that
appears after the voltage dip transients (Fig. 5.54(a)). The power pit design does not suffer
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of these over-currents (Fig. 5.54(b)), being its response softer, but with small oscillations at a
frequency 5ω1 induced by its admittance (Y ) resonant behaviour (see Fig. 5.45).
Figure 5.54. Grid current (i) response to a grid voltage (vs) dip for both considered high admittance designs.
Conclusion
It can be concluded that both designs serve as grid stabilizers if the grid impedance is known
(see Fig. 5.47 and Fig. 5.48). However, the broad band design brings advantages in terms of
grid impedance damping robustness (see Fig. 5.50) and stability robustness toward changes in
the grid impedance (see Fig. 5.52(a) and Fig. 5.53(a)). Even though the power pit design is a
good grid damper if the grid impedance resonance is known (Fig. 5.48), it is ineffective if this
resonance varies in frequency (see Fig. 5.51). It has the advantage, on the other hand, of having
a better current tracking performance than the broad band design, as it is more immune to grid
voltage disturbances (see Fig. 5.54).
5.7 Conclusion
The next conclusions can be derived from this chapter:
• The proposed admittance shaping has been tested to solve different objectives: improve-
ment of the robustness towards weak grids of grid-connected PEC-based applications,
achieved by means of broad-band resistive designs, rejection/attenuation of the effect of
grid voltage (sub/inter) harmonics in the controlled current, achieved by means of low
admittance profiles, and the stabilization of weak grids, achieved by means of high admit-
tance designs. All the proposed designs should, in addition, track a given current reference
(i∗) at the fundamental frequency (ω1) , have enough stand-alone stability margins and
limit the actuation voltage to avoid possible controller saturation problems.
• Three different platforms have been used to obtain the experimental results. All of them
act as active rectifiers connected to the grid through an L or an LCL filter. The influence
of the outer DC-bus voltage loop in the controlled admittance is briefly explained. It
mainly affects the admittance around the fundamental grid frequency (ω1), where the
current reference (i∗) is tracked and the active rectifier behaves like a CPL (i.e. negative
resistance).
• The achieved simulated and experimental results demonstrate the flexibility and effective-
ness of the proposed method to fulfil the aforementioned objectives. In particular, the
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proposed method has been proved effective for both L and LCL grid connections, with
small difference in the design methodology for the more complex dynamic of the latter
with respect to the former. Moreover, the LCL filter resonance can be indirectly damped
by means of the proposed admittance shaping method.
• The filter open-loop admittance (Gd) and the sampling time (Ts) are the main conditioners
of the achievable admittance shaping. This is more evident when broad band resistive
designs are intended.
The minimum resistive admittance achievable in the broadest bandwidth (ωc) is equal to
the filter open-loop admittance at frequency ωc (i.e. Yrefmin = |Gd(ωc)|), with ωc equal to
the maximum bandwidth of the controller. To reduce this reference and still obtain the
broadest bandwidth possible, either the sampling time (Ts) must be reduced or the filter
inductances must be increased, as both will result in a smaller magnitude of Gd(s) at ωc.
Higher resistive reference (i.e. Yref > Yrefmin) can be achieved in the broadest bandwidth
possible (ωc) without theoretical limitations imposed by the open-loop admittance (Gd).
In practice, however, these designs may result in high actuation voltages at frequencies
where |Gd| < |Yref |, so it is recommended to decrease the filter inductances if broad band
high admittance design are intended.
All the broad-band resistive designs have been proven to be very robust to uncertainties
in the grid series impedance. Instabilities may still occur if poorly damped grid resonance
match in frequency with the non-passive zones of the converter.
• Both considered low admittance designs present good rejection/attenuation of the effect of
grid voltage (sub/inter) harmonics in the controlled current; the Admittance Dips design
has an improved voltage harmonic rejection capability around the tuned frequencies (5ω1
and 7ω1) than the Broad Band design, but poorer at the rest of frequencies. In addition,
the Admittance Dips design lacks of the stand-alone stability robustness of the Broad Band
design. Both designs are, in any case, very robust toward weak grids.
• Both considered high admittance designs serve as grid stabilizers if the grid impedance is
known, even though the broad band design brings advantages in terms of grid impedance
damping robustness and stability robustness toward changes in the grid impedance and its
resonance. The power pit design, on the other hand, has the advantage of having a better




Model reference approach for
resonant plants active damping
6.1 Introduction
This chapter applies the model-reference H∞ design approach to the optimal active damping of
resonant LCL filters to improve the performance of the controlled grid-current.
In opposition to the simpler L filter, the use of an LCL filter for the grid - VSC connection,
apart of ensuring low THD grid currents, increases control complexity as it introduces a pair of
complex-conjugated poles close to the jω axis that may cause current oscillations in response
to system disturbances, which may lead to system instability both from a stand-alone (section
A.4) and an impedance-based (2.2.1) stability criteria.
This can be effectively solved by damping the resonant poles, either passively or actively.
Passive damping adds passive elements, commonly resistances, to the filter. This simple solution,
comes at the cost of extra power losses and, in some cases, reduction of the high-frequency
attenuation capability. Active damping techniques follow the same strategy, now emulating a
virtual (i.e. software) resistor in some position of the grid filter. Approaches usually feed-back
at least one of the LCL-filter states, commonly the capacitor voltage (or current), in addition
to the controlled (grid-side or converter-side) current (refer to section 2.3.1 for more details).
In both cases, if the LCL resonance is perfectly damped, its grid current dynamic resembles
the one of an equivalent L-filter formed by the series connection of converter and grid side induc-
tances. This situation allows to design simple proportional plus resonant (PR) or proportional
plus integral (PI) controllers (see section A.7) to regulate the grid injected/absorbed current,
reject voltage harmonics etc., with small penalties in both performance and stability margins.
This chapter uses the latter concept to propose an alternative active damping formulation:
instead of trying to emulate a resistor, it proposes to design an inner loop that makes the plant
under control mimic an L-filter connection. On this model-reference approach the designer
specifies the desired grid current dynamic (i.e. the one equivalent to an L filter) and an H∞
algorithm synthesizes the (sub)-optimal inner controller that minimizes the error between the
closed-loop plant and the model.
This method brings some important advantages over classical approaches: it removes the
virtual resistor concept, that actually was misleading in the most common digital scenario.
It also allows to take into account some digital control particularities such as the zero-order
hold and the computational delay. The emulation of an L-filter connection, additionally, makes
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the inner closed-loop plant be passive in a wide band and also reduces the influence of grid
parameters over the system stability, greatly improving system robustness.
Casting the problem in the H∞ framework makes the method flexible enough to allow choos-
ing the input measurements, being possible to select the number of states (or lineal combination
of states) fed-back to the active damper and combine them with a disturbance (i.e. PCC voltage)
feed-forward path, improving the damping robustness of the method.
Even though good inherent damping results were obtained shaping the closed-loop admit-
tance so it follows a resistive reference in the resonant frequency (see section 5.4.4 and Fig.
5.15), the methodology presented in this chapter focuses only on the resonance damping de-
sign, allowing to deal with the reference tracking problem separately by means of classic design
methodologies.
Next section develops the open and closed-loop dynamics of the proposed application. Sec-
tion 6.3 centres on the proposed controller, giving a brief explanation of its design, synthesis,
implementation and limitations. Experimental results of the proposed method, both in time and
frequency domains, are shown in Section 6.4, as well as the analysis of its stability and damping
robustness.
6.2 Problem description and modelling
Fig. 6.1 shows a simplified scheme of the considered application: a current-control loop of a
VSC connected to the grid through an LCL filter.
Figure 6.1. Block-diagram description of the proposed active-damping approach.
Instead of facing this objective directly in a single loop like in section 5.4.4, this chapter
proposes to follow a double loop approach, much in line with the philosophy of classical active
damping approaches. In the innermost layer of the control scheme shown in Fig. 6.1, the damping
controller (KAD) will reshape the LCL-filter open-loop dynamic so it resembles the one of a
simpler L filter. A simple outer grid-current controller (Kcc in Fig. 6.1), such as classic PR and
PI regulators, can be designed, next, for this emulated L-filter dynamic.
6.2.1 Open-loop modelling
The system is characterized by three states: the grid and converter side currents (i2 and i1), and
the capacitor voltage (vc). Each of the states dynamic is affected by two disturbances: the VSC
average output voltage over a PWM period (u) and the measured point of common coupling
6.2. Problem description and modelling 131































where G(s) and Gd(s) are the MIMO dynamics from U(s) and Vs(s), respectively, to the states
vector X (s), represented in the Laplace domain1. These matrices are broken down below:
Fu→i2(s) = −
YL2 · ZC · YL1
1 + ZC · (YL1 + YL2)
, Fvs→i2(s) =
YL2 · (1 + YL1 · ZC)
1 + ZC · (YL1 + YL2)
, (6.2)
Fu→i1(s) = −
YL1 · (1 + YL2 · ZC)
1 + ZC · (YL1 + YL2)
, Fvs→i1(s) =
YL2 · ZC · YL1




1 + ZC · (YL1 + YL2)
, Fvs→vc(s) =
YL2 · ZC
1 + ZC · (YL1 + YL2)
, (6.4)
being YL2 , YL1 and ZC defined in 2.14.
The considered three-phase system is, again, modelled in uncoupled αβ axes [Krause et al.,
2002], reducing the original MIMO control problem to two identical SISO problems. For nota-
tion simplicity, only one of the controlled channels is considered in this chapter for both plant
modelling and controller design.




















Figure 6.2. Proposed grid current control. The black and green lines represent signals or transfer functions in
the continuous and discrete time domain, respectively. The proposed internal active damper (KAD) is represented
by dashed green boxes, and its possible inputs by dashed green lines. The proposed active damping should shape
the LCL filter dynamic, represented as a filled black box, so it behaves like an equivalent L filter, represented as
a filled light blue box, simplifying the design of an outer loop grid current controller (Kcc).
Fig. 6.2 shows the proposed grid current control. The VSC average output voltage (u) is
calculated by the inner active damping controller (KAD), which, to obtain it, will feed-back the
selected filter measurements (i.e. linear combination of the states vector x) and feed-forward the
1For the sake of the chapter notation coherence, the command-to-output (G) and the open-loop admittance
(Gd) transfer functions, defined in (4.3) for the LCL filter case, changes their names to Fu→i2 and Fvs→i2 ,
respectively, but their dynamics are equivalent.
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PCC voltage (vs) and the output (uAD) of the outer grid-current controller (Kcc). Its dynamic
expression, neglecting for now the effect of the one-sample time (z−1) and ZOH, is as follows:
U = KvsVs +KuUAD +Ki2I2 +KvcVc +Ki1I1. (6.5)
It has to be remarked that, while (6.5) shows the actuation (u) expression measuring all the
filter states, the proposed methodology is flexible enough to allow, instead, the selection of a
subset or a linear combination of them.
Substituting (6.5) in (6.1), a new grid-current (i2) dynamic can be derived:
I2(s) = GAD(s) · UAD(s) +GdAD(s) · Vs(s), (6.6)
where GAD(s) and GdAD(s) expressions are shown below:
GAD(s) = −
Ku · YL2 · ZC · YL1
1 + ZC · (YL1 + YL2) + (Ki1 · (1 + ZC · YL2) + (Ki2 · YL2 −Kvc) · ZC) · YL1
,
GdAD(s) =
YL2 · (1 + YL1 · ZC) + (Ki1 − (Kvc +Kvs) · ZC) · YL2 · YL1
1 + ZC · (YL1 + YL2) + (Ki1 · (1 + ZC · YL2) + (Ki2 · YL2 −Kvc) · ZC) · YL1
.
(6.7)
From the outer current controller (Kcc) perspective, GAD and GdAD represent the dynamic
model of a new grid-current plant with two inputs: one controlled by Kcc, its output uAD, and
one that acts as an external uncontrolled disturbance, the PCC voltage vs.
The active damper actuation voltage (u) can be expressed then as:
U(s) = FuAD→u(s)UAD(s) + Fvs→u(s)Vs(s), (6.8)
where FuAD→u and Fvs→u represent the dynamic from the outer current controller (Kcc) output
(uAD) and the PCC voltage (vs) to the actuation voltage (u), respectively:
FuAD→u = −
Ku · (1 + ZC · (YL1 + YL2))
1 + ZC · (YL1 + YL2) + (Ki1 · (1 + ZC · YL2) + (Ki2 · YL2 −Kvc) · ZC) · YL1
,
Fvs→u =
Kvs · (1 + ZC · (YL1 + YL2)) + (Ki2 · (1 + YL1 · ZC) + (Kvc +Ki1 · YL1) · ZC) · YL2
1 + ZC · (YL1 + YL2) + (Ki1 · (1 + ZC · YL2) + (Ki2 · YL2 −Kvc) · ZC) · YL1
.
(6.9)
This chapter will present a methodology to find an active damping controller (KAD) so that
GAD and GdAD are as close as possible to the dynamic model of an L-connected VSC from both
the grid and the converter side.
6.3 Active damping design
6.3.1 Derivation of the augmented plant
The design of the active-damper is approached following the H∞ model-reference framework
presented in section 3.4. Fig. 6.3 shows the proposed structure for P (displayed in red color)
used as the entry point to the used H∞ controller synthesis algorithm. The original LCL plant
(G(s) and Gd(s), described in (6.1)) is displayed in orange. The extra elements added to
incorporate design objectives into the problem are drawn in purple. Those elements generate an
error signal (ed) that compares the output current (id) of a reference model (Gref ) with that of
the actual plant (i2).





























Figure 6.3. Proposed generalized plant P is represented in red. Wrapped inside, the open-loop LCL plant (in
orange) and a set of elements (in purple) added in the design process for controller synthesis. The desired active
damper KAD is shown in green. Connection of P and KAD results in the virtual closed-loop system N, in black.
A controller yielding a small shaping error (ed) will make the closed-loop system mimic the
dynamic behaviour of the reference model (Gref ), so ed is included in the vector to be minimized,
z . Actuation signal (u) needs to be also included in z to avoid falling in a solution (i.e. damper)
that needs of an unrealistic actuation level and, also, to limit the effective control bandwidth.
Transfer functions Wd and Wu are weighting functions that determine the range of frequencies
where the reference model will be imitated (i.e. ed is minimized) and the actuation signal (u)
will be limited, respectively.
The exogenous inputs vector w is formed by the two disturbances to the damped plant, uAD
and vs (see (6.6)). In addition to feed-forward these signals, KAD will feed-back some filter
measurements. In Fig. 6.3, as well as in (6.5), (6.6) and (6.7), a complete states vector x feed-
back was considered to not lose generality. The method is, in any case, quite flexible and allows
feeding-back a subset of the state vector (e.g. the grid current i2) or a linear combination of
their elements (e.g. the capacitor current ic).


















, u = u. (6.10)
6.3.2 Definition of the minimization problem
The shaping error (ed) response to the exogenous inputs (w) is derived below:
Ed = Fw→edw = (Gref −GdAD)︸ ︷︷ ︸
Fvs→ed
Vs + (−Gref −GAD)︸ ︷︷ ︸
Fvs→ed
UAD (6.11)
On the other hand, the active damper actuation voltage (u) response to w is as follows:
U = Fw→uw = FuAD→uUAD + Fvs→uVs, (6.12)
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It can be partitioned, then, into two single specifications to fulfil:








That is, high values of |Wd| should result in the minimization of the shaping error (ed), in the
same way that high values of |Wu| should minimize the actuation voltage (u), as long as the
obtained γ is relatively low. Again, this value serves as an indicator of how difficult is for the
H∞ synthesis algorithm to obtain a controller given Wd and Wu values.
6.3.3 Reference model and weighting functions selection
The proposed generalised plant (P) involves the selection of three transfer functions: the model-
reference transfer function (Gref ) and the two involved weighting functions (Wd and Wu).
Gref is the way the designer specifies the damping strategy of the plant. This chapter
proposes to use the transfer function relating the grid voltage and the grid current in a L-
connection scenario where the inductance and resistance match the addition of the actual LCL






(R1 +R2) + s(L1 + L2)
. (6.16)
This transfer function closely resembles that of a damped version of the LCL one as it shown in
Fig. 6.4.
Figure 6.4. Frequency domain representation of the L and LCL filter plants.
Moreover, given the dipole nature of the L filter, a single reference model (Gref ) is enough
to shape both GAD and GdAD , as it can be observed in Fig. 6.3, subtracting, to that end, uAD
from vs.
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The objective of the Wd and Wu weighting functions is to specify the control band where
the model is going to be emulated and, also, to limit the actuation level inside the control band
to avoid undesired saturation in the plant actuator (maximum duty cycle, in this case).
Wd should be, thus, a low-pass filter, to emphasise the importance of ed minimization (see





where Kd and wd are constants that should be chosen to match the design objectives in
emulation error and control bandwidth, respectively.
The design of Wu should be complementary: a high-pass filter, so outside of the control band





An example bode plot of the aforementioned weighting function is shown in Fig. 6.5.
Figure 6.5. Frequency representation of the considered weights Wd and Wu.
The design methodology of these weights is very similar to the one presented in section 4.6
for the closed-loop admittance shaping:
• Higher values of |Wd| should result in a greater minimization of the shaping error (ed) and,
then, in a GAD ≈ −Gref and a GdAD ≈ Gref (see (6.11) and (6.14)). On the other hand,
higher values of |Wu| should minimize the actuation voltage (u) (see (6.12) and (6.15)).
Wu is used, then, to bound the actuation level inside the control band and to not allow it
at high frequencies (i.e. limit shaping bandwidth).
• The weights defined in Fig. 6.5 will divide the H∞ synthesis objectives in two frequency
bands; the shaping band and the control stop band, where ed and u are minimized, re-
spectively. Note that the ranges shown in Fig. 6.5 serve only as a visual guidance, as the
exact width of this frequency bands not only depend on the defined weights but also in
the obtained γ (see (6.14) and (6.15)).
• In order to obtain a low γ, and then fulfil the desired design specifications, Wd and Wu
have to be defined in a complementary way, as shaping error (ed) and actuation (u) mini-
mizations are, usually, mutually exclusive.
• Additionally, as the proposed method is subjected to bandwidth limitation derived from
the discrete nature of the active damper (see section 6.3.4), the band over which the
shaping error is minimized (shaping band in Fig. 6.5) must be limited to not increase the
obtained γ.
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6.3.4 Implementation considerations and limitations
The design procedure here proposed is subjected to several limitations. While some of them are
inherent to any LTI control loop, other important limitations and considerations are due to the
final sampled-data nature of the algorithm to be implemented.
Sampled-time implementation and controller synthesis
The damper (KAD) will be coded and executed in a Digital Signal Processor (DSP), and, con-
sequently, a discrete-time controller transfer function is needed. An approach that considers the
problem to be continuous and, after the synthesis, obtains a discrete-time approximation of the
controller neglects important dynamic components such as the presence of a PWM modulator,
that may be modelled as a Zero-Order Hold (ZOH), and the computational delay at the damper
(KAD) output (uAD), input to the plant (G) (see section 4.7 for more details about the effect
of these dynamics in the controlled plant). These modelling errors would induce inaccuracies in
the model emulation performance of the synthesised controller.
This chapter uses the approach described in section 4.7.3 to include these important dynamics
in the plant. The ZOH discrete-time equivalent of G(s) is computed and a one-sample delay,
z−1, is added to it in the z domain. After introducing these dynamic elements in the process,
a continuous approximation of this plant is obtained via Bilinear (i.e. Tustin) transformation,
making a frequency pre-warping to accurately preserve LCL resonance frequency. Gd transfer
matrix can be included directly into the generalized plant P(s) as the grid voltage is, in fact, a
continuous disturbance to the process. An optimal continuous controller (KAD(s)) is obtained
through a regular H∞ process. The final discrete controller (KAD(z)) is, then, obtained by
computing a Bilinear transformation. The process is equivalent to the one shown in the left part
of Fig. 4.21.
A similar rationale can be applied to the selection of the model reference plant (Gref ). As
long as the ZOH and the delay exists in the plant under control, they would also exist in an
hypothetical L-connection case that is used as the reference model. The synthesis process yields
better results if the reference-model (Gref ) is built following the same principles to include these
dynamics.
The snippet displayed on Alg. 3 describes the procedure used to synthesize the final controller
using MATLAB standard library and also its Robust Control Toolbox.
Bandwidth limitations of the active damper
The dynamic particularities derived from the sampled-time nature of the controller are also the
cause of one fundamental limitation of the closed-loop system. The sampling frequency of the
controller, together with the delay at the plant input, induces a limitation on the maximum





being Ts the sample time of the digital system. It is important to remark that this bandwidth
limitation affect both feedback (see section 3.3.4) and feed-forward paths (see section 4.8.1).
Good damping results can not be assured, then, if the LCL resonance frequency (fres) is above
fcMAX . Fig. 6.6 represents this limitation in the frequency domain.
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Algorithm 3 Controller synthesis procedure
1: procedure Active damper Synthesis(G,Gd,ts)
2: Weights and model references definition:
3: Wu=tf(...); Wd=tf(...);
4: Gref=tf(...);






11: P assembly :
12: systemnames=’G Gd Gref Wu Wd’;
13: inputvar =’[vs;uAD;u]’;









23: if (gamma>gmax) then goto Weight definition
24: KAD=c2d(KAD_cont,ts,’bilin’,...);
25: end
Figure 6.6. Effective active damping bandwidth limitation. If fres > fcMAX an effective active damping of the
filter resonance is not guaranteed.
Consequently, the LCL resonant frequency imposes a minimum sampling and control fre-
quency to achieve good active damping results. This is a classical theoretical limitation and
affects to any sampled-data linear strategy to achieve LCL resonance damping; that is, it is
not exclusive of the proposed method. In that regard, the effective active damping bandwidth
limitation proposed here represents an alternative verification of the active damping regions
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proposed in [Parker et al., 2014].
Generalized plant P design limitations
Controller synthesis limitations in terms of the generalized plant (P) definition are the same
that the ones presented in section 3.3.4, so the reader can refer to this section for more details.
6.4 Results
The presented active damper is now tested in the Semikron experimental platform detailed in
section 5.3: its main parameters are listed in Table 5.1. Two different sampling periods (Ts) are
considered, 200 and 100 µs, in order to evaluate the presented bandwidth limitations and the
influence of the sampling time in the active damper performance.
6.4.1 External control loops
The reference tracking is accomplished by a classical outer PR grid current controller, designed






Tr2ω1 (z2 − 2z cos(ω1Ts) + 1)
)
, (6.20)
where the resonant time constant and the proportional gain are fixed for both sampling times
to Tr = 0.004 and Kp = 12.648, respectively. The controller bandwidth is the same, then, for
both considered sampling times. The resonant time constant (Tr) is chosen for a fast reference
tracking. The proportional gain (Kp) is tuned so applying Kcc to the LCL filter (without
damping) for a sampling time Ts = 200 µs results in an unstable system with stability margins
close to zero. This is done to test the active damping efficiency as a system stabilizer (see the
test in Fig. 6.15).








1 +GAD ·Kcc︸ ︷︷ ︸
Y (s)
Vs, (6.21)
where T (s) and Y (s) are the closed-loop tracking and admittance transfer functions. The sta-
bility of the damped system can be obtained by means of linear time invariant (LTI) analysis of
the loop function LAD = Kcc ·GAD. A perfect damping and improved stability margins would
be obtained if LAD is equal to its reference value Lref = −Kcc ·Gref . If the inner active damping
loop is not considered, LAD would be equal to L = Kcc · Fu→i2 .
An outermost active (p) and reactive (q) power controller is implemented to regulate the
power flow between the grid and the VSC. Its design was addressed in section 5.2.1. A more
detailed explanation of the controllers implementation can be found in section 5.3.2.
6.4.2 Damping analysis
Fig. 6.7 shows the frequency domain results of the synthesized active dampers for the two
considered sampling times. As it can be seen, both modified LCL-filter dynamics (GAD and
6.4. Results 139
Figure 6.7. LCL dynamic shaping results for the two different considered sample times. Dynamic references (i.e.
the one of an L filter) are represented in dark blue, the open loop LCL dynamic is represented in red and the
obtained modified LCL dynamic is shown in light blue. Damping results improves for a smaller sample time,
thanks to the higher KAD maximum bandwidth fcMAX
GdAD) follow the L-filter reference (Gref ), damping the resonance of the unmodified LCL-filter
dynamics (Fu→i2 and Fvs→i2). Note that the proposed controller loses effectiveness around the
maximum bandwidth (fcMAX ) (i.e. all KAD terms magnitude in (6.7) tends to zero, and so does
its output u), so the modified LCL plant dynamics GAD and GdAD tends to zero and its open
loop value Fvs→i2 , respectively. The results are better, then, for the smaller sample time case
(Ts = 100 µs), as the resonance frequency (fres) is inside the achievable controller bandwidth.
Damping results can be further improved for LCL filters with lower resonance frequencies and/or
for lower implementation sampling times.
The result shown in Fig. 6.7 correspond to a design where only the grid-current (i2) is fed-
back to the synthesized active-damper (i.e. x = i2 for the generalized plant (P) definition in
Fig. 6.3), reducing, then, the number of sensors needed for its implementation. In any case, the
design is flexible enough to achieve similar results feeding-back any linear combination of the
filter states vector, as it is demonstrated in Fig. 6.8. In it, the frequency domain results of the
damped dynamics (GAD and GdAD) are shown for a sampling time Ts = 200 µs and different
fed-back states (identified in parentheses). Poorer results are obtained when only the converter
current (i1) is fed-back. In any case, the results are very similar, being almost equivalent if the
proposed active damping feeds-back only the grid current (i2), only the capacitor voltage (vc)
or all the states of the LCL filter (x).
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Figure 6.8. Modified (i.e. damped) LCL dynamic considering different feedback loops: (green) only the grid
current i2 (dark blue) only the capacitor voltage vc (red) only the converter current i1 (light blue) the complete
LCL filter states vector x.
Order reduction
One of the main disadvantages attributable to the presented active damping method with respect
to classical approaches is its probable high order. For that reason, the order reduction techniques
introduced in section 5.5.3 are now applied to the synthesized active dampers (KAD). Fig. 6.9
shows the order reduction results for the active damper (KAD) synthesized with a sampling time
Ts = 200 µs considering (a) the feedback of the grid current (i2) and (b) the feedback of the
complete state vector (x).
KAD Hankel singular values magnitude for both considered designs are shown at the top of
the figure. As it can be seen, their magnitudes decrease if the complete state vector is fed-back.
That is, the active damper (KAD) order can be reduced further if the number of filter states
sensed increases, as it is demonstrated in the damped LCL filter dynamics (GAD and GdAD)
shown at the bottom of the figure:
(a) Feeding-back only the grid current (i2) the 10
th order nominal damper can be reduced
to an 8th order damper without damping performance degradation.
(b) Feeding-back the complete state vector (x) this 10th order nominal damper can be reduced
to a 5th order damper without degradation.
This three orders difference between dampers are, precisely, the order of the LCL-filter
plant; as all its states are measured, the synthesized active damper (KAD) does not need all the
information of the plant dynamic (i.e. it does not need to estimate it) to achieve good results.
This is one of the identified advantages of using the complete state vector as part of the active
damper input variables. However, as this order difference is not an issue for the DSP where
the active damper is implemented, the results shown in the next sections only consider the grid
current (i2) feedback, reducing as a result the number of sensor needed.
6.4.3 Stability improvement analysis
Fig. 6.10 shows different loop functions, and their deduced stability margins, when the designed
grid current controller (Kcc) is: applied to the damped LCL plant GAD (LAD = Kcc · GAD);
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Figure 6.9. KAD (Ts = 200 µs) Hankel singular values and damped LCL dynamics (GAD and GdAD ) after KAD
order reduction (a) feeding-back only i2 and (b) feeding-back the complete states vector x. KAD can be reduced
from its 10th nominal order (with GADn and GdADn damped dynamics) to (a) an 8
th order damper (resulting
in GAD8 and GdAD8 ) and (b) a 5
th order damper (resulting in GAD5 and GdAD5 ) without damping performance
degradation, depending on the number of variables sensed.
applied to the L filter reference Gref (Lref = −Kcc ·Gref ); and applied to the unmodified LCL
plant Fu→i2 (L = Kcc · Fu→i2).
As stated before, Kcc is designed to be unstable if applied to the unmodified LCL plant with
a sample time Ts = 200 µs, being L = Kcc · Fu→i2 gain and phase margins, GM and PM ,
negative but close to zero in that case. Kcc is again designed for a sampling time Ts = 100 µs,
following (6.20), with the same design parameters Kp and Tr. This will also result in an unstable
system if it is directly applied to the undamped plant, but with poorer stability margins in L
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Figure 6.10. Loop function frequency representation for the unmodified LCL filter (red), the reference L filter
(dark blue) and the modified LCL filter (light blue). Their corresponding stability margins are detailed in TABLE
6.1.
than the design with Ts = 200 µs. The left part of table 6.1 collects the stability margins (GM
and PM) of the system without the proposed active damper, where the sub-index 1 and 2 stand
for sampling times Ts = 200 µs and Ts = 100 µs cases, respectively.
Table 6.1. Stability margins.











GM2 −17.2 dB GMAD2 8.9 dB GMref2 12 dB GMAD2GMref2 0.741
Designed damping controller stabilizes both cases. Table 6.1 summarizes the achieved im-
provement of the stability margins seen in Fig. 6.10. In it, sub-index AD and ref stands for
damped LCL filter case (loop LAD) and L filter reference case (loop Lref ), respectively, mean-
while the sampling times Ts = 200 µs and Ts = 100 µs are again identified by sub-index 1 and
2, respectively. Both designed controllers increase stability margins almost to their respective
reference values, with better results for the smaller sampling time design, as can be seen in the
rightmost column that shows a performance index that compares the achieved stability margins
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to its reference values.
The improvement of the system robustness when the sampling period (Ts) is reduced is fur-
ther demonstrated in the sensitivity functions comparison between the reference L-filter dynamic
(Sref = (1 + Lref )
−1) and the damped LCL-filter dynamic (SAD = (1 + LAD)−1) shown in Fig.
6.11.
Figure 6.11. Comparison between the sensitivity functions of the reference L-filter system (Sref ) and the damped
LCL-filter system (SAD) for the two sampling times considered.
As it can be seen, the maximum sensitivity gain of the actively damped design (‖SAD2‖∞)
decreases when the sampling period is reduced to Ts = 100 µs, being its value much closer to
its reference at that sampling period (‖Sref2‖∞).
Fig. 6.12 shows the close-loop frequency results of the considered system (a) without the
proposed active damping and (b) with the proposed active damping (KAD) for a sampling time
Ts = 200 µs.
Figure 6.12. Close-loop frequency results for Ts = 200 µs (a) without the proposed active damping (b) with
the proposed active damping. In black, the open-loop resonant LCL filter admittance. Close-loop theoretical
admittance is shown in purple, being the red circles experimentally measured values of it.
The purple line represents the analytical value of the obtained admittance (Y ), whose dy-
namic was defined in (6.21), meanwhile red circles represents experimental identified values of it
(Yexp) taken at different frequencies. The resonance in the LCL open loop admittance (Fvs→i2),
in black, is highly damped with the designed active damping connected, as can be deduced from
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the experimental results. The undamped system (i.e. with KAD disconnected) considering a
Ts = 200 µs is stable in the tested experimental platform, even though it is not theoretically (see
GM1 and PM1 in table 6.1), allowing to measure the experimental admittance (Yexp) shown
in 6.12(a). That is probably due to the more damped experimental behaviour of the system
(compare Yexp and Y phase around the resonant frequency).
Fig. 6.13 repeats the results shown in Fig. 6.12, this time for a reduced sampling time
Ts = 100 µs. In this case, the undamped system is unstable in the experimental platform (as
predicted theoretically, see GM2 and PM2 in table 6.1), not allowing to measure experimentally
the obtained closed-loop admittance. Fig. 6.13 shows, then, only the results when the proposed
active damping (KAD) is connected. As it can be seen, the LCL filter resonance (see Fvs→i2) is
slightly better damped experimentally for this reduced sampling time.
Figure 6.13. Close-loop frequency results. In black, the open-loop resonant LCL filter admittance. Close-loop
theoretical admittance is shown in purple, being the red circles experimentally measured values of it. The system
is well damped with a minimum deviation in the phase experimental results.
Finally, Fig. 6.14 proves the damping and stability robustness of the method towards para-
metric variations of the LCL filter.
Figure 6.14. Expected admittance magnitude modification for changes of the LCL resonance frequency. High
(resonant) values would indicate ineffective action of the designed active damping. Red boxes represent unstable
cases.
It represents the close-loop frequency response of the expected (i.e. not experimental) ad-
mittance magnitude (|Y |) for changes of the LCL parameters L1, L2 and C. High (resonant)
values of |Y | in Fig. 6.14 would indicate ineffective action of the designed active damping. A
sampling time of Ts = 100 µs was considered for the grid current controller (Kcc) and the damp-
ing controller (KAD) designs. Then, the resonance frequency (ωres) is changed from 0.85 to 1.25
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pu of its nominal value by modifying each of the LCL elements2. |Y | in Fig. 6.14 for ωres = 1
pu2 is, then, equivalent to |Y | in Fig. 6.13. The red boxes represent resonance frequency limits
from which the system becomes unstable. System is stable, and well damped, for changes of the
resonance frequency inside the range [0.87, 1.12] pu2, for the most unfavourable cases.
6.4.4 Time domain results
As it was previously stated, if the designed grid current control (Kcc) at sampling time Ts = 200 µs
is applied to the undamped LCL filter, the resultant system will be unstable, but with a close
to zero stability margins (see GM1 and PM1 in table 6.1). Fig. 6.15 shows simulated
3 time
domain results of the action of the designed active-damping (KAD) in that case.
Figure 6.15. Time domain active damping results. iabcL and iabcLCL represent the grid current for the emulated
L-filter and the considered LCL-filter, respectively. Both are equivalent if KAD is connected. An unstable
oscillation grows if KAD is disconnected. This oscillation is quickly dissipated if KAD is again connected.
Two applications were simulated simultaneously for the results in Fig. 6.15: one VSC con-
nected to an ideal grid (i.e. Zg = 0) through the equivalent L filter, controlling its grid current
(iabcL) with only the proposed external current controller (Kcc), and another VSC connected
to the same grid through the considered LCL filter, controlling its current (iabcLCL) with the
proposed active damper (KAD) and the aforementioned outer current controller (Kcc). At the
beginning of the experiment, KAD is connected and a non-zero reference current (i
∗) is intro-
duced at the fundamental frequency (ω1) in both applications. The response of the LCL-filter
grid current (iabcLCL) is very similar to the one of the emulated L-filter (iabcL), demonstrating
the good dynamics shaping achieved with KAD. It can be seen how the grid current of the
LCL-filter (iabcLCL) starts to oscillate at the resonant frequency if KAD is disconnected. If KAD
is connected again, this oscillation is quickly dissipated. Experimental results are not equivalent
in this case because the real LCL filter is more damped that it was considered in its model (i.e.
the losses resistances are higher than expected), as it can be deduced from the experimental
admittance values shown in Fig. 6.12(a). For that reason, the damping effect is not seen so
clearly in the experimental platform as in the simulated results shown in Fig. 6.15.
Fig. 6.16 shows the experimental results of the implemented damped LCL grid current
control at sampling time Ts = 100 µs for different tests; Fig. 6.16(a) shows the response to a
change of the passive DC-load active power demand from p∗ = 0 to p∗ = 4.2 kW, Fig. 6.16(b)
2The nominal value of the filter resonance is ωresN =
√
(L1N + L2N )/(L1NL2NCN ) ≈ 7000 rad/s, where L1N ,
L2N and CN are the filter nominal parameters shown in table 5.1. The system is stable for the next variations of
the filter parameters: L1 = [5.97, 0.56] pu, L2 = [1.71, 0.62] pu and C = [1.32, 0.66] pu.
3Simulated results were obtained through a complete system model, including switching VSCs and equivalent
digital controllers, implemented in MATLAB SimPowerSystem.
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Figure 6.16. (a) Connection of a 4.2 kW DC-load with a null reactive reference. The grid current increases
to supply the DC-load, maintaining the DC-bus voltage vDC constant. (b) Sudden change to a reactive power
reference of q∗ = 4 kVAr with a null active power reference. The grid current quickly tracks the new reactive
power demand. (c) Initial response and recovery to a balanced grid voltage dip of 60%. The active power reference
is set to p∗ = 4.2 kW. The grid current increases to compensate the power lost with the voltage dip.
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shows the results of a sudden change of the reactive power reference from q∗ = 0 to q∗ = 4
kVAr, and Fig. 6.16(c) shows the response of the system to a balanced grid voltage dip of 60%
of its nominal value (with a power reference set to p∗ = 4.2 kW). The damped system is proven
to be stable and without grid current oscillation at the resonant frequency, in opposition to the
unstable system that results when KAD is disconnected (see GM2 and PM2 in table 6.1).
6.5 Conclusion
The next conclusions can be derived from this chapter:
• This chapter presents an active damping controller design for the grid current control of
a grid-connected VSC with an LCL-filter topology. Designed active damping modifies the
LCL resonant grid current dynamic so it mimics the one of an equivalent L filter, making
possible the use of simple pre-designed PI and/or PR controllers to track the desired
current with minimum stability and performance penalties.
• Proposed controller is obtained by (sub)optimal H∞ synthesis following a model-reference
design. The designer specifies the desired LCL grid current dynamic, in this case one
equivalent to an L filter. Afterwards, an H∞ synthesis algorithm obtain a (sub)optimal
active damper that complies with the specifications.
• The presented design methodology allows to easily specify the number of inputs to the
active damper. For the results shown here, both grid-current feedback and PCC voltage
feedforward are considered, reducing the number of sensors needed, but the design is
flexible enough to achieve similar results feeding-back any linear combination of the filter
states vector.
• Limitations of the method are presented, being the most important a bandwidth limitation
coming from the discrete implementation of the controller. By reducing the sample time,
the effectiveness of the method is improved.
• Obtained frequency results show the damping capabilities of the presented method. Stabil-
ity margins are improved when a classic PR, previously designed for the reference L-filter
dynamics, is used to control the grid current. Moreover, this stability margins are close to
the ones that would be obtained if the designed PR current controller was applied to the
reference L-filter equivalent.
• Damping and stability robustness of the method is proved for variations of the LCL filter
parameters.
• Finally, good time domain results are demonstrated by simulated and experimental tests.

Chapter 7
Conclusion and future work
7.1 Contributions and conclusions
This section presents the main contributions and conclusions that can be derived from this Ph.D.
dissertation.
7.1.1 H∞ model reference approach for closed-loop admittance shaping
Contributions
An H∞ model-reference controller design approach is proposed for the admittance shaping of
grid-connected current-controlled VSCs. Based on the definition of a frequency shaped admit-
tance reference (Yref ), an H∞ synthesis algorithm will compute the (sub)optimal controller that
shapes the closed-loop admittance to resemble this reference model both in magnitude and in
phase.
Additionally, the designer can provide to the current-controller of the desired current refer-
ence tracking capabilities and limit the controller actuation at certain frequency bands to avoid
saturation problems, using to that end the same model-reference design framework. Using the
proposed method is possible, then, to deal with the tracking vs admittance shaping trade-off,
as well as the classic controller performance vs stability robustness and energy optimization
trade-off, in a more intuitive and tractable way than with the classical approaches. As inexpe-
rienced designers may still require of some heuristic rules to face the different design trade-offs
and achieve the best solution to the desired complex objectives, this dissertation proposes some
design guidelines and performance analysis tools to simplify this task even more.
The proposed design method is very flexible with respect to the plant to be controlled and
the number of sensed variables. In that regard, this dissertation proposes a three DOF current-
controller that only feeds-back the controlled grid-current, in addition to feed-forward the sensed
grid PCC voltage and pre-compensate the desired current reference. The design methodology
is very similar for the two filter topologies considered, the simpler L filter and the higher order
resonant LCL filter.
The discrete nature of the synthesized three DOF controller is reflected in an hybrid dynamic
of the controlled current, whose response is affected by a continuous disturbance (the PCC volt-
age) and the discrete output of the controller. In order to improve the admittance shaping
performance of the proposed method, this dissertation considers this hybrid nature of the con-
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trolled current. To that end, it proposes different fully continuous and fully discrete models for
both considered filter topologies (i.e. L and LCL) and compares them with the realistic hybrid
scenario. From the obtained results, it is deduced that the use of a continuous approximated
model that takes into account the effect of both computational delay and PWM modulation
present in any digital platform implementation will positively affect the obtained experimental
admittance shaping results. The synthesized continuous controller can be then discretized for
its future implementation in a digital platform.
Another important advantage of the proposed admittance shaping method is that it allows
the achievement of more complex designs and objectives by simply defining more complex ad-
mittance reference profiles (Yref ). It is possible, then, to fulfil classic grid-connected applications
objectives if they can be cast in terms of closed-loop admittance specifications. In that regard,
this dissertation proposes three admittance shaping objectives:
1. Improvement of the stability robustness toward grid uncertainties and good damping ca-
pabilities for resonant filters, which can be achieved by means of broad-band resistive
designs.
2. Improvement of the rejection/attenuation of the grid voltage disturbances effect in the
controlled current, which can be achieved by means of low admittance designs.
3. The design of effective grid stabilizers, which may be able to damp possible grid impedance
resonant behaviours and filter the grid voltage of possible oscillations at non-fundamental
frequencies. This can be achieved by means of high admittance profiles.
The main difference in the design process between each considered application is, as stated
before, the admittance reference (Yref ) definition.
The proposed controllers performance is verified experimentally both in time and frequency
domains. Good experimental admittance shaping results were obtained, as the proposed method
for the closed-loop admittance frequency domain identification demonstrates. In addition, pro-
posed controllers are able to track given current references and have enough stability margins to
be considered stand-alone robust systems. The improved stability robustness toward weak grid
of the proposed broad-band resistive designs, the rejection/attenuation capabilities of proposed
low admittance designs and the stabilization of weak grids of the high admittance designs are
also proved by means of simulated/experimental results.
Conclusions
The admittance shaping of PEC-based application by means of the proposed method has proven
to have the next main advantages with respect to classical control paradigms:
1. The desired closed-loop admittance can be easily defined, both in magnitude and in phase,
by means of reference frequency models
2. It is easier to deal with the different derived control objective trade-offs, such as the trade-
off between the tracking capabilities and the desired admittance shaping or the classic
performance vs stability margins and energy optimization trade-off.
3. It is easier to control complex plants dynamics (e.g. MIMO plants, high order filters etc.)
and to achieve complex admittance profiles.
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The main disadvantage that can be attributed to the presented method is that the used convex
H∞ controller synthesis algorithm will compute a controller of the same order than the defined
generalized (i.e. augmented) plant. Then, the synthesized controller order using this method may
be considered high for certain designs with respect to classic controllers, as the controller has,
at least, the order of the open-loop plant to be controlled, in the same way that full order plant
states estimators do. The designer should decide whether higher orders design specifications to
improve the controller performance worth the increase in the computational burden. The fast
computation capability of current digital processors makes of this disadvantage a less important
issue. In any case, order reduction techniques can be usually used, if necessary, with small
influence in the desired controller performance.
The discrete nature of the synthesized controller imposes some design limitations, mainly in
the limited admittance shaping bandwidth; the smaller the sampling time (Ts) is the broader
the admittance shaping bandwidth (ωcMAX ) could be. In the same line, it can be derived
that the minimum achievable closed-loop admittance at this maximum bandwidth frequency is
approximately equal to the open-loop admittance (i.e. Ymin(jωcMAX ) ≈ Gd(jωcMAX )). Due to
the low pass nature of the filter open-loop admittance (Gd), either the sampling time must be
decreased or the filter inductances must be increased to obtain a smaller closed-loop admittance
at ωcMAX , as both results in a smaller Gd(jωcMAX ) value. On the other hand, higher closed-loop
admittance profiles can be achieved without theoretical limitation up to the maximum bandwidth
limitation (ωcMAX ), but it is important to take into account that a closed-loop admittance (Y )
bigger in magnitude than its open-loop value (Gd) will result in a high controller actuation,
increasing the risk of controller saturation problems. It is concluded, then, that small filter
inductances values (i.e. increase Gd) is preferred for high admittance designs. Note that these
are common limitations for every admittance shaping design framework, so they are not exclusive
of the proposed method.
This dissertation proposes to fulfil three different admittance shaping objectives to demon-
strate the effectiveness and flexibility of the proposed method. From the achieved results, the
next conclusions can be derived:
1. The proposed broad-band resistive designs, implemented for both L and LCL filter topolo-
gies, present a very strong stability robustness towards inductive changes of L-type grid
series impedances and a slightly weaker (but still very strong) stability robustness for
capacitive changes of undamped LC-type grid series impedances. The latter can be ex-
plained, from an impedance-based stability criterion point of view, by the interaction of
the undamped grid resonance with the narrow non-passive frequency zones of the obtained
applications. As this is a worst case scenario (a probable grid impedance resonance would
be, most likely, damped by losses resistance in the model), it is concluded that the pro-
posed designs have a very strong robustness towards any kind of weak grids, and a less
limited controller performance compared with other robust techniques.
2. The proposed low admittance designs, implemented only in an LCL filter topology, present
a good rejection/attenuation of the effect of grid voltage oscillations in the controlled
current. If broad-band low resistive admittance systems are pursued, the grid voltage
attenuation robustness will be improved, as these designs present a low admittance profile
in a wider frequency range. The attenuation level of these grid voltage oscillations effect is,
however, poorer in favour of this resistive behaviour. If a low admittance profile localized
only at the main grid voltage harmonics (i.e. 5th, 7th etc.) is intended, a higher order
controller will be required. This design presents, on the other hand, a higher attenuation
of the tuned voltage harmonics influence in the current control.
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3. The proposed high admittance designs, implemented only for an L filter topology, act as
very effective grid stabilizers, making the grid look stronger for other systems connected
to the same PCC. If a high resistive admittance profile in a broad-band is intended, the
robustness from a grid impedance resonance damping / PCC voltage filtering capability
point of view will be improved, as the frequency range where a high admittance is obtained
will be wider. It will have, in addition, the good stability robustness towards weak grids
of resistive broad-band designs. This design is, on the other hand, more sensitive to grid
voltage dips. If a high admittance profile is, otherwise, only desired at some localized
frequencies, the design will require of a higher order controller to obtain a good perfor-
mance, but it may have an improved response against grid voltage dips and an improved
overall current reference tracking capability, as these designs are able to damp a given
grid resonance (or filter the PCC voltage) at a given frequency (with a high admittance
value) and still reject the grid voltage disturbances effect in the controlled current at other
frequencies (with a low admittance value).
7.1.2 H∞ model reference approach for resonant plants active damping
Contributions
The H∞ model reference design approach is also applied for the optimal active damping of the
resonant LCL filter. The objective is to design an active-damper that shapes the LCL filter
dynamic so it resembles an equivalent L filter dynamic.
The proposed method approaches, then, the active damping of resonant filters for an alter-
native point of view; instead of using the classic virtual impedance concept, which is actually
misleading once a digital control scenario is taken into account, it tries to shape the LCL filter
dynamics in response to the two disturbances of the grid current, the PCC voltage and the VSC
average output voltage (actuation of an outer grid current controller), so it resembles the ones
of a non-resonant filter. By doing so, it is possible to apply fast classic PI and/or PR outer
current controllers, which design for L filter is amply studied due to their simplicity, without
renouncing to the higher filtering capabilities of the LCL filter.
The proposed method is flexible enough to feedback different linear combination of the filter
state vector. For the majority of the presented results, a single grid-current (i2) loop is used,
reducing, then, the number of sensed variables. That is, additional feedback loops are not
necessary in opposition to most of the previously proposed active damping works. In any case,
the method is flexible enough to use other measured variables depending on the considered
application.
In opposition to most of the classical active damping approaches, this method takes into
account some digital control particularities such as the presence of a PWM and a computational
delay at the control output. In that regard, it improves the classic virtual impedance concept,
that, as advanced, is not formally correct when a digital active damping implementation is
considered. A more realistic active damping design scenario (i.e. more approximated to its
physical implementation) was achieved, then, by considering these important plant dynamics.
The design methodology for the proposed method, very similar to the aforementioned admit-
tance shaping method, is enumerated, and the main limitations of the method are derived. In
that regard, an alternative verification of the active damping regions proposed in [Parker et al.,
2014] was derived, proposing an effective active damping bandwidth limitation induced by the
discrete nature of the implemented controller.
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Conclusions
The achieved frequency domain experimental results proved the efficiency and robustness of
the method. The stability margins are highly improved using the proposed active-damper, as
it can be also checked from the improved time-domain current tracking response. The use of
widely known simpler PR and/or PI controllers is, then, compatible with the proposal due to
the resemblance of the actively damped LCL filter to an equivalent L filter.
The discrete nature of the presented active damping technique imposes, again, a maximum
bandwidth (ωcMAX ) limitation. As long as the LCL filter resonance is placed within this band-
width, the method will optimally damp it. If its above, the sampling time should be reduced
if the optimal results are intended. This limitation is, in any case, common to every active
damping method.
Another important advantage of the proposed method is its flexibility towards the measured
filter states (or linear combination of states) fed-back to the active damper. In that regard, the
obtained results demonstrate equivalent damping results feeding-back the grid-current (i2), the
capacitor voltage (vc) or the complete states vector (x = [i2 i1 vc]
T ), with poorer results if only
the converter-current (i1) is fed-back. Then, even though feeding-back only the grid current (i2)
seems like the best option, as it implies a reduction of the number of sensors used, the proposed
method can be adapted to other necessities.
The main disadvantage attributable to the method is the probable high order of the obtained
active damper. Even though only one reference model (Gref ) is enough to define the grid current
dynamics from both external inputs (PCC voltage and outer current controller output), the order
of the proposed active damping can be considered high in comparison with the classical active
damping approaches. As it was stated previously, this limitation is less important nowadays due
to the fast computation of current digital processor, being possible the use of order reduction
techniques, if necessary, to lighten the computational burden of the proposed active damper.
This order reduction is more effective if multiple variables are fed-back to the active damper.
Finally, the wide bandwidth of the proposal results in an improved robustness of the method
towards changes of the filter resonant frequency, as it is demonstrated in the damping result
shown for parametric variations of the modelled LCL filter.
7.2 Future works
The author considers that the next related topics could be of interest for future theoretical or
practical research work.
Due to the H∞ model-reference approach design methodology flexibility, there are multiple
variations of the proposed admittance shaping and resonant plant damping methods that can
be studied:
• Application of the methods to higher order filter topologies (e.g. LLCL topology) or other
PECs topologies (e.g. CSC, MMC, DC-DC etc.).
• The admittance shaping technique was applied to the AC-side of a two level VSC. However,
the source of instabilities can be in the DC-side. It would be interesting the study of this
admittance shaping technique from the DC-side.
• Application of the admittance shaping method to follow complex MIMO admittance ref-
erences (i.e. with coupled admittances between axis). Good initial experimental results
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were obtained in the considered αβ axis, but its field of application for this reference frame
is still under study. It is clear, in any case, its application importance in the dq reference
frame, where the d and q axis are coupled by default (i.e. without using any uncoupling
technique).
• A three DOF controller was considered as the best suited structure for the simultaneous
admittance shaping and current reference tracking control. However, if the tracking per-
formance is set aside, relying this task to an already designed one DOF controller, a PCC
voltage feed-forward external loop can be synthesized, using the H∞ model-reference ap-
proach, for the admittance shaping of the system. This structure has the main advantage
of not dealing with the performance vs stand-alone stability robustness trade-off, as feed-
forward techniques does not affect it. On the other hand, the obtained admittance shaping
is expected to be less robust to parametric uncertainties as feed-forward techniques are
more sensitive to them.
• The presented admittance-shaping method can be easily applied to the impedance-shaping
of voltage-controlled PEC-based applications, such as the Dynamic Voltage Restorer (DVR)
and the Uninterruptible Power Supply (UPS). Good preliminary simulated results were
obtained in the application of the method to a DVR.
• Three different admittance profiles were considered in this work. However, a further study
of admittance shaping applications can result in other interesting admittance profiles. The
flexibility of the proposed design framework make it specially suited for this study.
Other related improvements of the topics addressed in this dissertation would be:
• In grid-connected PEC-based applications, the main source of uncertainty is the grid
impedance. As this uncertainty can be considered passive, the passivity of the controlled
application is of main importance for its stability robustness. The proposed H∞ admit-
tance shaping method can obtain passivity in a wide range, resulting in the presented
broadband resistive designs, which are very robust towards grid uncertainties. However,
passivity, and then dissipativity, can be addressed in a more formal and effective way
applying the Kalman-Yakubovich-Popov lemma in the Linear Matrix Inequalities (LMI)
controller design framework. This framework is compatible with (sub)optimal minimiza-
tion problems, such as theH∞ synthesis considered here, and allows to impose, in addition,
certain conditions to the obtained closed-loop systems, such as the aforementioned dissi-
pativity condition.
• Moreover, even though the proposed admittance shaping techniques has been proven ef-
fective to increase the stability robustness of PEC-based applications towards weak grids,
more explicitH∞ robust techniques, applying the small gain theorem, can be used to obtain
a controller that shapes a current-controlled system admittance so its stability when con-
nected to the grid can be assured for a set of grid impedance uncertainties. The key fact of
this study is that, following the impedance criterion, the considered current-controlled sys-
tem admittance and the grid impedance form a complex stability loop function (L = Y Zg)
that could be shaped using these techniques to assure stability.
• The controllers proposed in this dissertation were computed following a convex H∞ syn-
thesis algorithm provided by MATLAB R© Robust toolbox. One of the main disadvantages
of this optimal framework is that the order of the synthesized controller is that of the given
augmented plant P. The study of more complex and non-convex synthesis tools to com-
pute the proposed controllers, such as the Fixed-order H∞ technique, where the maximum
order of the obtained controller can be fixed is another interesting field of research.
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• In the admittance shaping paradigm, the hybrid continuous/discrete dynamic of the closed-
loop controlled current plays an important role in the performance of the proposed con-
trollers, even more as the frequency approximates to the Nyquist limit. Even though an
approximated fully continuous model of the open-loop grid current was proposed in section
4.7, the author is aware of other more complex techniques, such as the Lineal Time Peri-
odic Variant (LTPV) transform [Rosenwasser and Lampe, 2012] or the Frequency Lifting
transform [Chen and Francis, 2012], that can address the modelling of this hybrid dy-
namic in a more efficient and formal way. This is, then, another field of interest for future
research.
• Finally, the high broad-band resistive admittance design has an important industrial ap-
plication interest as a grid stabilizer. It would be interesting the study and design of an
specially-dedicated (i.e. stand-alone) product for this task, analysing topics like the ideal
filter size and topology, the converter topology, the energy consumption, the protection





This annex quickly introduces some of the background knowledge that the author considers nec-
essary for the full understanding of this dissertation. It focuses on lineal control, its generalized
control structures (section A.2), the frequency domain response (section A.3) and the derived
stand-alone stability analysis (section A.4), the different controller objectives trade-offs (section
A.5), the feedback bandwidth limitations of systems with time delays or RHP-zeros (section
A.6) and some of the most representative classical controller design approaches (section A.7).
These lineal control concepts are applied in section A.8 to power electronic converter (PEC)
based applications, presenting the diagrams and main functions of some of them.
A.2 Generalized lineal control schemes
One degree-of-freedom control structure














Figure A.1. One DOF generalized controller structure.
On it, the plant, which output (y(t)) is going to be controlled, is modelled by two transfer
functions: the command-to-output transfer function G(s), with a controlled input u(t) (output
of the controller K(s)), and the disturbance-to-output transfer function Gd(s), whose input d(t)
is not controlled in the process (i.e. acts as an external disturbance). The classic objective of this
structure is to control the plant output (y(t)) so it tracks a given reference (y∗(t)) at the desired
frequencies (ω), minimizing the tracking error (e(t)) even under changes of the disturbance (d(t))
1For simplicity in the derived closed-loop dynamics, all the transfer functions in this section are considered
single-input single-output (SISO) functions
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and measurement noise (n(t)) signals. To achieve this, the measured output (y′(t)) is fed-back
to the controller (K(t)), which will integrate the tracking error (e(t)) until it becomes zero 2.
The closed-loop is disturbed, then, by three external inputs; the noise (n), the output distur-
bance (d) and the output reference (y∗) signals. These signals form the exogenous input vector
w. Different closed-loop transfer functions can be derived from this first structure:












where T (s), D(s) and N(s) are known as the tracking, disturbance and noise transfer functions,
respectively. To partially achieve the aforementioned classic controller objective (i.e. track
the given reference y∗ rejecting other external disturbances), a controller with high gain values
(i.e. high |K(jω)| 3), ideally infinite, should be defined, as it will achieve a |T (jω)| ≈ 1 and
|D(jω)| ≈ 0 at the desired frequencies (ω). Note, on the other hand, that this will result in a
poor noise rejection (i.e. |N(jω)| ≈ 1).
The controller is, in addition, attached to other external design limitations and trade-offs
that make not possible to achieve this classic objective at all frequencies. One of them is the
limitation in the controller actuation (u), which is usually bounded by physical constraints and
saturation limits. Its value is determined by two transfer functions;
Fy∗→u(s) = −Fn→u(s) =
K(s)
1 +G(s)K(s)




High values of these transfer functions at a given frequency will result in high values of the
actuation signal (u) and possible controller saturation. Another important limitation in the
control is the achievable bandwidth, which can be defined as the frequency where the loop
function gain is above one (|L(s)| > 1) or, analogously, where the sensitivity function gain is
below one (|S(s)| < 1). These new transfer functions are defined as follows;





where ∆y represents any output disturbance (e.g. n, yd etc.). As it will be seen in section A.4,
these functions are the basis for the stand-alone stability analysis of the closed loop system.
In addition, both functions are good indicators of the feedback action of the controller; higher
values of |L(s)| and, then, lower values of |S(s)| results on higher reduction of the tracking
error (e) for changes of all the exogenous inputs w. That is, using this one DOF structure,
achieving a |S(jω)| → 0 implies that |T (jω)| → 1 and |D(jω)| → 0 at frequencies ω, which is
the aforementioned classic control objective. Moreover, the wider the controller bandwidth is
the faster the controlled output (y) will track its given reference (y∗).
Note that |S(jω)| → 0 also implies that a bad noise rejection function |N(jω)| → 1 (see
(A.3)) will be obtained, even though a good reduction of the noise (n) effect on the tracking
2For the sake of compactness, the time domain (t) and Laplace (s) operators will be omitted whenever its
presence results obvious attending to the context.
3K(jω) is obtained from K(s) with a simple variable substitution s → jω. The continuous time Laplace
operator s is substituted by the complex operator jω whenever a frequency domain implication can be drawn
from the context.
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error (e) is apparently achieved (i.e. |Fn→e(s)| → 0 in (A.5)). In fact, what the controller does
when a noise signal (n) is added to the output (y) inside its bandwidth is to try to compensate
this noise in the fed-back (measured) output (y′ = y + n) by obtaining a real (undisturbed)
output (y = y∗ − n). This is, obviously, an undesired behaviour of the controlled output (y).
Fortunately, the effect of the measurement noise (n) in the output (y) is often not considered
due to the operating characteristics of most of the commercial sensors, which only introduce
noise at frequencies (ω) far beyond of the controller bandwidth, where |K(jω)| → 0 and, then,
|N(jω)| → 0. For that reason and for the sake of the section briefness, the noise signal is no
longer considered in next analysis.
Two degrees-of-freedom control structure
Fig. A.2 shows a two DOF generalized control structure, where a disturbance signal (d) feed-









Figure A.2. Two DOF generalized controller structure.
This feed-forward path is usually implemented to quickly reject the effect of the disturbance
(d) on the output (y) by defining a Kd = −Gd/G, as long as the plant dynamics are perfectly
modelled and the resulting Kd is implementable
4.
However, as it is shown throughout this dissertation, a null disturbance function (i.e. |D(s)| =
0) is not always desirable from a control point of view. In that regard, this structure provides of
a new degree of freedom to the controller to modify the disturbance function (D) independently
of the tracking function (T ), up to certain limits. Using this structure, then, the only closed-loop








Three degrees-of-freedom control structure
To further separate the tracking (T ) and disturbance (D) transfer functions control (i.e. shap-
ing), a three DOF generalized controller structure is proposed in Fig. A.3.
It basically splits the controller K of the one and two DOF aforementioned structures into
two new transfer functions; a feedback path (Ky) for the controller output and a feed-forward
path (Ky∗) for its reference. The tracking (T ) and disturbance (D) transfer function are modified
4This serves also as an effective controller soft start technique, setting an initial actuation u that produces a























To achieve the aforementioned classic control objective (i.e. |T (s)| ≈ 1 and |D(s)| ≈ 0) high
values of the feed-back gain (|Ky|) and the reference feed-forward gain (|Ky∗ |) are needed. The








whereas the loop and sensitivity functions change to;




The sensitivity function no longer serves as a tracking performance indicator (i.e. how much the
tracking error (e) is reduced), as this does not only depend on the output feedback gain (|Ky|)
but also on the reference feed-forward gain (|Ky∗ |). L and S are both, still, the basis of the
system stand-alone stability analysis and good indicators of the efficiency of the feedback action
(i.e. its bandwidth).
States regulation
Finally, some control structures use plant states (x) regulators. This is represented in Fig. A.4
























Figure A.4. Three DOF generalized controller structure plus a state regulator.
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The system states dynamics are defined by two new transfer function: the disturbance-to-
state (Fd→x) and the command-to-state (Fu→x) transfer functions. This new feed-back loop
serves as a plant regulator, whose dynamics change as follows;








The addition of this new feedback loop allows, then, to modified the plant, altering, in some way,
its output (y) dynamic. In a second step, a three DOF controller can be designed for this new










Meanwhile, the new loop (L) and sensitivity (S) functions are defined as;




Again, the stand-alone stability analysis of the system output (y) can be derived from these








1 +G(s)Ky(s) + Fu→x(s)Kx(s)
(A.15)
A.3 Frequency response analysis [Skogestad and Postlethwaite,
2007]
Consider a single-input single-output (SISO) lineal system modelled by the transfer function
G(s), so that;
Y (s) = G(s)D(s), (A.16)
where Y (s) and the D(s) are the output and the input to the considered system, which (without
losing generality) follows the next sinusoidal patterns in the time domain for a given frequency
ω:
d(t) = D0 sin(ωt+ α) (A.17)
y(t) = Y0 sin(ωt+ β) (A.18)
The frequency domain response of the system G(jω) is compactly described for all given fre-
quencies (ω) as:
y(ω) = G(jω)d(ω) (A.19)
, where d(w) = D0e
jα and y(ω) = Y0e
jβ are the phasor representations of the sinusoidal input







|d(ω)| ∠G(jω) = β − α = ∠y(ω)− ∠d(ω) (A.20)
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where |G(jω)| and ∠G(jω) are the gain (amplification) and phase shift of the considered linear
system G(jω), respectively, which depend on the input (and output) signal frequency (ω), but
not on its amplitude (D0) and phase (α) at that frequency.
If a multiple-input multiple-output (MIMO) system is considered instead, the frequency
































where Gij(jω) represents the frequency response from the input dj(ω) to the output yi(ω). The
response of the output yi(ω) to a set of inputs d(ω) is, applying the superposition principle for





The phase shift concept is, then, lost from a MIMO point of view. It can be defined, however,
how much the inputs affect the outputs in magnitude at each frequency ω, by considering the
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This is considered the gain of the MIMO system, which again depends on the frequency ω but
also on the direction of the input vector d(ω) (i.e. d1(ω) . . . dj(ω) values). That is, unlike the
SISO case, the gain of a MIMO system is not unique for a given frequency ω. The singular
value decomposition (SVD) of the matrix transfer function G(jω) gives, on the other hand, an
important physical interpretation of the system frequency response:
G(jω) = U(ω)Σ(ω)V(ω)H (A.24)
where:
• Σ(ω) is a i × j matrix with k = min{i, j} non-negative singular values5 (σk(G(jω))) of
G(jω) arranged in descending order along its main diagonal; the other entries are zero.







, where the non-zero elements of Σ(ω) are scalars dependent on the frequency ω, which
fulfil σ1(G(jω)) ≥ σ2(G(jω)) for all frequencies ω.
• U(ω) is an i × i unitary matrix (i.e. U(ω)HU(ω) = I) of output singular vectors (ui(ω))











These columns vectors (ui(ω)) represent the output directions of the plant G(jω), and are
orthogonal and of unit length.
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• V(ω) is a j × j unitary matrix (i.e. V(ω)HV(ω) = I) of input singular vectors (vj(ω))








v31(ω) ︸ ︷︷ ︸
v2(ω)





These columns vectors (vj(ω)) represent the input directions of the plant G(jω), and are
orthogonal and of unit length.
These inputs (ui(ω)) and outputs (vj(ω)) directions are related through their corresponding
singular value5 (σk(G(jω))) in Σ(ω), as it is demonstrated next. As V is a unitary matrix, from
(A.24) it is deduced that:
G(jω)V(ω) = U(ω)Σ(ω) (A.28)
which for an element σx(G(jω)):
G(jω)vx(ω) = σx(G(jω))ux(ω) (A.29)
Furthermore, since ‖vj(ω)‖2 = ‖ui(ω)‖2 = 1 and σk(G(jω)) is a scalar (function of the frequency
ω);




That means that if the input vector d(ω) to the system G(jω) has the direction vx(ω), its output
y(ω) will have the direction of ux(ω), with an amplification gain ‖y(ω)‖2/‖d(ω)‖2 = σx(G(jω)).
More importantly, the first non-zero element of Σ(ω), known as the maximum singular value
and noted as σ̄ (G(jω)), represents the maximum gain of G(jω) as the direction of the input
vector varies. Analogously, the last non-zero element is the minimum singular value, noted as
σ (G(jω)), and represents the minimum gain value of G(jω) for input vector (d(jω)) variations.
The maximum and minimum singular values of G(jω) stablish, then, the next gain boundaries:




≤ σ̄ (G(jω)) , (A.31)
So σ̄ (G(jω)) represents a maximum gain (i.e. input amplification) value of G(jω), correspond-
ing to an input vector d(ω) = kv1(ω) (with k ∈ R), and σ (G(jω)) represents a minimum gain
value of G(jω), corresponding to an input vector d(ω) = kvj(ω) (where j is the number of inputs
of G(jω)).
A.4 Stand-alone stability analysis
Methods
There are two methods that are commonly used in the literature for LTI closed-loop stand-alone
stability analysis of SISO systems [Skogestad and Postlethwaite, 2007].
5The singular values of a matrix G are defined as σk(G) =
√
λk(GGH), where λk(GG
H) are the eigenvalues
of GGH , and GH is the complex conjugate transpose of G.
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The first implies the analysis of the closed-loop poles, given by the roots of the characteristic
equation:
1 + L(s) = 0 (A.32)
The system will be stable if and only if all the closed-loop poles are in the open left-half plane
(LHP) (i.e. their real parts are negative).
The second method, known as Nyquist’s stability criterion, counts the number of encir-
clements of the complex polar plot L(jω) to the point −1 of the real axis. If it is equal to the
number of right-half plane (RHP) (i.e. unstable) poles of L(s) the system will be stable. For
stable loops, the method is simplified to:
The system is stable ⇐⇒ |L(jω180)| < 1 (A.33)
where ω180 is the phase crossover frequency where ∠L(jω180) = −180o. This is known as Bode’s
stability condition.
The first method is better for numerical calculations. It lacks, however, of the good graphical
interpretation of the second method, which additionally provides useful insight of the stability
robustness of the system relative to gain a phase changes of the loop function L(s).
Stability margins definition
Figure A.5. Nyquist polar plot of a loop function L(s). The left part of the figure shows the phase ω180 and gain
ωc crossover frequencies, and derives the gain GM and phase PM stability margins. The right part of the figure
shows the graphical interpretation of the gain peak value Ms of the sensitivity function S.
Fig. A.5 shows the Nyquist polar plot of a given loop function L(s). From it, two stability
margins can be defined.
The gain margin GM is the factor by which the loop gain |L(jω)| may be increased before





Big GM values indicate good stability robustness against steady-state gain uncertainty. Usually,
a good gain margin is considered if GM > 2 in natural units (i.e. GM > 6 dB) [Skogestad and
Postlethwaite, 2007].
The phase margin is defined as the phase lag it can be added to L(s) at the gain crossover
frequency ωc (i.e. the frequency where |L(jωc)| = 1 in Fig. A.5) before the phase at this
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frequency becomes −180o (i.e. ∠L(jωc) = −180o), which will result in an unstable closed-loop
system:
PM = ∠L(jωc) + 180o (A.35)
Big PM values indicate good stability robustness against time delay uncertainty. Normally, a
phase margin PM > 30o is required for robust systems [Skogestad and Postlethwaite, 2007].
Sensitivity function: analysis of controller performance versus stand-alone
stability robustness trade-off
Figure A.6. Typical sensitivity function gain plot.
The sensitivity function S(s) defined in section A.2, apart of giving a good insight of the con-
troller performance, is a good indicator of the system robustness. Fig. A.6 shows the frequency
domain representation of a typical SISO system sensitivity gain |S(s)|, with a good controller
performance at low frequencies (i.e. |S(s)| → 0, so |T (s)| → 1 and |D(s)| → 0). In it, the inverse
of the maximum gain value Ms is equal to the minimum distance between the loop function polar
plot L(jω) and the point −1, as it is showed in the right part of Fig. A.5. From this equivalence,
a minimum gain and phase margins can be derived from an obtained Ms:
GM ≥ Ms
Ms − 1






with GM and Ms expressed in natural units. The conditions to consider a system robust given
above, GM > 2 (natural units) and PM > 30o, are assured, then, if Ms < 2 (natural units).
The sensitivity function is affected by what is known as the waterbed effect if one of these
conditions are met [Skogestad and Postlethwaite, 2007]:
1. L(s) has at least two more poles than zeros (first waterbed formula). This is usually the
case, due to the low-pass behaviour of the controller and the measurements dynamics.
2. L(s) has a RHP-zero (second waterbed formula).
The waterbed effect essentially says that if we want to decrease the sensitivity function at some
frequencies to obtain a good controller performance (i.e. |S(s)| < 1) it must increase at others.
This is similar to the effect of sitting in a waterbed: pushing it down at one point will result in
an increased level somewhere else on the bed [Skogestad and Postlethwaite, 2007].








where pi is the location of the Np RHP-poles of L(s) and <e(pi) represents their real part. For
stable loops (i.e. Np = 0), it is simplified to:
∫ ∞
0
ln|S(jω)|dω = 0 (A.38)
where the area of sensitivity reduction (i.e. |S(jω)| < 1 and ln|S(jω)| < 0) must equal the area
of sensitivity increase (i.e. ln|S(s)| > 0). In other words, an increase of the maximum gain
peak Ms, and then reduction of stability margins, is expected for big areas of controller good
performance (i.e. wide feedback bandwidths). However, equation (A.38) stablish an improper
(i.e. unbounded) integral, as the maximum frequency ω is ∞. So, theoretically, a good perfor-
mance can be obtained in broad bands without increasing too much Ms, as the frequency range
of ln|S(s)| < 0 can be compensated with an infinity frequency range of ln|S(s)| > 0. Following
the waterbed analogy, this is similar to the effect of sitting in a waterbed of infinite surface.
This is not the case for the second waterbed formula. For an L(s) with a single RHP-zero
z: ∫ ∞
0








• Np is, again, the number of RHP-poles (pi) in L(s).
• pi denote the complex conjugate of pi.
• w(z, ω) is a function, whose formula depends on whether z is real or complex, that makes
the contribution from ln|S(jω)| to the sensitivity integral to tend to zero at frequencies
ω > z. That is, w(z, ω) effect in ln|S(jω)| is similar to bound the maximum integral limit
to ω = z instead of ∞.
Then, for stable loops (i.e. Np = 0) the above second waterbed formula is approximately
simplified to: ∫ z
0
ln|S(jω)|dω ≈ 0, (A.40)
As the waterbed is, in this case, finite, a large peak Ms is unavoidable if we want good perfor-
mance in a broad frequency range.
Figure A.7. Sensitivity functions S1 and S2 magnitude representation, which fulfil the first and second (S2)
waterbed formulas, respectively [Skogestad and Postlethwaite, 2007].
Fig. A.7 shows the sensitivity function frequency domain representation for two loop func-
tions: L1(s) =
2
s(s+1) fulfil the first waterbed formula and L2(s) = L1(s)
−s+5
s+5 has the same gain
representation that L1(s), but introduces a RHP-zero in z = 5, fulfilling the second waterbed
formula. As it can be seen, the closed areas between S2 =
1
1+L2(s)
contour and 0 dB, for a
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frequency ranges w = [0, z] (red waves), are equal. The same is fulfilled for S1, but this time for
an unbounded frequency range w = [0,∞] (light blue fill).
It can be concluded that there is, normally, a control trade-off between good controller
performance and good system stability margins.
A.5 Controller objectives summary: Trade-offs in terms of L
As it was advanced in section A.2, the most classic control objective is to reduce the tracking
error (e), by obtaining a tracking transfer function |T (s)| ≈ 1 and disturbance transfer function
|D(s)| ≈ 0. This can be achieved, using the one (Fig. A.1) or two (Fig. A.2) DOF structures, by
defining big feedback gains (i.e. |K| → ∞) and, then, big loop function gains (i.e. |L(s)| → ∞)
or, analogously, small sensitivity function gains (i.e. |S(s)| → 0). This objective is, on the other
hand, in conflict with other controller objectives, such as the minimization of the controller effort
(i.e. |Fd→u| → 0 and |Fy∗→u| → 0) or the rejection of the measurement noise (i.e. |N | → 0),
which are obtained for low controller gains (|K| → 0) and, then, low loop gains (|L| → 0).
In the end, independently of the control structure used (see section A.2), the most important
design objectives are bonded to trade-offs in terms of the loop function gain (|L|), which are
summarized below [Skogestad and Postlethwaite, 2007];
1. Good disturbance rejection (i.e. |D(jω)| → 0): |L(jω)| → ∞.
2. Good reference tracking (i.e. |T (jω)| → 1): |L(jω)| → ∞.
3. Mitigation of measurement noise (i.e. |N(jω)| → 0): |L(jω)| → 0.
4. Reduction of the controller effort (i.e. |Fd→u| → 0 and |Fy∗→u| → 0): |L(jω)| → 0.
5. Implementable controller: |L(jω)| → 0 as ω →∞.
6. Robust stand-alone stability margins against uncertain or neglected plant dynamics (i.e.
reduction of maximum sensitivity gain peak Ms): |L(jω)| → 0.
Fortunately, this conflicting objectives are generally in different frequencies ranges, so it is pos-
sible to fulfil all of them by a proper loop function (L(s)) design.
A.6 Bandwidth limitations of feedback control
Feedback control has a limited bandwidth (i.e. range where |S(jω)| < 1) in the presence of time
delays or RHP-zeros in the loop function L(s).
This limitation was deducted by [Morari and Zafiriou, 1989]. It presents the internal model
control (IMC), which structure is shown in Fig. A.8. This technique obtains a controller C(s)
that includes in its dynamic a model G̃(s) of the open-loop command-to-output transfer function
G(s). The main advantage of this control process is that, for a perfect model G̃(s) = G(s)
and without considering the output disturbance (i.e. Gd effect), the tracking transfer function
T (s) = G̃(s)Q(s), being possible to design Q(s) from an open-loop (i.e. feedforward) point of
view. That is, if perfect tracking T (s) = 1 is desired, Q(s) = G̃(s)−1.
In any case, in order for Q(s) to be physically implementable, it must be:
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Figure A.8. Internal model control structure and its equivalence with a classic one DOF feedback controller.
• Stable, to not make the closed loop T (s) unstable;
• Proper (i.e. order of numerator ≤ order of the denominator), as pure differentiation cannot
be implemented in practice, and
• Causal, which means that Q(s) must not require prediction (i.e. must only rely in current
and past plant measurements.)
If the system to be controlled G(s) has RHP-zeros, time delays or is strictly proper (i.e. order
of numerator < order of the denominator) a Q(s) = G̃(s)−1 for perfect tracking can not be
implemented, as the resulting Q(s) will be unstable, non-causal or improper, respectively.
To solve this problem, the IMC control design procedure proposes a factorization of G̃(s) =
G̃+(s)G̃−(s), where transfer function G̃+(s) contains all non-minimal phase elements of the plant
model (i.e. all RHP-zero and time delays) and G̃−(s) is equal to the minimum phase, and then
invertible, part of G̃. The designed Q(s) should, at the same time, invert G̃−(s), try to minimize
the effect of G̃+(s) in T (s) and include new poles by means of low pass filters to make Q(s)
proper (in case G(s) is strictly proper).
To deduct the aforementioned sensitivity (i.e. feedback) bandwidth limitation, consider now





The objective is to obtain an ideal6 IMC controller Q(s) that obtains a perfect tracking in the
broader bandwidth possible. The ideal IMC controller Q(s), calculated for a T (s) = 1, is then:




But, as explained before, this controller is not realizable for two reasons: it has a predictive
term eθs and a RHP-pole at z, which will make the closed-loop system unstable. The effect of
the RHP-zero of the plant in T (s), however, can be partially compensated (in module, but not
in phase) by adding a LHP-pole at z in Q(s) instead of the ideal RHP-pole7. So the final ideal
6The obtained Q(s) is considered ideal as its output u(s) is not limited.
7In [Morari and Zafiriou, 1989] different techniques are presented to obtain a controller Q(s) that minimize the
effect of G RHP-zeros and delays (i.e. G̃+(s) part) in the obtained closed-loop T (s). The addition of a LHP-pole
in Q(s) tries to minimize the integral square error (i.e. ISE optimal control) between the system output y and its
reference y∗ (i.e. minimize the gain difference between |T (s)| and its ideal unity response).
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→ T (s) = e−θs−s+ z
s+ z
(A.43)
T (s) in (A.43) represents the ideal tracking transfer function for a plant G(s) with time







where Np is the number of zj RHP-zeros (real or complex) in G(s), z̄j their complex conjugate
and θ the total G(s) time delay.
From (A.43), it is easy to derived the feedback limitations of a system with time delays or
RHP-zeros. Knowing that the sensitivity function S(s) = 1− T (s) for the considered one DOF
control scheme [Skogestad and Postlethwaite, 2007]:
Figure A.9. Maximum bandwidth for plants with time delays (left) and RHP-zero (right).
• Consider a plant with a time delay θ, G(s) = e−θs, the ideal sensitivity function will be:
S = 1− T = 1− e−θs (A.45)
whose magnitude is plotted in the left part of Fig. A.9. As it can be seen, |S(jω)| crosses 1
at a frequency of about 1/θ. So the maximum feedback bandwidth ωc (where |S(jωc)| = 1)
of any designed controller K(s) for a plant G(s) with time delays will be ωc = 1/θ.
• Consider a plant with a real RHP-zero at z, G(s) = −s+ z, the ideal sensitivity function
will be:






whose magnitude is plotted in the right part of Fig. A.9. As it can be seen, |S(jω)| low-
frequency asymptote crosses 1 at a frequency z/2. So the maximum achievable bandwidth
ωc of any designed controller K(s) for a plant G(s) with a RHP-zero will be ωc = z/2.
Note that, considering the Pade approximation of a delay, e−θs ≈ (1− θ2s)/(1+ θ2s), the maximum
bandwidth of a time delay θ is equal to the one of a RHP-zero at 2/θ.
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A.7 Controllers design methodologies: main classical control
design frameworks
Linear control design methodologies can be sorted in classical and optimal techniques. The main
difference between both is the way the controller is derived. In the classical control paradigm, the
designer obtains a controller (K) for a given plant dynamic following some heuristic rules based
on its knowledge and experience, so that the closed-loop system fulfils some given objectives (e.g.
good reference tracking performance, robustness etc.). In the optimal control paradigm, the
controller (K) is synthesized with the same premises (i.e. plant open-loop dynamics and desired
closed-loop objectives) but, this time, following some optimization rules. Optimal control is,
then, better suited for applications where the derivation of the controller could be a very hard
task, such as the control of complex plant dynamics (e.g. MIMO plants) or if different and
complex control objectives must be fulfilled at the same time.
Some optimal control techniques are analysed in section 3.2. The main classical control
design frameworks are briefly introduced next;
• Proportional-integral-derivative (PID) control: This is probably the most popular family
among linear controllers, even more without its derivative part (i.e. PI). A generalized
expression of this controllers is detailed next:




where Kp, Kd and Ki are the proportional, derivative and integral gains. The integral
part of the controller provides of a high gain at low (continuous) frequencies (i.e. ω → 0),
obtaining a good tracking response at them (i.e. T (jω)|ω→0 → 1) and, then, making
possible to track step-type (non-oscillatory) reference outputs (y∗). Due to its popularity,
multiple straightforward design rules had been proposed for the design of this kind of
controllers, even more for the case of first-order plants. However, its biggest drawback is
the poor tracking performance for periodic (i.e. non-continuous) reference outputs (y∗).
• Proportional-resonant (PR) control: In this framework, the integral part of PI controllers
is substituted by a generalized integrator:
KPR(s) = Kp +
Krs
s2 + 2ζω0s+ ω20
(A.48)
where Kr is the resonant gain, ω0 is the resonant frequency and ζ is a resonance damping
factor. A high controller gain (|KPR(jω)|) is obtained at a frequency ω = ω0, resulting
in a good output reference (y∗) tracking at this frequency8. The same design rules of PI
controllers can be translated into PR controllers using some of the proposed equivalences
in the literature [Zmood et al., 2001, Zmood and Holmes, 2003, Yepes, 2011, Karttunen
et al., 2014]9.






8Note that infinite gains, and then a perfect tracking (i.e. |Tjω0| = 1), is obtained for null damping factors
(ζ = 0) at frequency ω0
9Note that KPI = KPR|ω0=0
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Supposing an a < b definition, this network will result in a lead-lag compensator, which
increases asymptotically the controller phase with a 45o/dec slope, up to a maximum of
90o phase lead, for frequencies 0.1a < ω < 10a, and decreases it again with a −45o/dec
slope, down to the initial 0o phase, for frequencies ω > 0.1b10. An opposite lag-lead
behaviour will be obtained for an a > b definition. These networks serve, then, as closed-
loop dynamic modifiers, rather than high-performance controllers like the aforementioned
PR and PI controllers. They are particularly well suited for loop-shaping applications,
where several lead-lag or lag-lead networks can be defined in series to further modified the
feedback gain and, then, the loop function (L(s)), or to effectively modify the disturbance
(D) function by introducing them on the disturbance (d) feed-forward path (i.e. Kd gain
in Figs. A.2-A.4).
Fig. A.10 shows the frequency domain representation of the aforementioned proportional-
integral (PI) and proportional-resonant (PR) controllers, in addition to a lead-lag compensator.
Figure A.10. Frequency domain representation of the PI (KPI) and PR (KPR) controllers, as well as the lead-lag
compensator (H).
A.8 Lineal control applied to power converters
The application of linear controllers to power converters could be questioned bearing in mind its
intrinsic non-linear nature. However, assuming the averaging hypothesis to be valid [Lindgren
and Svensson, 1998,Svensson, 1997], the control of power electronic converters can be considered
a linear problem. This approximation makes possible the use of well-established and known linear
controller design techniques [Cóbreces, 2009].
This section summarizes the main control topologies applied to power converters (i.e. current-
controlled and voltage-controlled PECs), as well as some of their most representative applica-
tions.
A.8.1 Current-controlled PECs
Current-controlled power converters are usually connected to a voltage source (e.g. the grid/micro-
grid, a voltage-controlled power converter, an electric generator etc.) through an L or an LCL
10Note that the controller gain will also increase in that case with a 20dB/dec slope for frequencies a < ω < b.
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Figure A.11. Current control with an L filter.
When an L filter is used, the open loop current (i) dynamic to be controlled is as follows:








Two signals (inputs to the open-loop model) may modified the current (output to the open-loop
model): one controlled, the VSC average output voltage U∗(s), and one uncontrolled, the voltage
source Vs(s). Two transfer functions are derived to describe the current dynamic: the open-
loop command-to-output GL(s) and admittance GdL(s). Their frequency domain responses are
shown in Fig. A.14. Note how both have a magnitude slope of -20 dB/dec. That is, GL has a
low magnitude value at high frequencies that will filter the effect of PWM commutation noise in
U∗. Increasing the inductance (L) value will result in a frequency displacement to the left of GL
magnitude, and then in lower values at high frequencies (i.e. better filtering). These transfer
functions dynamics are used to design the simple one DOF controller (Ki) in Fig. A.11 to fulfil


































Figure A.12. Current control with an LCL filter.
If an LCL filter is used, the output current (i2 in Fig. A.12) dynamic is more complex:
I2(s) = −
1
sC(R1 + sL1)(R2 + sL2) +Rf + sLf︸ ︷︷ ︸
GLCL(s)
U∗(s) +
sC(R1 + sL1) + 1
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with Lf = L1 + L2 and Rf = R1 + R2. The new open-loop transfer function dynamics are
shown in Fig. A.14. As it can be seen, GLCL(s) presents a higher filtering degree than the
L filter at high frequencies (-60 dB/dec). The filter size (i.e. inductance value) can be highly
reduced using this topology for the same commutation noise filtering. However, both GLCL(s)
and GdLCL present a magnitude resonance that represents a risk in both stand-alone (see section
A.4) and complex networks (see section 2.2.1) stability, respectively. The design of a stable one
DOF current controller (Ki2 in Fig. A.12, with the switches in position 3) is, then, far more
complex for this filter topology. Three main control alternatives are common in the literature:
• Control the converter size current (i1) simplifies the plant dynamics to the L filter
case (see equation (A.50)), and is often sufficient for grid power conditioning applications
(i.e. the filter is usually designed so i1 ≈ i2 for the fundamental frequency ω1). The current
controller structure can be simplified to the one DOF controller (Ki1) shown in Fig. A.12,
with the switches in position 1. Even though some papers have report the inherent damping
characteristic of controlling the converter-side current [Tang et al., 2012], not modelling
the filter resonance (i.e. Fi1→i2 dynamics) in the loop may still result in instabilities for
high controller bandwidths [Wang et al., 2014b].
• The second alternative is control the output current (i2) considering an equivalent L filter
plant dynamic with an inductance Lf = L1 + L2, and then include additional active
damping loops by feeding-back another filter state (e.g. vc) or a lineal combination of
states (e.g. ic = i2 − i1). An example of these structures can be found in section 2.3.1.
Active-damping techniques are, in fact, state regulators structures as the one shown in Fig.
A.4, which try to modify the LCL plant dynamics so they resemble the aforementioned
equivalent L filter dynamics.
• The third alternative is control the output current (i2) with a multi-loop structure as
the one shown in Fig. A.12, with the switches in position 2. This method consists in the
design of three single-loops, one per each filter state (i1, vc and i2), where the output of
the outer loops controllers are the references to the inner ones. The only design requisite
is that each inner loops settling time must be much smaller than the one of the loop
immediately above them (from a hierarchy point of view), so the dynamic of the former
can be neglected in the design of the later (i.e. Ki1 loop tracking must be much faster than
Kvc’s, and the latter’s faster than Ki2’s, in turn). This simple and elegant technique has,
in addition, an inherent damping effect on the LCL filter resonance [He and Li, 2012]11.
Even though the design of a stable system using the last two techniques is simpler than the design
of a single i2 current loop (position 3 in Fig. A.12), they imply the design of multiple loops that
may interact with each other. To simplify the process, optimal MIMO design techniques, like
the ones exposed in section 3.2.4, can be used.
A.8.2 Voltage-controlled PECs
Voltage-controlled power converters are usually connected to a current source (e.g. a current-
controller power converter, an electric machine etc.) through and LC filter, as represented in
Fig. A.13.
11This fact becomes obvious when separating the inner-loops of the multi-loop structure (i.e. i1 and vc loops) in
references feed-forward gains and states feedback gains, transforming the structure in an equivalent state regulator
























Figure A.13. Voltage control with an LC filter.
The filter open-loop output voltage (vc) dynamic to be controlled is as follows:
Vc(s) =
1




CL1s2 + CR1s+ 1︸ ︷︷ ︸
GdLC(s)
Is(s) (A.52)
The uncontrolled input signal is now a current (is), so GdLC(s) represents the system open-loop
impedance. The frequency domain representations of the open-loop system dynamics are shown
in Fig. A.14. Both GLC(s) and GdLC present resonant frequencies that represent a stability
risk from a stand-alone and complex network point of view, respectively. So the design of a
one DOF voltage controller (Kvc(s) in Fig. A.13, with switches in position 2) is, again, more
complex than separate the control structure in different loops, with active damping techniques
or with a double-loop structure like the one shown in Fig. A.13 (switches in position 1) [He and
Li, 2012,Turner et al., 2013,Rahimi and Emadi, 2009].
Figure A.14. Frequency domain representation of the L, LC and LCL filter plants.
A.8.3 Application examples of controlled power electronic converters.
This section introduces some of the most representative power electronic converter (PEC) based
applications. They will be sorted attending to their type of connection (shunt, series or hybrid
connection) and to their main controlled variable (current-controlled or voltage-controlled):
• Static synchronous compensator (STATCOM): An STATCOM is a shunt-connected
current-controlled PEC-based application. A simplified diagram of it is shown in Fig. A.15.
The STATCOM is able to exchange reactive (Q) and active (P ) power with the AC grid
which is connected to by modifying its output voltage (u∗) module and phase, respectively.





































Figure A.15. Static synchronous compensator diagram.
The primary function of the STATCOM is, then, to exchange reactive and active power
with the AC grid. By doing so, it is also able to regulate the PCC voltage module (|Vs|)
and to control the DC-bus voltage (vDC) by means of an outer AC voltage controller (Kvs)
and an outer DC voltage controller (KvDC ), respectively. Even though the STATCOM is
also able to control the PCC voltage phase by means of the active power control [Hill,
1997], it is not recommended for this task due to the big necessary currents [Awad, 2002].
• Dynamic voltage restorer (DVR): A DVR is a series-connected voltage-controlled




























Figure A.16. Dynamic voltage restorer diagram.
The main function of a DVR is to compensate possible grid voltage (vs in Fig. A.16)
magnitude dips and/or phase jumps, so a sensitive load connected to it does not suffer
from their effects. Its operation principle is very similar to an Uninterruptible power
supply (UPS) but, unlike it, the DVR is specifically designed for large loads (ranging
from 2MVA to 10MVA). Basically, a DVR will inject, by means of a series-connected (1:1)
transformer, the voltage difference between the nominal grid voltage (v∗l in Fig. A.16) and
the current grid voltage (vs), so that the load voltage (vl) remains stable and equal to the
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aforementioned nominal grid voltage. The DVR is, then, better suited for PCC voltage
regulation than the STATCOM. However, as the DC-bus voltage is not controlled and the
injected voltage (vc) often requires of an active power flow from the DVR to the load, the
DC-bus voltage will decay unless an external DC-source is connected to it.
• Active power filter (APF): An APF is a PEC-based application which main objective
is to compensate the harmonic effect of grid-connected non-linear load on the own grid.
They can be either shunt or series-connected, and current or voltage-controlled. Fig. A.17
shows the simplified diagram of a current-controlled shunt-connected APF, where a grid-










































Figure A.17. Shunt active power filter diagram.
It has, basically, the same structure than a STATCOM, with a simple modification on the
controlled current reference (i∗). The shunt APF will measure the non-linear load current
(il) and, next, extract its harmonic content (il(kω1)). This harmonic content serves as
the APF current reference at the harmonic frequencies (i.e. i∗(kω1) = −il(kω1)), mean-
while its fundamental frequency tone (i∗(ω1)) is calculated from any of the aforementioned
STATCOM characteristic outer-loops. Assuming that the designed current controller (Ki)
provides of a good reference tracking at the harmonic frequencies (i.e. |T (jkω1)| ≈ 1 and
i = i∗(ω1) − il(kω1)), the shunt APF will inject the non-linear load harmonics again to
the PCC so the grid current (is) and, then, the PCC voltage (vs) only have a fundamental
frequency component (i.e. is = il + i = il(ω1) + i
∗(ω1)). A similar scheme can be used to
compensate the effect of non-linear loads that generated voltage harmonics, this time by
using a series-connected voltage-controlled APF.
• Unified power factor controller (UPFC): The UPFC is a PEC-based application that
presents both a series and a shunt-connected converter (i.e. hybrid connection) that share
a common DC-bus (i.e. back-to-back connection). Fig. A.18 shows its simplified diagram.
This topology joins, then, the main advantage of both shunt and series-connected PEC-
based applications; it is able to control the power flow of both active and reactive powers
and, at the same time, regulate the AC voltage effectively, in a similar way that the
STATCOM and DVR do, respectively.






















Figure A.18. Unified power factor controller diagram.
• High-voltage direct-current (HVDC) transmission: HVDC is an energy transmis-





























Figure A.19. High-voltage direct-current transmission diagram.
Its main purpose is the effective bulk-energy transmission between two distant points
(PCC1 and PCC2 in Fig. A.19) using DC signals, as it is demonstrated that DC transmis-
sions present some cost/efficiency benefits in that cases (e.g. asynchronous interconnec-
tion, smaller/less expensive filters and transmission cables etc.). This topology is specially
suited, then, for the energy transmission between large offshore renewable energy plants
and the onshore grid. Simplifying, one of the VSCs will rectify the source AC power
(PCC1 in Fig. A.19, e.g. offshore energy plant) into a controlled DC-bus voltage, mean-
while the other VSC will control the power/energy flow between the common DC-side and
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Abstract—This paper introduces an H∞ current controller
that allows the shaping of power converters’ input admittance
in frequency domain, allowing to define not only its magnitude
but also its phase. In addition to admittance shaping, some
current tracking specification are also introduced to the algo-
rithm demonstrating that both admittance shaping and tracking
performance are possible, but not at the same frequencies. The
correct performance (both in time and frequency domain) of the
proposed method is demonstrated in an L-filter grid-connected
single-phase VSC.
I. INTRODUCTION
The increasing presence of power electronics-based dis-
tributed energy sources, machine drives and grid support
systems besides of bringing new energy and grid management
capabilities is also generating technical challenges coming
from interactions between the different involved systems.
This kind of problems are modifying the way power
converter control is understood: while traditionally the main
converter control objective was to obtain high performance
current and voltage tracking controllers, recently this strategy
is being questioned as it may cause stability issues. Some of
the applications where conflicting situations may be found are
systems connected to Constant Power Loads (CPL) elements
[1] [2], High Voltage Direct Current - Voltage Source Con-
verter (HVDC-VSC) transmission systems [3], converters used
in single-phase or three phases rail networks [4], distributed
power generation systems under weak grids [5] [6] [7] [8] or
converters located nearby to synchronous machines [9] [10].
The nature of these stability issues is, in general, non linear.
Although there are recent efforts to study the problem in its
whole complexity [2], most of the existing results are limited
to study the situation near an opperation point, making use of a
linearized approximation. One of the system transfer functions
that is usually remarked on those analysis is the closed loop
converter input impedance/admittance.
The importance of the admittance in the stability of inter-
connected systems has been studied for a long time. In [11], R.
Middlebrook introduced a new linear stability criterion for the
analysis of the connection of electric subsystems. Middlebrook
criterion established that the stability of two subsystem’s
connection (assuming that both are stable) could be analysed
with the open loop function L = Zg(s)YL(s) by means of
classical LTI criteria, where Zg(s) and YL(s) represent input
impedance and input admittance of two different subsystems















Fig. 1: Proposed admittance and current control scheme. In the
figure’s left part, grid is modelled as an ideal voltage source
vg(t) and a linear input impedance Zg(s). In the right part,
a non-linear load (closed loop power converter) is connected
to the point of common coupling (PCC). YL(s) represents the
closed loop input admittance. Controller K inputs are PCC
voltage vs(t), input current i(t) and current reference i
∗(t).
The dissipative characteristic of the input admittance is
known to play an important role in the stability of inter-
connected systems. The sign of {YL(s)} defines the dissi-
pativity behaviour (possitive realness, or passivity) [12] [13]
of the obtained system. If every subsystem interconnected
is dissipative the resulting system is dissipative, and then
stable. Systems with controllers that respond fast to output
perturbations usually have non-dissipative frequency ranges
(e.g., CPL, active rectifiers, servo-controllers ...). The system
may become unstable if that frequency range coincides with
one of the system’s resonance [14].
This paper is focused on shaping (in frequency domain) the
input admittance YL(s) (transfer function from input supply
vs(t) to input current i(t), see Fig. 1). This concept has been
previously studied in [15], [4], [9], [14], [16] and [17].
The main contribution of this paper is a systematic H∞
controller design that allows admittance shaping at some
frequencies and current tracking at others, fixing different
objectives depending on the frequency zone. The controller
is designed following a model-reference strategy. This allows
to achieve admittance shaping not only in modulus, but also
in phase. This may give some ease in cases where system
dissipativity is desirable.













Fig. 2: Symplified control scheme. K is a three degrees of
freedom controller formed by three single blocks Ks, Kref
and Ki. Gd and G represents open loop input admittance and
command-to-output transfer function, respectively.
The outline of this paper is as follows. Section II presents
a theoretical background for admittance shaping. It first de-
scribes the target system (one phase VSC-grid connection
through an L-filter) and the desired current controller objec-
tives. Then summarizes H∞ controllers theory and finally
applies it to admittance shaping. Section III introduces the
design of the H∞ discrete controller by solving an example
design. Section IV presents the obtained frequency and time
domain results. Finally Section V comes to the conclusion.
II. THEORETICAL BACKGROUND
A. Objectives and system description
Fig. 12 shows the equivalent model for the plant to be
controlled. It is formed by a series connection of an AC
voltage supply with a voltage source converter (VSC) through





= vs − rli(t)− u(t), (1)
being u and rl the averaged VSC output voltage along
a swithcning period, and the inductor equivalent resistance,
respectively. The grid current in Laplace domain is then:
I(s) = G(s) · U(s) +Gd(s) · Vs(s) (2)






are the open-loop command-to-output and input admit-
tance, respectively.
The control objectives are the following:
1) Obtain a closed-loop input admittance that fol-
lows a provided admittance reference model, namely
Yref (s). The closed loop system is desired to follow
this model in a certain specified band.
2) Current tracking at the system fundamental frequency
ω1. For uniformity in the formulation, this objective
will also be introduced as reference-to-output model






Fig. 3: Generalized plant P-based H∞ controller problem.
The measurements available to achieve such objectives are
the following:
• Point of common coupling (PCC) voltage measure-
ment vs.
• Grid current i measurement.
• Additionally a grid current reference input signal i∗ is
considered.
The controller structure here proposed consists in a three
degrees of freedom controller. Its block diagram is displayed
on Fig. 2. Note that the grid PCC voltage is usually available
at no extra sensor cost as grid synchronisation algorithms use
it.
The expression, in Laplace domain, of the closed-loop










being T (s) and Y (s) the closed-loop reference-to-output
and input admittance transfer functions respectively. Here
Kref and Ks are feedforward gains of i
∗ and vs respectively,
meanwhile closed loop stability depends on feedback gain Ki.
B. Fundamental H∞ optimal controllers theory
The proposed controller design procedure is based on the










where w is the external input vector to the system, z is the
external output vector, which is typically wanted to be kept
small, u is the controller actuation vector and v is the measured
output vector. A (sub)optimal H∞ controller K will minimize,
basing on the information obtained from v , the infinity norm
1 of transfer function N relating exogenous inputs vector w
to closed-loop outputs z , until it is lower than a given limit
(named γ):
1The infinity norm of a MIMO system H(s) in the frequency domain
is defined as ‖H(s)‖∞  maxω σ̄(H(jω)), where σ̄(H(jω)) are the




















Fig. 4: Proposed signal based H∞ control for admittance
shaping and current tracking.
z = Nw min
K
‖N(K)‖∞ ≤ γ (5)
C. Application to admittance shaping
The underlying design strategy follows the well-known
model-reference H∞ control design scheme [18]. On this
scheme, the designer specifies two reference models: Tref ,
that is the reference-to-output desired transfer function and
Yref that is the input equivalent admittance transfer function.
As can be seen in the generalised control problem displayed
on Fig. 4, the output of the open-loop plant (G + Gd) is
subtracted from the reference models, obtaining two error
signals ey = Yrefvs − i and et = Tref i∗ − i. This error
signals should be kept as small as possible to get a good model
following. To weight their importance in different frequencies,
two weight transfer functions are introduced Wt and Wy . The
output of these transfer function are the first two closed-loop
outputs specified in the generalised plant. The third one is a
frequency weighted version of the actuation signal u.
The exogenous input signals considered in the problem are:
the PCC voltage, vs, that is assumed to be a disturbance input
to the system and the grid current reference i∗.
The input signals to the controller K, as stated in § II-A,
are the PCC voltage vs, the grid currrent reference i
∗ and the
measured grid current i. The controller may have, then, three
inputs and one output (actuation): u.
Summarising, the output and input signals, respectively, of
generalised plant P are:
z =
[
z1 = Wt · et
z2 = Wy · ey













u = u (6)
The influence of the model-reference H∞ strategy over
the obtained closed loop transfer function phase deserves
some additional discussion. Traditionally (sub)optimal H∞
controllers induce performance specifications/results over the
closed-loop transfer function modulus. When considering the
model-reference approach, however, the minimised function
is, actually, the difference between the closed-loop obtained
transfer functions and the reference ones. When this difference
is small it implies a close matching not only in modulus but
also in phase.
The obtained phase is particularly important in the case of
the equivalent closed-loop admittance, as it affects the sign of
the real part of the equivalent admittance, and then the system’s
dissipativity
III. DESIGN
A. Reference model and frequency weight selection
The design strategy exposed in § II is general enough to
handle a wide variety of control objectives. As a particular
case this section will consider a dual objective. The main
objective considered here will be to obtain a closed-loop
equivalent admittance similar to Yref . Additionally, the grid
current is desired to follow a given current reference Tref at
grid fundamental frequency.
The converter admittance reference is chosen, for sim-
plicity, to be a inductive-resistive network, so that Yref =
1/(sLref+Rref ), where Lref = 3.688 mH and Rref = 10 Ω.
This selection is often interesting as it constitutes an easy way
to obtain a dissipative operation. More complex models can be
introduced into the algorithm. Note, however, that the reference
model is included in the controller and, hence, the order of the
controller K will increase the same value as the model order.
For a good current tracking, a simple Tref (jω) = 1 is chosen.
This would imply perfect reference tracking.
An important consideration regarding this multiple objec-
tive problem is the fact that Yref and Tref are, actually, not
compatible. Both impose a grid injected current in the system:
Yref tries to force the grid current to follow a certain relation
-admittance- with respect to vs, and Tref tries to make the
same grid current follow a certain reference. As it results clear,
is impossible to satisfy both, so, these objectives have to be
imposed over different frequency bands. Another limitation
observed is that good admittance or tracking shaping can not
be obtained in a unlimited frequency range. That it is due to
a water-bed effect [18], which limits the width of the high
performance bands.
The frequency distribution of control objectives can be
easily handled by means of weight functions. In this example
the admittance objective is considered to be the primary at
low frequencies. Power converter’s admittance shaping at low
frequencies can be used to deal with subsynchronous res-
onances problems. Series capacitor compensation introduces
subsynchronous electrical resonances in AC transmissions
systems. Those may coincide with one of the shaft natural
resonance in a synchronous machine. This coincidence can
cause shaft fatigue and possible damage or failure [19]. This
resonance can be damped using power converters [10], being
input admittance shaping at low frequencies of those devices
one of the solutions.
As a complementary objective, admittance shaping at
super-synchronous frequencies is desired. Admittance shap-
ing at high frequencies is convenient, as super-synchronous
resonance may provoke instability in non dissipative sys-
tems [14]; super-synchronous resonance are common in weak
transmission lines, as a result of its intrinsic dynamic [20],
so dissipative systems at super-synchronous frequencies are
preferable when connected to weak grids.
Finally, current tracking at fundamental frequency ω1 is
added to the controller design specifications. The tracking
capabilities are, however, band limited, as no fast dynamics
are demanded in favour of good admittance shaping.
Wy(s) is selected to allow a low frequencies (subsyn-
chronous) admittance emulation. To that end, a sensible shap-
ing would be a plain transfer function with a notch around
the current reference following band. Additionally, the control
band must be limited; in this case this is fulfilled by means of
first order low pass filter. More concretely, the chosen weight
is:
Wy(s) = Ky
s2 + 2nwω1s+ ω
2
1




where Ky is the gain at low frequencies, nw marks notch
width, relation nw/ζ establishes the notch’s peak gain (abso-
lute value) and ωy is the first order low pass filter crossover
frequency. The chosen parameters are nw = 1.2589 × 10−7,
ζ = 1.2589, Ky = 10 and ωy = 2π90 rad/s. Fig. 5 shows
Wy(s) in frequency domain.
Wt(s) is designed in order to reduce tracking error only in
a neighbourhood of the system fundamental frequency (ω1 =
2π50 rad/s). The function used for this example is a resonant-
like second order transfer function:
Wt(s) = Kt
s2 + 2nwω1s+ ω
2
1
s2 + 2ζω1s+ ω21
, (8)
where nw = 1.4125, ζ = 1.4125 × 10−7 and Kt = 10−1.2.
Fig. 5 shows Wt(s) in frequency domain.
As was mentioned before, admittance shaping and current
tracking form a trade-off problem. For this reason, Wy(s)
and Wt(s) are complementary weight’s functions. Of main
importance in this dual problem are frequencies around funda-
mental frequency ω1. Parameter nw, in a complementary way
in Wy(s) and Wt(s) weights, mark tracking control band (i.e.,
tracking performance), and therefore limits high performance
admittance shaping. Notch width can be expanded if better
tracking performance is desired. Note, however that this comes
at the cost of a poorer input admittance emulation.
Finally, Wu(s) weight is a zero-pole pair chosen to limit





where wu1 is the frequency from which control effort starts to
be limited (i.e., when control is not necessary, basically when
Wy is less than 0 dB). The pole introduced at a high frequency
wu2 makes Wu(s) proper (necessary condition for used H∞
synthesis algorithm). The chosen parameters are Ku = 10
−6,
wu1 = 5100 rad/s and wu2 = 1.6 × 1010 rad/s. Fig. 5 shows
Wu(s) in frequency domain.
B. Discrete time controller
Continuous plant G(s) is modified in a way that it includes
zero order hold (ZOH) and computational delay dynamics,
both of which are convenient in any digital implementation.















Fig. 5: Bode diagram of chosen weights
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Fig. 6: Flux diagram of discretization process
Both elements will introduce phase changes (bigger as fre-
quency increases) in the closed loop dynamics which must be
taken into account in the controller design. In order to do so,
continuous plant is first discretized through ZOH transforma-
tion G(z). Then, discrete plant is modified so that it includes
one computational delay z−1, resulting in discrete plant Gz(z).
Discrete plant is again transformed to continuous through
inverse Tustin transformation, obtaining plant G(w), where w
is the complex variable in continuous Tustin domain. Once
reference models (Tref (w),Yref (w)) and weighting functions
(Wu(w),Wy(w),Wt(w)) are defined, continuous controller is
obtained via H∞ synthesis. Finally, the continuous controller
is discretized through Tustin transformation so that it can be
implemented in a digital platform. Fig. 6 summarize followed
procedure.
More close performance will be obtained between synthe-
sized H∞ continuous controller and final discrete controller
as sampling time period Ts is reduced. In addition to this,



























Fig. 7: Bode result of admittance shaping. Yref , Y and Gd are
the desired closed loop input admittance, the obtained closed
loop admittance and open loop admittance frequency response
respectively. Good admittance shaping was obtained at desired
frequencies, remaining passive positive real in almost all
control band frequencies.

















Fig. 8: Bode result of closed loop tracking. Tref , T and
G are the desired closed loop current tracking, obtained
closed loop current tracking and open loop command-to-output
transfer function frequency response respectively. Good current
tracking was obtained only in frequencies nearby ω1 as desired.
noise frequency of measured current i(t). Taking these two
facts into account, a sampling time Ts = Tsw/4 was chosen.
Doing this, current samples are only obtained in the middle
point of current commutation noise, resulting in a filtered
current i[k] for the controller feedback [21].
IV. RESULTS
A. Frequency analysis of the achieved controlled plant
This section presents frequency achieved results for current
tracking and admittance shaping. Fig. 7 shows desired and ob-
tained admittance magnitude and phase in frequency domain.
















σ̄[Nt] 1/Wt σ̄[Ny] 1/Wy
Fig. 9: Maximum singular values limitation of closed loop
transfer functions Nt and Ny by the inverse of design weight
Wt and Wy respectively: Ny is the transfer function from
external inputs vector w = [vs i
∗]T to admittance shaping
error ey , meanwhile Nt is the transfer function from w to
tracking error et.


















Fig. 10: Maximum singular values of closed loop transfer
function N and obtained γ.
As it can be seen, obtained admittance is close enough to
the desired one in low frequencies, remaining passive positive
real in almost all control band frequencies. Fig. 8 depicts
that obtained tracking transfer function T (jω) is close to
the desired one at frequencies nearby ω1 as it was expected
from designed weights. Fig. 9 shows how H∞ controller
successfully limits σ̄ (Nt) and σ̄ (Ny) by means of Wt and
Wy weights (where Nt and Ny are external inputs vector







































Fig. 12: Simulated test platform: Single phase H-bridge sup-
plied by an ideal DC voltage Vdc, and connected to the grid
through an L filter. Single phase grid is modelled as an ideal
supply vg(t) that eventually suffer voltage disturbance d(t).
w to tracking et and admittance ey errors transfer functions
respectively). Fig. 10 shows maximum singular values of
closed loop transfer function N, with close to one γ = 1.002
abs.
To demonstrate the correct performance of the obtained
controller two normalized error parameters EY and ET are
defined below:
EY =
|Yref (jω)− Y (jω)|
|Yref (jω)| (10)
ET =
|Tref (jω)− T (jω)|
|Tref (jω)| (11)
Fig. 11 shows frequency results for both error parameters. As it
can be seen, tracking error is low at ω1 frequency, meanwhile
successful admittance shaping is achieved at frequencies where
Wy is big enough (mainly low frequencies).
Good stability margins were obtained [18], with a gain
margin of GM = 27.42 dB and phase margin of PM =
106.77 deg.
B. Time domain simulated results
Fig. 12 shows simulated test platform, where grid voltage is
set to vg(t) = 400 cos(ω1t) V, filter inductance is L = 3.4 mH
with an associated resistance of rl = 28.8 mΩ and H-Bridge
inverter constant DC supply is Vdc = 1000 V. Simulated
platform is tested under four different conditions:
• Test 1 (time range t = [0, 0.08] s):
A super-synchronous voltage disturbance
d(t) = 100 cos(ωres1t) V is introduced in the
grid, where wres1 = 5ω1 rad/s. According to desired
admittance shaping, this disturbance should result
in current increment of iy = 8.6 cos(ωres1t) A.
Meanwhile, tracking current reference is set to zero.
• Test 2 (time range t = [0.08, 0.4] s): A subsyn-
chronous voltage disturbance d(t) = 120 cos(ωres2t)
V is introduced in the grid, where wres2 = 2π10
rad/s. According to desired admittance shaping, this
TABLE I: Simulation parameters
Simulation type Continuous
Solver name ode23tb (stiff/TR-BDF2)
Solver type Variable-step
Max step size 6.1728 μs
Relative tolerance 1 × 10−6
disturbance should result in current increment of iy =
12 cos(ωres2t) A. Tracking current reference is again
set to zero.
• Test 3 (time range t = [0.4, 0.75] s): Voltage dis-
turbance is set to d(t) = 100 cos(ωres2t) V (re-
sulting in a theoretical current increment of iy =
10 cos(ωres2t) A). A tracking current reference of
i∗(t) = 10 cos(ω1t) A is introduced to the controller.
• Test 4 (time range t = [0.75, 1] s): Voltage distur-
bance is set to zero, meanwhile the tracking current
change its phase and increment its value to i∗(t) =
20 cos(ω1t− π/2) A.
H-Bridge uses unipolar PWM modulation with a switching
period of Tsw = 400 μs in order to inject the desired u(t) volt-
age. The sample time is chosen to be Ts = Tsw/4 = 100 μs so
that commutation noise is filtered for the controller. Simulation
results were obtained through MATLAB R© SimPowerSystems.
Table I shows used parameters.
Fig. 13 and Fig. 14 summarize time domain results, where
vs[t] is the supply voltage; i[k], iy[k] and it[k] are the obtained
current, admittance shaping expected current and tracking
reference current in discrete time domain respectively; u[k]
is the actuation voltage and i[t] is the obtained current in
continuous time domain (commutation noise included).
V. CONCLUSION
New proposal based in H∞ controllers is presented in
order to shape input admittance of power converters. The
presented solution allows the designer to define the system
dissipativity at the desired frequencies by means of phase and
magnitude admittance references, so that stability criterion in
electrical subsystem connections can be fulfilled. Controller
design is a trade-off between tracking performance and ad-
mittance shaping, being possible both of them at different
frequencies by means of using frequency weights. Simulated
time and frequency results demonstrate good performance
of the obtained controller, tested in a VSC-grid connection
through an L-filter.
Obtained controller shows good stability margins, current
tracking and admittance shaping. Furthermore, it is valid in
discrete time domain and was simulated in a switching VSC,
so is theoretically implementable in a digital platform. As
controller was obtained from H∞ synthesis and its design
strategy is general enough, it can handle a wide variety of
other control specifications different from the presented ones
in this paper (e.g., admittance shaping in a wide range or a
specific frequency, better tracking performance with limited
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Fig. 13: Left column shows Test 1 results, that consists in a voltage disturbance of d(t) = 100 cos(ωres1t) V in the
supply grid and a tracking current i∗(t) set to zero. Supply voltage vs(t) is then perturbed with a super-synchronous
resonance. Here, current reference is set to zero, so influence of current tracking on desired current it(k) = 0. Then, desired
current only depends on admittance shaping influence iy = 8.6 cos(ωres1t), represented in blue. Obtained current i(k) is close
to desired one in module, but a little phase shift result in error showed. Current noise in i(t) is due to IGBTs commutation effect.
Right column shows Test 2 results, that consists in a voltage disturbance of d(t) = 120 cos(ωres2t) V in the supply
grid and a tracking current i∗(k) set to zero. Supply voltage vs(t) is then perturbed with a subsynchronous resonance. Again
it(k) = 0, so desired current only depends on admittance shaping influence iy = 12 cos(ωres2t) A. Obtained current i(k) is
close to desired one in module and phase.
Proposed controller has been tested in a single phase model
without any outer loops, as phase-locked loop or DC-bus
controller. As those outer loops affect system’s final admittance
[14], further studies have to be done in this direction.
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Abstract—This paper proposes an H∞ current controller
that allows power converter input admittance shaping, both
in modulus and in phase, in a three phase voltage source
converter to grid connection through an L filter. In addition
to this new feature, controller allows grid current tracking.
Proposed controller tries to solve then trade-off problem between
stand-alone converter performance (current tracking) and its
influence on global stability (admittance control) by an intuitive
controller design. Time and frequency domain simulated results
demonstrate the good performance of the proposed method.
I. INTRODUCTION
Controlled power electronic converters (PEC) offer a lot
of advantages in electrical applications, as excellent load
regulation, good transitory response and good fault tolerance.
As a result of it, their presence as non-lineal loads connected
to the grid is increasing.
As the grid has an equivalent input impedance Zg associated
to it, interaction between the PEC based application and other
electrical applications connected to the same point of common
coupling (PCC) may occur. A common grid scenario is shown
in Fig. 1. These interactions are not negligible as they may
result in global system instability. Examples of applications
with these stability problems are constant power loads [1]
[2], flexible ac transmission system (FACTS) devices [3],
power conversion for high voltage direct current (HVDC)
transmission systems [4], distributed power generation systems
(DPGSs) [5], machine drives for single-phase or three phases
rail networks [6] etc.. Awareness of these issues is changing
PEC’s controllers design, limiting converter’s stand-alone per-
formance in favour of lower risk of global instability.
The nature of these stability issues is, in general, non
linear. Even though some recent work analyse these stability
problems from a non-linear point of view [2] [7], the study
in an operation point, using linear approximation, is in many
cases enough. PEC’s input impedance/admittance receives a
lot of attention on those linear stability analysis.
In [8], R. Middlebrook’s linear impedance criterion estab-
lished that the stability of two subsystem’s connection (assum-
ing that both are stand-alone stable) could be analysed with
the open loop function L = Zg(s)YL(s) by means of classical
LTI Nyquist criterion. Here Zg(s) and YL(s) represent input
impedance and input admittance of two different subsystems











Fig. 1. Multiple power electronic converters based systems connected to the
grid. As the grid input impedance Zg is not zero, the PCC voltage vs depends
on the PCC right equivalent impedance ZL. Then, other loads/converters
connected to the grid may affect the stand-alone performance of the controlled
converter under study.
Instabilities commonly start as an small oscillation in reso-
nant frequencies of involved interacting subsystems [9]. Nearly
ideal voltage and current regulation of controlled PECs may
result in a non dissipative behaviour at some frequencies (i.e.,
PECs act as negative resistances [1]). Those small oscillation
may be fed if non dissipative zones and global system resonant
frequencies match, increasing the risk of global instability. If
all PECs are dissipative in all frequencies the global system
is stable, as the oscillation is damped. Although this is rarely
the case, in [9] is demonstrated that dissipative behaviour of
PECs at global resonant frequencies should be enough.
Admittance control allows, then, define system dissipativity
and compliance of global stability criterion presented in [8].
This paper is focused on shaping (in frequency domain) the
input admittance YL(s) (transfer function from input supply
vs(t) to input current i(t), see Fig. 1). This concept has been
previously studied in, among others, [6], [9], [10] and [11].
A systematic (sub)optimal H∞ controller design is pre-
sented, that allows good current tracking performance (com-
mon control objective in PECs-based applications) at some
frequencies and input admittance shaping at others. As the
controller is designed following a model-reference strategy,
admittance shaping is achieved both in modulus and in phase.
That is important, as dissipative behaviour is desired due to its
positive influence on stability. Presented controller is a three
phase extension of the one presented in [12].
The outline of this paper is as follows. Section II describe
the considered system. Plant model is first obtained, and then
research objectives are described. Section III summarizes H∞





































Fig. 2. Simulated test platform: VSC-grid series connection through an L
filter. VSC is supplied by an ideal DC voltage VDC . Grid is modelled as a
nominal voltage vg that eventually suffer from a voltage disturbance d: the
PCC voltage vs is the sum of both voltages.
controllers theory and applies it to admittance shaping. Section
IV introduces the design of the H∞ discrete controller by
solving an example design. Section V presents the obtained
frequency and time domain results. Finally, Section VI winds
up to the conclusion.
II. SYSTEM DESCRIPTION
A. Plant model
Fig. 2 shows the equivalent model for the plant to be
controlled. It is formed by a series connection of an AC
voltage supply with a voltage source converter (VSC) through
an L filter. Three phase system is transformed to static power
invariant αβ reference frame for control purposes. In averaged




= vsαβ − rliαβ(t) − uαβ(t) (1)
being uαβ , iαβ and vsαβ the averaged VSC output voltage
along a switching period, grid current and PCC voltage equiv-
alent αβ vectors, and L and rl the inductor and its equivalent
resistance values.
αβ axes allow current control even under unbalanced condi-
tions. In this research, non-coupled αβ axes were considered,
so that each axis could be controlled independently and
analogously. In this paper, non-bold signals refer to only
one of the axes and bold signals refer to its equivalent αβ
vector (e.g., i(t) may refer to either α or β grid current,
being iαβ(t) grid current equivalent αβ vector). For simplicity
in notation, transfer functions and frequency weights refer
to its single-input-single-output (SISO) form. For both axes,
diagonal matrix are defined (e.g., complete admittance transfer
function Y(s) = I2×2Y (s), where I is the unitary matrix and
Y (s) is the SISO equivalent admittance). The grid current in
Laplace domain is then:
I = G(s) · U + Gd(s) · Vs, (2)








































Fig. 3. Simplified control scheme for both αβ axes. K is a three-degrees
of freedom controller formed by two feedforward gains (Ks and Kref ) and
one feedback gain (Ki). Gd and G represent open loop input admittance and
command-to-output transfer function, respectively.
B. Objectives
The objective is to find a controller K(s) that makes both
tracking T (s) and input admittance Y (s) closed loop transfer
function similar to given references Tref (s) and Yref (s),
respectively.
T (s) relates obtained grid current i(t) and its given control
reference i∗(t)
(
i.e., T (s) = II∗
)
, so its shape gives informa-
tion of current tracking performance (i.e., T (s) = 1 at a given
frequency means perfect current tracking at this frequency).
Y (s) relates obtained grid current i(t) and PCC voltage vs(t)(
i.e., Y (s) = IVs
)
, and it is of big importance in stability
analysis of VSC-grid connections, as it was outlined in Section
I. Note that fulfilling both objective at the same frequencies
is not possible, as both impose conditions over output grid
current. Then, dual objective is treated as a trade-off problem
between admittance shaping (i.e., global stability) and tracking
shaping (i.e., stand-alone performance), trying the former at
both grid’s sub and super-synchronous frequencies and the
latter at grid’s synchronous frequency ω1.
III. CONTROL STRUCTURE
Fig. 3 shows the equivalent simplified control scheme for
both αβ axes. Three-degrees of freedom current controller
is chosen, that will use PCC voltage vs and grid current i
measurements, in addition to a grid current reference i∗, to
fulfil dual control objective. Note that the grid PCC voltage
is usually available at no extra cost as grid synchronisation
algorithm use it. The resulting closed-loop controlled grid
current, in Laplace domain is, then:
I =
GKref




1 − GKi︸ ︷︷ ︸
Y (s)
Vs, (3)
A. Basis of H∞ control
H∞ synthesis uses the generalised plant P [13] defined






































































Fig. 5. Proposed signal based H∞ control to achieve admittance shaping
and current tracking for both αβ axes. This structure is only employed in
the design process, in order to obtain the (sub)optimal controller that fits the
imposed constraints.
where w is the external input vector to the system, z is the
external output vector, u is the controller actuation vector and
v is the measured output vector. A (sub)optimal H∞ controller
K will minimize, basing on the information obtained from v ,
the infinity norm1 of transfer function N relating exogenous
inputs vector w to closed-loop outputs z , until it is lower than
a given limit (named γ):
z = Nw min
K
‖N(K)‖∞ ≤ γ (5)
B. Proposed control scheme
Fig. 5 shows proposed signal based H∞ control structure for
both αβ axes. Two reference transfer functions are added to the
control scheme previously showed in Fig. 3: Tref for tracking
shaping and Yref for admittance shaping. Their outputs it
and iy represent tracking and admittance shaping reference
currents, respectively. Measured current i is subtracted then
from these two references, resulting in two shaping errors:
et for tracking and ey for admittance shaping error. Dual
control objective may be solved now by minimizing this two
errors. As both errors take into account the current sign,
minimizing them means good shaping not only in modulus
but also in phase. That means that system dissipativity can
be achieved by defining an admittance reference that fulfil
−90o ≤ ∠Yref ≤ 90o.
Tracking and admittance shaping are not possible at same
frequency. As a result, dual objective is a trade-off problem
that is solved by defining two frequency-weights: Wt for
tracking shaping and Wy for admittance shaping. Increase
1The infinity norm of a MIMO system H(s) in the frequency domain
is defined as ‖H(s)‖∞  maxω σ̄(H(jω)), where σ̄(H(jω)) are the
maximum singular values of H(jω)
some of these weights at a given frequency will reduce its
corresponding error at this frequency. Designer can define,
then, frequency ranges where one objective takes priority over
the other. Additionally, an actuation weight is introduced to
limit control effort u beyond the Nyquist frequency.
Output and input signal vectors of generalized plant P




















u = u (6)
IV. CONTROLLER DESIGN
A. Reference model and frequency weight selection
Proposed H∞ controller structure is general enough to
handle a wide variety of control objectives. As an example, in
this research two objectives were considered:
1) Input admittance Y is desired to be similar to a
resistive network Yref (s) = 0.1 Ω−1 at both sub
and super-synchronous grid frequency ranges. Sub-
synchronous admittance shaping takes priority over
super-synchronous admittance shaping.
2) Grid current i should track a given reference i∗ at
synchronous grid frequency ω1 = 2π50 rad/s. In order
to do that a tracking transfer function Tref (s) = 1 is
defined.
Tracking shaping weigh Wt(s) is designed in order to
reduce tracking error only in a neighbourhood of grid fun-
damental frequency ω1. A resonant like second order transfer
function is used for this purpose:
Wt(s) = Kt
s2 + 2nwω1s + ω
2
1
s2 + 2ζω1s + ω21
, (7)
where Kt is the gain at low frequencies, nw influences in notch
width and relation nw/ζ establishes the notch’s peak gain
(absolute value). The chosen parameters 2 are nw = 4.6528,
ζ = 4.6528 × 10−11 and Kt = 10−2. A narrow tracking
bandwidth is pursued, limiting then tracking performance in
benefit of wider range of admittance shaping.
Admittance shaping weight Wy(s) is selected to allow sub
and super-synchronous admittance emulation. A first order low
pass filter with high low frequency gains and a limited control
band is defined. Additionally, a notch is defined at synchronous
frequency ω1, in order to not interact with tracking shaping
frequency range. Chosen weight is presented below:
Wy(s) = Ky
s2 + 2ζω1s + ω
2
1




where nw = 4.6528, ζ = 4.6528 × 10−11, Ky = 3.1623 and
ωy = 2π200 rad/s is the first order low pass filter crossover
frequency.
Finally, Wu(s) weight is a zero-pole pair chosen to limit





2The weight’s designing final parameters are obtained following an
heuristic-based iterative process
















Fig. 6. Bode diagram of the chosen weights. Admittance shaping is desired at
both sub and super-synchronous frequencies, where admittance weight (Wy)
is bigger than tracking (Wt) and control effort (Wu) weights. At synchronous
frequency, where tracking shaping is desired, Wt resonantly increases, and
Wy decreases complementary. Finally Wu increases at high frequencies, in
order to limit actuation beyond Nyquist frequency.
where wu1 is the frequency from which control effort starts
to be limited. The pole introduced at a high frequency wu2
makes Wu(s) proper (necessary condition for used H∞ syn-
thesis algorithm). The chosen parameters are Ku = 10−4.1,
wu1 = 43 rad/s and wu2 = 5.1 × 106 rad/s.
Fig. 6 shows chosen weights frequency domain representa-
tion.
B. Discrete-time controller implementation
To obtain discrete controller, this research follow the same
method as the one presented in [12]. In it, a continuous con-
troller K(s) is obtained from a phase shifted plant G(s), that
takes into account computational delay and ZOH (introduced
by PWM modulation) phase effects. Then, discrete controller
K(z) is obtained by Tustin transformation. Sampling time
for this research is increased to Ts = Tsw/2, where Tsw is
the switching period of the PWM modulation used for the
converter. Samples are taken at peaks and valleys of carrier




For the analysis of the controller performance, transfer
functions shown below, derived from the structure shown in
Fig. 5, will give a good insight feedback of the designing
process accuracy:
Fy(s) = Fvs→ey =
Ey
Vs
= Yref − Y
Ft(s) = Fi∗→et =
Et
I∗
= Tref − T









where Fy and Ft give frequency-domain information of ad-
mittance and tracking shaping errors minimization, and so
do F u for control effort limitation. Generalized H∞ closed
loop plant N shown in Fig. 5 can be partitioned for controller
performance analysis:
Ny = WyFy Nt = WtFt N u = WuF u, (11)
where Ny , Nt and N u are the admittance, tracking and control




























Fig. 7. Bode results of admittance shaping. Obtained closed loop input
admittance Y is close to the desired one Yref at both sub and super-
synchronous frequencies in modulus, with a frequency-increasing phase shift
at super-synchronous frequencies. Input admittance remains passive positive
real in almost all control band frequencies.















Fig. 8. Bode results of tracking shaping. Obtained closed loop tracking
transfer function T is close to the desired one Tref at synchronous frequency.
A tracking bandwidth BT (s) = 165 rad/s is obtained












From a controller design point of view, that means that
admittance and tracking shaping errors minimization, and
control effort limitation don’t depend only on its frequency
weights Wx, but also on its frequency-domain closed loop
function peak values ‖Nx‖∞. Reduction of these peaks may be
achieved by defining complementary weights (i.e., weights that
don’t interact with other weights’ objectives at same frequency
ranges).
Figs. 7 and 8 show admittance and tracking shaping ob-
tained results. Fig. 9 shows shaping errors and control effort
frequency-domain limitation. Finally, Fig. 10 shows admit-
tance, tracking and control effort H∞ partitioned closed loop
functions. Achieved frequency results fulfil defined objectives
and H∞ constrains, being synchronous frequency range the
most conflictive zone.
TABLE I. Simulation parameters
Solver name ode23tb (stiff/TR-BDF2)
Simulation type Continuous Solver type Variable-step
Relative tolerance 1× 10−6 Max step size 6.1728 μs
L 3.4 mH rl 28.8 mΩ Tsw 400 μs










































Fig. 9. Magnitude limitation of closed loop tracking shaping error Ft,
closed loop admittance shaping error Fy (normalized to admittance reference
modulus) and closed loop control effort F u functions. Ft is reduced at
synchronous frequency, and so do Fy at both sub and super-synchronous
frequencies with a frequency-increasing error. F u is limited at frequencies
beyond Nyquist frequency























Fig. 10. Admittance Ny , tracking Nt and control effort Nu H∞ partitioned
closed loop functions, and its corresponding peak values ‖Nx‖∞. Attending
to this results, it can be deduced that the obtained controller has more
difficulties to fulfil given H∞ constraints at synchronous frequency.
B. Time results
Times results was obtained through simulation of test plat-
form showed in Fig. 2. The VSC uses three phase PWM
modulation in order to inject the desired actuation voltage
uabc(t). Simulation results were obtained through MATLAB R©
SimPowerSystems. Table I summarized used parameters, where
Vgll is the effective line-to-line nominal grid voltage.
Fig. 11 shows time domain results. As admittance shap-
ing is not desired at synchronous frequency ω1, a balanced
disturbance dabc(t) is introduced on the PCC for admittance
shaping testing, at sub ωsub = ω1/5 or super-synchronous
frequency ωsup = 5ω1. Therefore influence of this disturbance
in expected current must be one tenth of its line-to-line value
Dll(t), as Yref = 0.1 Ω−1 and power invariant αβ transfor-
mation is used. Four different tests condition are simulated to
demonstrate achievement of proposed objectives.
VI. CONCLUSION
This paper presents a novel technique to control power
electronic converters input admittance. Proposed controller
allows input admittance shaping not only in modulus but
also in phase. Using it, the designer can define converter
dissipativity, reducing risk of instability problems in electrical
subsystem interconnection with the grid. Controller is obtained
from H∞ synthesis. Its design strategy is general enough to
handle a wide variety of control specification.
In this research, in addition to admittance shaping, current
tracking is also considered as secondary control objective.
Controller design is a trade-off between this two objectives,
making impossible fulfil both at same frequencies. That
can be easily handle by defining frequency weights transfer
functions. Admittance shaping is desired at both sub and
super-synchronous frequencies, meanwhile current tracking is
desired in a narrow band centred at synchronous frequency.
Simulated time and frequency results demonstrate good per-
formance of the obtained controller, tested in a three phase
VSC-grid connection through an L-filter.
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(a) Super-synchronous admittance shaping test: departing from an initial
condition, where the PCC voltage vsabc (t) is equal to the nominal grid
voltage vgabc (t) and the tracking current i
∗
αβ(t) is set to zero, a balanced
super-synchronous voltage disturbance dabc(t) of 50 volts (i.e., da(t) =
50 cos(ωsupt) V for phase a) is added to the PCC. Then, desired current
only depends on admittance shaping influence (i.e., irαβ (k) = iyαβ (k) =
Yrefdαβ(k) A). Obtained current iαβ(k) is close to desired one in modulus,





























































(b) Sub-synchronous admittance shaping test: departing from the same initial
condition as Fig. 11(a), a balanced sub-synchronous voltage disturbance
dabc(t) of 50 volts (i.e., da(t) = 50 cos(ωsubt) V for phase a) is added to
the PCC. Again, desired current only depends on admittance shaping influence
iyαβ (k). Obtained current iαβ(k) is close to desired one in modulus and





























































(c) Tracking shaping test: departing from the same initial condition as Fig.
11(a), balanced tracking references i∗α = 5 cos(ω1t) and i
∗
β = 5 cos(ω1t −
π/2) are introduced. After that, an unbalanced voltage dip is forced in
the nominal grid, reducing phase vsa (t) to a half. Since neither sub nor
super-synchronous voltage disturbance are introduced, desired current irαβ (k)
only depends on tracking shaping influence (i.e., irαβ (k) = itαβ (k) =
Trefi
∗































































(d) Tracking and admittance shaping test: departing from an initial condition,
where the PCC voltage vsabc (t) is equal to the nominal grid voltage vgabc (t)
and tracking current references are set to i∗α = 5 cos(ω1t) and i
∗
β =
5 cos(ω1t−π/2), a balanced sub-synchronous voltage disturbance dabc(t) of
50 volts (i.e., da(t) = 50 cos(ωsubt) V for phase a) is added to the PCC. In
this test then, desired current depends on both admittance and tracking shaping
influence (i.e., irαβ (k) = iyαβ (k)+itαβ (k) = Yrefdαβ(k)+Trefi
∗
αβ (k)
A). Obtained current iαβ(k) is close to desired one in modulus and phase,
with minimum shown total error erαβ (k).
Fig. 11. Time domain results. irαβ (k) represents the desired current response (i.e., sum of admittance and tracking current references iyαβ (k) and itαβ (k)
shown in Fig. 5), meanwhile erαβ (k) represent the total error (i.e., sum of admittance and tracking shaping errors eyαβ (k) and etαβ (k)). No big control
effort uabc(k) overshoots are needed during the tests. Current noise in iαβ(t) is due to IGBTs commutation effect. It can be reduced by means of increasing
filter inductance value L, switching frequency fsw or filter order (i.e., using an LC or an LCL filter).
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Abstract—This paper presents a novel active damping tech-
nique of current-controlled grid-connected power converters
through LCL filters. Based on H∞ synthesis algorithms, a
grid current controller is obtained so that the grid-connected
power converted-based application admittance resembles a given
frequency reference. By defining a low resistive admittance as the
reference, considered application resonance is effectively damped,
reducing grid current oscillations under grid voltage variations
and avoiding their associated stability problems. Presented grid
current controller senses only the PCC grid voltage and current,
and is experimentally tested in both time and frequency domains.
Additionally, the effectiveness of presented damping method is
proved under different grid impedance scenarios.
I. INTRODUCTION
Pulsewidth modulated (PWM) power electronic converters
are usually connected to the grid through input filters in order
to ensure low THD sinusoidally shaped grid currents [1].
Regarding grid current control applications, one of the most
common topologies is the LCL filter [2], which has better
filtering capability than simpler topologies as, for example,
the L filter, but also increases control complexity [3]. That
is due to the presence of two complex conjugate poles in the
controlled plant, which resonantly increases its open-loop gain
(i.e., its admittance value).
This resonance will generate current oscillations (at the
resonant frequency) under changes in the system operating
point (e.g., PCC voltage perturbations). These oscillations can
be more or less durable over time and high in magnitude
depending on how damped the resonance is. Moreover, they
can become unstable in presence of non-dissipative closed-
loop systems [4] and weak grids [5].
Damping techniques of resonant systems have received
significant attention by the specialized literature. They can be
sorted in two big groups; active damping [2], [3], [5]–[10],
where the system controller is modified to damp the resonance,
and passive damping [1], [11]–[14], where passive elements,
commonly resistances, are added to the filter to displace the
resonant poles. Passive damping is a simpler solution but
comes at the cost of extra power loss and reduction of the
high-frequency attenuation capability [13]. Active damping
techniques overcome passive damping drawbacks, but its ef-













Fig. 1. One-line equivalent diagram of the considered system. In blue the
measured variables, in green the current controller and in red the input
admittance to be shaped.
and additional passive components may still be needed to
damp high-frequency resonance [11].
This paper proposes a new active damping technique for
grid-connected power electronic converters through LCL filters
by directly shaping, in the frequency domain, the closed-
loop input admittance of the considered application. A model-
reference approach is adopted, where designer defines the
desired admittance at the resonant frequency and an H∞ syn-
thesis algorithm obtain the (sub)optimal controller that makes
the closed-loop input admittance match the given reference
[15]. The system resonance will be effectively damped, then,
by defining a purely resistive admittance as the reference.
The rest of the paper is organized as follows. Section II
models the plant of the considered application and introduce
the resonant behaviour of the LCL filter. Section III develop
the proposed system control, starting with the controller ob-
jectives and ending up with its design. Section IV discuss
the results of the proposed controller, experimentally tested in
both time and frequency domains. Additionally, it shows how
robust the controller is, regarding both stand-alone stability
and damping capability under different grid conditions. The
paper ends with a brief discussion of its conclusions.
II. DYNAMIC MODELLING
This paper considers a grid current control of a shunt
converter connected to the grid through an LCL filter (see
2016 IEEE International Symposium on Industrial Electronics (ISIE)
Fig. 1). The system is modelled in stationary (i.e., αβ)
reference frame, which allows effective controller operation
even under unbalanced conditions. Additionally, as αβ axes
are uncoupled, the original MIMO control problem is reduced
to the control of two identical SISO problems. For the sake
of notation simplicity, only one of the controlled channels is
considered in this paper for both plant modelling and controller
design.
Grid current i dynamic of considered system is represented
in the Laplace domain as follows:
I(s) = G(s) · U(s) + Gd(s) · Vs(s), (1)
where I(s), U(s) and Vs(s) are the grid injected current,
the VSC average output voltage and PCC voltage, respec-
tively. Transfer functions G(s) and Gd(s) are the open loop
command-to-output and input open loop admittance, respec-
tively, which will follow the next dynamic expressions if an
ideal PCC voltage (i.e., Lg = 0) is considered:
G(s) = − Zc(s)




ZL1(s) · Zc(s) + ZL2(s) · (ZL1(s) + Zc(s))
, (3)
where Zc(s) = 1/(sC), ZL1(s) = sL1 + R1 and ZL2(s) =
sL2 + R2 are the capacitor, converter-side coil and grid-side
coil impedances, respectively.
Both G(s) and Gd(s) have a pair of complex conjugate
poles which will produce an increase of their respective gains
at the resonance frequency ωres =
√
(L1 + L2)/(L1 · L2 · C)
rad/s. Of main importance in the stability of the considered
application is the resonance in Gd(s) (refer to Fig. 7 to see
its frequency domain representation), as it may cause high
current oscillations and even system instability under PCC
voltage changes. That problem is increased if the system is
connected to a weak grid (i.e., with high grid impedance) [5].
The resonance must be properly damped in order to assure the
correct and robust operation of the system.
III. SYSTEM CONTROL
A. Control objectives
The main objective of this paper is the design of a grid
current controller that, in addition to track a given reference
i∗, can effectively damp the system resonance. In order to do
so, this paper proposes the frequency shaping of two closed
loop transfer function, tracking transfer function T (s) and
closed-loop admittance Y (s), which relate the grid current
reference i∗ and the PCC voltage vs to the obtained grid
current, respectively.
Fig. 1 shows, in green, the integration of the proposed
controller K in the system. It has three inputs: the measured
PCC voltage vs, the sensed grid current i and its corresponding
reference i∗. Even though the controller is obtained as a
MIMO system in the synthesis process, is interesting to divide
its transfer matrix in rows: K(s) = [Ks Kref Ki]T . Con-
troller actuation u dynamic can be expressed in the Laplace
domain as follows:
U(s) = Ks(s) · Vs(s) + Kref (s) · I∗(s) + Ki(s) · I(s). (4)
Substituting expressions (4), (2) and (3) in (1) gives the closed
loop grid current dynamic in the Laplace domain:
I = (1 − GKi)−1GKref︸ ︷︷ ︸
T (s)




where (stand-alone) system stability depends only on the
system open-loop transfer function L = −GKi.
The controller design follows a model-reference approach;
that is, a controller K(s) is obtained in order to make the
closed-loop transfer functions Y (s) and T (s) resemble two
given model references, Yref (s) and Tref (s). By defining
a plain low admittance reference at the system resonance
frequency, oscillations can be effectively damped and, as a
result, derived stability problems are avoided.
As it is shown in Fig. 1, grid current reference i∗ is
generated by an outer loop power controller, whose objective
may be, for example, maintain the DC-bus voltage vDC equal
to a given reference v∗DC even under changes of the load RL
(i.e., the system acts as an active rectifier) [16]. Its design is
out of the scope of this work, which is centred in the inner
current controller design.
B. Controller design
Controller K(s) is obtained through an H∞ synthesis
algorithm, whose input is the generalized plant P [17]. It is











where w is called the exogenous inputs vector to the system,
z is the so-called output error signals, u is the actuation
vector that will be computed for the controller and v is the
measurements output vector.
H∞ synthesis process will compute a (sub)optimal con-
troller K, which minimizes the infinity norm1 of the closed-
loop system N that results from the feedback interconnection
of P and K, and relates exogenous input vector w and error







Fig. 2 shows the considered virtual plant P (in red) used for
obtaining the controller K (in blue) and the resulting closed-
loop system N. P is formed by the open-loop plants G and
Gd (in orange) and a set of added elements only necessary for
the synthesis process (in purple) which are explained below.
Tref (s) and Yref (s) are the desired (reference model) track-
ing and admittance transfer functions. Their outputs, it and iy ,
1The infinity norm of a MIMO system H(s) in the frequency domain is
defined as ‖H(s)‖∞  supω σ̄(H(jω)), where σ̄(H(jω)) is the maximum



























Fig. 2. Structure used for the H∞ synthesis. In red the generalized plant
P(s). Wrapped inside of it, in orange the open loop plant G(s) and open
loop admittance Gd(s), and in purple the references and weights added for
the synthesis. Finally, the obtained controller is represented in green.
mark the reference currents due to tracking and admittance
control effects, respectively. Grid current i is subtracted from
both reference currents, giving two different errors: et for
tracking and ey for admittance control. Both controller objec-
tives (i.e., admittance and tracking shaping) can be achieved
by means of minimizing these two errors. But, as both errors
depend on the grid current, they can not minimized at the
same frequencies (i.e., i can not be equal to both it and iy
at the same frequency). Additionally, control bandwidth must
be limited by means of control effort u minimization. To
handle this trade-off, three frequency-weights (Wt(s), Wy(s)
and Wu(s) respectively) multiplies each signals. Output and





















u = u (8)
As synthesized controller K should minimize z , increasing
one weight at a given frequency (while setting the other two
relatively low) should result in the minimization of its input at
that frequency. Following this design criterion, and given the
controller objectives stated in the previous subsection, suitable
frequency-weights are represented in Fig. 3. As it is shown,
tracking of current reference i∗ is only desired at the grid
fundamental frequency, 60 Hz in this application, meanwhile
admittance shaping is desired, mainly, at super-synchronous
frequencies, which is the location of the LCL-filter resonance
(a sub-synchronous admittance shaping is also considered to
damp possible low frequency grid oscillation). Finally, control
bandwidth is limited at high frequencies.
Laplace expressions of the selected weights are showed
below:
Wt(s) = Kt
s2 + 2ζnω1s + ω
2
1
s2 + 2ζdω1s + ω21
, (9)
where Kt is the initial tracking gain, ω1 is the fundamental
frequency in rad/s and ζd and ζn will define both maximum






































Fig. 3. Magnitude of the selected weights in the frequency domain. The
frequency spectrum is divided in areas according to the controller objective
in that range.
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Fig. 4. Flux diagram of the inner controller K synthesis and discretization
process
gain peak and width of the weight resonance;
Wy(s) = Ky
s2 + 2ζdω1s + ω
2
1




where an initial weight Ky > Kt is defined, ζd and ζn change
positions to define a complementary notch to the tracking
weight resonance and an additional pole is defined at high





where a zero in the frequency ωu1 will increase the initial low
actuation weight Ku, and a pole at very high frequency ωu2
is added just to fulfil H∞ synthesizing method requirements.
As for the reference model, a tracking reference Tref = 1 is
set, which will result in perfect current tracking at fundamental
frequency (i.e., I(jω1) ≈ I∗(jω1)), meanwhile a low resistive
admittance of Yref = 0.1 Ω−1 is considered, which will result
in a properly damped LCL resonance.
Synthesized controller K(s) is obtained in Laplace continu-







Fig. 5. Picture of experimental set-up.
TABLE I. EXPERIMENTAL SETUP PARAMETERS
Sn 17.5 kVA L1 3.4 mH
Vg 120 V R1 28.8 mΩ
ω1 2π60 rads−1 L2 1.7 mH
V ∗DC 700 V R2 18.6 mΩ
Tsw 400 μs C 18 μF
Ts 200 μs CDC 4.7 mF
it must be previously discretized. The discretization process
is summed up in Fig. 4. It is important to point out that
the obtained controller, and then the close-loop admittance,
takes into account the phase lag introduced by both PWM
modulation and computational delay. For more information
about the discretization process or the admittance and tracking
shaping of power converters refer to [15].
IV. RESULTS
Proposed algorithm has been tested in both simulations
and an experimental set-up. The latter consist of an AC
programmable power supply Pacific SmartSource 345-AMX,
emulating the grid, and a 17.5 kVA two-level VSC connected
to it through an LCL filter. Passive loads RL are connected
to the DC-side to test the platform under different oper-
ating points. Control algorithm is implemented on a Texas
Instruments DSP TMS320DSK6713. Table I sums up set-up
parameters, where Ts is the sampling period of the control
algorithm and Tsw is the converter’s IGBTs switching period.
A picture of the experimental set-up is shown in Fig. 5.
A. Frequency domain results
Fig. 6 shows theoretical tracking transfer function T (ob-
tained following (5)), which is equal to its reference Tref at
the fundamental frequency, as was specified in the design pro-
cess. Fig. 7 shows the admittance shaping results. Theoretical
admittance Y is equal to the given reference Yref at both
sub and super-synchronous frequencies as it was specified.
Tref T
Fig. 6. Obtained tracking transfer function T and its reference Tref .
Yref Gd Y Yident
Fig. 7. Admittance frequency results. Open-loop admittance Gd is shown in
black. Admittance reference model Yref is shown on blue color. The closed
loop synthesised admittance (theoretical) Y is shown on purple. Red crosses
show the experimentally measured admittance Yident.
Yident is an experimental admittance measurement obtained by
adding a three phase controlled sinusoidal signal to the voltage
generated by the AC power supply and analysing, in steady-
state, the current response of the converter at that frequency.
Of main importance is the resonance frequency of Gd, where
more points of Yident are taken, which proves the good active
damping capabilities of the proposed method.
B. System robustness
Fig. 8 shows the obtained system sensitivity function S =
(1 − GKi)−1. Its infinity norm ‖S‖∞ is a good inverse
indicator of the design stand-alone robustness [17], that is,
how much plant parameters may change until the designed
system becomes unstable. A commonly design criterion for
robust controller is to synthesize loops with ‖S‖∞ < 6 dB,
which will assure a gain margin bigger than 6 dB and a phase
margin bigger than 30o. This criterion is fulfilled, as it can be
seen in Fig. 8, which proves the design robustness.
The effects of grid impedance on the presented active
damping technique are tested below. Considering a non-ideal
inductance Lg at the PCC, the grid current is modified as
follows:
I(s) = G′(s) · U(s) + G′d(s) · Vg(s), (12)
where Vg(s) = Vs(s) + Zg(s) · I(s) is the grid voltage, the
grid impedance is considered purely inductive Zg(s) = s · Lg
S
Fig. 8. Obtained sensitivity function S. Blue dash-dotted line marks the












Fig. 9. Effect of modifying the grid inductance Lg on the obtained close
loop admittance modulus |Y ′(s)|.
and
G′(s) = − Zc(s)ZL1 (s)·Zc(s)+(Zg(s)+ZL2 (s))·(ZL1 (s)+Zc(s)) , (13)
G′d(s) =
ZL1 (s)+Zc(s)
ZL1 (s)·Zc(s)+(Zg(s)+ZL2 (s))·(ZL1 (s)+Zc(s))
(14)
are the new open loop transfer functions.
Substituting expressions (4), (13) and (14) in (12) gives the







1 + Y (s) · Zg(s)
(15)
where Y (s) is the converter input admittance given by eq. (5).
Fig. 9 shows closed loop input admittance modulus |Y ′(s)| in
the frequency domain under changes of the grid inductance
Lg ∈ [0.05, 1] p.u 2. Presented damping technique is effective
even under high grid inductances (i.e., weak grids), as it
is shown in the minimum modulus increase over the given
admittance reference of 0.1 Ω−1.
C. Time domain results
Fig. 10 shows experimental time domain evolution of the
system after the introduction of a DC-load of 4.2 kW. Fig.
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Fig. 10. Connection of a 4.2 kW DC-load with a null reactive reference. Top
shows the complete transient. Zoom 1 focuses on the currents and DC-voltage



























Fig. 11. Response under grid balanced voltage dip when DC-bus is loaded
with 4.2 kW. All phases fall to 60% of its value keeping their phase untouched.
Top view shows the complete transient in grid voltages, currents and DC-bus
voltage. Lower view focuses on the dip initial edge.
11 shows the response of the system under a balanced dip
of 60% of the nominal grid voltage value. Both experiments
show good current tracking performance. Of main importance
is the current response under the grid dip: as can be seen, no
oscillation at frequency ωres can be appreciated on it, which
proves again the good obtained resonance damping.
V. CONCLUSION
This work presents a novel active damping technique for
current-controlled grid-connected power converters through
resonance filters like the LCL. Resonance damping will result
in smaller current oscillations under PCC voltage variations
and, as a consequence, will improve system stability in con-
nection to weak grids.
Presented active damping technique is based on frequency
shaping of the closed-loop input admittance of the considered
application, and only needs grid current and grid voltage mea-
surements (i.e., no additional LCL filter sensors are needed).
This is achieved by a model-reference approach, where, after
designer specifies a desired admittance reference, an H∞
synthesis algorithm will obtain the (sub)-optimal controller
that shapes the system admittance, in the frequency domain, to
follow the given reference. By defining a resistive admittance
reference the resonance can be effectively damped, and related
stability problems are avoided. Current control design to
achieve this goal is explained.
Experimental test of the obtained controller are done and
their results are shown. Proposed method shows good current
tracking and resonance damping capabilities. The latter is
proved experimentally in both frequency and time domains.
Moreover, damping technique is demonstrated (theoretically)
effective even under extremely high grid impedance, with both
good phase and gain margins.
Future works will study the resonance damping and stability
robustness under filter and grid modelling uncertainties, and
how they are affected by the addition of different control
measurements (like filter capacitor voltage or converter side
current).
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Abstract—This paper presents a current controller that shapes,
in the frequency domain, the input admittance of voltage-source
converters connected to the grid. The controller is obtained by
means of a H∞ synthesis procedure, which minimizes the differ-
ence between the application closed-loop input admittance and a
model-reference defined by the designer. This formulation achieves
good accuracy in both modulus and phase. The proposed method-
ology allows the fulfilment of other current control objectives, such
as current tracking, by defining frequency regions where each ob-
jective is desired. Experimental results show the good response of
the proposed controller, both in frequency and time domain.
Index Terms—Admittance, current control, H∞ control, pulse
width modulated power converters.
I. INTRODUCTION
THE increasing presence of power electronics-based de-vices in the power system, such as machine drives,
power supplies, flexible ac transmission systems (FACTS) or
renewable-energy interfaces is populating the grid of complex
dynamics including nonlinear behavior, constant-power load-
ing, control-loop induced resonances, etc. The results of re-
cent investigations seem to mark those kind of dynamics as
contributors-triggers of power quality problems or even power
system instabilities [1]–[4].
Although the problem, in its whole nonlinear generality, is
still under scientific discussion [4], [5], power electronic-based
devices input admittance [see Y(s), Fig. 1], when linearized
around the system operating point, is known to play a dis-
tinguished role on system stability and also on several power
quality problems.
Its interest in power systems stability arises from [6], where
a sufficient small-signal stability condition was derived based
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Fig. 1. Proposal block diagram: active rectifier connected to the grid via L
or LCL filter. In orange color is the proposed controller. In blue color is the
measured signals.
on the relation between impedances/admittances of the systems
that are to be connected. More concretely, the stability relies on
the Hurwitz condition of polynomial D(s) = 1 + Zs(s)Yl(s),
were Zs and Yl are the series equivalent impedance and admit-
tance of the main power system and of the new connected load,
respectively. The criterion has been further studied on [7]–[10].
This theoretical framework has motivated the publication of
several works dealing with the shaping of converter closed-loop
input admittance. A popular approach is to impose conditions
over admittance module to ensure stability. Works [11]–[18]
share the strategy of modifying the converter admittance on a
particular problematic frequency, or in a small set of discrete fre-
quencies, using classical control design procedures. In general
terms, they offer satisfactory results on the target frequencies,
but the design problem complexity induces limitations when
facing wideband designs, and also in the management of the
tradeoffs between the admittance at different frequencies and
other control objectives such as reference tracking or relative
stability. [6] has also served to enunciate stability conditions
based on the phase of the admittance transfer function of the
connected converter. The most important approach on this di-
rection is based on the known result from system theory stating
that the connection of a passive [19] loads improves the relative
stability of the complex system. [20]–[23] propose the use of
feedforward and feedback modifications to ensure admittance
passivity, modifying its phase, sometimes at the cost of uncon-
trolled modulus modifications. Finally, an open approach to the
improvement of stability of interconnected systems has emerged
from the recent work [5], where it is derived that negative imagi-
nary systems may be beneficial from this point of view, although
there have not been proposals developing this line.
0885-8993 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Admittance shaping is an interesting topic also in the field
of power quality where there have been proposals on different
directions. On the field of FACTS, it has been identified as a
good alternative to damp resonances that facilitate the propa-
gation of voltage and current harmonic through distribution or
transport networks. The works developing this idea [24]–[30]
present limitations similar to those expressed before. Finally,
and although they are usually approached in a different way,
active damping techniques or droop control techniques could
be considered admittance shaping approaches [12], [14], [17],
[31]–[33].
This paper proposes a systematic design procedure that allows
to shape the converter input admittance, in modulus and phase,
for wide frequency bands and handling other control objectives,
such as reference tracking or stability, from a holistic point of
view. The obtained flexibility may allow the use of the procedure
to obtain controllers valid for all the scenarios described above.
To achieve that objective, the control problem is formulated
as a model-reference-based H∞ synthesis procedure. More
concretely, the designer provides the procedure with two
model-reference transfer functions: one that specifies the
desired input admittance and another that specifies the desired
reference-tracking dynamic model (relationship between cur-
rent reference, and grid injected current). As both objectives are
not achievable at the same frequency, the designer also provides
the algorithm with a frequency distribution of both control
objectives. The process result is a discrete-time controller
suitable for being programmed and executed in a DSP. The
proposal is illustrated using a pulse width modulation (PWM)
rectifier application but is flexible enough to be applied to
different control schemes and converter topologies.
This approach has been already explored by authors in [34],
[35] obtaining promising preliminary results for simplified ideal
scenarios. This paper extends the procedure to deal also with
LCL filter structures, simplifies three-phase approach and inte-
grates the controller in a realistic application with several hier-
archical controllers in operation. This paper also gives a wide
exploration of the possibilities and inherent limitations of the
control design procedure, suggesting important design guide-
lines for the practical application of the method. In addition,
a complex experimental setup has been prepared to obtain an
actual experimental testing of the proposal.
The solution of the problem in the H∞ framework transfers
part of the design complexity to a computational algorithm,
allowing the designer to deal with different complex control
objectives in an tractable way. Following a model-reference
design allows an accurate shaping in both modulus and phase.
The convex nature of the underlying optimization algorithm
guarantees that an (sub)optimal controller is found. Although
its presence on the control of dc/ac converters is still incipient,
some approaches have been published in the field of current and
voltage control reference tracking control, robust control, etc.
[36]–[44].
The next section is dedicated to describe the theoretical basis
of the design procedure. Section III gives practical insight into
the design procedure, the underlying existing limitations and
the implementation details. Section IV gives a summary of the
different experimental tests followed to verify the proposals.
The paper ends with a discussion of the conclusions extracted
from the presented work.
II. THEORETICAL BACKGROUND
A. System Description and Control Objectives
The proposed current control design scheme has been ap-
plied to a PWM Voltage-source Converter (VSC)-based active
rectifier (see Fig. 1). This application represents a good bench-
mark plant, allowing a simultaneous testing of the current refer-
ence tracking (which comes from the power controller, Fig. 1)
capabilities and of the admittance (i/vs ) emulation accuracy.
Additionally, it is general enough to suggest that obtained re-
sults could be extrapolated to other common grid topologies or
applications such as machine-drive front-end, FACTS, etc.
The control structure is divided in a classical two-
hierarchical-levels control scheme: in the highest level, the load
voltage is regulated to a given reference v∗DC by the power
controller (Fig. 1). This voltage reference, together with a pos-
sible reactive power reference q∗, will serve as inputs for the
power controller block that will generate an ac current reference,
namely i∗abc that satisfies the desired power balance for a given
measured point of common connection (PCC) voltage vsa b c .
To achieve both objectives, the design follows a model-
reference approach: the designer gives two reference models
Yref and Tref . The former describes the desired relationship
between the grid PCC voltage vs and the grid current i; in other
words, the system input admittance. The latter describes the de-
sired relationship between the grid current reference i∗abc and
the actual grid current iabc . It will later become evident that
both objectives cannot be fulfilled at the same frequency so,
additionally, the designer has to make a frequency distribution
of the control objectives.
B. Dynamic Modeling
The active rectifier, shown in Fig. 1, is controlled in the αβ sta-
tionary reference frame [45]. Expressing a three-wire converter
control problem in the αβ reference frame allows to operate
under unbalanced conditions in a natural way, removing com-
ponent coupling and, thus, reducing the original multiple input
multiple output (MIMO) problem to the control of two identical
single-input single-output uncoupled systems. The theory and
procedures exposed on this proposal are expressed for only one
control channel (α or β) and, similarly, the obtained controller
will have to be executed twice, once for each component. As a
consequence, the obtained closed-loop admittance will be equal
for both components, being it a balanced three-phase admit-
tance. It is also worth to remark that the design procedure could
be translated into other typical reference frames, for instance, in
synchronous dq axes.
Focusing on the inner control level process, the grid current
in Fig. 1 follows the next linear dynamic expression, expressed
in Laplace domain
I(s) = G(s) · U(s) + Gd(s) · Vs(s) (1)
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where I and Vs are the grid injected current and and the PCC
voltage, respectively. U(s) represents the averaged value, over
a PWM half-period (Ts), of the voltage uabcN (VSC block on
Fig. 1) that is generated by the PWM signals applied to the
power devices gates. Transfer functions G(s) and Gd(s) are the
open-loop command-to-output and input open-loop admittance,
respectively.
These last transfer functions are extracted from the differen-
tial equations that describe the system dynamics and are depen-
dent on the grid filter that is used. For the L filter the transfer
function are






where Lf = L1 + L2 and Rf = R1 + R2 are the filter induc-
tance and its parasitic equivalent resistance, respectively.
In the case of using an LCL filter, the following transfer
functions are obtained:
G(s) = − 1
sC(R1 + sL1)(R2 + sL2) + Rf + sLf
(3)
Gd(s) =
sC(R1 + sL1) + 1
sC(R1 + sL1)(R2 + sL2) + Rf + sLf
(4)
where L1 , R1 , L2 , and R2 are the converter-side and grid-side
inductance and resistance, respectively.
The outer dc-bus voltage controller is designed using a clas-
sical active power balance approach similar to the one described
in [46]. Its design is out of the scope of this work that will only
consider its main characteristics.
C. Controller Structure and Synthesis
Fig. 1 shows the structure where the proposed controller is
integrated. The current controller, in orange color, K(s), has
three inputs: the PCC grid voltage measurement, namely vs , the
grid reference current i∗, and the sensed grid current i. From the
information provided by these three inputs, the controller com-
putes the average voltage at VSC ac terminal outputs, u, needed
to achieve control objectives. The controller transfer matrix is
computed as a whole by the control design algorithm, however,
it is interesting to observe that, dividing the transfer matrix in
rows: K(s) = [Ks(s) Kref (s) Ki(s)]T , the actuation signal
can be calculated as
U(s) = Ks(s)Vs(s) + Kref (s)I
∗(s) + Ki(s)I(s). (5)
Controller K1 can be considered, thus, to be formed by the
addition of a grid voltage feedforward action Ks , a current refer-
ence precompensation action Kref , and a grid current feedback
action Ki .
Expressing the closed-loop grid current I using the aforemen-
tioned structured transfer function, the following expression is
1For notation compactness, the Laplace variable “s” is omitted when its
presence results obvious attending to the context.
Fig. 2. General Control Problem (for any of the αβ components) used for
the H∞ synthesis. The open-loop transfer functions are colored in green, purple
elements are added in the design process for controller synthesis. P, in red color,
wraps around both. The desired controller K is shown in orange. Closed-loop
system, N, in black, results from connection of P and K.
obtained:
I = (1 − GKi)−1GKref︸ ︷︷ ︸
T (s)




where T and Y are the closed-loop tracking and admittance
transfer functions. It is important to note that system stability
depends only on the system open-loop transfer function
L = −GKi .
Controller K is obtained through an H∞ synthesis process
that uses, as its entry point, the general control problem for-
mulation, or generalized plant P(s) [47]. This virtual plant is a
mathematical instrument that incorporates the open-loop plant
and admittance transfer functions, G and Gd , respectively, a
set of extra transfer functions that are used by the designer to
specify the main control objectives and restrictions and, also,
the control loop architecture. Structurally, P is a plant with two











wherew is called exogenous inputs vector to the system, usually
composed of references and disturbances. z is the vector of the
so-called output error signals, that are to be minimized in some
sense to meet control objectives, u is the actuation vector that
will be computed by the controller, and v is the measurements
output vector that will enter the controller.
With the implicit information provided by P, the H∞ syn-
thesis process computes a (sub)optimal controller K, which
minimizes the infinity norm2 of the closed-loop system N that
results from the feedback interconnection of P and K, and re-
lates exogenous input vector w and error vector z = Nw, as
shown in Fig. 2.
Minimizing the closed-loop function infinity norm is equiv-
alent to minimizing the ratio between the energies (norm-2) of
2The infinity norm of a MIMO system H(s) in the frequency domain is
defined as ||H(s)||∞  supω σ̄(H(jω)), where σ̄(H(jω)) is the maximum
singular value of H(jω).
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In other words, the synthesis process computes the controller
that minimizes the energy of the error signals for the considered
set of disturbances, references, and other exogenous signals. The
designer task is, then, to choose the appropriate error signals and
shape them to accomplish the control objective. In fact, choosing
an inner structure for P, that is, effective in practice is the design
keystone in this control paradigm.
The principle behind this control proposal is the minimiza-
tion of the difference between the output current of a designer
provided Yref and that of the actual converter; if, given the grid
PCC voltage, this difference is small, the converter would be
following the admittance model, accomplishing the main objec-
tive of this work. Current tracking is approached in a similar
manner.
Fig. 2 shows the proposed structure for P. Over the diagram,
green elements represent the actual plant under control. The
plant output i is the result of adding the outputs of G and Gd
transfer functions. These components model the contributions
of the control actuation u and grid voltage vs over i, respectively.
Purple elements are added in the design process for controller
synthesis. et is the difference between plant output i and the
tracking reference model Tref output it . In a similar way, ey
is the difference between i and iy , the output of the admit-
tance reference model Yref . Controller actuation u has also to
be added as a minimization signal in order to avoid unnecessary
or impossible control efforts. All these three variable are then
multiplied by frequency weights (Wt , Wy , Wu , respectively),
that emphasize the range of frequencies where each variable has
to be minimized. Their outputs compose the z output vector. Fi-
nally, the controller that is produced from the synthesis process
is displayed on orange color. Note that the inputs to the con-
troller are all the exogenous signals (w vector) together with the
plant measurements, i signal, namely v in the standard notation
of (7). The controller output is the plant actuation signal u.
Summing up, output and input signal vectors of generalized




















u = u. (9)
It is important to stress on the way iy and i are compared:
ey is calculated as the subtraction of both signals. As a con-
sequence good admittance control can be achieved not only in
modulus, but also in phase. Admittance transfer function phase
is a key parameter because important dynamical properties, as
for example, dissipativity[19], depend on it.
Design of frequency weights has also a strong influence on
the obtained controller K: the signals involved in the z vector
are actually incompatible from a minimization point of view as
it is not possible to mimic a certain admittance in the frequency
bands, where good tracking is required, and also, it is not pos-
sible to minimize control effort at the same frequencies. The
correct design of the functions inside P is, to a large extent,
application dependent and is dealt in more detail in the next
section.
III. PRACTICAL CONSIDERATIONS
A. Design of Current Controller: Reference Model and
Weighting Function Selection
The generalized plant presented in Section II-C is general
enough to handle a wide variety of VSC control problems. The
objective of this section is to settle some design heuristic rules
that have been found to be useful by the authors.
As stated in previous sections, a designer following the de-
scribed control architecture and methodology is requested to
define five transfer functions, grouped in two classes. The first
group is composed of the transfer functions that serve as ref-
erence models for current tracking or admittance shaping pur-
poses. The second group is integrated by those transfer functions
that emphasize—weight—the importance of the different refer-
ence models, or the control effort, for the different frequency
bands.
1) Reference Model Selection: The reference models are
used to specify, by the designer, how the grid injected current i
(in Fig. 2) tracks the exogenous current reference i∗ (in Fig. 2)
and the converter input admittance.
In typical applications, the grid current is required to accu-
rately track the provided reference, at least in a band around the
fundamental frequency and, possibly, also in some of its lower
order harmonics. Facing the design from a reference-model
point of view, the easiest approach is to choose a Tref = 1.
Such a broadband tracking objective is clearly unachievable
(and incompatible with any non null admittance objective). The
tracking reference weighting function Wt will serve as an ef-
fective tracking band-limiter.
The range of possibilities for admittance reference model
Yref is wider and more application dependent. Although usu-
ally low-valued power-dissipative (resistive) responses are pre-
ferred, other behaviors could be considered. Section III-B, be-
low, shows some different example designs that can give an idea
of the design method flexibility.
2) Weighting Functions Selection: The control strategy pre-
sented in this proposal is a tradeoff problem generated by several
inherent incompatibilities and constraints.
1) Tracking and admittance control objectives are incompat-
ible as they try to make the grid injected current follow
the tracking and the admittance reference model output
current, which are, in general, different. The designer has
to choose which model is important for the different fre-
quency bands.
2) Control effort magnitude has to be reasonable inside the
control band. For this reason, it has to be included in the
output error vector z : if it were not, the optimization of
||N||∞ would possibly arrive to an optimum solution with
not realistic actuation signals that would saturate the plant
input (maximum duty cycle on PWM).
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3) Control-Band Limitation: Given the sampled-time nature
of the proposed control algorithm, actuation should be at-
tenuated to a great extent before Nyquist frequency fN y .
This limitation represents a maximum limit on the band
where control objectives can be achieved. Other band lim-
itations are to be added in the case that the plant exhibits
nonminimum phase behavior or a delay in the control in-
put. These important topics will be more deeply dealt in
Section III-C.
The designer deals with these tradeoffs by means of the fre-
quency weighting functions. To properly understand its utility
it helps to remember that the H∞ controller synthesis algorithm
tries to obtain a controller that keeps the error output vector
z small. This way, a frequency weight that (relatively) ampli-
fies a signal in a band, would yield a controller that keeps the
unweighted actual signal smaller inside that band. In a similar
fashion, a weight (relatively) attenuating a signal in a band will
induce a bigger actual unweighted signal in the closed-loop sys-
tem. This paper proposes the use of three different weighting
functions.
1) Wt(s) transfer function weights the error with respect to
the tracking reference model. If Tref = 1 has been chosen,
it weights the tracking error. High values are used for
bands where good reference tracking is desired. In the
case, the controller is used in a PWM rectifier application,
the designer has to take into account that the tracking band
should be about ten times wider than the band of the dc-
bus/power controller that generates the current reference,
to ensure the current accurately tracks it.
2) Wy (s) weights the error with respect to the admittance
reference model. High values are used for bands where
good admittance shaping is desired. It has to be remem-
bered that admittance and reference tracking are not com-
patible, so their respective weighting functions should be
complementary.
3) Wu (s) weights the actuation in two senses: it is used to
limit the maximum control bandwidth but also to limit the
maximum control effort within the control band. Thus,
typically, Wu is a high-pass function. The transition be-
tween the low- and high-gain bands marks the frequency
where control actuation is desired to be small, i.e., the
stop-band beginning. The maximum control effort in the
control band is adjusted by modifying the gain of Wu in
that band: lower values allow a bigger control effort and
vice versa. This value is usually adjusted to get a control
effort near the saturation limit under nominal transients
and disturbances as, for instance, voltage dips.
Fig. 3 presents a possible selection of the aforementioned
weighting functions. The plot divides the spectrum in four dif-
ferent frequency zones. In first zone, placed at subsynchronous
frequency range, Wy gets the bigger value, indicating that the
objective is to follow the admittance reference model. The same
applies to the third-band, on supersynchronous frequencies.
Around the grid fundamental frequency, Wt gets a very high
value. This is used to achieve null error in tracking sinusoidal
references and, in practice, will yield a controller with (almost)
Fig. 3. Typical weighting function selection scenario.
a resonant-part on that frequency. Finally, in the fourth interval
Wu gain gets higher signaling the end of the control band.
B. Design Examples
This section presents three study cases. The objective is to
give more insight into the design process, emphasize the de-
signer typical work flow and strategy and demonstrate the flex-
ibility of the procedure respect to the plant model and control
objectives.
1) Broad-Band Admittance Control (L Filter): The first case
proposes the design of an active rectifier whose admittance, out-
side the fundamental frequency range, presents purely resistive
behavior. The energy absorbed by the converter due to this dis-
sipative behavior is evacuated, by the dc-bus voltage controller,
through the grid fundamental frequency. It is necessary, then,
to provide the controlled system with fundamental frequency
tracking capabilities. This objective may be achieved selecting,
for instance, Yref = 0.1 and Tref = 1.
To distribute the different objectives along the spectrum this
design uses the weights displayed on Fig. 4: Wt is chosen as
a resonance in the grid fundamental frequency. A high gain
ensures an accurate tracking. Wt bandwidth controls tracking
transient response. Concretely, it follows the structure:
Wt(s) = Kt
s2 + 2ζnω1s + ω
2
1
s2 + 2ζdω1s + ω21
(10)
where w1 = 2π60 rad/s is the grid fundamental frequency ζn
varies the resonance bandwidth and ζn/ζd can be used to adjust
the resonance peak maximum value.
Similarly, a complementary admittance weight Wy is defined
using a notch characteristic in the fundamental frequency.
Wy (s) = Ky
s2 + 2ζdω1s + ω
2
1
s2 + 2ζnω1s + ω21
· 1
(1/ωy )s + 1
(11)
where wy marks the maximum frequency where impedance
emulation is desired. The notch part of the transfer function is
designed following Wt criteria.
Finally, control effort is limited by the next weight
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Fig. 4. Frequency weights for the different design examples.
where the zero in ωu1 defines the frequency where control effort
starts to be limited, in the beginning of the crossover band. The
pole in wu2 marks the control stop band and the end of the
crossover band. This pole is also needed to make Wu (and P,
Fig. 2) strictly causal, as required by H∞ synthesis algorithm.
2) Broad-Band Admittance Control (LCL Filter): This sec-
ond example describes how the plant model affects the design
flow. The control objective is the same as in the first example but
the plant order has been increased by considering an LCL filter
connection. Admittance reference is, again, a pure resistance
Yref (s) = 0.1. In this case, the LCL resonance is also desired
to be shaped, so control objectives spread over a wider band,
using Wy equal to (11), but with a bigger ωy .
Tracking reference is also kept as Tref (s) = 1. This example
has been designed to present a faster tracking behavior. Wt
follows, thus, (10) but selecting a wider bandwidth.
Control effort is shaped with Wu equal to (11). Again, the
active control band is wider and ωu1 and ωu2 are selected to
obtain actuation limitation at higher frequencies.
3) Narrow-Band Admittance Control (L Filter): The objec-
tive of the third example is to illustrate the validity of the design
proposal when considering higher order reference models: pro-
cess model is again an L-filter grid connected VSC but the
desired admittance (outside the fundamental frequency) shows
a resonant-like behavior. From a hypothetical application point
of view, this could be used, for instance, as a lossless damper
for a resonance placed at a known frequency. By using this
resonance behavior, admittance achieved on the desired fre-
quency is larger than in previous examples, also minimizing the
influence over the rest of the spectrum and leaving more room
for reference tracking, if needed.
The new admittance reference is
Yref (s) = 0.01
s2 + 2ζnωress + ω
2
res
s2 + 2ζdωress + ω2res
· 1
(1/ωy ref)s + 1
(13)
where ωres is the frequency where the maximum admittance is
reached. The high frequency pole at ωy ref is used to make the
admittance reference-model (Yref ) more similar to the open-loop
one (Gd ), avoiding excessive control efforts on that frequencies.
Frequency range of admittance control is defined through a
Wy equal in structure to (11) but with the real pole placed at
lower frequencies to enhance its importance in subsynchronous
frequencies.
Tracking reference is, again, Tref (s) = 1; Wt changes slightly
Wt(s) = Kt
s2 + 2ζnω1s + ω
2
1




The new pole at ωt makes admittance control more domi-
nant at frequencies above the fundamental (supersynchronous
frequencies, where admittance resonance peak is placed) and
below the control band upper limit (where Wu is dominant).
Control effort is again limited at high frequencies, with a
weight Wu with similar dynamics to (12). This time it has
double order to reduce crossover range, and be able to control
admittance at higher frequencies.







The presented controller design and synthesis is subjected to
the following known limitations.
1) Sampled-Time Implementation Limitations: An inherent
limitation in the practical implementation of discrete-time con-
trollers is the impossibility of applying to the plant, in time k,
an actuation computed with measurements also acquired in time
k. In most power converter control scenarios, signal acquisition
time and controller actuation computation last for a nonnegligi-
ble part of the controller sample time. The typical workaround is
to postpone the actuation application until the arrival of the next
sampling period. This is usually modeled placing a one-sample
pure delay in the control input, z−1 in z-domain, of the plant
discrete-time model. The existence of this delay introduces a






which is, approximately, one third of fN y .
It is important to remark that this bound affects to both the
feedforward and feedback components of the controller actua-
tion, because both are affected by the input delay.
2) Waterbed Limitations: The transfer function of the plant
under control presents, as can be seen in (3), a relative degree:
rd(G(s)) = 3. This fact makes applicable the Bode sensitiv-
ity integral theorem (first waterbed formula) [47] establishing a
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Fig. 5. Frequency responses of the continuous open-loop plant, G(s), its zero-
order hold discrete-time equivalent, G(z)|ZOH, and the delayed ZOH discrete-
time equivalent, z−1 · G(z)|ZOH.
tradeoff design decision between closed-loop performance and
system robustness: increasing closed-loop performance at some
frequencies comes at the cost of increasing the achieved sensi-
tivity function infinity norm ||S(jω)||∞, which is a good inverse
indicator of the design robustness. A commonly accepted design
criterion is to synthesize loops with ||S(jω)||∞ < 2 (in natural
units). This condition implies that the polar plot of L(jω) lies
outside of a circumference of radius 0.5 centred at (−1 + 0j),
and, consequently, a gain margin bigger than 6 dB and a phase
margin bigger than 30°.
3) Weight Design Limitations: In addition to the previous
limitations, which actually have a clear indirect impact on the
design of the weighting functions, the latter are also subject to
two additional limitations that have to be considered in the de-
sign process: 1) Weights must be strictly stable and proper. Pure
resonators and integrators are, thus, not allowed to be present in
weight functions as they present poles over the jω axis. There
is no theoretical limitation, however, in placing them arbitrary
close to the jω axis. From a practical point of view, this limita-
tion has no implication as the behavior is practically equivalent.
2) Weight transfer function order. The order of the synthesized
controller is that of the augmented P(s) plant transfer func-
tion. The three design weights are contained inside P so, an
increase in their order implies an increase in the final controller
K order. The designer has to evaluate whether the performance
improvement obtained by an extra state in a weight is worth the
corresponding controller complexity increase.
D. Controller Synthesis and Implementation
The H∞ synthesis tools are designed to work with
continuous-time plants. The presented controller, however, is
executed in a DSP, and thus, a discrete-time controller transfer
function is needed. Using a direct discrete-time approximation
of a continuous-time controller neglects important dynamics
such as the presence of a PWM modulator, that may be modeled
as a zero-order hold (ZOH), and the presence of a one-sample
delay at the plant control input. To include such important ele-
ments, the ZOH discrete-time equivalent of G(s) is computed
and a one-sample delay element z−1 is added to it in the z do-
main. Fig. 5 shows a comparison of the frequency responses
of G(s), G(z)|ZOH and z−1 · G(z)|ZOH. It can be observed that,
while the modulus of the transfer functions are similar, there
are important differences in their phases that increase with fre-
quency. While these differences could be neglected in the case
of a reference-tracking controller with a conservative tracking
bandwidth (relative to the switching frequency), in the case of
the admittance shaping it would yield phase errors in the ob-
tained closed-loop admittance.
After introducing these dynamic elements in the process, a
continuous approximation of this plant is obtained via Bilinear
transformation, making a frequency prewarping to accurately
preserve LCL resonance frequency. The open-loop admittance
Gd can be directly included in the augmented plant P(s) as the
grid voltage is, in fact, a continuous disturbance of the process.
Frequency weights may also be directly expressed in continu-
ous time, being conscious of the bandwidth limitations that are
present because of the final objective of obtaining a discrete-
time controller. Once the plant P is specified, the continuous-
time controller K(s) is obtained through a regular H∞ synthesis
process. The final discrete-time controller K(z) is then obtained
by computing a Bilinear transformation.
The algorithm synthesis is performed using MATLAB stan-
dard library and also its Robust Control Toolbox.3 The transfer
functions used in P are created using standard tf, ss com-
mands. Continuous to discrete conversions, and vice versa, are
performed using c2d and d2c. Once they are created, process
P is assembled using the scripting tool sysic. The controller
is then synthesized using hinfsyn command. The snippet dis-
played on Alg. 1 describes the procedure used to obtain the final
controller.
Once the controller is obtained, it is programmed in C code
using a state-space description of the controller
xk+1 = Axk + Bvk
uk = Cxk + Dvk (17)
where, x, v , and u vectors stand for the controller state, plant
outputs measured by the controllers and controller actuation,
respectively, and [A,B,C,D] are the controller state matrices.
Fig. 6 shows a diagram of the different tasks executed during
a sample period in the DSP. The period starts updating PWM
signals with the actuation computed during the previous sam-
pling period, uk−1 . This time shift is reflected as the one-sample
delay at the plant input. Next, signals from sensors are acquired.
With those data, higher hierarchy loops, in this case the dc-bus
voltage controller, are computed, obtaining the appropriate ref-
erences for the current controller. The controller is executed in
two steps. First, the actuation to be applied in the next period uk
is computed. Finally, the controller internal states are updated,
calculating xk+1 , before the DPS goes idle until the next period
arrives.
3The synthesis procedure here described represents only one alternative that
has been found particularly intuitive by the authors but similar results could be
obtained by different approaches.
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Algorithm 1 Controller synthesis procedure
1:procedure Controller Synthesis(G,Gd,ts)
2:Weight definition:



















22: if(gamma>gmax) then goto Weight definition
23: K=c2d(K_cont,’bilin’,...);
24: end
Fig. 6. Chronogram of the implemented control algorithm. The blocks show
the different tasks executed in the processor unit. The arrows show the data flow
between tasks and sample periods.
IV. RESULTS
The proposed control scheme has been verified by both sim-
ulation and experimental testing. The experimental setup (see
Fig. 7) consists of the connection between an ac programmable
power supply Pacific SmartSource 345-AMX, emulating the
grid, and a 17.5 kVA two-level VSC connected to it through
an LCL or an L filter (Table I shows the main parameters of
the setup). A bank of passive loads is connected to the dc-bus
to test the application under different operating points. Con-
trol application is implemented on a Texas Instruments DSP
TMS320DSK6713 based control platform described in detail
in [48].
Fig. 7. Experimental Set-up.
TABLE I
EXPERIMENTAL SETUP PARAMETERS
S 17.5 kVA L1 3.4 mH
Vg 120 V R1 28.8 mΩ
ω1 2π60 rad/s L2 1.7 mH
V ∗dc 700 V R2 18.6 mΩ
Ts w 400 μs C 18 μF
Ts 200 μs CD C 4.7 mF
KPOW(z ) Kp +
K I T s
( z −1 ) KI , KP 0.2893, 0.0369
Fig. 8. Closed-loop analytic reference-tracking transfer function for the ex-
ample designs Tn (s), where n is the number of the design (refer to Section
III-B). Blue color shows the reference model for all designs.
The experimental values of the closed-loop system admit-
tance are obtained by adding a three-phase controlled sinusoidal
signal to the voltage generated by the ac power supply. The ac
power supply has a connector (J5), with three analog inputs
where the user can place reference voltage signals. These volt-
age signals are internally amplified and added to each one of the
phases of the main power supply output. To obtain the experi-
mental admittance value on a particular frequency, a three-phase
balanced sinusoidal signal of a particular frequency was added
to the main ac voltage. The generated voltage signal and the
corresponding injected currents are then acquired at 5 kHz, en-
suring that the possible transient effects have already finished
and that the data registry contains several cycles of the injected
signal. Voltage and current data are, then, converted to the αβ
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Fig. 9. Admittance frequency results. Open-loop admittance Gd is shown in
black. Admittance reference model is shown in blue color. The closed-loop
synthesized admittance (theoretical) is shown in purple. Red crosses show the
experimentally measured admittance.
reference frame, analyzed with the MATLAB fft command,
and divided to obtain the experimental value of the converter
input impedance/admittance.
A. Frequency Domain Results
The three design cases described in Section III-B have been
implemented and tested to verify the validity of the described
control proposal. Fig. 8 shows the closed-loop analytic tracking
function for the three designs. It can be observed that all designs
achieve good tracking capabilities. The achieved bandwidth is
Fig. 10. Initial grid connection. General view shows dc-bus charging from the
diode-rectified level to the nominal value (700 V). Zoom 1 shows the current
transient when PWM starts. Zoom 2 details system signals during bus boosting.
After elevation currents go null because bus is unloaded.
Fig. 11. Connection of a 4.2-kW dc-load with a null reactive reference. Top
shows the complete transient. Zoom 1 focuses on the currents and dc-voltage
evolution after the connection. Zoom 2 shows grid currents and voltages in
steady state.
different for the three designs, because it was specified that way
during the design process.
Similarly, Fig. 9 evaluates the admittance shaping capabili-
ties of the proposed control scheme. Over the figures, it can be
seen the open-loop admittance Gd , the desired admittance refer-
ence model Yref , the theoretical closed-loop admittance (using
the theoretical plant G and Gd and the synthesized controller,
K) and the experimentally identified system admittance, for a
discrete number of frequencies. It can be observed that the syn-
thesized controller effectively shapes the system admittance in
the three cases: as expected the admittance follows the reference
below and above the fundamental frequency, up to the system
control bandwidth. Around the fundamental frequency, there is
a transition zone, that may be shortened, if needed, by increasing
resonators order in the corresponding weights.
The system admittance that has been experimentally iden-
tified accurately tracks the theoretical closed-loop admittance.
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Fig. 12. αβ components evolution for zoom ranges of transient in Fig. 11.
(Zoom 2) Top: PCC αβ voltages. Botton: αβ grid consumed currents and
references. (Zoom 1) Top and bottom: Grid consumed current and the reference
provided by the outer controller for the α and β components, respectively.
Fig. 13. Response under grid voltage dip (type E[49]) when dc-bus is loaded
with 4.2 kW. Phases b and c fall to 30% of its value keeping their phase
untouched. Top view shows the complete transient in grid voltages, currents and
dc-bus voltage. Lower view focuses on the dip initial edge.
Some minor errors on the phase values, probably due to induc-
tance modeling errors, can be observed above the fundamental
frequency.
B. Time Domain Results
The second design example (Section III-B) is used to val-
idate the transient and tracking capabilities obtained with the
proposed design procedure. Fig. 10 shows the initial converter
connection and dc-bus charging to its nominal value (700 V).
Fig. 11 and 12 show the system behavior when a 4.2 kW load
is connected to the dc-bus. Finally, Fig. 13 shows system evolu-
tion when the grid suffers an unbalanced dip. Fig. 14 shows the
system behavior under a soft reactive power change.
Fig. 14. Change in the reactive power reference. With the dc-bus unloaded,
reactive power reference goes from 4 to −4 kVAr. Power controller forces the
transient to follow a slope. Top view shows the complete transient. Zoom 1 and
2 focus on the phase between grid voltage and currents for both references.
V. CONCLUSION
This paper presents a new current controller design methodol-
ogy for simultaneous input admittance and current tracking con-
trol in power converter-based application. Presented controller
is based on H∞ synthesis, and allows admittance frequency
shaping, in both magnitude and phase, by means of defining
frequency-based admittance references for complete frequency
bands. This feature allows, for example, defining system dissipa-
tivity, the active damping of system’s resonance, define high/low
impedance paths, or fulflilment of impedance stability criterion
(commonly used to predict stability in multiconverter networks).
This feature extends the capabilities of previous approaches to
the problem of closed-loop admittance shaping.
Proposed methodology is verified in a three-phase active rec-
tifier, which simultaneously fulfills a dual control objective:
tracking of a current reference which comes from a dc-side
voltage, whose design lies out of the scope of this proposal, and
control of the applications input admittance. This is possible if
the frequency ranges of both control objectives do not overlap,
which can be achieved by defining frequency-weights in the H∞
controller structure. Control operates in αβ axes and was tested
for both L and LCL filter topologies, measuring only the grid
current and voltage, as well as the dc-bus voltage.
Designing criteria for the proposed controller is given. To
demonstrate the proposed admittance control generality and fea-
sibility, three different admittance references were considered:
admittance control over a broadband for both L and LCL filter
topologies, making the active rectifier behave as a resistance and
actively damping the LCL resonance, and a design that defines
a low impedance path around a given frequency, and a high
impedance path for the rest.
All the proposed designs are experimentally implemented
and tested, with both good frequency and time domain results.
Future works would consider the effect and capabilities of the
proposed algorithm in more complex grid connected scenarios,
with several active components connected to the same ac grid
and its effect over the proposed control algorithm.
3190 IEEE TRANSACTIONS ON POWER ELECTRONICS, VOL. 32, NO. 4, APRIL 2017
REFERENCES
[1] P. Liutanakul, A. B. Awan, S. Pierfederici, B. Nahid-Mobarakeh, and
F. Meibody-Tabar, “Linear stabilization of a DC bus supplying a constant
power load: A general design approach,” IEEE Trans. Power Electron.,
vol. 25, no. 2, pp. 475–488, Feb. 2010.
[2] M. Cespedes, L. Xing, and J. Sun, “Constant-power load system stabiliza-
tion by passive damping,” IEEE Trans. Power Electron., vol. 26, no. 7,
pp. 1832–1836, Jul. 2011.
[3] J. Wang and D. Howe, “A power shaping stabilizing control strategy
for DC power systems with constant power loads,” IEEE Trans. Power
Electron., vol. 23, no. 6, pp. 2982–2989, Nov. 2008.
[4] S. Sanchez, R. Ortega, R. Griño, G. Bergna, and M. Molinas, “Condi-
tions for existence of equilibria of systems with constant power loads,”
IEEE Trans. Circuits Syst. I, Reg. Papers, vol. 61, no. 7, pp. 2204–2211,
Jul. 2014.
[5] N. Barabanov, R. Ortega, R. Griñó, and B. Polyak, “On existence and
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Abstract—This paper presents a grid current control of a grid
connected Voltage Source Converter (VSC) with an LCL filter.
The control method enables to shape the input admittance of
the converter in addition to track a given current reference. By
specifying a low resistive admittance profile, a suitable controller
is obtained by using an H∞ synthesis, which will actively damp
the filter resonance and the harmonics/inter-harmonics from the
grid in a wide frequency range. Additionally, the proposed system
presents good robustness with respect to grid uncertainty.
I. INTRODUCTION
This work presents a new grid current controller structure
for a Voltage Source Converter (VSC) connected to the grid
through an LCL filter. The topology is very common in
renewable energy source based power plants, as it has superior
output performance. However, the resonant behaviour of the
LCL filter presents some drawbacks for its effective and stable
current control from the points of view of power quality and
system robustness:
From the former point of view, system resonances -in grid or
filter- may lead to system oscillations, and even to instabilities
of the controlled grid current [1], [2]. Many papers have
focused on design of the resonance dampers that improve
the overall current dynamics. They can be classified into
active [2]–[9] and passive [10]–[14] damping techniques. A
related issue is the effect of grid voltage harmonics and
inter-harmonics in the control loop. The most usual approach
is to design the current controllers with harmonic rejection
capabilities, mainly by using PR (proportional + resonant)
controllers tuned at the most common harmonics in order
to reject them [15]–[17]. However, the harmonic rejection
effectiveness depends on different factors, such as the model
uncertainties, the discretization process and the presence of
computational delays in the system, which may result in
ineffective harmonic damping [18]. Additionally, the use of
high feedback-gain controllers may lead to poor stability
margins [19], and its stable operation becomes more difficult
as the harmonics to be rejected approach to the filter resonance
[20].
From the robustness point of view, it is known that the
stability of the control loop of the LCL-filtered grid-connected
VSC may be compromised by the uncertainty in the grid
equivalent impedance, which may lead to the uncontrolled
displacement of resonances inside the control band. Several
approaches to obtain robust controllers have been explored in
the related literature [21], [22] being achieved at the cost of a
conservative performance -control bandwidth- reduction, as a
consequence of the need complying with Small Gain Theorem
[23].
This paper translates the aforementioned problems into the
frequency domain input admittance specifications, following
the design procedure presented in [24]. This recent method
allows to shape the input admittance transfer function of a
VSC, in both modulus and phase, while maintaining tracking
performance at selected harmonic frequencies.
This new capabilities open the door to face the robust-
ness problem from an alternative point of view: in stead
of the classical approach, based on the fulfilment of the
Small Gain Theorem, it allows to face the problem trying to
comply with certain input admittance conditions described in
Middlebrook’s criterion [12], [25], which may decrease the
closed-loop performance reduction induced by uncertainty. If
that admittance, additionally, is low out of the fundamental
frequency, the converter will present good inter-harmonic
behaviour. That condition also implies a good damping of
the LCL-filter resonance [26]. The proposed controller will,
in addition, track a given current reference in a band around
the fundamental frequency.
The rest of the paper structure is as follows: Section II
serves as a theoretical background to the rest of the paper,
modelling the considered system and analysing its stability
in both stand-alone and grid-connected conditions. Section III
explains the proposed method and its limitations, in addition to
give some guidelines for the design parameters tuning. Section
IV presents the achieved experimental results in both time and
frequency domain. It demonstrates the damping capabilities
of the proposed method of both LCL filter resonance and
grid voltage -inter-harmonics effect. Finally, it analyses its
robustness for different grid impedances. The paper concludes
with Section V.
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Fig. 1. Simplified single phase equivalent of the considered system.
II. THEORETICAL BACKGROUND AND OBJECTIVES
STATEMENT
A. System modelling
Fig. 1 shows a single-phase equivalent of the considered
system: grid current i control of a grid-connected VSC with
an LCL filter. This single-phase system is considered for both
modelling and controller design procedure. Obtained controller
can be easily translated and implemented in a three-phase
system using αβ stationary reference frame transformations
[27] for its input and output signals.
Open-loop grid current can be expressed in Laplace domain
as follows:
I(s) = G(s)U(s) + Gd(s)Vs(s), (1)
where I(s), U(s) and Vs(s) are the grid current, controller
output voltage and point of common coupling (PCC) voltage,
respectively, and G(s) and Gd(s) are the open-loop command-
to-output and admittance transfer functions;
G(s) = − 1
sC(R1 + sL1)(R2 + sL2) + Rf + sLf
(2)
Gd(s) =
sC(R1 + sL1) + 1
sC(R1 + sL1)(R2 + sL2) + Rf + sLf
(3)
where C, L1 and L2 are the filter capacitor and the
converter-side and grid-side filter inductance values, respec-
tively, and R1 and R2 are their respective resistive inductance
losses.
The controller K1 has three inputs; the PCC voltage vs,
the grid current i and the reference current i∗. The only
measurements necessary for the controller implementation are,
then, the grid currents and voltages, which means a reduced
costs in sensors. Note, in addition, that the grid PCC voltage is
usually available at no extra sensor cost as grid synchronisation
algorithms use it. Dividing the controller matrix in rows
K(s) = [Ks(s) Kref (s) Ki(s)]
T results in the closed-
loop current dynamic shown below;
I|Zg(s)=0 =
GKref




1 − GKi︸ ︷︷ ︸
Y (s)
Vs, (4)
1For notation compactness, the Laplace variable ’s’ is omitted when its
presence results obvious attending to the context
Fig. 2. Block diagram representation of the interconnection of a current-
controlled VSC to a non-ideal grid with equivalent serial impedance Zg(s).
where T (s) and Y (s) are the closed-loop tracking and admit-
tance transfer functions for an ideal grid (i.e., grid impedance
Zg(s) = 0).
B. Stability robustness of the Grid-VSC interaction
When a current-controlled VSC is connected to an ideal
grid, whose PCC voltage vs = vg is independent of the grid
current, system stability depends on the closed-loop system
formed by the converter and the current controller, as defined
(4). Assuming linearity, that amounts to place the roots of
1 − GKi in the left hand side of the complex plane, or to
comply with one of the multiple equivalent formulations.
When this controlled-system is connected to a grid with
non-negligible equivalent series grid impedance, the system








1 + ZgY︸ ︷︷ ︸
Y ′(s)
Vg, (5)
where Vg is the ideal grid voltage and Y ′(s) and T ′(s)
are the modified closed-loop admittance and tracking transfer
functions, respectively. From (5), it can be seen that the system
stability no longer depends only on the stand-alone conditions,
but also on the new impedances loop function L′(s) = ZgY .
Provided that the system is stand-alone stable, the connec-
tion stability relies on the relationship between Zg and Y .
Several criteria have been proposed in the literature [12], [28].
One particularly interesting approach is to take advantage of
the Strictly Positive Realness of function Zg(s) [29]: if the
rendered Y is positive real, the product ZgY will not get
negative values, ensuring stability regardless of the functions
respective modules.
A system that behaves like a low resistive admittance in
a wide range will damp both grid voltage harmonic/inter-
harmonics and the LCL filter resonance, in addition to the
improved stability robustness in weak grids. Designing a
current controller with good stand-alone stability margins that
fulfils this condition is the main objective of this work.
III. DESIGN PROCEDURE AND LIMITATIONS
A. Model-reference approach for controller design
The desired controller is obtained following a model refer-
ence H∞ design approach [23]. Readers can refer to previous
Fig. 3. H∞ model-reference approach for admittance shaping control. In red
the generalized plant P(s). Inside of it, the open loop command-to-output G
and admittance Gd(s) transfer function, in orange. In purple, a set of elements
added for the H∞ controller synthesis. They serve as the design parameters.
Finally, the obtained controller is represented in green.
work presented by the authors for a more detailed explanation
of the underlying theory [24].
The keystone of the H∞ control paradigm is the definition
of the inner structure (i.e., its input and output vectors) of the
generalized plant P [23]. Fig. 3 shows, in red, the structure
of the plant for the presented method. It is formed by the
open-loop current dynamic in (1), shown in orange, and the
addition of some design parameters shown in purple. P has
the next inputs and outputs; input vector w, formed by the
perturbation signals of the closed-loop system vs and i∗ (see
equation (4)), input u and output vector v , which are equal to
the inputs and outputs of the controller K output and inputs,
respectively, and the output vector z , which is formed by the
signals to be minimized in the design. Once the plant P is
defined, an H∞ synthesis process will be used to compute the
controller that minimises the energy (norm-2) of the output
vector z with respect to the exogenous input vector w (i.e.,
the one that minimize ‖N‖∞).
In Fig. 3, Yref (jω) represents the desired behaviour, in the
frequency domain, of the closed-loop admittance Y (jω), as
so does Tref (jω) for the desired tracking transfer function
T (jω). Obtained controller should fulfil either T (jω) ≈
Tref (jω) or Y (jω) ≈ Yref (jω) at a given frequency, resulting
in the minimization of the tracking shaping et or admittance
shaping ey error signals. Which one is fulfilled depends on
the magnitude of the tracking Wt(jω) and admittance Wy(jω)
frequency weights. If the magnitude of Wy(jω) is higher than
Wt(jω) at a given frequency ωx the synthesized controller
K(jω) will fulfil Y (jωx) ≈ Yref (jωx); tracking shaping
works analogously. A third weight Wu(jω) is added to limit
the controller output (i.e., control effort) u. Similarly, high
Wu(jω) values will result in higher actuation limitation and
vice-versa.
Fig. 4 summarizes the design process. First, the desired
behaviour of the closed-loop tracking Tref and admittance
transfer functions Yref are chosen. Next, controller objectives
are divided in different frequency zones by means of the
References Weights
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Fig. 4. Simplified scheme of the controller design process.
frequency shaped weights, as depicted in the weight selection
of Fig. 4. In this work, controller K should result in a low
resistive closed-loop admittance profile Y (s), with good stand-
alone stability margins and good tracking of the current refer-
ence at the grid fundamental frequency ω1 (i.e., T (jω1) ≈ 1).
B. Design procedure
Tref (s) is defined constant and equal to one, which will
result in a good current tracking (i.e., i ≈ i∗) at the desired
frequencies. Yref (s) is defined constant (i.e., resistive) and
with the lowest possible value. This value is usually, as will be
justified later on, the open-loop admittance Gd(jω) magnitude
at the end of the control bandwidth.
For this design, a good admittance shaping (i.e., Y (jω) ≈
Yref (jω)) is desired at both sub- and super-synchronous
frequencies and good tracking (i.e., T (jω) ≈ Tref (jω))
is desired around the grid synchronous (i.e., fundamental)
frequency ω1. Additionally, the controller effort u, and then
the controller bandwidth, must be limited at high frequencies.
The next weighting functions are hence proposed below:
Wt(s) = Kt
s2 + 2ζnω1s + ω
2
1
s2 + 2ζdω1s + ω21
(6)
Wy(s) = Ky
s2 + 2ζdω1s + ω
2
1








A frequency domain magnitude representation of them is
shown in Fig. 4. Tracking weight is formed by an initial low
gain Kt and a resonant-like gain centred at fundamental fre-
quency ω1. Admittance weight is a low pass function with an
initial gain Ky > Kt and a pole at ωy to limit the admittance
shaping band. A notch is added at ω1, complementary to Wt
resonance, to improve the reference tracking shaping inside its
frequency range. Finally, control effort weight Wu is a high-
pass function with a small initial gain Ku, increasing at high
frequencies by means of a zero in ωu1. A pole at ωu2 is added
at high frequencies to make Wu proper.
Some heuristic rules that have been found to be useful
for the weights parameters tuning are presented below. A
graphical interpretation of them is summarised in Fig. 5:
1) Admittance shaping range: It is recommended to first
tune the admittance weight Wy parameters Ky and ωy . These
parameters will define the maximum frequency where tight
admittance control is desired. It is important to respect the
maximum bandwidth limits that will be described in the next
subsection.
2) Actuation limitation range: The next step is to consider
the controller effort weight Wu. The controller bandwidth is
defined by the relative relation between Wy and Wu. It is
modified, then, by means of the zero at ωu1, along with the
previously fixed Wy pole at ωy . The controller bandwidth
must be kept inside certain limits to obtain good system
stability margins. Additionally, the amount of controller effort
u within this bandwidth is controlled by the initial gain Ku
relative to Ky . This is adjusted to get a controller effort near
the saturation limit under nominal transients and disturbances
(e.g., voltage dips). That constitutes the first trade-off to be
solved, between admittance error minimization and allowed
controller actuation / stability robustness.
3) Tracking shaping range: The last step is the tuning of the
reference tracking band. The tracking weight Wt is included
along with the complementary notch-like part in Wy . The
minimization of the tracking shaping error et at ω1 depends on
the Wt resonance height, which is the ratio nh = ζn/ζd. The
higher this ratio is, the smaller the error (i.e., perfect current
tracking i ≈ iref can be obtained for very high nh values).
The reference tracking bandwidth is mainly determine by the
range where Wt > Wy . It can be modified by increasing
the initial value Kt in Wt relative to the previously fixed
initial value Ky in Wy , or by increasing ζn value in both Wt
and Wy to increase the resonance/notch width2. The wider
this band is, the faster the current reference tracking will
be, to the detriment of a reduced admittance shaping range
around fundamental frequency. Moreover, as current reference
tracking strongly relies on feedback action, an increase of the
tracking bandwidth will also result in poorer stability margins.
A compromise is hence needed in the tuning of these controller
parameters.
C. Method and controller limitations
Elements in P must be LTI and proper. This implies that
designed weights can not have infinite gain states (i.e., pure
integrators/resonators); however, they can be placed arbitrarily
close to the jω axis.
The obtained controller K has the same order of P, so
an increase of the design parameters (i.e., weights or model
references) order will provoke an equal increase of K order.
Order reduction techniques can be used, if necessary, to reduce
the computation burden of the implemented controller. Alg. 1
in [24] summarizes the modulator modelling process, gener-
alized plant P generation, controller synthesis process and its
discretization for its implementation in a digital controller.
2In order to preserve the ratio nh, ζd must increase equally to ζn.
1) Admittance shaping range
3) Tracking shaping range
2) Actuation limitation range
Fig. 5. Step-by-step weights design graphic guideline.
Fig. 6. Minimum obtainable resistive admittance reference Yrefmin as
a function of the open-loop admittance Gd and the maximum admittance
shaping bandwidth fc.
The control of the system by PWM signals generated by a
digital control platform induces bandwidth limitations. A high
bound in controller bandwidth limitation is fc = 1/(2πTs)
Hz [23]. It is important to note that this limitation affects
both feedforward and feedback terms because both are affected
by the modulator and the delay. This means that admittance
shaping can not be obtained above this frequency, making im-
possible to reduce the closed-loop admittance Y (s) below its
open-loop value Gd(s) at fc. From an application design point
of view, this implies that the minimum obtainable resistive
admittance reference Yref is equal to Gd(s) magnitude at fc,
and, to reduce it, either the sampling time Ts must be reduced
or the filter inductances must be increased, as both will result
in a smaller magnitude of Gd(s) at fc (see Fig. 6).
The loop function L(s) relative degree complies with the
conditions for appliance of the Bode sensitivity integral theo-
rem (first waterbed formula) [23]. It states that an increase in
the feedback action of the controller inside a given frequency
TABLE I. EXPERIMENTAL SETUP PARAMETERS
VgN 120 V ω1 2π60 rad/s
Sn 2.6 kVA CDC 600 μF
V ∗DC 650 V C 15 μF
L1 5.2 mH L2 4 mH
R1 28.8 mΩ R2 18.6 mΩ
Ts 100 μs Tsw 100 μs
Fig. 7. Obtained input admittance by the proposed method.
band (i.e., frequencies where |S(s)| < 1) comes at the cost of a
higher ‖S(s)‖∞ value and, then, in a reduction of the stability
margins. Design parameters must take into account this trade-
off between close-loop performance and system robustness.
IV. RESULTS
Table I shows the main parameters considered for the exper-
imental set up. Sn, VgN and ω1 are the nominal power, grid
voltage and grid frequency, respectively. V ∗DC and CDC are
the DC-bus reference voltage and capacitor value, respectively.
Finally, Ts is the sampling period of the digital controller
and Tsw is the switching period of the Danfoss VSC. The
controller is implemented in a DS1007 dSPACE system. An
AC programmable power supply Chroma 61845 is used to
emulate the grid in order to generate different harmonics and
inter-harmonics in the PCC.
A. Frequency domain results
Fig. 7 shows the obtained closed-loop admittance Y , its
open-loop value Gd and the given admittance reference Yref in
purple, black and blue lines respectively. Obtained admittance
Y follows given reference Yref = 0.06 Ω−1 in the desired
frequencies (i.e., sub and super synchronous). Yident shows
experimental measurements of the controlled admittance3. The
3To obtain them, three phase small controlled voltage signals are added to
the nominal grid voltage at different frequencies by means of the AC power
supply. The steady-state current response is, then, measured. Yident marks
the magnitude/phase relation between the introduced voltage and measured
current at each frequency.
Fig. 8. Sensitivity function magnitude.
experimental admittance results show a well damped LCL
resonance seen in Gd. Additionally, it demonstrates that any
harmonic/inter-harmonics in the PCC will be damped to a
current oscillation of, at most, 6 % of the introduced voltage
perturbation.
B. Robustness results
Fig. 8 shows the magnitude of the sensitivity transfer
function S(s). Its maximum peak value fulfils the stand-alone
stability condition ‖S(s)‖∞ < 6 dB, marked in the figure by
a blue dashed line. As stated before, that will assure good
stand-alone stability margins, with a gain margin GM > 6
dB and a phase margin PM > 30o.
The presented application is next tested for two dif-
ferent grid impedance topologies: a purely inductive grid
Zg(s) = Lgs and a resonant inductive-capacitive grid Zg(s) =
(Lgs)/(LgCgs
2+1). Fig. 9 shows modified admittance Y ′(s)
closed loop poles (i.e., roots of 1 + ZgY ) for changes of Lg
in the inductive grid and Cg capacitance in the inductive-
capacitive grid: Lg is fixed to 0.11 pu4 in the latter. The system
is stable for all inductive grids considered 5. However, it has
some unstable zones for inductive-capacitive grids (red lines in
Fig. 9). These instabilities appear when the resonance of Zg
matches, in frequency, the two non-dissipative zones of the
obtained admittance Y in Fig. 7: the first in the fundamental
frequency ω1, that interacts with the grid for a Cg inside
the interval [9, 10] pu, and the second at high frequencies
outside the controller bandwidth fc, for a Cg inside the interval
[0.003, 0.025] pu.
Fig. 10 and Fig. 11 show Y ′(s) magnitude for some of the
previous inductive and inductive-capacitive grid changes, re-
spectively. As it can be seen, an inductive behaviour of the grid
decreases even more the obtained admittance and don’t affect
the LCL resonance damping. However, the interaction between
the LC grid and the high frequency non-dissipative zone of the
converter admittance generates a resonance in Y ′: the red box
in Fig. 11 represents the zone where this resonance is unstable.
The capacitive behaviour of Zg interacts in this case with
4Grid impedance parameters are expressed in per unit values of the system
nominal impedance ZN = 3V 2gN/SN (i.e., LN = ZN/ω1 and CN =
1/(ZNω1))
5It is important to remark that some of these grid impedances are not
feasible in practice, as their high values will require huge controller actuation
for grid current tracking. This analysis only shows the stability robustness of
the method.
Fig. 9. The admittance Y ′(s) poles for changes of inductive grid (left) and changes of capacitive grid (right). The red lines represents unstable cases.
Fig. 10. Admittance magnitude |Y ′(s)| for changes of an inductive grid.
the inductive and non-dissipative behaviour of the converter
at high frequencies. As this non-dissipative zone is beyond
the admittance control bandwidth, it can only be reduced by
a more complex admittance reference that increases system
admittance phase (and, then, magnitude) enough prior to the
end of controller bandwidth. Some previous works have study
this by including derivative terms in their current controllers
[17], [30]. However, this phase increase will provoke bigger
actuations and, if feedback is involved, smaller stand-alone
margins. In any case, the result in Fig. 11 shows the worst
case scenario, where the grid resonance is not damped by any
resistive element, which is rarely the real case. Additionally,
as shown in Fig. 7, experimental results Yexp presents a more
resistive behaviour at high frequencies than the theoretical
obtained admittance Y , which means that this non-dissipative
zone could even not exist in the real application.
C. Time domain results
This subsection presents some time domain experimental
results of the obtained grid current control for different grid
Fig. 11. Admittance magnitude |Y ′(s)| for changes of an inductive-
capacitive grid. The red box represents Cg interval where the complex system
becomes unstable.
conditions, grouped in Fig. 12. Fig. 12(a) shows the tracking
results for a sudden change of the grid current reference i∗
with ideal grid conditions (i.e., Zg = 0 and PCC voltage
vs equal to its nominal value). As it can be seen, the grid
current successfully follows its reference. Fig. 12(b) shows
a similar experiment, this time with an LC resonant grid
impedance connected between the LCL filter and the AC
power supply. Again, the current is stable and quickly track
the given reference. Note that the grid impedance resonance
is perfectly damped by the converter resistive admittance.
This behaviour is expected attending to admittance magnitude
|Y ′(s)| in Fig. 11 for the chosen grid impedance parameters
(i.e., Lg = 0.11 pu and Cg = 0.05 pu).
The grid voltage harmonic rejection capabilities of the
proposed method are tested below. Fig. 13 shows the total
harmonic distortion (THD) for four different simulated test
cases and different operational points: In test 1 (T1) a 5th
harmonic of 0.12 pu is introduced in the grid; in test 2 (T2)
Fig. 12. (a) Experimental time domain tracking results for an ideal grid
impedance Zg = 0. (b) Experimental time domain tracking results for a
resonant LC grid: Lg = 0.11 pu and Cg = 0.05 pu. (c) Experimental time
domain results to test 4 with an ideal grid impedance Zg = 0.
a 7th harmonic of 0.1 pu is added to T1; in test 3 (T3) two
more harmonics, 11th = 0.7 pu and 13th = 0.6 pu, are added;
finally test 4 (T4) is completed with many high frequency
harmonics 19th = 0.6 pu, 23th = 0.6 p.u, 25th = 0.6 pu,
29th = 0.5 pu, 31th = 0.3 pu, 35th = 0.3 pu and 37th = 0.3
pu. Fig. 12(c) shows the experimental time domain results to
test 4. The grid currents i still follows its (reactive) reference
i∗ after the introduction of grid voltage harmonics in vs, with
reduced current distortion thanks to its low admittance profile.
V. CONCLUSION
A grid current controller for a VSC connected to the grid
through an LCL filter using a shaped closed loop admittance
is presented. With the presented method, a low resistive
admittance can be obtained, which will simultaneously damp




















Fig. 13. Obtained THD for different harmonic test.
harmonics and inter-harmonics in a wide frequency range,
even at high frequencies closed to the filter resonance. In
terms of damping, the main advantage of the method is the
reduced number of sensors needed to its implementation.
In terms of harmonics damping, the presented method is
probably not as effective as the classical PR gains tuned at
certain frequencies (if a good system modelling is considered,
including discretization and time delays effects); the main
advantage of the method is that it damps the disturbance from
the grid voltage in a wider frequency range, both harmonics
and inter-harmonics and in both sub and super synchronous
frequencies. Additionally, the system has good stand-alone
stability margins, which is a known concern when multiple
PR feedback gains are introduced. Finally, the low resistive
admittance obtained makes the system very robust for changes
of the grid impedance.
Future studies will analyse the effect of more complex ad-
mittance profiles, whit bigger magnitude reduction at the main
grid harmonic frequencies, to improve the current controller
response to the main PCC voltage perturbations.
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