We consider the parametric minimization problem with a Lipschitz objective function. We propose an approach for solving the original problem in a finite number of steps in order to obtain a solution with a given accuraly.
Introduction
Parametric optimization problem plays an important role in optimization theory and applications. There are many parametric utility maximization problems in communication network. In these problems time is treated as a parameter which can take continuous or discrete values. Some parametric network utility maximization (NUM) problem with discrete time has been considered in [1] where duality are employed. They allow the flow utilities, link capacities and routing matrices to vary over time, and they introduced the concept of delivery contracts, which couple the flow rate across the time. We can write the problems of network utility maximization with delivery contact as follows the parametric minimization problem.
max{U (f, t)|f ∈ M D (t)}, t ∈ {1, 2, ..., T },

where
M D (t) = {f ∈ R n |R(t)f (t) ≥ c(t),
R(t) ij ∈ R m×n is routing matrix, c(t) is the vector of the link capacities, f j (t) denotes the flow rate at which flow j, C j (t), contract matrix q j (t) delivery contract at time t, and U (f, t) is the total utility, over all flows and at time t and defined by
U j (f j (t), t) with the utility U j (f j (t), t) derived by flow rate f j (t).
General Parametric Optimization Problem
We consider the following one-parametric optimization problem P (t):
where
with I = {1, ..., m}, J = {1, ..., s}, m < n, and t A < t B . , which are uniquely defined, so that (x(t), λ(t), μ(t)) satisfies the KKT conditions. Additionally, we need the following second order sufficient condition:
It is assumed that [4]: (E1) There exists a continuous function
With (E2) we have a starting point for the pathfollowing process. We determine a KKT point (v, t) = (x, λ, μ, t) of P (t) by means of an algorithm of the following: (A) Start with v i , let v i+1 be a KKT point of the problem P (v i , t), i = 1, 2, ... where P (v, t) :
There are several choices of functions ϕ. For example, ϕ can be as follows.
The pathfollowing algorithm for solving problem (2.1) is given [4] . Now we explain the pathfollowing process outlined above. Assume that a suitable partition [t A , t B ] is given:
with P (·, ·) from (2.2).
Lemma 2.1 Assume (E1), (V1) and (V2). Then the function v : [t A , t B ] → R n+m+s defined by the KKT points of P (t) is continuous.
Parametric Minimization with Lipschitz Utility Function
We consider the parametric minimization problem:
subject to constraint: 
Due to condition, there exists α > 0 such that
Now we choose N as follows:
Now we take any t ∈ |t A, t B | and compute
which proves the lemma.
Numerical results
In numerical experiments we have considered the problem of the following types:
where C is a positive defined matrix of (n × n), d ∈ R n , A is a matrix of m × n and b ∈ R m . At each discretization t i , i = 0, . . . , N problem (4.1) has been solved by the conditional gradient methods. In all problems ε accuracy was taken as ε = 0.001. 
