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En este trabajo, se realizo´ la unidad de clasificacio´n para un sistema de reconocimiento
de patrones acu´sticos que permita la deteccio´n de disparos y motosierras en el bosque,
basado en el algoritmo de modelos ocultos de Markov (HMM), con la idea de ma´s adelante
construir una red inala´mbrica de sensores de vigilancia con nodos similares. Esta te´cnica
es considerada, una de las ma´s poderosas en la clasificacio´n de audio en la actualidad.
La misma, se implemento´ mediante una solucio´n que integra hardware y software en una
FPGA. Para ello, se desarrollo´ un microprocesador de aplicacio´n espec´ıfica en un lenguaje
de descripcio´n de hardware y el software en el lenguaje de programacio´n C. Se obtuvo una
tasa de reconocimiento del 90.33% para motosierras y 85.43% para disparos. Adema´s,
se muestran los resultados de la verificacio´n funcional contra el modelo de referencia
utilizando datos reales tomados de un a´rea de bosque tropical protegido. Se presentan a
su vez, resultados Post Place & Route sobre: la cantidad de recursos utilizados, frecuencia
ma´xima de operacio´n y consumo de potencia.
Palabras clave: ASP, FPGA, HDL, HMM, microprocesador, RISC-V.

Abstract
In this work, the classification unit of an acoustic pattern recognition system based in the
algorithm of Hidden Markov Models (HMM) was developed for the detection of gunshots
and chainsaws in a protected tropical area, with the idea of later building a surveillance
wireless sensor network with similar nodes. The HMM was implemented with a solution
that integrated hardware and software. For this reason, an application-specific micro-
processor was implemented and testing in a FPGA. The recognition rate obtained was:
90,33% for chainsaw and 85,43% for gunshot. Results of the functional verification com-
pared with to reference model are shown. Some post-place-and-route results also are
presented: the device utilization summary, operating frequency and power consumption.
Keywords: ASP, FPGA, HDL, HMM, microprocessor, RISC-V
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1.1 Entorno de la tesis
Actualmente Costa Rica es uno de los pa´ıses reconocidos en el mundo como l´ıderes en la
conservacio´n del medio ambiente. Todo esto ha sido posible gracias a su sistema de a´reas
protegidas. Estas se consolidaron con la creacio´n de los parques nacionales permitiendo
al d´ıa de hoy que cerca de un 25% del territorio se encuentre dentro de alguna categor´ıa
de proteccio´n ambiental [4].
Por otra parte, los recursos naturales constituyen un medio indispensable para el cre-
cimiento integral de los seres humanos y para el crecimiento del pa´ıs. La importancia
de los mismos radica en que contribuyen de manera indispensable al desarrollo mediante
alimentos, materias primas, servicios, entre otros [5].
De igual forma, no se puede dejar de lado el aporte que realiza a la economı´a de los pa´ıses
mediante el turismo. Los ingresos econo´micos se incrementaron en un 8,3% en el an˜o
2014 en relacio´n con el 2013, esto debido a que se aumento´ de $2.433 a un total de $2.636
millones, datos tomados segu´n el informe del Instituto Costarricense de Turismo [6].
Sin embargo, a pesar de tener a´reas protegidas y leyes que castigan a personas que practi-
can la caza y tala indiscriminada e ilegal, estas no son suficientes, ya que existen individuos
que se aprovechan del hecho de que al ser ecosistemas grandes y al no tener un presu-
puesto tan alto como se desear´ıa para poder proteger estas zonas forestales, es imposible
lograr una proteccio´n completa. A manera de ejemplo, solo en el 2014 se ten´ıa un faltante
aproximado de 300 funcionarios dedicados al control y proteccio´n de a´reas de proteccio´n,
segu´n fuentes del Sistema Nacional de A´reas de Conservacio´n [4].
Debido a esto, se han realizado diversos intentos para contraatacar esta problema´tica y
lograr as´ı mejorar la proteccio´n sobre estas zonas. Para ello primeramente se definieron
los requerimientos del sistema y se determino´ que debido a la escasez de personas a cargo
de la proteccio´n, a la dificultad en el acceso de las zonas boscosas y principalmente la
inexistencia de fuentes de alimentacio´n continuas generan la necesidad de desarrollar una
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solucio´n cuyo consumo de potencia sea reducido. De esta forma, se implementara´ un
sistema que opere correctamente durante una gran cantidad de tiempo utilizando para
este fin u´nicamente un dispositivo de alimentacio´n auto´noma como lo es una bater´ıa.
Es en este contexto, donde surgio´ la idea de desarrollar una RIS (Red inala´mbrica de
sensores) para monitorizar las zonas protegidas. Una RIS consiste en dispositivos dis-
tribuidos espaciados auto´nomos utilizando sensores para monitorear condiciones f´ısicas o
ambientales. A cada miembro de la red se le conoce adema´s como nodo [7]. Esta solucio´n
se considero´ por el hecho de que las RIS son capaces de medir para´metros, almacenar-
los, procesarlos y enviarlos entre s´ı, lo cual representa una caracter´ıstica deseable en el
proyecto y adema´s, constituye una solucio´n que presenta bajo consumo de potencia. Por
esta razo´n, la Escuela de Ingenier´ıa Electro´nica inicio´ el desarrollo de un sistema basado
en RIS para solventar este problema.
Desde una perspectiva de funcionamiento se tiene que la RIS obtiene muestras de sen˜ales
acu´sticas del medio, en este caso el bosque. Luego, los datos son procesados aplicando
reconocimiento de patrones y en caso de encontrar un estado de alarma: disparo o mo-
tosierra, se activar´ıa el bloque de transmisio´n de informacio´n donde posteriormente la
persona a cargo de la proteccio´n de la zona, recibira´ una notificacio´n donde se le indicara´
el tipo de evento que se genero´ y cua´l nodo de la red fue el que disparo´ esa alarma. En
la figura 1.1 se muestra un diagrama de bloques de un nodo de la RIS que permite de
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Figura 1.1: Procesamiento realizado por cada nodo miembro de la RIS [1].
Mirando hacia el interior de la unidad de procesamiento, espec´ıficamente el bloque deno-
minado SiRPA (Sistema de reconocimiento de patrones acu´sticos), este como todo sistema
t´ıpico de reconocimiento de patrones acu´sticos, esta´ formado de un bloque de preprocesa-
do, una etapa de identificacio´n o extraccio´n de caracter´ısticas fundamentales y un bloque
de clasificacio´n.
En el primer bloque, se normaliza y digitaliza la sen˜al acu´stica. El bloque de identifi-
cacio´n esta´ compuesto por un banco de filtros, un estimador de energ´ıa, un reductor de
dimensiones y un a´rbol clasificador. En el banco de filtros el espectro de la sen˜al acu´stica
se separa en ocho bandas distintas y luego se le estima la energ´ıa por banda a cada una
de ellas.
El reductor de dimensiones proyecta el espacio de ocho dimensiones a la salida del esti-
mador de energ´ıa en un espacio de tres dimensiones, por medio de una transformacio´n
lineal. Este se lleva a cabo ya que segu´n lo predice la maldicio´n de la dimensionalidad, el
conjunto de s´ımbolos necesarios para describir de manera adecuada las observaciones rea-
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lizadas es tres o´rdenes de magnitud mayor al trabajar en un espacio de ocho dimensiones
en comparacio´n a uno de tres. Esto tambie´n, repercute en los requisitos de memoria del
sistema, ya que aumentan y se estima que se necesitar´ıa alrededor de tres veces ma´s de
tiempo de procesamiento para realizar bu´squedas en el a´rbol binario en la etapa posterior
si se realizara sin una disminucio´n de la dimensionalidad [1, 8].
El a´rbol binario o generador de s´ımbolos, se utiliza para encontrar el centroide ma´s cer-
cano a un patro´n de entrada de tres dimensiones, para ello se utiliza la distancia L1 o
Manhattan. De esta manera, los s´ımbolos discretos se generan, asociando estos con las
trayectorias continuas en el espacio del vector tridimensional de entrada que describe la
sen˜al acu´stica en un determinado instante. En total el a´rbol binario genera s´ımbolos que
tiene como rango un alfabeto de 32 s´ımbolos discretos [9, 10, 11, 12].
Finalmente, la etapa de clasificacio´n es la encargada de calcular las probabilidades de
que un conjunto de s´ımbolos de entrada sean parte de una sen˜al acu´stica de tipo bosque,
motosierra o disparo. Para esta etapa, se utiliza un clasificador basado en la te´cnica de
modelos ocultos de Markov (HMM) y es exactamente sobre esta unidad donde se centra
el desarrollo de la tesis. En la figura 1.2 se muestra mediante un diagrama de bloques el
funcionamiento interno del SiRPA.
Figura 1.2: Descripcio´n mediante bloques del Sistema de reconocimiento de patrones acu´sticos
(SiRPA).
1.2 Descripcio´n del problema y justificacio´n
La idea principal del desarrollo de esta tesis nace en el laboratorio de Disen˜o de Circuitos
Integrados (DCILAB) del Instituto Tecnolo´gico de Costa Rica (ITCR), dentro del marco
del proyecto de investigacio´n SiRPA. El mismo surge como parte de una investigacio´n
donde se necesitaba desarrollar una unidad de clasificacio´n en un lenguaje de descripcio´n
de hardware para un sistema de reconocimiento acu´stico de disparos y motosierras. El
clasificador tomara´ decisiones del estado actual del sistema utilizando el algoritmo de
modelos ocultos de Markov.
La unidad implementada debe respetar los siguiente requerimientos: tener un consumo
de potencia bajo, la cantidad de hardware mı´nima y realizar la ejecucio´n del algoritmo
dentro de ciertos l´ımites temporales de forma que no exista traslape de muestras a la
entrada del mo´dulo clasificador. Estos requerimientos se cuantifican en la seccio´n 1.7.
Anteriormente, se desarrollo´ una unidad de clasificacio´n por otros dos investigadores que
realizaron sus trabajos de graduacio´n en el laboratorio. La solucio´n propuesta fue el
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desarrollo de una ma´quina microprogramada. Sin embargo, esta presento´ un problema de
representacio´n nume´rica. Este se debio´ a limitaciones en la escalabilidad que presenta el
algoritmo de modelos ocultos de Markov, por lo que no fue posible obtener una deteccio´n
de patrones correcta. Agregado a esto, la solucio´n era va´lida u´nicamente para esa aplica-
cio´n (arquitectura alambrada en hardware), por lo que era imposible migrar esa solucio´n
a futuros proyectos de investigacio´n.
Diversos trabajos como los realizados en [13, 14, 15, 16] han implementado el algoritmo en
estudio mediante aceleradores de hardware y han obtenido soluciones realmente eficientes
en cuanto a tiempos de ejecucio´n. Sin embargo, el aporte de este trabajo no esta´ en
implementar el algoritmo con tiempos de ejecucio´n alta pues la velocidad de ejecucio´n no
es un factor determinante para el proyecto SiRPA. El principal aporte que surge de esta
investigacio´n, es la implementacio´n del algoritmo de modelos ocultos de Markov dentro de
un microprocesador de taman˜o mı´nimo, que al sumar los objetivos de flexibilidad y bajo
consumo, hace que la propuesta de un ASP (del ingle´s Application Specific Processor)
resultara atractiva. As´ı, mediante un enfoque que balancea las cargas de trabajo del
hardware y el software, se obtiene una solucio´n eficiente en cuanto al a´rea y el consumo
de potencia del mismo.
1.3 S´ıntesis del problema
¿Co´mo implementar un microprocesador de aplicacio´n espec´ıfica en un lenguaje de des-
cripcio´n de hardware eficiente en te´rminos de potencia y recursos, que ejecute un algoritmo
de reconocimiento de patrones basado en modelos ocultos de Markov?
1.4 Enfoque de la solucio´n
Para la implementacio´n de la unidad de ca´lculo del algoritmo de reconocimiento de pa-
trones acu´sticos basado en la te´cnica de modelos ocultos de Markov, se implementara´ un
microprocesador segmentado multiciclo de aplicacio´n espec´ıfica basado en el conjunto de
instrucciones RISC-V de la Universidad de California, Berkeley [17].
Este se implementara´ en el lenguaje de descripcio´n de hardware Verilog y contendra´ es-
trictamente el hardware necesario para ejecutar el algoritmo, es decir, de todo el conjunto
de instrucciones RISC-V, solo se desarrollara´n las instrucciones que son necesarias para la
aplicacio´n. De esta forma, se obtendra´ un microprocesador donde el consumo de potencia
y el a´rea sea muy reducida.
Posteriormente, se desarrollara´ una aplicacio´n en el lenguaje de programacio´n C y utili-
zando el GNU Toolchain [18] que provee la herramienta RISC-V, se compilara´ la aplicacio´n
para el hardware implementado. Finalmente, se integrara´ el software con el hardware lo-




El SiRPA es un proyecto de investigacio´n donde se han explorado y analizado diferentes
enfoques de solucio´n por distintos investigadores que han ido dando forma a cada una de
las etapas que compone el sistema. Tanto a nivel de software como a nivel de hardware,
los aportes incluyen desde propuestas de disen˜o, implementacio´n y mejoras o redisen˜o de
etapas que han presentado problemas. Entre estos trabajos se encuentran los siguiente:
• En [19], se realizo´ la primera implementacio´n del SiRPA utilizando MATLAB y ten´ıa
como objetivo el ana´lisis de las sen˜ales acu´sticas y la etapa de identificacio´n de carac-
ter´ısticas utilizando la teor´ıa de onditas (wavelets en ingle´s). La misma constituyo´
el primer modelo de referencias del sistema. Cabe mencionar que la estrategia de
extraccio´n de caracter´ısticas mediante onditas se descarto´ posteriormente.
• En [20], se implemento´ el SiRPA en una FPGA (acro´nimo ingle´s de Field Pro-
grammable Gate Array) utilizando el lenguaje de descripcio´n de hardware VHDL
de donde se rescato´ la estrategia de implementacio´n del banco de filtros utilizando
una misma unidad de filtro para cada una de las ocho bandas que conformaba el
banco. Adema´s, se implemento´ la etapa de clasificacio´n utilizando el algoritmo de
HMM donde mediante un MAP (del ingle´s Matrix and Arrays Processor), el cual
es una estructura digital en donde la arquitectura se optimiza para la ejecucio´n
combinacional de operaciones en punto flotante de 32 bits.
• En [21], se realizo´ un mo´dulo de reductor de dimensiones utilizando la te´cnica de
transformacio´n lineal basado en el algoritmo de discriminantes de Fisher. Con esto
se logro´ pasar de un espacio de 8D a un espacio de 3D, lo que facilito´ la clasificacio´n
de sen˜ales acu´sticas y a su vez permitio´ una reduccio´n energe´tica.
• En [11], se desarrollo´ una aplicacio´n con interfaz gra´fica llamada HMMSoft, que
realizaba el entrenamiento del algoritmo de HMM utilizado por el clasificador. El
mismo cuenta con diferentes te´cnicas de entrenamiento: simple, mu´ltiple y negati-
vo. Adema´s, esta aplicacio´n permitio´ la identificacio´n de caracter´ısticas de patrones
acu´sticos para la verificacio´n del reconocimiento de audio. Esta implementacio´n
constituyo´ un desarrollo importante ya que no solo permitio´ el entrenamiento del
sistema sino que tambie´n represento´ un modelo de referencia del sistema para la
verificacio´n. Todo esto implementado en una aplicacio´n con interfaz gra´fica desa-
rrollada en C/C++.
• En [1], se desarrollo´ la seccio´n de extraccio´n de los patrones acu´sticos y entrenamien-
to a partir de conjuntos de datos de audio similares a los que se esperar´ıa detectar.
Lo anterior se integro´ dentro de la aplicacio´n HMMSoft que se desarrollo´ en [11].
Adema´s, se implemento´ el SiRPA dentro de un sistema empotrado(BeagleBoard xM
[22]) que ejecuta un sistema operativo GNU/Linux, usando el lenguaje de programa-
cio´n C. Esta aplicacio´n, viene a constituir el principal modelo de referencia utilizado
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en el desarrollo de este trabajo ya que brindo´ un punto de comparacio´n para la im-
plementacio´n y desarrollo en la FPGA y en el ASIC (del ingle´s Application-Specific
Integrated Circuit).
• En [23], se desarrollaron los mo´dulos de hardware del reductor de dimensiones, ge-
nerador de s´ımbolos y una unidad de HMM utilizando el lenguaje de descripcio´n de
hardware Verilog. A diferencia del disen˜o de la etapa de HMM planteada en [20],
esta vez se desarrollo´ el HMM utilizando una ma´quina microprogramada basada
en la versio´n en C planteada en [1] para la tarjeta empotrada. Sin embargo, al
comparar esta aproximacio´n del HMM con el modelo de referencia elaborado en [1]
se observo´ que los resultados divergen de lo esperado y por tanto son erro´neos. Lo
cua´l, imposibilita por tanto clasificar los patrones acu´sticos correctamente. Explo-
rando el hardware se observo´ que los ca´lculos dentro de la unidad tienden a cero
ra´pidamente. Esto se debe a que, no se consideraron los problemas de escalamiento
que se describen ampliamente en [24].
• En [25], se realizo´ la verificacio´n de los mo´dulos descritos en un lenguaje de descrip-
cio´n de hardware que conforman el SiRPA.
• En [26], se tomo´ como base el banco de filtros realizado en [20] y se redisen˜o´ la
unidad de manera que se consideraran correctamente los efecto del submuestreo.
Se realizo´ un estudio del bloque de reduccio´n de dimensiones elaborado en [23]
y se determino´ la necesidad de aumentar el formato de palabra de 16 a 24 bits.
Se integraron adema´s todos los bloques para formar la etapa de identificacio´n o
extraccio´n de caracter´ısticas. Finalmente, se realizo´ la verificacio´n de esta etapa,
tomando como referencia dorada el trabajo realizado en [1].
1.6 Estado de arte actual
En esta seccio´n se presenta de manera resumida el estado de arte actual relacionado
a unidades de modelos ocultos de Markov desarrolladas en hardware. El objetivo de
la revisio´n bibliogra´fica fue conocer que´ se ha realizado y co´mo distintos autores han
tratado de resolver el problema de reconocimiento de patrones acu´sticos. Adema´s la
revisio´n bibliogra´fica tiene como objetivo buscar informacio´n para obtener resultados
adecuados de acuerdo con los requerimientos en la implementacio´n del microprocesador.
A continuacio´n se citan algunos de los principales trabajos realizados por distintos autores,
fundamentalmente en el reconocimiento acu´stico de la voz humana, utilizando la te´cnica
de modelos ocultos de Markov:
• En [27], mediante una solucio´n enfocada a un codisen˜o hardware-software, se genero´
un modelo de solucio´n en software y finalmente se realizo´ un mapeo del software al
lenguaje de descripcio´n de hardware VHDL. El principal aporte aqu´ı, fue la modi-
ficacio´n que realizaron al algoritmo de modelos ocultos de Markov para eliminar la
necesidad de realizar un escalamiento de las constantes. Con esta observacio´n los
autores lograron reducir la mitad del a´rea del circuito digital logrando obtener una
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tasa de reconocimiento de ma´s del 95% con tiempos de ejecucio´n de aproximada-
mente 5µs.
• En [28], la solucio´n integra hardware y software. El software se ejecuta sobre el
procesador Microblaze de Xilinx [29] y un acelerador de hardware se encarga de
ejecutar el algoritmo.
• En [30], se resolvio´ el problema utilizando un SoC (Acro´nimo ingle´s de Sistema
en Chip) espec´ıficamente: el ARM7TDMI [31] y un coprocesador. Esta solucio´n
se enfoco´ en mejorar el rendimiento cuando se utiliza un sistema empotrado. El
sistema final operaba a una frecuencia de 24MHz con un consumo de potencia de
0.56mW/MHz.
• En [32], el problema fue solucionado utilizando un SoPC (acro´nimo ingle´s de Siste-
ma en chip programable), para ello utilizaron el procesador Nios II de Altera [33] y
con un programa pequen˜o lograron reducir el taman˜o de la memoria de programa.
Espec´ıficamente se obtuvo un taman˜o del co´digo de aproximadamente 312KBytes.
Se utilizo´ el algoritmo de GMM (acro´nimo ingle´s de modelo mixto Gaussiano) pa-
ra modelar el vector de informacio´n de la voz. El resultado de esta etapa, pasa
finalmente por el HMM donde se tomaban las decisiones sobre reconocimiento de
palabras.
• En [34] las probabilidades de observacio´n son calculadas utilizando una funcio´n de
distribucio´n Gaussiana. Se expuso adema´s el ca´lculo del logaritmo en base dos de
esa probabilidad en hardware.
1.7 Requerimientos de la investigacio´n
Para el desarrollo de la tesis se establecieron los siguientes requerimientos que deb´ıa
cumplir la solucio´n seleccionada.
• Consumo de potencia dina´mica menor a 127.3mW a 100MHz.
• El consumo de recursos en FPGA de la unidad debe ser de 3491 slices, 1544 flip
flops y 6601 LUT.
• El tiempo de ejecucio´n del algoritmo debera´ ser menor a 58.1395ms.
Los dos primeros requerimientos fueron tomados del trabajo realizado en [23]. Estos cons-
tituyen los datos obtenidos de la u´ltima iteracio´n realizada en la unidad de clasificacio´n
y la idea de esta tesis, es lograr una solucio´n que reduzca estos.
En relacio´n con el u´ltimo requerimiento, en el trabajo [1], se estudiaron distintos modelos
de HMM y los mejores resultados de clasificacio´n, se presentaron cuando el modelo ten´ıa
una longitud de cadena igual a 20, diez estados ocultos y un muestreo igual a uno. De
esta forma, y sabiendo que como resultado del submuestreo realizado por el banco de
filtros en la etapa de identificacio´n del SiRPA (Ver [26]) , cada s´ımbolo se generaba en un
tiempo igual a 2.9070ms. As´ı fa´cilmente, se llega a un tiempo igual a 58.1395ms para un




• Desarrollar un microprocesador de aplicacio´n espec´ıfica en hardware que ejecute el
algoritmo de modelos ocultos de Markov para la etapa de clasificacio´n de una unidad
de reconocimiento de patrones acu´sticos.
1.8.2 Objetivos espec´ıficos
• Comparar diferentes arquitecturas de conjuntos de instrucciones y seleccionar la que
mejor se adapte para el desarrollo del microprocesador.
• Implementar el conjunto de instrucciones seleccionado en una arquitectura que dis-
minuya el consumo de potencia y a´rea del circuito necesario.
• Desarrollar en un lenguaje de alto nivel un clasificador de patrones acu´stico basado
en la te´cnica de modelos ocultos de Markov que ejecute sobre el microprocesador
desarrollado.
• Integrar la unidad de clasificacio´n con la etapa de identificacio´n del SiRPA y validar
el correcto funcionamiento del sistema.
1.9 Estructura de la tesis
El cap´ıtulo 2 muestran la informacio´n necesaria que permite comprender la solucio´n del
problema. Incluye todos los fundamentos teo´ricos ba´sicos que en conjunto contribuyeron
al funcionamiento de la solucio´n desarrolla.
El cap´ıtulo 3 es la seccio´n ma´s importante del documento y es donde se muestra de manera
detallada la solucio´n. Este cap´ıtulo, se divide en cuatro secciones principales: eleccio´n del
conjunto de instrucciones para la arquitectura, implementacio´n del microprocesador para
ese conjunto de instrucciones, elaboracio´n del algoritmo de modelos ocultos de Markov
en un lenguaje de alto nivel y finalmente la integracio´n del hardware software.
En el cap´ıtulo 4 se presentan los resultados obtenidos y simulaciones del circuito que
validan el funcionamiento correcto del sistema digital implementado en hardware. Se
analizan estos resultados para comprobar que efectivamente el sistema cumple con los
requisitos planteados en el problema en estudio. Finalmente en el cap´ıtulo 5 se presentan
las conclusiones y recomendaciones obtenidas del cap´ıtulo 4.
Cap´ıtulo 2
Marco teo´rico
En este cap´ıtulo se encuentran las principales bases teo´ricas que permitieron llevar a cabo
la tesis. Adema´s se presenta la propuesta metodolo´gica utilizada en este trabajo.
2.1 Reconocimiento de patrones
Primeramente, cuando se habla de un patro´n, se refiere a cualquier entidad de intere´s
que se desea reconocer o identificar. Algunos ejemplos de patrones incluyen: un p´ıxel en
una imagen, un gesto facial, un rostro humano, la voz de un individuo o la forma de un
animal [35].
El reconocimiento de patrones por tanto es la disciplina cient´ıfica de aprendizaje compu-
tacional o inteligencia artificial que tiene como objetivo la clasificacio´n de datos (patrones)
en una serie de categor´ıas o clases [35].
Un sistema de reconocimiento de patrones es un sistema automa´tico que tiene como ob-
jetivo clasificar el patro´n de entrada en una clase espec´ıfica. Esta´ compuesto t´ıpicamente
de una etapa de preprocesamiento donde se acondiciona y se digitaliza la sen˜al. Luego de
la digitalizacio´n, se procede con la extraccio´n de las caracter´ısticas del modelo en estudio,
este proceso es llamado etapa de identificacio´n. La clasificacio´n por su parte, permite
reconocer un objeto (o un patro´n) mediante el uso de algunas caracter´ısticas de la etapa
de extraccio´n [35].
El esquema de clasificacio´n se basa generalmente en la disponibilidad del conjunto de
entrenamiento, que es un grupo de patrones que ya ha sido clasificado. Esta estrategia
de aprendizaje se conoce como aprendizaje supervisado en oposicio´n al aprendizaje no
supervisado. Una estrategia de aprendizaje se dice que es sin supervisio´n, cuando en el
sistema no posee informacio´n a priori sobre las clases; esta establece las propias clases
basadas en las regularidades de las caracter´ısticas, las cuales son aquellas mediciones que
se extraen de un patro´n para que lo represente en el espacio. En otras palabras, el ana´lisis
del patro´n nos permite utilizar algunas caracter´ısticas para describir y representar la sen˜al
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en lugar de utilizar el propio patro´n [35].
En la figura 2.1 se muestra el modelo de un sistema de reconocimiento de patrones
acu´sticos gene´rico donde se encuentran claramente identificadas las etapas de adquisicio´n
de la sen˜al, preprocesado, identificacio´n o ana´lisis, el entrenamiento y la etapa final de
clasificacio´n.
Figura 2.1: Modelo de un sistema de reconocimiento de patrones gene´rico.
2.2 Modelos Ocultos de Markov (HMM)
Actualmente existen distintos tipos de clasificadores, en esta seccio´n se estudiara´ el clasifi-
cador utilizado en el SiRPA denominado HMM. Este es una herramienta para representar
distribuciones de probabilidad sobre secuencias de observacio´n. Esta herramienta se utili-
za en casi todos los sistemas actuales de reconocimiento de voz, en numerosas aplicaciones
computacionales de biolog´ıa molecular, en algoritmos de compresio´n de datos y en a´reas
de reconocimiento facial y reconocimiento de patrones [36].
2.2.1 Elementos fundamentales de un HMM
Los HMM se caracterizan por una serie de elementos fundamentales que se describen a
continuacio´n [24]:
• N , es el nu´mero de estados del modelo. Aunque los estados esta´n ocultos, para mu-
chas aplicaciones pra´cticas a menudo hay algu´n significado f´ısico unido a los estados
o grupos de estados del modelo. En general, los estados esta´n interconectados de
tal manera que cualquier estado puede llegar desde cualquier otro estado.
• M , es el nu´mero de s´ımbolos distintos de observacio´n por estado, es decir, el taman˜o
del alfabeto discreto. Estos denotan la salida del sistema que se desea modelar. Se
denota los s´ımbolos individuales como V = {v1, v2, ..., vM}.
• La distribucio´n de probabilidad de transicio´n de estados A = {aij} donde cada
uno de los coeficientes aij define la probabilidad de pasar del estado i al estado j.
La matriz A es una matriz cuadrada de taman˜o N . Para el caso especial donde
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cualquier estado puede alcanzar cualquier otro estado en un paso simple, se tiene
aij > 0 para todo i, j. Para algunas clases de HMMs, se tiene que aij = 0 para uno
o ma´s i, j pares.
• La matriz B representa la distribucio´n de probabilidad de observacio´n de un s´ımbolo.
Se define como B = {bj(k)}, donde cada coeficiente que denota la probabilidad de
observacio´n del s´ımbolo k en el estado i es una matriz que tiene dimensiones de
N ×M .
• La distribucio´n del estado inicial pi = {pii} es de taman˜o 1×N e indica la probabi-
lidad de que al inicializarse el modelo se este´ en el estado i.
Dada la cadena de observacio´n O = {O1O2...OT} a la entrada del modelo. El algoritmo
de HMM puede representarse en su totalidad por las matrices A, B y pi mediante el
modelo [24]:
λ = (A,B,pi) (2.1)
2.2.2 Principales retos de HMM
Hay tres problemas ba´sicos que deben ser resueltos para que el modelo de la ecuacio´n
(2.1) sea utilizado en aplicaciones reales. Estos problemas son los siguientes [24]:
1. Dada la secuencia de entrada O = {O1O2...OT} y el modelo λ = (A,B,pi) ¿co´mo
calcular eficientemente la probabilidad de observacio´n de una secuencia de observa-
cio´n P (O|λ) a partir del modelo?
2. Dada la secuencia de entrada O = {O1O2...OT} y el modelo λ, ¿co´mo escoger la
secuencia de estado Q = q1q2...qT que es o´ptima en el sentido estricto?
3. ¿Co´mo ajustar el para´metro del modelo λ = (A,B,pi) para maximizar P (O|λ)?
Para el caso del SiRPA los problemas que toman relevancia son el primero y el tercero.
El problema tres se relaciona con las estrategias de entrenamiento y ya fue resuelto en
[11], por lo que nos vamos a concentrar u´nicamente en el problema uno, el cua´l consiste
en calcular la probabilidad de observacio´n de una secuencia O = {O1O2...OT}, dado el
modelo λ [24]. Para ello se plantean dos soluciones que se resumen en breve.
Me´todo directo
El camino directo es a trave´s de enumerar cada secuencia de estado posible de longitud
T (nu´mero de observaciones) [24]. Para ello se considera una secuencia de estado fijo:
Q = {q1q2...qT} (2.2)
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donde q1 es el estado inicial. La probabilidad de observacio´n de la secuencia O para la
secuencia de estado de la ecuacio´n (2.2), suponiendo independencia estad´ıstica de obser-
vaciones es:




= bq1(O1) · bq2(O2) · · · bqT (OT )
(2.3)
La probabilidad de una secuencia de estado Q puede escribirse como:
P (Q|λ) = piq1aq1q2aq2q3 · · · aqT−1qT (2.4)
La probabilidad conjunta de O y Q, que es la probabilidad de que O y Q ocurran
simulta´neamente, es simplemente el producto de los dos te´rminos anteriores, es decir:
P (O,Q|λ) = P (O|Q, λ)P (Q, λ) (2.5)
La probabilidad deO se obtiene de sumar la probabilidad conjunta de todas las secuencias
de estado q, la cual esta´ dada por:
P (O, λ) =
∑
allQ
P (O|Q, λ)P (Q, λ) (2.6)
Sin embargo, para calcular la P (O|λ) con la ecuacio´n (2.6) se requiere aproximadamente
2T ·NT y este ca´lculo es computacionalmente inviable [24]; por ejemplo, para un N = 5
y un T = 100 se requieren aproximadamente 1072 ca´lculos.
Por esta razo´n, realizar el ca´lculo de forma directa no es posible. Por fortuna existe un
algoritmo ma´s eficiente que resuelve el problema y se conoce como Algoritmo de avance
[24].
Algoritmo de avance
Considere la variable de avance αt(i) definida como:
αt(i) = P (O1O2 · · ·Ot, qt = Si|λ) (2.7)
La probabilidad de observacio´n parcial de la secuencia O1O2 · · ·Ot hasta el tiempo t
y el estado Si en el tiempo t, dado el modelo λ, se resuelve por induccio´n; para ello,
primeramente se inicializan las probabilidades de avance como la probabilidad conjunta
del estado Si e inicializa la observacio´n O1 [24], mediante:
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α1(i) = piibi(Oi), 1 ≤ i ≤ N (2.8)
Seguidamente, se alcanza Sj en el tiempo t+1 de los N posibles estados, Si, 1 ≤ i ≤ N , en
el tiempo t. Desde que αt(i) es la probabilidad conjunta de que el evento O1O2 · · ·Ot sea
observado, y el estado en el tiempo t es Si. El producto αt(i)aij es entonces la probabilidad
conjunta de que la secuencia O1O2 · · ·Ot sea observada, y el estado Sj se alcance en el
tiempo t+ 1 a trave´s del estado Si en el tiempo t. Sumando estos productos sobre todas
los N posibles estados Si, 1 ≤ i ≤ N en el tiempo t, se obtiene la probabilidad de Sj en
el tiempo t+ 1 con todas las observaciones parciales. Una vez que esto finaliza y Sj este´
lista, es fa´cil ver que αt+1(j) se obtiene al contabilizar las observaciones Ot+1 en el estado







bj(Ot+1), 1 ≤ t ≤ T − 1
1 ≤ j ≤ N
(2.9)






Si se examina el algoritmo de avance se puede deducir que se requieren N2T ca´lculos,
en lugar de 2TNT del me´todo directo [24]. Por ejemplo para N = 5, T = 100 se tiene
aproximadamente 3000 ca´lculos contra 1072 ca´lculos del me´todo directo.
2.2.3 Problema de implementacio´n del HMM
Anteriormente se menciono´ que la probabilidad de observacio´n de la secuencia O para la
secuencia de estado de la ecuacio´n (2.2) esta dado por la ecuacio´n (2.10). Sin embargo, este
procedimiento presenta un problema nume´rico en su implementacio´n. Esto sucede debido
a que conforme crece el nu´mero de observaciones T , el nu´mero de estados del modelo N o
el taman˜o del alfabeto discreto M , las muestras de las probabilidades de salida tienden a
cero de forma pra´cticamente exponencial. Recordemos que las probabilidades son menores
que uno, y de hecho muchas veces son significativamente menores que uno por lo que, al
realizar los productos el resultado tiende a cero ra´pidamente. Para resolver esto de forma
eficiente se debe realizar un procedimiento de escalado que se encuentra ampliamente
documentado en [24].
Para realizar el escalado, se determina el factor de escala ct como:





Con este cambio de escala, simplemente se modifican las ecuaciones (2.8) y (2.9) mediante
un cambio de variable α por α′, donde se obtiene que:
α′t(i) = ctαt(i), 1 ≤ i ≤ N (2.12)
De esta forma, para calcular la probabilidad de observacio´n utilizando el algoritmo de
avance, se utilizan las ecuaciones (2.8) y (2.9). Posteriormente, se realiza un escalamiento
mediante la ecuacio´n (2.12) y finalmente, para compensar ese escalamiento, ya no es
posible utilizar la ecuacio´n (2.10) y en su lugar se utiliza el valor de su logaritmo mediante
los coeficientes ct tal que:




De esta manera, los resultados son mapeados de un rango que va desde 0 a 1 hacia un
nuevo rango que va desde −∞ a 0 [24].
2.3 Matrices de confusio´n
Parte importante de la validacio´n de un clasificador de patrones de mu´ltiples clases es la
utilizacio´n de la herramienta llamada matrices de confusio´n. Estas aportan informacio´n
sobre las tasas de reconocimiento de los HMM y se utilizan con el objetivo de conocer
el efecto de diferentes variaciones en los para´metros del modelo sobre la tasa de reco-
nocimiento. Variaciones en la longitud de la cadena de observacio´n, nu´mero de estados
ocultos, efectos del submuestreo, son algunos de los factores que influyen sobre la tasa de
reconocimiento y su efecto se puede estudiar con esta te´cnica [37].
La matriz de confusio´n C, es de taman˜o N ×N , donde N es el nu´mero de clases usadas
en la clasificacio´n y para el caso particular del SiRPA N = 3. Las filas indican a cua´l
de estas clases fueron asignados por el clasificador. Las columnas por su parte indican la
clase real a la cual pertenecen los objetos. As´ı, el elemento cij de la matriz de confusio´n
indica un objeto que fue asignado a la clase i, pero pertenece realmente a la clase j [37].
Esta matriz puede resumir aun ma´s los resultados de la clasificacio´n mediante una matriz
de confusio´n en bruto. A partir de esta, se pueden obtener dos valores que aportan ma´s
informacio´n sobre los resultados, que son la sensitividad y VPP (Valor predictivo positivo)
[37].
En este trabajo, la sensitividad indica el grado de efectividad del clasificador para las
cadenas de observacio´n, es decir cua´l es la probabilidad de que un objeto que pertenece
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a una clase espec´ıfica sea clasificado correctamente. Mientras que el VPP indica que´ tan
efectivo es el modelo para reconocer las cadenas de su propia clase, es decir, indica cua´l
es la probabilidad de que un objeto asignado a una clase permanezca verdaderamente a
esa clase. El valor deseable de estos indicadores es cuando ambos son altos, cercanos al
100% [37].
2.4 Procesador de aplicacio´n espec´ıfica ASP
Los procesadores de propo´sito general esta´n disen˜ados para ejecutar mu´ltiples aplicacio-
nes y tareas. Sin embargo, estos pueden ser bastante caros, especialmente para pequen˜os
dispositivos que esta´n disen˜ados para realizar tareas espec´ıficas. Tambie´n, los procesado-
res de propo´sito general pueden carecer de alto rendimiento necesario muchas veces para
tareas particulares [38].
Por lo tanto, los procesadores de aplicacio´n espec´ıfica surgieron como una solucio´n de
alto rendimiento y siendo adema´s rentables. Estos se han convertido en parte de coti-
diana de la vida y se pueden encontrar en casi todos los dispositivos que se utilizan hoy
en d´ıa. Dispositivos tales como: refrigeradores, consolas de video juegos y dispositivos
mo´viles, todos ellos tienen un procesador de aplicacio´n espec´ıfica particular y adecuado
a la aplicacio´n para la cual fueron disen˜ados. Usualmente, estos presentan las siguientes
caracter´ısticas: bajo costo, consumo de energ´ıa moderado y alto rendimiento [38].
2.5 Arquitectura segmentada multiciclo de un micro-
procesador
Luego de estudiar los conceptos de reconocimiento de patrones acu´sticos, resulta impor-
tante el estudio de la arquitectura interna de un microprocesador. En este trabajo, se
utilizo´ la arquitectura segmentada multiciclo para la implementacio´n del microprocesador
por lo que es importante realizar un estudio de la misma.
Es una metodolog´ıa de implementacio´n de arquitectura donde una unidad funcional puede
ser utilizado ma´s de una vez por instruccio´n, siempre y cuando se utilice en un diferente
ciclo de reloj. Este enfoque puede ayudar a reutilizar una gran cantidad de hardware y
es ma´s conservadora en te´rminos de consumo, al disminuirse el paralelismo [2].
Las capacidades para permitir que las instrucciones tomen diferentes nu´meros de ciclos de
reloj y de compartir unidades funcionales dentro de la ejecucio´n de una sola instruccio´n,
son las principales ventajas de un disen˜o basado en una arquitectura multiciclo [2].
Algunas de las principales caracter´ısticas de esta arquitectura son [2]:
• Una unidad de memoria simple que se utiliza tanto para datos como para instruc-
ciones.
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• Todas las operaciones se realizan dentro de una Unidad Aritme´tico Lo´gica (ALU).
• Se requiere de registros intermedios entre unidades funcionales para almacenar la
salida hasta que ocurra el siguiente flanco de reloj, donde el valor es utilizado por
la siguiente unidad funcional.
2.6 Proceso de compilacio´n
El proceso de compilacio´n de un programa t´ıpico desarrollado en C esta formado de cuatro
pasos fundamentales que se describen [39]:
• La primera etapa del proceso de compilacio´n es el uso del preprocesador para ex-
pandir macros y ficheros de cabecera incluidos.
• La siguiente etapa del proceso es la compilacio´n real de co´digo fuente preprocesado
a lenguaje ensamblador, para un procesador espec´ıfico.
• El propo´sito del ensamblador es convertir el lenguaje ensamblador en co´digo ma´quina
y generar un archivo de objeto. Cuando hay llamadas a funciones externas en el
archivo de origen de montaje, este deja las direcciones de las funciones externas
indefinidas, a rellenar ma´s tarde por el enlazador.
• La etapa final de la compilacio´n es la vinculacio´n de archivos de objetos para crear
un ejecutable.
Adema´s, es importante el concepto de compilacio´n cruzada, que consiste en compilar un
co´digo para crear un ejecutable que va dirigido hacia una plataforma distinta a aquella en
la que el compilador se ejecuta [40]. Toma especial importancia en el proyecto ya que se
realiza una compilacio´n cruzada para generar el co´digo fuente que va ser ejecutado sobre
la arquitectura RISC-V.
El tipo de compilacio´n cruzada que toma importancia en el desarrollo de la tesis es la bare
metal, esto porque al ser un microprocesador de aplicacio´n espec´ıfica, no se cuenta con un
SO (sistema operativo). Ba´sicamente es un software que se ejecuta directamente sobre el
hardware [40]. Para realizar este tipo de compilacio´n, se debe escribir correctamente un
archivo link.ld donde se inicialice todas las posiciones de memoria y realizar la compilacio´n
con el siguiente comando.
$riscv64-unknown-elf-gcc -nostdlib -nostartfiles -Tlink.ld -o Main Main.s
Un punto importante es que al compilar en bare metal, no se cuenta con soporte de
bibliotecas que usualmente requieren de servicios del SO [40], por ejemplo si se desea
utilizar una operacio´n logaritmo, se debe crear una biblioteca propia ya que el compilador
gcc utiliza el SO para ciertos servicios que posee esta funcio´n. Adema´s, para la generacio´n
de constantes de tipo flotantes o dobles, gcc utiliza igualmente el SO para generar este
tipo de constantes aritme´ticas.
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2.7 Propuesta metodolo´gica
La metodolog´ıa seguida en este trabajo de investigacio´n se baso´ en lo que se conoce como
proceso de disen˜o en ingenier´ıa, la cual se basa en una serie de pasos que en conjunto
permitieron darle solucio´n al problema planteado. A continuacio´n se expone la estrategia
metodolo´gica seguida.
• Estudio de los trabajos anteriores para conocer cua´l ha sido el avance de otros
investigadores en el desarrollo del SiRPA.
• Investigacio´n bibliogra´fica del estado de arte actual de los sistemas de reconocimien-
to de patrones acu´sticos basado en la te´cnica de modelos ocultos de Markov.
• Determinacio´n del enfoque de solucio´n para resolver el problema.
• Seleccio´n adecuada del ISA (acro´nimo ingle´s de Arquitectura del conjunto de ins-
trucciones).
• Seleccio´n adecuada de la arquitectura interna del microprocesador.
• Implementacio´n del hardware del microprocesador en un lenguaje de descripcio´n de
hardware.
• Implementacio´n del software de la aplicacio´n.
• Integracio´n del sistema y verificacio´n exhaustiva del mismo.




En este cap´ıtulo se describio´ la solucio´n implementada para el desarrollo de un micro-
procesador de aplicacio´n espec´ıfica que sea capaz de ejecutar el algoritmo de HMM. La
solucio´n presento´ un enfoque de trabajo basado en un esquema arriba-bajo o Top-Down
[41], partie´ndose de un estudio del algoritmo para determinar el hardware que deb´ıa tener
el microprocesador. Una vez establecidos los requerimientos de hardware, se implemento´
y verifico´ el mismo, usando el HDL Verilog. Finalmente, se elaboro´ la aplicacio´n en el
lenguaje de alto nivel C y se realizo´ la integracio´n hardware/software para formar una
solucio´n de aplicacio´n espec´ıfica.
Adicionalmente, para el esquema de verificacio´n, se utilizo´ una FPGA, ya que como
todo problema de ingenier´ıa, una correcta solucio´n requiere de una plataforma existente
para verificar el funcionamiento del disen˜o digital. De esta forma, una vez que se tuvo
descrito el RTL del microprocesador y el software integrado dentro del mismo, se traslado´
la aplicacio´n a una plataforma de desarrollo Digilent Nexys 4 [42] la cual posee en su
interior una FPGA Artix 7 [43] y se realizo´ la verificacio´n del sistema.
En la figura 3.1 se observa como la integracio´n del hardware y el software producen la
aplicacio´n final realizada en este trabajo.
Para solucionar el problema planteado en esta tesis y, por ende, encontrar solucio´n al
mismo, se realizaron una serie de pasos que se describen con detalle en las siguientes
secciones del cap´ıtulo.
3.1 Seleccio´n de la arquitectura del conjunto de ins-
trucciones (ISA)
La primera labor y probablemente el punto ma´s importante en la descripcio´n de la solu-
cio´n, radica en encontrar la arquitectura del conjunto de instrucciones que mejor se adapte
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Figura 3.1: Integracio´n hardware/software del esquema de trabajo del ASP.
Tabla 3.1: Comparacio´n entre RISC y CISC [3].
RISC CISC
Instrucciones simples Intrucciones complejas
Carga pesada software Carga pesada hardware
Compilador complejo Compilador simple
Taman˜o de instrucciones fijo Taman˜o de instrucciones variable
Pocas instrucciones Muchas instrucciones
Requiere pocos ciclos de reloj para
ejecutar instrucciones
Requiere muchos ciclos de reloj para
ejecutar una instruccio´n
Decodificacio´n simple en hardware Decodificacio´n compleja en hardware
a los requisitos del proyecto. Para esto, se analizaron primeramente los dos conjuntos de
instrucciones principales: CISC (del ingle´s Complex Instruction Set Computing) y RISC
(del ingle´s Reduced Instruction Set Computing), de donde se determino´ de manera evi-
dente, las ventajas que posee RISC sobre CISC para un sistema de bajo consumo de
recursos como lo es un ASP. En la tabla 3.1 se muestra una comparacio´n entre CISC y
RISC.
Todos los aspectos expuestos anteriormente, permitieron tomar la decisio´n de utilizar un
conjunto de instrucciones reducido. En este punto la interrogante que se planteo´ fue ¿cua´l
conjunto de instrucciones RISC utilizar?. Los candidatos de solucio´n ante este cuestiona-
miento fueron los siguientes conjuntos de instrucciones: MIPS, OpenRisc y RISC-V.
El conjunto de instrucciones MIPS es uno de los ma´s utilizados actualmente, pese a existir
gran cantidad de informacio´n al respecto como por ejemplo la que se muestra en [2, 44, 45];
presenta el inconveniente de que en el 2012 [46], los derechos comerciales de la patente
MIPS fueron adquiridos por la empresa Imagination Technologies [47], imposibilitando
tan siquiera considerar a este conjunto de instrucciones como una opcio´n, esto porque, es
necesario realizar tra´mites sobre el uso de la patente y probablemente requieren de una
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Tabla 3.2: Comparacio´n utilizada para seleccionar cua´l arquitectura del conjunto de
instrucciones debe utilizarse : RISC-V u OpenRISC. Cada aspecto tiene un
peso ma´ximo de cinco unidades, siendo cinco la ma´xima puntuacio´n.
Aspecto RISC-V OpenRISC
Mantenimiento 4 2
Soporte en l´ınea 5 3
Informacio´n disponible 4 3
Usabilidad 5 5
Tiempo en el mercado 3 5
Peso total: 21 18
inversio´n econo´mica alta, por lo consiguiente se descarto´ de inmediato esta alternativa.
Por esta razo´n, se decidio´ migrar hacia alternativas de arquitecturas del conjunto de ins-
trucciones abiertas: OpenRisc y RISC-V. La primera es una arquitectura del conjunto de
instrucciones de software abierto, simple como el MIPS tradicional usando tres operandos
y operaciones a memoria de tipo LOAD y STORE, con 16 o 32 registros de propo´sito
general y una longitud fija de instrucciones de 32 bits. El conjunto de instrucciones, es
principalmente ide´ntica entre los 32 y 64 bits de la especificacio´n. Sin embargo, la princi-
pal diferencia se percibe en el ancho de registro (32 o 64 bits) y el disen˜o tabla de pa´ginas
[48].
RISC-V por su parte, es una arquitectura del conjunto de instrucciones que se desarrollo´
originalmente en la Divisio´n de Ciencias de la Computacio´n del Departamento de Inge-
nier´ıa Ele´ctrica e Informa´tica en la Universidad de California, Berkeley. Se creo´ en sus
inicios, para apoyar la investigacio´n en el a´rea de arquitectura de computadoras y ac-
tualmente se ha convertido en un esta´ndar abierto para muchos investigadores en el a´rea
[49].
RISC-V a pesar de ser un esta´ndar relativamente nuevo en comparacio´n con OpenRISC,
ha demostrado tener mu´ltiples caracter´ısticas que lo ponen arriba sobre OpenRISC, entre
ellas se encuentra por ejemplo que OpenRisc no provee un espacio de direccionamiento de
64 bits a diferencia de RISC-V. OpenRISC no tiene soporte para instrucciones comprimi-
das, permitiendo las mismas apoyar una codificacio´n de instrucciones densa para reducir
el taman˜o de co´digo esta´tico en sistemas embebidos y asimismo, disminuir el tra´fico de
instrucciones dina´micas en servidores de gama alta como s´ı lo hace RISC-V [50].
Si se analiza cr´ıticamente ambos conjuntos de instrucciones, es posible determinar que
para la aplicacio´n desarrollada, al ser muy espec´ıfica, ambos podr´ıan seleccionarse y fun-
cionar´ıan adecuadamente para los objetivos de la investigacio´n. Por esta razo´n, se elaboro´
la tabla 3.2, donde se seleccionaron cinco aspectos principales y se evaluaron los mismos
sobre RISC-V y OpenRISC. A cada aspecto, se le asigno´ un peso de cinco unidades, sien-
do este la calificacio´n ma´s alta. De esta forma, se llego´ a la conclusio´n de que la mejor
alternativa para trabajar en la tesis fue RISC-V.
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3.2 Seleccio´n de la arquitectura interna del micro-
procesador
En este apartado, se muestra los detalles que permitieron realizar una seleccio´n adecuada
de la arquitectura interna del microprocesador. Cuando se habla de una arquitectura
interna de un microprocesador, la definicio´n ma´s simple se basa en especificar co´mo dentro
de un microprocesador las instrucciones van a ser decodificadas para la ejecucio´n de las
mismas. Existen distintos tipos de arquitecturas entre ellas se encuentran: uniciclo,
segmentada, multi core, multi hilo, superescalar, VLIW (acro´nimo ingle´s de Very Long
Instruction Word), entre otras [44].
Para seleccionar la arquitectura adecuadamente, se consideraron especialmente dos de
los requerimientos principales que debe cumplir el microprocesador: bajo consumo de
potencia y capacidad de funcionar adecuadamente a la frecuencia de trabajo mı´nima de
100MHz. Para que la arquitectura tenga un bajo consumo de potencia es conveniente
dejar de lado las arquitecturas avanzadas y mirar hacia las arquitecturas ma´s simples,
que en su defecto son: uniciclo y segmentada. Esto porque, las arquitecturas avanzadas
tienen como objetivo mejorar el rendimiento en cuanto a ejecucio´n de instrucciones, sin
considerar en primera instancia el consumo asociado de potencia [2, 44].
En el caso de una arquitectura uniciclo, se ejecuta una u´nica instruccio´n en tan solo un
ciclo de reloj. En la figura 3.2 se muestra la ruta de datos t´ıpica para una instruccio´n tipo
R (operacio´n sobre dos registros) [2]. Sin embargo, esta primer arquitectura se descarto´
debido a que si se observa en detalle, a pesar de ser una solucio´n funcionalmente correcta,
tiene el impedimento de que debido a que una instruccio´n se ejecuta en solo un ciclo de
reloj, se tienen rutas combinacionales largas sin registros intermedios lo que claramente
va a originar problemas temporales haciendo adema´s los caminos combinacionales largos
por lo que inducen a un consumo potencia dina´mico por glitches. Esta arquitectura, tiene
el problema asociado de que la velocidad del sistema esta limitado por la operacio´n ma´s
lenta [51, 52].
Figura 3.2: Arquitectura uniciclo. Imagen tomada de [2].
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La arquitectura segmentada por su parte, vienen a solucionar el problema de temporizado
que presenta la arquitectura descrita anteriormente y es ma´s ahorrativa en potencia pues,
hay menos consumo por glitches. Esto se logro´ mediante la incorporacio´n de registros en
la ruta de datos, reduciendo el taman˜o de las rutas combinacionales largas y por ende se
mejora el temporizado.
Para comprender la mejora introducida en el rendimiento que produce la incorporacio´n
de registros, se debe considerar la figura 3.3 a) donde se observa una ruta combinacional
con un tiempo de propagacio´n Tp, suponiendo que esta es la ruta cr´ıtica, es posible
observar que el ma´ximo reloj que puede tener el sistema digital es semejante a 1/Tp.
En cambio si se observa la figura 3.3 b), es posible observar como la incorporacio´n
de dos registros en medio de la ruta combinacional origina que el tiempo ma´ximo de
propagacio´n de las sen˜ales se divida en tres nuevos retardos de propagacio´n Tp1, Tp2 y Tp3,
con Tp ≈ Tp1 + Tp2 + Tp3. As´ı,la ma´xima frecuencia de operacio´n esta dada por el mayor
tiempo de propagacio´n entre Tp1, Tp2 y Tp3.
Figura 3.3: a) Ruta combinacional con tiempo de propagacio´n grande debido a la inexisten-
cia de registros intermedio. b) Incremento de la frecuencia de operacio´n con la
incorporacio´n de registros entre rutas combinacionales largas.
Sin embargo, cuando se habla de una arquitectura segmentada es posible identificar dos
tipos en espec´ıfico: uniciclo y multiciclo. La multiciclo como la que se muestra en la figura
3.4 es un tipo de arquitectura donde la ruta de datos para cada instruccio´n se parte en
segmentos, cada segmento esta´ compuesto de una lo´gica combinacional separada entre un
registro a la entrada y un registro a la salida. La ejecucio´n es simple ya que para cada una
de las instrucciones su ejecucio´n se parte en distintas etapas hasta completar en cierta
cantidad de ciclos la ejecucio´n de una instruccio´n [2, 44].
Por otra parte, la arquitectura segmentada uniciclo como la que se muestra en la figura
3.5 es un tipo de arquitectura donde al igual que la multiciclo la ruta de datos para cada
instruccio´n se parte en segmentos. La diferencia que existe con respecto a la multiciclo,
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Figura 3.4: Arquitectura segmentada multiciclo: En color negro la ruta de datos y en color
azul la ruta de control. Imagen tomada de [2].
es que aprovecha al ma´ximo la ejecucio´n en los distintos segmentos, esto porque mientras
en un segmento se esta´ ejecutando una instruccio´n, en el segmento que sigue se esta´
ejecutando otra instruccio´n y as´ı con todos los distintos segmentos. De esta forma en
todo momento se estara´ ejecutando una instruccio´n en alguno de los segmentos y por lo
tanto es de esperar que con cada ciclo de reloj una instruccio´n finalice su ejecucio´n, de
ah´ı es donde surge el nombre de arquitectura segmentada uniciclo [2, 44].
Es claro que ambas arquitecturas al tener el mismo enfoque de segmentacio´n pueden
operar a la misma frecuencia de operacio´n. De hecho, para la misma tecnolog´ıa y el
mismo disen˜o, es de esperar que estas se puedan ejecutar a la misma frecuencia ma´xima
de operacio´n. Ahora, si se analiza el rendimiento de ambas arquitecturas, fa´cilmente se
puede observar que la sementada uniciclo tiene un CPI (acro´nimo ingle´s de instrucciones
por ciclo) idealmente cercano a la unidad mientras que para el caso de la arquitectura
segmentada multiciclo el CPI no alcanza tan siquiera el 0.25
Si ambas arquitecturas se analizan desde el punto de vista de consumo de potencia, en
este caso las cosas cambian, ya que, en la arquitectura segmentada uniciclo, para lograr
la ejecucio´n de una instruccio´n por ciclo necesita agregar distintas unidades de control.
Espec´ıficamente se agrega un hardware extra tanto para la deteccio´n de riesgos de datos
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Figura 3.5: Arquitectura segmentada uniciclo: En color negro la ruta de datos y en color azul
la ruta de control. Imagen tomada de [2].
como para la deteccio´n de riesgos de control. La incorporacio´n de este hardware extra
origina tanto un incremento del a´rea como un incremento en la potencia. En su lugar la
arquitectura segmentada multiciclo no presenta riesgos de datos ni de control, por lo que
no es necesario adicionar estas unidades funcionales [2, 44].
Debido a esta razo´n, y recordando que el objetivo principal del microprocesador es que sea
implementado en una arquitectura que tenga un bajo consumo de potencia, se determino´
que a pesar de que el rendimiento de la arquitectura segmentada uniciclo es mejor, con
solo el rendimiento de la arquitectura multiciclo basta para el desarrollo de la aplicacio´n,
por lo que esta fue seleccionada.
3.3 Seleccio´n de las instrucciones implementadas
Una vez definida la arquitectura interna y el conjunto de instrucciones para el ASP,
se selecciono´ la base entera que se iba a implementar. RISC-V tiene dos esta´ndares
de base entera [17] que se diferencian por el taman˜o del bus de datos y el espacio de
direccionamiento : RV32I (32 bits) y RV64I (64 bits).
Debido a que el microprocesador es de aplicacio´n espec´ıfica y dada la necesidad de ahorro
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Tabla 3.3: Instrucciones implementadas para la base entera RV32I con codificacio´n U,
UJ, SB y S.
Intruccio´n Codificacio´n Descripcio´n funcional
LUI U Rd = {imm[31 : 12] : 12d0}
AUIPC U Rd = {imm[31 : 12] : 12d0}+ PC
JAL UJ PC = PC + 4 + ExtSigno{inm}, Rd = PC + 4
BEQ SB Salta si [RS1] = [RS2]
BNE SB Salta si [RS1] 6= [RS2]
BLT SB Salta si [RS1] < [RS2], con signo
BGE SB Salta si [RS1] ≥ [RS2], con signo
BLTU SB Salta si [RS1] < [RS2], sin signo
BGEU SB Salta si [RS1] ≥ [RS2], sin signo
SB S MEM [RS1 + inm] [7 : 0] = [RS2]
SH S MEM [RS1 + inm] [15 : 0] = [RS2]
SW S MEM [RS1 + inm] [31 : 0] = [RS2]
de recursos para disminuir el a´rea y la potencia del mismo, y adema´s analizando el algorit-
mo de modelos ocultos de Markov para la aplicacio´n, es fa´cil deducir que no es necesario
operaciones entre nu´meros enteros de valores mayores a los que permite representarse con
32 bits. Por esta razo´n, se determino´ que utilizar una base entera de 32 bits brinda los
mejores resultados relaciona´ndolo con los requerimientos establecidos para este trabajo.
Posteriormente, se selecciono´ cua´les instrucciones de esa base entera se iban a requerir.
Para ello, tras un estudio del algoritmo se determino´ que las instrucciones de las tablas
3.3 3.4 y 3.5 son las que se ten´ıan que implementarse dentro del microprocesador.
Las instrucciones de la base entera RV32I que no se implementaron fueron las que van
orientadas al modelo de la memoria y las instrucciones del sistema. Las primeras se
utilizan para el manejo de procesos concurrentes para la ejecucio´n de mu´ltiples hilos. Cada
hilo tiene su propio registro de estado de usuario y su contador de programa y ejecutan
instrucciones independientes. Las dos instrucciones de modelo del sistema son: FENCE
y FENCE.I. Las instrucciones del sistema se utilizan para acceder a funcionalidades que
requieren privilegios de acceso. Entre ellas se encuentran las siguientes instrucciones:
SCALL, SBREAK, RDCYCLE, RDCYCLEH, RDTIME, RDTIMEH, RDINSTRET y
RDINSTRETF [17].
Este tipo de instrucciones no se implementaron debido a que al ser una u´nica aplicacio´n de
propo´sito espec´ıfico y debido a la naturaleza del mismo, no se tiene contemplado utilizar
hilos ni tampoco se tiene la necesidad de tener un sistema operativo ejecuta´ndose. As´ı,
es fa´cil observar que estas instrucciones pueden no implementarse sin repercutir esto en
el comportamiento de la aplicacio´n y disminuyendo el consumo de potencia de la misma,
originando esto una reduccio´n en el hardware implementado.
Una vez definido el esta´ndar base que se iba a utilizar y definidas tambie´n cua´les de estas
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Tabla 3.4: Instrucciones implementadas para la base entera RV32I con codificacio´n I.
Intruccio´n Descripcio´n funcional
JALR PC = RS1 + imm, Rd = PC + 4
LB Rd = ExtSigno{MEM [RS1 + inm] [7 : 0]}
LH Rd = ExtSigno{MEM [RS1 + inm] [15 : 0]}
LW Rd = ExtSigno{MEM [RS1 + inm] [31 : 0]}
LBU Rd = ExtCero{MEM [RS1 + inm] [7 : 0]}
LHU Rd = ExtCero{MEM [RS1 + inm] [15 : 0]}
ADDI Rd = RS1 + ExtSigno{inm}
SLTI Si RS1 < ExtSigno{inm},Rd = 1 sino Rd = 0
SLTIU Si RS1 < ExtSigno{inm},Rd = 1 sino Rd = 0 sin signo
XORI Rd = RS1ˆ ExtSigno{inm}
ORI Rd = RS1 | ExtSigno{inm}
ANDI Rd = RS1&ExtSigno{inm}
SLLI Rd = RS1 inm[4 : 0]
SRLI Rd = RS1 inm[4 : 0]
SRAI Rd = RS1≫ inm[4 : 0]
Tabla 3.5: Instrucciones implementadas para la base entera RV32I con codificacio´n R.
Intruccio´n Descripcio´n funcional
ADD Rd = RS1 +RS2
SUB Rd = RS1−RS2
SLL Rd = RS1 RS2[4 : 0]
SLT Si RS1 < RS2,Rd = 1 sino Rd = 0
SLTU Si RS1 < RS2,Rd = 1 sino Rd = 0 sin signo
XOR Rd = RS1ˆ RS2
SRL Rd = RS1 RS2[4 : 0]
SRA Rd = RS1≫ RS2[4 : 0]
OR Rd = RS1 | RS2
AND Rd = RS1&RS2
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Tabla 3.6: Instrucciones implementadas para la extensio´n M con codificacio´n R.
Instruccio´n Descripcio´n funcional
MUL Rd = RS1 ∗RS2 en Rd se copian los 32 bits LSB
MULH
Rd = RS1 ∗RS2 en Rd se copian los 32 bits MSB,
supone RS1 y RS2 con signo
MULHSU
Rd = RS1 ∗RS2 en Rd se copian los 32 bits MSB,
supone RS1 sin signo y RS2 con signo
MULHU
Rd = RS1 ∗RS2 en Rd se copian los 32 bits MSB,
supone RS1 y RS2 sin signo
instrucciones se deb´ıan implementar, se procedio´ a determinar cua´les extensiones adicio-
nales se requer´ıan. Adema´s de los dos esta´ndares base, RISC-V agrupada en extensiones
algunas otras instrucciones. Las que resultaban de utilidad en este trabajo fueron: M, F
y D [17].
La extensio´n M es una extensio´n esta´ndar para el manejo de multiplicacio´n y divisio´n
entera. RISC-V agrupa las multiplicaciones y divisiones enteras en un esta´ndar adicional
porque en algunos tipos de aplicaciones, no resulta necesario la utilizacio´n de multiplica-
ciones o divisiones enteras o son manejadas por medio de aceleradores de hardware; de
ah´ı la razo´n por la que esta modalidad no se encuentra decodificada dentro de las bases
enteras [17].
La extensio´n F es una extensio´n esta´ndar para el manejo de operaciones en punto flotante
de precisio´n simple. RISC-V agrupa un conjunto de instrucciones que son exclusivas
para el manejo de datos en notacio´n IEEE 754. Este esta´ndar adema´s, agrega 32 nuevos
registros de propo´sito espec´ıfico para el manejo de estas instrucciones de taman˜o igual a
32 bits. Adema´s, RISC-V cuenta con la extensio´n D que es una extensio´n esta´ndar para
el manejo de operaciones en punto flotante con precisio´n doble. Esta extensio´n ampl´ıa el
ancho de los registros de propo´sito espec´ıfico a 64 bits [17].
En las tablas 3.6 y 3.7 se muestra las instrucciones implementadas que pertenecen al
grupo de las extensiones M, F y D necesarias para la aplicacio´n. Se menciona nuevamente
que no todas las instrucciones que estas extensiones poseen se implementaron. Lo que
se realizo´ fue una seleccio´n adecuada de las mismas en funcio´n de la aplicacio´n para
determinar cua´les son las que se necesitan realmente.
3.4 Administracio´n de la memoria
En esta seccio´n, se describe la administracio´n de la memoria dentro del microprocesador.
El enfoque de implementacio´n de la memoria, se baso´ en una arquitectura de memoria
de tipo Hardvare. Es decir, se tiene una memoria para datos y una para programa
f´ısicamente separadas, donde existen dos rutas distintas para el acceso de datos o de
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Tabla 3.7: Instrucciones implementadas para la extensio´n F y D con codificacio´n I, S,
R4 y R.
Instruccio´n Codificacio´n Extensio´n Descripcio´n funcional
FLD, FLW I D, F Rd = MEM [RS1 + inm] [31 : 0]
FSD, FLW S D, F MEM [RS1 + inm] [31 : 0] = [RS2]
FMADD R4 D, F Rd = RS1 ∗RS2 +RS3
FMSUB R4 D, F Rd = RS1 ∗RS2−RS3
FNMSUB R4 D, F Rd = −(RS1 ∗RS2−RS3)
FNMADD R4 D, F Rd = −(RS1 ∗RS2 +RS3)
FADD R D, F Rd = RS1 +RS2
FSUB R D, F Rd = RS1−RS2
FMUL R D, F Rd = RS1 ∗RS2
FSGNJ R D, F Rd = {RS2 [31] , RS1 [30 : 0]}
FSGNJN R D, F Rd = {∼ RS2 [31] , RS1 [30 : 0]}
FSGNJX R D, F Rd = {RS2 [31]ˆRS1 [31] , RS1 [30 : 0]}
FCVT.S.D R D Rd = Simple a Doble([RS1 ])
FCVT.D.S R D Rd = Doble a Simple([RS1 ])
FEQ R D, F Si [RS1] = [RS2], Rd = 1
FLT R D, F Si [RS1] < [RS2], Rd = 1
FLE R D, F Si [RS1] ≤ [RS2], Rd = 1
instrucciones. En la figura 3.6 se muestra un diagrama de bloques, donde se puede
observar el microprocesador intercomunicado con dos memorias: una para datos y otra
para instrucciones; y los puertos de entrada/salida [53].
Figura 3.6: Arquitectura de memoria Hardvard, utilizada para el microprocesador.
En las siguientes subsecciones se presenta el mapa de memoria, la interfaz de memoria
de datos, la interfaz de la memoria de programa y el manejo de puertos utilizadas en el
microprocesdador.
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3.4.1 Mapa de memoria
En la figura 3.7 se muestra el mapa de memoria del microprocesador. El mismo inicia
en la direccio´n f´ısica 0x00000 con el vector de reinicio. De la direccio´n f´ısica 0x00004 a
la 0x001FF se encuentran atados los puertos de entrada y salida del microprocesador, es
decir, los puertos de entrada y salida se encuentran igualmente mapeados en la memoria.
De la direccio´n 0x00200 a la direccio´n 0x003FF se encuentra los puertos para el manejo de
interrupciones. En la direccio´n de memoria 0x00400 a la direccio´n 0x103FF se encuentra
la memoria de datos y el programa esta contenido desde la direccio´n 0x20000 hasta la
direccio´n 0x21FFF.
Figura 3.7: Mapa de memoria del microprocesador de aplicacio´n espec´ıfica.
Un aspecto importante en relacio´n con el mapa de memoria de la figura 3.7 es que
este, por medio de la modificacio´n de para´metros, fa´cilmente puede extender o disminuir
su taman˜o. De forma que, la distribucio´n de la memoria de la figura 3.7, representa
u´nicamente la distribucio´n de la memoria para la aplicacio´n espec´ıfica en estudio.
3.4.2 Interfaz de memoria de programa
En la figura 3.8 se muestra co´mo se realiza la lectura de la memoria de instrucciones.
La interfaz de memoria de programa esta´ constituida por cuatro componentes digitales
ba´sicos: un contador, un multiplexor, un sumador, una memoria ROM (sin embargo,
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Tabla 3.8: Descripcio´n de los para´metros necesarios para ajustar el taman˜o adecuado
de la memoria de programa dentro del ASP implementado.
Para´metro Funcionalidad
ROM ADDR BITS Nu´mero de bits del bus de direcciones.
ROM WIDTH
Taman˜o en bits de los datos que almacena
la ROM. Por defecto 8 bits.
BEGIN ADDR ROM PROGRAM Direccio´n de inicio del programa.
END ADDR ROM PROGRAM Direccio´n final del programa.
ProgramStartAddressPC Direccio´n de la etiqueta ”main” del programa.
ROM ADDR START BITS
Es el nu´mero de bits de offset.
Por defecto como inicia en la direccio´n 0x8000
el offset es de 15 bits.
esta puede adaptarse fa´cilmente a una memoria RAM) y un registro. Se tiene un mul-
tiplexor a la entrada donde la ma´quina de estados selecciona si se aumenta el contador
de programa en cuatro o se realiza una carga de un valor arbitrario al contador. Una
vez que el contador de programa se incrementa, se apunta hacia la siguiente instruccio´n.
Consecuentemente, se translada el contenido de la memoria de programa en el registro
de instrucciones y nuevamente se repite el ciclo. Lo anterior, se conoce como ciclo de
bu´squeda de instrucciones [2].
Se debe observar en la figura 3.8, que el bus de direcciones de la memoria de programa
es de solo diez bits. Esto constituye un aspecto de implementacio´n que se considero´ con
cuidado para reducir el impacto de tener memorias grandes. Por medio de un para´metro
se puede ajustar esta´ticamente el taman˜o de la memoria tanto de datos como de instruc-
ciones, para calibrar el taman˜o de la memoria y ahorrar espacio que repercute en a´rea y
en consumo de potencia esta´tico.
Figura 3.8: Diagrama de bloques de la memoria de programa implementada en este trabajo.
Para el ajuste del taman˜o adecuado de la memoria de programa y como parte de la im-
plementacio´n de la misma en el lenguaje de descripcio´n de hardware, se tiene un conjunto
de para´metros globales que permiten ajustar adecuadamente el taman˜o de la memoria.
Los mismos y su funcionalidad se describieron en la tabla 3.8.
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3.4.3 Interfaz de memoria de datos
Para la memoria de datos se elaboro´ en un lenguaje de descripcio´n de hardware, un
circuito con la interfaz como la que se muestra en la figura 3.9; donde se contaba con
siete sen˜ales de entrada y una salida. Las sen˜ales son: sen˜al de reloj, un reset para los
registros internos de la interfaz, una sen˜al Enable que se encarga de habilitar la lectura o
escritura de la memoria, una sen˜al Write que se encarga de habilitar la escritura y un bus
de direcciones de 16 bits necesarios para direccionar datos entre la direccio´n de memoria
f´ısica 0x00400 hasta la direccio´n 0x103FF. Finalmente, la sen˜al funct3, son tres bits que
son parte de la codificacio´n de las instrucciones load y store y sirve para determinar si
se esta trabajando con bytes (ocho bits), media palabra (16 bits), una palabra (32 bits),
precisio´n simple IEEE 754 (32 bits) o precisio´n doble IEEE 754 (64 bits).
Para realizar una lectura o escritura de memoria se implementaron las instrucciones del
RISC-V: LW (carga 32 bits),LH (carga 16 bits), LB (carga ocho bits), SB (almacena
ocho bits), SH (almacena 16 bits), SW (almacena 32 bits), FLW (carga 32 bits), FSW
(almacena 32 bits), FSD (almacena 64 bits) y FLD (carga 64 bits).
Figura 3.9: Diagrama de puertos de la interfaz de memoria de datos implementada en este
trabajo.
De igual forma que sucedio´ con la implementacio´n de la memoria de programa, dentro
de la descripcio´n de hardware de la memoria de datos, se agregaron una serie de puertos
parametrizables que controlaban: el taman˜o del bus de datos, la capacidad de almace-
namiento, cantidad de datos precargadados, entre otros. El objetivo de este ajuste fue
reducir a´rea y disminuir consumo de potencia esta´tica, as´ı como evitar el desperdiciar
recursos innecesarios. En la tabla 3.9 se muestran la lista de los para´metros que gobierna
la interfaz de memoria RAM y su funcionalidad.
El proceso de lectura y escritura en la memoria RAM utilizada para almacenar datos se
compone de una secuencia de pasos que se observan en la figura 3.10. Cada uno de estos
pasos corresponde a un ciclo de reloj, por lo que es fa´cil observar que se necesitan tres
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Tabla 3.9: Descripcio´n de la funcionalidad de los para´metros para ajustar el taman˜o
adecuado de la memoria de datos dentro del microprocesador.
Para´metro Funcionalidad
RAM ADDR BITS Nu´mero de bits del bus de direcciones de la memoria.
RAM WIDTH
Ancho de los datos de entrada y salida de la RAM.
Por defecto se trabaja con memorias de 8 bits.
RAM ADDR START BITS
Es el nu´mero de bits de offset.
Por defecto inicia en la direccio´n 0x0400.
Se requieren 10 bits de offset.
para iniciar en la direccio´n 0x0400.
InicializarRAM
Si es igual a uno significa que la RAM tendra´ valores
precargados en memoria se utiliza para almacenar las
constantes del modelo del algoritmo.
DIRInicioInicializarRAM
Direccio´n de memoria donde se desea que inicien
los datos cargados en memoria.
DIRFinInicializarRAM
Direccio´n de memoria donde se desea que finalicen
los datos cargados en memoria.
ciclos de reloj para realizar una escritura de la memoria RAM y siete ciclos de reloj para
realizar una lectura de la memoria RAM.
3.4.4 Manejo de puertos entrada y salida
El acceso a los puertos de entrada y salida dentro del microprocesador se realizo´ por medio
de las instrucciones Load y Store. Como estas instrucciones tambie´n se utilizaron para
acceder los datos de la memoria RAM, fue necesario diferenciar de alguna manera cuando
se esta´ accediendo un puerto o la memoria. Por esta razo´n, cada vez que se calcula la
direccio´n efectiva de acceso para estas instrucciones, si la misma es menor que 512 significa
que se desea acceder un puerto en cuyo caso, se deshabilita la escritura/lectura de la
RAM y se habilita la escritura/lectura desde un puerto. Lo que constituye ba´sicamente
un decodificador.
3.5 Unidad aritme´tica lo´gica entera y flotante
Para la ejecucio´n de las operaciones aritme´tico/lo´gicas con representacio´n nume´rica entera
se cuenta con una ALU. Por su parte, la ejecucio´n de operaciones aritme´ticas con nu´meros
en representacio´n IEEE 754 con precisio´n simple y doble se cuenta con una FPU que ha
sido desarrollado en paralelo en el DCILAB, bajo la supervisio´n de este postulante y todos
los detalles de la implementacio´n de la misma se muestran en [54].
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Figura 3.10: Diagrama de flujo del proceso de escritura y lectura de la memoria de datos.
3.5.1 Unidad aritme´tica lo´gica de representacio´n entera
Las operaciones que realiza la ALU fueron tomadas de la base entera RV32I y la extensio´n
de instrucciones espec´ıficamente las de tipo M. En la tabla 3.10 se muestran todas las
operaciones que realiza la ALU y el co´digo de operacio´n del selector de la ALU para
realizar las operaciones. Adema´s, se presenta una pequen˜a descripcio´n de la operacio´n
aritme´tica. Para ma´s detalles de la funcionalidad de las operaciones se puede consultar
[17].
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Tabla 3.10: Operaciones que realiza la ALU.
Operacio´n Selector Descripcio´n
Add 0 Suma el contenido de dos registros.
SLL 1 Desplazamiento a la izquierda.
SLT 2 Coloca un uno si es menor que (con signo).
SLTU 3 Coloca un uno si es menor que (sin signo).
XOR 4 XOR lo´gica.
SRL 5 Desplazamiento a la derecha.
OR 6 OR lo´gica.
AND 7 AND lo´gica.
SUB 8 Resta el contenido de dos registros.
BEQ 12 Coloca un uno si los dos registros son iguales.
SRA 13 Desplazamiento aritme´tico.
IDLE 16 Ninguna operacio´n, salida atada a cero.
MUL 24 Multiplicacio´n entera, salida parte menos significativa.
MULH 25
Multiplicacio´n entera, salida parte ma´s significativa
(dos operandos con representacio´n con signo).
MULHSU 26
Multiplicacio´n entera, salida parte ma´s significativa
(un operandos con representacio´n con signo,
el otro operando con representacio´n sin signo).
MULHU 27
Multiplicacio´n entera, salida parte ma´s significativa
(dos operandos con representacio´n sin signo).
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3.5.2 Unidad aritme´tica lo´gica de representacio´n coma flotante
Para realizar operaciones con tipos flotantes (32 bits) o dobles (64 bits) se cuenta con una
FPU que puede realizar las tres operaciones ba´sicas de mayor uso y necesarias para el
funcionamiento del algoritmo a saber: suma, resta y multiplicacio´n. Adema´s, se cuenta
con soporte para comparaciones de tipo aritme´ticas entre nu´meros flotantes y operaciones
de inyeccio´n de signo.
En relacio´n con la suma, resta y multiplicacio´n en coma flotante, cada una de estas
unidades divide la ejecucio´n de las operaciones en mu´ltiples ciclos de reloj. En cada uno
de los ciclos se completa una parte distinta del algoritmo. La duracio´n de cada una de
estas operaciones es funcio´n de las mantisas y el exponente y se lograron resultados con
un porcentaje de error menor al 1%.
3.6 Implementacio´n del microprocesador
Una vez codificadas en un lenguaje de descripcio´n de hardware las principales unidades
funcionales: ALU, FPU, administracio´n de la memoria de datos, programa y puertos
de entrada/salida, se integraron todas estas de manera que se obtuvo el desarrollo del
microprocesador final.
Es posible observar que el primer paso en la implementacio´n del microprocesador fue
definir la interfaz de entrada y de salida. En la figura 3.11 se observa, el diagrama de
entradas y salidas del microprocesador. En la tabla 3.11 es posible observar la descripcio´n
de la funcionalidad de cada uno de los puertos.
Figura 3.11: Diagrama de puertos de entrada/salida del microprocesador.
Se implementaron todas las instrucciones de las tablas 3.3, 3.4, 3.5, 3.6 y 3.7. Para ello se
establecio´ como principal criterio de implementacio´n no permitir rutas combinacionales
largas para lograr una frecuencia de trabajo de al menos 100MHz. Por esta razo´n, se
construyeron las instrucciones a partir de bloques ba´sicos combinacionales colocadas entre
registros. De esta manera, se logro´ un microprocesador segmentado multiciclo que fuera
capaz de operar a la frecuencia deseada. En la figura 3.12 se muestra el diagrama de
bloques del microprocesador de aplicacio´n espec´ıfica desarrollado.
En relacio´n con la figura 3.12, se puede verificar que entre cada bloque combinacional
existe un registro, tanto a la entrada como a la salida de estos. Adema´s, un detalle
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Tabla 3.11: Descripcio´n de puertos de entrada y de salida del microprocesador imple-
mentado en esta tesis.
Puerto Direccio´n Nu´mero de Bits Descripcio´n
CLK Entrada 1
Sen˜al de reloj, frecuencia
de operacio´n 100MHz.
Reset Entrada 1 Reinicio Maestro.
InputData Entrada 32
Dato de Entrada proviene
de algu´n PPI.
WritePPI Salida 1
Bit que habilita la escritura
de un PPI.
OutputData Salida 32
Dato de Salida sirve para
escribir un PPI.
AddressPPI Salida 9
Direccio´n del PPI que se
desea leer/escribir.
importante es que esta figura es posible dividirla en dos variantes: una con FPU y otra
sin FPU. Esto porque la codificacio´n del microprocesador, se realizo´ de tal forma que
con solo la modificacio´n de un para´metro es posible inhabilitar todo el soporte para
instrucciones en coma flotante.
3.7 Interfaz de comunicacio´n entre el microprocesa-
dor y la etapa de extraccio´n de las caracter´ısticas
Una vez implementado el nu´cleo del microprocesador descrito en las figuras 3.11 3.12, se
realizo´ una interfaz de comunicacio´n entre el microprocesador y la etapa anterior del SiR-
PA, conocida como a´rbol binario. El a´rbol binario genera un alfabeto discreto compuesto
por 32 s´ımbolos. Estos s´ımbolos constituyen las observaciones de entrada del HMM. La
salida por su parte, esta´ compuesta de una sen˜al binaria donde se indica si existe una
sen˜al de alerta.
En relacio´n con la entrada del clasificador, se cuenta con una IPP (Interfaz perife´rica
paralela) de entrada que almacena el nu´mero de observaciones necesarias para realizar
una clasificacio´n (el nu´mero de observaciones necesarias es funcio´n del modelo utilizado).
Esta almacena los cinco bits discretos del s´ımbolo que genera el a´rbol binario en un
registro de desplazamiento. Cada vez que la etapa de identificacio´n del SiRPA env´ıa la
sen˜al que indica que un s´ımbolo esta listo, se van desplazando estos a trave´s del registro
de desplazamiento. De esta forma, si por ejemplo el HMM utiliza una longitud de cadena
de 20 s´ımbolos, al tiempo que se tengan las 20 observaciones almacenadas, la primera
observacio´n estara´ guardada en los bits MSB del registro, mientras que en los bits LSB
quedara´ almacenado la u´ltima de las 20 observaciones.
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caracter´ısticas
Figura 3.12: Diagrama de bloques del nu´cleo del microprocesador de aplicacio´n espec´ıfica desa-
rrollado en esta tesis.
Consecutivamente, cada vez que la etapa de identificacio´n ha enviado una cantidad de
observaciones igual a la longitud de la cadena de observacio´n definida por el modelo, esta
generara´ una sen˜al indica´ndole al clasificador que debe iniciar la clasificacio´n. Esta sen˜al
se almacena en un segundo IPP de entrada, que es ba´sicamente un registro, y cuando el
microprocesador detecta mediante una interrupcio´n por flanco positivo este evento, inicia
la ejecucio´n del algoritmo de HMM.
Para el caso de la salida se cuenta con una IPP. Esta consiste de un registro y un compa-
rador que tiene asociada una direccio´n de memoria en el mapa de puertos. Esta adema´s,
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es direccionado por el microprocesador cada vez que finaliza la ejecucio´n del algoritmo
HMM para indicar el estado actual del SiRPA. En la figura 3.13, se muestra el diagrama
de bloques del microprocesador intercomunicado con la etapa de identificacio´n del SiRPA.
Figura 3.13: Diagrama de bloques del microprocesador intercomunicado con la etapa de iden-
tificacio´n del sistema de reconocimiento de patrones acu´sticos.
3.8 Implementacio´n del algoritmo de evaluacio´n.
Para la implementacio´n del software del algoritmo de evaluacio´n de HMM, se realizo´ una
modificacio´n de la biblioteca [55] con el objetivo de adaptar el co´digo a la arquitectura
del ASP. El diagrama de flujo de la aplicacio´n se resume en la figura 3.14.
Al inicio se cargan las constantes dentro de la memoria de datos. Luego, el sistema queda
dentro de un ciclo infinito a la espera de que ocurra una interrupcio´n. Cuando esta se
origina (el evento es una sen˜al que proviene de la etapa de identificacio´n del SiRPA),
se debe iniciar la ejecucio´n del algoritmo. En ese momento el ASP realiza la lectura de
un nu´mero de observaciones iguales a las definidas por el modelo. Estas observaciones
se encuentran almacenadas dentro de un registro de desplazamiento y fueron guardadas
ah´ı previamente por la etapa de extraccio´n de caracter´ısticas a una frecuencia de 344Hz.
Posteriormente, se ejecuta el algoritmo de HMM para cada una de las tres clases y se
comparan los resultados obtenidos por el clasificador para tomar una decisio´n con respecto
al estado actual del sistema. Finalmente el software, se sale de la interrupcio´n y vuelve a
quedar dentro del ciclo infinito hasta que ocurra la siguiente interrupcio´n.
El algoritmo hacia adelante se muestra en el pseudoco´digo descrito abajo, es posible obser-
var en este las tres etapas fundamentales del algoritmo: ca´lculo del coeficiente α0 inicial,
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ca´lculo de los coeficientes αt y finalmente el logaritmo de la probabilidad de una obser-
vacio´n de una secuencia dada log(P (0|λ)). Es importante mencionar que el clasificador
descrito es para evaluar si una cadena de observacio´n pertenece a una clase en particu-
lar, en este caso como se tienen tres clases particulares: bosque, motosierra y disparo,
es necesario aplicar tres veces el algoritmo para determinar si una cadena de observacio´n
pertenece a alguna de las tres clases.
T = 20; %% Longitud de la cadena de observacio´n
N = 10; %% Nu´mero de estados ocultos
%% ********** Ca´lculo alpha(0,i) *****************
ct(0) = 0;
for i=0:N-1
alpha(0,i) = b(i,o(0))*pi(i); %% Alpha
ct(0) = ct(0) + alpha(0,i);
end





%% ********** Ca´lculo alpha(t,i) *****************








ct(t) = ct(t) + alpha(t,i);
end
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end
end






Estudiando el pseudoco´digo descrito anteriormente, es posible observar que se requiere
realizar el ca´lculo de una funcio´n logaritmo y operaciones de divisio´n. Debido a que
no se cuenta con hardware que evalu´e el logaritmo decimal, ni tampoco hardware que
realice la divisio´n fue necesario implementarlo por software. En cuanto al software, dado
que la compilacio´n es bare metal, no se puede utilizar ninguna biblioteca que requiera
llamadas al sistema, y sucede que la divisio´n y el logaritmo Neperiano, requieren de estas.
Por consiguiente, se construyeron dos bibliotecas matema´ticas: la primera se encargaba de
realizar divisiones por software y la segunda de realizar el ca´lculo del logaritmo Neperiano.
Para elaborar la biblioteca encargada de realizar la divisio´n por software, se selecciono´ el
me´todo iterativo de Newton Raphson. La descripcio´n elaborada del algoritmo se muestra
en [56]. Ba´sicamente, en este algoritmo se encuentra el rec´ıproco del denominador y
despue´s se multiplica el resultado por el numerador, de esta forma se obtiene el cociente
de la divisio´n.
Para elaborar la biblioteca encargada de realizar el ca´lculo del logaritmo Neperiano, se
utilizo´ el algoritmo de Cordic (informacio´n ma´s detallada puede encontrarse en [57]). Si se
observa el pseudoco´digo del algoritmo HMM, es posible identificar la necesidad de utilizar
un logaritmo decimal. Sin embargo en te´rminos del rendimiento, es ma´s simple calcular
un logaritmo decimal y luego multiplicar el resultado por una constante igual a ln(10), es
decir, realizar un cambio de base en el logaritmo. En la ecuacio´n (3.1) se representa la





Un aspecto importante es que al igual que sucedio´ con las constantes del algoritmo de
HMM, espec´ıficamente con las matrices A, B y pi para bosque, motosierra y disparo, fue
necesario almacenar las constantes que requiere la biblioteca de divisio´n y del logaritmo en
la memoria RAM. Las constantes, as´ı como las direcciones de memoria donde las mismas
se almacenaron, pueden consultarse en las tablas A.1 y A.2. (Ver ape´ndice A).
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Figura 3.14: Diagrama de flujo de la ejecucio´n del algoritmo de modelos ocultos de Markov
en el microprocesador de aplicacio´n espec´ıfica.
Cap´ıtulo 4
Resultados y ana´lisis
En este cap´ıtulo se muestran y discuten los resultados obtenidos del sistema desarrollado,
partiendo de las pruebas aplicadas al mismo. Este se ha dividido en cuatro secciones
segu´n los resultados obtenidos: el ambiente de verificacio´n utilizado para generar datos
experimentales, datos relevantes del hardware, software y el sistema final interconectado,
as´ı como los principales datos relacionados con el funcionamiento del clasificador.
4.1 Ambiente de verificacio´n
Para la generacio´n de resultados y la verificacio´n funcional del ASP, se desarrollo´ un
ambiente de verificacio´n como el que se muestra en la figura 4.1.
Figura 4.1: Ambiente de verificacio´n utilizado para la verificacio´n del ASP.
Un punto clave en la verificacio´n funcional es el papel del monitor, ya que extrae la infor-
macio´n necesaria para validar el dispositivo a prueba. Entre los resultados principales se
tiene: observar el contenido interno de los registros, sen˜ales de entrada/salida de unidades
43
44 4.2 Resultados del desarrollo del hardware
funcionales, tipo de instruccio´n que se esta´ ejecutando, estados de la ma´quina de estados,
tiempo de ejecucio´n y nu´mero de ciclos transcurridos.
En la figura 4.2 se observa un ejemplo de los datos que el monitor ofrece para una
instruccio´n ADDI y SW en un instante de tiempo particular.
Figura 4.2: Impresio´n de pantalla de parte de los resultados obtenidos por el monitor para
una operacio´n ADDI y SW. No´tese la posibilidad de monitorear el estado de los
registros internos y el PC, y como la operacio´n resulta decodificada.
4.2 Resultados del desarrollo del hardware
Se ofrece a continuacio´n los resultados relacionados al tiempo de ejecucio´n de las ins-
trucciones implementadas dentro del microprocesador y la cantidad de recursos lo´gicos y
ele´ctricos que requiere el sistema.
4.2.1 Tiempos de ejecucio´n de las instrucciones implementadas
Se elaboro´ una aplicacio´n en lenguaje ensamblador para estimular todas las instrucciones
desarrolladas para el microprocesador. Al ser una ma´quina multiciclo, cada instruccio´n
tiene tiempos de ejecucio´n variables que pueden impactar la eficiencia del procesador para
determinadas tareas. En la tabla 4.1 se muestran los resultados obtenidos en relacio´n
con la duracio´n en ciclos de reloj de la ejecucio´n de las instrucciones de la base entera
RV32I y en la tabla 4.2 se muestra la duracio´n de las instrucciones implementadas
complementarias al conjunto de instrucciones base. Adema´s se muestra el tiempo de
ejecucio´n de las mismas.
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Tabla 4.1: Cantidad de ciclos de reloj y tiempo de ejecucio´n de las instrucciones de la
base entera RV32I implementadas en un microprocesador segmentado multi-













Aritme´tica/Lo´gica inmediatas 6 60
Aritme´tica/Lo´gica 5 50
Tabla 4.2: Cantidad de ciclos de reloj y tiempo de ejecucio´n de las instrucciones con
extensio´n M, F y D implementadas en un microprocesador segmentado mul-






MUL, MULH, MULHSU, MULHU 5 50
FLW y FLD 10 100
FSW y FSD 15 150
FMADD, FMSUB, FNMSUB y FNMADD - -
FADD, FSUB y FMUL - -
FSGNJ, FSGNJN y FSGNJX 5 50
FEQ, FLT y FLE 11 110
FCVT.S.D y FCVT.D.S 5 50
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Tabla 4.3: Resumen de utilizacio´n de recursos Post Place & Route del microprocesa-
dor de aplicacio´n espec´ıfica sin unidad de coma flotante. Elaborado para la
tarjeta de desarrollo Digilent Nexys 4. Xilinx ISE Design 14.04.
Slice Logic Utilization Used Available Utilization
Number of Slice Registers as Flip Flop 1703 126800 1%
Number of Slice LUTs 1586 63400 2%
Number of occupied Slices 704 15850 4%
Number with an unused Flip Flop 831 2476 33%
Number with an unused LUT 890 2476 35%
Number of fully used LUT-FF pairs 755 2476 30%
Number of RAMB36E1/FIFO36E1s 24 135 17%
Number of DSP48E1s 8 240 3%
En relacio´n con la tabla 4.2, es posible observar que las instrucciones de la base entera
RV32I que tardan ma´s ciclos de reloj en su ejecucio´n son: Load (14) y Store (10). La
instruccio´n Load requiere ma´s ciclos de ejecucio´n que la Store pues necesita una lo´gica
adicional para decodificar la lectura de la memoria, es decir, determinar si se requiere
leer un byte, media palabra , una palabra o dos palabras. Es importante destacar que los
tiempos de ejecucio´n de las operaciones con co´digo de operacio´n: FADD, FSUB, FMUL,
FMADD, FMSUB, FNMSUB y FNMADD son variables, pues el nu´mero de ciclos es
funcio´n de la mantisa y el exponente particular de cada operando. (Para ma´s informacio´n
sobre la implementacio´n y duracio´n de las operaciones suma, resta, y multiplicacio´n en
coma flotante puede consultarse [54]).
4.2.2 Recursos utilizados
Para la implementacio´n del microprocesador se desarrollaron dos tipos de arquitecturas:
con y sin soporte de coma flotante. Un para´metro en el HDL habilita o deshabilitala la
FPU. En las tablas 4.3 y 4.4 se muestra la utilizacio´n de recursos para ambos casos de
arquitectura.
Puede verse como los recursos del sistema se triplican cuando se incorpora la FPU en la
arquitectura interna del ASP.
Si se compara los recursos del clasificador con la etapa de identificacio´n [26], se nota que el
consumo de recursos de ambas son semejantes , por lo que existe un balance entre ambas
etapas del SiRPA.
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Tabla 4.4: Resumen de utilizacio´n de recursos Post Place & Route del microprocesador
de aplicacio´n espec´ıfica con unidad de coma flotante. Elaborado para la
tarjeta de desarrollo Digilent Nexys 4. Herramienta Xilinx ISE Design 14.04.
Slice Logic Utilization Used Available Utilization
Number of Slice Registers as Flip Flop 6174 126800 4%
Number of Slice LUTs 5505 63400 8%
Number of occupied Slices 2322 15850 14%
Number with an unused Flip Flop 2440 8137 29%
Number with an unused LUT 2632 8137 32%
Number of fully used LUT-FF pairs 3065 8137 29%
Number of RAMB36E1/FIFO36E1s 24 135 17%
Number of DSP48E1s 23 240 9%
Tabla 4.5: Cantidad de instrucciones y taman˜o de la ROM en funcio´n del tipo de com-














4.3 Resultados del desarrollo de software
Para la implementacio´n del software se elaboraron tres bibliotecas: una para la imple-
mentacio´n de la divisio´n, otra para el logaritmo natural y la tercera es la encargada de
la ejecucio´n del algoritmo de HMM. Todas estas fueron implementadas utilizando el len-
guaje de alto nivel C. El software se compilo´ para datos enteros y para datos en coma
flotante. En relacio´n con los datos en coma flotante, se implementaron dos versiones: con
precisio´n simple y doble. En la tabla 4.5 se exponen los resultados obtenidos.
Se observo´ que cuando se utilizaba una compilacio´n para una arquitectura entera mediante
la bandera RV32I, el resultado es un co´digo con una cantidad de instrucciones del doble
de las requeridas cuando se compila para flotante de coma simple y doble. El resultado
anterior es de esperar, ya que al tener menos instrucciones disponibles el compilador
requiere de un esfuerzo adicional al tratar de traducir el programa de alto a bajo nivel.
Esto representa un impacto en la cantidad de instrucciones.
Cuando se compila la aplicacio´n para una arquitectura con FPU y el programa tiene
datos flotantes de diferente tipo (float, double), no existen cambios notables en el taman˜o
de la memoria de programa. Sin embargo, s´ı se presentan cambios en el taman˜o de la
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Tabla 4.6: Consumo de potencia del ASP con/sin FPU. Tomado de la herramienta XPo-
wer Analyzer de Xilinx para la tarjeta Digilent Nexys 4 Artix 7.









memoria de datos, la razo´n de esto radica en funcio´n del tipo de variables que se utilice en
el programa. Por ejemplo si las constantes que se utilizaron fueron datos de tipo float se
logra una reducir el taman˜o de la memoria de datos a la mitad en comparacio´n a utilizar
los datos para la misma aplicacio´n con datos de tipo double.
Espec´ıficamente hablando sobre el ASP compilado para la aplicacio´n del algoritmo de
HMM, si se utilizaba constantes para datos de precisio´n simple, se requirio´ de una memoria
de datos de 32kB, mientras que para el caso de precisio´n doble, fue necesario una memoria
de 64kB.
4.4 Resultados del sistema integrado hardware/software
De la integracio´n final del disen˜o, se obtuvieron los resultados de la tabla 4.6. Es posible
observar los resultados de consumo de potencia para el ASP sin y con FPU.
Desde el punto de vista de potencia, se detecto´ que el mayor consumo de potencia sin
contar el consumo esta´tico, se origino´ debido a los bloque de la memoria RAM tanto para
el caso del ASP con y sin FPU. El consumo esta´tico en una FPGA es dominante sobre el
dina´mico as´ı que era de esperar que este fuera alto.
La ma´xima frecuencia de operacio´n a la que el microprocesador puede ejecutar para el
caso del ASP con FPU es de 113.237 MHz, lo que implica un periodo mı´nimo de 8.831ns.
Para el caso del ASP sin FPU se puede llevar la velocidad del sistema hasta 122.684 MHz
para un periodo mı´nimo de 8.151ns. Estos datos son tomados de la herramienta Timing
Analizer de Xilinx.
Al analizar los resultados obtenidos relacionados a la frecuencia ma´xima de operacio´n se
observo´ que ambos enfoques de solucio´n son capaces de operar a 100MHz, lo que significa
que dentro de la tarjeta Digilent Nexys 4, el sistema es capaz de operar correctamente sin
la presencia de problemas de temporizado de sen˜ales. Para comprobar esto, se realizaron
pruebas dentro de la tarjeta y adema´s, se realizaron simulaciones Post Place & Route.
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Tabla 4.7: Desviacio´n esta´ndar de los datos de la figuras 4.3, 4.4, 4.5, correspon-
dientes a la comparacio´n de resultados teo´ricos contra los experimentales de
la aplicacio´n de modelos ocultos de Markov para la deteccio´n de disparos,
motosierras y bosques.
Indicador Bosque Motosierra Disparo
STD 2.8896× 10−5 1.4336× 10−5 1.0271× 10−5
Con respecto al tiempo de ejecucio´n del algoritmo, se compararon los resultados entre el
ASP sin y con FPU. Para el primer caso, la cantidad de instrucciones necesarias para
ejecutar el algoritmo crecio´ exponencialmente en comparacio´n al caso con FPU. Para
ejecutar los tres algoritmos de HMM para detectar si el patro´n pertenece a un bosque,
un disparo o una motosierra, se requiere de un tiempo de ejecucio´n de 80.43ms.
Pese a que el ASP es funcional sin FPU, para ciertos casos los tiempos de ejecucio´n violan
los requerimientos de ventana disponible para procesar los datos. Por ejemplo, al utilizar
un modelo con una cadena de 20 s´ımbolos de longitud, con un muestreo igual a uno y diez
estados ocultos, se posee una ventana de tiempo de 58.139ms para poder cumplir con el
muestreo realizado en la etapa de preprocesamiento del SiRPA (44.1kHz).
Por otra parte, si se analiza el tiempo de ejecucio´n del algoritmo con FPU, se observo´
que el tiempo de ejecucio´n promedio fue de 23.01ms, tomado a partir de una muestra
de 20000 ejecuciones del algoritmo. Asimismo, en el estudio se encontro´ que el tiempo
ma´ximo de ejecucio´n alcanzado fue de 31.57ms. Es importante notar dos cosas: con FPU
la solucio´n cumple los requisitos temporales, ya que el algoritmo se ejecuta en un tiempo
menor a 58ms. La segunda es que en lugar de hablar de un tiempo de ejecucio´n absoluto,
se habla de un tiempo de ejecucio´n promedio, pues la suma, resta y multiplicacio´n en
coma flotante requieren tiempos de ejecucio´n variable en funcio´n de los operandos, por lo
que no es posible definir un tiempo exacto en la ejecucio´n.
Para la verificacio´n funcional del sistema con FPU, se desarrollo´ un modelo de referencia
del algoritmo de HMM en Octave. Se contrastaron los resultados del modelo de referencia
contra el HDL del ASP. Las figuras 4.3, 4.4 y 4.5 resumen los resultados contra las
respuesta del algoritmo de referencia en alto nivel.
El ana´lisis anterior demostro´ que el algoritmo sobre el ASP se ejecuto´ con un porcentaje
de error inferior a un 1% con respecto al modelo de referencia. La desviacio´n esta´ndar
del error relativo es pra´cticamente cero (ver tabla 4.7).
Puede adema´s notarse que cuando se tiene un resultado en el algoritmo de HMM inferior
a −300, es porque la clasificacio´n del elemento fallo´. Para determinar que el umbral
l´ımite era menor a −300 para esta aplicacio´n, se realizo´ una evaluacio´n del algoritmo
utilizando los mismos datos del conjunto de entrenamiento y se concluyo´ que cuando el
clasificador arroja datos menores a −300, la cadena de observacio´n no pertenece a esa
clase en particular.
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Figura 4.3: a) Resultados teo´ricos y experimentales del HMM para bosque. b) Porcentaje de
error obtenido en la verificacio´n funcional. Modelo teo´rico de referencia elaborado
en Octave utilizando 5754 s´ımbolos. Cuando la figura a) es menor a -300 significa
que la cadena de observacio´n evaluada no pertenece a la clase bosque.
Existe un caso en particular cuando dos (o los tres) clasificadores indican que una cadena
de observacio´n pertenece a diferentes clases de forma simulta´nea. Por ejemplo: si se
analiza una cadena de observacio´n y el algoritmo de HMM para el modelo bosque da
como resultado −100.40, mientras que para el modelo de un disparo arroja un resultado
igual a −4.98, ambos casos son mayores que −300, por lo que ambos clasificadores esta´n
indicando que el elemento pertenece a bosque y disparo al mismo tiempo.
Para solucionar este problema, se tomo´ el criterio extra´ıdo de la teor´ıa de que conforme
ma´s cerca de cero se encuentre el resultado de una clasificacio´n, existe mayor afinidad de
que ese elemento pertenezca a esa clase. Por lo que en el caso anterior, el resultado de la
clasificacio´n sera´ que la cadena de observacio´n pertenece a un patro´n de un disparo.
4.5 Resultados del clasificador
Como parte de la evaluacio´n del clasificador, se eligieron cinco modelos diferentes para
evaluar los resultados obtenidos y el tiempo de ejecucio´n del ASP en funcio´n del modelo.
Los cinco modelos que se analizaron poseen distintos estados ocultos, diferente cantidad
de s´ımbolos y diferente tasa de submuestreo y fueron obtenidos de la aplicacio´n HMMSoft.
En la tabla 4.8 se muestran los principales datos de las matrices de confusio´n que surgieron
como resultado de clasificar los cinco modelos generados, adema´s se muestran los tiempos
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Figura 4.4: a) Resultados teo´ricos y experimentales del HMM para motosierra. b) Porcentaje
de error obtenido en la verificacio´n funcional. Modelo teo´rico de referencia ela-
borado en Octave utilizando 1106 s´ımbolos. Cuando la figura a) es menor a -300
significa que la cadena de observacio´n evaluada no pertenece a la clase motosierra.
Tabla 4.8: Tasa de reconocimiento obtenido por el clasificador dentro del ASP. Datos
de reconocimiento tomados del HMMSoft y datos temporales tomados de la
verificacio´n funcional.











1 20 10 91.37 90.33 85.43 82.33 86 100 80.43 23.01
1 10 10 81.32 73.68 90.43 65.89 63.44 100 39.80 10.12
5 20 5 92.34 90.23 0.00 91.67 0 78.23 18.16 0.92
1 5 3 57.34 54.78 88.52 62.78 97.01 53.29 4.79 0.78
10 25 15 96.37 83.34 0 90.23 88.23 0 123.34 45.97
de ejecucio´n del algoritmo implementado en el ASP con y sin FPU. Un punto importante
en relacio´n a los modelos es que se utilizaron las mismas cadenas de evaluacio´n para la
implementacio´n del entrenamiento de cada uno de estos.
De la tabla 4.8 puede deducirse que el modelo que brinda los mejores resultados de los
estudiados, fue el de un muestreo igual a uno, con una longitud de cadena igual a 20 y diez
estados ocultos, el mismo que se utilizo´ en la verificacio´n funcional. Sin embargo, aparecen
detalles como por ejemplo que la clasificacio´n de disparos da mejores resultados con una
menor cantidad de s´ımbolos, esto debido probablemente a la naturaleza impulsiva de un
disparo. Mientras que en la clasificacio´n de sonidos de motosierra y bosque, se obtienen
mejores resultados cuando se incrementa la longitud de la cadena.
Otro resultado importante, es que existen modelos en la tabla 4.8, por ejemplo el de la
fila cuatro y cinco, que pueden ser ejecutados en el ASP sin FPU, es decir, utilizando
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Figura 4.5: a) Resultados teo´ricos y experimentales del HMM para disparo. b) Porcentaje de
error obtenido en la verificacio´n funcional. Modelo teo´rico de referencia elaborado
en Octave utilizando 258 s´ımbolos. Cuando la figura a) es menor a -300 significa
que la cadena de observacio´n evaluada no pertenece a la clase disparo.
u´nicamente aritme´tica entera. Esto porque para estos casos no se violan las restricciones
temporales. Lo anterior tiene como consecuencia una reduccio´n de los recursos de acuerdo




Realizando un estudio de los principales conjuntos de instrucciones y de las diferentes
arquitecturas que se utilizan actualmente, se determino´ que la arquitectura del conjunto
de instrucciones que ofrece las mayores ventajas para el ASP era RISC-V. Por otro lado,
se concluyo´ que una arquitectura multiciclo segmentada, ofrece un consumo de poten-
cia adecuada, permite operar a frecuencias relativamente altas y brinda un rendimiento
aceptable para la aplicacio´n de HMM.
Tambie´n, se desarrollo´ un microprocesador de aplicacio´n espec´ıfica que ejecuta el algorit-
mo de modelos ocultos de Markov, para la deteccio´n de patrones acu´sticos de disparos y
motosierras dentro de ambientes boscosos. El software se implemento´ en el lenguaje de
alto nivel C y realizando una compilacio´n cruzada de tipo bare metal, se logro´ obtener una
solucio´n funcional que resolviera adecuadamente el problema de clasificacio´n del SiRPA.
Los mejores valores de sensitividad para las clases bosque, motosierra y disparo se obtu-
vieron cuando se realizo´ un entrenamiento mu´ltiple para diez estados ocultos, muestreo
igual a uno y una longitud de la cadena igual a 20. Los resultados obtenidos fueron de
89,47%, 90% y 86,67%.
El consumo de potencia dina´mica del microprocesador fue de 99mW a una frecuencia de
operacio´n de 100MHz. El tiempo de ejecucio´n promedio del algoritmo dentro del ASP
fue menor a 30ms, esto utilizando una FPU y considerando el modelo estudiado durante
la tesis.
Realizando una verificacio´n funcional del ASP, se comprobo´ experimentalmente que el
porcentaje de error de los datos teo´ricos contra los experimentales fue menor al 1%.
Dependiendo del tipo de modelo que se utilice para el algoritmo clasificador de HMM,
una arquitectura sin FPU puede ser utilizada, contribuyendo esto en una reduccio´n de los




Se recomienda realizar la integracio´n del sistema en un ASIC y con esto disminuir el
consumo de potencia del ASP. Se propone adema´s, la utilizacio´n de te´cnicas de ahorro
de potencia dina´mica como conmutacio´n de alimentacio´n (power gating), de manera que
mientras no se detecte una sen˜al con alta concentracio´n energe´tica, es decir, mientras no
exista un posible disparo o motosierra, la unidad se encuentre apagada o en estado de
espera (stand-by), y esta solo se active cuando realmente se detecte un posible estado de
alarma.
Adema´s, si se realizara una optimizacio´n en cuanto a la ejecucio´n de las operaciones suma,
resta y multiplicacio´n de coma flotante, es posible obtener tiempos de ejecucio´n menores,
lo que permite pensar en disminuir la frecuencia de operacio´n del ASP y de esta forma,
lograr obtener una reduccio´n en la potencia dina´mica del sistema.
Finalmente, se propone emprender un estudio completo para determinar las caracter´ısticas
del modelo ma´s adecuado de manera que se logre maximizar la tasa de reconocimiento de
patrones acu´sticos de disparos, motosierra y bosque.
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Datos precargados en la memoria
RAM
Para las instrucciones en coma flotante a diferencia de las instrucciones enteras, no existe
una instruccio´n de carga inmediata, t´ıpicamente el sistema operativo se encarga de generar
una excepcio´n en la ejecucio´n y generar esta constante. Sin embargo, debido que para el
ASP desarrollado en este trabajo se compilo´ en bare metal fue necesario idear la forma de
generar las constantes inmediatas necesarias para la ejecucio´n del algoritmo. Se expone
en la tablas A.1 y A.2 los datos precargados en la memoria RAM para la ejecucio´n del
algoritmo, para precisio´n simple y doble.
Tabla A.1: Datos precargados en la memoria RAM para inicializar el algoritmo, cons-












































































−∞ 0x18A4 Constante −∞
Tabla A.2: Datos precargados en la memoria RAM para inicializar el algoritmo, cons-









































































−∞ 0x2D48 Constante −∞
