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(2) 2012 年 11 月のヒューマン・ライト・ウォッチ報告
(3) 2012 年 11 月の米国防省指令 3000. 09
(4) 2013 年 4 月のヘインズ報告





5．まとめにかえて ―― LARs の更なる議論に向けて
1．はじめに ――問題の所在
情報 RMA (Revolution in Military Affairs、軍事における革命又は軍




空機 (Unmanned Aerial Vehicle, UAV) が完全に兵器体系の一部に組み
込まれ、2001 年の対テロ・アフガニスタン紛争以降では、無人戦闘航空




産大法学 47巻 3・4 号 (2014. 1)
無人航空システムは、2003 年のイラク紛争を経て、2000 年から 2008 年ま
でに 50 機以下から 6,000 機以上に増加し、と同時に、実戦配備された無
人陸上車両 (Unmanned Ground Vehicle, UGV) も、2001 年の 100 両以下




















(full autonomous weapons)、いわゆる殺人ロボット (Killer Robots) が














ト阻止キャンペーン (Campaign to Stop Killer Robots, CSKR)」が 2013 年















( 1 ) ステルス戦闘爆撃機 F-117 やトマホーク巡航ミサイルなどハイテク兵器
が登場した。参照、防衛研究所編『東アジア戦略概観 2001』2001 年 72-73
頁。
( 2 ) 拙稿「国際法から見た無人戦闘機 (UCAV) の合法性に関する覚書」『産
大法学』45 巻 3・4 号 2012 年 1 月 136頁。
( 3 ) Philip Alston, Interim report of the Special Rapporteur on extrajudicial,
summary or arbitrary executions, A/65/321, 23 August 2010 (以下、オール
ストン報告書又は Alston Reportと略す), par. 22.
( 4 ) ｢ロボット (Robot)」とは、自動的に動作や作業を行う機械装置や目的の




( 5 ) P.W. シンガーによれば、軍用ロボットの利用はイラク戦争で加速度的に
拡大し、2003 年のイラク侵攻時には米陸軍は無人機を保有していなかった
が、2004 年末には 150 両、その 1 年後には 2,400 両、2010 年では 12,000 両
を、米空軍も 2010 年現在 7,000 機以上を保有しているという。P.W. シン
ガー「ロボットが変える戦争」『日経サイエンス』2010 年 10 月号 41頁。
( 6 ) 拙稿 (注 (2)) 137頁。
( 7 ) Human Rights Watch, Losing Humanity : The Case against Killer Robots,
November 2012 (以下、ヒューマン・ライト・ウォッチ報告又は HRW
Reportと略す), pp. 1 and 7-9.
( 8 ) 敵対行為の支援活動 (情報収集や物資輸送など) を行うロボット兵器は、
単に軍事用だけではなく、災害対策用、医療看護用及び家庭生活用にも活用
されることから、一層、その研究開発が推奨されるであろう。
( 9 ) Christof Heyns, Report of the Special Rapporteur on extrajudicial, summary
or arbitrary executions, A/HRC/23/47, 9 April 2013 (以下、ヘインズ報告又
は Heyns Reportと略す).
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(10) HRW, “Arms : New Campaign to Stop Killer Robots”, April 23, 2013, http :
//www.hrw.org/news/2013/04/23/arms-new-campaign-stop-killer-robots
(11) CSKR, “Urgent Action Needed to Ban Fully AutonomousWeapons”, April



































ガ ー デ ィ ア ム
(UGV) も開発中である。












テム (Close in Weapons System, CIWS
シ ウ ス
) は、対空脅威 (対艦ミサイルや






















ダー発信所を探知、攻撃、破壊するための fire and forget (打ち放し) 自
動兵器システムを搭載している。現在開発中の英国の Taranis














(12) Alston Report , pars. 17 and 23-28.
(13) ｢知能型警戒ロボット開発……来年末にも休戦ライン配置」『中央日報日本
語版』2007 年 9 月 28日 http : //japanese.joins.com/article/340/80340.html?
sectcode=330&servcode=300、「韓国軍：DMZ 内に監視ロボットを配備」
『朝鮮日報』2010 年 7 月 14日
http : //www.chosunonline.com/news/20100714000034





トの法規制の動きは、2007 年 8 月にロボット学者 Noel Sharkey が、殺傷
行為を自ら判断する完全自律型ロボットの開発に懸念を表明し、緊急の
国際規制を要請したことに始まる。2009 年 9 月には、「武装自律型無人シ
ステムの開発、配備及び使用の禁止」を要請する NGO「ロボット軍備管
理国際委員会 (the International Committee for Robot Arms Control,
ICRAC)」が設立された。ここ 2・3 年、当該ロボットの規制に関する国
際的動きが、以下のように見られる。
(1) 2010 年 8 月のオールストン報告
NGOによる自律型ロボットの規制運動が始まったその中で、2010 年 8
335(504)


















































































(2) 2012 年 11 月のヒューマン・ライト・ウォッチ報告

















ない「Human in the Loop Weapons (人間が輪の中にいる兵器)」、2) ロ
ボットの行動を停止できる人間のオペレーターが監視する下で標的を選択
し武力を行使できる「Human on the Loop Weapons (人間が輪の上にいる
兵器)」、3) 人間の入力又は相互作用なく標的を選択し武力を行使するこ























中でロボット学者 Ronald Arkin が、遵守メカニズムとして「倫理的統治













































































































(3) 2012 年 11 月の米国防省指令 3000. 09
(36)
前述のヒューマン・ライト・ウォッチ報告が発表された 2日後の 2012



















































る (4. c (3))。」
本指令は、2012 年 11 月 21日に発効し、再公布や破棄を含めて 5 年以





























(4) 2013 年 4 月のヘインズ報告
























































































































(5) 2013 年 5 月の人権理事会及び 6月の英国議会
運営委員会には 9の国際 NGOが結集して、国際的な議論を活性化する
ために「殺人ロボット阻止キャンペーン」が 2013 年 4 月 23日に発足した。
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(15) http : //www.stopkillerrobots.org/chronology/
(16) 注 (3)、Alston Report.
(17) Ibid., pars. 29-31.
(18) Ibid., pars. 32-36.
(19) Ibid., pars. 37-42.
(20) Ibid., par. 43.
(21) Ibid., par. 44.
(22) Ibid., pars. 45-49.
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(23) 注 (7)、HRW Report.
(24) Ibid., pp. 1-2.
(25) Ibid., pp. 2-3.
(26) Ibid., pp. 21-26.
(27) Ibid., pp. 27-29.





(30) International Committee of the Red Cross, Commentary on the Additional
Protocols of 8 June 1977 to the Geneva Conventions of 12 August 1949, 1987,
par. 2208.
(31) HRW Report, pp. 37-41.
(32) 例えば、戦闘地帯内のロボットは、それに鉄砲を向ける子供に発砲するか
もしれないが、人間の兵士であれば、自分の子供を思い出し、発砲を停止し、
より慈悲深い解決策 (捕獲) を模索するかもしれないという。Ibid., p. 38.
(33) P.W. シンガー『ロボット兵士の戦争』2010 年 572 頁、P.W. Singer,
Wired for War : The Robotics Revolution and Conflict in the 21st Century,
2009, p. 396.
(34) HRW Report, pp. 42-45.
(35) Ibid., pp. 46-48.
(36) US Department of Defense, Directive 3000. 09, Autonomy in Weapon
Systems, November 21, 2012.
(37) Ibid., p. 1.
(38) Ibid., pp. 13-14.
(39) Ibid., pp. 2-3.
(40) Ibid., p. 4.
(41) 注 (9)、Heyns Report.
(42) Ibid., pars. 28-32.
(43) Ibid., pars. 33 and 35.
(44) Ibid., pars. 38-43.
(45) Ibid., pars. 51-61.
(46) Ibid., pars. 66-74.
(47) Ibid., pars. 75-80.
(48) Ibid., pars. 86-88.
(49) Ibid., pars. 89-93.
349(490)
(50) Ibid., par. 98.
(51) Ibid., pars. 100-108.
(52) Ibid., pars. 109-112.
(53) Ibid., pars. 113-126.
(54) http : //www. stopkillerrobots. org/2013/05/nations-to-debate-killer-ro-
bots-at-un/
(55) 2013 年 3 月 7 日のアスター国防省政務次官の答弁書、Official Report,
House of Lords, 7 Mar 2013, Vol. 743, Column WA 411.
(56) 2013 年 3 月 27 日の英国上院でのアスター政務次官の答弁、Official
Report, House of Lards, 26 Mar 2013, Vol. 744, Column 960.
(57) 2013 年 6 月 17 日の英国下院でのバート外交連邦政務次官の発言、









議定書 51条 4項 b参照) が適用される。LARs は、十分に信頼できる詳
細なデータが提供され軍事目標を指向することができるならば、本質的に
無差別的兵器とならないことになる。そして、不必要な苦痛を与える兵器












比較で過度であるか否かを判断する比例原則 (同議定書 51 条 5 項 b 及
び 57条 2項 iii) である。標的の軍事的利益は、極端に状況に依存し、戦
場の展開によっては急激に変化し得るので、攻撃前の評価は、文民被害の
予測と同様に、容易ではない。第 3 の要件は、攻撃時における実行可能











































































































































































のは誤解を生じさせ、LARs が主観的に決定できない事実から LARs を不
法とするのは間違いであるという。
(e) 手続き規定上の論点 ――兵器の法審査と国際責任


































令 3000. 09, 4(b))」と規定し、作戦関係者に責任を課している。米国の戦
闘司令部司令官も、同一の義務を課している (同指令 Enclosure 4, 10.




















(58) Cf. Jeffrey S. Thurnher, “The Law That Applies to Autonomous Weapon
Systems”, insights, America Society of International Law, vol. 17, Issue 4,
January 18, 2013.
Thurnher は、weapons law (兵器法) と targeting law (標的化法) に区
分して、国際人道法との関連性を概説している。
(59) MichaelN. Schmitt& Jeffrey S.Thurnher, “ʻOut of the Loopʼ :Autonomous
Weapon Systems and the Law of Armed Conflict”,Harvard National Security










(62) 例えば、長射程 (110海里) の空対空ミサイルAIM-54Phoenixのように、
人間の操作する「視認距離外 (Beyond Visual Range, BVR)」攻撃は近代戦
では一般的である。Ibid., p. 248.





(64) Ibid., p. 249.
(65) Ibid., p. 250.
(66) Ibid., p. 253.




P.W. シンガー前掲書 (注 (33)) 578 頁 (ここでは、「副次的被害推定法」
と訳されている)、P.W. Singer,Wired for War, p. 400. CDEMの具体的な解
説として、河野桂子「アフガニスタン戦争と付随的損害：武力紛争法上の評
価」『上智大学論集』56 巻 4 号 2013 年 3 月参照。
















(73) 特定通常兵器条約改正第 2 議定書 3条 10項。






(76) Ibid., pp. 262-265.
(77) Ibid., pp. 266-267.
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し、LARs の使用決定があまり合理的でなくなる。Ibid., p. 268.
(79) Ibid., pp. 273-274.
(80) Ibid., pp. 275-276.
(81) Ibid., p. 277.
(82) Ibid., p. 278.




事的にほとんど何も失わなかったからであると指摘する。Ibid., p. 281. また、
一般的に戦闘の方法としての盲目化が禁止されたとは言えず、米国が同意で
きるほど限定された内容であったから、1995 年の特定通常兵器条約第 4 議定
書 (盲目化レーザー兵器議定書) が成立したのである。拙稿「盲目化レー






破壊兵器の法規制」『関西大学法学論集』28 巻 2 号 1978 年 13 及び 47頁。















































































形成する傾向がある。他方、1997 年の対人地雷禁止 (オタワ) 条約及び
















法の基準を満たしうることを認めている。Heyns Report, par. 74.
(86) 赤十字国際委員会 (ICRC) は、ロボット分野の技術的発展がもたらす法
的その他の問題の多くに決定的な回答を得るまでにまだ時間がかかりそうで
あり、情報に基づいて国際人道法と新技術の関係についての議論の必要性を
主張している。International Committee of the Red Cross, International
Humanitarian Law and the Challenges of Contemporary Armed Conflicts
Report, 31st International Conference of the Red Cross and Red Crescent,





(88) 特定通常兵器条約改正第 2 議定書で対人地雷の合法性基準として、自己破
壊装置や自己不活性化装置の装着を義務付けたように、LARs の合法性基準
として、故障、制御不能、ハッキング又は誤作動に対する安全装置や誤作動
防止装置又は事後調査のための記録装置の装着義務化が考えられる。
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