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Eina de control d’acce´s a la xarxa
David Lopez Perea
Resum– L’eina de control d’acce´s a la xarxa que es proposa en aquest article, sorgeix de la
mancanc¸a d’una plataforma de gestio´ pels tallafocs d’una organitzacio´. L’eina en qu¨estio´ prete´n
facilitar la gestio´ treballant d’una manera organitzada, com e´s agrupant les regles per grups i
podent assignar aquests grups als servidors. D’aquesta manera, es te´ una plataforma on poder
veure quines regles estan donades per cada ma`quina de l’organitzacio´. Aquesta eina utilitza una
plataforma d’automatitzacio´ per comunicar-se amb els servidors i poder aixı´, introduir les regles
adients a cada ma`quina. Fent-la aixı´, una eina innovadora al mo´n de la gestio´ remota dels tallafocs.
Paraules clau– Tallafocs, Iptables, Grups de Seguretat, Automatitzacio´, Saltstack, Django,
Interfı´cie, Base de dades
Abstract– The network access control tool proposed in this article, appears from the lack of a
management platform for an organization’s firewall. The tool in matter aims to facilitate management
working in a organized way, like for instance putting together rules for groups and assign these
groups to the servers. This way, there is a platform where you can see which rules are given for each
organization machine. This tool uses an automation platform to communicate with the servers and
to be able to enter the suitable rules to each machine, thus making it an innovative tool in remote
management of firewall.
Keywords– Firewall, Iptables, Security Groups, Automation, Saltstack, Django, Interface, Da-
tabase
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1 INTRODUCCIO´
AQUEST projecte neix de la necessitat de gestionarles regles Iptables de l’empresa Blueliv. Aques-ta empresa, ubicada al sector de la ciberseguretat,
disposa d’un software al nu´vol dissenyat per a protegir a
empreses de possibles fraus de targetes de cre`dit, robatori
de credencials i altres amenaces ciberne`tiques. L’empresa
disposa d’un gran volum de servidors en els quals hi ha ins-
tal·lat majorita`riament el Sistema Operatiu Debian. Cada
servidor te´ el seu propi script amb el llistat de regles respec-
tives, i e´s aquı´ on es troba el problema. En aquests scripts
es disposa d’un gran nombre de regles, i per tant, hi ha cert
descontrol, sense saber quines regles hi ha actives per cada
servidor, cosa que implica haver de mirar-ho manualment.
La solucio´ proposada en aquest projecte, e´s la de realitzar
una interfı´cie d’usuari via web des d’on poder gestionar els
diferents Iptables dels servidors. A me´s, aquesta interfı´cie
utilitza una eina d’automatitzacio´ per transferir les regles a
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les diferents ma`quines, realitzant aixı´ una solucio´ innova-
dora i adaptada a les necessitats especı´fiques de l’empresa.
El firewall en el que esta` centrat aquest projecte ve inte-
grat en el kernel de Linux i s’ocupa de controlar tot el tra`fic
que entra i surt de les ma`quines [3]. Com a molts firewalls,
Iptables funciona a trave´s de regles, les regles del firewall
s’agrupen en cadenes i aquestes cadenes es divideixen en
taules. Aquest projecte se centra en la taula filter, que e´s
la taula per defecte de Iptables. La taula en qu¨estio´ conte´
tres cadenes integrades: la cadena que s’ocupa dels paquets
destinats a la ma`quina local (INPUT), la cadena que s’o-
cupa dels paquets generats per la ma`quina (OUTPUT) i la
cadena que s’ocupa dels paquets que passen per la ma`quina
(FORWARD).
Aixı´ doncs, en aquest article s’explicara` la solucio´ proposa-
da i s’entrara` en detall en les diferents tecnologies utilitza-
des per realitzar la interfı´cie d’usuari. Tambe´ es veura` com
esta` estructurada la Base de Dades que s’ha utilitzat per re-
alitzar el projecte i es parlara` d’una de les eines que me´s
identifiquen el projecte com e´s Saltstack, i el perque` de la
seva utilitzacio´.
En aquest article, en primer lloc es definiran els objectius
i requisitis que te´ el projecte, seguidament, es veuran tre-
balls relacionats amb aquest en l’apartat de l’estat de l’art,
a continuacio´, a l’apartat de proposta s’explicaran les dife-
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rents eines utilitzades per realitzar el projecte. A l’apartat
de metodologia i desenvolupament es veura` com ha estat
desenvolupada l’aplicacio´ i finalment s’explicaran els resul-
tats obtinguts i es fara` una valoracio´ del projecte a l’apartat
de conclusio´.
2 OBJECTIUS I REQUISITS
El projecte conte´ uns objectius clars i que han estat definits a
l’inici, per poder assolir els resultats esperats. A me´s a me´s
dels objectius tambe´ s’han definit els requisits necessaris
per al correcte funcionament de l’aplicacio´.
2.1 Objectius
Seguidament es llisten els objectius principals del projecte,
els quals s’han realitzat de forma sequ¨encial:
• Dissenyar i implementar un sistema de Base de Dades
on s’emmagatzemaran les dades de l’aplicacio´. Aquest
e´s un dels objectius principals i crı´tics del projecte, e´s
imprescindible tindre una base de dades que sigui con-
sistent i que s’adapti a les necessitats proposades, per
tal de tenir una aplicacio´ adient.
• Implantar i acoblar amb la interfı´cie un sistema que ens
permeti agafar les regles i introduir-les als servidors.
Aquest objectiu tambe´ e´s crı´tic i te´ la necessitat de ser
assolit dins de la duracio´ del projecte.
• Desenvolupar una interfı´cie web des d’on es po-
dran gestionar les regles i els servidors de l’empre-
sa. Aquest probablement sigui l’objectiu menys im-
portant dels proposats, malgrat aixo`, e´s necessari el
seu desenvolupament. L’empresa manca d’una pla-
taforma on poder tindre un control de les regles dels
servidors i poder executar remotament aquestes regles.
Els dos objectius anteriors ja so´n suficients per donar
d’alta regles i executar-les als servidors, pero` tindre
una interfı´cie ajuda a que l’eina sigui me´s amigable
i dina`mica.
2.2 Requisits
En l’inici del projecte es van concertar diferents reunions
amb el client (Blueliv) per definir els requisits relacionats
amb l’aplicacio´, llista que s’anomena a continuacio´:
• La interfı´cie web ha de tindre un acce´s restringit per
usuaris donats d’alta al sistema.
• S’ha de poder assignar rols als usuaris, perque` depe-
nent el rol tinguin certs privilegis dintre de l’aplicacio´.
• Disposar a la interfı´cie la possibilitat d’aplicar els can-
vis realitzats, entrant les regles que pertoca per a cada
servidor.
• La interfı´cie ha de ser amigable.
• Utilitzar Saltstack com a eina d’automatitzacio´, ja que
l’empresa ja te´ aquest sistema integrat a les ma`quines.
• Des de Saltstack s’ha de poder extreure les regles de la
Base de Dades.
• La base de dades ha de ser compatible amb el fra-
mework que s’utilitzi per realitzar la interfı´cie i amb
l’eina d’automatitzacio´.
3 ESTAT DE L’ART
Actualment hi ha una gran quantitat d’aplicacions que tre-
ballen amb el firewall Iptables, pero` la gran majoria so´n
interfı´cies gra`fiques per poder gestionar les regles de la
ma`quina on esta` instal·lada l’aplicacio´. Aixo` facilita la mo-
dificacio´ de les regles localment a cada ma`quina, pero` no
soluciona el problema proposat.
Tambe´ existeixen aplicacions que gestionen les regles de
les ma`quines remotament, una de les me´s utilitzades e´s “Fi-
rewall Builder” [1]. Aquesta aplicacio´ permet donar d’al-
ta diferents ma`quines i assignar regles d’entrada i sortida
en el Iptables. Per comunicar-se i transferir les regles a les
ma`quines, crea un script per cada una, que conte´ les coman-
des adients per afegir les regles al Iptables. Aquest script e´s
passat a cada ma`quina via SSH per finalment ser executat.
En aquest mecanisme de passar les regles als servidors e´s
on l’aplicacio´ proposada millora notablement una eina com
FirewallBuilder.
L’aplicacio´ que es proposa utilitza una plataforma d’auto-
matitzacio´ anomenada Satstack molt me´s potent que cre-
ar un script per executar-lo remotament. Saltsack apor-
ta diversos mo`duls dels quals beneficiar-se i la possibili-
tat d’interactuar amb mu´ltiples ma`quines directament. Per
aconseguir la interaccio´ de mu´ltiples ma`quines a la vegada
Saltstack fa servir ZeroMQ, que e´s una llibreria de missat-
geria que proporciona sockets per transportar missatges a
trave´s del protocol TCP [8]. A SSH quan un servidor ne-
cessita enviar missatges als clients, obre directament una
connexio´ explı´cita per cada un, a difere`ncia d’aixo`, a Ze-
roMQ molts clients poden subscriure’s al servidor central i
aixı´ poder veure els missatges que li pertoquen.
En l’arquitectura de comunicacio´ del projecte tots els clients
estan subscrits al servidor central, quan el servidor central
disposa de noves regles a entrar, fa un broadcast a tots els
clients. Cada client rep el missatge, i si veu que el missatge
esta` assignat a ell entrara` les regles que li pertoca i res-
pondra` al servidor central amb el resultat. Saltstack utilitza
dues cues de missatges, el port 4505 del servidor central
on els clients se subscriuen per rebre els missatges i el port
4506 e´s la cua on s’envien els resultats per part dels cli-
ents. D’aquesta forma s’aconsegueix una connexio´ lleugera
i persistent, que elimina la sobreca`rrega del servidor [6].
A part de les eines vistes, hi ha plataformes de cloud com
Amazon EC2 [12] i Microsoft Azure [11] que tenen un sis-
tema semblant al proposat. L’u´nic problema e´s que has de
tindre totes les ma`quines donades d’alta en el seu sistema, i
en el cas de l’empresa on s’esta` realitzant el projecte no es
aixı´. Tambe´ basat en el cloud tenim una plataforma Open-
Source com e´s OpenStack [4], que te´ un sistema de grups
de regles i tambe´ utilitza una eina d’automatitzacio´ com
e´s Heat per introduir les regles a les ma`quines. El proble-
ma e´s que per utilitzar Openstack es necessita que totes les
ma`quines estiguin a la mateixa LAN o tindre un networking
privat.
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4 PROPOSTA
La proposta d’aplicacio´ del projecte e´s la de realitzar una
interfı´cie web accessible des de tota l’empresa, des d’on es
puguin gestionar els firewalls dels servidors. En l’aplicacio´
que es proposa les regles depenen d’un Security Group, que
e´s un grup de regles d’entrada i sortida, que seran assignats
als servidors. Quan s’assigni un Security Group a un servi-
dor, el servidor passara` a tindre totes les regles especificades
d’aquest grup.
4.1 Security Group
Un Security Group ajuda a organitzar les regles introduı¨des
als servidors, i a controlar el tra`fic de les insta`ncies donades
d’alta al sistema. A les ma`quines donades d’alta a l’apli-
cacio´, hi ha la possibilitat d’assignar-li un o varis Security
Groups. Cada Security Group te´ un llistat de regles d’en-
trada i sortida que poden ser modificades en qualsevol mo-
ment.
Les regles del Security Group tindran els segu¨ents camps:
• Tipus: Tipus de regla creada, per exemple “SSH”.
• Descripcio´: Una petita descripcio´ de la regla creada.
Aquest camp no e´s obligatori.
• Protocol: El protocol a permetre , com podria ser TCP,
UDP o ICMP.
• Port mı´nim: El port mı´nim que tindra` la regla.
• Port ma`xim: Port ma`xim de la regla, per si es vol entrar
un rang de ports.
• Origen: Destinacio´ de la regla, aquest camp pot tindre
tres valors possibles: IP, IP Group o el mateix Secu-
rity Group on s’esta` donant d’alta la regla. En el cas
d’aquest valor, es crea una regla per totes les IP’s que
tenen assignat aquest Security Group.
• Outbond/Inbound: Opcio´ per marcar si la regla sera`
d’entrada o sortida.
Tal com s’ha comentat a la introduccio´, a cada servidor es
treballara` sobre la taula filter de Iptables, on les cadenes IN-
PUT i OUTPUT tindran per defecte la polı´tica de denegar, i
les regles que es vagin afegint seran les encarregades de per-
metre o acceptar el tra`fic. Cal recalcar que nome´s s’actua
sobre les cadenes INPUT i OUTPUT de Iptables, la cadena
de FORWARD esta` configurada perque` accepti el tra`fic per
defecte.
4.1.1 Per que` una polı´tica que tingui per defecte dene-
gar el tra`fic?
Tindre un sistema on les polı´tiques siguin per defecte ac-
ceptar tot el tra`fic, implica que s’hauran d’entrar regles
explı´cites per cada un dels serveis que es vulguin limitar.
Aixo` equival a tindre una “black list”, on s’ha d’anticipar-
se per bloquejar el tra`fic no desitjat. D’aquesta forma,
fa`cilment poden apare`ixer nous errors.
L’alternativa (i la que s’utilitza en el projecte) e´s per defecte
eliminar tot el tra`fic. Aixo` garanteix severament la seguretat
del servidor, ja que es te´ consta`ncia del tra`fic que entra i surt
d’aquest. Aixı´ doncs, tot el tra`fic que no sigui explı´citament
indicat a les regles, sera` eliminat.
Fig. 1: Arquitectura dels Security Groups.
4.2 Beneficis de treballar amb Security
Groups
La finalitat d’un firewall convencional i un que treballi amb
Security Groups e´s la mateixa, controlar el tra`fic que flu-
eix a la xarxa i restringir les comunicacions. La principal
difere`ncia e´s que treballar amb un firewall amb Security
Groups e´s me´s fa`cil a l’hora de gestionar totes les regles
i permet tindre una visio´ me´s organitzada de tot el sistema.
A continuacio´, es mostra un cas pra`ctic imaginant l’estruc-
tura d’exemple de la Figura 1.
Si es treballe´s amb un sistema sense Security Groups,
s’hauria d’afegir les regles esta`ndards per cada servidor i
les de MongoDB als servidors de Bases de dades Mongo i
les de Web als servidors web. Quan hi hague´s nous servi-
dors s’haurien de tornar a entrar les regles per cada servidor
nou, depenent de la seva funcionalitat.
Treballant amb els Security Groups, nome´s s’hauria de con-
figurar cada grup de regles del qual es vulgui disposar (en
el cas de l’exemple hi ha les esta`ndard, Mongo i Web), i re-
lacionar cada ma`quina amb els Security Groups que es ne-
cessite´s. En l’exemple exposat, es relacionarien tots els ser-
vidors amb el grup de regles esta`ndards. D’altra banda, els
de web es relacionarien amb el Security Group de Web i els
de bases de dades Mongo amb el Security Group de Mon-
go. Relacionant-ho d’aquesta manera cada servidor tindria
les regles que li pertoquen, i en el cas que hi hague´s servi-
dors nous nome´s s’hauria de relacionar amb aquells Secu-
rity Groups que li pertoquessin, fent aixı´ una arquitectura
forc¸ament escalable.
4.3 L’aplicacio´
L’aplicacio´ fonamentalment esta` dividida en tres parts molt
significatives. Hi ha la interfı´cie des d’on l’usuari interac-
tuara` amb l’aplicatiu, tambe´ hi ha una base de dades on es
guardaran totes les dades contingudes i ,finalment, l’eina
d’automatitzacio´ per extreure les regles de la base de dades
i introduir-les a la seva destinacio´. En aquesta seccio´ es de-
tallara` les eines que s’han utilitzat per realitzar cada un dels
mo`duls de l’aplicacio´.
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4.3.1 Interfı´cie
La interfı´cie web d’usuari ha estat programada amb Djan-
go, que e´s un Framework web basat en Python, que fomenta
el desenvolupament ra`pid i el disseny net i pragma`tic [14].
Python e´s un llenguatge senzill i que permet realitzar una
aplicacio´ amb un codi fa`cil d’entendre. Un dels avantatges
de Django e´s, proporcionar de serie una interfı´cie d’admi-
nistracio´. Des d’aquesta interfı´cie d’administracio´ es poden
gestionar els usuaris i grups de l’aplicacio´, i tambe´ do´na
l’opcio´ de gestionar les dades que hi hagi creades a la Base
de Dades.
En la interfı´cie d’usuari es podran gestionar aquests dife-
rents objectes:
• Ma`quines: Servidors finals on van aplicades les re-
gles introduı¨des a l’aplicacio´. L’aplicacio´ permet do-
nar d’alta i modificar la configuracio´ d’una ma`quina
donada d’alta en qualsevol moment. Quan es dongui
d’alta o es modifiqui una ma`quina, hi ha la possibilitat
d’assignar-li un o me´s d’un Security Group.
• Security Groups: Tal com s’ha vist en el punt anterior,
son grups de regles que so´n assignats a les ma`quines.
• Ip Groups: So´n grups de IP’s. Aquest objecte e´s u´til,
perque` en diverses ocasions hi ha moltes IP’s que per-
tanyen a un mateix grup o a les quals es vol assignar
una mateixa regla. Per no haver de crear una regla per
cada IP, s’afegeixen les IP’s als grups i despre´s, al cre-
ar la regla, s’introdueix com a camp destinacio´ el grup
creat.
Dintre de la interfı´cie tambe´ es podran aplicar els canvis
realitzats de les segu¨ents maneres:
• A la pa`gina de l’ı´ndex es poden aplicar els canvis
ma`quina per ma`quina.
• Quan es modifiqui un Security Group hi ha l’opcio´ d’a-
plicar els canvis realitzats. Marcant aquesta opcio´ s’a-
plicaran els canvis per totes les ma`quines que tinguin
aquest Security Group assignat.
La interfı´cie tambe´ disposa d’un acce´s restringit per usu-
aris donats d’alta al sistema. Els usuaris es donen d’alta des
de la interfı´cie d’administracio´ de Django i hi ha la possi-
bilitat d’assignar un rol a cada usuari. Depenent del rol que
tingui, l’usuari disposara` de certs privilegis a l’aplicacio´.
4.3.2 Base de dades
Per guardar totes les dades de l’aplicacio´ s’utilitza una ba-
se de dades relacional com Mysql. Pel projecte proposat
e´s convenient utilitzar una bases de dades d’aquestes carac-
terı´stiques, ja que es necessita integritat de les dades i es
tenen unes entitats que estan relacionades entre elles. Un
altre dels punts positius pel qual s’ha decidit per Mysql, e´s
que e´s compatible tant per l’eina que s’utilitza per la in-
terfı´cie web, com per l’eina que s’utilitza per extreure les
regles i introduir-les als servidors.
4.3.3 Eina per entrar les regles a les ma`quines
Per entrar les regles a les ma`quines es necessita una eina
que s’adapti a les necessitats de l’empresa i que sigui el me´s
escalable possible. S’ha triat Saltsack, ja que l’empresa ja
treballa amb aquesta eina i ja esta` desplegada. D’aques-
ta manera, no hi haura` cap cost d’instal·lacio´ extra dins de
l’organitzacio´. Saltstack e´s una eina d’automatitzacio´ que
permet executar comandes remotament, aixo` facilita la ges-
tio´ de la infraestructura a l’organitzacio´. En el punt d’estat
de l’art s’ha vist els beneficis que pot aportar respecte a sis-
temes que utilitzen altres me`todes i en el segu¨ent punt es
podra` veure com esta` configurat en el sistema.
5 METODOLOGIA I DESENVOLUPAMENT
La metodologia utilitzada per realitzar el projecte ha estat
la iterativa. El model iteratiu e´s un model derivat del mo-
del en cascada, on hi ha una se`rie de fases consecutives ben
definides, per poder avanc¸ar a una fase s’ha d’haver superat
completament la fase anterior. Com a suplement del mo-
del en cascada, itera en diversos cicles de vida sobre aquest.
Les iteracions s’han repetit fins a acabar el projecte. Un dels
avantatges que proporciona aquesta tecnologia e´s que no cal
tindre uns requisits totalment definits a l’inici del projecte,
sino´ que es poden anar refinant els requisits amb les itera-
cions. Aquest projecte ha tingut uns requisits ben definits,
pero` fa`cilment adaptables a canvis.
Al final de cada iteracio´ el client ha proposat millores
o la possibilitat d’afegir una nova funcionalitat al projecte.
Cal especificar que les iteracions han sigut realitzades incre-
mentalment, no s’ha esperat a tindre tot el projecte finalitzat
per tornar a iterar sobre aquest. Si s’hague´s fet aixı´, es po-
dria haver perdut el control del projecte tal com especifica
Alistair Cockburn en aquest article [2].
Per realitzar el projecte s’ha dividit el treball en diferents
fases o etapes, per aquestes etapes s’han establert uns temps
de dedicacio´. En alguna etapa de la planificacio´ s’ha hagut
d’adaptar el temps per complicacions, fet que ha estat pos-
sible gra`cies a la metodologia utilitzada.
Seguidament, es veuran detalladament les etapes realitzades
per aconseguir l’aplicacio´ en el temps establert.
5.1 Captura de Requisits
Fase on es capturen totes les dades necessa`ries per poder
realitzar el projecte. Tal com s’ha especificat anteriorment
es van realitzar diverses reunions amb el client per detallar
els requisits que hauria de tindre l’aplicacio´.
5.2 Disseny ER de la Base de Dades
El model Entitat-Relacio´ e´s un model de dades basat en una
percepcio´ del mo´n real [13]. En el model hi ha un conjunt
d’objectes ba`sics anomenats entitats i les relacions entre
aquestes. En el projecte realitzat s’han definit les segu¨ents
entitats amb els seus respectius atributs: Source, Machine,
SecurityGroup, IP, IPGroup, Rule i typeRule.
En l’entitat Machine es guardaran totes les dades que
referencien als servidors, com per exemple el nom de la
ma`quina, IP interna, IP externa, etc. Entre Machine i Se-
curity Group s’ha establert una relacio´ n − n, ja que una
ma`quina pot tindre me´s d’un Security Group associat i un
Security Group pot perta`nyer a me´s d’una ma`quina. Amb
aquesta relacio´ entre Machine i SecurityGroup s’ha hagut
de crear una nova entitat interme`dia entre les dues taules.
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Fig. 2: Disseny de Source per la Base de dades.
L’entitat Rule guarda tots els camps de les regles. Com s’ha
especificat anteriorment una regla s’ha d’afegir dins d’un
Security Group, aixo` implica que no es pot crear una regla
sense abans haver creat un Security Group. La relacio´ entre
Regla i SecurityGroup e´s una 1−n, ja que una regla nome´s
pot estar donada d’alta en un Security Group, pero` un Se-
curity Group pot tindre me´s d’una regla.
Per guardar els grups de IP’s que es poden assignar a les re-
gles hi ha l’entitat IpGroup, aquesta entitat esta` relacionada
amb IP amb una n − n, ja que es pot tindre me´s d’una IP
associada a un IpGroup i un IpGroup tindre associada me´s
d’una IP.
Tal com s’ha especificat, el camp “Source” de la regla pot
tindre tres possibles valors: una IP, un IpGroup o el ma-
teix Security Group on s’esta` donant d’alta la regla. Per
solucionar aquest problema, primer es va pensar de posar
tres atributs a la regla: un pel camp sourceIP, un altre sour-
ceIpGroup i finalment el sourceSecurityGroup. La idea era
que quan es done´s d’alta una regla nome´s un d’aquests tres
camps fos va`lid. Per exemple, si s’entra una regla amb la
IP 8.8.8.8, els camps sourceIpGroup i sourceSecurityGroup
serian NULL a la base de dades.
Finalment, s’ha optat per una solucio´ me´s o`ptima com e´s
tindre un camp Source i que IP, IpGroup i SecurityGroup
estiguin relacionats amb Source en una relacio´ 1− n. D’a-
questa manera, les entitats IP, IpGroup i Security Group te-
nen la ID de Source com atribut dins de la taula. Aixı´, en
l’entitat Rule nome´s tenim un camp Source, que e´s la ID de
source de l’entitat IP, IpGroup o SecurityGroup. El disseny
de la solucio´ del problema del camp source es mostra a la
figura 2 i el disseny complet del diagrama es pot veure a
l’ape`ndix.
En aquesta fase s’ha dedicat me´s temps del previst inicial-
ment, obligant a modificar la duracio´ d’altres fases. Disse-
nyar una base de dades que sigui consistent i que s’adapti a
les necessitats del projecte ha estat me´s complicat de l’espe-
rat. Pero` haver hagut d’allargar la durada d’aquesta fase no
ha estat cap problema per poder acabar el projecte a temps.
Gra`cies a la metodologia exposada anteriorment s’ha pogut
anar adaptant i canviant la base de dades fins que s’ha obtin-
gut una base de dades consistent i que s’adapta als requisits
del projecte.
5.3 Configuracio´ interfı´cie d’administracio´
Tindre un espai on els administradors puguin gestionar el
contingut de la web, normalment e´s un requeriment essen-
cial. Pero` realitzar aquestes interfı´cies d’administracio´ e´s
una tasca repetitiva i feixuga. Django soluciona aquest pro-
blema facilitant una interfı´cie on nome´s poden entrar usua-
ris registrats per poder administrar tots els continguts de la
web [5].
Des d’aquesta interfı´cie es poden veure totes les entitats que
hi ha introduı¨des a la base de dades. En el cas de l’aplica-
cio´, es pot veure les entitats com Machine, Security Group,
IpGroup, etc.
Gra`cies a la interfı´cie d’administracio´ de Django s’ha pogut
comenc¸ar a realitzar les primeres proves de l’aplicacio´, com
donar d’alta noves ma`quines i Security Groups, i relacionar-
los entre ells. Tambe´, s’ha pogut provar fı´sicament la base
de dades dissenyada anteriorment.
5.4 Instal·lacio´ i configuracio´ de Saltstack
Un cop la base de dades ha estat dissenyada i implemen-
tada, i tambe´ s’ha tingut l’administracio´ de Django, s’ha
d’instal·lar la plataforma d’automatitzacio´ de Saltstack, que
ens permetra` introduir les regles en els servidors. Saltstack
e´s el connector entre la interfı´cie d’usuari i les ma`quines,
constituint aixı´, una de les parts importants d’aquest projec-
te.
Saltstack treballa amb dues peces diferents:
• Master: E´s l’eix central, ja que executa les comandes
i aplica les configuracions a sobre els Minions. En l’a-
plicacio´ proposada, el Master esta` instal·lat a la matei-
xa ma`quina on esta` instal·lada la interfı´cie d’usuari de
Django.
• Minion: Connecten amb el Master, reben i executen
les seves ordres. Els Minions a l’aplicacio´ so´n els ser-
vidors on es vol introduir les regles.
Hi ha dues maneres de comunicar-se amb els Minions des
del Master. La primera, consisteix en instal·lar en les
ma`quines el mo`dul de Minion. Quan s’instal·la aquest
mo`dul es configura el Minion especificant la IP del Mas-
ter i una ID que servira` per identificar el Minion quan es
vulgui executar alguna comanda sobre aquest. Aquesta for-
ma utilitza la llibreria ZeroMQ.
La segona forma de comunicar-se el Master amb els Mini-
ons e´s a trave´s d’un mo`dul que implementa SSH. Per aquest
mo`dul no cal tindre cap element de salt instal·lat en els
Minions, ja que el Master es comunica amb els Minions a
trave´s d’un tu´nel SSH per executar les seves comandes. Per
tal de que` el Master es pugui comunicar amb els Minions,
han d’estar afegides les IP’s dels Minions en un fitxer de
configuracio´, en aquest fitxer tambe´ hi ha d’haver l’enllac¸
on es troba la clau privada per poder accedir al Minion. Els
Minions tambe´ han de contenir la clau pu´blica del Master
perque` aquest es pugui connectar a ells.
Actualment, l’aplicacio´ esta` configurada per treballar amb
el mo`dul que implementa SSH, ja que els servidors de l’em-
presa treballen tots amb aquesta metodologia. La intencio´
e´s migrar-ho tot en un futur no molt llunya` a la metodolo-
gia master-minion tenint l’aplicacio´ salt-minion instal·lada
als servidors. D’aquesta manera, es millora la comunicacio´
entre els masters i els minions. Cal especificar pero`, que
l’aplicacio´ esta` preparada i provada perque` pugui funcionar
amb les dues metodologies.
Saltstack proveeix una interfı´cie anomenada Pillar on es
poden emmagatzemar variables esta`tiques per despre´s ser
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utilitzades. Per la base de dades s’utilitza un mo`dul que
s’anomena external-pillar, que extreu les dades d’un recurs
extern. En aquest cas, el recurs utilitzat ha estat Mysql,
d’aquesta manera es podran fer consultes a la base de da-
des i extreure les regles. Saltstack tambe´ proporciona una
interfı´cie que s’anomena Grain, de la qual es poden extreu-
re dades de les caracterı´stiques dels Minions (ex: Sistema
Operatiu, IP, etc.). En aquesta fase s’ha configurat el mo`dul
external-pillar de Mysql, en el segu¨ent punt s’explica me´s
detalladament el seu funcionament.
5.5 Extreure regles amb Saltstack i
introduir-les als servidors
Abans d’explicar com s’utilitza Saltstack per extreure les
regles, cal entendre com funcionara` el sistema de regles de
Iptables dels servidors. Realitzant les primeres proves amb
els Iptables es va identificar un problema de persiste`ncia,
quan es reiniciava els servidors es perdien totes les regles
ingressades en el Firewall. Per resoldre aquest problema
s’ha utilitzat el paquet iptables-persistent. Aquesta eina tre-
balla amb les opcions de Iptables: iptables-save i iptables-
restore. La primera opcio´ guarda totes les regles de Iptables
actuals en un fitxer i amb iptables-restore es pot restaurar
la configuracio´ del Iptables passant per para`metre un fitxer
de regles. Aixı´ doncs, iptables-persistent quan s’atura la
ma`quina realitza un iptables-save en un fitxer del servidor,
i al iniciar aquest servidor fa un iptables-restore del fitxer
guardat pre`viament.
Per gestionar els IpGroups de la interfı´cie s’utilitza l’eina
Ipset, que permet especificar un grup i afegir adreces en
aquest grup [9]. Amb els grups creats al Ipset es poden
definir regles a Iptables, especificant en el camp source o
destination de la regla un dels grups especificat a Ipset, d’a-
questa manera, s’estalvia haver de crear una regla per cada
IP del grup.
Un dels problemes trobats amb els Ipset i iptables-
persistent, e´s que a l’hora de reiniciar els servidors s’ini-
ciava primer el servei iptables i no carregava Ipset. D’a-
questa manera, quan Iptables volia carregar les regles que
contenien un Ipset donava un error i no s’aixecava el ser-
vei, ja que amb Ipset passa el mateix que amb Iptables, al
reiniciar el servidor es perd tota la configuracio´. Per resol-
dre aquest problema s’ha hagut de modificar el script d’inici
de iptables-persistent, afegint una nova funcio´ que s’execu-
ti abans que la de carregar les regles de Iptables. Aquesta
funcio´ anomenada load ipset() carrega tots els Ipsets guar-
dats en un fitxer i d’aquesta manera, en executar la funcio´
de ca`rrega de les regles de Iptables, es disposen dels grups
de IP’s carregats a l’eina Ipset. Per carregar tots els Ipset
s’utilitza l’opcio´ de restaurar que tambe´ proporciona ipset:
ipset restore.
En aquest codi es veu un petit exemple de com funciona el
script d’inici de iptables-persistent:
load_ipset(){
ipset destroy
ipset restore < /etc/iptables/ipset
}
load_rules(){
iptables-restore < /etc/iptables/rules.v4
}
save_rules(){
iptables-save > /etc/iptables/rules.v4
}
flush_rules(){
/sbin/iptables -F
}
Una vegada s’ha vist la configuracio´ de Iptables del servi-
dor, es passa a veure com so´n extretes les regles i intro-
duı¨des als servidors. Per realitzar-ho s’utilitza el “salt sys-
tem” que e´s un component de Saltstack fet per la gestio´ de
la configuracio´. Els fitxers states tenen com extensio´ “.sls”,
i en aquests fitxers s’indiquen totes les configuracions que
es volen realitzar.
En aquest exemple es pot observar el codi que hi hauria en
un fitxer d’estat de Saltstack per instal·lar el paquet Ipta-
bles (tot i que en un fitxer d’estat hi poden haver me´s d’una
instal·lacio´ o configuracio´):
iptables:
pkg.installed
Saltstack permet utilitzar el State System de forma
dina`mica. Aixo` ho realitza a trave´s de templates, per de-
fecte els fitxers d’estat utilitzen Jinja. Gra`cies al template
tambe´ es pot interactuar amb els Pillar i els Grains. Aquı´
es pot veure un exemple d’un fitxer SLS dina`mic utilitzant
aquest template (en aquest exemple s’extreuen dades dels
Grains):
{% if grains["os_family"] == "Debian" %}
apache2:
{% elif grains["os_family"] == "CentOS" %}
nginx:
{% endif %}
pkg:
- installed
service:
- running
Saltstack tambe´ do´na la possibilitat de treballar amb “en-
vironments”, en aquests, s’emmagatzemen els fitxers d’es-
tat. Els “environments” so´n executats contra les ma`quines.
Per exemple, es pot tindre un “environment” base, que en
executar-lo contra els servidors els posi en un estat ba`sic.
Per executar aquest “environment” sobre una ma`quina, es
posaria la segu¨ent sente`ncia a la lı´nia de comandes:
salt "Machine7" state.sls saltenv=base
Un cop s’ha vist com treballa Saltstack, es pot veure com
s’ha configurat per poder extreure les regles en l’aplica-
cio´ proposada. S’ha creat un nou “environment” anomenat
nacl, sobre aquest “environment” pengen dues carpetes.
La carpeta setup s’utilitza per “preparar” la ma`quina, per
poder utilitzar-la en l’aplicacio´. En aquesta carpeta es troba
un fitxer de Saltstack que primer et comprova que estigui el
paquet iptables-persistent instal·lat i seguidament, crea un
fitxer que contindra` les regles per defecte del Iptables. En
aquestes regles s’especifica que INPUT i OUTPUT per de-
fecte estan a DROP, tambe´ s’especifiquen regles per donar
acce´s al Master (aquestes regles permetran tot el tra`fic del
protocol TCP provinent i que vagi cap a la IP del Master).
Aquest fitxer es guarda a la ruta “/etc/iptables/rules.v4” que
e´s el fitxer que s’ha vist abans que es crida al fer un iptables-
restore dins del script d’inici de Iptables. Una vegada creat
el fitxer es reinicia el servei de iptables-persistent perque`
automa`ticament entri les regles esta`ndard a Iptables.
Per executar el setup del environment nacl des de la lı´nia de
comandes es fa amb aquesta sente`ncia:
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salt "*" state.sls setup saltenv=nacl
La carpeta update s’utilitza per carregar les regles intro-
duı¨des a la interfı´cie en els servidors destinataris. D’aquesta
carpeta pengen tres fitxers:
• ip.sls: Aquest fitxer s’encarrega d’entrar totes les re-
gles que tenen com a “source” una IP. Per aixo` utilitza
el external pillar de Saltstack, fent una consulta contra
la base de dades per extreure les regles relacionades
amb la ma`quina contra la qual s’esta` executant l’estat,
i extraient nome´s les regles que tenen com a “sour-
ce” una IP. La consulta retorna una llista amb totes
les regles, per extreure cada regla s’itera sobre la llista
i s’afegeix cada regla al fitxer “etc/iptables/rules.v4”.
Abans d’extreure i escriure les regles en el fitxer, s’e-
limina (si existeix) el fitxer “/etc/iptables/rules.v4” de
la ma`quina on s’esta` realitzant l’execucio´ de l’estat.
• ipgroup.sls: Una vegada es tenen totes les regles amb
IP’s entrades al fitxer, es torna a utilitzar el external
pillar de mysql per fer una consulta on el camp sour-
ce e´s un IpGroup. Abans d’escriure les regles en el
fitxer s’han de crear els ipset. Per fer-ho, es crea un
fitxer nou (“/etc/iptables/ipset”) i s’afegeixen tots els
Ipgroups amb les IP’s corresponents. Anteriorment s’-
ha especificat el contingut del fitxer d’inici de iptables-
persistent, on es veu que al carregar els ipset fa un res-
tore del fitxer que s’esta` creant.
• securitygroup.sls: Fitxer que te´ una funcionalitat sem-
blant a l’anterior. Els Security Groups tambe´ so´n
tractats com Ipsets. Es fa una consulta sobre la
base de dades i s’afegeixen els Security Groups al
fitxer dels ipset. Tambe´ s’afegeixen les regles al
fitxer “etc/iptables/rules.v4” on el camp source e´s
un Security Group. Finalment, es reinicia el ser-
vei iptables-persistent. Un cop e´s reiniciat, es tor-
nen a carregar els Ipsets (carregant els que hi ha
al fitxer “/etc/iptables/ipset”) i es tornen a carregar
les regles (carregant les regles que hi ha al fitxer
“/etc/iptables/rules.v4”).
Per extreure les regles des dels templates s’utilitza el
mo`dul external-pillar indicat anteriorment. A l’arxiu de
configuracio´ de Saltstack s’indiquen les consultes que es
faran a la Base de dades. Seguidament, des dels templa-
tes es criden aquestes consultes. Per exemple aquesta e´s la
consulta per extreure totes les regles que tenen com a sour-
ce una IP, a “m.name” anira` el nom del Minion en el qual
s’esta` executant l’estat (aquesta e´s una consulta reduı¨da per
temes d’espai, a la real hi ha me´s camps en el select):
query_ip: ’select i.ip
from machine m, nacl n,
rule r, ip i
where n.machine_id=m.id
and r.SG_id=n.SG_id
and m.name=%s
and i.source_id=r.source_id’
Per cridar aquesta consulta des del template s’utilitza la
segu¨ent sente`ncia:
{%set query = pillar["query_ip"]%}
Aquesta sente`ncia introdueix tots els resultats de la con-
sulta en format llista. Una vegada feta la consulta s’ha d’ite-
rar per la llista per extreure les regles i introduir-les al fitxer.
5.6 Implementacio´ interfı´cie d’usuari
Una vegada s’ha tingut implementada la base de dades i
s’extreuen les regles per introduir-les als servidors, s’ha re-
alitzat la interfı´cie web final des d’on es podra` accedir lo-
guejat i gestionar les ma`quines i Security Groups. En pri-
mer lloc, s’han realitzat els formularis d’entrada de dades
com Machine, Security Group etc. Per fer la interfı´cie ami-
gable s’ha utilitzat el framework de Bootstrap i tambe´ s’ha
fet servir la biblioteca de Javascript jQuery per tal de sim-
plificar la manera d’interactuar amb els documents HTML.
Seguidament, s’ha restringit la interfı´cie a usuaris regis-
trats a l’aplicacio´. Per realitzar-ho s’ha utilitzat un mo`dul
d’autenticacio´ que proporciona Django aut/aut (Autenti-
cacio´/Autoritzacio´) [10], aquest mo`dul tambe´ s’ha utilitzat
per restringir l’acce´s als usuaris a diferents seccions de l’a-
plicacio´ depenent del grup al qual estiguin assignats.
Finalment, el repte me´s important de programar la interfı´cie
ha estat la manera de cridar a Saltstack des de Django, per
realitzar-ho s’utilitza l’API de Saltstack. A part de l’API de
Saltstack hi ha hagut la necessitat d’instal·lar un mo`dul de
Python per poder tindre una Rest API, el mo`dul “CherryPy”
[7].
Rest e´s un estil d’arquitectura de software vinculat al pro-
tocol HTTP que ens permet crear serveis webs escalables.
Una vegada instal·lat el paquet de “Cherrypy”, per confi-
gurar la Rest API s’ha d’anar al fitxer de configuracio´ de
saltstack i indicar un port i el host on s’executara` l’API. En
el cas d’aquest projecte l’API funciona en el mateix servi-
dor que esta` corrent Saltack, amb el que en host es te´ indicat
“localhost”.
Hi ha dues possibles maneres d’utilitzar la API (l’aplicacio´
esta` preparada per utilitzar les dos). En un primer cas, hi ha
l’opcio´ d’utilitzar l’arquitectura de Saltstack amb minion-
master, en aquest cas cal autenticar-se contra l’API. Per
realitzar-ho es fa una peticio´ amb usuari i contrasenya a la
URL http://localhost:8000/login. La resposta de la peticio´
e´s un token, amb aquest token ja es podrien executar co-
mandes de salt contra l’API.
Una segona opcio´, e´s no utilitzar minion-master i utilitzar el
mo`dul de Saltstack que implementa SSH, en aquest cas no
cal autenticar-se contra l’API i es poden executar sente`ncies
directament. Per executar les peticions de Salt contra l’API
es fa una peticio´ HTTP contra localhost i el port indicat en
el fitxer de configuracio´ de Saltstack, en aquest exemple es
pot veure una peticio´ via l’eina curl:
curl -L localhost:9191/run \
-H ’Accept: application/json’ \
-H ’Content-Type: application/json’ \
-d ’{"client":"ssh", "tgt":"Machine1",
"fun":"state.sls",
"arg":["update", "nacl"]}’
Quan s’executa una comanda amb Saltstack executant
un estat contra una ma`quina, Saltstack retorna en forma de
missatge el resultat de l’execucio´. Si hi ha algun error, re-
torna el missatge d’error on indica el que no s’ha pogut rea-
litzar. Si per contra tot anat be´ tambe´ ho indica al missatge.
S’ha indicat que aquest missatge de resposta sigui retornat
en format JSON, ja que treballar amb aquest format e´s molt
me´s senzill. Una vegada retornat el missatge, es mostra per
pantalla el resultat perque` l’usuari pugui veure si ha anat tot
be´ o hi ha hagut algun problema.
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Des de Django per interactuar amb la API s’utilitza la llibre-
ria “urllib2”, que permet la interaccio´ amb URLs per llegir
dades utilitzant el protocol HTTP.
5.7 Testing
S’han realitzat dos tipus de tests a l’aplicacio´. En primer
lloc, s’ha dut a terme testing unitari, on s’ha dividit l’apli-
cacio´ per mo`duls i testejat el correcte funcionament de cada
un d’ells. Finalment, tambe´ s’ha realitzat un test d’integra-
cio´ de l’aplicacio´ final.
A la interfı´cie s’ha dividit cadascun dels objectes i s’han
testejat per separat els seus formularis. Per exemple, en l’a-
partat d’entrar i modificar una ma`quina, s’han provat tots
els camps d’afegir una ma`quina i tots els camps d’editar una
ma`quina ja donada d’alta. Tambe´ s’han testejat les relacions
entre els objectes, per exemple la relacio´ entre ma`quina i Se-
curity Group, que quan es dongui una ma`quina d’alta se li
pugui assignar mu´ltiples Security Groups. Una vegada pro-
vats tots els mo`duls, tambe´ s’han realitzat proves per veure
que si s’assignaven regles a una ma`quina, despre´s d’aplicar
els canvis, aquestes regles estiguessin afegides al Iptables
d’aquesta. Les regles afegides a les ma`quines s’han teste-
jat per veure que realment estiguin ben creades, realitzant
proves pra`ctiques entre ma`quines. Finalment, s’ha realitzat
un test d’integracio´ amb tota la interfı´cie ja acabada. En
aquest test s’ha provat el correcte funcionament d’aquesta
i s’han provat tots els elements de l’aplicacio´ interactuant
entre ells.
6 RESULTATS
A l’inici del projecte es van definir uns requisits i objectius
que havia de tindre l’eina realitzada. Actualment, es dis-
posa d’una versio´ final amb alguns petits canvis funcionals,
pero` que compleix tots els requisits proposats per l’empre-
sa. Aquesta aplicacio´ ha estat supervisada pel client i actu-
alment s’esta` posant en produccio´ per a poder utilitzar-la en
l’organitzacio´. Els objectius s’han anat solucionant segons
el seu grau d’importa`ncia, realitzant primer els dos objec-
tius crı´tics com dissenyar i crear la base de dades, i im-
plementar el sistema d’extraccio´ i introduccio´ de les regles
als servidors. Finalment, quan s’han tingut aquests dos ob-
jectius realitzats, s’ha programat la interfı´cie final des d’on
l’usuari interactuara` amb l’aplicacio´.
Actualment es disposa d’una base de dades relacional on
es guarden totes les dades de l’aplicacio´ i aquesta base de
dades esta` perfectament acoblada a la interfı´cie.
S’ha instal·lat i configurat l’eina d’automatitzacio´ Saltstack
com s’ha explicat en aquest article, aquesta eina funciona
perfectament per extreure les regles de forma automatitza-
da i introduir-la als servidors destinataris.
Tambe´ es disposa d’una interfı´cie simple i intuı¨tiva des d’on
poder gestionar tots els Security Groups i ma`quines de l’or-
ganitzacio´.
Que l’aplicacio´ estigui acabada no significa que no es pu-
gui modificar o millorar en un futur, ja que e´s una aplicacio´
fa`cilment escalable i adaptable a futurs canvis. La inten-
cio´ e´s pujar l’aplicacio´ a un repositori pu´blic i ficar-li una
llice`ncia GPL, fent aixı´ una aplicacio´ Open Source i que la
comunitat pugui proposar futuribles millores o adaptar-la a
les seves necessitats.
7 CONCLUSIONS
L’aplicacio´ proposada en aquest projecte es basa en una
arquitectura anomenada Security Groups, que so´n regles
agrupades que poden ser assignades als diferents servidors,
facilitant aixı´ l’organitzacio´ i gestio´ d’aquestes. Gra`cies a
aquesta eina s’estalvia una tasca repetitiva com haver d’a-
nar entrant regla per regla a cada servidor. Utilitzant aquesta
arquitectura, al servidor se li assigna directament un o varis
Security Groups, passant a tindre totes les regles que com-
ponen els grups assignats. Aixo` es realitza d’aquesta forma,
ja que en una organitzacio´ normalment es disposa de dife-
rents servidors que ofereixen els mateixos recursos, havent
de tindre la mateixa configuracio´ al Firewall per cada un.
Les regles so´n guardades en una Base de Dades Mysql
i s’utilitza una aplicacio´ d’automatitzacio´ per l’extraccio´
d’aquestes, i la posterior introduccio´ a les ma`quines adi-
ents. L’eina d’automatitzacio´ anomenada Saltstack permet
la comunicacio´ amb diferents servidors alhora i la possi-
bilitat d’executar comandes remotament. Utilitzar una eina
d’automatitzacio´ com Saltstack, e´s principalment una de les
grans difere`ncies amb aplicacions semblants en el sector de
la gestio´ dels Iptables, millorant d’aquesta manera la comu-
nicacio´ amb cada una de les ma`quines remotes.
Com s’ha especificat anteriorment, en el projecte s’ha dut a
terme tots els objectius proposats des d’un principi, encara
que, hi ha la possibilitat d’estendre el projecte i afegir nous
mo`duls. Actualment, s’esta` parlant amb el client de realit-
zar futurs canvis dins de l’aplicacio´. Per exemple, una de
les possibles extensions que podria tindre aquest projecte
en un futur, e´s tractar regles amb IPv6. Aquesta seria una
extensio´ fa`cilment adaptable al sistema i que no implicaria
canviar l’estructura d’aquest.
Com tambe´ s’ha comentat anteriorment. s’estan adaptant
els servidors de l’organitzacio´ perque` treballin amb l’arqui-
tectura de Saltstack master−minion. Un altre dels canvis
que s’ha plantejat, e´s el de canviar la forma de comunica-
cio´ entre el master i els minions. Actualment, e´s l’usua-
ri en el servidor master qui executa les regles contra els
minions, el possible canvi que s’esta` valorant e´s que siguin
els minions que cada cert temps facin polling al master
per actualitzar-se de manera automa`tica. Tot i que treballar
d’aquesta manera automa`tica ens impossibilitaria veure en
el moment del canvi si hi ha hagut algun problema, faria el
sistema encara me´s dina`mic.
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APE`NDIX
A.1 Diagrama ER de la Base de Dades
Ape`ndix 1: En aquesta figura es pot observar les diferents taules i relacions que composen el diagrama ER utilitzat en el
projecte.
