Introduction
Write (a; ) = f 2 C: j aj < g; = (0; 1). We say that a continuous function on b (a; ) extends holomorphically from b (a; ) if it has a continuous extension to (a; ) which is holomorphic on b (a; ).
The initial motivation for the work whose results are presented here was the following still open Question 1.1 G2] Let D = f 2 C: jIm j < 1g and let f be a continuous function on D. Suppose that f extends holomorphically from every circle b (t; 1), t 2 IR. Is f holomorphic on D? It is known that the answer is positive under the additional assumption that f is realanalytic in a neighbourhood of D. This follows from recent work of M. Agranovsky and the author AG] or from recent work of L. Ehrenpreis E] .
The family of cirles in Question 1.1 is a one parameter family. Even for two-parameter families the analogous question is open: Question 1.2. Let D be as in Question 1.1 and let f be a continuous function on D. Let 0 < < 1 and assume that f extends holomorphically from every circle D of radius . Is f holomorphic on D?
We begin by an example. Let C be the family of all circles in C surrounding the origin. There are continuous functions f on U = Cn f0g which extend holomorphically from each 2 C and are not holomorphic on U. An example is f(z) = 1=z. Let a 2 C and > 0. As in 1], let a; = f(z; w) 2 C 2 : (z a)(w a) = 2 ; 0 < jz aj < g. This is a closed complex submanifold of C 2 n attached to the real two plane = f(z; z): z 2 Cg along the circle b a; = f(z; z): z 2 b (a; )g. We call a; the variety associated with b (a; ).
It is easy to see that the function f extends holomorphically from b (a; ) if and only if the function (z; z) 7 ! F(z; z) = f(z) de ned on b a; has a continuous extension to a; b a; which is holomorphic and bounded on a; . Suppose that C is an open connected set of circles and let f be a continuous function on U = S f : 2 Cg which extends holomorphically from each 2 C. In the paper we look at all varieties associated with circles in C, at the function F onŨ = f(z; z): z 2 Ug and simultaneously at holomorphic extensions of F into all these varieties. We show that these extensions match at the intersections of these varieties and give rise to a holomorphic function of two variables.
We show that the union of all varieties associated with circles in C is an open connected set attached to alongŨ and that the function f extends holomorphically from each circle in C if and only if the function F has a continuous extensionF to Ũ which is holomorphic on and bounded on each compact subset of varieties a; associated with circles in C (Theorem 5.1). We show that the domain contains a wedge with the edgẽ U. The function f will be holomorphic on U if and only ifF will depend only on the rst variable. All this alows us to use some known facts from several complex variables when looking at various families C. In particular, we use the edge of the wedge theorem to show that holomorphic extendibility from certain families of circles implies the real analyticity of f (Theorem 6.1) which allows us to obtain a partial answer to Question 2.
Let P be a subset of C (0; 1). De ne C(P) = fb (a; ): (a; ) 2 Pg U(P) = f : 2 C(P)g = fb (a; ): (a; ) 2 Pg (P) = f a; : (a; ) 2 Pg:
2. Varieties a; Proposition 2.1 Let (z; w) 2 C 2 n . Given R > 0 there is a unique a such that (z; w) 2 a;R : a = z + p 1 + 4R 2 =jz wj 2 1 (z w)=2 Conversely, assume that one of the circles surrounds the other and that the centers are di erent. With no loss of generality assume that the surrounding circle is centered at the origin. So assume that b (0; R) surrounds b (b; ); b 6 = 0. Computing the z-coordinates of the intersection of the corresponding varieties w = R 2 =z (0 < jzj < R); w = b + 2 =(z b) (0 < jz bj < ) (2:2) we get
so the roots z 1 ; z 2 satisfy jz 1 bjjz 2 bj = 2 . Assume for a moment that jz 1 bj = , so z 1 = b+ where j j = 1. By (2.2) it follows that w 1 = b+ = and (b + )(b+ = ) = R 2 which is impossible since jbj + < R. Thus, one of the roots, say z 1 , satis es jz 1 bj < and since jbj+ < R it follows that jz 1 j < R. Obviously z 1 6 = b; z 1 6 = 0 so 0;R meets a; . Since each a; is homeomorphic to the punctured disc it is enough to show that for each (a 0 ; 0 ); (a 1 ; 1 ) 2 P there is a path in (P) joining a point in a 0 ; 0 with a point in a 1 ; 1 . Let (a 0 ; 0 ); (a 1 ; 1 ) 2 P. Since P is connected there is a path (a; ): 0; 1] 7 ! P such that (a(0); (0)) = (a 0 ; 0 ); (a(1); (1)) = (a 1 ; 1 ). Since a and are bounded on 0; 1] it follows that for w large enough, each a(t); (t) is a uniformly small perturbation of f(z; w): z = a(t)g; 0 t 1. Thus we may choose w 0 so large that the line f(z; w 0 ): z 2 Cg intersects a(t); (t) at one point and transversely. Call the intersection point (z(t); w(t)).
By transversality, t 7 ! (z(t); w(t)) is continuous on 0; 1] and provides a path joining a point of a 0 ; 0 with a point of a 1 ; 1 .
Let a 0 2 C and R > 0. We will need domains of the form = S f a;R : ja a 0 j < g for small > 0. In this case = (Q) where Q = f(a; R): ja a 0 j < g is not an open subset of C (0; 1). We will show that in this case there is a domain P in C (0; 1) such that = (P). In our case S fb (a; R): ja a 0 j < g is the annulus A = fz 2 C: R < jz a 0 j < R + g and so is the union of varieties associated with circles of radius R contained in A. We shall show that whenever a circle A surrounds the hole the associated variety is contained in . Thus, = (P) where P = f(a; ) 2 C (0; 1): jaj + < R + ; jaj > (R )g. Proposition 3.1 Let 0 < < R. The variety 0; is contained in the union of varieties f a;R : jaj < R g and this is the smallest family of varieties a;R whose union contains 0; .
Remark In other words, to cover a; we have to take the family of varieties associated with all circles of radius R which surround the circle b (0; ).
Proof. Let 0 < t < and 2 IR. It is easy to see that when t increases from 0 to the expression R 2 2 (t + 2 =t) + p (t + 2 =t) 2 + 4(R 2 2 ) increases from 0 to R and so a moves along the segment with endpoints 0; e i (R ) from 0 to e i (R ) . This completes the proof. Proposition 3.2 Let 0 < R < . The variety 0; is contained in the union of varieties f a;R : jaj < Rg and this is the smallest family of varieties a;R whose union contains 0; .
Remark In other words, to cover 0; we have to take the family of varieties a;R associated with all circles of radius R which are surrounded by the circle b (0; ).
Proof. As before, (te i ; 2 e i =t) 2 0; belongs to a;R if and only if a = 2e i 2 R 2 (t + 2 =t) + p (t + 2 =t) 2 + 4(R 2 2 ) :
Again, as t increases from 0 to the expression 2 2 R 2 (t + 2 =t) + p (t + 2 =t) 2 + 4(R 2 2 ) increases from 0 to R and consequently a moves along the segment with endpoints 0; e i ( R) from 0 to e i ( R). This completes the proof. Proposition 3.3 Let z 0 2 C; 0 < r < R and write = (R + r)=2. Let A = fz 2 C: r < jz z 0 j < Rg. Let Proof. This is an easy consequence of Proposition 2.1. Proposition 3.5 Suppose that b (a 1 ; 1 ) (a 2 ; 2 ) and that b (a; 1 ) meets b (a 2 ; 2 ) at one point z 0 . There is a > 0 such that if P i = f(a; ): ja a i j < ; j i j < g; i = 1; 2, then (P 1 ) T (P 2 ) is connected. Moreover, there is a neighbourhood S of z 0 in C such that (P 1 ) T (P 2 ) contains a wedge with the edgeS = f(z; z): z 2 Sg. Remark Under wedge here we understand a domain of the form E + V where E is an open subset of and V is an open cone in i with vertex at the origin. We call E the edge of the wedge E + V .
Proof. Choose > 0 so small that no circle in C(P 1 ) surrounds a circle from P 2 . Since P 1 ; P 2 are open it follows that (P 1 ) \ (P 2 ) is open. Suppose that (z 1 ; w 1 ); (z 2 ; w 2 ) 2 (P 1 ) \ (P 2 ). We show that there is a path (z; w): 0; 1] ! (P 1 ) \ (P 2 ) joining (z 1 ; w 1 ) and (z 2 ; w 2 ). There are (b 1 ; r 1 ); (b 2 ; r 2 ) 2 P 1 and (c 1 ; R 1 ); (c 2 ; r 2 ) 2 P 2 such that = R 2 , such that for each t; 0 t 1, b (c(t); R(t)) surrounds b (b(t); r(t)) and b(t) 6 = c(t). It follows by Proposition 2.1 that for each such t, b(t);r(t) meets c(t);R(t) in one point (z(t); w(t)) and transversely. The transversality implies that the map t 7 ! (z(t); w(t)) is continuous on 0; 1]. It has all the required properties.
Recall that by Proposition 2.3, ( ; )+(te i' ; te i' ) 2 a;R for t > 0 and ' real, if and only if a = + p t 2 + R 2 e i' . There is a ' 0 2 IR such that z 0 + j e i' 0 = a j ; j = 1; 2. Clearly
It is easy to see that there is an > 0 such that + p t 2 + 2 1 e i' 2 a 1 + , + p t 2 + 2 2 e i' 2 a 2 + provided that j z 0 j < ; 0 < t < ; and j' ' 0 j < (3:1) which implies that ( ; ) + (te i' ; te i' ) 2 (P 1 ) \ (P 2 ) whenever (3.1) holds. So f( ; ) + (te i' ; te i' ): j z 0 j < ; 0 < t < ; j' ' 0 j < g is a wedge domain contained in (P 1 ) \ (P 2 ). This completes the proof. Remark Proposition 3.5 implies that if F i are continuous functions on (P i ) S which are holomorphic on (P i ); i = 1; 2, and if F 1 F 2 onS then F 1 F 2 on (P 1 ) \ (P 2 ).
4. Holomorphic extensions, local case Proposition 4.1 A continuous function f on b (a; ) extends holomorphically from b (a; ) if and only if the function F, de ned on b a; by F(z; z) = f(z) (z 2 b (a; )) has a continuous extension to a; b a; which is bounded and holomorphic on a; .
Proof. Suppose that f extends holomorphically from b (a; ). This means that there is a continuous functionf on (a; ) which is holomorphic on (a; ) and such thatf f on b (a; ). ThenF(z; a + 2 =(z a)) =f(z) (0 < jz aj ) is a continous extension of F from b a; to a; b a; which is holomorphic and bounded on a; . Conversely, let F be continuous on a; b a; , holomorphic and bounded on a; and such thatF F on b a; . De nef(z) =F(z; a + 2 =(z a)) to get a continous function on (a; ) n fag, holomorphic and bounded on (a; ) n fag and such thatf f on b (a; ). Sincef is bounded it has a removable singularity at a and so it is holomorphic on (a; ). This completes the proof.
Remark The same reasoning implies that whenever G is a continuous function on a; b a; which is holomorphic and bounded on a; then for each (z; w) 2 a; jG(z; w)j maxfjG( ; )j: ( ; ) 2 b a; g:
We shall need the following result proved in G3].
Lemma 4.2 Let 0 < r < R, let = (R + r)=2 and let A = fz 2 C: r < jzj < Rg. Let f be a continuous function on A which extends holomorphically from every circle b (a; ) which is tangent to both b (0; r) and b (0; R). Then, on A, f is a uniform limit of polynomials in z and 1=z. In particular, f extends holomorphically from every circle contained in A which surrounds the hole.
Notice that the assumptions in Lemma 4.2 are that A is the union of the circles e i! ; ! 2 IR, where is a circle which surrounds the origin and is not centered at the origin, and f extends holomorphically from e i! for each ! 2 IR.
Let 0 < r < R and let A = fz 2 C: r < jzj < Rg. In the rest of this section we shall denote by (A) the union of all a; associated with circles b (a; ) A that surround the origin. By Proposition 3.3, (A) is equal to the union of all a; ; = (R + r)=2, associated with circles b (a; ) A that surround the origin.
Here is our local theorem. Theorem 4.3 Let 0 < r < R and let A = fz 2 C: r < jzj < Rg. Let f be a continuous function on A. The following are equivalent (i) f extends holomorphically from every circle of radius (R + r)=2 tangent to both b (0; r) and b (0; R)
(ii) f extends holomorphically from every circle in A surrounding the hole (iii) the function F(z; z) = f(z) de ned on f(z; z): z 2 Ag extends to a bounded continuous function on (A) which is holomorphic on (A).
Proof. The equivalence of (i) and (ii) follows from Lemma 4.2. Suppose that (iii) holds.
Then for each a; such that b (a; ) surrounds the origin the function F(z; z) = f(z) has a bounded continuous extension from b a; to a; b a; which is holomorphic on a; which, by Proposition 4.1 implies that f extends holomorphically from b (a; ). By continuity it follows that this holds for every circle in A which surrounds the origin. This proves that (iii) implies (ii). Conversely, suppose that (ii) holds. By Lemma 4.2 it follows that on A, the function f is a uniform limit of polynomials in z and 1=z which implies that on f(z; z): z 2 Ag the function F(z; z) = f(z) is a uniform limit of polynomials in z and 1=w. Each such polynomial P(z; 1=w) is a bounded continuous function on (A) which is holomorphic on (A). For each a;
(A) such a polynomial is bounded and continuous on a; b a; and holomorphic on a; hence by the remark after Proposition 4.1, for each (z; w) 2 a; we have jP(z; 1=w)j maxfjP ( ; 1= )j: ( ; ) 2 b a; g. It follows that maxfjP(z; 1=w)j: (z; w) 2 (A)g = maxfjP (z; 1=w)j: (z; w) 2 f( ; ): 2 Agg which implies that the uniform convergence of polynomials in z and 1=w on f(z; z): z 2 Ag implies the uniform convergence to a bounded continuous function on (A). In particular, if on A the function f is the uniform limit of a sequence P n (z; 1=z), where P n are polynomials then P n (z; 1=w) converges uniformly on (A) to a bounded continuous functionF that extends F and is holomorphic on (A). Thus (iii) holds. This completes the proof. The function algebra on the annulus A generated by z and 1=z arose naturally in G3]. Proof. Suppose that f is holomorphic on A. By (i) the function f extends holomorphically to (0; R); denote the extension byf. The function (z; w) 7 !f(z) is holomorphic on (0; R) C and equal toF(z; w) on (A) so F depends only on the rst variable. Conversely, ifF (z; w) depends only on the rst variable,F(z; w) = g(z) then obviously g is holomorphic on (0; R) and g = f on A. This completes the proof. In Theorem 4.3 (A) is an unbounded wedge domain contained in C 2 n with the edgẽ A = f(z; z): z 2 Ag contained in . The closure of (A) misses the complex line f(z; w) : w = 0g so we can use the map (z; w) = (z; 1=w) to get another version of Theorem 4.3 and thus another description of continuous functions on A which extend holomorphically from each circle in A surrounding the origin. The map maps C 2 n f(z; w): w = 0g biholomorphically onto itself and the image of n f(0; 0)g under is the totally real manifold L = f(z; 1=z): z 2 C n f0gg. If b (a; ) surrounds the origin then the analytic disc a; = ( a; ) f(a; 0)g = f(z; w): (z a)( 1 w a) = 2 ; 0 < jz aj < g f(a; 0)g = f z; z a az aa + 2 : jz aj < g is contained in C 2 n L and is attached to L along b a; = f(z; 1=z): z 2 b a; g. Clearly a continuous function f on a circle b (a; ) A which surrounds the origin extends holomorphically from b (a; ) if and only if the function G(z; 1=z) = f(z) de ned on b a; has a continuous extension to a; b a; which is holomorphic on a; .
A function f is a uniform limit of polynomials in z and 1=z on A if and only if on f(z; 1=z): z 2 Ag the function G(z; 1=z) = f(z) (z 2 A) is a uniform limit of polynomials. Let (A) be the union of all a; such that b (a; ) A surrounds the origin. (A) is a domain in C 2 n L attached to L along f(z; 1=z): z 2 Ag. It is foliated by the discs a; where = (R + r)=2 and b (a; ) A.
Here is an equivalent form of (iii) Remark In the next section we will work with large families of circles and in general there will be no line (z; w): z 2 C missing all a; . So the above reasoning will not be possible in general.
Holomorphic extensions, general case
In this section we look at large families of circles.
Theorem 5.1 Let P be an open connected subset of C (0; 1). Then (P) is a domain in C 2 n attached to alongŨ(P) = f(z; z): z 2 U(P)g. If f is a continuous function on U(P) then the following are equivalent: (i) f extends holomorphically from each 2 C(P) (ii) the function F, de ned onŨ(P) by F(z; z) = f(z), has a continuous extension toŨ(P) (P) which is holomorphic on (P) and bounded on each a; ; (a; ) 2 P. Remark By the remark after Proposition 4.1 the boundedness of F on each a; ; (a; ) 2 P implies that F is bounded on S f a; : (a; ) 2 Kg for each compact subset K of P. Proof. It is obvious that (ii) implies (i). Suppose that (i) holds. Then for each (a; ) 2 P the function F extends from b a; = f(z; z): z 2 b (a; )g to a continuous function F a; on a; b a; , holomorphic on a; . This extension is unique and is bounded on a; by maxfjF (z; w): (z; w) 2 b a; g. Theorem 4.3 implies that for each (a 0 ; 0 ) 2 P there is an open neighbourhood W P of (a 0 ; 0 ) such that the function F extends fromŨ(W) = f(z; z): z 2 U(W)g to a continuous function onŨ(W) (W) which is holomorphic and bounded on (W). On each a; ; (a; ) 2 W, the extension coincides with F a; . In particular, if (a; ); (a 0 ; 0 ) 2 W are such that a; and a 0 ; 0 meet, then F a; = F a 0 ; 0 on a; \ a 0 ; 0 . To show that the extensions F a; give rise to a well de ned function F on (P) we must show that whenever (a; ); (a 0 ; 0 ) 2 P are such that a; and a 0 ; 0 meet, then F a; = F a 0 ; 0 on a; \ a 0 ; 0 . This is obvious if a; = a 0 ; 0 . If a; 6 = a 0 ; 0 and a; and a 0 ; 0 meet then, by Proposition 2.2 they meet at one point and transversely and this happens if and only if the circles b (a; ); b (a 0 ; 0 ) have di erent centers and one surrounds the other. With no loss of generality assume that b (a; ) surrounds b (a 0 ; 0 ). Since P is open and connected there are an (a 0 ; 0 ) 2 P and a real analytic map t 7 ! (A(t); R(t)) from 0; 1] to P such that R(t) are complex manifolds depending in a real analytic way on t transversality implies that t 7 ! (z(t); w(t)) is real analytic on (0; 1] and it is easy to see that it is continuous at t = 0.
For each (b; r) 2 P there is an open neighbourhood V of (b; r) in P such that the function F, de ned on (V) by Fj a; = F a; ((a; ) 2 V) is well de ned and holomorphic on (V). It follows that the functions t 7 ! F A(t);R(t) (z(t); w(t)) and t 7 ! F a; (z(t); w(t)) are real analytic on (0; 1]. Proposition 3.5 implies that there is an " > 0 such that F A(t);R(t) (z(t); w(t)) = F a; (z(t); w(t)) (0 < t < ");
(5:1) so the real analyticity implies that (5.1) holds for all t; 0 t 1. In particular, for t = 1 we obtain F a 0 ; 0 j a 0 ; 0 \ a; = F a; j a 0 ; 0 \ a; which we wanted to show. This completes the proof.
6. Holomorphic extensions from circles and real analyticity Let 0 < r < R and let A = fz 2 C: r < jzj < Rg and let f be a continuous function on A which extends holomorphically from each circle A surrounding the origin. Then f is not necessarily smooth on A. We show this by an example. For z = re i 6 = 0 de ne f(z) = p 1 + e 2i :
(6:1)
After choosing the branch of the square root the function f is well de ned and continuous on C n f0g. It is constant on each ray emanating from the origin and is not smooth along f it: t > 0g. Since e i 7 ! p 1 + e i is the boundary function of the function 7 ! p 1 + that belongs to the disc algebra it follows that on b , p 1 + is a uniform limit of polynomials in . In particular, on C n f0g, f(z) = p 1 + z=z is a uniform limit of polynomials in z=z and consequently f extends holomorphically from every circle surrounding the origin.
The example also shows that such a function can be real analytic on a part of A without being real analytic everywhere on A.
Theorem 6.1 Let 1 ; 2 ; 3 be three circles passing through the origin such that the triangle with vertices at their centers contains the origin. Let f be a continuous function on a neighbourhood of 1 2 3 which extends holomorphically from each circle su ciently close to any of the circles 1 ; 2 ; 3 . Then f is real analytic in a neighbourhood of the origin.
Remark By Lemma 4.2 it is enough to assume the holomorphic extendibility from circles such that those near i have the same radius as i ; 1 i 3.
Corollary 6.2 Let 1 ; 2 be two circles passing through the origin such that the open discs they surround are disjoint. Suppose that f is a continuous function in a neighbourhood of 1 2 which extends holomorphically from each circle su ciently close to either 1 or 2 . Then f is real analytic in a neighbourhood of the origin.
Proof of Theorem 6.1. Moving the circles slightly if necessary we may assume with no loss of generality that the triangle with vertices at the centers contains the origin in its interior. Let > 0 and let i = b (a i ; i ); P i = f(a; ): ja a i j < ; j i j < g; 1 i 3, and suppose that f is a continuous function on U(P 1 ) U(P 2 ) U(P 3 ) which extends holomorphically from each b (a; ); (a; ) 2 P 1 P 2 P 3 . For each i; 1 i 3, apply Theorem 5.1 to show that the function F, de ned by F(z; z) = f(z), has a continuouus extension fromŨ(P i ) = f(z; z): z 2 U(P i )g toŨ(P i ) (P i ) which is holomorphic on (P i ).
Fix j; 1 j 3. By Proposition 2.3 there is a j > 0 such that if D j = f( ; ): j j < j g and V j = ft(e i' ; e i' ): 0 < t < j ; j' arg a j j < j g then the wedge domain D j + V j is contained in (P j ). So there is a > 0 such that if D = f( ): j j < g and W j = ft(e i' ; e i' ): 0 < t < ; j' arg a j j < g then W i are pairwise disjoint and Recall that D is a subset of , a Lagrangian subspace of C 2 , and W j i are, by our assumptions about the centers a j , such that the convex hull of W 1 W 2 W 3 is all of i . Hence by Epstein's generalization of the edge of the wedge theorem R], F(z; z) = f(z) extends holomorphically into a neighbourhood of the origin in C 2 . This completes the proof.
Remark Note that the conditions about position of the centers cannot be dropped.
Indeed, some condition of this sort is necessary as seen from example (6.1). Let f be as in (6.1), let t > 0 be very small and let c > 0 be very large. Let + and be the circles passing through the point it with centers at c; c, respectively. Then f extends holomorphically from each circle su ciently close to either + or , yet f is not smooth in a neighbourhood of the point it.
Known results imply that the answer to Question 1.2 is positive when < 1=2. In this case the family of circles of radius contained in f 2 C: 1 < Im < 1g contains a rotation invariant family of circles such that the center of the rotation is an exterior point of the circles and thus the positive answer follows from G1, Corollary 1] or G4]. Using Theorem 6.1 one can do better: Theorem 6.2 Let 0 < < 2=3 and let D = S f (t; 1): < t < g. Let f be a continuous function on D which extends holomorphically from each circle of radius contained in D. Then f is holomorphic on D.
Proof. We already know how to prove this for 0 < < 1=2. Suppose that 1=2 < 2=3. Let 2 1 < < r < 1 . Since > 2 1 it follows that each circle of radius that surrounds (0; ) is contained in D and f extends holomorphically from such a circle. It follows by Theorem 4.3 that f extends holomorphically from each circle of radius not exceeding that surrounds (0; ). Since 1=2 it follows that r < 1 1=2 so f extends holomorphically from each circle su ciently close to b (0; r). Further, since r < 1 it follows that each point z of (0; r) is the common point of two circles of radius contained in f : 1 < Im < 1g, meeting only at z, such that the open discs they surround are disjoint and have centers on the real line through z which is parallel to IR. Since 2 + 2r + 2 < 2 + 2(1 ) + 2 = 2(1 + ) it follows that each such pair of circles is contained in D. By our assumption f extends holomorphically from each circle of radius su ciently close to either of these two circles. Theorem 6.1 implies that f is real analytic in a neighbourhood of z. Thus, f is real analytic on (0; R) for some R > r and extends holomorphically from each circle which is su ciently close to b (0; r). To prove that f is holomorphic one invokes 1, Th. for all large w which implies that f extends holomorphically from each circle in (0; R) which implies that f is holomorphic on (0; R) and thus f is holomorphic on D. This completes the proof.
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