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Abstract. We consider the stationary solutions for a class of Schro¨dinger
equations with a N -well potential and a nonlinear perturbation. By means
of semiclassical techniques we prove that the dominant term of the ground
state solutions is described by a N -dimensional Hamiltonian system, where the
coupling term among the coordinates is a tridiagonal Toeplitz matrix. In
particular we consider the case of N = 4 wells, where we show the occurrence of
spontaneous symmetry-breaking bifurcation effect. In particular, in the limit of
large focusing nonlinearity we prove that the ground state stationary solutions
consist of N wavefunctions localized on a single well.
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1 Introduction
For a quantum system with N particles the Schro¨dinger equation is defined in a
space with dimension 3N +1 and typically it is impossible to solve, neither ana-
lytically nor numerically even with today’s supercomputers. However, assuming
a mean field hypothesis, the 3N + 1 dimensions linear system of Schro¨dinger
equation is approximated by a 3+1 dimensions nonlinear Schro¨dinger equation.
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Although nonlinearity typically implies some new technical difficulties, the di-
mension is significantly reduced when compared with the original problem and
this fact simplifies the study of dynamics of quantum systems, independently of
the total number N of particles.
One of the most successful application of such an approach is the derivation
of nonlinear Schro¨dinger equation for a Bose-Einstein condensate (BEC). Since
its realization in diluted bosonic atomic gases [1, 4, 9] the interest in studying
the collective dynamics of macroscopic ensembles of atoms occupying the same
quantum state is largely increased. The condensate typically consists of a few
thousands to millions of atoms which are confined by a trapping potential and at
temperature much smaller than some critical value, and a BEC is well described
by the macroscopic wave function ψ = ψ(x, t) whose time evolution is governed
by a self-consistent mean field nonlinear Schro¨dinger equation [20]
Fos such a reason, in these last years there has been an increasing interest
in the study of nonlinear Schro¨dinger equation with an external potential. In
fact, many other interesting and current physical problems may be described
by means of such a model, e.g. non-linear optics [12], semiconductors [19], and
quantum chemistry [7, 13], just to mention the most relevant. In particular, the
mathematical research recently focused on the nonlinear Schro¨dinger equation
(hereafter NLS) with double well potential. One of the most interesting feature
of such a model is the spontaneous symmetry breaking phenomenon [11, 16, 21],
and recently a general rule in order to classify the kind of bifurcation has been
obtained [5, 22] (see also [15]). Much less is known for NLS with multiple well
potential. So far, few models with multiple wells have been considered, e.g. the
model with three wells on a regular lattice [14] (where a lattice means a sequence
of points displaced along a straight line), and the model with four wells on the
vertex of a regular square [24]. The generic case with N wells has not been yet
studied. In fact, multiple-well potential represent the effect of small lattice on,
e.g., Bose-Einstein condensates; furthermore, they are also interesting in order
to understand the transition to a lattice with infinitely many wells.
In NLS problems with multi-well potentials the effective nonlinearity param-
eter is usually given by the ratio between the strength of the nonlinear term and
hopping matrix element between neighbour sites. The spontaneous symmetry
breaking effect, and the associated localization phenomena, occurs when such a
ratio is equal to a (finite) critical value. This fact has been seen, for instance,
in the study of the localization effect in a gas of pyramidal molecules as the am-
monia one [13] or in the study of the Mott insulator-superfluid quantum phase
transition [3, 23]. On the other side we also have to treat the problem of the
validity of the N -mode approximation (where N is the number of wells), ob-
tained by restricting our analysis to the N -dimensional space associated to the
first N eigenvectors of the linear problem; in our approach we solve this prob-
lem considering the semiclassical limit of small h¯. Since the hopping matrix
element between neighbour sites is not fixed, but it is exponentially small when
h¯ goes to zero, then, in order to have a finite value for the effective nonlinearity
parameter (if not then we simply have localization), we have to require that
the strength of the nonlinear term should be exponentially small, too. Hence,
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in our model we introduce the multi-scale limit below in order to observe the
bifurcation phenomena. We would point out that other multi-scale limits may
be considered in order to obtain the validity of the N -mode approximation, e.g.
one can consider the simultaneous limit of large distance between the wells and
small nonlinear term as in [15, 16]. The assumption of small h¯ has the great
advantage that, from a technical point of view, all the powerfull semiclassical
results devoloped by Helffer and Sjo¨strand in the 80’ (see e.g. [10]) are easily
available when we consider the interaction between noighbour wells.
In this paper we consider a NLS with N wells displaced on a regular lat-
tice (even if the present analysis can be easily extended to the case on wells
displaced on a regular grid, as discussed in an explicit example in Remark 3).
We’ll show that such a problem can be reduced, up to a remainder term, to a
finite dimensional system; to this end, instead of using some kind of Galerkin
decomposition as in [14], we assume to be in the semiclassical limit. In such a
way we can make use of some powerfull results of the semiclassical analysis [10].
By means of such results and by making us of the Lyapunov-Schmidt reduction
scheme we estimate the remainder term.
The finite-dimensional system we obtain is almost decoupled, in the sense
that the coupling term which represents the interaction among the adjacent
wells is associated to a tridiagonal Toeplitz matrix. Furthermore, it can be
written in Hamiltonian form, where one of the coordinate is a cyclic coordinate.
We then consider in details the case of N = 4 wells and we study the bifur-
cation picture when the strength of the nonlinear perturbation increases. As
in the double well model we can see that the ground state stationary symmet-
ric solution bifurcates giving arise to 4 stationary solutions fully localized on a
single well, and the kind of bifurcation satisfies the same rule as in the double
well model. Actually, such a result may be generalized to any number N of
wells by means of a simple asymptotics argument. In particular, we focus our
attention on the value of the effective nonlinearity parameter at the bifurcation
point in the case of N = 2, 4, 6 and 8 wells; indeed bifurcation phenomena is
associated to the phase transition and we’ll see that the results obtained by our
model agree with the numerical experiment on the Bose-Hubbard model [23].
Acknowledgments: I am very grateful to Reika Fukuizumi for useful discus-
sions.
2 Description of the model
Here, we consider the nonlinear Schro¨dinger (hereafter NLS) equations
ih¯
∂ψ
∂t
= H0ψ + ǫg(x)|ψ|2σψ, ψ(·, t) ∈ L2(Rd, dx), ‖ψ(·, t)‖ = 1, (1)
where ǫ ∈ R and ‖ · ‖ denotes the L2(Rd, dx) norm,
H0 = − h¯
2
2m
∆+ V, ∆ =
d∑
j=1
∂2
∂x2j
, (2)
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is the linear Hamiltonian with a multiple-well potential V (x), and g(x)|ψ|2σ is
a nonlinear perturbation. For the sake of definiteness we assume the units such
that 2m = 1. The semiclassical parameter h¯ is such that h¯≪ 1.
Here, we introduce the assumptions on the multiple-well potential V and we
collect some semiclassical results on the linear operator H0.
Hypothesis 1 Let v(x) ∈ C∞0 (Rd) be a smooth compact support function with
a non degenerate minimum value at x = 0:
v(x) > vmin = v(0), ∀x ∈ Rd, x 6= 0. (3)
We consider multiple-well potentials of the kind
V (x) =
N∑
j=1
v(x− xj) (4)
for some N > 1, where
xj =
(
jℓ− N + 1
2
ℓ, 0, . . . , 0
)
and ℓ > 2r, where r > 0 is such that
C ⊆ [−r,+r]×Rd−1
and where C is the compact support of v(x).
Hence, the multi-well potential V (x) has exactly N non degenerate minima
at x = xj, j = 1, 2, . . . , N .
Remark 1 It is a well known fact [5] that the Cauchy problem (1) is globally
well-posedness for any ǫ ∈ R small enough provided that
σ <
{
+∞ if d < 2
1
d−2 if d > 2
.
In such a case the conservation of the norm of ψ(x, t) and of the energy
E(ψ) = 〈ψ,H0ψ〉+ ǫ
σ + 1
〈ψσ+1, gψσ+1〉
follows; furthermore we also have a priori estimate
‖ψ(·, t)2σ‖ ≤ Ch¯−m (5)
for some positive constants C and m.
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3 Analysis of the linear Schro¨dinger equation
Now, making use of semiclassical analysis [10] we look for the ground state of
the linear Schro¨dinger equation
H0ψ = λψ, ψ ∈ L2(Rd) .
Let dA(x, y) be the Agmon distance between two points x and y, let
S0 = inf
i6=j
dA(xj , xi);
then, by construction of the potential V (x), it turns out that
S0 = dA(xj , xj+1), j = 1, 2, . . . , N − 1 , (6)
and
S0 < dA(xj , xi) if |i− j| > 1 . (7)
Now, let HD be the Dirichlet realization of
HD = −h¯2∆+ v (8)
on the ball BS(0) with center at x = 0 and radius S > 2S0. Since the bottom of
v(x) is not degenerate, then the Dirichlet problem associated to the single-well
trapping potential v(x) has spectrum σ(HD) with ground state
λD = v(0) +
d∑
j=1
√
µj h¯+O(h¯2) ,
where 2µj are the positive eigenvalues of the Hessian matrix v
′′(0), such that
dist [λD, σ(HD) \ {λD}] > 2Ch¯
for some C > 0; the associated normalized eigenvector ψD(x) is localized in a
neighborhood of x = 0 and it exponentially decreases as O (h¯−me−dA(x)/h¯) for
some m > 0 and where dA(x) is the Agmon distance between x and the point
x = 0.
The spectrum σ(H0) ofH0 contains exactlyN eigenvalues λj , j = 1, 2, . . . , N ,
such that
λj − λD = O(e−ρ/h¯)
for any 0 < ρ < S0; this result is a conseguence of the fact that the multiple well
potential V (x) is given by a superposition of N exactly equal wells displaced on
a regular lattice. Furthermore
dist
[{λj}Nj=1, σ(H0) \ {λj}Nj=1] > Ch¯.
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Let F be the eigenspace spanned by the eigenvectors ψj associated to the eigen-
values λj . Then, the restriction H0|F of H0 to the subspace F can be repre-
sented in the basis of orthonormalized vectors φj such that
φj(x) − ϕj(x) = O
(
e−ρ/h¯
)
, j = 1, 2, . . . , N, ϕj(x) = ψD(x− xj), (9)
for any fixed 0 < ρ < S0; the eigenvector φj is localized in a neighborhood of
the minima points xj . More precisely, H0|F in the basis φj(x), j = 1, 2, . . . , N ,
is represented by the N ×N matrix (see, e.g. Theorem 4.3.4 by [10])
λD1N + (wi,j)
N
i,j=1 +O(h¯∞)e−S0/h¯ (10)
where
wi,j = 0 , if |i − j| 6= 1, (11)
and where
wi,i+1 = −β
is independent of i = 1, . . . , N and it is such that (see Theorem 4.4.6 by [10])
1
C
h¯1/2 ≤ βeS0/h¯ ≤ Ch¯1−d/2 . (12)
Remark 2 Let i = 1, . . . , N − 1 be fixed and let Ω be an open set with smooth
boundary such that xi ∈ Ω and xj /∈ Ω for i 6= j, let
E
(a)
i = {x : dA(xi, x) + dA(xi+1,x) ≤ S0 + a}
for some a > 0 sufficiently small. Let Γi = ∂Ω ∩ E(a)i , then
β = −h¯2
∫
Γi
[
ψD(x− xi)∂ψD(x − xi+1)
∂n
− ψD(x− xi+1)∂ψD(x − xi)
∂n
]
dSΓ . (13)
The dominant term of β is independent of a.
In particular, in dimension one, i.e. d = 1, then it turns out that
β = 2h¯2ψD
(
1
2
ℓ
)
ψ′D
(
1
2
ℓ
)
.
Collecting all these results then we can conclude that
Lemma 1 Let F be the eigenspace spanned by the eigenvectors ψj associated
to the eigenvalues λj of H0. Then, the restriction H0|F of H0 to the subspace
F can be represented in the basis of vectors φj, localized on the j−th well and
satisfying (9), by the N ×N tridiagonal Toeplitz matrix
T +O(h¯∞)e−S0/h¯ (14)
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where
T = −βT + λD1N (15)
and
T =


0 1 0 0 0 0 · · · 0
1 0 1 0 0 0 · · · 0
0 1 0 1 0 0 · · · 0
0 0 1 0 1 0 · · · 0
...
...
...
. . .
. . .
. . .
...
...
0 · · · 0 0 1 0 1 0
0 · · · 0 0 0 1 0 1
0 · · · 0 0 0 0 1 0


. (16)
where β is the positive real number given by (13), and satisfying (12) for some
C > 0.
From (14) it turns out that the eigenvalues λj are given, up to a small
correction O(h¯∞)e−S0/h¯, by the eigenvalues µj of the matrix T . To this end
we recall that the N eigenvalues of the tridiagonal Toeplitz matrix T are given
by [18]
µj = λD − 2β cos
(
jπ
N + 1
)
, j = 1, 2, . . . , N,
with associated eigenvectors
(vj)k = sin
(
kjπ
N + 1
)
.
In order to normalize the eigenvector we remark that
N∑
k=1
sin2
(
kjπ
N + 1
)
=
N + 1
2
From this fact and from Lemma 1 we then conclude that
Lemma 2 The first N eigenvalues λj of H0 are given by
λj = λD − 2β cos
(
jπ
N + 1
)
+O(h¯∞)e−S0/h¯ , j = 1, 2, . . . , N,
and the associated normalized eigenvector are given by
ψj(x) =
N∑
k=1
αj,kϕk(x) +O(h¯∞)e−S0/h¯ , j = 1, 2, . . . , N, (17)
where
αj,k = αk,j =
√
2
N + 1
sin
(
kjπ
N + 1
)
and ϕk(x) = ψD(x− xk).
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In the Appendix we’ll consider in detail the case of N = 2, 3, 4 wells.
Remark 3 We can immediately extend such an analysis to multiple-well po-
tentials of the form V (x) =
∑
j v(x−xj) where xj ∈ Rd are points on a regular
grid. We study, for argument sake’s, the model in R2 considered by [24] where
the potential V (x) has 4 wells with minima on the points
x1 = (1, 1); x2 = (1,−1); x3 = (−1, 1); x4 = (−1,−1) .
In such a case we have that (recalling that wi,j = wj,i)
w1,2 = w1,3 = w2,4 = w4,3 = −β and wi,i = 0, w1,4 = w2,3 = 0
and the matrix T takes the form
T =


λD −β −β 0
−β λD 0 −β
−β 0 λD −β
0 −β −β λD


with eigenvalues (and associated normalized eigenvectors (vj)k)
µ1 = λD − 2β , v1 =
(
1
2
,
1
2
,
1
2
,
1
2
)
µ2 = λD , v2 =
(
− 1√
2
, 0, 0,
1√
2
)
µ3 = λD , v3 =
(
0,− 1√
2
,
1√
2
, 0
)
µ1 = λD − 2β , v1 =
(
1
2
,−1
2
,−1
2
,
1
2
)
in agreement with [24].
4 The N-mode approximation for the NLS equa-
tion
Let ψ be the normalized solution of the NLS equation (1) written in the form
ψ(x, t) =
N∑
j=1
cj(t)ψj(x) + ψc(x, t) . (18)
By substituting (18) into (1) and, projecting on the eigenspaces spanned by
the eigenvectors ψj and on the orthogonal eigenspace, we obtain the following
system of differential equations:{
ih¯c˙j = λjcj + ǫ〈ψj(·), g(·)|ψ(·, t)|2σψ(·, t)〉
ih¯ψ˙c = H0ψc + ǫΠcg(x)|ψ(x, t)|2σψ(x, t) (19)
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where we set
Π =
N∑
j=1
〈ψj , ·〉ψj and Πc = 1−Π .
By substituting (17) in (19) we obtain
ih¯c˙j = λjcj + ǫ
∑
k
α¯j,k〈ϕk(·), g(·)|ψ(·, t)|2σψ(·, t)〉+ rk
= λjcj + ǫ
∑
k
α¯j,k|dk|2σdk〈ϕk(·), g(·)|ϕk(·)|2σϕk(·)〉 + rk
= (λD + ωj)cj + ǫ
∑
k
αj,kCk|dk|2σdk + rk
where we set
dk := dk(t) =
N∑
j=1
cj(t)αj,k , (20)
rk = ǫ〈ϕk(·), g(·)|ψc(·, t)|2σψc(·, t)〉 + ǫO(h¯∞)e−S0/h¯ ,
ωj = −2β cos
(
jπ
N + 1
)
and Ck = 〈ϕσ+1k (·), g(·)ϕσ+1k (·)〉 ,
since 〈ϕk, |ϕm|2σϕm〉 = O(h¯∞)e−S0/h¯ for m 6= k and αj,k = α¯j,k = αk,j , and
where we make use of the a priori estimate (5) of the norm of |ψ|2σ. We should
underline that, by construction and by Lemma 2, it follows that
ψ(x, t) =
N∑
k=1
dk(t)ϕk(x) + ψc(x, t) +O(h¯∞)e−S0/h¯ .
If we denote by
A = (αj,k), C = (Ck), d = (dk), λ = diag(λj), r = (rk)k ,
then the above equation takes the form (with abuse of notation)
ih¯A−1d˙ = ΛA−1d+ ǫCA−1|d|2σd+ r
that is
ih¯d˙k = (Td)k + ǫC˜k|dk|2σdk + r˜ (21)
since
T = AΛA−1
and where we set
C˜ = ACA−1 and r˜ = Ar.
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Definition 1 We call N-mode approximation for the NLS equation the sys-
tem of ODEs obtained by neglecting the remainder term r˜
ih¯d˙k = (Td)k + ǫC˜k|dk|2σdk , k = 1, 2, . . . , N, (22)
where C˜k are real-valued constant, and with the normalization condition
N∑
k=1
|dk(t)|2 = 1 . (23)
The validity of the N -mode approximation for large times is, in general,
an open problem . So far it has been proved [2] that if the state is initially
prepared on the space spanned by the N linear eigenvectors then remainder
term ψc(·, t) is norm bounded by an exponentially small term for times of order
β−1, furthermore the difference cj(t) − dj(t), between the coefficients of the
solution of the NLS equation and the solutions of the N -mode approximation,
has the same exponentially small estimate for times of order β−1 too. This
result can be extented for larger times of the order eβ
−1
under further technical
assumptions. Non linear systems (22) can be studied by means of dynamical
systems methods, see [8] for the N = 2 wells model.
Concerning the study of the stationary solutions ψ(x, t) = eiωtψ(x) has been
proved by [5] that the 2-mode approximation gives the stationary solutions for
the NLS, up to an exponentially small error, furthermore the orbital stability
of the stationary solutions is proved; the same argument may apply to the N -
mode approximation for any N ≥ 2 proving that the stationary solutions of
equations (22) and (23) give, up to an exponentially small error O(e−ρ/h¯), for
any 0 < ρ < S0, the stationary solution of the NLS (1). However, we don’t
dwell here on these details.
For instance, in the case of two symmetric wells, i.e., N = 2 then (22) takes
the form (in agreement with [22]){
ih¯d˙1 = λDd1 − βd2 + ǫC˜1|d1|2d1
ih¯d˙2 = λDd2 − βd1 + ǫC˜2|d2|2d2
In the case of three symmetric wells, i.e., N = 3 then (22) takes the form (in
agreement with [14])

ih¯d˙1 = λDd1 − βd2 + ǫC˜1|d1|2d1
ih¯d˙2 = λDd2 − βd1 − βd3 + ǫC˜2|d2|2d2
ih¯d˙3 = λDd3 − βd2 + ǫC˜3|d3|2d3
Finally, in the case of four symmetric wells, i.e., N = 4 then (22) takes the form

ih¯d˙1 = λDd1 − βd2 + ǫC˜1|d1|2d1
ih¯d˙2 = λDd2 − βd1 − βd3 + ǫC˜2|d2|2d2
ih¯d˙3 = λDd3 − βd2 − βd4 + ǫC˜3|d3|2d3
ih¯d˙4 = λDd4 − βd3 + ǫC˜4|d4|2d4
(24)
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4.1 Hamiltonian form of the N-mode approximation
If we set
dk =
√
qke
iθk , qk ∈ [0, 1] , θk ∈ [0, 2π) ,
then, by means of a straightforward calculation, it follows that (22) takes the
Hamiltonian form{
h¯q˙k =
∂H
∂θk
= −2β∑Nj=1 Tj,k√qkqj sin(θj − θk)
h¯θ˙k = − ∂H∂qk = −
[
λD − β
∑N
j=1 Tj,k
√
qj
qk
cos(θj − θk) + ǫC˜kqσk
] (25)
with Hamiltonian function
H := H(q1, . . . , qN , θ1, . . . , θN )
= λD
N∑
k=1
qk − β
N∑
j,k=1
Tk,j cos(θj − θk)√qjqk + ǫ 1
σ + 1
N∑
k=1
C˜kq
σ+1
k
= λD
N∑
k=1
qk − 2β
N−1∑
k=1
cos(θk+1 − θk)√qk+1qk + ǫ 1
σ + 1
N∑
k=1
C˜kq
σ+1
k .(26)
The normalization condition (23) takes the form
N∑
k=1
qk = 1 , (27)
furthermore the Hamiltonian function H is an integral of motion; i.e.
H [q1(t), . . . , qN (t), θ1(t), . . . , θN (t)] = const. . (28)
4.2 Reduced Hamiltonian
We make use of the fact that
∑
k qk = 1 in order to reduce from N to N − 1 the
degree of freedom of the Hamiltonian system (26). We consider the canonical
transformation (q, θ)→ (Q,Θ) defined as
Qh =
h∑
k=1
qk
where Q1 ∈ [0, 1] and Qh ∈ [0, 1 − Qh−1], h = 2, . . . , N − 1. The inverse
transformation is defined as
q1 = Q1 and qh = Qh −Qh−1 , h = 2, . . . , N .
The associated transformation on the conjugate variable θ is then given by
ΘN = θN and Θh = θh − θh+1 , h = 2, . . . , N ,
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with inverse
θh =
N∑
k=h
Θk .
In the coordinates (Q,Θ) the Hamiltonian system takes the form{
h¯Q˙k =
∂K
∂Θk
h¯Θ˙k = − ∂K∂Qk
, k = 1, . . . , N , (29)
where the new Hamiltonian denoted by K is given by
K = λDQN − 2β cos(Θ1)
√
(Q2 −Q1)Q1 − 2β
N−1∑
k=2
cos(Θk)
√
(Qk+1 −Qk)(Qk −Qk−1) +
+ǫ
1
σ + 1
[
C˜1Q
σ+1
1 +
N∑
k=2
C˜k(Qk −Qk−1)σ+1
]
It turns out hat ΘN is a cyclic coordinate (indeed QN = const. = 1), then the
Hamiltonian system if finally given by{
h¯Q˙k =
∂K⋆
∂Θk
h¯Θ˙k = − ∂K⋆∂Qk
, k = 1, . . . , N − 1 , (30)
with Hamiltonian function
K⋆ = λD − 2β cos(Θ1)
√
(Q2 −Q1)Q1 − 2
N−2∑
k=2
cos(Θk)
√
(Qk+1 −Qk)(Qk −Qk−1)−
−2β cos(ΘN−1)
√
(1−QN−1)(QN−1 −QN−2) +
+ǫ
1
σ + 1
[
C˜1Q
σ+1
1 +
N−1∑
k=2
C˜k(Qk −Qk−1)σ+1 + C˜N (1−QN−1)σ+1
]
.
5 Stationary solutions
Now, we look for the normalized stationary solutions of the form ψ(x, t) =
eiωtψ(x). In terms of N -mode approximation (26) it consists of looking for the
solution of the system of equations{
0 = ∂H∂θk
h¯ω = − ∂H∂qk
, (31)
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That is, equation (31) and the normalization condition lead us to the following
system

−2 sin(θk+1 − θk)√qk+1qk + 2 sin(θk − θk−1)√qk−1qk = 0
−2 sin(θN − θN−1)√qNqN−1 = 0
+2 sin(θ2 − θ1)√q2q1 = 0
λD − β
[
cos(θk+1 − θk)
√
qk+1
qk
+ cos(θk − θk−1)
√
qk−1
qk
]
+ ǫC˜kq
σ
k = −h¯ω
λD − β cos(θN − θN−1)
√
qN−1
qN
+ ǫC˜Nq
σ
N = −h¯ω
λD − β cos(θ2 − θ1)
√
q2
q1
+ ǫC˜1q
σ
1 = −h¯ω
q1 + q2 + . . .+ qN = 1
(32)
where k = 2, . . . , N − 2.
Remark 4 We may remark that from the first three equations of ( 32) it follows
that
sin(θk+1 − θk)√qk+1qk = 0, for any k = 1, . . . , N − 1
Furthermore, from (22) the stationary solutions where d1 ≡ 0 and dN ≡ 0 are
not admitted, hence |dk| < 1 for any k. Then q1, qN ∈ (0, 1) and qk ∈ [0, 1)
for any k = 2, . . . , N − 1. For what concern the phases θk ∈ [0, 2π) they are
defined up to a gauge term, then we can always assume that, e.g., θ1 = 0.
5.1 Four wells
The stationary problem in the case of two wells and three wells have been
already studied [5, 14, 22]. We restrict our analysis to the four-well case. For
the sake of definetness we consider the four-well (N = 4) model where we assume
that g(x) is a constant function, hence C˜k is independent of k and thus we set
C := C˜k = Ck. In such a case (32) takes the form

sin(θ2 − θ1)√q2q1 = 0
sin(θ3 − θ2)√q3q2 = 0
sin(θ4 − θ3)√q4q3 = 0
λD
β − cos(θ2 − θ1)
√
q2
q1
+ ηqσ1 = −ωh¯/β
λD
β − 1√q2
[
cos(θ3 − θ2)√q3 + cos(θ2 − θ1)√q1
]
+ ηqσ2 = −ωh¯/β
λD
β − 1√q3
[
cos(θ4 − θ3)√q4 + cos(θ3 − θ2)√q2
]
+ ηqσ3 = −ωh¯/β
λD
β − cos(θ4 − θ3)
√
q3
q4
+ ηqσ4 = −ωh¯/β
q1 + q2 + q3 + q4 = 1
(33)
where we set
η =
ǫ
β
C .
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First of all we underline that q2 = 0 (and similarly q3 = 0) cannot be a
solution of such a system; indeed if d2 ≡ 0 is a stationary solution of the 4-mode
approximation (24), then (24) reduces to

ih¯d˙1 = λdd1 + ǫC|d1|2d1
0 = −βd1 − βd3
ih¯d˙3 = λdd3 − βd4 + ǫC|d3|2d3
ih¯d˙4 = λdd4 − βd3 + ǫC|d4|2d4
form which follows d1 = d3 and then d4 = 0, which is not possible since Remark
4.
Remark 5 We can extend such an argument to any N : if N is an even integer
and positive number then the stationary solution are given for qk ∈ (0, 1), for
any k. If N is an odd integer and positive number then the stationary solutions
are given for q1, qN ∈ (0, 1) and qk ∈ [0, 1), k = 2, . . . , N − 1, that is qk = 0, for
k 6= 1, N , may be admitted values for stationary solutions.
Since the stationary solutions are given for qk ∈ (0, 1) then it follows that
θk+1 − θk = 0, π
and we obtain a family of 8 systems of equations

−(−1)j
√
q2
q1
+ ηqσ1 = Ω
− 1√q2
[
(−1)ℓ√q3 + (−1)j√q1
]
+ ηqσ2 = Ω
− 1√q3
[
(−1)m√q4 + (−1)ℓ√q2
]
+ ηqσ3 = Ω
−(−1)m
√
q3
q4
+ ηqσ4 = Ω
q1 + q2 + q3 + q4 = 1
, j,m, ℓ = 1, 2. (34)
where we set
Ω = −λD + h¯ω
β
.
5.2 Symmetric and antisymmetrical solutions
In order to find symmetric and antisymmetrical solutions we set
q = q1 = q4 and p = q2 = q3
In such a case it follows that m = j, that is (34) reduces to

−(−1)j
√
p
q + ηq
σ = Ω
− 1√p
[
(−1)ℓ√p+ (−1)j√q]+ ηpσ = Ω
2q + 2p = 1
, j, ℓ = 1, 2. (35)
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where to j = 2 corresponds symmetric solutions, while to j = 1 corresponds
antisymmetrical solutions.
We see that the exchange j → 3 − j reduces to the same system provided
that η → −η, E → −E and ℓ→ 3− ℓ; thus we can choose, for argument’s sake,
j = 2 obtaining

−
√
p
q + ηq
σ = E − 12 (−1)ℓ
−
√
q
p + ηp
σ = E + 12 (−1)ℓ
2q + 2p = 1
, ℓ = 1, 2.
where we set
Ω = E − 1
2
(−1)ℓ .
It immediately follows that the exchange ℓ→ 3− ℓ reduces to the same sys-
tem provided we perform the exchange p↔ q and E → E+ 12 (−1)ℓ. Therefore
we can choose, for argument’s sake, ℓ = 2 and the system takes the final form
 −
√
1
2
−q
q + ηq
σ = E − 12
−
√
q
1
2
−q + η
(
1
2 − q
)σ
= E + 12
. (36)
By means of a straightforward calculation we can obtain η and Ω as functions
on q and plot Ω versus η.
In Figure 1 we consider the value of Ω, as function of η, corresponding to
symmetric/antisymmetrical stationary solutions in the cubic case, where σ = 1.
We may see that there exists a critical value η1 = 8.324 such that for any
|η| < η1 we only have 4 symmetric/antisymmetrical stationary solutions as in
the linear case (where η = 0). At η = ±η1 saddle points occur and new
branches of symmetric/antisymmetrical stationary solutions arise. The points
denoted by (a), (b), and (c) correspond to values of Ω for η = −12 < −η1 and
where j = ℓ = 2; the point denoted by (d) corresponds to the unique value of Ω
for η = 10 and where j = ℓ = 2. In particular we have that (see also Figure 2)
(a) η = −12 Ω = −7.021 q = 0.010
(b) η = −12 Ω = −5.952 q = 0.478
(c) η = −12 Ω = −4.534 q = 0.314
(d) η = 10 Ω = 0.990 q = 0.214
(37)
We may remark that in the limit |η| → +∞, that is for large nonlinearity, then
the wavefunctions (a) and (b) are, respectively, fully localized on the internal and
external two wells, while the wavefunctions (c) and (d) are equally distributed
on the four wells.
Remark 6 We should remark that the same picture occurs even for other val-
ues of σ; for instance in the case of σ = 2 the saddle point occurs at η = η2 =
−16.648, in the case of σ = 3 the the saddle point occurs at η = η3 = −38.775.
In general, computing ησ for higher values of σ the following rule appears:
ησ+1/ησ ∼ 2 for large σ.
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5.3 Asymmetrical solutions
Now, we look for the asymmetrical solutions (34); actually, we have a family of 8
different systems of equations. In fact, we restrict our attention to the branches
of asymmetrical solutions connected to the symmetric ground state. To this
end we choose j = ℓ = m = 2. The numerical solutions of (34) in the cubic
case (i.e. for σ = 1) are plotted in Figure 3; more precisely we plot the energy
Ω as function of η. As appears in the piucture, branches of solution occurred
when the effective nonlinearity parameter η assumes critical values. Among
these branches we restrict our attention to the branch with bifurcates from the
symmetric stationary solution (we zoom the bifurcation in details in Figure 4
for different values of the nonlinearity power σ). As we can see a supercritical
bifurcation of the symmetric stationary solution occurs at η ≈ −2.31, the new
branch behaves as Ω ≈ η for large value of |η|, and the four almost-degenerate
eigenfunctions are fully localized on one single well (as turns out in Table 1).
Ω q1 q2 q3 q4
-12.000 (e1) 0.5·10−5 0.007 0.986 0.007
-12.000 (e2) 0.007 0.986 0.007 0.5·10−5
-11.999 (e3) 0.3·10−6 0.5·10−5 0.007 0.993
-11.999 (e4) 0.993 0.007 0.5·10−5 0.3·10−6
-7.021 (a) 0.010 0.490 0.490 0.010
-7.009 0.2·10−3 0.011 0.487 0.502
-7.009 0.502 0.487 0.011 0.2·10−3
-5.979 0.013 0.451 0.069 0.466
-5.979 0.466 0.069 0.451 0.013
-5.952 (b) 0.478 0.022 0.022 0.478
-5.376 0.013 0.364 0.240 0.382
-5.376 0.382 0.240 0.364 0.013
-4.682 0.347 0.091 0244 0.317
-4.682 0.317 0.244 0.091 0.347
-4.534 (c) 0.314 0.186 0.186 0.314
Table 1: Here we collect all the solutions corresponding to the value η = −12.
Wavefunctions labeled with the letter (a), (b) and (c) coincides with the symmet-
rical ones already computed in (37); the other wavefunctions are asymmetrical
wavefunctions. In particular the 4 wavefunctions (e1)-(e1) associated to the
ground state Ω ∼ −12 are fully localized on one single well
We may remark that (see also Figure 4, left panel) that the bifurcation is of
the same supercritical kind as in the double well model (where bifurcation occurs
at η = −2); furthermore, as in double well model, we observe (see also Figure 4,
right panel) a subcritical bifurcation of the symmetric stationary solution when
the value of the nonlinearity power is bigger than the critical value σthreshold =
3+
√
3
2 obtained by [22]. In adjoint to this spontaneous symmetry breaking
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effect of the ground state, which is the most relevant effect, other spontaneous
symmetry breaking effect of the higher energy stationary states occur, and also
new branches, associated to saddle points, of asymmetrical stationary states
arise (see Figure 3 again).
5.4 Ground state solution for large nonlinearity
As discussed above, we have seen that for |η| large enough (actually η = −12,
as computed in Table 1) the four almost-degenerate asymmetrical solutions,
associated to the branch which bifurcates from the symmetric ground state, are
localized on one single well. This result can be proved by means of a simple
asymptotic argument as η → −∞. More precisely, let j = m = ℓ = 2 and let
us set
q1 = 1 + η
−2s1 and Ω = η
(
1 + η−2Γ
)
where s1 = s1(η) and Γ = Γ(η) will be discussed later. From equation (34-5)
it follows that qk = O(η−2), k = 2, 3, 4; more precisely, from equations (34-2),
(34-3) and (34-4) immediately follows that
q2 = η
−2s2, q3 = η−4s3 and q4 = η−6s4
where sk := sk(η) are such that s4 ∼ s3 ∼ s2, as η → −∞, and where s2 ∼ 1,
as η → −∞. Since equations (34-1) and (34-5) imply that
s1 + s2 ∼ 0 and
√
s2 + σs1 − Γ ∼ 0 , as η → −∞ ,
hence
s1 ∼ −1 and Γ ∼ 1− σ .
This solution corresponds to the ground state, indeed it minimizes the Hamil-
tonian function (26) since
∑
k q
σ+1
k ≤ [
∑
k qk]
σ+1 and |ǫ/β| is large enough
(because we are considering the case |η| ≫ 1).
Since a similar argument may apply when we choose, as starting point,
qk = 1 + η
−2sk, for k = 2, 3, 4, then we have proved the following result.
Theorem 1 There exists a value η⋆ > 0 such that the symmetrical stationary
ground state bifurcates at η = −η⋆ and in the limit of large focusing nonlinearity,
that is η → −∞, then and the four almost-degenerate asymmetrical solutions,
which arise at the bifurcation point, are localized on one single well.
Remark 7 We can extend this result to any number N of wells; indeed the same
asymptotic argument applies to the system (32) where we choose θk = θk+1 for
any k = 1, 2, . . . , N − 1.
Remark 8 By making use of the same arguments in [5] one may prove that
the resulting almost-degenerate asymmetrical stationary solutions are orbitally
stable; however we don’t dwell here these details.
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N 2 4 6 8
ηbif −2.00 −2.29 −2.37 −2.33
Table 2: Table of values for η at which the symmetric stationary solution for the
Gross-Piatevskii equation, with lattice potential with N wells, bifurcates.
6 Conclusion
Semiclassical methods turn out to be a very powerfull tool in order to reduce
a NLS to a finite-dimensional Hamiltonian systems. Indeed, by applying such
techniques jointly with the Lyapunov-Schmidt reduction scheme, we are able
to describe the ground state solutions as a superposition of vectors localized
on single wells, with a rigorous estimate of the error [5]. In particular the
Hamiltonian system (25) we obtain it is explicitely written, it can be reduced
and it can be studied by means of standard numerical tools.
In more details we consider the case with N = 4 wells and we see that the
spontaneous symmetry breaking effect, already observed in a double well model,
similarly occurs; in particular we still observe supercritical bifurcation when the
nonlinearity parameter is less that a threshold value, for value bigger that such
a threshold value a subcritical bifurcation occurs.
A remarkable result is that in the case of large enough focusing nonlinearity
then the symmetric ground state bifurcates and the new N almost-degenerate
stable solutions are fully localized on one single well. This fact is very relevant
from a physical point of view, indeed it is connected to, e.g. the explanation of
the phase transition from superfluid to Mott-insulator state in the Bose-Hubbard
model. Indeed, we can see in Fig. 3 a smooth transition from superfluidity
(which corresponds to stationary solutions distributed on the whole lattice) to
Mott insulator phase (which corresponds to stationary solutions localized on a
single lattice cell without possibility to jump from one site to the others); the
phase transition appears to be concentrated around to the values of ηbif corre-
sponding to the bifurcation point. in Table 2 we compute, for different values of
the number N of wells, the value of ηbif for which we have a smooth transition
from superfluidity to Mott insulator state, and we see that our results agree
with the value of ηbif ≈ −1.8 predicted by means of experimental calculation
[23] .
A Appendix
Here we compute the eigenfunctions (17) for the linear problem in the case of
N = 2, 3, 4 wells and where we assume, for argument’s sake, the dimension d = 1
and where the multiple well potential is given by a superposition of exactly equal
and symmetric N wells (i.e. v(x) = v(−x)). In sucha case the eigenvectors
ψj(x) are even and odd-parity functions.
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In the case of two wells, i.e. N = 2, then the two eigenvalues are given by
λ1 = λD − β and λ2 = λD + β
and the matrix A = (αj,k) has the form (in agreement with [22])
A =
√
2
2
(
1 1
1 −1
)
.
In the case of three wells, i.e. N = 3, then
λ1 = λD −
√
2β , λ2 = λD and λ3 = λD +
√
2β
and (in agreement with [14])
A =
1
2

 1
√
2 1√
2 0 −√2
1 −√2 1

 .
In the case of four wells, i.e. N = 4, then
λ1 = λD − 2β cos
(π
5
)
, λ2 = λD − 2β cos
(
2π
5
)
λ3 = λD + 2β cos
(
2π
5
)
, λ4 = λD + 2β cos
(π
5
)
and
A =
√
10
5


sin(π/5) sin(2π/5) sin(2π/5) sin(π/5)
sin(2π/5) sin(π/5) − sin(π/5) − sin(2π/5)
sin(2π/5) − sin(π/5) − sin(π/5) sin(2π/5)
sin(π/5) − sin(2π/5) sin(2π/5) − sin(π/5)

 .
For instance, see Figures 1, 2 and 3 for the one-dimensional N -wells problem
with, respectively, N = 2, N = 3 and N = 4; where the wavefunctions ψD(x)
and ψj(x) can be chosen to be real-valued functions.
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Figure 1: Here we plot the energy Ω corresponding to symmetri-
cal/antisymmetrical solutions versus η in the case of cubic nonlinearity (i.e.
σ = 1). Black line corresponds to the choice j = ℓ = 2, and blue line cor-
responds to the choice j = 1 and ℓ = 2, that is both graphs correspond to
symmetric solutions; green line corresponds to the choice j = 2 and ℓ = 1,
ans, finally, red line corresponds to the choice j = ℓ = 1, that is both graphs
correspond to antisymmetrical solutions.
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Figure 2: Here we plot the absolute value of the symmetric wavefunctions cor-
responding to the case j = ℓ = 2 for η = −12 and η = 10, in the case of cubic
nonlinearity. For η = −12 < −η1 we have a wavefunction (a), which is the
continuation of the unperturbed one, plus two new wavefunctions (b) and (c)
associated to branches coming from a saddle point; for η = 10 we only have the
wavefunction (d), which is the continuation of the unperturbed one.
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Figure 3: Here we plot the energy Ω corresponding to symmetric (red lines) and
asymmetrical (black lines) solutions versus η in the case of cubic nonlinearity
(i.e. σ = 1). Here we choice j = ℓ = m = 2. The symmetric ground state
bifurcates at η = −2.31 and new asymmetrical solutions occur. The bifurcation
point, enclosed in the box, will be zoomed in Fig. 4.
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Figure 4: In the left picture we zoom the bifurcation point in the cubic case,
i.e. σ = 1. For large value of σ the kind of bifurcation may change; in the
right picture we plot the bifurcation point for σ = 4. Red lines denote the sym-
metric stationary solutions, black lines denote the branch of the asymmetrical
stationary solutions.
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Figure 5: Double-well potential (left) and the two symmetric and antisymmet-
rical eigenvectors (right).
25
0-l 0 l x -l 0 l x
Figure 6: Three-well potential (left) and the three symmetric and antisymmet-
rical eigenvectors (right).
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Figure 7: Four-well potential (left) and the four symmetric and antisymmetrical
eigenvectors (right).
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