Blind source separation (BSS) is a fundamental problem in signal processing. This paper introduces new source separation techniques relying only on cyclostationary second-order statistics (SOS). The identifiability condition and several SOS-based separation cntena are presented for the cyclostationary sources. The corresponding algorithms are developed to achieve these criteria. Simulation results illustrate the performances of the proposed techniques.
INTRODUCTION
The need for blind source separation is growing in a number of signal processing application areas. The underlying model in BSS is that of m statistically 'independent' signals whose n (possibly noisy) linear combinations are observed. Neither the structure of the linear combinations nor the sources are known to the receivers. In this environment, we want to identify the linear combinations (blind identification problem) and decouple the linear combinations (blind source decoupling).
Many conventional statistical signal processing methods treat random signals as if they were statistically stationary, i.e., the parameters of the underlying physical mechanisms that generate the signals would not vary with time. But for most man-made signals encountered in communications, telemetry, radar and sonar systems, some parameters do vary periodically with time [l] . This typically requires that the random signals be modeled as cyclostationary, in which cases the statistical parameters vary in time with single or multiple periodicities. In such situations, BSS can be achieved using the cyclostationry statistics of the signals, e.g., k3.41.
In this paper, we present new second order statistics based methods for the blind separation of cyclostationary sources. We first present the identifiability condition for the cyclostationary sources. Based on this condition, new SOS-based separation criteria are introduced. Then, we develop iterative and non-iterative optimization algorithms to achieve BSS. Numerical simulations are provided to illustrate the validity of these methods.
PROBLEM FORMULATION
Assume that m signals impinge on an array of n 2 m sensors.
The measured array output is a weighted superposition of the signals, corrupted by additive noise, i.e., x ( t ) = y(t) + w(t) = As(t) + ~( t ) where s ( t ) = [SI (t), . . . , sm(t)lT is the m x 1 complex source vecror, w(t) = [~~( t ) , . . . , wn(t>lT is the n x 1 complex noise vector, A = [a1 , . . . , a , ] is the unknown n x m fullcolumn rank mixing matrix, and superscript T denotes the transpose of a vector.
The source signal vector s ( t ) , is assumed to be a cyclostationary complex stochastic process. The component processes si ( t ) , 1 5 i 5 m are assumed to be mutually independent with zero mean, I.e., with J = G, < . > is the time averaging operator (see [I]), p ; (~) = < si(t + T ) s f ( t ) e J P i t >, / 3; # 0 is the cyclic frequency of source i, and pi(0) > 0; superscripts * and * denote the conjugate of a complex and the complex conjugate transpose of a vector, respectively. The additive noise w(t) is modeled as a stationary complex random process.
The purpose of blind source separation is to find an m x n separating matrix B 
FUNDAMEN'IALRESULTS
We first present here a necessary and sufficient identifiability condition for the cyclostationary sources. proof: The sufficiency is proven in Theorem 1 and 2. We here only prove that relations (1) and (2) are necessary to achieve BS,S using cyclo-correlation functions
ef ( Proof: For simplicity, we assume without loss of generality that the sources are scaled such that S(0) = I and accordingly rii (0) = 1 (these hypotheses will be held in the sequel). where I represents identity matrix.
The proof of Theorem 2 consists of two parts that correspond to (1) and (2). respectively.
For any source i such that pj # pi. for j # i. proof has been given in that of Theorem 1. The above criteria suffer from the problem that they are nondiscriminatory, and must therefore separate all of the unknown sources received by the array and rely on additional downstream processing to separate the sources of interest. This drawback can be of critical importance in systems where the number of sources impinging on the array is high, especially if only a few of those sources are of interest to the receiver processor. In this case, it is not necessary to completely estimate B. . . . , s:(t)lT (resp. A = [AI,. . ,Ad]). Each vector si(t) (resp. each matrix Ai) has a size equals to di (resp. n x d;), the number of sources having same cyclic frequency pi (i.e., the entries of s;(t) are the source signals with cyclic frequency pi) but satisfying (2). We have the following result:
Theorem 4 Let z;(t) = BYx(t) be a d; x 1 random vector satisfying:
< zi(t)zf(t)eJPit > = I (8) 
Proof: Relations (7), (8), and (9) can be rewritten as:, . 
PI.
in [5], we can conclude that C; = P A and thus z;(t) = PAsi(t)
where P is a permutation and A a non-singular diagonal matrix. To prove the second part of Theorem 4, observe that (7) and (8) Therefore if we define Ui 'kf RHI2Bi, the problem becomes Therefore, U; is given (up to a d; x d; unitary matrix Vi) by any orthogonal basis of Ker(R-'/2kR-H/2). Vi should be chosen such that (9) is satisfied. In other words, V; is a unitary matrix that joint diagonalizes M;(k) (i.e., such that ViM;(k)VH are U diagonal) for k = TI,. . . , TK.
Remark: The number of sources m can be estimated as the number of non-zero eigenvalues of R , e.g., [IO] . Similarly, the number of sources di with cyclic frequency p; can be estimated as the dimension of the kernel of R-' /21?,,R-H/2.
IMPLEMENTATIONS
The algorithmic implementations of Theorem 3 and Theorem 4 can be obtained easily from these theorems themselves. Moreover, Theorem 1 is the special case of Theorem 2 with k = 0. Hence, we here only present the derivation of the iterative optimization algorithm of Theorem 2. From Theorem 2 result, we define the following contrast function [ 111:
with TO = 0. Note that G(z) has been chosen for its convenience (see following), however, numberous other choices of contrast functions exist.
The separation criterion we have presented in Theorem 2 takes the form B is a separating matrix + G(z(t)) = 0
where z(t) = Bx(t) and G is a given contrast function. The approach we choose to solving (1 1) is inspired from [6] . It is a block technique based on the natural gradient technique [9] . Given T received samples, it consists of searching the zeros of the sample version of (1 1). Solutions are obtained iteratively in the form At iteration p , a matrix dp) is determined from a local linearization of G(Bx(t)). It is an approximate Newton technique with the benefit that can be very simply computed (no Hessian inversion) under the additional assumption that B@) is close to a separating matrix. The procedure is illustrated as follows. (1.9) 0 When / 3; # p j , we can further simplify (14) by using the fact that In our simulations, the snapshot size is T = 1000 samples; the signal to noise ratio is defined as SNR=-lO1ogl0u2, where u2 is the noise variance; the noise covariance is assumed to be of the form R, = f i~~~Q Q~/ l l Q 1 1~, where Q is given by Qij = 0.9li-ji; the mean rejection level is estimated by averaging 100 independent trials.
Example 1: ' b o sources have different cyclic frequencies.
We assume the cyclic frequencies of two sources are PI = 2al = 0.6 and ,& = 2 a 2 = 1.4. Figure 1 , Figure 2 and Figure 3 show the mean rejection levels of ATHl against, respectively, the signal to noise ratio SNR, sample size, and iterations. It is clear from Figure 1 that ATHl performs well at moderate and high SNR. Figure 6 show the mean rejection levels of ATH2 and ATH4 versus SNRs, where the number of time lags is chosen as K = 4. One can see that both ATH2 and ATH4 achieve good separation performances of cyclostationary sources with same cyclic frequency in the case of high or even moderate SNR. Figure 7 shows the performance gain when increasing the number of lags K. We have found experimentally that the improvement of gain in performance is obtained in difficult environments, poor SNR, small spectral difference, ill-conditioned mixture matrix, etc. 
CONCLUSION
This paper presents new blind source separation methods for cyclostationary sources. Based on the identifiability condition, two SOS-based criteria are introduced to blindly separate sources with or without distinct cyclic frequencies. By using the natural (or relative) gradient technique, iterative block algorithms are proposed to minimize the contrast functions derived from Theorem 1 and Theorem 2 and perform the BSS. Adaptive optimization of the contrast functions is also possible using the approach shown in 17, 81. These algorithms are nondiscriminationatory and must 
