Introduction
Sample survey data provide the basis of much statistical modelling in the social sciences. Classical methods of fitting statistical models can, however, be invalid in the presence of complex sampling designs involving, for example, unequal weights, stratification or multi-stage sampling. To address this concern, there has been considerable development of methods which do take account of complex designs (e.g. Rao and Thomas, 1988; Skinner, Holt and Smith, 1989; Korn and Graubard, 1999; Chambers and Skinner, 2003) . One approach, pseudo maximum likelihood (PML) estimation (Binder, 1983; Skinner, 1989) , has found increasingly wide application and is now implemented in many statistical software packages, such as R (Survey Analysis),
SPSS Complex Samples TM , STATA (version 10+), LISREL (version 8.7+) and MPlus
(version 3+). One advantage of this approach is its generality; it is applicable to a very broad class of complex sampling schemes and to a wide range of statistical modelling methods, especially those based upon generalized linear models but also other methods such as latent variable modelling (Asparouhov, 2005) .
In this paper we shall consider an alternative approach proposed by Clogg and Eliason (1987) , hereafter referred to as CE, for use with one specific class of modelling methods:
log-linear modelling of contingency tables. Although their proposal featured as just one of many ideas in their paper, it has received continuing attention, for example in the standard text book of Agresti (2002, p.391) and in the extension to latent class models of Vermunt and Magidson (2007) . The primary rationale for the approach is that it provides a simple way of incorporating survey weights into the estimation of the log-linear model to give "appropriate parameter estimates and standard errors" (Agresti, 2002, p.391) . It has also been claimed that the approach leads to valid model testing procedures (Vermunt and Magidson, 2007 ).
An acknowledged shortcoming of the CE approach is that it fails to take account of stratification or multi-stage sampling in the estimation of standard errors. Since it is very common for social surveys to employ multi-stage sampling and since the impact of multistage sampling on standard errors is often much greater than the impact of unequal weights, this is a major disadvantage of the CE approach relative to the PML approach.
Nevertheless, surveys do arise where there is no clustering and the survey weights exhibit appreciable variability. Moreover, there do exist software packages, for which log-linear modelling procedures via the PML approach are not available but the CE approach can be implemented easily (SAS ® , for example, appears to fall in this category at present).
The purpose of this paper is to investigate the properties of the CE approach and to compare them to those of the PML approach. For an earlier discussion of this comparison, see Patterson et al. (2002) and Vermunt (2002) .
The paper is organised as follows. In section 2, we introduce the log-linear model and explain how unequal probability sampling can affect the fitting of this model. This discussion is designed to motivate the CE approach which is set out in section 3. The theoretical properties of the CE approach are assessed in section 4 under a sampling design, chosen to be favourable to the CE approach. The PML approach is set out briefly in section 5 and then compared theoretically to the CE approach in section 6. An empirical comparison is provided in section 7 using data from the 'Formation & Qualification Professionnelle' survey, conducted in France in 1985. Conclusions are drawn in section 8.
The Log-linear Model and the Impact of Sampling
As in Clogg and Eliason (1987) 
where log( ) We subscript s µ and s λ by s to denote sample. This highlights a basic problem with this model for sample survey data: the parameters of the model are dependent upon the sampling scheme if, as is common, s µ is defined in terms of the expected sample frequencies. To explore this dependence, suppose instead that the log-linear model is defined in terms of the expected population frequencies. To emphasize the distinction we remove the subscript s and write the population-level model as:
where we suppose the same design matrix X applies. For simplicity, consider a sampling scheme where all units in the k th cell of the table are included in the sample with probability k π and let log( ) π be the 1 M × vector containing the log( ) k π . Then we may write: log( ) log( ) log( )
since the expected sample frequency in the k th cell is given by k π times the expected population frequency. Hence from (2) and (3), we may write:
Provided the structure of X is appropriate, the expression in (4) may be equated to the original expression in (1) for some special sampling schemes, for example:
(i) equal probability selection: if all the k π are equal then log( ) π will be a multiple of a vector of ones and if the first column of X is specified to be a vector of ones, the vectors s λ and λ will only differ in their first element. Such a definition of X is standard (e.g. Agresti, 2002, Ch.8) where the first element of s λ represents the total sample size and the remaining elements determine the proportions falling into the different cells of the table.
(ii) disproportionate stratified sampling according to one of the cross-classifying variables in a multi-way table: provided X is defined to include the main effects for the stratifying variable, the vectors s λ and λ will only differ with respect to those elements corresponding to these main effect terms.
Thus, for some simple sampling schemes, it may be reasonable to follow the traditional approach of fitting model (1) to the sample frequencies, provided the design matrix is specified to capture the differential sampling effects and some of the parameter estimates are interpreted as absorbing effects of sampling, e.g. the grand mean term in example (i) and the main effects for the stratifying variable in example (ii). This approach is not suitable, however, for more complex sampling schemes.
The Clogg and Eliason Approach
The CE approach may be motivated by equation (4). Suppose the expected sample frequencies in a contingency 
is fitted using conventional ML methods, treating log( ) z (the 1 M × vector containing the log( ) k z ) as an offset, then inference about the parameter vector λ , and in particular the implied standard errors, will be appropriate.
We have seen that this claim is valid in one special case, i.e. where Bernoulli sampling is employed within cells and where the survey weights (assumed to be inverse inclusion probabilities) are constant within cells. We argue, however, that this claim is not valid in general for two main reasons.
First, as noted in the introduction, complex sampling schemes impact on standard errors not only through unequal weights but also, and often more importantly, through other features of the design such as cluster sampling. It is well known that cluster sampling can seriously inflate standard errors. The use of the offset term in the CE approach takes no account of potential variance inflation from designs such as cluster sampling and thus will generally lead to invalid standard errors.
The second reason why we argue that the CE approach will, in general, be invalid is that it does not adequately take account of the effects of weight variation. Since this is the main purpose of the discussion in CE, it is the theme which we shall focus on. In the next section, we consider a sampling scheme which is designed to be as favourable to the CE approach as possible, while imposing no constraints on the variability of the weights.
4.
Theoretical 
Point Estimation under the CE Approach
The parameter vector λ is estimated under the CE approach using ML estimation based upon (5), treating the / k k k z n N = as fixed. As discussed by Vermunt (2002) , the log likelihood used in the CE approach may be expressed as:
where, from (5), ( ) exp( )
and k x denotes the k th row of X . The point estimator in the CE approach is denoted ˆC E λ and is the value of λ which maximizes (7).
We show in the Appendix that, providing the model in (2) holds, then ˆC E λ is consistent for λ (under a suitable asymptotic framework). Thus, the CE approach does make use of the weights to correct for bias from unequal probability sampling, at least in large samples. Note, however, that if any of the cells are empty ( 0
defined and thus the estimator ˆC E λ is not defined.
Standard Error Estimation under the CE Approach
CE propose to obtain standard errors by treating the expression in (7) We show in the Appendix that in fact, if we properly take account of the fact that k z is not fixed, the (large sample) variance-covariance matrix of ˆC E λ can be expressed as: ĉ is the sample coefficient of variation of the weights. We do not pursue this idea, however.
Pseudo Maximum Likelihood (PML) Approach
The PML approach is motivated by the 'census' likelihood for model (2) which would apply if the whole population was sampled and the k N were known. In this case the ML estimator of λ would be obtained by solving the 'census' likelihood equations (c.f. Agresti, 2002, p.335) given by:
where ( ) exp( )
The PML estimator of λ , denoted ˆP ML λ , is defined as the solution of (9) when the k N are replaced by the weighted counts ˆk N . It may be obtained by using one of the standard ML fitting routines for log linear modelling (Agresti, 2002, sect. 8.7) with the weighted counts. The variance-covariance matrix of ˆP ML λ may be obtained by either linearization or replication methods.
The linearization method may be implemented by first taking the standard estimator of the variance-covariance matrix
obtained from the ML fit to the weighted counts, as above. The linearization estimator may then (c.f. Rao and Thomas, 1988, sect. 5 .2) be expressed as
where V is an estimator of the variance-covariance matrix of the vector of ˆk N , which λ . This is repeated for each replicate and the jackknife estimator of the variance of λ is then given by:
This estimator is consistent for the variance of λ under general assumptions about the survey weights and the stratified multi-stage design (Shao and Tu, 1995, Ch.6 ).
Theoretical Comparison of the CE and PML Approaches

Comparison of Standard Error Estimators
As we showed in section 4.3, the standard error estimators produced by the CE approach are generally biased and inconsistent as a result either of non-independence between the selection of different units, e.g. via cluster sampling, or because of unequal survey weights within the cells of the table. On the other hand, the PML method is designed so that the standard error estimators are consistent.
Comparison of Point Estimators
The point estimators, ˆP 
where for ˆP
The variance of any linear combination of the elements of the vector λ solving (11) is minimized by setting k k a x proportional to:
Hence the optimal choice of k a is 
Sampling Characteristics of the Survey
The 1985 (Laulhé and Soleilhavoup, 1987; Soleilhavoup, 1988a, 1988b) .
More precisely, the survey sample was drawn from the (very large) 1982 master sample in order to concentrate interviews within the geographical areas covered by the team of interviewers of the French Statistical Office so as to minimize travelling costs.
The sampling was divided into two phases. First, a sample of 38,000 dwellings was drawn from the master sample so that all dwellings in the population had an equal probability of inclusion of 1/200. Then the individuals in these dwellings were stratified according to nationality in two categories (French, foreigners), position as regards the labour market, socio-economic class and age group. Second, the final sample of 46,500 individuals was drawn from the 73 resulting strata using different (sub-)sampling fractions, ranging from 13% to 100%, determined by the objectives of the survey. As a result, the probabilities of inclusion of the different individuals in the census population ranged between 1/200 and 1/2690. These probabilities are referred to as the initial sampling fractions. The geographical clustering in the master sample is not identified in the file and will be ignored in our analyses for reasons of practicality and simplicity. The possible clustering of individuals in dwellings will also be treated as negligible since it will happen with very small probability (especially since we shall restrict attention to a subsample of women in a particular age range). In summary, the sample will be treated as being derived by (disproportionate) stratified simple random sampling.
The interviews were completed between mid April and the end of June 1985 with 39,233 completed questionnaires collected. To take account of not only the disproportionate stratification but also other sources of missing data (because of unknown addresses, long term absences and refusals), weights were constructed as ratios of census counts to counts of survey respondents within weighting classes defined by the strata cross-classified with residential area at the census (rural, urban, or Parisian). The resulting final weight variable is available for each case in the data file, for use in producing estimates for the population.
Data, Contingency Table and Log-linear Model
For our analysis we restrict attention to the sub-sample of 5,159 women, with French nationality at the date of the survey, aged between 35 and 59 at the end of December 1985, currently employed at the date of the survey, and who reported information about their current socio-economic class and their father's socio-economic class when they stopped attending school or university on a regular basis. Table 1 displays characteristics of this sub-sample across the strata. The 5,159 women belong to 18 different strata with initial sampling fractions varying between 1/310 and 1/2500. The distribution is very uneven as only 2 women appear in the least numerous stratum while 1,581 belong to the most numerous one. For descriptive purposes, Table 1 also presents the mean and standard deviation of the final weight in each stratum. The discrepancy in each stratum between the average final weight and the inverse of the initial sampling fraction reflects the adjustments that result from missing data, and the standard deviation of the final weight reflects the variability of the case-by-case weighting within each stratum.
Our analysis is based on the 7 x 7 two-way contingency table that cross-classifies women's socio-economic class with their father's socio-economic class when they stopped attending school or university on a regular basis. The mobility table uses a discrete and unordered socio-economic classification defined as follows: (1) higher-grade salaried professionals; (2) company managers and liberal professions; (3) lower-grade salaried professionals; (4) artisans and shopkeepers; (5) non-manual workers; (6) foremen and manual workers; (7) farmers. We aim at analysing the structure and strength of the association between father's socio-economic class and daughter's socio-economic class in 1985 within French society.
For that purpose, we use the log-linear model proposed by Hauser (1978 Hauser ( , 1980 ) that identifies the two-way interaction effects by constraining some of them to be equal across cells of the contingency Thus, aside from total (α ), row ( i β ), and column ( j γ ) effects, each expected frequency is determined by only one interaction parameter ( k δ ) which "reflects the density of mobility or immobility in that cell relative to that in other cells in the table" (Hauser, 1980, p.416) . The interaction parameters of the model may therefore "be interpreted as indexes of the social distance between categories of the row and column classifications" (Hauser, 1980, p.416) .
A previous paper (Vallet, 2005) Table 3 . In our underlying hypotheses, we assumed that the association between origin class and destination class is symmetrical across the main diagonal, and we also emphasized that three aspects must be considered to describe the structure and strength of the association: the relative desirability of different socio-economic class positions; the relative advantages afforded to individuals by different socio-economic class origins; and the relative barriers that face individuals in seeking access to different socio-economic class positions. Although this initial model did not satisfactorily fit the data on conventional criteria of statistical significance, the expected frequencies were generally close to the observed frequencies. On the basis of an examination of residuals, a few modifications were introduced to reallocate some cells to a different interaction parameter (Vallet, 2005 ). The final model, with again 7 = K interaction parameters, that resulted from this process and proved to satisfactorily fit the data is presented in the lower part of Table 3. For the initial and final log-linear models, we now compare estimates and standard errors obtained in four different ways: the standard ML approach for the tables of unweighted frequencies and of weighted rescaled frequencies; the CE approach; and the PML approach.
Computation
To implement the first three approaches, we used both the CATMOD and GENMOD To estimate the true variance of the CE point estimator, we implemented the jackknife method in (9) by nesting the GENMOD procedures in a loop in SAS ®
. We also applied this method to each of the other point estimators and found that with the PML estimator we obtained exactly the same results as with SASMOD. three sets of point estimates to compare. The most marked differences are between the unweighted estimates and the other two (PML and CE) estimates. As discussed in section 6.2, both the latter estimators will be approximately unbiased if the model is true. We cannot be certain that either of the models is true but it seems reasonable to view the differences between the unweighted estimates and the other two estimates as evidence of bias in the former procedure (cf. Clogg and Eliason (1987, p.22) ). This bias is especially pronounced in the case of the j γ parameters and this may be attributed to the strong correlation between the column variable (women's socio-economic class in 1985) and one of the stratifying variables (women's socio-economic class at the census) upon which the sampling is differential. The PML and CE estimates are broadly similar and should not lead to any difference in substantive interpretation for either model. Leaving aside consideration of the standard errors, there seems no strong reason to prefer one set of estimates to the other. One possible argument in favour of the PML estimator, following Patterson et al. (2002) and mentioned in section 6.2, is that the PML estimator is 'estimating' a well-defined population quantity if the model is false, whereas the CE estimator is then estimating a quantity dependent on the arbitrariness of the sampling scheme.
Comparison of Parameter Estimates and Standard Errors
As regards standard errors in Table 4 , only those for the PML estimator have been estimated in a way which takes appropriate account of the complex sampling. Since the weighted rescaled and the PML point estimators are identical, the differences between the standard errors for these two estimators demonstrate that the former method can often lead to seriously incorrect standard errors, as noted by Clogg and Eliason (1987, p.24) .
We have also calculated valid standard errors for the unweighted point estimators using the jackknife method and found that these too can differ from the values in Table 4 , although the differences are more minor. We do not report or comment on these results further, however, since the unweighted point estimators show clear bias and so their standard errors are of little interest.
Of much more importance to the theme of this paper are the standard errors for the CE approach. The standard errors of the CE point estimator obtained via a valid jackknife approach are compared in Table 5 with those obtained via the CE approach. We observe that the CE approach uniformly underestimates the standard errors. The jackknife value is often at least 10% higher and sometimes at least 20% higher. Our empirical investigation therefore illustrates how the CE variance estimator can systematically underestimate the true variability. Moreover, we observe in Table 4 that the standard errors obtained under the CE approach are virtually identical to those of the unweighted approach. Hence the device of including the offset term in the model seems to provide virtually no benefit in capturing the effect of unequal sampling weights on the standard error. It should be noted that the standard errors in Tables 4 and 5 are only sample estimates. However, it seems quite implausible that the systematic patterns observed are a result of sampling variation when the sample size is over 5,000 and the patterns are so similar for the different parameters.
Finally, we compare the jackknife estimates for the CE estimator in Table 5 with the jackknife estimates for the PML estimator in Table 4 . We observe that these are very similar. This is not surprising since the values of the point estimators were similar too. It implies that, at least for this application, there is no evidence of an efficiency advantage of the CE point estimator compared to the PML approach.
Conclusions
Clogg and Eliason (1987) proposed, amongst many other ideas, a simple method for handling survey weights in log-linear modelling. This method has continued to be cited.
We have investigated the properties of this method using both statistical theory and an empirical study of social mobility using French survey data. Despite its simplicity, we recommend against the use of the method for the following reasons:
• the standard errors produced by the method are invalid in general as a means of capturing the effect of weighting, contrary to claims in the literature. They are only valid in one or two very special cases. They generally underestimate the true standard errors. This has been shown theoretically in the case of unequal probability Poisson sampling and empirically in the case of disproportionate stratified sampling. In our empirical study the method produced standard errors which were virtually identical to ignoring the survey weights entirely.
• the standard errors produced by the method take no account of the effects of complex sampling other than weights. In the authors' experience, there is a common misperception among survey data users that weights are the only aspect of complex sampling that need to be taken account of in data analyses, whereas for most social surveys, multi-stage sampling has a much greater impact than weighting on standard errors.
• the method does correct for bias in point estimation but we see no clear advantages of this approach compared to the equally simple approach of fitting a model to a weighted table.
• we are not aware of any rigorous theoretical justification of claims in the literature (e.g. Vermunt and Magidson, 2007 ) that this method leads to valid model testing procedures in the presence of survey weights and, on the basis of the theoretical work in this paper, we do not find this plausible.
We consider that the pseudo maximum likelihood (PML) approach overcomes these limitations of the method of Clogg and Eliason (1987) . Although the PML method does not appear to be implemented currently in log-linear modelling procedures in standard software packages, it is often feasible to employ replication variance estimation methods, such as the jackknife or bootstrap, where the point estimates are repeatedly computed for different replicates to obtain valid standard errors.
Appendix: Proofs of Results in Section 4
Consider first the consistency of ˆC E λ which maximizes (7) or, alternatively, may be defined as the solution of the estimating equations:
which may also be expressed as:
Consider the set-up of section 4.1, where infinity. In this framework, the ˆ/ k k N µ will each converge in probability to unity.
Moreover, if the model in (2) is correct, so that exp( )
converge in probability to unity. It then follows from (A1) that, provided the design matrix is defined in a non-redundant way so that (in large samples) (A1) has a unique solution, ˆC E λ will be consistent for λ .
Consider now the CE standard errors obtained from the information matrix based on (7), given by:
Hence the CE estimator of the variance covariance matrix of ˆC E λ is:
When the model in (2) holds, we may write alternatively that ( ) '
and in large samples:
The actual variance-covariance matrix of ˆC E λ may be obtained by linearization as follows. The first order Taylor expansion of ê xp( )
Substituting into (A1) gives:
Thus, in large samples, we may approximate the variance-covariance matrix of ˆC E λ by:
So the (large sample) variance-covariance matrix of ˆC E λ can be expressed as:
where 2 1 2 2 1 2 The sample variance of the weights within cell k is then:
and the squared coefficient of variation of the weights in cell k is:
which is identical to 2 k c in (A6).
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