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Abstract
Estimating the cardinality (number of distinct elements) of a large multiset is a classic
problem in streaming and sketching, dating back to Flajolet and Martin’s classic Probabilistic
Counting (PCSA) algorithm from 1983.
In this paper we study the intrinsic tradeoff between the space complexity of the sketch and
its estimation error in the Random Oracle model. We define a new measure of efficiency for
cardinality estimators called the Fisher-Shannon (Fish) number H/I. It captures the tension
between the limiting Shannon entropy (H) of the sketch and its normalized Fisher information
(I), which characterizes (asymptotically) the variance of a statistically efficient estimator.
We prove that many variants of the PCSA sketch of Flajolet and Martin have Fish number
H0/I0, where H0, I0 are two precisely-defined constants, and that all base-q generalizations of
(Hyper)LogLog are strictly worse than H0/I0, but tend to H0/I0 in the limit as q → ∞. All
other known sketches have even worse Fish-numbers.
We introduce a new sketch called Fishmonger that is based on a smoothed, compressed version
of PCSA with a different estimation function. Fishmonger has Fish number H0/I0 ≈ 1.98. It
stores O(log2 logU) + (H0/I0)b ≈ 1.98b bits, and estimates cardinalities of multisets of [U ] with
a standard error of (1+o(1))/
√
b. Fishmonger’s space-error tradeoff improves on state-of-the-art
sketches like HyperLogLog, or even compressed representations of it.
Fishmonger can be used in a distributed environment (where substreams are sketched sep-
arately and composed later). We conjecture that the Fish-number H0/I0 is a universal lower
bound for any such composable sketch.
∗This work was supported by NSF grants CCF-1637546 and CCF-1815316.
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1 Introduction
Cardinality Estimation (aka Distinct Elements or F0-estimation) is a fundamental problem in
streaming/sketching, with widespread industrial deployments in databases, networking, and sens-
ing.1 Sketches for Cardinality Estimation are evaluated along three axes: space complexity (in
bits), estimation error, and algorithmic complexity, where the latter could be understood
quantitatively (number of instructions per update) or qualitatively (in terms of simplicity).
In the end we want a perfect understanding of the three-way tradeoff between these measures,
but that is only possible if we truly understand the two-way tradeoff between space complexity
and estimation error, which is information-theoretic in nature. In this paper we investigate this
two-way tradeoff in the Random Oracle model.
Prior work in Cardinality Estimation has assumed either the Random Oracle model (in which
we have query access to a uniformly random hash function) or what we call the Standard Model (in
which unbiased random bits can be generated, but all hash functions are stored explicitly). Sketches
in the Random Oracle model typically pay close attention to constant factors in both space and
estimation error [4, 7, 8, 13–17, 19, 20, 25, 28, 29]. Sketches in the Standard Model [1–3, 5, 18, 22, 24]
use explicit (e.g., O(1)-wise independent) hash functions and generally pay less attention to the
leading constants in space and estimation error. Sketches in the Random Oracle model have had a
bigger impact on the practice of Cardinality Estimation [21,28]; they are typically simple and have
empirical performance that agrees2 with theoretical predictions [16,17,21].
Random Oracle Model. It is assumed that we have oracle access to a uniformly random func-
tion h : [U ]→ {0, 1}∞, where [U ] is the universe of our multisets and the range is interpretted as a
point in [0, 1]. (To put prior work on similar footing we assume in Table 1 that such hash values are
stored to logU bits of precision.) For practical purposes, elements in [U ] and [0, 1] can be regarded
as 64-bit integers/floats.
Problem Definition. A sequence A = (a1, . . . , aN ) ∈ [U ]N over some universe [U ] is revealed
one element at a time. We maintain a b-bit sketch S ∈ {0, 1}b such that if Si is its state after seeing
(a1, . . . ai), Si+1 is a function of Si and h(ai+1). The goal is to be able to estimate the cardinality
θ = |{a1, . . . , aN}| of the set. Define θˆ(S) : {0, 1}b → R to be the estimation function. An estimator
is (, δ)-approximate if Pr(θˆ 6∈ [(1 − )θ, (1 + )θ]) < δ. Most results in the Random Oracle model
use estimators that are almost unbiased or asymptotically unbiased (as b → ∞). Given that this
holds it is natural to measure the distribution of θˆ relative to θ. We pay particular attention to
the relative variance 1
θ2 Var(θˆ | θ) and the relative standard deviation 1θ
√
Var(θˆ | θ), also called the
standard error.
1See, e.g., https://looker.com/blog/practical-data-science-amazon-announces-hyperloglog, https:
//tech.nextroll.com/blog/data/2013/07/10/hll-minhash.html, http://content.research.neustar.biz/blog/
hll.html, https://www.amobee.com/blog/counting-towards-infinity-next-generation-data-warehousing-part-i/,
https://docs.aws.amazon.com/redshift/latest/dg/r_COUNT.html, https://medium.com/unsplash/
hyperloglog-in-google-bigquery-7145821ac81b, https://thoughtbot.com/blog/hyperloglogs-in-redis,
https://redislabs.com/redis-best-practices/counting/hyperloglog/, https://redditblog.com/2017/05/24/
view-counting-at-reddit/
2One reason for this is surely the non-adversarial nature of real-world data sets, but even in adversarial settings we
would expect Random Oracle sketches to work well, e.g., by using a (randomly seeded) cryptographic hash function.
Furthermore, since many applications maintain numerous Cardinality Estimation sketches, they can afford to store a
single O(n)-space high-performance hash function [9], whose space-cost is negligible, being amortized over the large
number of sketches.
1
Remark 1. An asymptotically unbiased O˜(m)-bit sketch with standard error O(1/
√
m) is morally
similar to an O˜(−2)-bit sketch with (, δ)-approximation guarantee, δ = O(1), but the two guar-
antees are formally incomparable. Specifically, the (, δ)-guarantee does not claim anything about
bias, and with probability δ the error is technically not bounded.
Formally, a b-bit sketching scheme is defined by a state transition function T : [0, 1]×{0, 1}b →
{0, 1}b where Si+1 = T (h(ai+1), Si). One can decompose T into a function family F := {T (r, ·) |
r ∈ [0, 1]} of possible actions on the sketch, and a probability distribution µ over F. I.e., if R is the
hash value, uniformly distributed in [0, 1], then µ(f) = Pr(T (R, ·) = f). For example, the state-of-
the-art (Hyper)LogLog sketch [13, 16] stores m non-negative integers (S(0), . . . , S(m− 1)) and can
be defined by the function family F = {fi,j} and distribution µ(fi,j) = m−12−j , i ∈ [m], j ∈ Z+,
where action fi,j updates the ith counter to be at least j:
fi,j(S(0), . . . , S(m− 1)) = (S(0), . . . , S(i− 1),max{S(i), j}, S(i+ 1), . . . , S(m− 1)).
Suppose we process the stream A = {a1, . . . , aN} using a sketching scheme (F, µ). If S0 is the
initial state, and fai ∈ F is the action of ai determined by h(ai), the final state is
FA
def= faN ◦ · · · ◦ fa1(S0)
Naturally, one wants the distribution of the final state FA to depend solely on θ, not the identity
or permutation of A. We define a sketching scheme (F, µ) to be history independent3 if it satisfies
History Independence: For any two sequences A1 and A2 with |A1| = |A2|, FA1 d∼ FA2 .
Until quite recently, all previous sketching schemes achieved history independence by satisfying
a stronger property. A commutative idempotent function family (CIFF) F consists of a set of
functions from {0, 1}b → {0, 1}b that satisfy
Idempotency: For all f ∈ F and S ∈ {0, 1}b, (f ◦ f)(S) = f(S).
Commutativity: For all f, g ∈ F and S ∈ {0, 1}b, (f ◦ g)(S) = (g ◦ f)(S).
We define a sketching scheme (F, µ) to be commutative if F is a CIFF. Clearly any commutative
sketching scheme satisfies history independence, but the reverse is not true. The main virtue of
commutative sketching schemes is that they are composable and therefore suitable to distributed
processing of large data sets. E.g., in the MPC4 model we could split the input as A(1), . . . ,A(M) ∈
[U ]∗ among M machines and sketch them separately as S(1), . . . , S(M). The combined sketch S of
A(1) ∪ · · · ∪ A(M) can be computed directly from S(1), . . . , S(M).
In recent years a few cardinality estimation schemes have been proposed that are history inde-
pendent but are non-commutative, and therefore suited to stream-processing on a single machine.
The sketches of Chen et al. [8], Helmi et al. [20], Cohen [10], and Ting [29] are history-independent
but non-commutative, and the sketch of Sedgewick [28] is neither history independent nor commu-
tative.
3This is closely related to the definition of history independence from [27], which was defined as a privacy measure.
4(Massively Parallel Computation)
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Random Oracle Model Sketch Size (Bits) Approximation Guarantee
Flajolet & Martin (PCSA) 1983 m logU Std. err. ≈ 0.78/√m
Flajolet (AdaptiveSampling) 1990 m logU + log logU Std. err. ≈ 1.21/√m
Durand & Flajolet (LogLog) 2003 m log logU Std. err. ≈ 1.3/√m
Giroire (MinCount) 2005 m logU Std. err. ≈ 1/√m
Chassaing & Gerin (MinCount) 2006 m logU Std. err. ≈ 1/√m
Estan,
(Multires.Bitmap) 2006 m logU Std. err. O(1/
√
m)Varghase & Fisk
Beyer, Haas, Reinwald 2007 m logU Std. err. ≈ 1/√mSismanis & Gemulla
Flajolet, Fusy,
(HyperLogLog) 2007 m log logU Std. err. ≈ 1.04/√mGandouet & Meunier
Lumbroso 2010 m logU Std. err. ≈ 1/√m
new (Fishmonger) 2020 O(log
2 logU)+
(1 + o(1))H0I0 b ≈ 1.98b
Std. err. ≈ 1/√b
Chen, Cao, Shepp
(S-Bitmap) 2009 m Std. err. ≈ (ln(eU/m)/2)/√m (?)& Nguyen
Helmi, Lumbroso,
(Recordinality) 2012 (1 + o(1))m logU Std. err. O˜(1)/
√
m (?)Martínez & Viola
Cohen (Martingale LogLog) 2014 m log logU + logU Std. err. ≈ 0.833/
√
m (?)Ting (Martingale MinCount) (m+ 1) logU Std. err. ≈ 0.71/√m
Sedgewick (HyperBitBit) 2016 134 ? (??)
Standard Model
Alon, Matias & Szegedy 1996 O(logU) (, 2/)-approx.,  ≥ 2
Gibbons & Tirthapura 2001 O(−2 logU log δ−1) (, δ)-approx.
Bar-Yossef, Kumar & Sivakumar 2002 O(−3 logU log δ−1) (, δ)-approx.
Bar-Yossef, Jayram, Kumar, 2002 O
([
−2 log logU (, δ)-approx.Sivakumar & Trevisan + logU
]
log δ−1
)
Kane, Nelson & Woodruff 2015 O([−2 + logU ] log δ−1) (, δ)-approx.
Błasiok 2018 O(−2 log δ−1 + logU) (, δ)-approx.
Lower Bounds
Trivial Ω(log logU) (O(1), O(1))-approx. (Rand. Ora.)
Alon, Matias & Szegedy 1996 Ω(logU) (O(1), O(1))-approx. (Standard)
Indyk & Woodruff 2003 Ω(−2) (, O(1))-approx. (Both)
Jayram & Woodruff 2011 Ω(−2 log δ−1) (, δ)-approx. (Both)
Table 1: Algorithms analyzed in the Random Oracle model assume oracle access to a uniformly
random hash function h : [U ] → [0, 1]. Algorithms in the Standard Model can generate uniformly
random bits, but must store any hash functions explicitly. The state of a commutative algorithm
is independent of the order elements are processed, once all randomness is fixed. All algorithms
are commutative except for those marked with star(s). Algorithms marked with (?) are history
independent, meaning before the randomness is fixed, the distribution of the final state depends
only on the cardinality, not the order/identity of elements. The algorithm marked with (??) is
neither commutative nor history independent.
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1.1 Survey of Carindality Estimation
1.1.1 Commutative Algorithms in the Random Oracle Model
Flajolet and Martin [17] designed the first non-trivial sketch, called Probabilistic Counting with
Stochastic Averaging (PCSA). The basic sketch S is a logU -bit vector where Si(j) = 1 iff some
h(a1), . . . , h(ai) begins with the prefix 0j1. Their estimation function θˆ(S) depends only on the least
significant 0-bit min{j | S(j) = 0}, and achieves a constant-factor approximation with constant
probability. By maintaining m such structures they brought the standard error down to roughly
0.78/
√
m.5
Flajolet [15] analyzed a sketch proposed by Wegman called AdaptiveSampling. The sketch Si
stores an index l and a list L of all distinct hash values among h(a1), . . . , h(ai) that have 0l as a
prefix. Whenever |L| > m, we increment l, filter L appropriately and continue. The space is thus
m logU + log logU . Flajolet proved that θˆ(S) ∝ |L|2l has standard error approaching 1.21/√m.
The PCSA estimator pays attention to the least significant 0-bit in the sketch rather than the
most significant 1-bit, which results in slightly better error distribution (in terms of m) but is
significantly more expensive to maintain in terms of storage (logU vs. log logU bits to store the
most significant bit.) Durand and Flajolet’s LogLog sketch implements this change, with stochastic
averaging. If we interpret h : U → R ∩ [0,m), then S consists of m integers, where
Si(j) = −
⌊
log2
(
min
{
{h(a1), . . . , h(ai)} ∩ [j, j + 1)
}
− j
)⌋
.
Durand and Flajolet’s estimator θˆ(S) is based on taking the geometric mean of the estimators
derived from the individual components S(0), . . . , S(m− 1), i.e.,
θˆ(S) ∝ m · 2m−1·
∑m−1
j=0 S(j).
It is shown to have a standard error tending to 1.3/
√
m. The HyperLogLog sketch of Flajolet et
al. [16] differs from LogLog only in the estimation function, which uses the harmonic mean rather
than geometric mean.
θˆ(S) ∝ m2
m−1∑
j=0
2−S(j)
−1 .
They proved it has standard error tending to ≈ 1.04/√m in the limit, where 1.04 ≈ √3 ln 2− 1.
Giroire [19] considered a class of sketches (MinCount) that splits the stream intom′ sub-streams,
and keeps the smallest k hash values in each substream. I.e., if we interpret h : [U ]→ [0,m′), Si(j)
stores the smallest k values among {h(a1), . . . , h(ai)}∩ [j, j+ 1). Chassaing & Gerin showed that a
suitable estimator for this sketch has standard error roughly 1/
√
km′ − 2, i.e., fixing m = km′ we
are indifferent to k and m′. Lumbroso [25] gave a detailed analysis of asymptotic distribution of
errors when k = 1 and offered better estimators for smaller cardinalities.
1.1.2 Commutative Algorithms in the Standard Model
In the standard model one must explicitly account for the space of every hash function. Specif-
ically, a k-wise independent function h : [D] → [R] requires Θ(k log(DR)) bits. Typically an
5The m structures are not independent. The stream A is partitioned into m streams A(0), . . . ,A(m−1) u.a.r. (using
h), each of which is sketched separately. They call the process of combining estimates from thesem sketches stochastic
averaging.
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-approximation (θˆ ∈ [(1− )θ, (1 + )θ]) is guaranteed with constant probability, and then ampli-
fied to 1 − δ probability by taking the median of O(log δ−1) trials. The following algorithms are
commutative in the abstract, meaning that they are commutative if certain events occur, such as a
hash function being injective on a particular set.
Gibbons and Tirthapura [18] rediscovered AdaptiveSampling [15] and proved that it achieves an
(, δ)-guarantee with a O(−2 logU log δ−1)-bit sketch and O(1)-wise independent hash functions.
Bar-Yossef et al. [2] improved the space to O((−2 log logU + logU) log δ−1). Kane, Nelson, and
Woodruff [24] designed a sketch that has size O((−2 + logU) log δ−1), which is optimal when
δ−1 = O(1) as it meets the Ω(−2) lower bound of [22] (see also [6]) and the Ω(logU) lower
bound of [1]. Using more sophisticated techniques, Błasiok derived an optimal sketch for all (, δ)
with space O(−2 log δ−1 + logU), which meets the Ω(−2 log δ−1) lower bound of Jayram and
Woodruff [23].
Non-commutative Sketching. The idea of non-commutative sketching seems to have been
independently arrived at by Chen et al. [8], Helmi et al. [20], and Cohen [10], and both Cohen [10]
and Ting [29] illustrated how any commutative sketch could be systematically transformed into a
(better) history-independent sketch. Not being the focus of this paper, we survey non-commutative
sketches in Appendix A, and evaluate a non-commutative, non-history independent sketch due to
Sedgewick [28] called HyperBitBit.
1.2 New Results
Our goal is to understand the optimal tradeoff between space and accuracy for commutative
sketches in the Random Oracle Model. Optimizing over the whole class of commutative (CIFF)
sketches is daunting, and probably unnecessary. We focus our attention on a large class of com-
mutative sketches that subsumes the most successful theoretical and practical algorithms, such
as (Hyper)LogLog [13, 16], PCSA [17], MinCount [7, 19], Kane-Nelson-Woodruff [24], and Bła-
siok [5]. At their core, these sketches consist of length-m vectors S = (S(0), . . . , S(m − 1)),
where each component S(j) records the outcome of some discrete experiment on the hash val-
ues h(A) = {(h(a1), . . . , h(aN )}. The experiments are typically identical and independent or es-
sentially independent, for example, recording the smallest hash value seen [7, 19, 25], or its loga-
rithm [13,16,24], rounded to an integer.
If the experiments are useful, then any two cardinalities θ0, θ1 induce distinct distributions over
the random variable S. It is well known [30] that under this condition and some mild regularity
conditions, the Maximum Likelihood Estimator (MLE)
θˆ(S) = arg max
θ
Pr(S | θ)
is, in the limit, asymptotically unbiased and normal with variance meeting the Cramér-Rao lower
bound:
lim
m→∞
√
m
(
θˆ(S)− θ
)
∼ N
(
0, 1
IS(0)(θ)
)
.
Here IS(0)(θ) is the Fisher information number of θ associated with any one component of the
vector S. This implies that as m gets large, θˆ(S) tends toward a normal distribution N
(
θ, 1IS(θ)
)
with variance 1/IS(θ) = 1/(m · IS(0)(θ)). (See Section 2.) Suppose for the moment that IS(θ) is
scale-free, in the sense that we can write it as IS(θ) = I(S)/θ2, where I(S) does not depend on
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θ. It appears that our task is to choose the vector of experiments6 S to maximize I (and hence
minimize the relative variance) but this obscures the full nature of the problem. In the end we have
to store S, and by Shannon’s source coding theorem, for a fixed parameter θ, we cannot encode S
with fewer than H(S | θ) bits. For the moment we assume that H(S | θ) is also scale-free and we
can write it as H(S | θ) = H(S), where H(S) does not depend on θ.
Thus, given the inherent limitations of Fisher, Cramér-Rao, and Shannon, we can rephrase our
problem as follows. Divine7 an experiment S that minimizes its Fisher-Shannon number Fish(S),
defined to be
Fish(S) = H(S)I(S) ,
which is equal to the product of its limiting memory size H(S) and its limiting relative variance
1
I(S) . Fish(S) captures in one number the overall limiting efficiency of the sketch. Thus, Fish
numbers allow us to compare syntactically varied sketches on a level playing field.
We analyze families of three archetypal sketches in terms of their Fish numbers: q-PCSA (base-
q generalizations of PCSA [17]), q-LL (base-q generalizations of LogLog [13, 16]), and (q, s)-Min
(discrete variants of the MinCount sketch with k = 1 [7, 19,25]). As a result of these investigations
we found two critical constants:
H0 =
1
ln 2 +
∞∑
k=1
1
k
log2 (1 + 1/k) ,
I0 = ζ(2) =
pi2
6 .
We prove that the Fish number of q-PCSA is
Fish(q-PCSA) = H0
I0
≈ 1.98,
and does not depend on the base q.
Whereas the Fisher information for q-PCSA is expressed in terms of the Riemann zeta function
(ζ(2)), the Fisher information of q-LL is expressed in terms of the Hurwitz zeta function ζ(2, 1q−1) =∑
k≥0(k + 1q−1)−2. We prove that q-LL is strictly worse that q-PCSA, but approaches the Fish
number of q-PCSA in the limit, i.e.,
∀q. Fish(q-LL) > H0/I0 but lim
q→∞Fish(q-LL) = H0/I0.
Finally, we prove that all sketches in the (q, s)-Min family have Fish numbers larger than H0/I0,
and in fact they are never better than that of 2-LL.
These results highlight intrinsic information-theoretic limitations of any sketching scheme based
on three archetypal sketches, but they do not immediately give rise to matching algorithms. As
a proof of concept, we propose a new sketch called Fishmonger that is based on a smoothed,
compressed version of PCSA with a different estimator function. It has Fish number H0/I0, occupies
O(log2 logU)+(1+o(1))(H0/I0)b ≈ 1.98b bits8 and achieves standard error (1+o(1))/
√
b, which is
better than existing commutative sketches, such as HyperLogLog [16] or compressed representations
of it.
6(subject to requirement that S be computable by a commutative function family)
7(through guesswork or inspiration)
8It consists of a vector of m = (ln 2/I0)b “smoothed” base-2 PCSA sketches (see Section 3.3) occupying space
(1 + o(1))(H0/ ln 2)m = (1 + o(1))(H0/I0)b, having standard error
√
ln 2/(I0m) = 1/
√
b. The change of variable
(m→ (ln 2/I0)b) is used here and in Table 1 to make it easier to compare against previous sketches.
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1.3 Organization
In Section 2 we review Shannon entropy, Fisher information, and the asymptotic efficiency of
Maximum Likelihood Estimation.
In Section 3.2 we define a notion of base-q scale-invariance for a sketch, meaning its Shannon
entropy and normalized Fisher information are invariant when changing the cardinality by multi-
ples of q. Under this definition Shannon entropy and normalized Fisher information are periodic
functions of logq θ. In Section 3.3 we define average entropy/information and show that the average
behavior of any base-q scale-invariant sketch can be realized by a generic smoothing mechanism.
Section 3.4 defines the Fish number of a scale-invariant sketch in terms of average entropy and
average information.
Section 4 analyzes the Fish numbers of generalizations of the archetypal PCSA, LogLog, and
MinCount sketches. Section 5 introduces the Fishmonger sketch, which achieves the Fish number
H0/I0. We conclude and highlight some open problems in Section 6.
Appendix A surveys non-commutative sketching and evaluates the HyperBitBit sketch, which is
neither commutative nor history-independent. All missing proofs appear in Appendix B.
2 Preliminaries
2.1 Shannon Entropy
Let X1 be a random variable with probability density/mass function f . The entropy of X1 is
defined to be
H(X1) = E(− log2 f(X1)).
Let (R1, X1) be a pair of random variables with joint probability function f(·, ·). When X1 and R1
are independent, entropy is additive: H((X1, R1)) = H(X1) + H(R1). In general, the conditional
entropy of X1 given R1 is defined as
H(X1 | R1) = E
(
− log2
f(X1, R1)
f(R1)
)
,
which is interpreted as the average entropy of X1 after knowing R1.
Shannon’s source coding theorem says that it is impossible to encode the outcome of a discrete
random variable X1 in fewer than H(X1) bits on average. On the positive side, it is possible [11] to
assign code words such that the outcome [X1 = x] is communicated with less than dlog2(1/f(x))e
bits, e.g., using arithmetic coding [26,31].
2.2 Fisher Information and the Cramér-Rao Lower Bound
Let F = {fθ | θ ∈ R} be a family of distributions parameterized by a single unknown parameter
θ ∈ R. (We do not assume there is a prior distribution on θ.) A point estimator θˆ(X) is a statistic
that estimates θ from a vector X = (X1, . . . , Xm) of samples drawn i.i.d. from fθ.
The accuracy of a “reasonable” point estimator is limited by the properties of the distribution
family F itself. Informally, if every fθ ∈ F is sharply concentrated and statistically far from other
fθ′ then fθ is informative. Conversely, if fθ is poorly concentrated and statistically close to other
fθ′ then fθ is uninformative. This measure is formalized by the Fisher information [30].
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Fix θ and let X ∼ fθ be a sample drawn from fθ. The Fisher information number of θ with
respect to the observation X is defined to be:
IX(θ) = E
(
∂
∂θfθ(X)
fθ(X)
)2
.
It is easy to show [30] that if X = (X1, . . . , Xm) is a vector of independent samples from fθ then
IX(θ) = m·IX1(θ). The celebrated Cramér-Rao lower bound states that, for any unbiased estimator
θˆ(X) with finite variance,
Var(θˆ | θ) ≥ 1
IX(θ)
.
Suppose now that θˆ(X = (X1, . . . , Xm)) is, in fact, the Maximum Likelihood Estimator (MLE)
from m i.i.d. observations. Under mild regularity conditions [30], it is asymptotically normal and
efficient, i.e.,
lim
m→∞
√
m(θˆ − θ) ∼ N
(
0, 1
IX1(θ)
)
or equivalently, θˆ ∼ N
(
θ,
1
IX(θ)
)
, as m→∞.
In the cardinality estimation problem we are concerned with relative variance and relative stan-
dard deviations (standard error). Thus, the corresponding lower bound on the relative variance
is
(
θ2 · IX(θ)
)−1. We define the normalized Fisher information number of θ with respect to the
observation X to be θ2 · IX(θ).
3 Scale-Invariance and Fish Numbers
We are destined to measure the efficiency of observations in terms of entropy (H) and normalized
information (θ2 × I), but it turns out that these quantities are slightly ill-defined, being periodic
when we really want them to be constant (at least in the limit). In Section 3.1 we switch from the
functional view of sketches (as CIFFs) to a distributional interpretation, then in Section 3.2 define
a weak notion of scale-invariance for sketches. In Section 3.3 we give a generic method to iron out
periodic behavior in scale-invariant sketches, and in Section 3.4 we formally define the Fish number
of a sketch.
3.1 Induced Distribution Family of Sketches
Given a sketch scheme, Cardinality Estimation can be viewed as a point estimation problem, where
the unknown parameter is the cardinality λ and fλ is the distribution over the final state of the
sketch.
Definition 1 (Induced Distribution Family). Let A be the name of a sketch having a countable
state spaceM. The Induced Distribution Family (IDF) of A is a parameterized distribution family
ΨA = {ψA,λ :M→ [0, 1] | λ > 0},
where ψA,λ(x) is the probability of A being in state x after processing a multiset of cardinality λ.
Define XA,λ ∼ ψA,λ to be a random state drawn from ψA,λ, where A may be omitted if clear
from context.
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We can now directly characterize existing sketches as IDFs.9 For example, the state-space of a
single LogLog (LL) sketch [13]10 isM = N and ΨLL contains, for each λ > 0, the function
ψLL,λ(k) =
(
1− 12k+1
)λ
−
(
1− 12k
)λ
.
For the remainder of the paper we consider just the basic versions of each sketch (e.g., a single
bit-vector for PCSA or a single counter for LL). When we apply the machinery laid out in Section 2
we take m independent copies of the basic sketch, i.e., every element of A is inserted into all m
sketches. In practice one could use stochastic averaging [16, 17], which is more practical and does
not influence the standard error much.
3.2 Weak Scale-Invariance
Consider a basic sketch A with IDF ΨA, and let Am denote a vector of m independent A-sketches.
From the Cramér-Rao lower bound we know the variance of an unbiased estimator is at least
1
IAm (λ) =
1
m·IA(λ) . The memory required to store it is at least H(XAm,λ) = m ·H(XA,λ). Thus the
product of the memory and the relative variance is lower bounded by
H(XA,λ)
λ2 · IA(λ) ,
which only depends on the distribution family ΨA and the unknown parameter λ. However, ideally
it would depend only on ΨA.
Essentially every existing sketch is insensitive to the scale of λ, up to some coarse approximation.
However, it is difficult to design a sketch with a countable state-space that is strictly scale-invariant.
It turns out that a weaker form is just as good for our purposes.
Definition 2 (Weak Scale-Invariance). Let A be a sketch with induced distribution family ΨA and
q > 1 be a real number. We say A is weakly scale-invariant with base q if for any λ > 0, we have
H(XA,λ) = H(XA,qλ),
IA(λ) = q2 · IA(qλ),
where IA(λ) is defined as IXA,λ(λ), which is the Fisher information number of λ with respect to
the random final state XA,λ.
Remark 2. The original (Hyper)LogLog sketch is basically weakly scale-invariant with base 2.
However, it only satisfies the two equalities of Definition 2 “in the limit” (as λ→∞). We generally
work with sketches for which the family ΨA is not strictly weakly scale-invariant, but for which an
asymptotic approximation of ΨA is.
Observe that if a sketch A is weakly scale-invariant with base q, then the fraction
H(XA,qλ)
(qλ)2 · IA(qλ) =
H(XA,λ)
λ2 · IA(λ)
becomes multiplicatively periodic with period q. See Figure 1 for illustrations of the periodicity of
the entropy (H) and normalized information (λ2I) of the base-q LogLog sketch.
9It is still required that the sketches be effected by a CIFF family, but this does not influence how IDFs are defined.
10In any real implementation it would be truncated at some finite maximum value, typically 64.
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Figure 1: Entropy and normalized Fisher information number for q-LogLog skecthes for λ ∈
[216, 224]. See Section 4.2 for the precise definitions. Left: At a sufficiently small scale, the os-
cillations in entropy (top) and normalized information (bottom) of 2-LL become visible. Right:
At higher values of q ∈ {2, 4, 16}, the oscillations in entropy (top) and normalized information
(bottom) of q-LL are clearly visible. From the bottom left plot one can see that the standard error
coefficient lower bound 1√0.93 = 1.037 is very close to the standard error coefficient β128 = 1.046
obtained by Flajolet et al. [16]. This highlights how little room for improvement there is in the
HyperLogLog estimation function.
3.3 Random Offsetting
The LogLog sketch has an oscillating asymptotic relative variance but since its magnitude is very
small (less than 10−4) it can be ignored in practice. However, when we consider base-q generaliza-
tions of LogLog, e.g., q = 16, the oscillation becomes too large to ignore; see Figures 1 and 2. Here
we give a simple mechanism to smooth these functions.
Rather than combine m i.i.d. copies of the basic sketch, we will combine m randomly offsetted
copies of the sketch. Specifically, the algorithm is hard-coded with a random vector (R0, . . . , Rm−1) ∈
[0, 1)m and for all i ∈ [m], each element processed by the algorithm will be withheld from the ith
sketch with probability 1 − q−Ri . Thus, after seeing λ distinct elements, the ith sketch will have
seen λq−Ri distinct elements in expectation. As m goes to infinity, the memory size (entropy) and
the relative variance tend to their average values.11 Figure 2 illustrates the effectiveness of this
smoothing operation for reasonably small values of q = 16 and m = 128.
11As m goes to infinity, using the set of uniform offsets (0, . . . , m−1
m
) will also work.
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Figure 2: The empirical relative error (λˆ/λ) distribution (for λ ∈ [216, 224]) of q-LogLog for four
cases: (1) q = 2 without offsets; (2) q = 16 without offsets; (3) q = 16 with random offsets; (4)
q = 16 with uniform offsets. All use m = 128 and the number of experiments is 5000 for each
cardinality. We use a HyperLogLog-type estimator λˆ(S) = αq,m,r ·m(∑k∈[m] q−S(k)−rk)−1 (without
stochastic averaging), where S(k) is the final state of the kth sketch and rk is the offset for the
kth sketch. The sketches without offsets have rk = 0 for all k ∈ [m]. The sketches with random
offsets have r = (rk)k∈[m] uniformly distributed in [0, 1)m. Sketches with uniform offsets use the
offset vector r = (0, 1/m, . . . , (m − 1)/m). The constant αq,m,r is determined experimentally for
each case.
Formally, let A be a weakly scale-invariant sketch with base q, state-space M, and IDF ΨA.
Let (R1, Y1) ∈ [0, 1) ×M be a pair where R1 is uniformly random in [0, 1), and Y1 is the state of
A after seeing λq−R1 distinct insertions.12 Then
Pr(Y1 = y1 | R1 = r1, λ) = ψA,λq−r1 (y1).
Thus the joint density function is
fλ(r1, y1) = ψA,λq−r1 (y1).
Lemma 1. Fix the unknown cardinality (parameter) λ. The Fisher information of λ with respect
12Technically, with the offset R1, the sketch should see B(λ, q−R1) distinct insertions, where B(λ, q−R1) is a
binomial random variable with λ trials and success probability q−R1 . We approximate B(λ, q−R1) by its mean λq−R1
since we are only considering the asymptotic relative behavior as λ goes to infinity.
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to (R1, Y1) is equal to
1
λ2
∫ 1
0
q2rIA(qr)dr.
Proof. We can calculate the Fisher information of λ with respect to (R1, Y1) as follows.
I(R1,Y1)(λ) = E
(
d
dλfλ(R1, Y1)
fλ(R1, Y1)
)2
=
∫ 1
0
∑
y1∈M
(
d
dλψA,λq−r1 (y1)
ψA,λq−r1 (y1)
)2
ψA,λq−r1 (y1)dr1.
Let r = r1 and w = λq−r. Then we have ddλψA,λq−r(y1) =
dw
dλ
d
dwψA,w(y1) = q−r
d
dwψA,w(y1).
Continuing, we have
=
∫ 1
0
q−2r
∑
y1∈M
(
d
dwψA,w(y1)
ψA,w(y1)
)2
ψA,w(y1)dr
=
∫ 1
0
q−2rIA(w)dr =
∫ 1
0
q−2rIA(λq−r)dr.
Let g(x) = q2xIA(qx). By the weak scale-invariance of A, we have g(x + 1) = g(x) for any x ∈ R.
Applying the definition of g, it is equal to
= 1
λ2
∫ 1
0
g(−r + logq λ)dr =
1
λ2
∫ 1
0
g(r)dr = 1
λ2
∫ 1
0
q2rIA(qr)dr.
Lemma 2. Fix the unknown cardinality (parameter) λ. The conditional entropy H(Y1 | R1) is
equal to ∫ 1
0
H(XA,qr)dr.
Proof. By the definition of the conditional entropy, we have
H(Y1 | R1) =
∫ 1
0
H(Y1 | r)dr =
∫ 1
0
H(XA,λq−r)dr.
Let g(x) = H(XA,qx). By the weak scale-invariance of A, we know that g(x) = g(x + 1) for any
x ∈ R. Thus, we conclude that∫ 1
0
H(XA,λq−r)dr =
∫ 1
0
g(−r + logq λ)dr =
∫ 1
0
g(r)dr =
∫ 1
0
H(XA,qr)dr.
In conclusion, with random offsetting we can transform any weakly scale-invariant sketch A so
that the product of the memory and the relative variance is∫ 1
0 H(XA,qr)dr
λ2 · 1
λ2
∫ 1
0 q
2rIA(qr)dr
=
∫ 1
0 H(XA,qr)dr∫ 1
0 q
2rIA(qr)dr
,
and hence constant for all cardinalities (parameters) λ.
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3.4 The Fish Number of a Sketch
Let Aq be a weakly scale-invariant sketch with base q. The Fisher-Shannon (Fish) number of Aq
captures the maximum performance we can potentially extract out of Aq, after applying random
offsets (Section 3.3), optimal estimators (Section 2.2), and compression to the entropy bound (Sec-
tion 2.1), asm→∞. In particular, any sketch composed of independent copies of Aq with standard
error 1√
b
must use at least Fish(Aq)b bits. Thus, the lower Fish-number is, the better the sketch is.
Definition 3. Let Aq be a weakly scale-invariant sketch with base q. The Fish number of Aq is
defined to be
Fish(Aq) def=
H(Aq)
I(Aq) , where H(Aq)
def=
∫ 1
0
H(XAq ,qr)dr and I(Aq) def=
∫ 1
0
q2rIAq(qr)dr.
4 Fish Numbers of PCSA, LL, and Min Sketches
In this section, we will find the Fish Numbers of three archetypal sketches and their generalizations:
PCSA [17], (Hyper)LogLog [13, 16], and a discrete version of MinCount [7, 19, 25]. The results are
best expressed in terms of two important constants, H0 and I0.
Definition 4. Let h(x) = −x ln x− (1− x) ln(1− x) and g(x) = x2ex−1 . We define
H0
def= 1ln 2 ·
∫ ∞
−∞
h
(
e−e
w
)
dw and I0
def=
∫ ∞
−∞
g (ew) dw.
Lemma 3 derives simplified expressions for H0 and I0. All missing proof appear in clearly
marked subsections of Appendix B.
Lemma 3.
H0 =
1
ln 2 +
∞∑
k=1
1
k
log2 (1 + 1/k) , and I0 = ζ(2) =
pi2
6 .
4.1 The Fish Numbers of q-PCSA Sketches
A natural base-q generalization of PCSA (q-PCSA) maintains a bit vector b = (bk)k∈N where
Pr(bi = 0) = (1 − q−i)λ after processing a multiset with cardinality λ. The easiest way to effect
this, conceptually, is to interpret h(a) as a sequence x ∈ {0, 1}∞ of bits13, where Pr(xi = 1) = q−i,
then update b← b ∨ x, where ∨ is bit-wise OR.14
Since we are concerned with the asymptotic behavior of the sketch when λ → ∞ we proceed
with the following assumptions and simplifications.
1. The probability that the ith bit is zero is exactly Pr(bi = 0) = e
− λ
qi .
2. All bits of the sketch are independent.
3. We extend the domain of the sketch b from N to Z, e.g., together with assumption (1), we
have Pr(b−5 = 0) = e−q
5λ.
13|s| is equal to the number of 1s in s.
14We can simplify this scheme with the same two levels of stochastic averaging used by Flajolet and Martin [17],
namely choosing x to have bounded Hamming weight (weight 1 in their case), and splitting the stream into m
substreams if we are maintaining m such b-vectors.
13
The combined effect of simplifications (1) and (3) is to make the resulting abstract sketch weakly
scale-invariant with base q, according to Definition 2.
Definition 5 (IDF of q-PCSA Sketches). For any base q > 1, the state space15 of q-PCSAMPCSA =
{0, 1}Z and the induced distribution for cardinality λ is
ψq-PCSA,λ(b) =
∞∏
k=−∞
e
−λ(1−bk)
qk (1− e−
λ
qk )bk .
Lemma 4. For any q > 1, q-PCSA is weakly scale-invariant with base q. Furthermore, we have
H(q-PCSA) = H0ln q and I(q-PCSA) =
I0
ln q .
Proof. Let λ be the unknown cardinality (the parameter) and Xq-PCSA,λ = (Zλ,k)k∈Z ∈ {0, 1}Z be
the final state of the bit-vector. For each k, Zλ,k is a Bernoulli random variable with probability
density function fλ,k(bk) = e
−λ(1−bk)
qk (1− e−
λ
qk )bk . Let h(x) = −x ln x− (1− x) ln(1− x). Since the
{Zλ,k} are independent, we have
H(Xq-PCSA,λ) =
∞∑
k=−∞
H(Zλ,k) =
1
ln 2
∞∑
k=−∞
h
(
e
− λ
qk
)
= 1ln 2
∞∑
k=−∞
h
(
e
− qλ
qk
)
= H(Xq-PCSA,qλ),
meaning q-PCSA satisfies the first criterion of weak scale-invariance. We now turn to the second
criterion regarding Fisher information.
Let g(x) = x2e−2xe−x +
x2e−2x
1−e−x =
x2
ex−1 . Observe that the Fisher information of λ with respect to
the observation Zλ,k (i.e., IZλ,k(λ)) is equal to
E
(
d
dλfλ,k(Zλ,k)
fλ,k(Zλ,k)
)2
=
(
d
dλ(1− e
− λ
qk )
)2
1− e−
λ
qk
+
(
d
dλe
− λ
qk
)2
e
− λ
qk
=
(
1
qk
e
− λ
qk
)2
1− e−
λ
qk
+
(
1
qk
e
− λ
qk
)2
e
− λ
qk
= 1
λ2
g
(
λ
qk
)
.
Since the {Zλ,k} are independent, we have
Iq-PCSA(λ) =
∞∑
k=−∞
1
λ2
g
(
λ
qk
)
= q2
∞∑
k=−∞
1
q2λ2
g
(
qλ
qk
)
= q2Iq-PCSA(qλ).
We conclude that q-PCSA is weakly scale-invariant with base q. Now we compute the H(q-PCSA)
and I(q-PCSA).
H(q-PCSA) =
∫ 1
0
H(Xq-PCSA,qr)dr =
1
ln 2
∫ 1
0
∞∑
k=−∞
h
(
e
− qr
qk
)
dr
= 1ln 2
∞∑
k=−∞
∫ 1
0
h
(
e−e
(r−k) ln q)
dr
15Strictly speaking the state-space is not countable. However, it suffices to consider only states with finite Hamming
weight.
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= 1ln 2
∞∑
k=−∞
∫ 1−k
−k
h
(
e−e
r ln q)
dr
= 1ln 2
∫ ∞
−∞
h
(
e−e
r ln q)
dr
= 1ln 2
1
ln q
∫ ∞
−∞
h
(
e−e
w
)
dw = H0ln q .
The final line uses the change of variable w = r ln q. We use similar techniques to calculate the
normalized information I(q-PCSA).
I(q-PCSA) =
∫ 1
0
q2rIq-PCSA(qr)dr =
∫ 1
0
q2r
∞∑
k=−∞
1
q2r
g(qr−k)dr
=
∞∑
k=−∞
∫ 1
0
g(qr−k)dr
=
∫ ∞
−∞
g(qr)dr = 1ln q
∫ ∞
−∞
g(ew)dw = I0ln q .
Theorem 1. The Fish number of q-PCSA does not depend on q, and in particular, for any q > 1,
Fish(q-PCSA) = H0
I0
≈ 1.98.
Proof. Directly from Lemma 4 and Definition 3.
4.2 The Fish Numbers of q-LogLog Sketches
The natural base-q generalization of the (Hyper)LogLog sketch (q-LL) works as follows. Let Y =
mina∈A h(a) ∈ [0, 1] be the minimum hash value seen. The q-LL sketch stores the integer S =⌊
− logq Y
⌋
, so when the cardinality is λ,
Pr(S = k) = Pr(q−k ≤ Y < q−k+1) = (1− q−k)λ − (1− q−k+1)λ.
Once again the state space of this sketch is Z+ but to show weak scale-invariance it is useful
to extend it to Z via an asymptotic approximation. In particular, we make the following two
simplifications.
1. Assume Pr(S = k) is precisely e−
λ
qk − e−
λ
qk−1 .
2. The state space is Z, e.g., together with (1) we have Pr(S = −1) = e−qλ − e−q2λ.
Definition 6 (IDF of q-LL sketches). For any base q > 1, the state space of q-LL isMLL = Z and
the induced distribution for cardinality λ is
ψq-LL,λ(k) = e
− λ
qk − e−
λ
qk−1 .
In Lemma 6 we express the Fish number of q-LL in terms of two quantities φ(q) and ρ(q), defined
as follows.
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Definition 7.
φ(q) def=
∫ ∞
−∞
−(e−er − e−erq) log2(e−e
r − e−erq)dr.
ρ(q) def=
∫ ∞
−∞
(−ere−er + erqe−erq)2
e−er − e−erq dr.
Lemma 5 gives simplified expressions for φ(q) and ρ(q). See Appendix B for proof.
Lemma 5.
φ(q) = 1− 1/qln 2 +
∞∑
k=1
1
k
log2
(
k + 1q−1 + 1
k + 1q−1
)
.
ρ(q) =
∞∑
k=1
1
(k + 1q−1)2
.
Lemma 6. For any q > 1, q-LL is weakly scale-invariant with base q. Furthermore, we have
H(q-LL) = φ(q)ln q and I(q-LL) =
ρ(q)
ln q .
Proof. For a fixed λ, by the definition of Shannon entropy, we have
H(Xq-LL,λ) =
∞∑
k=−∞
−(e−
λ
qk − e−
λ
qk−1 ) log2(e
− λ
qk − e−
λ
qk−1 )
=
∞∑
k=−∞
−(e−
qλ
qk − e−
qλ
qk−1 ) log2(e
− qλ
qk − e−
qλ
qk−1 ) = H(Xq-LL,qλ).
Also, we have
Iq-LL(λ) =
∞∑
k=−∞
(
− 1
qk
e
− λ
qk + 1
qk−1 e
− λ
qk−1
)2
e
− λ
qk − e−
λ
qk−1
= q2
∞∑
k=−∞
(
− 1
qk
e
− qλ
qk + 1
qk−1 e
− qλ
qk−1
)2
e
− qλ
qk − e−
qλ
qk−1
= q2 · Iq-LL(qλ).
We conclude that q-LL is weakly scale-invariant with base q. We now turn to calculating H(q-LL)
and I(q-LL). By Definition 3,
H(q-LL) =
∫ 1
0
H(Xq-LL, qr)dr
=−
∫ 1
0
∞∑
k=−∞
(
e−q
r−k − e−qr−k+1
)
log2
(
e−q
r−k − e−qr−k+1
)
dr
=−
∫ ∞
−∞
(
e−q
r − e−qr+1
)
log2
(
e−q
r − e−qr+1
)
dr
=φ(q)ln q .
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Again, by Definition 3,
I(q-LL) =
∫ 1
0
q2rIq-LL(qr)dr
=
∫ 1
0
∞∑
k=−∞
(
−qr−ke−qr−k + qr−k+1e−qr−k+1
)2
e−qr−k − e−qr−k+1 dr
=
∫ ∞
−∞
(
−qre−qr + qr+1e−qr+1
)2
e−qr − e−qr+1 dr
= ρ(q)ln q .
Theorem 2. For any q > 1, the Fish number of q-LL is
Fish(q-LL) > H0
I0
.
Furthermore, we have
lim
q→∞Fish(q-LL) =
H0
I0
.
Proof. We prove the second statement first. By Lemma 6, we have
lim
q→∞Fish(q-LL) = limq→∞
H(q-LL)
I(q-LL) = limq→∞
1− 1/q
ln 2 +
∞∑
k=1
1
k
log2
(
k + 1q−1 + 1
k + 1q−1
)
∞∑
k=1
1
(k + 1q−1)2
=
1
ln 2 +
∞∑
k=1
1
k
log2
(
k + 1
k
)
∞∑
k=1
1
k2
= H0
I0
.
The first statement will follow from Lemmas 7 and 8. See Appendix B.
Lemma 7. Fish(q-LL) is strictly decreasing for q ≥ 1.4.
Lemma 8. Fish(q-LL) > Fish(2-LL) for q ∈ (1, 1.4].
4.3 The Fish Numbers of (q, s)-Min Sketches
The MinCount sketch [7, 19, 25] is usually described as storing real numbers, though in practice
some bounded precision suffices. Here we consider a family of discrete, base-q generalizations of
MinCount with k = 1 we call (q, s)-Min. Roughly speaking, we assume h : [U ]→ R∩ [0, 1], but only
store the minimum hash value seen in a base-q floating point representation with precision s.16 I.e.,
16For q-PCSA and q-LL sketches, one can choose any base q > 1. However, for (q, s)-Min sketches, it naturally
requires both q and s to be integers.
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the state-space consists of pairs (t, k) where t is an s-digit integer (mantissa) in base q and k is an
integer exponential offset. Thus the pair (t, k) represents any number in the range [ t
qk
, t+1
qk
). We
require t to be in the range [qs−1, qs − 1] so that each real number corresponds to a unique (t, k)
pair. After λ insertions, the probability that the final state is (t, k) is equal to (1− t
qk
)λ−(1− t+1
qk
)λ.
As before, since we care about the behavior when λ goes to infinity, we can make the following
approximations.
1. The probability of the state (t, k) is equal to e−
λt
qk − e−
λ(t+1)
qk .
2. The range of exponential offsets (k) is extended to Z, e.g., (t,−3) is a final state with non-zero
probability.
Then we can give the following definition.
Definition 8 (IDF of Min sketches). Let q > 1 be the base and s ≥ 1 be the precision parameter.
The state space of (q, s)-Min is M(q,s)-Min = {qs−1, qs−1 + 1, . . . , qs − 1} × Z and the induced
distribution for cardinality λ is
ψ(q,s)-Min,λ(t, k) = e
− λt
qk − e−
λ(t+1)
qk .
Lemma 9. For any q > 1 and t ≥ 1, (q, s)-Min is weakly scale-invariant with base q. Furthermore
we have,
H((q, s)-Min) = 1ln q
qs−1∑
t=qs−1
φ
(
t+ 1
t
)
and I((q, s)-Min) = 1ln q
qs−1∑
t=qs−1
ρ
(
t+ 1
t
)
.
See Appendix B for the proof.
Theorem 3. For any q > 1 and s ≥ 1, there exists some q′ ∈ (1, 1 + 1
qs−1 ] such that
Fish((q, s)-Min) ≥ Fish(q′-LL).
Specifically, this implies
Fish((q, s)-Min) > H0
I0
.
Proof. By Lemma 9 and Theorem 2, we have
Fish((q, s)-Min) =
∑qs−1
t=qs−1 φ(
t+1
t )∑qs−1
t=qs−1 ρ(
t+1
t )
≥ min
t∈{qs−1,qs−1+1,...,qs−1}
φ( t+1t )
ρ( t+1t )
> inf
r
φ(r)
ρ(r) =
H0
I0
.
Corollary 1. For any q ∈ (1, 2], Fish(q-LL) ≥ Fish(2-LL) > H0/I0.
Proof. Directly follows from Lemmas 7 and 8.
Corollary 2. For any q > 1 and s ≥ 1,
Fish((q, s)-Min) ≥ Fish(2-LL) > H0/I0.
Proof. Directly follows from Theorem 3 and Corollary 1.
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5 Fishmonger: A Compressed, Smoothed PCSA-based Sketch
The results of Section 4 can properly be thought of as lower bounds on the performance of archetypal
sketches, so it is natural to ask whether there are matching upper bounds, at least in principle.
Specifically, given a sketch with a good Fish number, is it possible to store the sketch in space
meeting the entropy lower bound at all times?
In this section we design a sketch Fishmonger with Fish(Fishmonger) = H0/I0, which can be
stored in roughly (1 + o(1))mH0/ ln 2 bits and achieves a standard error of (1 + o(1))
√
ln 2/(mI0).
Through a change of variable, this is (1 + o(1))(H0/I0)b ≈ 1.98b bits and standard error 1/
√
b.
Fishmonger is based on a smoothed, compressed 2-PCSA sketch, with a different estimation function,
and is characterized by the following features.
• The abstract state-space of the sketch is {0, 1}m×logU . Due to compression the true state-
space of the sketch is in correspondence with a subset of {0, 1}m×logU . (Whenever these two
states need to be distinguished, denote Sˇ to be the abstract state and S the true state. At
time zero we have S0 = Sˇ0 = 0.)
• When a ∈ [U ] is processed we interpret h(a) as a random matrix Xa ∈ {0, 1}m×logU
where Pr(Xa(i, j) = 1) = 2−j−i/m, then set S ← S ∨ Xa (component-wise OR). In other
words, the rows S(0), . . . , S(m− 1) are independent sketches effecting a uniform offset vector
(0, 1/m, 2/m, . . . , (m− 1)/m). (See Section 3.3.)
• The cardinality is estimated using the Maximum Likelihood Estimator. Define l(S | λ) to be
the log2-likelihood of seeing S after sketching a set of cardinality λ.
l(S | λ) = log2
(
Pr
X1,...,Xλ
(X1 ∨ · · · ∨Xλ = S)
)
.
The estimator is then defined to be
λˆ(S) = arg max
λ
l(S | λ).
• The sketch stores the estimate λˆ(S) explicitly, then allocates (1 + o(1))m · H(2-PCSA) +B ≤
(1 + o(1))mH0/ ln 2 +B bits for storing S. If −l
(
S | λˆ(S)
)
≤ (1 + o(1))m ·H0/ ln 2 +B then
S is successfully stored. If not, then the last update to S cannot be recorded (Sˇ 6= S) and
the state of the sketch reverts to its state before processing the last element.
The crux of the analysis is to show that for B = o(m) +O(log2 logU), with high probability it
is always possible to store S in compressed form.
Theorem 4. The Fishmonger algorithm processes a sequence A ∈ [U ]∗ and maintains a sketch S
using
O(log2 logU) + (1 + o(1))mH0/ ln 2 ≈ O(log2 logU) + 4.69402m bits
that ideally represents an abstract m logU -bit sketch Sˇ. With probability 1− 1/ poly(m), S = Sˇ at
all times, and λˆ(S) is an asymptotically unbiased estimate of the cardinality λ of A with standard
error √
(1 + o(1)) ln 2
mI0
≈ 0.649140√
m
.
The proof uses Bernstein’s inequality.
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Theorem 5 (See [12]). Let X0, . . . , Xm−1 be independent random variables such that Xi−E(Xi) ≤
M for all i. Let X = ∑iXi and V = ∑i Var(Xi). Then
Pr(X > E(X) +B) < exp
(
−B2
/
(2V + 2MB/3)
)
.
Proof of Theorem 4. Observe that the number of times the abstract state Sˇ can change is m′ =
m logU . Since the sketch is idempotent, we can conflate “time” with cardinality, and let St, Sˇt be
the states after seeing t distinct elements. We will first prove that at any particular time t, the
probability that Sˇt cannot be stored in the specified number of bits is low, namely 1/ poly(m′). We
then argue that this implies that ∀t.Sˇt = St holds with probability 1 − 1/ poly(m′), i.e., the state
is identical to the abstract state at all times.
Fix any time t. By the independence of the rows {Sˇ(i)}i∈[m] of Sˇ we have
H(Sˇ | λ) =
∑
i∈[m]
H(Sˇ(i) | λ)
=
∑
i∈[m]
E(−l(Sˇ(i) | λ))
= (1 + o(1))m · H(2-PCSA) = (1 + o(1))mH0/ ln 2,
where the last line follows from Lemma 4 and the fact that in the limit (m→∞), the offset vector
is uniformly dense in [0, 1). By definition of the MLE λˆ(Sˇ), we have for every state Sˇ,
−l
(
Sˇ | λˆ(Sˇ)
)
≤ −l(Sˇ | λ).
In particular,
Pr
(
− l(Sˇ | λˆ(Sˇ)) > H(Sˇ | λ) +B
)
≤ Pr
(
− l(Sˇ | λ) > H(Sˇ | λ) +B
)
.
Thus, it suffices to analyze the distribution of of the upper tail of −l(Sˇ | λ), which we do with
Theorem 5.
It is straightforward to prove that Var(−l(Sˇ(i) | λ)) is upper bounded by an absolute constant,
independent of λ. Since we are concerned with success probability 1 − 1/ poly(m′), it suffices to
assume that −l(Sˇ(i) | λ) is never too large. In particular, fix a constant c that controls the error
probability and let C be a sufficiently large constant so that
Var(−l(Sˇ(i) | λ)) ≤ C,
Pr
(
∀i.− l(Sˇ(i) | λ) ≤ C log2m′
)
≥ 1− 1/(m′)c,
The second inequality can be proved with standard concentration inequalities.17 We apply Bern-
stein’s inequality (Theorem 5) where
Xi = min
{
−l(Sˇ(i) | λ), C logm′
}
,
X =
∑
i
Xi,
17Note that −l(Sˇ(i) | λ) is O(1) in expectation and can be expressed as the sum of independent log-likelihoods
−l(Sˇ(i, j) | λ).
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and V =
∑
i
Var(Sˇ(i)) = Cm.
We choose
B =
√
2Cm ln −1 + (2C/3)(log2m′) ln −1,
and apply Theorem 5
Pr(X > H(Sˇ | λ) +B) ≤ exp
(
− B
2
2C(m+B(log2m′)/3)
)
< .
Thus, with probability 1− 1/(m′)c− , ∀i.Xi = −l(Sˇ(i) | λ) and we achieve the successful outcome
−l(Sˇ | λ) = X ≤ H(Sˇ | λ) +B ≤ (1 + o(1))mH0/ ln 2 +B.
We set  = 1/(m′)c and
B = O
(√
m lnm′ + ln2(m′)
)
= O
(√
m lnm+ (log logU)2
)
.
At first glance, setting  so high seems insufficient to the task of proving that w.h.p., ∀t. Sˇt = St.
Ordinarily we would take a union bound over all t ∈ [1, U ], necessitating an   U−1. The key
observation is that S changes at most m′ times, so it suffices to take a union bound over a set T of
checkpoint times that witness all states of the sketch.
Define T = {t1, t2, . . .} to be the set of all times (i.e., cardinalities) of the form
tk =
⌊
(1 + 1/(m′)c/2)k
⌋
≤ U.
By a union bound, we fail to have success at all times in T with probability at most
|T|/(2(m′))c < O
(
1/(m′)c · (m′)c/2 logU
)
= O
(
(logU)/(m′)c/2
)
.
We now need to argue that all states of the data structure can be witnessed, w.h.p., by only checking
it at times in T, i.e., in any interval [tk, tk+1), the state changes at most once. When the cardinality
is tk the probability of changing state is typically Θ(m/tk), and with high probability (1−(m′)ω(1)),
it is at most m logm′/tk. The probability of seeing at least two state transitions between tk and
tk+1 is therefore at most(
tk+1 − tk
2
)
(m logm′/tk)2 < (tk/(m′)c/2)2 · (m logm′/tk)2 < 1/(m′)c−2.
Taking another union bound over all k shows that T witnesses all sketch states with probability
|T|/(m′)c−2 = O(logU/(m′)c/2−2) = O((m′)−(c/2−3)).
Thus, with probability 1−O((m′)−(c/2−3)), ∀t. Sˇt = St.
Whenever Sˇ = S, Theorem 1 implies the standard error of λˆ is√
1 + o(1)
m · I(2-PCSA) =
√
(1 + o(1)) ln 2
mI0
≤ (1 + o(1))0.649140√
m
.
The space used by the sketch (in bits) is
(1 + o(1)) (logU +m · H(2-PCSA)) = (1 + o(1))
(
logU + mH0ln 2
)
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≤ (1 + o(1))(logU + 4.69402m).
Finally, note that we do not need logU bits to store λˆ(S) exactly. Storing a floating point ap-
proximation λ˜ of it in log logU + 2 logm′ bits suffices to get a (1 + 1/(m′)2)-approximation. The
difference between the encoding lengths −l(S | λˆ(S)) and −l(S | λ˜) is less than 1 bit.
Remark 3. Note that when m is large, we can make B = o(m) slightly sublinear in m, M =
logU + 1, and get failure probability exp(−Ω(B/M)) = exp(−o(m/ logU)). However, it is not
worth spending many extra bits on B to avoid “failure” (the event that S 6= Sˇ) since this is
(mostly) harmless, statistically and algorithmically. If a single update to S fails to be recorded
with probability, say, m−5, the effect on λˆ’s overall error distribution is negligible.
Remark 4. Since Fishmonger is commutative in the abstract, it can be used in a distributed
environment to sketch substreams A(1), . . . ,A(z) separately and then combine them to estimate
the cardinality of A(1) ∪ · · · ∪ A(z). (This assumes that the same random oracle h is available to
all substreams.) Strictly speaking Fishmonger is not commutative since among all permutations of
(a1, . . . , aN ), some negligible fraction will induce occasional S 6= Sˇ errors. The important point
is that these bad permutations depend on h and cannot be constructed by an adversary without
knowledge of h.
6 Conclusion
We defined a new measure of sketch efficiency (Fish number) that measures the tension between
the compressibility of the outcome of a random variable and its value in estimating cardinality. We
discovered that the constant H0/I0 appears “naturally” in this problem, being the Fish number of
sketches in the PCSA family, and being the limiting Fish number of base-q LogLog-type sketches
as q → ∞. Moreover, the Fish number H0/I0 can be realized, in principle, by a new sketch
(Fishmonger) whose space is controlled by H0 and estimation error controlled by I0. Fishmonger can
be implemented with arithmetic coding [31], and is therefore somewhat impractical. An interesting
open problem is to achieve space close to (H0/I0)b and standard error 1/
√
b with a simple, practical
algorithm.
We conjecture thatH0/I0 is a lower bound on any commutative sketch for cardinality estimation.
Conjecture 1. If A is a commutative, weakly scale-invariant sketch (Definition 2) then Fish(A) ≥
H0/I0.
Our confidence in Conjecture 1 is not founded onH0/I0 being an intrinsically “natural” number,
but the fact that there are only so many ways to construct a scale-invariant sketch. Indeed,
numerous sketches have been invented since 1983, but they are all just variations on 2-3 themes,
e.g., the Multiresolution Bitmap of [14] is basically base-2 PCSA and the Discrete Max-count of [29]
is basically a smoothed base-e version of PCSA. Most other sketches invented are variants of
MinCount [7, 19,25], possibly with discretization [13,16].
Acknowledgement. The first author would like to thank Bob Sedgewick and Jérémie Lumbroso
for discussing the cardinality estimation problem at Dagstuhl 19051.
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A Non-Commutative and History-Independent Sketching
The idea of non-commutative sketching was discovered by several independent groups, and within a
few years of each other, by Chen et al. [8] in 2009, Helmi et al. [20] in 2012, and Cohen [10] in 2014.
Moreover, Cohen [10] and Ting [29] (2014) discovered a simple way to transform any commutative
sketch into a better history-independent sketch of essentially the same space complexity. Ting [29]
gave a set of generic tools for analyzing the standard error of such sketches.
The S-Bitmap data structure of Chen et al. [8] consists of a length-m bit-vector S, initially
zero, and is parameterized by a sequence of thresholds p0 ≥ · · · ≥ pm−1. The hash function
h : [U ] → [m] × (0, 1) is interpreted as producing an index ι and a real value ρ. When processing
the next element ai with h(ai) = (ι, ρ) we set S(ι) ← 1 iff ρ ≤ pHammingWeight(S). I.e., once h is
fixed, the effect that ai has on the structure depends on when it appears in the input sequence.
Nonetheless, before h is fixed the distribution of S at any one time clearly depends solely on the
cardinality of the input. Thus, it is history independent but non-commutative. They proved that if
{p0, . . . , pm−1} are chosen to accommodate cardinalities θ ∈ [U ], the standard error of the estimator
is about (ln(eU/m)/2)/
√
m. This error is worse than HyperLogLog for large cardinalities (U →∞)
but is often better when U is not too large and m is not too small.
Helmi et al. [20] began from a simple MinCount sketch S that stores the minimumm hash values
seen so far. Rather than estimate θ based on the values of these hashes in S, it does so based on the
number of times S changes. Thus, their sketch (called Recordinality) stores S, which is commutative,
and a counter tallying changes to S, which is not. The combination is history independent. Their
analysis depends solely on the property that (h(a1), . . . , h(aN )) induces a random permutation.
The standard error is shown to be O˜(1/
√
m).
Cohen [10] and Ting [29] gave a mechanical way to make any commutative sketch S into a
history-independent sketch S′ = (S, θˆ) as follows, where θˆ is initially zero. Process ai as usual
and let S′i−1 = (Si−1, θˆi−1) be the state beforehand and Si be the state of the commutative sketch
afterward. Define
p = Pr
(
Si 6= Si−1
∣∣∣∣ Si−1, [ai 6∈ {a1, . . . , ai−1]})
to be the probability the sketch changes, under the assumption that the next element ai has not
been seen.18 Then we update S′i as follows:
S′i =
(
Si, θˆi−1 + p−1 · 1[Si 6=Si−1]
)
.
The estimator just returns θˆ from the sketch and requires no computation per se. The sequence (θˆi)
forms a martingale with E(θˆi) = |{a1, . . . , ai}|. We use the prefix Martingale to identify sketches
derived from this transformation in Table 1.19 Cohen [10] estimated the standard error of Martingale
18Observe that in a commutative sketch we can calculate p as a function of Si−1, without knowing {a1, . . . , ai−1}
or ai. Furthermore, if ai ∈ {a1, . . . , ai−1} has been seen then the transition probability is zero, by idempotency.
19Cohen called them historic inverse probability (HIP) sketches and Ting called them streaming sketches to em-
phasize that they are only suitable for single-stream environments, not distributed environments.
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LogLog to be
√
3/(4m) ≈ 0.866/√m and Ting [29] estimated it to be ≈ 0.833/√m.20 They both
proved that the standard error for Martingale MinCount-type sketches is 1/
√
2m ≈ 0.71/√m.
One of the virtues of commutative or history independent sketches is that there is no notion of
worst case input; all inputs are equally bad. Sedgewick [28] (unpublished) proposed a sketch called
HyperBitBit that consists of 134 bits and empirically gets less than 10% error on several data sets.
A careful inspection of the algorithm shows that it is neither commutative nor history independent.
A.1 The Error Distribution of HyperBitBit
We give an example of two inputs sequences with the same cardinality for which HyperBitBit behaves
very differently. It has relative error usually exceeding 20%, which illustrates the dangers of using
sketches without the Idempotency property.
One way to view the (Hyper)LogLog sketch is as representing an infinite table A[j, k] of bits,
initially zero, where j ∈ [m] and k ∈ Z+. If ai is to be processed and h(ai) = (j, k) (which holds
with probability m−12−k), we set all the bits in row j up to column k to be 1.
A[j, 0], . . . , A[j, k]← 1.
If the true cardinality is λ we expect the first log2 λ − O(1) columns to be nearly all 1s, the next
O(1) columns to contain a healthy mixture of 0s and 1s (and hence be the most informative for
estimating λ), and the remaining columns to contain nearly all 0s. The idea of Sedgewick’s heuristic
HyperBitBit sketch is to effectively compress (Hyper)LogLog by only maintaining two columns of A
where a constant fraction of the entries are 1.
The sketch is composed of S = (L, S0, S1), where L is a log logU -bit index, S0, S1 are two 64-bit
vectors (words), and S0 satisfies the invariant that HammingWeight(S0) ≤ 31. When ai is to be
processed we compute h(ai) = (j, k). If k ≥ L we set S0(j)← 1 and if k ≥ L+ 1 we set S1(j)← 1.
At this point the invariant on S0 could be violated. If HammingWeight(S0) = 32, we set L← L+1,
S0 ← S1, and S1 ← 0 (the all-zero vector). Cardinality is estimated as
λˆ(S) ∝ 2L+HammingWeight(S0)/32.
We argue that this sketch always has high error in the worst case, and that the problem cannot
be fixed, for example, by making |S0|, |S1| = m  64, or in adjusting the threshold “32,” or
changing how λˆ(S) is computed. Consider the following two sequences:
Alo = (1, 2, 3, 4, 5, 6, . . . , λ),
Ahi = (1, 2, 1, 2, 3, 1, 2, 3, 4, 1, 2, 3, 4, 5, 1, 2, 3, 4, 5, 6, . . . , 1, 2, . . . , λ).
They each have the same cardinality λ but induce very different distributions in their HyperBitBit
sketches. Consider the state of the (S0, S1) vectors immediately after incrementing L. The Ham-
ming weight of S0 is typically between 16 and 32. For the sake of argument suppose it is about 20.
The Hamming weight of S1 is zero. In Alo it remains zero for a while, but in Ahi all the items seen
before are reprocessed immediately, and in expectation, as least half of the 20 items that put 1s in
S0 trigger the setting of 1s in S1. After the next increment of L, the expected Hamming weight
of S0 under Alo and Ahi differ by a constant close to 10, which distorts the estimation by about a
210/32 factor.
20In the limit, as m→∞, Ting’s estimate is closer to the truth.
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This description is merely meant to highlight how HyperBitBit fails to be commutative or history
independent. Figure 3 illustrates that the distribution of λˆ(S) is dramatically different after seeing
Alo and Ahi when the cardinality is λ = 400, 000, and that the error of Sedgewick’s estimator is
usually over 20% and often even higher.
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Figure 3: HyperBitBit Experiments with cardinality λ = 400000. We run 10, 000 experiments for
each sequence type and use the original HyperBitBit estimator 2L+5.4+HammingWeight(S0)/32 [28]. It
turns out that 72.86% of the estimates from Ahi are at least 20% higher than than the true cardi-
nality and 67.12% of the estimates from Alo are at least 20% lower than than the true cardinality.
It may be that these large errors can be mitigated with a different estimation function. For
example, redefining λˆ(S) ∝ 2L+(HammingWeight(S0)−16)/16 may help.21 However, we argue that no
estimator based on the statistic (L,HammingWeight(S0)) can be very accurate. Figure 4 shows the
results of the following experiment. We fix a particular state (12, 31) = (L,HammingWeight(S0))
and see how long a prefix of Alo and Ahi we need to process until the HyperBitBit sketch agrees
with state (12, 31). We plot the cardinality of these prefixes in two different colors. Any estimator
based on this statistic that is well-calibrated for one sequence type will incur huge errors on the
other sequence type.
B Proofs
B.1 Lemma 10
Lemma 10 is applied in the proofs of Lemmas 3 and 5, in Sections B.2 and B.3, respectively.
Lemma 10. Let a, b > 0, then we have the following identity.∫ ∞
0
e−ax − e−bx
x
dx = ln b− ln a.
21This estimator should have better concentration around the mean for any given input sequence, but it has other
strange properties, e.g., that the estimate over time is not guaranteed to be nondecreasing.
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Figure 4: HyperBitBit Experiments with terminating condition (L,HammingWeight(S0)) = (12, 31).
We run 10, 000 experiments for each sequence type and record the cardinality when the terminating
condition is reached. On average, 343, 928 distinct insertions from the sequence Ahi suffice to reach
the state (L,HammingWeight(S0)) = (12, 31), while 462, 514 distinct insertions from Alo are needed
to reach (12, 31).
Proof.
ln b− ln a =
∫ b
a
1
t
dt
= −
∫ b
a
e−xt
t
dt
∣∣∣∣∣
∞
0
= −
∫ bx
ax
e−r
r
dr
∣∣∣∣∣
∞
0
{Change of variable: r = tx}
= −
(∫ ∞
ax
e−r
r
dr −
∫ ∞
bx
e−r
r
dr
)∣∣∣∣∣
∞
0
Note that
d
dx
∫ ∞
ax
e−r
r
dr = −e
−ax
ax
a = −e
−ax
x
.
Thus we have ∫ ∞
0
e−ax − e−bx
x
dx =
(
−
∫ ∞
ax
e−r
r
dr +
∫ ∞
bx
e−r
r
dr
)∣∣∣∣∣
∞
0
= ln b− ln a.
B.2 Proof of Lemma 3
Proof of Lemma 3. Let u = ew, then dudw = u.
ln 2 ·H0 =
∫ ∞
0
e−uu− (1− e−u) ln(1− e−u)
u
du
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= 1 +
∫ ∞
0
−(1− e−u) ln(1− e−u)
u
du
= 1 +
∫ ∞
0
(1− e−u)∑∞k=1 e−kuk
u
du {Taylor expansion}
= 1 +
∞∑
k=1
1
k
∫ ∞
0
(e−ku − e−(k+1)u)
u
du.
Applying Lemma 10 (Appendix B.1), we have
H0 =
1
ln 2 +
∞∑
k=1
1
k
log2
(
k + 1
k
)
.
We now prove that I0 = pi2/6. Letting u = er, we have dudr = u and can write I0 as
I0 =
∫ ∞
0
(er)2
eer − 1dr =
∫ ∞
0
u2
u(eu − 1)du =
∫ ∞
0
u
eu − 1du,
which is exactly the integral representation of the Riemann zeta function evaluated at s = 2. We
conclude that
I0 = ζ(2) =
pi2
6 .
B.3 Proof of Lemma 5
Proof of Lemma 5. Let w = er and dwdr = w. We have
ln 2 · φ(q) =
∫ ∞
0
−(e−w − e−qw) ln(e−w − e−qw)
w
dw
=
∫ ∞
0
−(e−w − e−qw) ln(1− e−(q−1)w)
w
dw +
∫ ∞
0
(e−w − e−qw)dw.
Note that
∫∞
0 (e−w − e−qw)dw = 1− 1q . Continuing,
=
∫ ∞
0
(e−w − e−qw)∑∞k=1 e−k(q−1)wk
w
dw + 1− 1
q
 {Taylor expansion}
=
( ∞∑
k=1
1
k
∫ ∞
0
e−(k(q−1)+1)w − e−(k(q−1)+q)w
w
dw + 1− 1
q
)
.
Applying Lemma 10 (Appendix B.1) to the integral, this is equal to
= 1− 1
q
+
∞∑
k=1
1
k
ln
(
kq − k + q
kq − k + 1
)
= 1− 1
q
+
∞∑
k=1
1
k
ln
(
k + 1q−1 + 1
k + 1q−1
)
.
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Hence φ(q) is
φ(q) = 1− 1/qln 2 +
∞∑
k=1
1
k
log2
(
k + 1q−1 + 1
k + 1q−1
)
.
Set w = er, then dwdr = w. We have
ρ(q) =
∫ ∞
0
(−we−w + qwe−qw)2
w(e−w − e−qw) dw
=
∫ ∞
0
we−w(1− qe−(q−1)w)2
1− e−(q−1)w dw
=
∫ ∞
0
we−wq2(1− e−(q−1)w + 1q−1)2
1− e−(q−1)w dw
=
∫ ∞
0
we−wq2
(
1− e−(q−1)w + 2
(1
q
− 1
)
+
(1q − 1)2
1− e−(q−1)w
)
dw
=
∫ ∞
0
we−w
(
−q2e−(q−1)w + (−q2 + 2q) + (q − 1)
2
1− e−(q−1)w
)
dw
= −q2
∫ ∞
0
we−qwdw + (−q2 + 2q)
∫ ∞
0
we−wdw + (q − 1)2
∫ ∞
0
we−w
1− e−(q−1)w dw.
We calculate the three integrals separately. First we have∫ ∞
0
we−qwdw = e−qw
(
−w
q
− 1
q2
)∣∣∣∣∞
0
= 1
q2
.
For the second we have ∫ ∞
0
we−wdw = e−w(−w − 1)
∣∣∣∞
0
= 1.
For the last, let u = (q − 1)w. Then we have
∫ ∞
0
we−w
1− e−(q−1)w dw =
1
(q − 1)2
∫ ∞
0
ue
− u
q−1
1− e−udu,
where
∫∞
0
ue
− uq−1
1−e−u du is just the integral representation of the Hurwitz zeta function ζ(2,
1
q−1). This
can be written as the sum series as follows.∫ ∞
0
ue
− u
q−1
1− e−udu =
∞∑
k=0
1
(k + 1q−1)2
.
Combining the three integrals, we conclude that
ρ(q) = −1− q2 + 2q +
∞∑
k=0
1
(k + 1q−1)2
=
∞∑
k=1
1
(k + 1q−1)2
.
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B.4 Proof of Lemma 7
Proof of Lemma 7 . Note that, by Lemma 6, Fish(q-LL) = H(q-LL)I(q-LL) =
φ(q)
ρ(q) . Then we have
ln 2 · φ′(q) = 1
q2
+
∞∑
k=1
1
k
(
1
k + 1q−1 + 1
− 1
k + 1q−1
)
−1
(q − 1)2
= 1
q2
+ 1(q − 1)2
∞∑
k=1
1
k(k + 1q−1)(k +
q
q−1)
= 1
q(q − 1)
q − 1
q
+
∞∑
k=1
1
k(k + 1q−1)(
q−1
q k + 1)

= 1
q(q − 1)
( ∞∑
k=1
(
1
k + 1q−1
− 1
k + 1q−1 + 1
+ ∞∑
k=1
1
k(k + 1q−1)(
q−1
q k + 1)

= 1
q(q − 1)
 ∞∑
k=1
1
(k + 1q−1)(k +
q
q−1)
+
∞∑
k=1
1
k(k + 1q−1)(
q−1
q k + 1)

= 1
q(q − 1)
 ∞∑
k=1
q−1
q k + 1
k(k + 1q−1)(
q−1
q k + 1)

= 1
q(q − 1)
( ∞∑
k=1
1
k(k + 1q−1)
)
,
and
ρ′(q) = 2(q − 1)2
∞∑
k=1
1
(k + 1q−1)3
.
Define α and β as follows.
α(q) =
∞∑
k=1
1
k(k + 1q−1)
β(q) =
∞∑
k=1
1
(k + 1q−1)3
,
We then have
ln 2 · d
dq
H(q-LL)
I(q-LL) = ln 2 ·
d
dq
φ(q)
ρ(q)
= ln 2 · φ
′(q)ρ(q)− ρ′(q)φ(q)
ρ(q)2
=
q−1
q α(q)ρ(q)− 2β(q) ln 2 · φ(q)
(q − 1)2ρ(q)2 .
We define g(a, b) = b−1b α(b)ρ(b)−2β(a) ln 2·φ(a) and thus ddq H(q-LL)I(q-LL) < 0 if and only if g(q, q) < 0.
Note that we have φ′(q) > 0 and ρ′(q) > 0 for all q > 1 and thus both ρ(q) and φ(q) are
monotonically increasing for q > 1. Note that 1q−1 is monotonically decreasing for q > 1, thus both
α(q) and β(q) are also monotonically increasing.
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Let a < b where a ∈ (1,∞) and b ∈ (1,∞]. Since α, ρ, β and φ are all monotonically increasing,
if g(a, b) < 0, then for any q ∈ [a, b),
g(q, q) = q − 1
q
α(q)ρ(q)− 2β(q) ln 2 · φ(q) < b− 1
b
α(b)ρ(b)− 2β(a) ln 2 · φ(a) = g(a, b) < 0.
Thus, to prove that Fish(q-LL) is strictly decreasing for q ≥ 1.4, it is sufficient to find a sequence
1.4 = q0 < q1, . . . < qn =∞ such that for all k ∈ [n], g(qk−1, qk) < 0.
The following table shows the existence of such a sequence and thus completes the proof.
k qk g(qk−1, qk)
0 1.4
1 1.49 -0.00228439
2 1.62 -0.00186328
3 1.81 -0.00522805
4 2.12 -0.00747658
5 2.72 -0.0038581
6 4.25 -0.00602114
7 6 -0.669626
8 ∞ -0.216103
B.5 Proof of Lemma 8
Proof of Lemma 8. We first calculate that ln 2 · Fish(2-LL) ≈ 2.1097. We then prove that for any
q ∈ (1, 1.4], ln 2 · Fish(q-LL) > 2.11.
We use the inequality ln x > 1− 1x for x > 0 and have
ln
(
k + 1q−1 + 1
k + 1q−1
)
> 1− k +
1
q−1
k + 1q−1 + 1
= 1
k + 1q−1 + 1
.
Thus we have
ln 2 · φ(q) > 1− 1
q
+
∞∑
k=1
1
k(k + qq−1)
.
We also have
ρ(q) <
∞∑
k=1
(
1
1
q−1 + k − 1
− 11
q−1 + k
)
= 11
q−1 + 1− 1
= q − 1.
Combining the two, we have
ln 2 · Fish(q-LL) = ln 2 · φ(q)
ρ(q) >
1
q
+
∞∑
k=1
1
k((q − 1)k + q)
≥ 11.4 +
∞∑
k=1
1
k(0.4k + 1.4)
≈ 2.11863 > ln 2 · Fish(2-LL).
We conclude that for any q ∈ (1, 1.4], Fish(q-LL) > ·Fish(2-LL).
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B.6 Proof of Lemma 9
Proof of Lemma 9. Let z(x; t) = e−xt − e−x(t+1). We have
H(X(q,s)-Min,λ) =
qs−1∑
t=qs−1
∞∑
k=−∞
−z
(
λ
qk
; t
)
log2 z
(
λ
qk
; t
)
=
qs−1∑
t=qs−1
∞∑
k=−∞
−z
(
qλ
qk
; t
)
log2 z
(
qλ
qk
; t
)
= H(X(q,s)-Min,qλ).
Let u(x; t) = −xte−xt + x(t+ 1)e−x(t+1). We also have
I(q,s)-Min(λ) =
qs−1∑
t=qs−1
∞∑
k=−∞
1
λ2u
(
λ
qk
; t
)2
z
(
λ
qk
; t
) = q2 qs−1∑
t=qs−1
∞∑
k=−∞
1
q2λ2u
(
qλ
qk
; t
)2
z
(
qλ
qk
; t
) = q2I(q,s)-Min(qλ).
We conclude that (q, s)-Min is weakly invariant with base q, and now turn to calculating its Fish
number.
By Definition 3,
H((q, s)-Min) =
∫ 1
0
H(X(q,s)-Min,qr)dr
=
∫ 1
0
qs−1∑
t=qs−1
∞∑
k=−∞
−z(qr−k; t) log2 z(qr−k; t)dr
=
qs−1∑
t=qs−1
∫ ∞
−∞
−z(qr; t) log2 z(qr; t)dr
=
qs−1∑
t=qs−1
∫ ∞
−∞
−(e−qr − e−qr t+1t ) log2(e−q
r − e−qr t+1t )dr
= 1ln q
qs−1∑
t=qs−1
∫ ∞
−∞
−(e−er − e−er t+1t ) log2(e−e
r − e−er t+1t )dr
= 1ln q
qs−1∑
t=qs−1
φ
(
t+ 1
t
)
.
Now we calculate I((q, s)-Min). By Definition 3 we have
I((q, s)-Min) =
∫ 1
0
q2rI(q,s)-Min(qr)dr
=
∫ 1
0
q2r
qs−1∑
t=qs−1
∞∑
k=−∞
1
q2r u(q
r−k; t)2
z(qr−k; t) dr
=
qs−1∑
t=qs−1
∫ ∞
−∞
u(qr; t)2
z(qr; t) dr
= 1ln q
qs−1∑
t=qs−1
∫ ∞
−∞
(−ere−er + t+1t ere−
t+1
t
er)2
e−er − e− t+1t er
dr
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= 1ln q
qs−1∑
t=qs−1
ρ
(
t+ 1
t
)
.
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