Frequent sub graph mining is another active research topic in data mining. A graph is a general model to represent data and has been used in many domains like chemo informatics and bioinformatics. Mining patterns from graph databases is challenging since graph related operations, such as sub graph testing, generally have higher time complexity than the corresponding operations on item sets, sequences, and trees.
INTRODUCTION
Graph mining has become a very active area of research. Frequent subgraph mining refers to the problem of subgraph isomorphism detection. In sub graph isomorphism detection, a mapping f from the nodes of one given graph g1 to the nodes of another given graph g2 is a bijection that preserves all edges and labels. The main problem with this sub graph isomorphism is its high computational complexity. Also it is a known fact that it is NP-complete. Many heuristics have been developed to speed up sub graph isomorphism by using special canonical labeling of the graphs; none of them, however, can avoid an exponential worst-case computation time.
Contribution. In this paper, we propose a new algorithm based on gSpan. It can mine frequent sub graph from a special kind of graphs, characterized by nodes with unique node labels. It also targets to reduce the time complexity, using parallel programming. If the entire graph dataset can fit in main memory, the proposed method can be applied directly; To the best of our knowledge, the two techniques, DFS lexicographic order and minimum DFS code, introduced in gSpan are the best , which form, a novel canonical labeling system, to support DFS search . But still the problem of finding minimum DFS code used in gSpan is also NP-complete. The proposed algorithm addresses this issue by using a modified DFS representation. It retains all the advantages of gSpan, while taking advantage of the multi core processing technology by using the concept of parallel programming to improve the performance of the algorithm. Number of duplicate graphs generated may be comparatively little more than gSpan algorithm as mining of sub graphs from frequent single edge graphs are done in parallel.
The remainder of the paper is organised as follows. In Sect. 2, we introduce our basic concepts and terminology. Graphs with unique node labels and their possible representations are discussed in Sect.3. Proposed graph mining algorithm based on gSpan and its time complexity is discussed in Sect. 4. In Sect. 5, we discuss the possible applications of the graphs with unique labels. Theoretical conclusions from the proposed work are discussed in Sect. 6.
BASIC CONCEPTS AND NOTATIONS
In this section, the basic concepts and terminology used is introduced. In this paper we focus on a special class of undirected labelled simple graphs, graphs with unique no labels. For any graph G and any pair of vertices x,y., the condition L(x) <> L(y) holds if x <>y. Throughout the rest of this paper we consider graphs from this class only.
Definition1
A Labeled graph can be represented by a 3-tuple G=(V,E,L) where V is a set of vertices, E is a set of edges, L is a set of labels for the vertices. For simplicity we assume the labels for all the edges to be empty. According to this definition a Labelled graph can be represented by a 3-tuple G=(V,E,L) where V is a set of vertices, E is a set of edges, L is a set of labels.
Definition2
Given a graph G = (V, E), a graph Gs = (Vs , Es ) is a subgraph of G if Vs ⊆ V and Es ⊆ E, and is denoted by Gs ⊆ G. Two graphs G1 = (V1, E1) and G2 = (V2, E2) are isomorphic, if they are topologically identical to each other, that is, there is a vertex mapping from V1 to V2 such that each edge in E1 is mapped to a single edge in E2 and vice versa. In the case of labeled graphs, this mapping must also preserve the labels on the vertices and edges. When a set of graphs {Gi } are isomorphic to each other, they all are said to belong to the same equivalence class.
International Journal of Computer Applications (0975 -8887) Volume 63-No.19, February 2013
Given two graphs G1 = (V1, E1) and G2 = (V2, E2), the problem of sub graph isomorphism is to find an isomorphism between G2 and a sub graph of G1. In other words, the sub graph isomorphism problem is to determine whether or not G2 is embedded in G1.
GRAPHS WITH UNIQUE NODE LABELS AND THEIR REPRESENTATIONS
Graphs with unique node labels are represented as a labeled graph with the labels mapped into a sequence of integers. 
Example

DFS Tree
When performing a depth-first search [3] in a graph, we construct a DFS tree. One graph can have several different DFS trees, if the DFS traversal is done by selecting vertices arbitrarily. We assume to follow lexicographic ordering of the vertices in DFS traversal, hence there will be unique DFS tree generated for each graph. 
DFS Code
Each graph is mapped into an edge sequence (ei), where i = 0,1,2,..|E|-1, called the DFS code of the graph. It is generated from the DFS tree for the given graph
Basically a DFS code is generated in the following way. Start with a new vertex in the lexicographic order. Add a new vertex and a forward edge that connects one vertex in the old code with this new vertex. Then add all backward edges that connect this new vertex to all other vertices in old code. Repeat this until all edges are added to the code.
DFS Code Tree
A DFS code tree represents the relationship between different Graphs in a given graph data set. In a DFS code tree each node represents a DFS code.
In a DFS code tree, the n+1 th level represents graphs with nedges.
Right Most Extension
Rightmost Extension [2] is a kind of extension methods used widely in graph mining. It is based on the Depth First Search (DFS). The rightmost path is the straight path from root of DFS Tree to rightmost node. The extension to a graph on rightmost path is named rightmost extension. Rightmost extension includes forward extension and backward extension. Backward extension extends a graph by adding an edge between the rightmost node and another node on the rightmost path. Forward extension extends a graph by appending a new node to one of nodes on the rightmost path.
gSpan ALGORITHM
gSpan is a novel algorithm which discovers frequent substructures without candidate generation. It maps each graph into a minimum DFS code based on lexicographic ordering. The search strategy used is depth first search. The algorithm has very good parallel and scale up properties. 
The gSpan algorithm
PROPOSED ALGORITHM
We propose a new algorithm based on gSpan [2] , for a special class of graphs that are characterized by nodes with unique labels [1] . Also we incorporate the concept of parallel programming, to take advantage of the existing multicore processor technology to reduce the time complexity.
Algorithm Figure 2 . Shows the pruning step applied in gSpan to avoid generation of duplicate frequent sub graphs. It is not required in the proposed algorithm as it is for the special class of graphs.
Fig. 3 Pruning in gSpan to avoid generation of duplicate graphs
In gSpan, the problem of finding the minimum DFS code for a graph itself is NP-complete. The proposed algorithm based on gSpan using the concept of parallel programming is for a special category of graphs. The time complexity of DFS code generation for such graphs is shown to be quadratic.
APPLICATIONS OF GRAPHS WITH UNIQUE LABELS
Graphs with unique node labels have got several applications. Biological network analysis, Web document analysis, social network analysis, network monitoring are a few to mention.
5.1Network Monitoring
Computer networks can be modeled as graphs with unique node labels, as each node in a network a client, a server or a router can be uniquely identified with its IP address, or the MAC address. Techniques are required to improve network monitoring and proactive detection of network anomalies, by frequent sub graph mining of time series of graphs, representing the states of a network over a period of time can be helpful for this.
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Web Document Analysis
Another important application of graphs with unique node labels is analysis of Web documents. Each term that is present in a document is represented as a node in the graph. Terms that are present multiple times are represented only once.
Social Network Analysis
Another important application of graphs with unique node labels is social network analysis. Social interactions among individuals can be naturally and commonly represented as information networks [4] . Due to diverse entities types and relationships, along with temporal information of interactions, temporal heterogeneous information networks (HIN) can be used to capture this kind of relational structures. In essence, HIN is a directed graph, in which nodes are individuals of different entity types and edges stand for multiple kinds of relationship. Hence, the social activities in a certain time period can be represented as a temporal snapshot. By collecting networks in a series of periods, we can construct a transaction database of networks, in which each HIN stands for a graph recording social interactions in a certain period.
CONCLUSION
In this paper, we propose a new algorithm based on gSpan using parallel programming for frequent sub graph mining. The proposed algorithm is for a special class of graphs. If constraints are imposed on any class of graphs, we usually lose some representational power. But despite the restrictions imposed, the special class of graphs has some interesting applications which are discussed in this paper. We would take the application discussed in this paper for experimental verification of the efficiency of the proposed algorithm. In our proposed work, we modify the gSpan algorithm (i) to incorporate parallel programming, (ii) eliminate pre-pruning as it is not required (iii) simplify DFS code generation (iv) apply it for both static and dynamic graphs (v) apply it for both directed and undirected graphs.
