Abstract. The paper deals with the existence and almost periodic homogenization of some model of generalized Navier-Stokes equations. We first establish an existence result for non-stationary Ladyzhenskaya equations with a given non constant density and an external force depending nonlinearly on the velocity. Next, the density of the fluid being non constant, we combine some compactness arguments with the sigma-convergence method to study the asymptotic behavior of the velocity field.
Introduction
The Navier-Stokes equations model the motion of Newtonian fluids. In order to understand the phenomenon of turbulence related to the motion of a fluid, several mathematical models have been developed and studied over the years. We refer to, e.g. [2, 10, 18, 20, 22] , just to cite a few.
To investigate the turbulence in non-Newtonian fluid, we consider a model close to the Ladyzhenskaya one [20] . In this model, the viscosity and the density are non constant. To be more precise, let ε > 0 be a small parameter representing the scale of the inhomogeneities. The equation of the motion reads (1.1)
where ρ is the non constant positive known density which is bounded from above and from below away from zero, u ε and q ε are the unknown velocity and pressure, respectively. The viscosities a = (a ij ) 1≤i,j≤N and b both depend on the spatial and time variables. The matrix a is coercive whereas the function b is positive, bounded from above and from below away from zero. The density and the viscosities are scaled as follows: ρ ε (x) = ρ whereas the external force f ε (·, u ε ) which is a Lipschitz function of the velocity u ε is scaled as follows f ε (·, r)(t) = f t ε 2 , r for (x, t) ∈ Q T and r ∈ R N . The problem is stated in details in the beginning of section 2.
The equation (1.1) models various types of motion of non-Newtonian fluids. We cite a few examples. If a = (ν 0 δ ij ) 1≤i,j≤N (δ ij the Kronecker delta) and b = ν 1 where ν 0 and ν 1 are positive constants, then we get the Ladyzhenskaya equations. In that case, the analysis conducted in [18] reveals that one may either let ν 1 → 0 (and get the usual Navier-Stokes equations) or let ν 0 → 0, and hence we are led to the power-law fluids equations. In particular when p = 3, we get the Smagorinski's model of turbulence [36] with ν 0 being the molecular viscosity and ν 1 the turbulent viscosity. Another model included in (1.1) is the equation of incompressible bipolar fluids [2] .
There are several works dealing with the Navier-Stokes equations with external force depending on the velocity. These types of equations are commonly known as the generalized Navier-Stokes equations. This work is different from the previous ones in the sense that it combines both a non-constant density, the non-Newtonian fluid effect, and the external force depending on the velocity. It should be noted that if in equation (1.1) we replace the gradient ∇u by its symmetric part 1 2 (∇u+∇ T u), then thanks to the Korn's inequality, the mathematical analysis does not change, although the model becomes in this case, physical.
Started in the 70's the mathematical theory of Homogenization is nowadays divided into two major components: the individual homogenization theory (also known as the deterministic homogenization theory) and the random homogenization theory (also known as the stochastic homogenization theory). In this paper we are concerned with a special case of individual homogenization theory, namely the almost periodic one. More precisely, we assume throughout the paper that the density ρ, the viscosities a and b and the source term f are almost periodic functions as specified in the beginning of Section 4. It should be noted that we could consider a more general deterministic setting with coefficients satisfying general deterministic assumptions covering a large set of concrete behaviors (see e.g., [13, 23, 24] ) such as the periodic one, the almost periodic one, the convergence at infinity and many more besides. We only deal with almost periodic homogenization for the sake of simplicity. Our results carry over mutatis mutandis to the general deterministic setting. Concerning the homogenization of (1.1), it should also be stressed that this is the first time that such an analysis is conducted beyond the periodic setting.
The goal of this paper is twofold. We first establish an existence result for (1.1) and then perform the homogenization process for (1.1) in the almost periodic setting. The space dimension is either 2 or 3. The only place where the analysis changes depending on the dimension is the proof of the inequality (2.8) which is very useful in the proofs of the existence result, theorem 1 and the compactness result, Proposition 1. We stress that the existence result Theorem 1 is not solving the millennium problem of the existence and smoothness of the Navier-Stokes equations as stated by Fefferman [17] since we only consider weak solutions here with no regularity result.
The paper is organized as follows. Section 2 deals with the complete statement of the problem, the proof of the existence result and some a priori estimates. In Section 3 we gather some necessary tools about the Σ-convergence method (which is just the appropriate generalization of the well-known two-scale convergence method) in the algebra of continuous almost periodic functions. Finally in Section 4, we state and prove the homogenization result.
Throughout Section 3, vector spaces are assumed to be complex vector spaces, and scalar functions are assumed to take complex values. We shall always assume that the numerical space R m (integer m ≥ 1) and its open sets are each equipped with the Lebesgue measure dx = dx 1 ...dx m .
2. Statement of the problem: existence result and a priori estimates 2.1. Problem setting: existence result. We consider N -dimensional problem, N = 2, 3. In what follows, all the function spaces are real-valued spaces and scalar functions assume real values.
Let 1 +
2N
N +2 ≤ p < ∞, and T > 0 a real number. Let Q T = Q × (0, T ) where Q is a bounded smooth domain in R N . We consider the following well-known spaces [22, 38] :
In view of the smoothness of Q, it is known that
N : div u = 0 and u| ∂Q · n = 0}, where u| ∂Q denotes the trace of u on ∂Q and n is the outward unit vector normal to ∂Q. The space V is hence endowed with the gradient norm and H with the L 2 -norm. For the sake of simplicity, we denote the respective norms of V and H by · and |·|. We denote by (, ) the inner product in H, as well as the scalar product in R N . The associated Euclidean norm in R N is also denoted by |·|. All duality pairing will be denoted by , without any specification of the spaces involved.
With all this in mind, we shall consider the functions a, b, ρ and f constrained as follows.
is continuous with the following properties:
There is a positive constant k such that
We deduce from [part (ii) of] (A4) the existence of a positive constant c such that
Let ε > 0 be a small parameter. We will make use of the following notation
which defines an inner product in H making it a Hilbert space. The associated norm is denoted in the sequel by | · | ε and is obviously equivalent to the natural norm of H denoted by | · |. Given u 0 ∈ H, we are interested in the asymptotic behavior of the sequence of velocity field (u ε ) ε>0 of the following generalized Ladyzhenskaya equation (2.1)
We introduce the functionals (for fixed ε > 0)
Then the following estimates hold:
) so that, by the estimate (2.2) we infer the existence of an operator A ε (t) :
Hence the existence of a bounded operator A ε :
Now, dealing with the trilinear functional b I , we have that [22, 38] 
The following Sobolev embedding holds true [1] :
, and for any r > 1 if
In view of the choice of p and N , we may always find r > 1 such that 2 r + 1 p = 1, and hence, using Hölder's inequality, we get
We infer from the above inequality the existence of an element B(u) ∈ V ′ such that
This defines a bounded operator B :
we have by the Hölder's inequality
, there is a positive constant c 0 independent of u such that
where we recall that · stands for the norm in V. We distinguish two situations: the case when p ≥ 3 and the case when 1 +
′ ≤ p, hence the Hölder's inequality again gives (noting that
N +2 ≤ p < 3, then it is easy to get an inequality similar to (2.5) for N = 2. So we shall only deal with the case N = 3. With this in mind, returning to the inequality (2.4) which is true for r = 2p ′ , we have
But [20] (see also [18, Lemma 4 
(where r ′ = r/(r − 1)), or equivalently,
. We have proven the following inequalities:
The above inequalities will be very useful in the sequel. For the sake of completeness, we choose u 0 ∈ H. We are therefore concerned with the existence of a solution of (2.1). The first result of the work is the following
The function u ε also belongs to C([0, T ]; H) and q ε is unique up to a constant function of x: Q q ε dx = 0.
Proof. Multiplying Eq. (2.1) by v ∈ V and integrating over (0, t) × Q we get
, v ε ds for all v ∈ V and a.e. 0 < t < T , which, in view of the properties of the operators A ε and B (see especially (2.8)), amounts to find a function u ε ∈ L p (0, T ; V) such that
Conversely, a solution of (2.9) will satisfy (2.1) for a suitable choice of q ε which shall be specified later. Therefore, in view of the properties of the operators A ε and B (see once again (2.8)), we can argue as in [8, Theorem 2.1] (see also [9] ) to get the existence of a solution to (2.1) in the space
For the existence of the pressure, we have
N , so that the necessary condition of [35, Section 4] for the existence of the pressure is satisfied. Now, coming back to (2.1) and denoting there
Next, arguing as in the proof of [35, Proposition 5] we are led to
This completes the proof.
2.2.
A priori estimates and compactness. The following result holds.
we have the following estimates:
where C is a positive constant which does not depends on ε.
Proof. The variational formulation of (2.1) gives, for any v ∈ V,
In all what follows, C is a generic constant that may change from line to line. Taking the particular v = u ε (t) in (2.12) and using the relation b I (u ε (t), u ε (t), u ε (t)) = 0, we get (after integrating over [0, t]) for all t ∈ [0, T ],
From assumption (A4) we have that
We therefore get
We readily deduce from (2.13)
By the application of Gronwall's inequality we find that (2.14)
, so that (2.10) comes from (2.14). We also infer from (2.13) that (2.11) holds true. Still from (2.13) it emerges that (2.15) sup
The next result will be of great interest in the homogenization process. 
. But this comes from the combination of (2.10)-(2.11) with (2.8) and (2.15).
We can now deal with the estimation of the pressure. Before we can do that, let us recall the definition and properties of the Bogovskii operator. Let
We have the following result.
N with the following properties:
N and g · n = 0 on ∂Q for some 1 < r < ∞ where n is an outward unit vector normal to ∂Q, then
With this in mind, the following result holds.
for some positive constant C independent of ε.
Proof. First we know that
that is (because of (2.1))
where
But we infer from Lemma 1 that
the last inequality above being due to [part (ii) of] Lemma 2. We therefore deduce from the above inequality that
for a constant C > 0 independent of ε.
The Σ-convergence method
We begin this section by collecting some useful tools about almost periodicity.
3.1. Almost periodic functions. The concept of almost periodic functions is well known in the literature. Following [29, Section 2], we present in this section some basic facts about it, which will be used throughout the paper. For a general presentation and an efficient treatment of this concept, we refer to [5] , [3] and [21] .
Let B(R N ) denote the Banach algebra of bounded continuous (complex-valued) functions on R N endowed with the sup norm topology. A mapping u : R N → C is called an almost periodic function, or a Bohr almost periodic function, if u ∈ B(R N ) and further the set of all its translates {u(· + a) : a ∈ R N } has a compact closure in B(R N ). We denote by AP (R N ) the set of all continuous almost periodic functions on R N . AP (R N ) is a commutative C * -algebra with identity. Next, let us denote by Trig(R N ) the algebra of all trigonometric polynomials, i.e. all finite sums of the form
From the above definition, one easily sees that every element of AP (R N ) is uniformly continuous. Moreover it is classically known that AP (R N ) enjoys the following properties:
and for every a ∈ R N ; (P) 2 For each u ∈ AP (R N ) the closed convex hull of {u(·+a)} a∈R N in B(R N ) contains a unique complex constant M(u) called the mean value of u, and which satisfies the property that the sequence (u ε ) ε>0 (where
It follows from the above properties that AP (R N ) is an algebra with mean value on R N [19] . Its spectrum is the Bohr compactification of R N , sometimes denoted by bR N in the literature and, in order to simplify the notation, we denote it here just by K. The set K is a compact topological Abelian group. The Haar measure on K is denoted by β. In view of the Gelfand representation theory of C * -algebras we have the next result.
Theorem 2. There exists an isometric
has an integral representation in terms of the Haar measure β as follows:
The isometric * -isomorphism G of the above theorem is referred to as the Gelfand transformation. The image G(u) of u will very often be denoted by u.
We introduce the space
For m ∈ N (the non negative integers) and for u ∈ AP
is a Fréchet space with respect to the natural topology of projective limit, defined by the increasing family of norms |·| m (m ∈ N). 
Using this last property one may naturally define the space B ∞ AP (R N ) as follows:
We endow B ∞ AP (R N ) with the seminorm [f ] ∞ = sup 1≤p<∞ f p , which makes it a complete seminormed space. We recall that the spaces B p AP (R N ) (1 ≤ p ≤ ∞) are not Fréchet spaces since they are not separated. The following properties are worth noticing [24, 28] :
(1) The Gelfand transformation G : AP (R N ) → C(K) extends by continuity to a unique continuous linear mapping, still denoted by
Spaces of almost periodic functions with values in a Banach space are defined in a natural way, we refer to [4] for details. Keep the following notations in mind:
. We can also define the notion of almost periodic distributions. To do this, let B ∞ (R N ) denote the space of all C ∞ functions in R N that are bounded together with all their derivatives of any order. We equip B ∞ (R N ) with the locally convex topology defined by the increasingly filtered separating family of norms |·| m (m ∈ N). As usual, let D(R N ) denote the subspace of B ∞ (R N ) consisting of functions with compact support. We denote by
; see [33] . We endow B ′ ∞ (R N ) with the strong dual topology. For a distribution T ∈ D ′ (R N ) we define its translate τ a T (a ∈ R N ) as follows:
With this in mind, we say that a distribution T is an almost periodic distribution if T ∈ B (
It can be easily checked that ϕT ∈ B ′ AP (R N ) whenever ϕ ∈ AP ∞ (R N ) and T ∈ B ′ AP (R N ). It follows from part (iii) of the above proposition that
As a first consequence of this, we have the y,τ ). Correspondingly, we will denote the mean value on A ζ (ζ = y, τ ) by M ζ . Now let 1 ≤ p < ∞ and consider the N -parameter group of isometries {T (y) :
Since AP (R N ) consists of uniformly continuous functions, {T (y) : y ∈ R N } is a strongly continuous group in the following sense:
The group {T (y) : y ∈ R N } is also strongly continuous. The infinitesimal generator of T (y) (resp. T (y)) along the ith coordinate direction, denoted by D i,p (resp. ∂ i,p ) is defined by
where we have used the same letter u to denote the equivalence class of an element 
, and the graph of
In the sequel we denote by ̺ the canonical mapping of
The following properties are immediate. The verification can be found either in [39, Chap. B1] or in [4] .
We define the higher order derivatives as follows:
is a Banach space: this comes from the fact that the graph of D i,p is closed.
The counter-part of the above properties also holds with
and
Moreover the restriction of 
Lemma 6 ([29, Lemma 2]). We have
From now on, we write u either for 
From (iii) in Proposition 4 we have
with continuous embedding, so that the weak derivative of any f ∈ B p AP (R N ) is well defined and verifies the following functional equation:
As a special case, for f ∈ D i,p we have
Hence we may identify
This allows us to justify the fact that B 
We now define the appropriate space of correctors. For that, let
be freely fixed with M(ρ) > 0 (M(ρ) the mean value of ρ). We begin by defining the following space:
We endow it with the seminorm
Since M(ρ) = 0 it follows that · #,p is actually a norm on B 
. It holds that:
extends by continuity to a unique mapping
Moreover the mapping D p is an isometric embedding of B 
The following result is also immediate.
where ∆ y stands for the usual Laplacian operator on R N y . We end this subsection with some notations. Let f ∈ B p AP (R N ). We know that D α i f exists (in the sense of distributions) and that
So we can drop the subscript p and henceforth denote D i,p (resp. ∂ i,p ) by ∂/∂y i (resp. ∂ i ). Thus, D y will stand for the gradient operator (∂/∂y i ) 1≤i≤N and div y for the divergence operator div p . We will also denote the operator D i,p by ∂/∂y i . Since J p is an embedding, this allows us to view B y,τ ) of the tensor product A y ⊗ A τ . We denote by K y (resp. K τ , K) the spectrum of A y (resp. A τ , A) . The same letter G will denote the Gelfand transformation on A y , A τ and A, as well. Points in K y (resp. K τ ) are denoted by s (resp. s 0 ). The Haar measure on the compact group K y (resp. K τ ) is denoted by β y (resp. β τ ). We have K = K y × K τ (Cartesian product) and the Haar measure on K is precisely the product measure β = β y ⊗ β τ ; the last equality follows in an obvious way by the density of A y ⊗ A τ in A and by the Fubini's theorem. Finally, the letter E will throughout denote (ε n ) n∈N with 0 < ε n ≤ 1 and such that ε n → 0 as n → ∞. In what follows, we use the same notation as in the preceding section.
We recall some important results whose proofs can be founded in [24, Theorems 3.1 and 3.5] (see also [28, Theorems 3.1 and 3.6]).
The next result is of capital interest in the homogenization process.
Then there exist a subsequence E
′ of E and a couple of functions
We shall also deal with the product of sequences. In this respect, we give a further
y,τ )) if it is weakly Σ-convergent towards u 0 and further satisfies the following condition:
We denote this by writing
This being so we have the following.
Theorem 5 ([31, Theorem 6]). Let 1 < p, q < ∞ and r ≥ 1 be such that
As a consequence of the above theorem the following holds.
) be two sequences such that:
Regarding the reiterated Σ-convergence we refer the reader to [13, 41] .
Homogenization results
Throughout this section we make the following assumption on the functions involved in (2.1):
(A5) Almost periodicity. We assume that the functions a ij and b lie in
y,τ ) for all 1 ≤ i, j ≤ N . We also assume that the function ρ belongs to 
For a function ψ ∈ D AP,ρ (R N ) we know that ψ expresses as follows: With all this in mind, we have the following
Proof. We recall that for ψ 1 as above, we have
This being so, since
The result follows at once by the application of [26, Lemma 3.4 ] (see also [12, 14] for some periodic versions of this lemma and their proofs).
For u ∈ B p AP (R τ ) we denote by ∂/∂τ the temporal derivative defined exactly as its spatial counterpart ∂/∂y i . We also put ∂ 0 = G 1 (∂/∂τ). ∂/∂τ and ∂ 0 enjoy the same properties as ∂/∂y i (see Section 2). In particular, they are skew adjoint. Now, let us view ρ∂/∂τ as an unbounded operator defined from
. Similar to [16, pp. 1243-1244] , it gives rise to an unbounded operator still denoted by ρ∂/∂τ with the following properties:
(P) 1 The domain of ρ∂/∂τ is W = v ∈ U : ρ∂v/∂τ ∈ U ′ ; (P) 2 ρ∂/∂τ is skew adjoint, that is, for all u, v ∈ W, ρ ∂v ∂τ , u = − ρ ∂u ∂τ , v .
(P) 3 The space
The above operator will be useful in the homogenization process. This being so, the preceding lemma has an important corollary.
Corollary 2 ([37, Corollary 1]). Let the hypotheses be those of Lemma
Then we may still define [ρ ∂τ (x, t), ψ(x, t)], but this time as
]. We will use that notation in the sequel.
We end this subsection with one further result.
Lemma 8 ([37, Lemma 5]). Let
h : R × R N → R N be a
continuous function verifying the following conditions:
(i) |h(τ , r 1 ) − h(τ , r 2 )| ≤ k |r 1 − r 2 | for any τ ∈ R and all r 1 , r 2 ∈ R N ; (ii) h(·, r) ∈ AP (R) for all r ∈ R N . Let (u ε ) ε be a sequence in L 2 (Q T ) N such that u ε → u 0 in L 2 (Q T ) N as ε → 0, where u 0 ∈ L 2 (Q T ) N . Then, setting h ε (u ε )(x, t) = h(t/ε 2 , u ε (x, t)) we have, as ε → 0, h ε (u ε ) → h(·, u 0 ) in L 2 (Q T ) N -weak Σ.
Homogenization results.
Before we can state the homogenization result for (2.1) we need a few notations. We begin by noting that the space
. Next, we introduce the space
where div y u = N i=1 ∂u i /∂y i , and its smooth counterpart
The following result holds. 
Now, let
Thanks to Lemma 9 and to the density of
Let (u ε ) ε∈E be a sequence of solution to (2.1) (or to (2.9))where we assume that E is an ordinary sequence tending to zero with ε. In view of Proposition 1, there are a subsequence
In view of (2.11) and by the diagonal process, one can find a subsequence of (u ε ) ε∈E ′ (not relabeled) which weakly converges in L p (0, T ; V ) to the function u 0 (this means that u 0 ∈ L p (0, T ; V )). From Theorem 4, we infer the existence of a function
holds when E ′ ∋ ε → 0. Owing to Lemma 3 (see (2.16) therein) there exist a
We recall that
. Now, let us consider the following functionals:
∂yj , and the same definition for D i v k ) and
0 . The functionals a I and b I are well-defined. Next, associated to these functionals is the variational problem
The following global homogenization result holds. Proof. From the equality div u ε = 0 we easily derive div u 0 = 0 and div y u 1 = 0. In order to show that u = (u 0 , u 1 ) ∈ F 1,p 0 we need to verify that ∂u 1 
′ ) for a.e. (x, t) ∈ Q T . But this will be done later. Now, we first need to show that u solve (4.4). For that, let Φ = (ψ 0 , ψ 1 ) with 
Then we have Φ ε ∈ C ∞ 0 (Q T ) N and, using Φ ε as a test function in the variational formulation of (2.1) we get
We pass to the limit in (4.5) by considering each term separately. First we have
In view of Corollary 2 we have that
On the other hand, due to (4.1) we get
Next, it is an usual well known fact that (see e.g., [13, Lemma 3.5] ), the convergence result (4.2) together with the weak Σ-convergence of the sequence (DΦ ε ) ε to DΦ, imply
Considering the next term, we use the monotonicity property to have
Owing to the estimate (2.11) we infer that 
Therefore by a mere routine, we deduce that
The next point to check is to compute the lim ε→0
We claim that, as ε → 0, Problem (4.4) is the global homogenized problem. In order to derive the homogenized problem, we need to uncouple problem (4.4). As we can see, (4.4) is equivalent to the following system (4.9)-(4.10): (4.9)
− QT ρu 1 , It is an easy matter to deal with (4.9). In fact, fix ξ ∈ R N ×N and consider the following cell problem: ′ ), so that π lies in W div . Since E div is dense in W div , Eq. (4.11) still holds for w ∈ W div . But if π 1 =π 1 (ξ) and π 2 =π 2 (ξ) are two solutions of (4.11) then, setting π=π 1 −π 2 , K a∂ π · ∂ wdβ + K ( b(·, ξ + ∂ π 1 ) − b(·, ξ + ∂ π 2 )) · ∂ wdβ = 0 for all w ∈ W div .
Taking the particular test function w =π and using the equality ρ Coming back to (4.11) we choose there ξ = Du 0 (x, t) (for arbitrarily fixed (x, t) ∈ Q T ). Comparing the resulting equation with (4.12) and using the density of
1,p div ) we get by the uniqueness of the solution of (4.11) that u 1 = π(Du 0 ), where π(Du 0 ) stands for the function (x, t) → π (Du 0 (x, t) ) considered as acting from Q T into W div . This shows the uniqueness of the solution of (4.9) and also allows us to conclude that u 1 lies in L p (Q T ; W div ) so that (u 0 , u 1 ) ∈ F 1,p 0 . This concludes the proof of Theorem 6. In order to get the macroscopic homogenized problem, we set, for ξ ∈ R Problem (4.13) is the macroscopic homogenized problem. In contrast to (4.4) it only involves the macroscopic limit (u 0 , q 0 ) of the sequence (u ε , q ε ) of solutions to (2.1).
Thus it describes the macroscopic behavior of the above-mentioned sequence as the heterogeneities go to zero. Returning to Problem (4.13) we know that M y (ρ) is a positive constant (see Assumption (A5) at the beginning of this section). Moreover one may easily check that the functional u → M(ρf (·, u)) maps H into L 2 (Q T ) N , and is Lipschitz continuous (this is due to the properties of f and ρ). Thus, assuming the existence of the velocity u 0 in the above problem, it comes by [35, Proposition 5] that the pressure q 0 will exist. We can hence argue as in the proof of Theorem 1 to get the existence of a solution to (4.13). We may therefore state the macroscopic homogenization result. N , we end up (using some obvious computations) with the result.
