Model-based approaches to automatic target recognition (ATR) generally infer the class and pose of objects in imagery by exploiting theoretical models of the formed images. Recently, we have performed an evaluation of several statistical models for synthetic aperture radar (SAR) and have conducted experiments with ATR algorithms derived from these models. In particular, a one-parameter complex Gaussian model, classically used to model diffuse scattering, was shown to deliver higher recognition rates than a one-parameter quarter-power normal model on actual SAR data. However an extended, two-parameter quarter-power model was consistently a better fit to the data than a corresponding two-parameter Gaussian model.
INTRODUCTION
Model-based approaches to automatic target recognition (ATR) generally infer the class and pose of objects in imagery by exploiting theoretical models of the formed images. Parametric approaches to modeling are based upon a parameterized family of statistical distributions to model image variation. These parameters are themselves functions of target class, target pose, and location on the target's surface so that the images are characterized by a conditional distribution. Many statistical distributions have been investigated for their ability to characterize the variability inherent in various radar imaging modalities including high resolution radar (HRR) and synthetic aperture radar (SAR).
We have had an interest in the applicability of various conditional distributions to radar imagery and the impact of those models on ATR. 4 One approach to comparing distributions is to derive optimal recognition algorithms for each distribution and to apply these algorithms in a consistent manner to actual radar imagery. Good statistical models would be expected to yield high correct classification rates while not being computationally burdensome 10 or requiring excessive parameterization. 6 Another approach is to employ the statistical notion of goodness-of-fit testing in which test statistics of known distribution under the model assumptions are computed from actual imagery. 7, 8 These test statistics are evaluated through a rigorous methodology to determine the extent of evidence against the assumed model.
In recent comparisons based on experimental classification rates, classifiers derived from a one-parameter complex Gaussian distribution were found to yield consistently higher correct recognition rates from actual SAR data than both those based on one-parameter log-normal and quarter-power normal models for pixel magnitude. 6, 17 Under the complex Gaussian model the complex-valued pixels were assumed to have uniformly distributed phase and thus have a complex-mean equal to zero. The variance is a function of target class, pose, and pixel location. The log-normal and quarter-power normal models hold that pixel magnitude is distributed as an exponential and square, respectively, of a Gaussian random variable. In both cases, the variance of the underlying Gaussian random variable was assumed to be constant and the mean was a function of target class, pose, and pixel location.
Generalizations of the complex Gaussian, log-normal, and quarter-power normal models exist in which the distributions are characterized by two parameters. In a sequence of goodness-of-fit tests, the quarterpower normal model with nonconstant variance function was found to be a consistently better fit to actual SAR data than the complex Gaussian model with nonconstant mean function. 7, 8 In this paper, we examine the classification performance of algorithms derived from several two-parameter extensions of the complex Gaussian and quarter-power normal models.
The complex Gaussian model for complex values is equivalent to a one-parameter Rayleigh model for pixel magnitude. A Rician model for pixel magnitude is a generalization of the Rayleigh model which directly accounts for a specular component in the energy reflected from regions in the scene. We have previously reported on performance results for classification algorithms based on the Rician model in a sensor-centered coordinate system. 5 That is, the parameter functions characterize the statistical properties of pixel values from fixed locations in the image which correspond to different regions in the scene depending upon relative pose between scene and radar platform. Here, we extend this analysis to include a targetcentered coordinate system in which parameter functions characterize fixed regions in the scene regardless of the pixel location to which they are mapped.
The quarter-power normal model is an approximation of a power-transformed gamma distribution. Another extension of the Rayleigh model is the K distribution model in which pixel magnitudes are assumed to follow the mixture of a Rayleigh distribution parameterized by a gamma random variable. We examine the performance of classification algorithms based upon both gamma and K distributions in which both the shape and scale parameters are functions of target class, pose, and pixel location.
For all three models, classification results are experimentally determined for a four-class problem using SAR data acquired for the Moving and Stationary Target Acquisition and Recognition (MSTAR) program conducted at Wright Laboratory under DARPA funding. Distribution parameter functions are defined in target-centered coordinate systems and results are compared with those from a one-parameter complex Gaussian model, also in target-centered coordinates. The parameter functions for each distribution were estimated from training data. The dataset was partitioned into nonoverlapping categories for parameter estimation and classification testing.
Because of the potential for over fitting, two-parameter models are potentially less robust given small training sets than their one-parameter counterparts. Two of the four target classes have relatively few images available, and the experiments indicate relatively poor performance for these two. The K model yields the highest correct classification percentage of the two parameter distributions investigated, followed by the Rician then gamma models.
In Section 2, details of each of the above models are provided. The methods of assessing each model, including geometrical considerations and the MSTAR dataset, are described in Section 3. Estimation of model parameters is addressed in Section 4, and detailed results are given in Section 5. Concluding remarks and directions for future work follow in Section 6.
SAR IMAGE MODELS
In the one-parameter complex Gaussian model for SAR imagery, the pixel values are assumed to follow a complex Gaussian distribution with mean zero conditioned on the target class, target pose, and corresponding location on the target. 18 This model is intended to characterize diffuse reflection in which the central limit theorem applies to the sum of many independent returns from a rough surface. The pixels are assumed to correspond to nonoverlapping regions of the scene, so their values are modeled as statistically independent. The probability density function for a complex-valued SAR image r is a product over all pixels
where σ 2 i (a, ψ) is the variance of pixel i when target a is imaged with pose ψ relative to the radar platform. If the real-valued image x is such that x i = |r i |, where r i is complex Gaussian as above, then x i is a sample from a Rayleigh distribution and
In the quarter-power normal model, the image y QP obtained from the square-root of pixel magnitudes,
, are modeled as observations from a Gaussian distribution.
6,17,21
As implemented in the references, the variance of y i is assumed to be constant and the mean value is a function of target class, target pose, and corresponding location on the target. Further assuming pixel independence, the density function becomes
where µ i (a, ψ) is the mean of the ith pixel in a quarter-power image of target a taken with pose ψ relative to the radar platform.
In the remainder of this section, we describe a number of two-parameter extensions of these distributions. In following sections, we consider the use of these extensions in ATR problems and present experimental results.
Two-Parameter Complex Gaussian Models
One possible extension of the one-parameter complex Gaussian model is to simply allow a nonzero complex mean µ i (a, ψ) which, like the variance, is defined to be a function of target class, target pose, and corresponding location on the target. However, the assumption that target distance is not known to within a fraction of a wavelength implies that the phase of the complex return may be best modeled as uniformly distributed over [0, 2π). Tests reported by DeVore and O'Sullivan 8 do not suggest rejecting the zero-mean assumption. Further, experiments with simulated data indicate that a zero complex mean may be reasonable for HRR data as well.
14 An alternative extension can be derived by considering the return in pixel i to comprise the sum of both diffuse and specular reflections with a uniform phase. 5 That is, r i = z i e jθ , where z i is a sample from a complex Gaussian distribution with a complex mean of magnitude α i (a, ψ) and a variance σ 2 i (a, ψ), and θ is uniformly distributed over [0, 2π). In this case, the magnitude |r i | is a sample from the Rician distribution, a generalization of the Rayleigh distribution. The probability density function when
where I 0 (·) is the modified Bessel function of the first kind of order zero.
Two-Parameter Gamma Model
Fractional power transformations of gamma random variables yield approximately Gaussian variates as has been noted by several authors, including Fisher, 15 Wilson and Hilferty, 15 and Fukunaga. 11 The quarter-power normal model is an approximation based on the assumption that the magnitude of SAR image pixels follow a conditional gamma distribution. These magnitude data are raised to the 1/2 power which is assumed to yield Gaussian distributed random variables.
Lifting this approximation, we investigate the direct application of a gamma distribution to x i = |r i |. Under this model, the probability density function for a magnitude image is
where α i (a, ψ) and β i (a, ψ) are the shape and scale parameters, respectively, for pixel i, and Γ(·) is the gamma function.
Two-Parameter K Model
A number of authors have considered the use of the K distribution to model the magnitude of radar returns. 12, 13 The K distribution can be derived as the mixture of a Rayleigh distribution with a gamma distributed scale and takes its name from the Bessel function which appears in the probability density. Loosely speaking, the K model combines elements of the complex Gaussian and quarter-power normal models. Under the K model, the density of a magnitude image formed by letting
where α i (a, ψ) and β i (a, ψ) are the shape and scale parameters, respectively, for pixel i and K ν (·) is the modified Bessel function of the second kind of order ν.
ASSESSMENT METHODOLOGY
We assess the Rician, gamma, and K models of the previous section in terms of the percentage of correctly classified SAR images delivered by the generalized likelihood ratio test (GLRT) derived from each. That is, for every element in a set of test images we find the combination of a and ψ that maximize the respective probability density functions given the image. These likelihood functions are dependent upon parameters which are themselves functions. These functions are estimated from the images in an independent set of training data. The estimated parameter functions are then substituted into the required densities. We are interested in the ability of the models to characterize radar imagery in general and therefore do not segment target from clutter regions. 
Target-Centered Geometry
The model parameter functions (α i (a, ψ), β i (a, ψ), and σ 2 i (a, ψ)) are estimated as functions defined over regions in the scene rather than over pixels in the image. 9 These functions then define a target model for the object rather than a sensor model. The idea is that training images of objects are registered to a common orientation in the image plane before the parameter functions are estimated. In this targetcentered coordinate system, the pixel at location i corresponds to the same region in the scene regardless of the relative pose between the object and radar platform at the time the image was acquired.
These target models can be used to predict the pixel value parameters for an image of an object at arbitrary pose. This is accomplished by transforming the parameter functions back into a sensor-centered coordinate system. Because the pose of an object is a continuous valued parameter, we generate discrete approximations of the functions in sensor-centered coordinates by sampling every 2 • in target aspect.
MSTAR Dataset
The recognition algorithms are evaluated under what are commonly known as standard operating conditions (SOC) in which training and testing data, though nonoverlapping, are collected under very similar conditions. For the experiments of Section 5, we employed the images from the MSTAR dataset as described in Table 1 . Images acquired with a 17
• depression angle were used for parameter function estimation and those acquired with a 15
• depression were used for assessing algorithm performance. A fixed depression angle was assumed, but the azimuth angle of test images was treated as unknown.
The BMP-2 and T-72 targets have approximately 9.5, 19.2, and 38.3 training images on average in each 5
• , 10
• , and 20
• interval, respectively. These images are taken from three distinct vehicles of the same type. The BTR-70 has approximately 3.2, 6.5, and 12.9 training images on average in each 5 • , 10 • , and 20
• interval, respectively. The BRDM-2 has slightly more. All training images for the BRDM-2 and BTR-70 come from a single vehicle of the respective type.
MODEL PARAMETER ESTIMATION
In this section, we address maximum-likelihood estimates of model parameter functions for the Rician, Gamma, and K models. For each target class and each pixel, the shape and scale parameters are functions of the azimuth angle ψ ∈ [0, 2π). We assume that we are given a finite collection of registered training images representing a wide variety of azimuth angles. Estimating an arbitrary function of a continuousvalued parameter from a finite sample of points is an ill-posed problem. We impose the constraint that the functions are piecewise constant over 72 regularly spaced intervals of 5 • each. The value of these functions over the kth interval is estimated from the sample images taken within d/2 degrees of the interval center. Larger values of d imply more samples used for each estimate given the fixed set of sample data, but the statistics of the actual distribution may not remain approximately constant over large intervals. In the experiments of Section 5, we consider three values of d: 5
• , some training images may contribute to the parameter estimates for more than one interval.
In all cases, we use maximum-likelihood estimates for the parameters. Iterative methods are required for all three models because simple closed-form solutions are not known to exist. We determine initial parameter values using the method of moments. Since the goal is to maximize the log-likelihood, we cease iteration when the sum of the log-likelihoods of each sample changes by less than 10 −4 on successive iterations. For all three models, the average pixel log-likelihood tends to be on the order of 1 with typical values around 2.5. For n training images, this stopping criterion generally ceases iteration when the total log-likelihood changes on the order of 1 in 10 4 n.
Rician Estimates
The expectation-maximization (EM) method is applied by Marzetta 16 to derive an iterative algorithm for determining maximum-likelihood estimates of the parameters of a Rician distribution. Given a collection of sample data {x i }, that algorithm is given aŝ
The iterations can be initialized 5 with method of moments estimators aŝ
Gamma Estimates
Bowman and Shenton 2 provide a simple fixed-point iterative method for maximum-likelihood estimation of the parameters of a gamma distribution. Setting equal to zero the logarithmic derivatives of (5) with respect to α and β and simplifying yields
where ψ is the digamma function (logarithmic derivative of Γ(·)), A = (1/n) n i=1 x i is the arithmetic mean of the samples, and G = (
1/n is the geometric mean. This algorithm has the advantage of not requiring evaluation of the trigamma function, ψ , as does the Newton-Raphson method. 3 The function lnα − ψ(α) is plotted in the left panel of Figure 1 for α ∈ (0, 2]. For a given value of ln(A/G), the correspondingα can be determined iteratively aŝ The estimate for β can be determined directly once the estimate for α has been determined. Initial estimates can be obtained through the method of moments which yieldŝ
whereμ andσ 2 are the sample mean and variance, respectively. We employ a Matlab algorithm written by Godfrey * which is based in turn on a method developed by Spouge. 20
K Estimates
Roberts and Furui 19 derive an iterative algorithm based on the expectation-maximization method for estimating the shape and scale parameters of the K distribution. The algorithm is of the same form as (11) and (12), but A and G become functions of the current estimates of α and β in addition to the sample data. That is,
where
and
A solution to these coupled equations requires a double iteration: an outer iteration over k and an inner iteration to solve (15) forα (k+1) . We use the algorithm in (14) as the inner iteration, again to avoid computing the trigamma function.
This algorithm requires the logarithmic derivative of the Bessel K function with respect to order. Roberts and Furui 19 substitute an approximation based on
with h = 10 −3 . They point out that the accuracy of this approximation depends upon the functions involved but do not evaluate the approximation. Abramowitz and Stegun 1 give a closed-form expression for the derivative of the Bessel K function with respect to order for integer orders. The right panel of Figure 1 shows the difference between the approximation and exact values for several values of ν and a wide range of x. The difference is less than 10 −4 for the range of values shown, and the largest relative error is one part in 10 5 .
RESULTS
The percentages of correctly classified images for the Rician, gamma, and K image models are shown in the first three panels of Figure 2 . They are broken down by vehicle type and the width of training interval as discussed in Section 4. Images of the BMP-2 and T-72 vehicles have higher classification rates for all image models and for all training interval widths. With 5
• training intervals, the Rician and gamma derived algorithms failed to correctly classify any of the BTR-70 images and the majority of BRDM-2 images.
The overall percentage of correctly classified images is shown in the lower-right panel of the figure along with corresponding values for the one-parameter complex Gaussian image model. Each algorithm delivered higher accuracy with 20 • training intervals than with 5 • or 10 • . The K image model achieved correct classification rates that were consistently higher than the other two-parameter models. The complex Gaussian model, which is a special case of both the Rician and K models, consistently delivered the highest correct classification rates. This may be due in part to the fact that only one parameter need be estimated for the complex Gaussian model from the limited training data.
Of the two-parameter models, the K distribution model yielded consistently higher correct classification rates, followed by the Rician and gamma distributions. Each model showed higher overall performance with larger training interval widths. These larger widths allow more samples to be used in each estimate but come with an implicit assumption of parameters which vary smoothly over large changes in azimuth. The K model delivered over 94% correct classification for the all targets when more than 9 training samples on average were available per estimated value. Correct classification rates of 19% and 74% were achieved by the K model when an average of 3 and 4 samples per estimated, respectively, were available. This is in contrast to the Rician and gamma models which delivered correct classifications less than 1% of the time for these sample sizes. By comparison, the complex Gaussian model, with a single parameter, yielded 33% and 79%, respectively. In terms of overall performance, the K model was similar to, but slightly lower than, the complex Gaussian model. 
CONCLUSIONS
We have investigated three different distribution families, each governed by two parameters, for use in classifying objects in SAR magnitude imagery. Conditionally Rician, gamma, and K distribution models are extensions of the complex Gaussian (Rayleigh magnitude) and quarter-power normal models which are each governed by a single parameter. Maximum-likelihood classification algorithms were derived from these three models and applied in a series of tests to actual SAR data in order to assess the accuracy with which the models characterize SAR imagery and their applicability to classification based on a training/testing paradigm. Parameter estimates from registered training data were subjected to three different regularizations determined by the width of the azimuth interval over which samples were drawn. This in turn affected the number of samples used for each estimated value.
The experimental results point up the fact that sufficient sample sizes are a requirement for accurate training which is in turn necessary for accurate classification. In cases where only small samples are available, simpler one-parameter models, like the complex Gaussian, are to be preferred. The flexibility afforded through two-parameter distributions may be useful for modeling specular (non-diffuse) reflections. However, specular reflections are not persistent through the large angular intervals required to incorporate sufficient training samples. What remains to be seen is whether or not there is a relative advantage to these two-parameter models in cases where large quantities of training data are available and samples sizes of 10 or more are available for each small azimuth interval.
