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Abstract
In this paper, we show that if L is a completely distributive commutative subspace lattice or a
J -subspace lattice, then the space of all bounded derivations of algL is reflexive. We also study
when local automorphisms on some algebras are automorphisms.
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1. Introduction
In the last decade, several authors [4,16,18,26] have studied the local derivations on a
von Neumann algebra or on a C∗-algebra. So far the best result is due to Johnson [18] who
shows that every local derivation from any C∗-algebra A into any Banach A-bimodule is
a derivation. This extends the main results of [16,26].
In [21], Larson and Sourour show that for a Banach space X, every local derivation on
B(X) is a derivation. In [9], Crist studies the local derivations on some nonselfadjoint oper-
ator algebras and shows that if L is a commutative subspace lattice on a finite-dimensional
Hilbert space H , then every local derivation from algL into itself is a derivation.
In [2], Batty and Molnar show that the groups of ∗-automorphisms and surjective
isometries of B(H) are reflexive. Larson and Sourour [21] also show that for an infinite-
dimensional Banach space X, every surjective local automorphism of B(X) is an automor-
phism.
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linear mappings from X into Y . When X = Y , we write B(X) rather than B(X,X). If S
is a subset of B(X,Y ), S is called reflexive (respectively, algebraically reflexive) if T ∈
B(X,Y ) belongs to S whenever T x ∈ Sx (respectively, T x ∈ Sx) for all x ∈X. If S(n) is
reflexive (respectively, algebraically reflexive) as a subset of B(X(n), Y (n)), we say that S
is n-reflexive (respectively, algebraically n-reflexive).
LetA be an algebra and letM be anA-bimodule. A derivation δ ofA intoM is a linear
mapping δ :A→M satisfying δ(AB)=Aδ(B)+ δ(A)B for A,B ∈A. A derivation δ is
called inner if there exists T ∈M, such that δ(A)= AT − T A for any A in A. A linear
mapping δ :A→M is called a local derivation if for every a ∈A there exists a derivation
δa :A→M (depending on a) such that δ(a)= δa(a).
IfM is a BanachA-bimodule, we denote der(A,M) the set of all bounded derivations
fromA intoM. We denote der(A) (respectively, inn(A)) the set of all bounded derivations
(respectively, inner derivations) from A into itself.
In [20], Larson asks which algebras have reflexive derivation spaces. In [27], Shulman
shows that if A is a C∗-algebra, then der(A) is reflexive. Let H be a complex separable
Hilbert space. In this paper, we show that if L is a completely distributive commutative
subspace lattice or a J -subspace lattice on H , then the space of all bounded deriva-
tions of algL is reflexive. We also show that the set of all homomorphisms (respectively,
∗-homomorphisms) φ with φ(I) = I from a C∗-algebra of real rank zero into itself is
algebraically 2-reflexive.
In this paper, we suppose that A is a unital algebra and M is a unital A-bimodule.
2. Local derivations
Let M be a A-module and let T be an ideal of A. We say that T is a separating set of
M if for every m,n in M, mT = {0} implies m= 0 and T n= {0} implies n= 0.
Lemma 2.1. Let δ be a linear mapping from an algebra A into an A-bimodule M. Then
the following are equivalent:
(1) (I − P)δ(PAQ)(I −Q)= 0 for every A ∈A and any idempotents P,Q ∈A.
(2) The mapping δ satisfies δ(PAQ)= δ(PA)Q+ Pδ(AQ)− Pδ(A)Q for every A ∈A
and any idempotents P,Q ∈A.
Proof. It is obvious that (2) implies (1).
Suppose that (1) is true. For any idempotent Q in A, we denote Q⊥ = I −Q. By the
assumption, we have that
Pδ(AQ)Q⊥ = Pδ(PAQ)Q⊥ = (I − P⊥)δ(PAQ)Q⊥ = δ(PAQ)Q⊥.
So
δ(PAQ)− Pδ(AQ)= [δ(PAQ)− Pδ(AQ)](Q⊥ +Q)
= [δ(PAQ)− Pδ(AQ)]Q= [δ(PA(I −Q⊥))− Pδ(AQ)]Q
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and
δ(PAQ)= δ(PA)Q+Pδ(AQ)− Pδ(A)Q. ✷
Let δ be a linear mapping from an algebra A into an A-bimodule M. We say that δ
satisfies the condition (∗) if
δ(PAQ)= δ(PA)Q+Pδ(AQ)− Pδ(A)Q and δ(I)= 0 (∗)
hold for each A ∈A and any idempotents P and Q in A.
Theorem 2.2. Let T be a separating set of M. Suppose T is contained in the linear span
of the idempotents in A. If δ is a linear mapping from A into M satisfying condition (∗)
(in particular, if δ is a local derivation), then δ is a derivation.
Proof. Since T is contained in the linear span of the idempotents in A, by (∗) it follows
that for any S and T in T ,
δ(ST )= δ(S)T + Sδ(T ).
Let S and T belong to T and let A belong to A. Since T is an ideal of A, it follows that
δ(SAT )= δ((SA)T )= δ(SA)T + SAδ(T ). (2.1)
By (∗), we have that
δ(SAT )= δ(SA)T + Sδ(AT )− Sδ(A)T . (2.2)
By (2.1) and (2.2), it follows that
Sδ(AT )= SAδ(T )+ Sδ(A)T = S(Aδ(T )+ δ(A)T ). (2.3)
Since T is a separating set ofM, by (2.3), it follows that
δ(AT )= δ(A)T +Aδ(T ). (2.4)
For any A,B in A and for any T in T , by (2.4), we have that
δ(BAT )= δ(B)AT +Bδ(AT )= δ(B)AT +Bδ(A)T +BAδ(T )
= δ((BA)T )= δ(BA)T +BAδ(T ).
So
δ(BA)T = δ(B)AT +Bδ(A)T .
Since T is a separating set of M, it follows that δ(BA)= δ(B)A+ Bδ(A). Hence δ is a
derivation. ✷
In the following, we give some applications of Theorem 2.2. First, we need to introduce
some notation.
If e, f are in H , then the operator x 
→ f (x)e = (x, f )e is denoted by e ⊗ f . By a
subspace lattice on H , we mean a collection L of subspaces of H with (0), H in L and
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Mr denotes the closed linear span of {Mr }. If L ∈ L, we denote by L− the subspace∨{M ∈L: LM} ofH . LetJL denote the subset ofL defined byJL = {L ∈ L: L = (0)
and L− = H }. For convenience we disregard the distinction between a subspace and the
orthogonal projection onto it. If L is a subspace lattice, algL denotes the algebra of all
bounded operators leaving each element of L invariant. A subspace lattice which consists
of mutually commuting projections is called a commutative subspace lattice. A totally
ordered subspace lattice N is called a nest and the associated reflexive algebra algN is
called a nest algebra. A subspace lattice is said to be completely distributive if it satisfies
the identity∧
i∈I
∨
j∈J
xij =
∨
f∈J I
∧
i∈I
xif (i),
where J I denotes the set of all f : I → J .
By [12, Corollary 23.10] and [22, Theorem], we have that if N1, . . . ,Nk are nests on
the Hilbert spaces Hi , thenN1 ⊗· · ·⊗Nk is a completely distributive commutative lattice.
Let A be an ultraweakly closed subalgebra of B(H). The Banach space M is said to
be a dual normal Banach A-bimodule if M is a Banach A-bimodule, M is a dual space,
and for any m in M the maps A  a 
→ am and A  a 
→ ma are ultraweak to weak∗
continuous.
Lemma 2.3. Let L be a commutative subspace lattice on H . Then every rank-one operator
in algL is contained in the linear span of the idempotents of algL.
Proof. Let e⊗ f be a rank-one operator in algL. We have that (e⊗ f )(e⊗ f )= (e, f )e
⊗ f .
If (e, f ) = 0, then e⊗ f is a multiple of an idempotent.
Suppose that (e, f ) = 0. Let P =⋂{L ∈ L: e ∈ L}. Since e ⊗ f belongs to algL, it
follows that f ∈ (P−)⊥.
Case 1: Pf = 0. Since P + e⊗ f , P − e⊗ f are idempotents and belong to algL, it
follows that e⊗ f is contained in the linear span of the idempotents.
Case 2: Pf = 0. By P−f = 0, it follows that P−  P and P−P = P . Let v = (P −
PP−)e and u = PP−e. We have that v = 0. Then e ⊗ f = v ⊗ f + u⊗ f . It is easy to
check that v⊗ f and u⊗ f belong to algL.
For u⊗ f , let Pˆ =⋂{L ∈L: u ∈ L}. Since u= PP−e, we have that Pˆ ⊆ PP− ⊆ P−.
Hence Pˆ f = 0. Thus for u⊗ f , we can use Case 1.
For any Q ∈ L, by
(1−Q)((P − PP−)e)⊗ ((P − PP−)e)Q= 0,
we have that v⊗ v belongs to algL.
Since (e, f )= 0 and (u,f )= 0, it follows that (v, f )= 0, (v ⊗ v)/‖v‖2 − v ⊗ f and
v ⊗ f + (v ⊗ v)/‖v‖2 are idempotents. Hence e ⊗ f is contained in the linear span of
idempotents in algL. ✷
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is a linear mapping from algL into a dual normal Banach algL-bimodule M satisfying
condition (∗) (in particular, if δ is a local derivation), then δ is a bounded derivation.
Proof. Let T = span{T : T ∈ algL, rank T = 1}. Then T is an ideal of algL. By
Lemma 2.3, T is contained in the linear span of the idempotents in algL. By [22, The-
orem 1], we have that T is a separating set of M. By Theorem 2.2, it follows that δ is a
derivation. By [8, Corollary 2.3], we have that δ is bounded. This completes the proof. ✷
Remarks. (1) By [12, Theorem 23.16] and Lemma 2.3, we have that if L is a commuta-
tive subspace lattice, then the norm closure of the linear span of the idempotents of algL
contains all finite rank operators in algL.
(2) By [15, Corollaries 7.1 and 8.1], we have that if L is a distributive subspace lattice
on a finite dimensional Hilbert space, then there is a commutative subspace lattice L˜ such
that T L˜ = L, where T is an invertible operator in B(H). Hence algL is isomorphic to
alg L˜.
Corollary 2.5. Let L be a distributive subspace lattice on a finite-dimensional Hilbert
space H . Then every local derivation δ from algL into an algL-bimodule is a derivation.
Proof. By the above remarks, we can assume that L is a commutative subspace lattice.
Since H is a finite-dimensional Hilbert space, by [22, Theorem 1], we have that for any
S ∈ algL and S = 0, S =∑mi=1 Ai , where Ai are rank-one operators in algL.
By the proof of Theorem 2.4, we have that
δ(AS)= δ(A)S +Aδ(S)
for any A,S ∈ algL. ✷
Theorem 2.6. Let A be a nest algebra on H and let φ be a linear mapping from A into
itself with the property that for each T ∈A, there exist operators AT ,BT ∈A such that
φ(T )= AT T + T BT . Then there exist operators A,B ∈A, such that φ(T )= AT + TB
for any T ∈A. Moreover, if AT =−BT for every T ∈A, then we can choose A,B so that
A=−B .
Proof. Let φ(I)=AI I + IBI and let φ˜(T )= φ(T )− (AIT + T BI ). Then φ˜(I )= 0. So
without loss of generality, we may assume that φ(I)= 0. By Theorem 2.4, it follows that φ
is a derivation. By [12, Theorem 19.7], we know that every derivation from a nest algebra
into itself is inner. Hence there is an operator A ∈A with φ(T )=AT − T A. ✷
Remark. By the proof of Theorem 2.4, with only trivial changes we also can obtain that
every local derivation from a strongly reducible maximal triangular algebra into B(H) is
inner.
IfA is a von Neumann algebra, it is well known that every derivation fromA into itself
is inner. By following to the proof of Theorem 2.6, we can show the following result.
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from A into itself with the property that for each T ∈A, there exist operators AT ,BT ∈A
such that φ(T ) = AT T + TBT . Then there exist operators A,B ∈ A, such that φ(T ) =
AT + T B for any T ∈A. Moreover, if AT =−BT for every T ∈A, then we can choose
A,B so that A=−B .
Theorem 2.7 improves the main result of [18].
LetA be a weakly closed subalgebra of B(H). If K is also a complex separable Hilbert
space, then the tensor product A ⊗ B(K) is defined as the weak operator closure of the
span of all elementary tensors A⊗B acting on H ⊗K , where A ∈A and B ∈ B(H).
A weakly closed subalgebraA of B(H) is said to be of infinite multiplicity ifA⊗B(K)
is isomorphic to A.
Lemma 2.8 [25]. Let A be a weakly closed, unital algebra of B(H) of infinite multiplicity.
Then every A ∈A is a sum of eight idempotents in A.
Theorem 2.9. Let A be as in Lemma 2.8. If δ is a linear mapping from A into an A-
bimodule such that (∗) holds (in particular, if δ is a local derivation), then δ is a derivation.
Proof. By (∗), we have that for any idempotents P,Q ∈A,
δ(PQ)= δ(P )Q+ Pδ(Q).
For any A,B ∈A, by Lemma 2.8, we have that A=∑8i=1 Pi and B =∑8j=1 Qj , where
Pi and Qj are idempotents in A. Hence
δ(AB)= δ
[( 8∑
i=1
Pi
)( 8∑
j=1
Qj
)]
=
8∑
i=1
8∑
j=1
δ(PiQj )
=
8∑
i=1
8∑
i=1
[
δ(Pi)Qj + Piδ(Qj )
]= δ(A)B +Aδ(B). ✷
Lemma 2.10. Suppose that L is a subspace lattice such that for any L ∈ JL, L∩L− = 0.
Then every rank-one operator in algL is contained in the linear span of the idempotents
in algL.
Proof. Suppose that T is a rank-one operator in algL. By [23, Lemma 3.1], there exist
K ∈ JL, e ∈K and f ∈ (K−)⊥ such that T = e⊗ f .
Case 1. If (e, f ) = 0, then e⊗ f is a multiple of an idempotent.
Case 2. Suppose that (e, f ) = 0. By K ∩ K− = 0, we can choose f1 ∈ (K−)⊥ such
that (e, f1)= 1. By [23, Lemma 3.1] again, it follows that e⊗ f1 in algL. Since e⊗ f =
e ⊗ (f + f1)− e ⊗ f1, e ⊗ (f + f1) and e ⊗ f1 are idempotent in algL, it follows that
e⊗ f is a linear combination of idempotents in algL. ✷
If L is a subspace lattice on H , L is said to be a J -subspace lattice if H =∨{L: L ∈
JL},
⋂{L−: L ∈ JL} = 0 and L ∩ L− = 0 for any L ∈ JL. The class of J -subspace
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any J -subspace lattice both L⊥ and latalgL are J -subspace lattices. The nondistributive
pentagon subspace lattice is also in the class. In [24], Longstaff and Panaia obtain some
properties of J -subspace lattices.
With the proof similar to the proof of Lemma 2.3 [19], we can show the following result.
We leave the proof to the reader.
Lemma 2.11. Let L be a J -subspace lattice and let A belong to algL.
(1) If RA= 0 for all rank-one operators R ∈ algL, then A= 0.
(2) If AR = 0 for all rank-one operators R ∈ algL, then A= 0.
Theorem 2.12. Let L be a J -subspace lattice. If δ is a linear mapping from algL into itself
satisfying condition (∗) (in particular, if δ is a local derivation), then δ is a derivation.
Proof. Let T = span{T : T ∈ algL, rank T = 1}. Then T is an ideal of algL. By
Lemma 2.10, T is contained in the linear span of the idempotents in algL. By Lemma 2.11,
we have that T is a separating set of algL. By Theorem 2.2, it follows that δ is a deriva-
tion. ✷
Theorem 2.13. Let L be a completely distributive commutative subspace lattice and letM
be a dual normal Banach algL-bimodule. Then der(algL,M) is reflexive.
Proof. Let δ ∈ B(algL,M) such that for any x in algL,
δ(x) ∈ der(algL,M)x. (2.5)
By (2.5) and Lemma 2.1, δ satisfies (∗). By Theorem 2.4, we have that δ is a derivation.
Hence der(algL,M) is reflexive. ✷
Corollary 2.14. Let L be a completely distributive commutative subspace lattice on H .
Then der(algL) is reflexive. In particular, if L is a nest, then inn(algL) is reflexive.
With a proof similar to the proof of Theorem 2.13, we can show the following result.
Theorem 2.15. Let L be a J -subspace lattice. Then der(algL) is reflexive.
In the following, we discuss the relationship between Jordan derivation and derivation.
A Jordan derivation from a Banach algebra A into a Banach A-bimodule is a linear map
D with
D(ab+ ba)= aD(b)+D(a)b+ bD(a)+D(b)a for any a, b in A.
The Jordan derivation identity is equivalent to assuming that D(a2)= aD(a)+D(a)a for
any a in A. In [17], Johnson exhibits a class of Banach A-bimodulesM with the property
that every Jordan derivation from A into M is a derivation.
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derivation from A into M is a derivation and let δ be a linear mapping from A into M
such that for every a in A, there is a derivation δa with δ(a)= δa(a) and δ(a2)= δa(a2).
Then δ is a derivations.
Proof. For any a in A, since δ(a)= δa(a) and δ(a2)= δa(a2), it follows that
δ(a2)= aδa(a)+ δa(a)a = aδ(a)+ δ(a)a.
Hence δ is a Jordan derivation. By the hypotheses, we have that δ is a derivation. ✷
Let A be a C∗-algebra and let M be a Banach A-bimodule with dual M∗. The action
of A on M∗ is defined by (af )(x) = f (xa) and (f a)(x)= f (ax) for a ∈ A, f ∈M∗,
and x ∈M. We define elements (x, f ) and [f,x] of A∗ by
(x, f )(a)= f (ax) and [f,x](a)= f (xa).
By [7, Proposition 1.1], we see that M∗ is a dual normal Banach A∗∗-bimodule in
the sense that if bα → b in σ(A∗∗,A∗) topology, then bαf → bf and f bα → f b in
σ(M∗∗,M∗) topology. If M∗ is weakly sequentially complete, by [7, Proposition 1.2],
and doing to the A-bimodule M∗ what was done above to the A-bimoduleM, M∗∗ can
be made into a dual normal BanachA∗∗-bimodule. A projection P inA∗∗ is called open if
there exists an increasing net {aα} of positive elements in A such that limα aα = P in the
weak∗ topology of A∗∗. If P is open, we say I − P is closed.
Theorem 2.17. Let δ be a bounded linear mapping from a C∗-algebra A into a Banach
A-bimoduleM with M∗ weakly sequentially complete such that for a, b, c ∈A,
ac= cb= 0 implies aδ(c)b= 0.
Suppose that δ(I)= 0, then δ is a derivation.
Proof. Let δ∗∗ :A∗∗ → X∗∗ the weak∗ continuous extension of δ to the double duals of
A∗∗ and X∗∗. Let P1,P2,Q1,Q2 be the open projections in A∗∗ with P1P2 = 0 =Q1Q2.
Choose increasing nets {aα} and {aα′ } of positive elements of A such that aαaα′ = 0,
limα aα = P1 and limα′ aα′ = P2 in the weak∗ topology of A∗∗. Similarly, choose increas-
ing nets {aλ} and {aλ′ } of positive elements in A such that aλaλ′ = 0, limλ aλ =Q1 and
limλ′ aλ′ =Q2 in the weak∗ topology of A∗∗. By the hypotheses, we have that
aαδ(aα′Cbλ)bλ′ = 0 for any C in A. (2.6)
Since δ∗∗ is weak∗ continuous andM∗∗ is a dual normal bimodule of A∗∗, to take limit in
(2.6) we have
P1δ
∗∗(P2CQ2)Q1 = 0 for any C in A. (2.7)
Let Pˆ1, Pˆ2, Qˆ1, Qˆ2 be closed projections in A∗∗ such that Pˆ1Pˆ2 = 0 = Qˆ1Qˆ2. By the
noncommutative lemma of Urysohn [1], there are open projections P1,P2,Q1,Q2 in A∗∗
such that P1  Pˆ1, P2  Pˆ2, Q1  Qˆ1, Q2  Qˆ2 with P1P2 = 0 = Q1Q2. Since δ∗∗ is
weak∗ continuous, by (2.7) we have that
P1δ
∗∗(P2CQ2)Q1 = 0 for any C in A∗∗. (2.8)
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Pˆ1δ
∗∗(P2CQ2)Qˆ1 = 0 for any C in A∗∗.
If we replace C with Pˆ2CQˆ2, we have that
Pˆ1δ
∗∗(Pˆ2CQˆ2)Qˆ1 = 0 for any C in A∗∗.
With a proof similar to the proof of Lemma 2.1, we can show that if P,Q are open projec-
tions or closed projections in A∗∗, then
δ∗∗(PAQ)= δ∗∗(PA)Q+ Pδ∗∗(AQ)− Pδ∗∗(A)Q (2.9)
for any A ∈A. By δ(I)= 0 and (2.9), we have that δ∗∗(PQ)= δ∗∗(P )Q+ Pδ∗∗(Q).
Hence δ∗∗(AB)= Aδ∗∗(B)+ δ∗∗(A)B for all A,B in the closed linear span of the set
of all open or closed projections. By the spectral projections of selfadjoint elements of A
corresponding to open parts of spectra are open, therefore for any A,B ∈A,
δ∗∗(AB)= δ(AB)=Aδ∗∗(B)+ δ∗∗(A)A=Aδ(B)+ δ(A)B.
Hence δ is a derivation. ✷
Corollary 2.18 [27]. Let A be a C∗-algebra and M be a Banach A-bimodule with M∗
weakly sequentially complete. If δ is a local derivation, then δ is a derivation.
Theorem 2.19. Let M be a Banach A-bimodule. Then der(A,M) is algebraically 3-
reflexive.
Proof. Let δ ∈ B(A, M). To show that der(3)(A,M) is algebraically reflexive, it is suffi-
cient to show that for any a, b, c ∈A,
δ(3)
(
a
b
c
)
∈ der(3)(A,M)
(
a
b
c
)
(2.10)
implies that δ ∈ der(A,M). In (2.10), choose x = a, y = b, c = xy . Then there exists
δˆ ∈ der(A,M) such that δ(x)= δˆ(x), δ(y)= δˆ(y), and δ(xy)= δˆ(xy)= δˆ(x)y+ xδˆ(y)=
δ(x)y + xδ(y). So δ is a derivation. Hence der(A,M) is algebraically 3-reflexive. ✷
3. Local homomorphisms and local automorphisms
LetA and B be unital algebras. A linear mapping θ fromA into B is a Jordan homomor-
phism if θ(a2) = θ(a)2 for any a ∈A. It is easy to see that every Jordan homomorphism
θ :A→ B satisfies
θ(ab+ ba)= θ(a)θ(b)+ θ(b)θ(a), θ(aba)= θ(a)θ(b)θ(a)
for all a, b ∈A. If A,B are C∗-algebras, and θ :A→ B is a Jorhan homomorphism satis-
fying θ(a∗)= θ(a)∗ for all a ∈A, θ is called a Jordan ∗-homomorphism. A C∗-algebraA
has real rank zero if the selfadjoint elements of A with finite spectrum are dense in the set
of all selfadjoint elements of A. It is natural that every von Neumann algebra has real rank
zero.
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Hilbert space and let φ be a linear mapping from A into itself that preserves idempotents
of A. Then φ is a Jordan homomorphism.
The proof is similar to the proof of [5, Theorem 2.1]. We leave it to the reader.
Corollary 3.2. Let A be as in Theorem 3.1 and let φ be a local automorphism of A. Then
φ is a Jordan automorphism.
Definition 3.3. If A is a Banach algebra, a linear mapping θ :A→ A is called a 2-
local isometric automorphism if for every a, b ∈ A, there is an isometric automorphism
θa,b :A→A such that θ(a)= θa,b(a) and θ(b)= θa,b(b).
A similar definition applies to 2-local automorphism (respectively, 2-local homomor-
phism) or 2-local ∗-automorphism (respectively, 2-local ∗-homomorphism) if A is a C∗-
algebra.
Lemma 3.4. Let α be a Jordan homomorphism from A into B with α(I) = I . If for a, b
∈ A, ab = 0 implies α(a)α(b) = 0, then for any idempotent p in A and any m in A,
α(pm)= α(p)α(m).
Proof. Let a, b ∈A such that ab= 0. Since α(ab)= 0 and α is a Jordan homomorphism,
we have
α(ba)= α(ab+ ba)= α(a)α(b)+ α(b)α(a)= α(b)α(a). (3.1)
For any idempotent p ∈A and for any m ∈A, since m(I − p)p = 0, by (3.1),
α
(
pm(I − p))= α(p)α(m(I −p)). (3.2)
Since α(I) = I and mp(I − p)= 0, by the assumption we have that α(mp)α(I − p)= 0
and
α(mp)α(p)= α(mp). (3.3)
By (3.2) and (3.3), we have that
α(pm)− α(pmp)= α(pm(I − p))= α(p)α(m(I − p))
= α(p)α(m)− α(p)α(mp)= α(p)α(m)− α(p)α(mp)α(p)
= α(p)α(m)− α(pmp).
Hence
α(pm)= α(p)α(m). ✷
Theorem 3.5. Let L be a completely distributive commutative subspace lattice on H . If α
is a surjective 2-local isometric automorphism on algL, then α is an isometric automor-
phism.
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αa,a2 such that
α(a)= αa,a2(a) and α(a2)= αa,a2(a2).
By [13, Theorem 2.1], it follows that there exists a unitary operatorU (depending on αa,a2 )
on H with
αa,a2(a)=UaU∗ = α(a), αa,a2(a2)=Ua2U∗ = α(a)2 = α(a2).
Hence α is a Jordan homomorphism.
Since α is a 2-local isometric automorphism, we have that for a, b ∈ algL, ab = 0
implies α(a)α(b)= 0 and α(I) = I . By Lemma 3.4, it follows that for any idempotent p
and any m in algL,
α(pm)= α(p)α(m). (3.4)
By (3.4) and Lemma 2.3, it follows that for any rank-one operator t in algL and any m in
algL,
α(tm)= α(t)α(m). (3.5)
For any u,q ∈ algL, and any rank-one operator t in algL, by (3.5), it follows that
α(tuq)= α(t)α(uq)= α(tu)α(q)= α(t)α(u)α(q). (3.6)
So
α(t)
(
α(uq)− α(u)α(q))= 0. (3.7)
Since α is a surjective and 2-local isometric automorphism, by [13, Theorem 2.1], it follows
that α maps the set of rank-one operators in algL onto the set of rank-one operators in algL
and α is isometric. By [22, Theorem 1] and (3.7), we have that α(uq)= α(u)α(q). So α is
an isometric automorphism. ✷
Theorem 3.6. LetA be a unital C∗-algebra of real rank zero and let S (respectively, S˜) be
the set of all bounded homomorphisms φ with φ(I)= I (respectively, ∗-homomorphisms
with φ(I) = I) from A into itself, then S (respectively, S˜) is an algebraically 2-reflexive
subset of B(A).
Proof. Let φ be a bounded 2-local homomorphism. For any x, y ∈A, there exists an αx,y
in S such that
φ(x)= αx,y(x), φ(y)= αx,y(y). (3.8)
Let a be an idempotent in A. Then, by (3.8),
φ(a2)= φ(a)2. (3.9)
If x, y ∈ A, by (3.8) we have that xy = 0 implies φ(x)φ(y) = 0. For any selfadjoint
element b with finite spectrum in A, since b is a real linear combinations of pairwise
orthogonal selfadjoint idempotents, by (3.9), we have that φ(b2) = φ(b)2. Since A has
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b in A. Taking m,n selfadjoint in A, we get(
φ(m+ n))2 = (φ(m)+ φ(n))2 = φ(m)2 + φ(n)2 + φ(m)φ(n)+ φ(n)φ(m)
= φ((m+ n)2)= φ(m2)+ φ(n2)+ φ(mn+ nm).
Thus φ(mn+ nm)= φ(m)φ(n)+φ(n)φ(m) for any selfadjoint m,n in A. If x =m+ in,
φ(x2)= φ(m2 − n2 + i(mn+ nm))= φ(m)2 − φ(n)2 + i(φ(n)φ(m)+ φ(m)φ(n))
= φ(x)2.
So φ is a Jordan homomorphism.
By Lemma 3.4, it follows that
φ(pm)= φ(p)φ(m) (3.10)
for any idempotent p in A and any m in A. Since φ is bounded and A has real rank zero,
by (3.10) we have that
φ(nm)= φ(n)φ(m)
for any n,m in A. Hence S is algebraically 2-reflexive.
Let φ be a bounded 2-local ∗-homomorphism. Then φ(a∗)= φ(a)∗ for any a ∈A. By
the above proof, we have that φ is a homomorphism. Hence φ is a ∗-homomorphism and
S˜ is algebraically 2-reflexive. ✷
Theorem 3.7. LetA be a unital C∗-algebra of real rank zero. Then every surjective 2-local
∗-automorphism of A is a ∗-automorphism.
Proof. Let φ be a surjective 2-local ∗-automorphism. Then φ is an isometry. By Theo-
rem 3.6, it follows that φ is a ∗-homomorphism. Since φ is surjective, we have that φ is a
∗-automorphism. ✷
By [12, Theorem 17.12], we know that if A is a nest algebra, then every automorphism
of A is spatial. Similar to the proof of Theorem 3.5, we can easily show the following
result.
Theorem 3.8. If A is a nest algebra, then every surjective 2-local automorphism is an
automorphism.
Let A =Mn(C) and let φ(T )= AT tA−1 for all T ∈Mn(C), for some invertible A ∈
Mn(C), independent of T . By [21, Theorem 2.2], we have that φ is a surjective local
automorphism, but φ is not an automorphism.
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