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Relative Navigation and Control of a Hexacopter
Robert Leishman, John Macdonald, Tim McLain, Randy Beard

Abstract— This paper discusses the progress made on developing a multi-rotor helicopter equipped with a vision-based
ability to navigate through an a priori unknown, GPS-denied
environment. We highlight the backbone of our system, the
relative estimation and control. We depart from the common
practice of using a globally referenced map, preferring instead
to keep the position and yaw states in the EKF relative to the
current map node. This relative navigation approach allows
simple application of sensor updates, natural characterization
of the transformation between map nodes, and the potential to
generate a globally consistent map when desired. The EKF fuses
view matching data from a Microsoft Kinect with more frequent
IMU data to provide state estimates at rates high enough to
control the vehicles fast dynamics. Although an EKF is used, a
nodes and edges graph represents the map. Hardware results
showing the quality of the estimates and flights with estimates
in the loop are provided.

I. I NTRODUCTION
Vision-based navigation and mapping in complex and
unknown GPS-denied environments is an active area of
research. Many implementations exist and new ones continue
to be developed. However, a majority of the current research
is implemented on ground vehicles without including control.
A few implementations on quadrotors using laser scanners
have been completed [1], [2] but strong assumptions about
the nature of the environment are required. We are primarily
interested in implementing vision-based navigation in control
feedback for aerial vehicles. Vision provides a more rich
representation of the vehicle’s surroundings, but this comes
with the cost of increased processing. Small aerial vehicles
also present challenging constraints such as stringent payload
limitations and fast vehicle dynamics.
Ahrens, et al. [3] use a single camera to map and navigate
a quadrotor vehicle through an unknown environment. An
Extended Kalman Filter (EKF) SLAM algorithm estimates
global states of the vehicle and visual landmarks.
Blosch, et al. [4] use a downward-looking monocular
camera and a graph-based SLAM algorithm to navigate a
quadrotor. The vehicle must hover at each waypoint to allow
the SLAM algorithm to converge. But estimates are used in
the control loop.
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Garca Carrillo, et al. [5] implement a stereo visual odometry algorithm and combine the data with an IMU and altimeter in a Kalman filter on a quadrotor. The authors provide
results on manual flights and on an autonomous hover flight,
however the global estimates are not accompanied by truth
information.
Voigt, et al. [6] present a global estimation method that
also uses an EKF to combine stereo visual odometry and
IMU information. To make the relative visual odometry update global, additional variables that account for the position
and orientation (pose) of the last image are added to the state.
Most current implementations utilize global states for the
estimation and control of rotorcraft. Requiring global states
incurs difficulties such as the need for additional states
to incorporate measurements, waiting periods for global
consistency, and schemes to accommodate large jumps in
pose when loop closures occur. In contrast, we seek to
develop a vision-based aerial platform with the ability to
navigate using relative states and a graph-based map through
an a priori unknown, GPS-denied environment. We base our
approach on the work of Konolige, et al. in [7]. Although
they implement their algorithm on ground robots and do not
present results with the estimation in the control feedback,
they provide several features we seek to utilize. The key
points are the view matching, nodes and edges graph, place
recognition, and optimization algorithms.
A graph-based map is constructed in [7] as the vehicle
compares its current stereo image pair to a reference view
(called a ‘keyframe’) using the view matching. Once the
overlap between the current view and the keyframe becomes
too small, a new keyframe is declared and navigation continues relative to that reference. The graph consists of the
nodes, saved keyframes each with an associated pose, and
the edges, estimated transformations between those poses.
Drift in global position estimates in [7] are constrained by
using visual place recognition to identify when the vehicle
has returned to a previous portion of the map. A nonlinear
optimization routine [8] determines the most likely global
arrangement of the nodes given the edge constraints.
This approach is attractive for a number of reasons. It
scales well to large environments. Real-time navigation is
relative to the current keyframe. Thus the place recognition
and nonlinear optimization can run opportunistically without
impacting the current relative estimation and control. Also,
the saved keyframes represent a rich source of information
for path planning and other higher-lever tasks.
We are in the process of adapting [7] to our application.
An Extended Kalman Filter (EKF) performs the navigation

and a nodes-and-edges graph comprises the map.
This paper present the initial results achieved in implementing this mapping and navigation method. An explaination of the relative navigation is in Section II. Section III
introduces the system architecture. Section IV provides the
results of the current system. Conclusions and future work
are in Section V.
II. R ELATIVE NAVIGATION
In a departure from what is common practice, we use
position and yaw states that are relative to the current node in
the map. Typically, the states maintained in the EKF are with
respect to the inertial frame. The illustrated map in Figure 1
shows the relative approach. A vector chain of nodes and
edges connect the hexacopter to the inertial frame. Global
position for the vehicle can be retrieved by summing the
edges and the current state, when expressed in the same
coordinate frame. At each node there is a local reference
frame. The position and yaw angle of the vehicle are relative
to that local reference frame.
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Fig. 1. Relative navigation through nodes and edges. As the vehicle flies
through the environment, nodes and edges are created. The vehicle state is
relative to the most current node, node four in this example. The inertial
state of the vehicle can be found, if necessary, through summing the edges
in the map and the current state.

There are several advantages that accompany a relative
navigation approach. Ease of updating states with sensors,
easy definition of edge mean and covariance information
and the flexibility of using a globally consistent map when
desired are among the most beneficial.
Exteroceptive sensors provide relative information. In
particular, view matching provides the change in 6DOF
pose between two images taken at different locations. By
comparing the current image with the node keyframe and
expressing the result in the current node frame, the position
and yaw are updated directly. This simplification eliminates
additional required states or registration of images against a
set of images to arrive at global updates.
Defining edges between two nodes is a simple matter of
saving the relative portions of the state and covariance just
before a new node is created. The covariance can be used to

compute an understanding of the confidence of the current
global position.
This relative approach is also valid with and without loop
closure constraints. The local navigation in the EKF takes
place regardless of global changes within the map, making
it a more flexible approach. Without loop closure it is clear
that the map will drift and not remain globally consistent.
However, the relative relationship between nodes maintains
a consistent topological and locally metric relationship between saved locations. Therefore, the map can be traversed,
even back to the starting location, by using these relative
relationships.
When loop closure constraints are included, from a visual
place-recognition algorithm for example, the map can be
kept globally consistent through optimization methods. When
loops are closed, it is common for large jumps in the global
location to occur. As the vehicle navigates with respect to a
local node, global optimization can proceed as a background
process, continually making changes without causing harm
to the estimation and navigation.
A. Node Frame
We choose to express the node frame in a different coordinate frame than the reference image frame of the keyframe.
The node frame is defined by a coordinate frame where the
dj direction is parallel to the inertial d direction and the fj
axis is defined by the projection of the body bx axis onto
the global n-e plane, at the instant the image is taken. The
sj axis is defined to make a right-hand coordinate system.
This setup preserves the heading of the vehicle and maintains
a global understanding of which direction is down, which
keeps the roll and pitch angles defined correctly relative to
the global n-e plane.
III. S YSTEM A RCHITECTURE
The system architecture is illustrated by the diagram in
Figure 2. We used a similar setup in previous work [9]. In
this section we describe the current implementation of each
major block in Figure 2.
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System diagram for the relative navigation hexacopter.

A. Hexacopter Model
The states we estimate are with respect to the current node,
node j,
⇥
⇤>
x̂ = fˆj ŝj dˆj ˆj ˆ ✓ˆ û v̂ ŵ ˆx ˆy ˆz
. (1)

The positions fˆj , ŝj and d̂j are the displacements with
respect to node j. The yaw angle ˆj is a positive, righthanded rotation about the dj axis. The other Euler angles, ˆ
ˆ are the roll and pitch angles respectively. The bodyand ✓,
fixed frame velocities are û, v̂ and ŵ. We also estimate
the gyroscope biases ˆx , ˆy and ˆz . We assume that the
accelerometer biases change slowly enough to be removed
through calibration.
The inputs to the model are simply the gyroscope measurements
⇥
⇤>
u = pgyro qgyro rgyro
,
(2)
The nonlinear equations that compose the model are from
an improved dynamic model developed in [10],
2 3
2 3
f˙j
u
4ṡj 5 = Rnj ( , ✓, j ) 4 v 5 ,
(3)
b
w
d˙j
2 ˙3 2
32 3
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p
4 ✓˙ 5 = 40
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sin 5 4q 5 ,
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sin
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r
0
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3
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T
ẇ
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2˙ 3 2 3
0
x
4 ˙ y 5 = 405 .
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The rotation matrix in (3) from the body frame to the node
n
j frame Rb j ( , ✓, j ), is as defined in [11]. The rotation
rates p, q and r are defined as the gyroscope measurement
minus the bias, i.e. p = pgyro ˆx . The body drag forces
Fdx and Fdy in (5) are linearized with respect to hover to be
Fd x ⇡
Fd y ⇡

µu,

(7)

µv, ,

(8)

where µ = 6 1 !
¯, !
¯ is the average motor speed at hover and
is
an
aerodynamic
constant.
1
This improved model of the vehicle dynamics provides
the ability to fully utilize the information contained in the
IMU measurements. As a consequence, estimation accuracy
improves and the requirements for view matching or any
other exteroceptive measurement updates are reduced [12],
[13].
B. Estimation
Due to the fast dynamics of the hexacopter platform, we
require state estimates at a quick rate for the control to

stabilize the platform. In contrast to our previous work [13],
we are now using a single filter for all states.
The continuous time model, (3) through (6), is used to
propagated the state forward in time. The filter covariance is
propagated using numerical integration of the equation
⇣
⌘
Ṗ = AP + PAT +
BGBT + Q
(9)

where B is the Jacobian of (3) through (6) with respect to
the inputs (2) and is a constant between zero and one.
The diagonal matrix G is the measured covariance on the
inputs (2). A is the Jacobian of (3) through (6) with respect
to the filter states and Q is the diagonal, hand-tuned portion
of the process uncertainty. Accounting for the input noise
appropriately allows this filter to be tuned easily.
There are two measurement updates for the filter. The first
uses accelerometers to update the body velocities. We estimate the body bx and by axis accelerometer measurements
from the state as
 µ
mu ,
hacc =
µ
mv
which is used in the measurement update

Lacc = PCacc Racc + Cacc PC>
acc
+

P = (I

1

,

Lacc Cacc )P ,

+

x = x + Lacc (yacc

ha cc) .

The notation Y and Y describes the variable Y before
and after the measurement update. The Jacobian of hacc
is Cacc . The covariance Racc quantifies the noise on the
accelerometer measurements.
The second measurement update is completed when position and yaw information are received from the view
matching algorithm. Since the position and yaw states are
relative, the predicted measurement is simply the current
position and yaw states
2 3
fj
6 sj 7
7
hpos = 6
4 dj 5 .
+

j

The measurement update is completed in a manner similar
to the accelerometer update, only the Jacobian Cacc , noise
Racc , and innovation yacc ha cc are changed to represent
the information for the view matching.
One challenge with the position and yaw measurement
updates is that they are delayed. The delay is due to the
required processing time and the transmission time when
the computation is performed off-board. Applying the measurement update requires that the state and covariance be
brought back to the image time, the measurement update be
calculated and the state and covariance then be repropagated
forward using IMU measurements until the current time is
again reached. The state, covariance and IMU information
are saved at each timestep to accommodate this requirement.
When a new node is created, the relative portions of the

state and covariance must change. The new node states must
be augmented in the filter, with the mean values initialized to
zero. The old node states are marginalized out after creating
the edge between the old and new nodes.
C. Map
The map used in this work is a collection of nodes and
edges in a graph framework, illustrated in Figure 1. The
nodes in the graph represent the 3D position and heading
of the vehicle when the keyframes are saved. Edges in the
graph represent the estimated transformations between nodes.
The only edges considered in this work come from the view
matching, through the EKF. Other edges could feasibly be
included, such as those created by visual recognition loop
closures.
Using only odometry constraints, the map will gradually
drift and the location estimates of the nodes will not be
consistent with global truth. Loop closure constraints are
essential for maintaining a globally consistent map. However,
as explained above, the approach outlined here can work with
either scenario.
D. View Matching
View matching is the process of estimating the 6DOF
change in pose between a current image and a reference
image. We have written our own view matching algorithm
that uses a Kinect as the exteroceptive sensor. The algorithm estimates the pose changes between the current node
keyframe and the current image, to update the relative states
of the EKF. We include a short summary of the algorithm
here.
FAST features and BRIEF descriptors are extracted from
a gray version of the current image. The image is binned to
allow an even dispersion of the features across the image.
Next, correspondence between the current image features
and the keyframe features are estimated using a kth nearestneighbor (KNN) search from OpenCV. RANSAC is then
employed to find a pose motion estimate, in which we use the
three point singular value decomposition (SVD) algorithm
[14]. The keyframe features are projected onto the current
image frame to find inlier matches. Feature positions must
match within one pixel for the pair to be declared an inlier.
The inliers from the best motion estimate are used to create
a least-squares estimate using the same SVD algorithm[14].
Since this information will be used in a measurement update in the EKF, an estimate of the measurement covariance
Rvo is necessary. We adapt the method outlined by [6].The
motion estimate is sent back to the EKF as a measurement
update along with the covariance.
The view matching algorithm is not yet sufficiently mature
for in-the-loop testing. We currently approximate the view
matching data using help from our motion capture system
for the in-the-loop results. We synthesize view matching
measurements by
1) down-sampling motion capture data to a 4 Hz update
rate,

2) make the motion capture data relative and transform it
into the current camera frame,
3) adding a stochastic delay representative of sending
images offline for processing, and
4) adding zero-mean Gaussian noise with a standard
deviation of 0.02 m in each direction.
We acknowledge that there are other artifacts of view matching that may not be modeled by these conditions, such as
motion blur and false correspondence, yet we believe that
these approximations provide a sufficient level of realism to
examine the performance of the estimation and control.
E. Control
The control framework is based on previous work [9],
where we describe a change of inputs to express the nonlinear
equations (5) linearly.We only use a feedforward input to
counter gravity.
Figure 2 illustrates the control in the system diagram. The
estimator estimates the control states x̂c , which are compared
to the desired states xd . The error states x̃c are used by the
LQR control law to supply the linear inputs uc , to which
the acceleration of gravity is subtracted. The linear control
inputs are then converted to the nonlinear inputs ⌫c expected
by the hexacopter.
The states for the control are
⇥
⇤T
xc = fj sj dj f˙j ṡj d˙j j
,
(10)
where the body frame velocities u, v and w in (1) are
n
converted to node-frame velocities using Rb j ( , ✓, j ). The
linear input for the control, uc , is
⇥
⇤>
uc = f¨jc s̈jc d¨jc ˙ jc
.

Through the change of variables detailed in [9], the
dynamics can be expressed in state-space form.We are able
to use the same linear quadratic regulator (LQR) control law.
After the LQR control law is applied, the acceleration due
to gravity is subtracted from the d¨jc component of uc .
The nonlinear control input ⌫c is
⇥
⇤>
✓ c rc ,
⌫ c = Tc
c

where Tc is the commanded thrust, c is the commanded roll
angle, ✓c is the commanded pitch, and rc is the commanded
body-frame yaw rate. These inputs are calculated from uc
through f 1 in Figure 2, which is described by
q
Tc = T m u2c1 + u2c2 + u2c3 ,
⇣
⌘
rc = r ˙ j cos ✓ cos
✓˙ sin
,

where

=

sin

1

( z2 ),
✓ ◆
z1
✓c = ✓ tan 1
,
z3
c

2 3
z1
4z2 5 = R(
z3

j )uc

m
.
Tc

The subscript number denotes an element in a vector, i.e. uc1
is the first element in the vector uc . The mass of the vehicle
is m. The constants T , r ,
and ✓ are used to convert
the control inputs into the required format for the hexacopter.
The rotation matrix R( j ) is a right-handed rotation about
the dj axis by the yaw angle j .
The path manager is modeled after the algorithms outlined
in [11][Ch. 10 and 11]. The input to the algorithm is a list of
waypoints for the vehicle to follow. The vehicle follows the
waypoints in order by facing towards the next waypoint and
moving at a constant velocity. Since the states are relative
and the frame of reference changes throughout the flight, the
waypoints are expressed in the new node frame each time a
change in nodes occurs.
IV. R ESULTS
The results for two scenarios are presented. The first are
results of delayed view matching estimates incorporated in
the EKF, using recorded information. Kinect imagery and
IMU data were recorded from a flight and used to create estimates offline. The second set of results are produced online
with estimates in the control loop, where view matching data
is synthesized as explained above.
A. Offline Estimation Results Using Visual Data
Figures 3 and 4 show a window of the performance of the
estimation approach combined with actual view matching,
using images recorded at 5 Hz. The estimator runs at the
rate IMU information is received, 40 Hz. The rotations and
translations from the view matching algorithm were delayed
by an average of 0.43 seconds before they were applied to
the filter. Truth information from the motion capture system
has been made relative for purposes of the comparison. The
times at which new nodes are declared are marked on the
figures.

Fig. 4. Body frame velocity u truth and estimates. This data is produced
using only the IMU and view matching algorithms from data recorded
during a manually-controlled flight. Notice that there are no jumps in the
continuity, as the body-frame velocity is not relative.

When a new node is created the truth and estimates jump
to a new position because the data presented in Figure 3 is
relative to the current node. The jumps are not always to zero
because the data are delayed.There is a section of bad truth
data when time ranges between about 28 and 30 seconds.
B. Flight Results
A few flight results are shown below, all with the estimates
in the control loop. All the results shown also use the delayed
image data at 4 Hz. The filter and control algorithms run at
about 40 Hz, which is the rate at which the IMU and altimeter
data are received. The estimation and control are run on an
Intel Atom board computer that is mounted to the hexacopter.
The only data that is received from the ground station is the
wirelessly-transmitted motion capture data used to simulate
vision, as mentioned above. Figures 5 and 6 show examples
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Fig. 3.
Relative forward position f truth and estimates. This data is
produced using only the IMU and view matching algorithms from data
recorded during a manually-controlled flight. The image data was recorded
at 5 Hz, with an average delay of 0.43 seconds (and a standard deviation
of 0.27 seconds). The star data points represent each time a new node was
declared.
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Fig. 5. Inertial north truth and estimates. Image-like data submitted at 4
Hz, delayed. Estimates in the control loop.

of the typical performance of the estimates obtained by the

Forward Velocity u: truth vs. estimate
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Fig. 6.
Body frame velocity u truth and estimates. Image-like data
submitted at 4 Hz, delayed. Estimates in the control loop.

filter compared to motion capture truth. This flight was an
autonomous hover about the inertial point (0,0,-0.6). Notice
that the edges between each node have been summed to
provide the inertial-frame estimates for ease in comparing the
performance, however the filter was calculating the relative,
node-based states for the duration of the flight.
3-D Paths of Truth and Estimates with Nodes Marked
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Fig. 7. 3D path of the hexacopter, with truth and estimates. Points represent
nodes. Image-like data is submitted at 4 Hz and is delayed. Estimates are
in the control loop.

Figure 7 shows a 3D path of the hexacopter as it navigates
around a rectangle. Again, the global estimates along with
the global truth are shown. The nodes that were automatically
instantiated are shown in their 3D positions. The hexacopter
smoothly transitions between each node, without jumps in
the estimates nor with any pauses in motion. This is due
to handling the augmentation and marginalizing of the state
correctly.
V. C ONCLUSIONS AND F UTURE W ORK
A relative, vision-based framework, like the approach
described here, is an important step in furthering the capabilities of indoor aerial navigation. Current implementations

that require global navigation often suffer deficiencies such
as the need for additional states to incorporate measurements,
waiting periods to process global consistency, and schemes to
accommodate large jumps in pose when loop closures occur.
We have detailed the efforts to this point on creating
a platform to provide a relative navigation capability. The
navigation based on the EKF is robust, providing quality
estimates despite delayed, low update-rate vision information. This facilitates an onboard implementation. The control,
although basic, provides the capability to follow waypoint
paths in the relative frame.
Foremost on the list of future work is the completion
and integration of the view matching algorithm. Our vision
algorithm should provide updates for in-the-loop experiments
as it matures to the level of similar algorithms.
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