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ABSTRACT
We present a far-IR survey of the entire Mon R2 GMC with Herschel − SPIRE cross-
calibrated with Planck−HFI data. We fit the SEDs of each pixel with a greybody function
and an optimal beta value of 1.8. We find that mid-range column densities obtained from far-
IR dust emission and near-IR extinction are consistent. For the entire GMC, we find that the
column density histogram, or N-PDF, is lognormal below ∼1021 cm−2. Above this value, the
distribution takes a power law form with an index of -2.16. We analyze the gas geometry,
N-PDF shape, and YSO content of a selection of subregions in the cloud. We find no regions
with pure lognormal N-PDFs. The regions with a combination of lognormal and one power
law N-PDF have a YSO cluster and a corresponding centrally concentrated gas clump. The
regions with a combination of lognormal and two power law N-PDF have significant numbers
of typically younger YSOs but no prominent YSO cluster. These regions are composed of
an aggregate of closely spaced gas filaments with no concentrated dense gas clump. We find
that for our fixed scale regions, the YSO count roughly correlates with the N-PDF power law
index. The correlation appears steeper for single power law regions relative to two power law
regions with a high column density cut-off, as a greater dense gas mass fraction is achieved in
the former. A stronger correlation is found between embedded YSO count and the dense gas
mass among our regions.
Key words: ISM: individual objects (Mon R2) – ISM: clouds – ISM: structure
1 INTRODUCTION
Stars form within the dense regions of diffuse molecular clouds, but
the physical processes that determine the locations, rate, and effi-
ciency of star formation are poorly understood. Based on prelim-
inary results of the recent Herschel Gould Belt survey (HGBS),
Andre´ et al. (2010) summarized the current picture of structure for-
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by European-led Principal Investigator consortia and with important partic-
ipation from NASA.
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mation in clouds as a two step process: first, a network of dense
filaments are formed due to large-scale magneto-hydrodynamic
turbulence, and then fragmentation occurs as gravity wins over
turbulence thereby forming prestellar cores. The structure of the
dense gas is affected by motions induced by supersonic turbulence
(Padoan, Nordlund & Jones 1997), self-gravity of gas (Klessen,
Heitsch & Mac Low 2000) and magnetic fields (Molina et al. 2012)
inside the cloud. However, the role of each physical process in
structure formation is still debated (McKee & Ostriker 2007).
Recent work suggests that aggregate column density diag-
nostics, such as the column density probability distribution func-
tion (N-PDF), which gives the probability of a region to have a
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column density within [N , N + dN ], are key to the identifica-
tion of structure formation caused by different dominant physics
(e.g., Kainulainen et al. 2009; Brunt, Federrath & Price 2010). The
cloud regions dominated by different physical phenomena exhibit
N-PDFs of differing functional form. Aggregate N-PDFs of quies-
cent clouds with very little star formation activity display a log-
normal form, suggestive of structures formed by supersonic turbu-
lence (Brunt, Federrath & Price 2010). Active star forming regions
exhibit some evidence of lognormal distribution at low densities
as well, but also tend to have a power law excess from medium
to high column densities, where gas self gravity may be the dom-
inant physics driving the cloud structure formation (Kainulainen
et al. 2009). This mixed picture has been brought forward both by
observations (e.g., Hill et al. 2011) and theory (e.g., Padoan et al.
2014), but only recently have datasets reached the degree of quality
necessary to allow discriminating tests of this picture.
Among a few methods to map the distribution of column den-
sities are mm-line emission features, extinction of background stars
by dust, and thermal dust emission (c.f., Schnee et al. 2005). There
are advantages and pitfalls to each process (Goodman, Pineda &
Schnee 2009). For using line emission features, molecular trac-
ers are mostly constrained by the optical depth effect of clouds,
chemistry, and abundance variations more broadly. On the other
hand, the dust extinction suffers from selection effects as it de-
pends on the detection of background stars. Thus, the lack of good
photometry of weak stellar sources in high extinction regions can
make this process biased towards lower density regions. In con-
trast, dust emission is free of these biases and allows us to make
column density maps with a very wide dynamic range. The advent
of Herschel, with its unprecedented angular resolution and sensi-
tivity in the far-IR, has enabled dust emission mapping of substan-
tially greater quality than has been previously available over large
areas of sky (Andre´ et al. 2010).
Dust emission in the ISM is best modelled by an ensemble of
emitting particles that spans a substantial range of sizes, composi-
tions, and temperatures (Draine 1978). For each line of sight, there
can be different emissivity properties for these emitting particles
(dust grains) with different properties. Depending upon the avail-
ability of data, different methods can be used to estimate emissivity
for each line of sight (Sadavoy et al. 2013). Recent efforts to es-
timate column density, temperature, and dust emissivity generally
adopt a modified blackbody (greybody) model with wavelength de-
pendent emissivity to represent the aggregate dust emission along
each line of sight (e.g., Wood, Myers & Daugherty 1994).
In this work, we present an analysis of a new survey of the
Mon R2 giant molecular cloud (GMC) with Herschel- SPIRE.
Our goal is to characterize the column density and temperature
structure of the cloud, which is more distant, physically larger than
the clouds in Gould’s Belt, and more actively forming stars. In §.1,
we introduce the research with a literature review of Mon R2 GMC.
In §.2, we explain our observations and data reduction procedure
along with an overview on the technique we implemented in un-
derstanding the dust properties of Mon R2. We analyse the column
density distribution in §.3. Finally, the conclusion of the paper is
summarized in §.4.
1.1 Mon R2 Giant Molecular Cloud
The Mon R2 region was originally identified as a group of reflec-
tion nebulae in the constellation of Monoceros. Seares & Hubble
(1920) initially identified stars that may be exciting the nebulae and
are responsible for the extended emission of the cloud. The first de-
tailed spectroscopic and photometric study of Mon R2 nebulae was
done by Racine (1968) who discovered that the illuminating asso-
ciated stars are mainly B-type stars. Racine (1968) estimated the
distance to the cloud as 830±50 pc which was later re-confirmed
by Herbst & Racine (1976) by fitting the zero-age main sequence
locus from Johnson (1963) to dereddened UBV photometry.
Loren, Peters & Vanden Bout (1974) reported the first 12CO
(J=1-0) detection in Mon R2 and Kutner & Tucker (1975) showed
that at least five of the reflection nebulae are associated with local
maxima in 12CO maps. The cloud was first mapped in its entirety
in 12CO by Maddalena et al. (1986) who surveyed ∼ 3◦ × 6◦ (44
pc × 55 pc) region of the GMC. Peaks in molecular emission cor-
responding to the location of reflection nebulae are traced by 13CO
(Miesch, Scalo & Bally 1999). Xie (1992) estimated the mass 4 ×
104 M for the cloud using 12CO.
Carpenter (2000) used the 2MASS point source catalog to
identify compact stellar clusters, finding four clusters based on en-
hancements in stellar surface density relative to the field star pop-
ulation. These four clusters are associated with the Mon R2 core,
GGD 12-15, GGD 17, and IRAS 06046-0603 as shown in figure 1.
More recent works include the analysis of stellar distributions by K-
band number counts and structure analysis, using near-IR data ob-
tained with FLAMINGOS on the MMT and including SCUBA 850
µm data (Gutermuth et al. 2005). Hodapp (2007) used the Wide-
Field Camera on UKIRT in the 2.12 µm filter centered on the H2
1-0 S(1) emission line and discovered 15 H2 jets in Mon R2, con-
firming most of the discoveries using archival Spitzer-IRAC 4.5
and 8.0 µm. This work further asserted that the jets may be as-
sociated with an episode of star formation in Mon R2 triggered
by the large central outflow. Further analysis by Gutermuth et al.
(2011) reports a power law correlation with a slope 2.67 for the
Mon R2 cloud between the local surface densities of Spitzer iden-
tified YSOs (∼ 1000) and the column density of gas as traced by
near-IR extinction.
2 DATA REDUCTION AND ANALYSIS
We surveyed the entire Mon R2 GMC with parallel scan-map mode
with the ESA Herschel Space Observatory (Pilbratt et al. 2010)
using both the Photoconductor Array Camera and Spectrometer,
PACS, (Poglitsch et al. 2010) and the Spectral and Photometric
Imaging REceiver, SPIRE, (Griffin et al. 2010). The target name
as designated in the Herschel Science Archive (HSA) is Mon R2-
3 with corresponding OBSIDs 1342267715 and 1342267746. For
our analysis, we used only SPIRE data as we could not recover
large scale structure in the PACS 160 µm map reliably because
it was found to be harshly contaminated. At large scales, PACS
70 µm can not be used for studying extended emission. Herschel
observed Mon R2 on 15 March 2013 covering the area of 4.30◦ by
4.36◦ and centered on 06h 08m 46.90s RA(J2000), - 06◦ 23′ 12.33′′
Dec(J2000) with position angle of 268.09◦. We obtained level-2
SPIRE data products at 250 µm, 350 µm & 500 µm in both in-
scan and cross-scan mode, i.e., in orthogonal scan directions to help
with mitigation of scanning artifacts, at the scanning speed of 60′′
s−1. We reduced SPIRE observations using Herschel Interac-
tive Processing Environment (HIPE) (Ott 2010), version 11.0.1.
We adjusted standard pipeline scripts to construct combined maps
recovering the extended emission from the two sets of scans.
We used Planck High Frequency Instrument (HFI) (Planck
HFI Core Team et al. 2011) maps to obtain an absolute calibra-
tion for the SPIRE maps. Planck-HFI is a bolometric detector
c© 2015 RAS, MNRAS 000, 1–15
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Figure 1. False colour RGB image of the final set of SPIRE images where
B = 250 µm,G = 350 µm&R = 500 µm respectively, after calibrating with
Planck-HFI .
array designed to produce high sensitivity measurements covering
the full sky in the wavelength range 0.3 to 3.6 mm. Herschel-
SPIRE detectors are only sensitive to relative variations and ab-
solute brightness can not be known but Planck-HFI sets an ab-
solute offset to its maps. Both SPIRE and HFI share two chan-
nels with overlapping wavebands. This is an advantage in calibrat-
ing SPIRE maps (c.f., Bernard et al. 2010). We used Planck
HFI-545 and HFI-857 for this purpose, each with an angular
resolution of 5′. We used the standard HIPE method to cali-
brate Herschel maps. For this, HIPE convolves the SPIRE
maps with the PLANCK beam in the area of interest and sets
the median SPIRE image flux level to be equal to the median
PLANCK level in the same area. All three SPIRE maps are ab-
solute calibrated using the HFI emission to greybody conversion
and colour correction for SPIRE assuming a greybody source
spectrum, IS ∼ νβBν(T ) (see SPIRE handbook1 for details).
For the SPIRE reduction, we applied relative gains, ran the de-
striper in each band and then applied the zero-point correction us-
ing the standard HIPE technique. Then we combined the final
data for each bandpass into three mosaics used in the analysis dis-
cussed below. The RGB image of these three wavebands are shown
in figure 1.
The three bands in SPIRE have angular resolutions of 18′′,
25′′ and 36′′. In order to fit a modified blackbody function to the
data from these images, we convolved the higher resolution im-
ages with a 2D Gaussian kernel of an appropriate full width at half
maximum (FWHM) to the resolution of the 500 µm data using the
recipe from Aniano et al. (2011). It provides appropriate kernels for
most of the space and ground based telescopes for the purpose of
matching resolution in two sets of images. The convolved images
were then regridded to 14′′ pixel size corresponding to SPIRE
500 µm using the hastrom routine from the Interactive Data Lan-
guage (IDL) Astronomy Users Library (Landsman 1993) so that a
1 http : //herschel.esac.esa.int/Docs/SPIRE/html/spire om.html
Figure 2. Flux vs. Error plot for SPIRE wavebands showing the actual
flux values with their 1-σ uncertainties, presented in the form of a 2D his-
togram. Synthetic lines for different SNR values are overplotted for each
waveband.
given pixel position in each image corresponds to the same position
on the sky.
In figure 2, we present the resulting flux vs. uncertainty plots
for all SPIRE bands as 2D histograms, with fiducial signal to
noise ratio (SNR) lines overplotted. The vast majority of our data
have high SNR. Our basis for the selection of high quality data
points for subsequent analysis includes a requirement of SNR >
10 in all three bands and good observing coverage based on the
HSA-provided coverage maps.
2.1 Estimating dust properties
Cold dust emission in nearby molecular clouds is a thermal process
and is generally modelled with a blackbody spectrum modified by
a frequency-dependent emissivity (e.g., Hildebrand 1983). In gen-
c© 2015 RAS, MNRAS 000, 1–15
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eral, the radiative transfer equation governing the emission Iν for a
modified blackbody spectrum is:
Iν = Bν(T )× (1− e−τν ) + Ibackν e−τν + I foreν (1)
where Bν(T ) is the Planck function for a perfect blackbody
of temperature T in Kelvin and τν is the opacity of the cloud at
corresponding frequency ν. Equation 1 for the optically thin case
takes the form:
Iν = Bν(T )× τν + Icomν (2)
where Icomν is the combined foreground and background emis-
sion which can be neglected in our case due to the position of the
cloud, several degrees away from the Galactic plane. Since, τν =
κν Σ; Σ being the mass surface density and κν ∝ νβ where β is
the dust emissivity power law index, equation 2 takes the following
form:
Iν = κν0(ν/ν0)
βBν(T )Σ (3)
where κν0 is a reference dust opacity per unit gas and dust
mass at a reference frequency ν0. We took κν0 = 2.90 cm
2/gm for
ν0 corresponding to the longest observed wavelength, 500 µm, fol-
lowing the OH-4 model (Mathis, Rumpl & Nordsieck (1977) dis-
tribution for dust grains in the ISM: f(a) ∝ a−3.5, with thin ice
mantles on dust grains and no coagulation) from Ossenkopf & Hen-
ning (1994). T is the dust temperature and Σ = µmHN(H2) where
µ is the mean molecular weight per unit hydrogen mass ∼ 2.8 for
a cloud with 71% molecular hydrogen, 27% helium and 2% met-
als (Sadavoy et al. 2013), mH is the mass of single hydrogen atom
and N(H2) is the gas column density. Hence, we are observing the
dust emission and using it as a probe to compute the gas column
density. We assume the canonical gas-to-dust ratio of 100 (Predehl
& Schmitt 1995) for our purpose.
2.1.1 Dust spectral index, β
Our goal is to fit the spectral energy distribution (SED) of individ-
ual pixels with equation 3. Since we could not rely on the PACS
data, it limited the available data to three SPIRE wavebands only.
This led to the problem of fitting the observations with three data
points with an equation of three unknowns. Andre´ et al. (2010), Sa-
davoy et al. (2012) and Arzoumanian et al. (2011) assume β to be
a constant between 1.5 (hotter regions) and 2 (colder regions). We
used the SPIRE flux ratios to estimate the most appropriate value
of β so that it best represents the whole cloud complex.
In Figure 3 we plot the ratio of fluxes between 250 µm and 350
µm on the x-axis and the ratio of fluxes between 350 µm and 500
µm on the y-axis. Equation 3 is used to compute the reference flux
ratios at different wavebands for a given choice of β and tempera-
ture. To our benefit, the column density and emissivity calibration
constant cancel in this ratio-space. For frequencies ν1 and ν2, the
equation reduces to a simple form:
Iν1
Iν2
=
(
ν1
ν2
)β
Bν1(T )
Bν2(T )
(4)
We used equation 4 to plot the flux ratio for SPIRE wave-
bands for different β and temperatures, as shown in figure 3. We
found that the colder region seems to peak at β ∼ 2 and the warm
Figure 3. F250/F350 Vs. F350/F500 plot as a 2D histogram, overlaid with
theoretical greybody plots for different β and temperature ranges, showing
unique values for both β and temperature for each pixel. The data are best
matched across the entire space with β = 1.8. The black cross in the plot
represents the typical error, which is the median error of the overall distri-
bution of flux ratio points.
regions are more accurately defined by β ∼ 1.6, giving a value of
β ∼ 1.8 as an intermediate value that can be used to explain the
whole cloud. We have bracketed the extremes of the data with β
of 1.0 and 2.5 models. The black error cross represents the typical
flux ratio uncertainty derived from the errors in each flux as 1-σ
uncertainty.
The correct estimation of β is crucial because the greybody fit
calculations for a different value of β can give a different estimation
of temperature and column density. Thus we tested the effect of the
β uncertainty on the physical measurements that we derive from the
data. Figure 4 shows the distribution of N(H2) and the temperature
for β = 1.8. It also includes the possible fluctuation of β from 1.8 to
1.5 (hotter regions) or 2.0 (colder regions). We found that the values
shift by 30% in those cases, relative to the values derived using β
= 1.8. The plot also shows that if we choose a higher (or lower)
β values, we will be over-determining (or under-determining) the
column density and under-determining (or over-determining) the
temperature.
2.2 Modified blackbody fits
After fixing β to 1.8, we fitted the SED for each pixel position us-
ing the PYTHON program curvefit which finds the best fitting
parameter values for a particular model by doing an iterative least-
squares comparison between data and the theoretical model. 1-σ
flux uncertainty values for each data point are accessible from the
data archival pipeline. Thus, we obtained the temperature and col-
umn density maps with 1-σ uncertainties in each. The temperature
is distributed between 11 K and 43 K and the N(H2) vary between
3 × 1020 cm−2 and 9 × 1022 cm−2. The uncertainty in the canon-
ical gas-to-dust ratio is ∼30% and figure 4 shows the typical un-
certainty in the selection of β as ∼30%. Similarly, the propagated
uncertainties in N(H2) and the temperature values when best fitted
are between 0.1% and 5%. This gives the overall error in the es-
timation of final N(H2) and temperature values to be ∼40%. The
mass-weighted mean temperature is ∼ 17 K. We calculated the to-
tal mass of the GMC to be 4× 104 M, which is calculated over 2
c© 2015 RAS, MNRAS 000, 1–15
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Figure 4. Column density and temperature distributions in Mon R2 after
greybody fitting, for different β values.
× 103 pc2 projected area. This mass estimate is similar to the value
previously calculated by Xie (1992).
Figure 5 shows the temperature-column density map. Column
density in the map is shown in terms of intensity and temperature
is shown by colour, where the redder areas are colder (<10 K) and
bluer areas are hotter (>20 K). Just upon visual inspection, the
map clearly shows a variety of structures from diffuse regions to
filaments and clumps. We can see variation in structures, from sub-
parsec scales to tens of parsec scales. Some of the structures resem-
ble elongated filaments whereas some resemble relatively round
clumps, with varying column density contrast. Multiple filaments
can be seen radiating towards the central Mon R2 clump forming
hub-spoke like structure (Myers 2009). Also filaments seem to be
associated with GGD 12-15 and other clumps (c.f. figure 1).
2.3 Rayleigh-Jeans limitation
Being limited to the SPIRE wavebands, our temperature dynamic
range is more constrained on the high end than some comparable
Herschel surveys (Andre´ et al. 2010). Here, we explore the pixels
for which the SED lies in the Rayleigh-Jeans (R-J) tail of the grey-
body spectrum. We use equation 3 to reliably estimate the tempera-
ture and column density for the data points for which the deviation
in fluxes is sufficient enough to constrain the peak of the SED. For
the points where the SPIRE bands fall on the R-J tail, equation
3 can not give a reliable estimate of the parameters. Hence, here
Figure 5. Temperature-Column density map of Mon R2 obtained after per-
forming modified blackbody fits to the SPIRE data. Intensity is mapped
as column density and colour is mapped as temperature where the redder
areas are colder (<10 K) and bluer areas are hotter (>20 K). The typical
temperature of the dust is ∼ 17 K.
we examined the region of colour-colour space where the SPIRE
data would indicate that they are on the R-J regime of the SED.
In figure 3, we show the loci of colours for SPIRE data in
the limit that the temperatures are high enough that they fall on the
R-J tail. Figure 3 represents a 2D histogram of actual flux ratios and
the grey dashed line represents the R-J locus. The typical 1σ uncer-
tainty in flux ratios is represented by a black error cross on the plot,
though we note that the flux ratio uncertainties vary substantially
among pixels. To gauge the R-J locus proximity for each pixel, we
calculated the distance to the nearest R-J point in units of sigma
(cf. figure 3) and plotted them with the temperature for each pixel.
Figure 6 shows the histogram of the number of sigmas required to
reach the nearest point on the R-J locus and a plot of temperature
with those number of sigmas. The vast majority of pixels have a
large number of sigma. The high temperature pixels mostly have
low number of sigma implying a higher probability of being R-J
limited.
We want to estimate the temperature threshold where the
emission could be warm enough to be consistent with an R-J spec-
trum through the SPIRE bands. For this, we binned the pixels by
temperature and calculated the fraction of pixels less than a given
number of sigma away from the R-J locus for each bin (see Figure
7). Pixels found to be less than a few sigma have a non-negligible
probability of being consistent with an R-J limited SED, and thus
may lack an upper boundary on their temperature estimate. Thus to
minimize such unconstrained fits, we picked only those pixels for
which the number of sigma is greater than 5 and temperature<28 K
for studying the column density distribution (§.3). There are ∼500
pixels out of 105 that do not meet these requirements. We found
that their exclusion doesn’t significantly change the shape of the N-
PDF of the whole cloud (figure 9), nor of the affected subregions
(§. 3.2 and figure 13).
c© 2015 RAS, MNRAS 000, 1–15
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Figure 6. The top panel shows the distribution of the number of sigma away
from the R-J locus. Smaller numbers of sigma represent the points which
are closer to the R-J locus and may be consistent with an R-J SED. Larger
numbers of sigma represent those that are clearly distinct from the R-J limit
and thus are more reliably explained by the greybody emission. We over-
plotted another histogram for T > 28 K which shows that these are the
pixels with low number of sigmas. The bottom panel is a 2D histogram of
the number of sigma for each pixel versus its greybody fit temperature.
Figure 7. The fraction of pixels less than a given number of sigmas vs.
temperature. For temperatures greater than ∼28 K, the fractions begin to
increase sharply. Thus, we adopt 28 K as a boundary to separate the pixels
with emission lying near the R-J regime from those that follow greybody
emission.
2.4 Emissivity calibration offset
The column density values obtained by assuming a greybody emis-
sion can also be biased according to our assumed reference dust
opacity. We used Ossenkopf & Henning (1994) to find the refer-
ence dust opacity corresponding to a reference frequency. The pa-
per provides theoretical estimates of the dust opacities. Using dust
emission maps we simultaneously calculate the column density and
temperature. In contrast, the column densities obtained using ex-
Figure 8. N(H2) values obtained from a 2MASS-derived extinction map
vs. the ratio of N(H2) values obtained from SPIRE dust emission map
to the N(H2) values obtained from the extinction map. N(H2) values ob-
tained from 2MASS data have a lower limit of 1021 cm−2 as the extinc-
tion values below 1 Av are consistent with background noise, shown by the
green dashed line. Beyond the dashed magenta line, the N(H2) values from
the 2MASS data are becoming saturated, as the high opacity of clouds
obscure most background stars. Within the reliable zone enclosed by two
dashed lines, the median ratio is∼0.95. This consistency in the column den-
sity values obtained by two different methods gives additional confidence
in our calibration assumptions.
tinction maps are temperature independent, providing a valuable
check of our fits to the dust emission.
Gutermuth et al. (2011) used the near-IR extinction of back-
ground stars to map the dust distribution in the Mon R2 cloud over
an area similar to our Herschel maps. They used 2MASS pho-
tometry of background stars for this purpose. We regridded the ex-
tinction maps to cover the same area and pixel positions as in the
Herschelmaps. Figure 8 shows the ratio of N(H2) values obtained
from SPIRE emission maps to those obtained from the 2MASS
extinction map, assuming the conversion factor of N(H2) = 0.94 ×
1021 Av (Bohlin, Savage & Drake 1978), vs. the 2MASS-derived
N(H2) values. The red diamonds represent the median ratio for each
column density bin. The green dashed line represents the lower
limit of the reliability zone for the 2MASS-derived N(H2) val-
ues. Below this line, the values are consistent with noise. Similarly,
the magenta dashed line represents the higher limit for 2MASS-
derived N(H2). Above this limit, the opacity of dust obscures most
background stars, effectively saturating the extinction map. In the
reliable zone between theese limits, the median offset in N(H2) val-
ues obtained from two different methods is ∼5%. Thus, ∼95% of
the N(H2) values are rather consistent, and our dust opacity calibra-
tion assumptions appear to yield N(H2) values that are consistent
with another commonly used technique.
3 COLUMN DENSITY DISTRIBUTION
3.1 Column density distribution function, N-PDF
Many cloud simulations predict a lognormal distribution of column
densities for a cloud dominated by turbulence whereas a power law
is expected to emerge when gas self-gravity wins over turbulence
(Klessen 2000; Federrath, Klessen & Schmidt 2008). Recently this
c© 2015 RAS, MNRAS 000, 1–15
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Figure 9. The N-PDF of the entire Mon R2 GMC. A lognormal distribution
is seen for Log N(H2) < (21.041 ± 0.001) cm−2 pertaining to the region
dominated by supersonic turbulence. A power law nature is seen for values
greater than this value with a power law index (-2.158 ± 0.002) pertaining
to the regions dominated by self-gravity of gas. The y-axis represents the
log of the number of 14′′ × 14′′ pixels.
has been simulated and studied by Lee, Chang & Murray (2014).
These two different natures of the probability distribution function
(PDF) have been commonly observed. However, Kritsuk, Norman
& Wagner (2011) recently put forward the idea that the power law
nature is due to regions that collapse under self-gravity and the
density profiles of collapsing regions determine the power law ex-
ponent. Lee, Chang & Murray (2014) checked this suggestion by
plotting the PDF of the regions undergoing gravitational collapse,
regions largely unaffected by the gravity of the stars, and the entire
simulation region before and after turning on the gas self-gravity.
In their simulation, a star refers to the sink particle which is formed
at a grid point at which the Jeans length falls below four grid cells
(Truelove et al. 1997). They found that the density PDF of the non-
collapsing regions matches the PDF of the entire region before in-
clusion of gravity. In other words, the PDF was lognormal without
a power law tail at high densities. The implication was that regions
that do not undergo collapse retain the character of pure supersonic
turbulence whereas the density PDFs of collapsing regions develop
a clear power law at high density. The importance of self-gravity
was realised by considering several scenarios of gravitational in-
teraction in the molecular cloud: self-gravity of gas on gas, self-
gravity of stars on stars and the gravity between gas and stars. Lee,
Chang & Murray (2014) demonstrated that the gravity due to stars
does not have a significant effect on the star formation rate and gas
self-gravity is the only dominant mechanism.
While N-PDFs have been recognized as a powerful analysis
tool, it is important to note that the observed shapes of N-PDFs can
be impacted by effects other than gas physics. Beam smoothing of
complex projected gas geometries are the largest potential concern.
In particular, small, closely spaced, high density features embed-
ded within lower density surroundings that are smoothed by a large
beam can result in substantial shifting of low density pixels upward
and high density pixels downward. Generally, the reduction of the
densities of the less numerous high column density pixels will have
a stronger impact on the high column density portion of the N-PDF.
Our high data quality and emphasis on relative differences in the
regional N-PDF of one cloud should minimize the impact of these
effects on our broader analysis, however.
Figure 10. Example plots of MCMC convergence verification. Upper left:
Fluctuation of the best fitted slope in later iterations. The range of fluctu-
ation is very small. Lower left: Autocorrelation degree of best fitted slope
values. In a longer time gap, the autocorrelation goes to zero showing that
the initial and final parameter values are not related. Right: Histogram of
the best fitted slope values with the peak value marked by a dark black line.
Black dotted lines represent the values within a 1-σ limit.
Given the ongoing star formation in the MonR2 cloud, we ex-
pected to see both components, i.e., self-gravitating structures em-
bedded within a larger, diffuse, turbulent region within a given pro-
jected region (Kainulainen et al. 2009). However, along with these
two possibilities of a pure lognormal function and a combination
of a lognormal and a power law function model, we found it neces-
sary to consider a third model. Upon carefully studying the column
density distributions of several subregions (see §3.2, below), the
column density distributions of some seem to have two power laws
instead of just one. The possibility of two power laws has been re-
ported recently in other studies as well (Schneider et al. 2015a).
Hence, we considered the possibility of a third model with a log-
normal and two power law components.
With different possibile models for the nature of an N-PDF,
we generalized our fitting process to fit for the three different
empirical scenarios, a lognormal function with zero to two power
laws at higher column densities. If p(x) is the probability distri-
bution function, we fit the N-PDF for the whole region as well as
for selected subregions (§3.2) using the following different models:
For the pure lognormal:
pG(x) = Log
[
A exp
(
− (x− x0)
2
2σ2
)]
(5)
where x = log(N ), N is the column density. A is the peak, x0 is
the mean and σ is the standard deviation of the distribution in log
units. We have taken the log of the lognormal function because we
are fitting logarithmic data (cf. figure 9).
For the combination of a lognormal with one power law:
pG+1(x) =
{
pG(x), if x 6 xbrk1
α1x+ pG(xbrk1), if x > xbrk1
(6)
xbrk1 is the value of log(N ) after which the distribution takes
power law form. This value is determined by the fitter itself by
using it as a free parameter. The fitter is designed to look for two
different subsets of data with a breaking point and fits them with
the above function, considering every N value in the sample space
as the breaking point. Finally xbrk1 is selected by optimizing the
least squares for each of the considered data. α1 is the index of
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the power law. The y-intercept is constrained so that the power law
function is continuous with the lognormal.
For the combination of a lognormal with two power laws:
pG+2(x) =

pG(x), if x 6 xbrk1
α1x+ pG(xbrk1), if xbrk1 < x 6 xbrk2
α2x+ pG+1(xbrk2), if x > xbrk2
(7)
Similarly, xbrk2 is the value of log(N ) from where the second
power law (of index α2 develops. These values are also used as
free parameters so that we can be unbiased in our selection of the
breaking points.
We used a Monte Carlo analysis to estimate the uncertainties
in each bin. We randomly sampled column density values assuming
that the uncertainty in column density follows a Gaussian distribu-
tion. The spread in the values for each bin gives 1-σ uncertainty for
that particular bin. We have 7 free parameters in our models and
the models themselves are the combination of different functions.
Hence, we need a robust fitter that can give the best fitting values
from the parameter space along with reliable uncertainties. For this,
we used the Markov Chain Monte Carlo (MCMC) method (van
Dyk 2003). We have followed the Metropolis-Hastings algorithm in
which the samples are selected from an arbitrary “proposal” distri-
bution. These samples are kept or discarded according to the accep-
tance rule. The whole process is repeated until we get a “transition”
probability function so that the algorithm can transit from one set
of parameter values to a more probable set. Based on the transition
probability where the current point depends only on the previous
point but yet can still span over the whole parameter space, an er-
godic chain of positions in parameter space is formed, known as
the Markov Chain. The Markov Chain samples from the posterior
distribution ergodically assuming the detailed balance condition.
MCMC estimates the expectation of a statistic in a complex model
by doing simulations that randomly select from a Markov Chain.
We have used the PYTHON package Pymc for this purpose (Patil,
Huard & Fonnesbeck 2010).
We fitted all N-PDFs using equations 5, 6 & 7 and accepted
the model that has the minimum reduced chi-square value. For the
whole Mon R2 GMC region, pG+1(x) with a lognormal and a
single power law fits the distribution best (see figure 9). We see
the lognormal nature below a critical value of column density, log
N(H2) = (21.041 ± 0.001) cm−2. The lognormal behaviour is cen-
tered at log N(H2) = (20.957 ± 0.001) cm−2, with a characteris-
tic peak, log(n) = (4.923 ± 0.001) and width of (0.13 ± 0.001).
For log N(H2) > (21.041 ± 0.001) cm−2, a very prominent power
law with index (-2.158 ± 0.002) emerges. We note a caveat that
the N(H2) values derived from Herschel data for AK < 0.1, or
N(H2) . 1021 cm−2 may not be securely determined due to large
foreground/background emission superpositions (Lombardi, Alves
& Lada 2015). However, for our study we limit this possibility be-
cause of the location of the cloud. Furthermore, they show that the
N-PDF shape below AK ∼ 0.1 changes according to our selec-
tion of the boundary and choice of baseline subtraction. Hence, for
the remaining of this paper we are characterizing the low end of
the N-PDF for the sake of completeness and we do not analyze the
lognormal portion of the fit results.
In the MCMC chain, we discarded the first 50% of the itera-
tions in the so-called “burn-in” period and examined the other half
of the iterations to see whether the parameter values converge. The
convergence of parameter values as estimated by the posterior prob-
ability distribution function is robust as we can see in figure 10. We
Figure 11. The best fitting models overplotted on the column density distri-
bution in region 7 for all three fitting scenarios. The top panel shows the best
fit using pG(x) (pure lognormal), the mid panel shows pG+1(x) (lognor-
mal and one power law) and the bottom panel shows pG+2(x) (lognormal
and two power laws). The 1-σ error in the model fits is shown in shaded
grey. ‘N(H2)brk1’ is the value where the first power law tail appears (in
log units) with slope of ‘Slope1’. ‘N(H2)brk2’ is the value where the sec-
ond power law tail begins (also in log units) with slope of ‘Slope2’. The
y-axis represents the log of the number of 14′′ × 14′′ pixels.
plotted the trace of the best fitted parameter values for an accept-
able period of iteration (second half period for our case), the au-
tocorrelation degree in the parameter values in different time lags,
and invested the distribution of parameter values by plotting the
histogram to check the parameter convergence to assure a strong
goodness of fit. In figure 10, we have shown such plots for one of
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Figure 12. Overlay of the 15 regions (cyan squares) for which we studied the N-PDF, plotted on the temperature-column density image of figure 5. The regions
are defined according to the prevalence of high and low column density gas and the presence of YSOs. We have overplotted Class I (red circles) and Class II
(green circles) YSOs along with the IRAC coverage contour (magenta).
the parameter values, the slope of the power law portion of figure 9.
The plots for the other parameters are similar.
The emergence of two different PDFs (lognormal and power
law) for possibly two different scenarios has been invoked by re-
cent observational studies (Lombardi, Lada & Alves 2008; Schnei-
der et al. 2015a). Generally the clouds with active star formation
show a power law tail for higher column densities along with log-
normal nature for lower column densities. In contrast, almost all
quiescent clouds have PDFs that are either well described by a log-
normal function over the entire column density range or else they
only show relatively low excess (power law tail) at high column
densities (Kainulainen et al. 2009). However, it has also been sug-
gested that the low column density feature for star forming molec-
ular clouds might well be the residuals caused by other physically
distinct clouds lying along the line of sight or a maniefestation
of the uncertainties in low extinction estimations (Schneider et al.
2015b). In our case, the Mon R2 GMC lies∼11◦ below the galactic
plane, thus such chance superpositions are unlikely, as seen in the
study of molecular line data by Xie (1992). Furthermore, our effort
to cross-calibrate with Planck data has resulted in reasonable signal
to noise at low column densities (Figure 2).
3.2 Regional N-PDF analysis
In addition to studying the global characteristics of the N-PDF as
shown in figure 9, we checked if similar behaviour is seen if we do
the same study on smaller scale subregions within Mon R2. Similar
work has been done by Stutz & Kainulainen (2015) in Orion A
where they find that the power law slopes of the regional N-PDFs is
correlated with the fraction of Class 0 protostars in that region. For
our case, we selected 15 regions in the cloud that sample the range
of YSO density environments (Gutermuth et al. 2011). We want to
explicitly study the N-PDF behaviour for diffuse regions with no
or very little YSOs and the regions with dense YSO clusters. The
selected regions are all equal area (6.5 pc× 6.5 pc) to facilitate fair
comparison at a fixed size scale.
The possible models are: the lognormal function (equation 5,
G), the combination of a lognormal and a single power law function
(equation 6, G + 1) and the combination of a lognormal and two
power law functions (equation 7,G+2). We fitted each region’s N-
PDF with all three models and computed the resulting reduced χ2
values. As an example, the best fitting plot using all three models
for region 7 are shown in figure 11. All other regions are treated
similarly. The acceptance of a particular model is set based on the
reduced χ2 values. Theoretically, for a good fit, the reduced χ2
value should be close to ∼1. For each region, the accepted model
c© 2015 RAS, MNRAS 000, 1–15
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Figure 13. The accepted models (c.f. table 1) overplotted on the column density distributions for each of the region shown in figure 12. The best fitted
parameter values with their uncertainties as obtained from MCMC are listed in table 2. We see that the regions with stellar cluster cores in them are best fitted
by the combination of lognormal and one power law model (Lognormal + 1PL). The regions that lack a central core and mostly contain over dense filamentous
gas structures are described by the combination of lognormal and two power law functions (Lognormal + 2PL). The region with very few YSOs and mostly
diffuse gas is described by the pure lognormal function. Some regions are poorly fit regardless of model (c.f. region 14), and this effect is quantified in the
reduced χ2 in table 1. The y-axis represents the log of the number of 14′′ × 14′′ pixels.
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Region χ2Lognormal χ
2
Lognormal+1PL χ
2
Lognormal+2PL
1 104.46 7.34 7.68
2 83.36 12.82 11.52
3 19.20 6.46 3.82
4 102.03 31.79 31.37
5 16.47 4.60 2.75
6 66.37 17.98 11.80
7 32.53 7.22 4.98
8 245.28 13.53 11.68
9 59.90 45.70 5.12
10 34.38 6.66 6.97
11 96.56 8.50 6.35
12 82.52 15.12 6.12
13 18.17 8.91 6.80
14 129.26 44.91 26.35
15 53.27 5.54 7.33
Table 1. Reduced χ2 value for the three models that we considered. From
the simple to complex models: lognormal; lognormal and one power law;
lognormal and two power laws. If the reduced χ2 value in a more complex
model doesn’t decrease by more than 20%, we accept the simpler model as
the representative model. The values corresponding to the accepted model
according to this acceptance rule are shown in bold font.
is the one whose reduced χ2 value doesn’t decrease by more than
20% while going from simplest to the most complex model. Table
1 contains all of the reduced χ2 values. The values for the accepted
models are highlighted in bold. The best fitted parameter values
with their uncertainties as estimated using MCMC for the accepted
models are shown in table 2.
Figure 12 shows our adopted sub-division of the Mon R2 col-
umn density map into 15 different regions and we have overplot-
ted Class I and class II YSOs on the map along with the Spitzer-
IRAC mid-IR coverage contour from Gutermuth et al. (2011). The
accepted model is overlayed on the N-PDF for each region in fig-
ure 13. We did not find a region with minimum reduced χ2 for a G
model (equation 5) as the most favourable model. We expect a pure
lognormal behavior for non-star-forming turbulent gas, whereas all
of our regions have at least a few YSOs, except region 5 where
we have incomplete Spitzer sampling. Even regions chosen for
their low gas density and dearth of YSOs exhibit some small N-
PDF excess above the lognormal. The regions that are best fitted
by a G + 1 model (equation 6) include all of the well-known em-
bedded YSO clusters (e.g. the central Mon R2 cluster is in region
8, GGD 17 in region 2, and GGD 12-15 in region 4; Gutermuth
et al. 2009) centered on visually obvious gas “hubs” with filamen-
tary structures radiating outward (Myers 2009). Finally, the G+ 2
model (equation 7) regions visually appear to be aggregates of sev-
eral distinct filamentary gas structures with no dominant dense gas
hubs, as seen in region 6, 7, 9, 11 and 12. Detailed characterizations
of the radial profiles of gas filaments in nearby clouds show a spa-
tially resolved maximum in the column density along the spine of
the filaments (e.g. Arzoumanian et al. 2011). Thus, in the N-PDFs
of regions which consist of aggregate of filaments, we see a down-
turn of the N-PDF near the maximum density of the most massive
filament. These regions correspond to relatively diffuse and young
YSO distributions, and will be discussed further below.
To understand how the star formation properties depend on
the gas properties, we compare the number of sources to both the
power law exponent and the mass, all of which are tabulated in Ta-
ble 3. For studying the variation of the power law index with the
YSO count, we have considered the power law index from both
Figure 14. Total number of YSOs vs. first power law index of the best fitted
N-PDF model by region. Uncertainties in YSO count follow Poisson statis-
tics whereas the power law index uncertainies are obtained from Markov
Chain Monte Carlo fits. The numbers associated with the data points refer
to the region number (cf. figure 12). A steep correlation is seen for the re-
gions that are defined by G + 1 models. The dependence is present, but
shallower, for the regions defined by G+ 2 models.
G+1 andG+2 models. For the N-PDFs with two power laws, we
use the first index because the second power law index generally
seems to represent a cut-off at some near-maximal N(H2) value,
likely set by the peak column density of the densest filament in the
aggregate. The total gas mass is calculated by integrating masses
over every positive pixel value for each region. Lombardi, Alves &
Lada (2015) have called into question the robustness of Herschel
derived N(H2) values below AK ∼ 0.1 mag (∼1021 cm−2). The
upper limit to the effect this may have on our masses is given by a
hypothetical box of 6.5× 6.5 pc with a mean extinction of 0.1 AK ;
this box has a total mass of∼673 M. This is a substantial fraction
of the reported total mass in the regions with low mean N(H2), such
as regions 3 and 5. Finally, YSOs are counted by the data presented
in Gutermuth et al. (2011) for each of the 15 regions; we only in-
clude YSOs superimposed on gas column densities in excess of
N(H2) > 10
22 cm−2 (e.g. Battisti & Heyer 2014). We note that a
few regions (3, 5, 10, 15) are not fully surveyed by Spitzer, however
the preponderance of low column density gas in the missed areas
suggests that at most a few YSOs would be omitted from those
regions (Gutermuth et al. 2011).
In previous studies, it has been shown that the exponent of
the power law component relative to the lognormal component of
an N-PDF correlates with more active star formation (Kainulainen
et al. 2009). We find this same correlation within the Mon R2 cloud.
In figure 14, we see a correlation between YSO count and the first
power law index (α1) when these data are separated by the N-PDF
model type (Pearson coefficient 0.91 and 0.93 for G+ 1 and G+ 2
types, respectively). The correlation is steeper in the case of the
single power law models, while it is shallower for those with two
power laws. Since the single law power laws PDFs have a higher
fraction of gas mass at higher column densities, the higher number
of YSOs in these regions may result from a higher star formation
rate density and more efficient star formation at these high gas den-
sities (Gutermuth et al. 2011).
We also find a clear correlation between YSO mass and the
total gas mass when we integrate over the N-PDF within the high
column density regime. In figure 15, we plot the dense gas mass
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Figure 15. Mass of embedded YSOs vs. dense gas mass for different re-
gions. Labels show the region numbers for each point, and regions that
have no gas above 100 Mpc−2 (and thus no ”dense gas” nor ”embed-
ded YSOs”) have been omitted. The overplotted dash lines are the lines of
constant star formation efficiency, and the solid line is the best fit line to the
data.
of each region versus its embedded YSO mass, tallying the gas and
the number of YSOs within theN(H2) > 1022 cm−2 contour (e.g.
Battisti & Heyer 2014). The YSO mass is calculated by assuming
that each YSO is 0.5 M. The resulting integrated star formation
efficiency (SFE) in this column density range is 5% to 10% as we
progress from low dense gas to high dense gas masses. However,
the requirement that the YSOs are observed coincident with the
dense gas means that 30-80% of all YSOs are ignored in a given re-
gion. The slope of the best fit line in figure 15 is∼1.12± 0.11, and
the correlation is quite strong with a Pearson coefficient of 0.96. A
constant dense gas SFE would give a slope near unity (e.g. Lada,
Lombardi & Alves 2010), while a SFE that rises with gas column
density when integrated over the box would give a slope in excess
of 1 (Gutermuth et al. 2011; Lada et al. 2013). A SFE that rises with
gas column density would result from a star formation law where
the star formation per area, Σstar , increases as a power (index> 1)
of the gas surface density, Σgas. Gutermuth et al. (2011) found that
Σstar ∝ Σ2gas in eight molecular clouds using the same Spitzer
YSO data shown in this paper and using extinction maps derived
for 2MASS to measure the gas column density. If we apply this
law to the column densities shown for figure 3 and then integrate
to find the total mass of stars in each region, we find that this value
gives a higher SFE (∼ 15% to 30%) than that found for Mon R2
in figure 15. However, we can reproduce the SFE between dense
gas mass and embedded YSO mass in figure 15 (∼ 5% to 10%) if
we adopt the Gutermuth et al. (2011) star-gas density correlation
fit result for the Ophiuchus cloud where Σstar ∝ Σ1.8gas. There are
two reasons why the Ophiuchus value may be more appropriate.
First, the 2MASS near-IR data may have under predicted the gas
column densities toward the densest regions of Mon R2, therefore
biasing the power law exponent derived by Gutermuth et al. (2011)
power law index for Mon R2. Second, the physical beam size of
the Herschel-derived column density map of Mon R2 is both much
smaller than the corresponding beam size for the Mon R2 near-IR
extinction map and similar in size to the beam size of the Ophiuchus
near-IR extinction map. From this analysis, we find the observed
correlation between the mass of stars and mass of gas in Mon R2
is consistent with both a constant dense gas SFE and SFE that rises
with column density, and uncertainties in these data are too large to
distinguish these models.
Other interesting correlations are apparent. The regions with
aggregates of filaments (i.e. those fit by the G + 2 N-PDFs) have
large xbrk2 or shallow α2 (> -3) and we see quite young stellar
distributions relative to those with cluster-forming hubs (G+ 1 N-
PDFs). The Class II/Class I star count ratio is ∼3 for regions 6, 7,
& 9 (those with G + 2 PDFs), in contrast to ∼5 for regions 2, 4
& 8 (those with G + 1). The Class II/Class I ratios of 3 are a sig-
nature of comparative youth, although they are not as low as that
for the extremely young cluster Serpens South (Class II/Class I ra-
tio of 0.77, Gutermuth et al. 2008). This result suggests either a
longer protostellar lifetime or a later time since the onset of star
formation in filament aggregate regions relative to regions contain-
ing cluster-forming hubs in Mon R2. It remains an open question
whether some filaments in a given aggregate could consolidate into
cluster-forming hubs at a later epoch.
4 CONCLUSIONS AND FUTURE WORK
We present an analysis of the dust emission in the Mon R2 GMC
using Herschel. Data is reduced using HIPE version 11.0.1 us-
ingPlanck−HFI for calibrating SPIRE images. We performed
a single temperature greybody fit to the 250 µm, 350 µm and 500
µm SPIRE data. The emissivity (β) can be used as a free param-
eter for fit but generally β and temperature are degenerate unless
we include higher wavelength data (∼mm range). For this reason,
generally in analyses like this β is fixed beforehand and fits are per-
formed for the remaining parameters. We used the flux ratio com-
parison plot to constrain a proper value of β as a representative
value for the whole cloud. We found this value to be 1.8. The flux
ratio plot also gives a possibility of the β values being scattered
up to ∼1.5 on the lower limit and up to ∼ 2.0 on the upper limit.
To constrain the systematic uncertainties of adopting a fixed β, we
studied the variation in derived column densities and temperatures
for taking these two extreme values of β. We found that the shift
would be∼ 30%, consistent with other dust continuum studies. We
used a NIR extinction map (Gutermuth et al. 2011) to check the gas
column density values that we derive from the dust emission maps,
finding median gas density ratios of 0.95 and thus good agreement
at intermediate column densities. We presented an analysis of the
statistical confidence that our SED fits are distinct from the R-J
limit, finding that those pixels with T > 28K have a non-negligible
probability of being on the R-J tail of the SED. These pixels are
discarded from our N-PDFs.
We studied the PDF of column densities in the whole cloud
and found that the distribution is a lognormal for regions with col-
umn density < 1021 cm−2 and changes to a power law form with
slope -2.15 otherwise. Theoretically, supersonic turbulence is the
responsible mechanism dominant over large scales in mostly dif-
fuse low column density regions. This implies that the lognormal
nature that we see for low column densities may be a consequence
of supersonic turbulence. Similarly, on smaller scales the gas self-
gravity wins over turbulence giving rise to a power law tail as seen
in simulations. Hence, below the critical limit of ∼1021 cm−2 in
Mon R2 cloud, the regions may be better explained as turbulence-
dominated regions and above this value the power law tail may be
the consequence of the prevalence of self-gravity.
We extended our study further by selecting 15 sub-regions for
N-PDF chatacerization to see if we observe similar behaviour in
regional N-PDFs as in the whole Mon R2 GMC. The regions were
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fixed in size and selected to span a range of YSO densitiy envi-
ronments. For all regions that contain dense YSO cluster cores, the
N-PDF is a combination of a lognormal and one power law func-
tion. We do not see the power law excess in high column density
region of the Mon R2 cluster core, as reported by Schneider et al.
(2015a). The regions with moderate numbers of YSOs and dense
filamentary structures are better explained by a lognormal with two
power laws.
We studied how the power law index of N-PDFs, often
claimed to be a defining factor of star formation, varies with the
YSO count in several regions of Mon R2. For the regions defined
by a single power law, we found that the correlation is steeper than
for the regions defined by two power laws. In the latter case, the
absence of high column density gas signifies lower star formation
efficiency and thus less YSOs. While doing the regional analysis,
we estimated the dense gas mass in each region and did a qualita-
tive study of their relation with the YSO count that are embedded
in the dense gas. We see a clear correlation of the dense gas mass
with the embedded YSO count, but we lacked sufficient statistical
constraint to differentiate between models that suggest the SFE is
constant or rising with higher dense gas mass.
The emergence of the single power law in N-PDFs is often re-
lated with high star formation in those regions, but the presence of
the second power law is still not fully understood. However, look-
ing at the gas geometry in those regions, it seems to be related to
the presence of dense filament aggregates. This leaves us with fur-
ther open questions. Are these filament aggregates, which are rep-
resented in N-PDF by a shallow power law with steep cut-off at
intermediate density, distinctly different structures from seemingly
more monolithic clustered star forming sites that exhibit single
power law N-PDFs? Do the filament aggregates coalesce into the
more monolithic cluster-forming sites, thereby evolving to reach a
geometry where higher gas densities are achieved and stars can be
formed considerably more efficiently? A more detailed work that
incorporates other nearby molecular clouds is required to address
these questions and is beyond the scope of this paper.
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