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FINITE TIME SINGULARITY IN A MEMS MODEL REVISITED
PHILIPPE LAURENC¸OT AND CHRISTOPH WALKER
Abstract. A free boundary problem modeling a microelectromechanical system (MEMS) consisting
of a fixed ground plate and a deformable top plate is considered, the plates being held at different
electrostatic potentials. It couples a second order semilinear parabolic equation for the deformation
of the top plate to a Laplace equation for the electrostatic potential in the device. The validity
of the model is expected to break down in finite time when the applied voltage exceeds a certain
value, a finite time singularity occurring then. This result, already known for non-positive initial
configurations of the top plate, is here proved for arbitrary ones and thus now includes, in particular,
snap-through instabilities.
1. Introduction
An important feature of microelectromechanical (MEMS) devices is the so-called pull-in instability
which occurs in principle when the potential difference applied across the device exceeds a certain
threshold value [6, 16]. For an idealized electrostatic MEMS actuator consisting of an elastic plate
coated with a thin dielectric film held at potential one (after normalization) and suspended above a
rigid conducting ground plate held at potential zero, this phenomenon corresponds to the touchdown
of the elastic plate on the ground plate. It is of utmost importance to figure out whether and when
it does take place. Indeed, though pull-in might be a sought-for behavior (in switching applications
for instance) or not (for micro-mirrors, in particular), its possible occurrence anyway has a strong
influence on the operating conditions of the MEMS device. From a mathematical viewpoint, touch-
down takes place when the vertical deflection of the elastic plate goes beyond a certain value at some
time T∗. More precisely, we assume that the ground and elastic plates have the same shape D, which
is a smooth bounded domain of Rn, n = 1, 2. The ground plate is assumed to be located at height
z = −1 (so that it corresponds to the surface D×{−1} in Rn+1) while the elastic plate at time t ≥ 0
is the surface
{(x, z) ∈ D × R ; z = u(t, x)} ⊂ Rn+1 ,
where u(t, x) denotes the deflection of the elastic plate in the vertical direction at position x ∈ D
and time t. The touchdown phenomenon then takes place at time T∗ > 0 if
lim
t→T∗
min
x∈D¯
{u(t, x)} = −1 . (1.1)
Date: August 11, 2018.
1991 Mathematics Subject Classification. 35M30 - 35R35 - 35B44 - 35Q74.
Key words and phrases. MEMS - free boundary problem - finite time singularity.
Partially supported by the French-German PROCOPE project 30718Z.
1
2 Ph. Laurenc¸ot & Ch. Walker
It is actually rather well-understood for the so-called vanishing aspect ratio model
∂tu−∆u = − λ
(1 + u)2
, t > 0 , x ∈ D ,
u = 0 , t > 0 , x ∈ ∂D ,
u(0) = u0 , x ∈ D ,
(1.2)
where the parameter λ is proportional to the square of the potential difference applied across the
device before rescaling, and the initial condition satisfies u0 > −1 in D. A threshold value λs of
the parameter λ is found for which there is no stationary solution to (1.2) when λ exceeds λs while
there is at least one stable stationary solution for λ ∈ (0, λs). Similarly, for the evolution equation
(1.2), there is a threshold value λe(u
0) > 0 depending on the initial condition u0 with the following
properties: if λ ∈ (0, λe(u0)), then there is a unique classical solution to (1.2) which exists for all
times and is well-separated from −1 on each finite time interval. On the contrary, if λ > λe(u0),
then the unique classical solution to (1.2) exists only on a finite time interval [0, T∗) and touchdown
occurs at time T∗ as described in (1.1). Several results are also available for variants of (1.2) where
∂tu is replaced by ∂
2
t u and/or ∆u is replaced by ∆
2u with either clamped (u = ∂νu = 0 on D) or
pinned (u = ∆u = 0 on D) boundary conditions. The results, though, are less complete and several
gray areas persist. We refer to [3–5, 8, 10, 11, 13, 15] and the references therein for a more complete
description of the available results.
Far less is known for a more complex and more precise model for MEMS devices, which describes
not only the dynamics of the deflection in the vertical direction u, but also that of the electrostatic
potential ψu between the two plates. When D := (−1, 1), it reads
∂tu− ∂2xu = −λ g(u) , x ∈ D , t > 0 , (1.3a)
with clamped boundary conditions
u(t,±1) = 0 , t > 0 , (1.3b)
and initial condition
u(0, x) = u0(x) , x ∈ D , (1.3c)
the electrostatic force g(u) being given by
g(u(t))(x) := ε2 |∂xψu(t, x, u(t, x))|2 + |∂zψu(t, x, u(t, x))|2 , t > 0 , x ∈ D . (1.3d)
The dimensionless electrostatic potential ψu = ψu(t, x, z) is defined in the region
Ω(u(t)) := {(x, z) ∈ D × (−1,∞) : −1 < z < u(t, x)}
between the ground plate and the elastic plate and satisfies a rescaled Laplace’s equation
ε2∂2xψu + ∂
2
zψu = 0 , (x, z) ∈ Ω(u(t)) , t > 0 , (1.4a)
the parameter ε > 0 being the so-called aspect ratio of the device, that is, the ratio between the ver-
tical and horizontal directions. Laplace’s equation is supplemented with non-homogeneous boundary
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ψu(t, x, z) =
1 + z
1 + u(t, x)
, (x, z) ∈ ∂Ω(u(t)) , t > 0 . (1.4b)
In particular, ψu(t, x, u(t, x)) = 1 and ψu(t, x,−1) = 0 for x ∈ D as required. The equation (1.2) for
n = 1 is formally derived from (1.3), (1.4) by setting ε = 0 since then the solution to (1.4) is given
explicitly by (1.4b) for all x ∈ Ω(u(t)) and t > 0. In contrast to (1.2), the initial-boundary value
problem (1.3), (1.4) features a rather intricate coupling between the two unknowns u and ψu. Indeed,
the source term in (1.3a) governing the evolution of u is proportional to the square of the trace of
the gradient of ψu on the elastic plate. The electrostatic potential, in turn, solves an elliptic equation
which involves a non-smooth domain varying with u. Thus, the source term in (1.3a) depends in
a nonlocal and nonlinear way on u. Still, it is shown in [2, Theorem 1] that (1.3), (1.4) is locally
well-posed in
S2q (D) :=
{
v ∈ W 2q (D) ; v(±1) = 0 and − 1 < v(x) for x ∈ D
}
,
when q > 2. It was further reported in [2, Theorem 2] that, under the additional assumption that
u0 is non-positive, the corresponding solution to (1.3), (1.4) cannot exist globally if λ exceeds some
value λe(u
0, ε) depending on u0 and ε: indeed, for λ > λe(u
0, ε) there is Tm ∈ (0,∞) depending on
λ, u0, and ε such that
lim
t→Tm
min
x∈[−1,1]
{u(t, x)} = −1 or lim
t→Tm
‖u(t)‖W 2
q
=∞ . (1.5)
According to the discussion above, only the first singularity in (1.5) corresponds to the pull-in
instability (recall (1.1)), and this is the sole expected to occur. Though we have been unable to rule
out the blowup of the Sobolev norm up to now, we point out that the non-positivity of the initial
condition is important in the proof of (1.5) as it entails the upper bound u(t) ≤ 0 as long as it
exists, thanks to the non-positivity of the right-hand side of (1.3a) and the comparison principle.
The purpose of this note is to prove that the non-positivity assumption on u0 can be relaxed and
improved to the weaker assumption that u0 is simply bounded from above. It is worth mentioning
that relaxing the sign condition on u0 is not just a mere mathematical improvement, but is physically
relevant, for instance, in the study of the so-called snap-through instability, where the shape of the
plate is initially an arch (such as u0(x) = h(1 + cos(pix)) for x ∈ D) or a bell [1, 9, 14]. Also, non-
positivity plays a crucial role in the proof of the occurrence of a finite time singularity in a related
MEMS model [12]. More precisely, we prove the following result.
Theorem 1.1. Let ε > 0 and q > 2 and consider u0 ∈ S2q (D). There is λ∗(u0, ε) > 0 depending
on ε and u0 such that, if λ > λ∗, then the maximal existence time Tm of the corresponding solution
(u, ψu) to (1.3), (1.4) is finite and
lim
t→Tm
min
x∈[−1,1]
{u(t, x)} = −1 or lim
t→Tm
‖u(t)‖W 2
q
=∞ .
A well-known technique to prove the occurrence of a finite time singularity in evolution equations
is the so-called eigenfunction method [7, Theorem 8]. Owing to the nonlocality of the right-hand
side of (1.3a), a direct application of this technique to (1.3), (1.4) seems to fail. Nevertheless, we
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developed in [2] a nonlinear version of this technique which allowed us therein to prove Theorem 1.1
under the additional assumption that u0 is non-positive, the latter being used in particular to control
the supplementary nonlinear terms. Not surprisingly, the proof of Theorem 1.1 herein relies on the
same technique and borrows some steps of the proof of [2, Theorem 2]. Besides some technical
variations, the main new step in the proof is to use the non-positivity of the right hand side of (1.3a)
and the decay properties of the linear heat equation to control in a suitable way the contribution of
the positive part of u, see Lemma 2.1 below.
2. Finite time singularity
Let ε > 0, λ > 0, q > 2, and consider u0 ∈ S2q (D). Denoting the corresponding solution to (1.3),
(1.4) by (u, ψu) and its maximal existence time by Tm, we recall from [2, Proposition 5] that
u(t) ∈ S2q (D) , t ∈ [0, Tm) , (2.1)
and ψu(t) ∈ H2(Ω(u(t)) for all t ∈ [0, Tm). Consequently,
γm(t, x) := ∂zψu(t, x, u(t, x)) , (t, x) ∈ [0, Tm)×D ,
is well-defined and, since
∂xψu(t, x, u(t, x)) = −∂xu(t, x)γm(t, x) , (t, x) ∈ [0, Tm)×D ,
by (1.4b), the right-hand side of (1.3a) also reads
−λg(u) = −λ(1 + ε2|∂xu|2)γ2m .
Introducing the principal eigenvalue µ1 := pi
2/4 of the Laplace operator −∂2x in L2(D) with homo-
geneous Dirichlet boundary conditions and the corresponding eigenfunction ζ1(x) := pi cos(pix/2)/4,
x ∈ D, we define
Eα(t) :=
∫
D
ζ1(x)
(
u(t, x) +
α
2
u(t, x)2
)
dx , t ∈ [0, Tm) ,
where α ∈ [0, 1] is to be determined later on. Observe that (2.1) and the properties of ζ1 guarantee
that
Eα(t) > −1 , t ∈ [0, Tm) , (2.2)
for all α ∈ [0, 1]. We shall show that for any sufficiently large value of λ we can choose α ∈ [0, 1]
such that (2.2) can only hold true when Tm <∞. This then implies Theorem 1.1.
The starting point of the analysis is the following upper bound on Eα.
Lemma 2.1. Let α ∈ [0, 1] with α ≤ 2/(1 + (maxu0)+). There is a positive constant C0 depending
only on maxu0 such that
Eα(t) ≤ C0e−µ1t , t ∈ [0, Tm) . (2.3)
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Proof. Let v and w be the solutions to
∂tv − ∂2xv = 0 , (t, x) ∈ (0, Tm)×D , v(t,±1) = 0 , t ∈ (0, Tm) , (2.4)
∂tw − ∂2xw = −λg(u) , (t, x) ∈ (0, Tm)×D , w(t,±1) = 0 , t ∈ (0, Tm) , (2.5)
with initial conditions
v(0, x) = max{u0(x), 0} , w(0, x) = u0 −max{u0(x), 0} , x ∈ D . (2.6)
Since w(0, x) ≤ 0 ≤ v(0, x) ≤ (maxu0)+ for x ∈ D, we infer from (2.4), (2.5), (2.6), and the
comparison principle that
w(t, x) ≤ 0 ≤ v(t, x) ≤ (maxu0)+ , (t, x) ∈ (0, Tm)×D ,
and
‖v(t)‖2 ≤ e−µ1t‖v(0)‖2 ≤
√
2(maxu0)+e
−µ1t , t ∈ (0, Tm) .
Also,
w(t, x) = u(t, x)− v(t, x) ≥ −1− (maxu0)+ , (t, x) ∈ (0, Tm)×D ,
so that
1 +
α
2
w(t, x) ≥ 1− α
2
(
1 + (maxu0)+
) ≥ 0 , (t, x) ∈ (0, Tm)×D ,
thanks to the constraint on α. Therefore, for t ∈ (0, Tm),
Eα(t) =
∫
D
ζ1
[
v(t) +
α
2
v(t)2 + αv(t)w(t) + w(t)
(
1 +
α
2
w(t)
)]
dx
≤
∫
D
ζ1
[
v(t) +
α
2
v(t)2
]
dx ≤ pi
4
(√
2‖v(t)‖2 + ‖v(t)‖
2
2
2
)
≤ pi [(maxu0)+ + (maxu0)2+] e−µ1t ,
and the proof is complete. 
We next derive a differential inequality for Eα. Though the proof is quite similar to that performed
in [2], we nevertheless recall it here not only for the sake of completeness but also to shed some light
on the importance of choosing α > 0.
Lemma 2.2. Let p ≥ 1 and δ > 0. If
α :=
λε2
λε2 + 4δ2
∈ (0, 1) , (2.7)
then
d
dt
Eα ≤ Fp,δ(Eα) , t ∈ [0, Tm) , (2.8)
where
Fp,δ(y) := µ1 + 4δλ
p(λε2 + 4δ2)
[
µ1ε
2
p
+
p
4δ
+
pµ1ε
2
p+ 1
y − 1
1 + y
]
, y > −1 . (2.9)
6 Ph. Laurenc¸ot & Ch. Walker
Proof. It readily follows from (1.3a) that, for t ∈ [0, Tm),
d
dt
Eα =
∫
D
ζ1(1 + αu)(∂
2
xu− λg(u)) dx
= −µ1Eα − α
∫
D
ζ1|∂xu|2 dx− λ
∫
D
ζ1(1 + αu)g(u) dx .
Since ζ1 ≥ 0 and 1 + αu ≥ 1− α in D, we conclude that
d
dt
Eα + µ1Eα + α
∫
D
ζ1|∂xu|2 dx ≤ −λ(1− α)
∫
D
ζ1g(u) dx , t ∈ [0, Tm) . (2.10)
The next step is to estimate the last term on the right hand side of (2.10) in terms of Eα. To this
end, we recall the following results established in [2, Lemma 9 & Lemma 10] which do not rely on
the sign of u0. For t ∈ [0, Tm) and p ∈ [1,∞), we have
4p
(p+ 1)2
∫
D
ζ1(x)
1 + u(t, x)
dx ≤ p
∫
Ω(u(t))
ζ1(x) ψu(t, x, z)
p−1 |∂zψu(t)(t, x, z)|2 d(x, z) (2.11)
and ∫
D
ζ1(x)
(
1 + ε2 |∂xu(t, x)|2
)
γm(t, x) dx
= p
∫
Ω(u(t))
ζ1(x) ψu(t, x, z)
p−1
[
ε2 |∂xψu(t, x, z)|2 + |∂zψu(t, x, z)|2
]
d(x, z)
+
µ1ε
2
p+ 1
∫
Ω(u(t))
ζ1(x)ψu(t, x, z)
p+1d(x, z)
− µ1ε
2
(p+ 1)(p+ 2)
− µ1 ε
2
p+ 1
∫
D
ζ1(x) u(t, x) dx . (2.12)
Since ψu ≥ 0 by the comparison principle, it follows from (2.11), (2.12), and the non-negativity of ζ1
that, for t ∈ [0, Tm),∫
D
ζ1(1 + ε
2|∂xu|2)γm dx ≥ p
∫
Ω(u(t))
ζ1ψ
p−1
u |∂zψu|2d(x, z)
− µ1ε
2
(p+ 1)(p+ 2)
− µ1 ε
2
p + 1
∫
D
ζ1u dx
≥ 4p
(p+ 1)2
∫
D
ζ1
1 + u
dx− µ1ε
2
p2
− µ1ε
2
p+ 1
Eα
≥ 4p
(p+ 1)2
∫
D
ζ1
1 + u+ αu2/2
dx− µ1ε
2
p2
− µ1ε
2
p+ 1
Eα
≥ 1
p
∫
D
ζ1
1 + u+ αu2/2
dx− µ1ε
2
p2
− µ1ε
2
p+ 1
Eα .
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Using Jensen’s inequality we end up with∫
D
ζ1(1 + ε
2|∂xu|2)γm dx ≥ 1
p
1
1 + Eα
− µ1ε
2
p2
− µ1ε
2
p+ 1
Eα . (2.13)
We now deduce from Young’s inequality that, for any δ > 0,∫
D
ζ1(1 + ε
2|∂xu|2)γm dx ≤ δ
∫
D
ζ1(1 + ε
2|∂xu|2)γ2m dx+
1
4δ
∫
D
ζ1(1 + ε
2|∂xu|2) dx .
Therefore, by (2.13),∫
D
ζ1g(u) dx =
∫
D
ζ1(1 + ε
2|∂xu|2)γ2m dx
≥ 1
δ
∫
D
ζ1(1 + ε
2|∂xu|2)γm dx− 1
4δ2
∫
D
ζ1(1 + ε
2|∂xu|2) dx
≥ 1
δp
1
1 + Eα
− µ1ε
2
δp2
− µ1ε
2
δ(p+ 1)
Eα − 1
4δ2
− ε
2
4δ2
∫
D
ζ1|∂xu|2 dx .
Combining the above inequality with (2.10) gives
d
dt
Eα + µ1Eα + α
∫
D
ζ1|∂xu|2 dx ≤ −λ(1− α)
δp
[
1
1 + Eα
− µ1ε
2
p
− p
4δ
− pµ1ε
2
p+ 1
Eα
]
+
λ(1− α)ε2
4δ2
∫
D
ζ1|∂xu|2 dx .
Owing to the choice (2.7) of α, we see that
α =
λ(1− α)ε2
4δ2
,
so that the terms involving |∂xu|2 cancel in the previous inequality, and we end up with
d
dt
Eα ≤ −µ1Eα + 4δλ
p(λε2 + 4δ2)
[
µ1ε
2
p
+
p
4δ
+
pµ1ε
2
p+ 1
Eα − 1
1 + Eα
]
,
hence (2.8) as Eα > −1 by (2.2). 
Proof of Theorem 1.1. Let p ≥ 1 and δ > 0. We investigate the properties of the function Fp,δ
defined in (2.9) and aim at finding values of the yet undetermined parameters p ≥ 1 and δ > 0 which
are suitable for our purpose. To begin with, we set
α =
λε2
λε2 + 4δ2
as in (2.7) and require that
λε2
λε2 + 4δ2
≤ 2
1 + (max u0)+
,
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that is,
δ ≥ χε
√
λ
2
, χε := ε
√
((maxu0)+ − 1)+
2
. (2.14)
Then, according to Lemma 2.1, the positive part of Eα(t) decays rapidly as time increases, so that
only the behavior of Fp,δ in a neighborhood of the interval (−1, 0] is expected to matter in the
following. We first notice that Fp,δ is increasing on (−1,∞) with
Fp,δ(0) = µ1 + 4δλ
p(λε2 + 4δ2)
(
µ1ε
2
p
+
p
4δ
− 1
)
.
We now choose p = 1+2µ1ε
2 and δ = χ
√
λ/2 with χ := max{1, χε}, the parameter χε being defined
in (2.14). Then
Fp,δ(0) = µ1 + 2χ
√
λ
(1 + 2µ1ε2)(χ2 + ε2)
(
µ1ε
2
1 + 2µ1ε2
+
1 + 2µ1ε
2
2χ
√
λ
− 1
)
≤ µ1 + 2χ
√
λ
(1 + 2µ1ε2)(χ2 + ε2)
(
1 + 2µ1ε
2
2χ
√
λ
− 1
2
)
≤ µ1 + χ
(1 + 2µ1ε2)(χ2 + ε2)
(
1 + 2µ1ε
2
χ
−
√
λ
)
≤ χ
(1 + 2µ1ε2)(χ2 + ε2)
(
1 + 2µ1ε
2
χ
(
1 + µ1(χ
2 + ε2)
)−√λ
)
.
Consequently, if
√
λ >
1 + 2µ1ε
2
χ
(
1 + µ1(χ
2 + ε2)
)
, (2.15)
then Fp,δ(0) < 0 and there is yp,δ > 0 such that
Fp,δ(yp,δ) < 0 . (2.16)
Now, assume for contradiction that Tm =∞. According to Lemma 2.1, there is tp,δ > 0 such that
Eα(t) ≤ yp,δ for t ≥ tp,δ and the monotonicity of Fp,δ further entails that Fp,δ(Eα(t)) ≤ Fp,δ(yp,δ) for
t ≥ tp,δ. We then infer from Lemma 2.2 that
d
dt
Eα(t) ≤ Fp,δ(yp,δ) < 0 , t ≥ tp,δ ,
hence, after integration, Eα(t) ≤ Eα(tp,δ)+Fp,δ(yp,δ)(t− tp,δ) for t ≥ tp,δ. Thus, there is T > tp,δ such
that Eα(T ) < −1, which contradicts (2.2). Therefore, Tm is finite and the proof of Theorem 1.1 is
complete. 
Acknowledgments
Part of this work was done while PhL enjoyed the hospitality of the Institut fu¨r Angewandte
Mathematik, Leibniz Universita¨t Hannover.
Finite time singularity in a MEMS model 9
References
[1] K. Das and R.C. Batra. Pull-in and snap-through instabilities in transient deformations of microelectromechanical
systems. J. Micromech. Microeng. 19 (2009), 035008 (19pp).
[2] J. Escher, Ph. Laurenc¸ot, and Ch. Walker. A parabolic free boundary problem modeling electrostatic MEMS. Arch.
Rational Mech. Anal. 211 (2014), 389–417.
[3] P. Esposito, N. Ghoussoub, and Y. Guo. Mathematical analysis of partial differential equations modeling electro-
static MEMS. Vol. 20 of Courant Lecture Notes in Mathematics, Courant Institute of Mathematical Sciences,
New York; American Mathematical Society, Providence, RI, 2010.
[4] G. Flores, G. Mercado, J. A. Pelesko, and N. Smyth. Analysis of the dynamics and touchdown in a model of
electrostatic MEMS. SIAM J. Appl. Math. 67 (2007), 434–446.
[5] Y. Guo, Z. Pan, and M.J. Ward. Touchdown and pull-in voltage behavior of a MEMS device with varying dielectric
properties. SIAM J. Appl. Math. 66 (2005),309–338.
[6] R.N. Jazar. Nonlinear mathematical modeling of microbeam MEMS. In Nonlinear approaches in engineering ap-
plications, Springer, New York, 2012, pp. 69–104.
[7] S. Kaplan. On the growth of solutions of quasi-linear parabolic equations. Comm. Pure Appl. Math XVI (1963),
305–330.
[8] N.I. Kavallaris, A.A. Lacey, C.V. Nikolopoulos, and D.E. Tzanetis. On the quenching behaviour of a semilinear
wave equation modelling MEMS technology. Discrete Contin. Dyn. Syst. 35 (2015), 1009–1037.
[9] S. Krylov, B.R. Ilic, D. Schreiber, S. Seretensky, and H. Craighead. The pull-in behavior of electrostatically
actuated bistable microstructures. J. Micromech. Microeng. 18 (2008), 055026 (20pp).
[10] Ph. Laurenc¸ot and Ch. Walker. Some singular equations modeling MEMS. Bull. Amer. Math. Soc., to appear.
[11] C. Liang, J. Li, and K. Zhang. On a hyperbolic equation arising in electrostatic MEMS. J. Differential Equations
256 (2014), 503–530.
[12] Ch. Lienstromberg. On qualitative properties of solutions to microelectromechanical systems with general permit-
tivity. Monatsh. Math. 179 (2016), 581–602.
[13] A.E. Lindsay and J. Lega. Multiple quenching solutions of a fourth order parabolic PDE with a singular nonlin-
earity modeling a MEMS capacitor. SIAM J. Appl. Math. 72 (2012), 935–958.
[14] H.M. Ouakad and M.I. Younis. The dynamic behavior of MEMS arch resonators actuated electrically. Int. J.
Non-Linear Mech. 45 (2010), 704–713.
[15] J.A. Pelesko. Mathematical modeling of electrostatic MEMS with tailored dielectric properties. SIAM J. Appl.
Math. 62 (2002), 888–908.
[16] J.A. Pelesko and D.H. Bernstein. Modeling MEMS and NEMS. Chapman & Hall/CRC, Boca Raton, FL, 2003.
Institut de Mathe´matiques de Toulouse, UMR 5219, Universite´ de Toulouse, CNRS, F–31062
Toulouse Cedex 9, France
E-mail address : laurenco@math.univ-toulouse.fr
Leibniz Universita¨t Hannover, Institut fu¨r Angewandte Mathematik, Welfengarten 1, D–30167
Hannover, Germany
E-mail address : walker@ifam.uni-hannover.de
