Abstract. This paper presents the heavy ordered weighted moving average (HOWMA) operator. It is an aggregation operator that uses the main characteristics of two well-known techniques: the heavy OWA and the moving averages.
Introduction
The ordered weighted averaging (OWA) operator introduced by Yager (1988) is an aggregation method whose use has become common (Beliakov et al. 2007; Calvo et al. 2002) . Since the introduction of this operator, it has been used for many applications (Kacprzyk & Zadrożny, 2009; Merigó & Gil-Lafuente, 2010; Zhou & Chen, 2013) and in a wide range of frameworks (Belles et al. 2013; Merigó, 2010; Xu & Da, 2003) . This paper focuses on the heavy OWA (HOWA) and the moving average (MA). The HOWA operator (Yager, 2002 ) is an operator that provides a wide class of aggregation operators, for which the sum of the weights can range from 1 to ∞. This operator has a parameterized family of aggregation operators, which includes the minimum, the OWA and the total operators. The HOWA operator has been studied b y using fuzzy measures (Yager, 2003) , fuzzy numbers (Merigó et al. 2014a ) and distance measures (Merigó et al. 2014b ).
Additional extensions have been developed by Merigó and Casanovas (2010; 2011a) .
The moving average is a usual average that moves towards some part of the whole sample. Its main advantage is that it permits the consideration of the results of some part of the sample and allows one to make comparisons when modifying a selected part of the sample. It is used to solve time -series smoothing problems, and has been applied in economics and statistics, because it permits the forecasting of future results using historical data (Evans, 2002) .
The aim of this paper is to analyze the use of moving averages with heavy aggregation operators in econometric forecasting. The main advantage of this operator is that it unifies the historical data with the information available and the knowledge of the decision maker, allowing for improved forecasting of the future in economics and statistics.
The main concepts of this new extension have been developed, along with a range of particular cases, including the heavy moving average (HMA), heavy weighted moving average (HWMA), arithmetic mean, median and weighted media HOWMA.
A further generalization of the HOWMA operator has also been developed using quasi-arithmetic means (Merigó & Gil-Lafuente, 2009; Merigó & Casanovas, 2011b) , forming the quasi-arithmetic HOWMA (Quasi-HOWMA) operator. Its main advantage is that it includes a wide range of aggregation opera tors, including the HOWMA operator, quadratic aggregations and geometrics aggregations. Thus, it can represent the information in a more complete way, taking into account a wide range of complexities.
An application of the new approach in economic forecasting problems regarding the USD/MXN exchange rate is also developed. We use information from 1994-2014 to generate the econometric models and use the HOWMA operator to forecast the future values of the variables included in the models. It is seen that with the application of this operator, it is possible to decrease the forecasting error and generate different scenarios in a simpler way.
The remainder of the paper is organized as follows. In Section 1, we review the moving averages and some aggregation operators. Section 2 introduces the HOWMA operator, and Section 3 develops the generalized HOWMA operator. Section 4 explains the steps for using heavy aggregation operators in econometric forecasting, and Section 5 presents an application of the HOWMA operator in a USD/MXN exchange rate 2015 forecast. Section 6 summarizes the main conclusions of the paper.
Preliminaries
In this section, we briefly review some basic concepts to be used throughout the paper. We analyze the OWA operator, the heavy aggregation operators, the moving averages and the generalized aggregation operators.
OWA operator
The OWA operator was introduced by Yager (1988) and since then has been used in many applications (Emrouznejad and Marra (2014) , Yager & Kacprzyk (1997) , Yager et al. (2011) ). In the following, we provide a definition of the OWA operator as introduced by Yager (1988 
where
with denoting the jth largest element of the collection 1 2 , … , .
Note that for the reordering step we distinguish between two types of operator: the descending OWA (DOWA) operator and the ascending OWA (AOWA) operator. The weights of these operators are related by
, where is the jth weight of the DOWA operator and Definition 2. A heavy aggregation operator is an extension of the OWA operator that allows the sum of weights to be up to . Thus, an HOWA operator is an application → which is associated with a weight vector w with ∈ [0,1] and 1 ≤ ∑ ≤
=1
, so that
where is the jth largest element of the collection 1 2 , … , .
Note that the HOWA operator is bounded by the sum of all arguments, that is, the minimum and total operators. It is also a monotonic and commutative function. Similar to the case of the OW A operator, we can distinguish between the descending HOWA (DHOWA) operator and the ascending HOWA (AHOWA) operator.
One of the main characteristics of the HOWA operator is that the weight vector can range from −∞ to ∞. Thus, the sum of the weights in the weighting vector w is unbounded:
. In this case, we can drastically under-or over-estimate the results according to the available information. Also note that if = 1/ for all j, then we obtain the heavy weighted average (HWA), which is defined by Merigó & Casanovas (2011) as follows.
Definition 3. A heavy weighted average (HWA) operator of dimension n is a mapping : → that has an associated weighting vector W of dimension n with ∈ [0,1] and 1 ≤ ∑ =1 ≤ , such that
where is the ith argument of aggregation.
Note that like the HOWA operator, the weighting vector can range from −∞ to ∞, so the sum of the weights is unbounded: −∞ ≤ ∑ ≤ ∞ =1 .
Moving averages
A moving average is a usual average that moves toward some part of the wh ole sample. More generally, the moving average can be seen as a moving aggregation operator. This method is used for solving time -series smoothing problems (Yager, 2008; 2013) and has been applied extensively in economics and statistics (Evans, 2002) . The main advantage of using moving average in this context is the possibility of forecasting future results based on historical data. The moving average, according to Kenney and Keeping (1962) , can be defined as follows.
Definition 4. Given { } =1 , the moving average of dimension n is defined as the sequence { } =1 − +1
obtained by taking the arithmetic mean of the sequence of terms, such that = 1 ∑ .
The usual moving average can be extended to the weighted moving average (WMA) by using weighted averages. The WMA is defined by Merigó & Yager (2013) as follows. 
where is the ith argument, m is the total number of arguments considered from the whole sample and t indicates the movement of the average with respect to the initial analysis. Note that if = 1/ for all i, the WMA becomes the MA aggregation.
Another extension of the moving average is obtained when we combine it with the OWA operator, generating the ordered weighted moving average (OWMA). Merigó and Yager (2013) defined the OWMA as follows. and
where is the jth largest argument of the , m is the total number of arguments considered from the whole sample and t indicates the movement of the average with respect to the initial analysis.
Generalized aggregation operators
The generalized aggregation operators are operators that provide a gen eral formulation for a wide range of cases by using generalized and quasi-arithmetic means (Zhao et al. 2010; Zhou & Chen, 2010) . In this paper, we define the quasi-arithmetic mean because it includes the generalized mean as a particular case. The weighted quasi-arithmetic mean (Quasi-WA) is defined by Merigó & Yager (2013) as follows.
Definition 7.
A Quasi-WA operator of dimension n is a mapping − : → that has an associated weighting vector W of dimension n with ∑ = 1
=1
and
where g(b) is a strictly continuous monotone function. Note that if = 1/ for all i, the QWA becomes the simple quasi-arithmetic mean. Moreover, if ( ) = , the QWA becomes the weighted generalized mean (WGM).
The QWA operator can be extended by using the OWA operator, to obtain the ordered weighted quasiarithmetic mean (Quasi-OWA). Fodor et al. (1995) defined it as follows.
Definition 8. A Quasi-OWA operator of dimension n is a mapping − : → that has an associated weighting vector W of dimension n with ∑ ( ) =1 = 1 and ∈ [0,1], and such that
where is the jth largest of the arguments , and g(b) is a strictly continuous monotone function.
The moving average can be generalized by using generalized aggregation operators such as the generalized mean and the quasi-arithmetic mean, to obtain the generalized moving average (GMA) and the quasi-arithmetic moving average (Quasi-MA). Like in the case of the Quasi-WA, we define the Quasi-MA because it includes the GMA as a special case. The weighted quasi-arithmetic moving average (Quasi-WMA)
can be defined as follows (Merigó & Yager, 2013 and
where is the ith argument, m is the total number of arguments considered from the whole sample, t indicates the movement of the average with respect to the initial analysis and g(b) is a strictly continuous monotone function.
It is important to note that the Quasi-WMA becomes the Quasi-MA when = 1/ for all i.
Additionally, the Quasi-WMA becomes the Quasi-GWMA when ( ) = .
Another extension of the Quasi-WMA operator is obtained using the OWA operator, generating the ordered weighted quasi-arithmetic moving average (Quasi-OWMA). This extension can be defined as follows (Merigó & Yager, 2013) . and
where is the jth largest argument of the , m is the total number of arguments considered from the whole sample, t indicates the movement of the average with respect to the initial analysis and g(b) is a strictly continuous monotone function.
Heavy moving averages

Theoretical foundations
The heavy ordered weighted moving average (HOWMA) operator is an extension of the OWA operator. The HOWMA operator combines the characteristics of the HOWA operator with the characteristics of the moving average. In general, this operator uses a moving average with an associated weighting vector that ranges from −∞ to ∞. This is useful when we know that the result of the moving average will become lower or higher based on the expectations of the future.
Definition 11. Given a sequence { } =1 , the HOWMA operator is defined as the operator that acts on the sequence { } =1 − +1 , which is multiplied by a heavy weighting vector, according to
where is the jth largest element of the collection a 1 , a 2 , … , a n , and W is an associated weighting vector
Observe that here we can also expand the weighting vector to the range −∞ to ∞. Thus, the weighting vector w becomes unbounded:
We can see that, by allowing the sum of the weights to be greater than one, we are accepting the possibility that some part of the information is independent. 
Note that it is possible to expand the weight H from −∞ to ∞. Additionally, the HMA can be extended by using weighted averages, to obtain the heavy weighted moving average (HWMA). It can be defined as follows. 
Families of the HOWMA operator
In this section we consider different types of HOWMA operators by choosing different manifestations of the weighting vector. First of all, we consider the cases in which the HOWMA operator becomes a OWMA, minimum OWMA, maximum OWMA, total operator, arithmetic mean HOWMA, median HOWMA and Olympic HOWMA (Merigó & Gil-Lafuente, 2009 ).
a) The OWMA operator is obtained when = 0.
b) The minimum OWMA operator is obtained when = 1, = 0 for all ≠ and = 0.
c) The maximum OWMA operator is obtained when 1 = 1, = 0, for all ≠ 1 and = 0.
/ for all i, the OWMA operator becomes the MA aggregation operator.
e) The total operator is obtained when = 1.
f) If = 1/ for all j and = 1/ for all i, the arithmetic mean HOWMA is obtained.
g) To obtain the median HOWMA operator: If n is odd we assign ( +1)/2 = 1, and * = 0 for all others.
If n is even we assign, for example, /2 = ( /2)+1 = 0.5, and * = 0 for all others.
h) To obtain the weighted median HOWMA operator: Select the kth largest argument such that the sum of the weights from 1 to k is equal to or greater than 0.5 and the sum of the weights from 1 to k -1 is less than 0.5.
i) The general Olympic-HOWMA operator is obtained if w j = 0 for j = 1, 2, …, k, n, n − 1, …, n − k+1;
and for all others w j* = 1/(n − 2k), where k < n/2.
j) The centered-HOWMA operator is obtained if the HOWMA operator is symmetric, strongly decaying from the center to the maximum and the minimum, and inclusive.
To understand this approach, we present a very simple numerical example that shows how to convert the usual moving averages in HOWMA. From the generalized perspective of the reordering step, it is possible to distinguish between the descending HOWMA (DHOWMA) and the ascending HOWMA (AHOWMA).
Generalized heavy moving averages
The Quasi-HWA operator generalized the HWA operator by using quasi-arithmetic means. It can be defined as follows.
Definition 14.
A Quasi-HWA is defined as the operator acting on the moving average { } =1 − +1 of dimension n of a given sequence { } =1 , obtained by taking the arithmetic mean of the sequence of terms with associated weight H, such that
where g( ) is a strictly continuous monotonic function. Note that it is possible to expand the weight H from −∞ to ∞.
The Quasi-HWMA operator generalized the HMWA operator by using quasi-arithmetic means. It can be defined as follows. 
where ( ) is a strictly continuous monotonic function. Note that it is possible to expand the weights by using a weighting vector that ranges from −∞ to ∞. Thus, the weighting vector w becomes unbounded:
The Quasi-HOWMA operator is an aggregation operator that uses quasi-arithmetic means in the HOWMA operator. It can be defined as follows.
Definition 16. A Quasi-HOWMA operator of dimension n is a mapping : → that has an associated weighting vector W of dimension n that is defined by a given sequence { } =1 , from which a new sequence { } =1 − +1 is obtained, which is multiplied by a heavy weighting vector, such that
where is the jth largest element of the collection a 1 , a 2 , … , a n , W is an associated weighting vector of dimension m that satisfies 1 ≤ ∑ ≤ + =1+
and ∈ [0,1], and ( ) is a strictly continuous monotone function.
In Tables 1-3 we briefly present some of the main particular cases of the Quasi-HMA, Quasi-HWMA and Quasi-HOWMA operators (e.g., Merigó & Gil-Lafuente, 2009 ). 
Econometric forecasting with heavy moving averages
One of the main problems with the fundamental models for forecasting exchange rates is that they have not been successful in the short-term, having similar behavior to a random walk (e.g., Bacchetta & Van Wincoop, 2013; Boyer & Young, 2005; Cheung et al. 2005; Phillips, 2003) . This indicates that, within the limitations of the econometric models, the variables used exhibit complex behavior. Thus, to forecast, it is necessary to make assumptions on the future behavior of the variables.
Information aggregation operators can integrate the knowledge of the decision maker into the model.
Therefore, the use of HOWMA operators, instead of the typical time series methods, helps to forecast the future behavior of the variables in the econometric model.
To use HOWMA operators in econometric forecasting, it is necessary to perform a number of steps to obtain the best results:
Step 1. Identify the variables that will be used in the econometric model.
Step 2. Select the person who will be the decision maker.
Step 3. Ask the decision maker about the future behavior of the variables, i.e., if they will increase or decreased in the following months.
Step 4. Ask the decision maker how many months should be taken into account in the moving average.
Step 5. Request that the decision maker indicate the importance of each month in the forecast, within a range of [0, 1], taking into account that the sum will be influenced by the information provided in step 3.
Step 6. Use the HOWMA operator to forecast the future values of the variables.
Step 7. Integrate the results into the econometric model.
Forecasting the USD/MXN exchange rate for 2015
To evaluate the forecasting capacity of the operator, in this section , we will compare the results of the time series and the HOWMA operator using three traditional models to forecast the exchange rate. That will serve as the variables that will be used in the econometric models (Step 1).
Definition 17. The purchasing power parity (PPP) model, in its relative version, postulates that the variations in the exchange rate in a given period must be equal to the inflation differential; that is, the weaker currency should depreciate (Dornbusch, 1985; Rogoff, 1996; Taylor and Taylor, 2004) .
Definition 18. The theory of interest rate parity (IRP), according to Aliber (1973) , Fama (1984 ), Flood & Lessard (1986 and McCallum (1993) , says that in free money markets, the spread of interest rates should equal the discount or premium future, so there is parity if the difference between interest rates offsets the forward premium of the stronger currency.
Definition 19. The theory of the balance of payments (BoP), proposed by Dornbusch (1979) , says that the exchange rate is adjusted to the balance of inflows and outflows from international transactions in goods, services and assets, so that the current account is affected by the exchange rate due to relative price changes and hence by the competitiveness. On the other hand, the capital account is affected by the expectations of investors and the interest rate.
The process is defined as follows.. For the generation of the econometric models, information from 1994
to 2004 was used. Additionally, in the PPP model and IRP model, a transformation of data was performed, replacing the original data with the logarithm of the same. In the BoP model, such a process was not performed because some of the current account balance and foreign investment data are negative, so it is not possible to use the logarithm. Within each model, two additional variables were added. Th e first is the exchange rate with a lag. This is in order to smooth the model. The second variable added is the volatility, in order to identify the effect this has on the forecast rate.
The econometric models are as follows. In these models, is the forward exchange rate; −1 is the spot exchange rate with a lag; v is the volatility; is the USA price consumer index; is the MEX price consumer index; is the USA interest rate; and MEX interest rate. All of these variables are expressed in logarithm. In addition, is the forward exchange rate; −1 is the spot exchange rate with a lag; BC is the trade account balance;
IEC is the foreign portfolio investment; IED is the direct foreign investment; and R is the international reserves.
Step 2. The decision maker is a person who works in a bank, in the area of foreign investment . The goal of this step is to select a decision maker.
Step 3. The future behavior of the variables is shown in Table 4 . Step 4. According to the decision maker, the number of months that impacts the forecast is 6.
Step 5 Step 6. The future values of the variables, obtained using the HOWMA operator, are presented in Table   5 . Step 7. Using the information on the future behavior of the variables, we can forecast the USD/MXN exchange rate for 2015 for each of the models (see Table 6 ). In Table 7 , we show the results of the forecast obtained using multiplicative decomposition of the time series. Note that if we compare the results presented in Tables 6 and 7 , it is clear that with the HOWMA operator the forecasting error is reduced drastically in the PPP model and the IRP model. In the case of the BoP model, the results obtained using time series are slightly better than those obtained using the HOWMA operator. It is important to observe that the HOWMA operator is based on the expectations of the decision makers. This is why it is easier to generate new scenarios using the weighting vector: it can include the historical data, along with the expectations for the future and the knowledge of th e experts in the field. The same cannot be done using time series because time series include only information about the past. Thus, the time series technique has limited applicability in topics such as exchange rates that have high volatility and uncertainty.
Conclusions
This paper has introduced a new extension of the OWA operator, called the heavy ordered weighted moving average (HOWMA) operator. Basically, this operator uses the main characteristics of two techniques: the heavy OWA (HOWA) operator and the moving average (MA). Therefore, this operator uses historical information and combines it with a weighting vector according to the knowledge of the decision maker and the information available. They key issue with the heavy aggregation is to identify whether there is overlap between the data. The objective is to identify if the aggregation is an average, where the sum of the weights is equal to one, or if the data are partially independent, which implies that the aggregation should be carried out partially, using weights with a sum greater or lower than one.
We have defined and analyzed this new operator and studied some of its main properties. We have also developed a wide range of families of HOWMA operators, such as the arithmetic mean, median and weighted median, and the quasi-arithmetic and generalized HOWMAs. In addition, some other interesting particular cases have been obtained, including the HWA and HWMA.
An application of the new approach to an econometric forecasting problem has also been developed. We have seen that using the HOWMA operator instead of time series to forecast the future behavior of the variables leads to different results, which are adapted to the attitudinal character of the decision maker and decrease the forecasting error. It is important to note that by using the HOWMA operator, i t is easier to construct different scenarios that will help the decision maker to have a better understanding of the situation.
In future research, we expect to develop new extensions of the OWA operator by considering other characteristics in the aggregation, such as the possibility of using moving averages with induced heavy aggregation operators (Merigó and Casanovas, 2011a) , linguistic variables (Aggarwal, 2016; Xian et al. 2016) , intuitionistic fuzzy sets (Yu, 2015) , probabilistic aggregation operators (Merigó, 2010) , Bonferroni means (Dutta, 2015; Verma, 2015) or distance measures.
