We construct 
Introduction
A Darboux transformation is a method for relating solution spaces of differential equations to each other. Suppose we are given a pair of equations, such that there is a linear differential operator, application of which transforms any solution of the first equation into a solution of its counterpart. Then the linear operator and its application are called Darboux operator and Darboux transformation, respectively. Initially, the formalism of Darboux transformations was designed for ordinary equations of second order [1] , but in the meantime has been generalized to a variety of models, including linear and nonlinear Schrödinger equations, the Korteweg-de-Vries equation, the Sine-Gordon equation and many more, the reader may refer to [2] and [3] for an overview. In the context * E-mail: axgeschu@iun.edu of quantum mechanics, the Darboux transformation was found to be the mathematical core of the supersymmetry formalism [4] , and as such has been used to generate exactly-solvable cases of Schrödinger equations [5, 6] . The Darboux transformation has also been made applicable to multi-component equations, in particular to the Dirac equation. The first work on the topic [7] was followed by applications [8, 9] and generalizations [10] [11] [12] [13] [14] . While in the latter references at most two dimensions are considered, the present study introduces a Darboux transformation applicable to arbitrary dimensional, multicomponent equations that are linear and of first order. Furthermore, the matrix coefficients in our equations can have arbitrary dimension, while not being correlated to the number of variables. As such, our formalism is applicable to a wide range of models, including Dirac-, Weyl-, and Duffin-Kemmer-Petiau-type equations. In section 2 we will construct our Darboux operator by evaluating an intertwining relation, and analyzing the resulting condi-tions. These conditions are shown to simplify considerably in the two-dimensional case (section 3), such that previously obtained results [13] can be recovered and slightly extended. In section 4 we list three popular models that are governed by special cases of the general equation we are focusing on. One of these cases -the Weyl equation -will be elaborated on in detail (section 5).
Construction of the Darboux transformation
After setting up the problem and introducing the equations to be considered, we will construct the Darboux transformation through evaluation of an intertwining relation.
The equations and their intertwiner
For ∈ N, ≥ 2, we are concerned with the following -dimensional vector equation
where all involved functions can depend on variables ∈ R, = 1 . In particular, the M , = 1 , stand for square matrices of finite, arbitrary dimension ∈ N, ≥ 2. Furthermore, the symbol ∂ denotes a partial derivative with respect to the index, W 0 is a square matrix of dimension , and Ψ represents the -component solution vector. The general form of equation (1) encompasses many special cases that are frequently used in applications. At the end of this section we will comment on particular models in more detail. Now, returning to the solution Ψ of our equation (1), we will assume that Ψ is twice continuously differentiable on its domain, such that the values of its mixed second-order derivatives do not depend on the order in which they are taken. This property becomes important in the subsequent paragraph. Note that the matrix dimension is in general different from the equation's dimension . We are interested in linking (1) to a partner equation of the same form, that is,
where W 1 is a -dimensional square matrix and Φ is the -component solution vector. We observe that the differential operators on the left-hand sides of (1) and (2) differ only by the functions W , = 0 1. From now on we will refer to these functions as potentials, because in applications they often represent interactions between physical systems. The link between the two above equations that we will construct now, is based on the following interrelation between their solutions:
introducing ∈ N, ≤ , and invertible square matrices A B of dimension . The differential operator L is called a first-order intertwiner or Darboux operator for the solutions of (1) and (2) . Let us emphasize that the variable in (3) can be any of the 1 . Hence, our goal is to determine the matrices A and B in our intertwiner L, such that Φ = LΨ solves (2), whenever Ψ is a solution of (1).
The intertwining relation
Operator intertwining is a common tool when it comes to the construction of Darboux transformations. In the present case, we employ an intertwining relation between the differential operators on the left-hand sides of our two equations, that is, we evaluate
Clearly, the right-hand side of this relation vanishes upon application to a solution of our initial equation (1) . In this case, the left-hand side of (4) must be zero, implying that Φ = LΨ is a solution to (2) . In the first step we will expand the left-hand side of our intertwining relation and sort terms with respect to partial derivative operators.
For the sake of brevity we have abbreviated partial derivatives through indices, such that e.g. A refers to the partial derivative of A with respect to the variable . Note that indices not containing variables do not represent derivatives. In the next step we evaluate the right-hand side of our intertwining relation (4):
Our intertwining relation is fulfilled if its two sides (5) and (6) are equal. Requiring this yields a set of equations that are to be solved in order to dertermine the sought Darboux transformation.
Existence and form of the intertwiner
The expressions (5) and (6) are the same, if the coefficients of the respective partial derivative operators coincide. In order to guarantee this, we compare the coefficients, starting out with the second-order derivatives (recall that we assume their values not to depend on the order in which they are taken). We obtain the following set of equations:
These conditions require the matrix A in our intertwiner (3) to commute simultaneously with all coefficient matrices in our equations (1) and (2) . Next, we extract the coefficients of the derivative with respect to :
Note that on each side (5) and (6) a term for = was taken from the sum containing the partial derivative with respect to . Equation (8) will be used to construct an interrelation between the initial potential W 0 and its counterpart W 1 in (1) and (2), respectively. In the next step we collect coefficients of operators ∂ for = . This yields
If we take (7) into account, we can exchange the position of A and M in the first term of (9) . Multiplication by A −1 from the left gives the simplified condition
In the final step we consider coefficients that are not attached to any derivative. We obtain the equation
Our evaluation of the intertwining relation (4) is now complete.
Interrelation between the potentials
The remaining task consists in using the constraints (7)- (11) to determine the matrices A and B in our intertwiner (3) . To this end, we first observe that we are unlikely to suceed in satisfying four equations by means of two variables only. In order to overcome this problem, we designate the potential W 1 as an additional variable. More precisely, we solve equation (8) for W 1 :
This can be seen as a constraint between the initial potential W 0 and its counterpart W 1 , as they appear in our equations (1) and (2), respectively. Relations like (12) typically appear in the construction of Darboux transformations due to the lack of free variables for fulfilling the intertwining relation.
Construction of the auxiliary matrix equation
In the next step we consider (11) . In particular, we show that the latter equation is equivalent to a matrix equation, the form of which resembles (1). We start out by plugging in W 1 as given in (12) . This process renders (11) in the following form:
Expansion of the brackets and term cancellation leads to the equation
We will now demonstrate that this equation can be integrated. Let us redefine the matrix B in the form B = − −1 , introducing an invertible square matrix of dimension , which after the subsequent calculations will obtain a particular meaning. Before we comment on this in more detail, let us replace B in (13), using its above redefinition.
Let us evaluate the derivative in the first term on the lefthand side of the latter equation:
note that we made use of ( (15) into (14) and multiply the latter equation by A −1 from the left. This yields
In some terms we used (7) for exchanging positions of the matrices A and M or M , respectively. A last modification of (16) can be made, cancelling the term for = in the second sum:
We will now show that equation (17) is satisfied whenever solves the matrix equation
where is an arbitrary matrix of dimension that may depend on the variables , = 1 , = . Note that this implies = 0. So, let us assume that is a solution of (18), multiply the latter equation by −1 from the left, then compute the following expression:
In the next step we multiply this result from the left by − and from the right by −1 . We obtain
Recall that we must show equivalence of the latter expression and (17). Comparison of both expressions reveals that they coincide, provided the following set of conditions is met:
These equation are in fact fulfilled, as can be shown using the constraint (10) that we obtained from our intertwining relation. After substitution of B = − −1 , the latter constraint takes the form
After reordering terms, we obtain
Now we plug this into the first term on the left-hand side of (19) and get
This is precisely the right-hand side of (19). Hence, we have now shown that if equation (18) holds for some matrix , then condition (17) is fulfilled. The latter condition is equivalent to (11) , which emerged directly from our intertwining relation (4) . Hence, in order to perform a Darboux transformation by means of our intertwiner (3), we must provide a solution of (18), which for that reason will be referred to as auxiliary equation. Such equations are well-known to exist in the context of conventional Darboux transformations for Schrödinger-type equations, where their form matches the equation to be transformed up to an additive constant in one of the coefficients. In the present case we face a similar situation, because the initial equation (1) looks like its auxiliary counterpart (18), except for the matrix . Despite this similarity, the characteristic difference between the two equations lies in the fact that (1) has vectorial form, while (18) is a matrix equation. This difference can be illustrated in the special case = 0 in (18): while the latter equation matches (1) formally, its solution matrix consists of four vector-valued solutions to the initial equation (1) , which are contained in the columns of .
Summary and discussion
The analysis of our intertwining relation (4) is now complete. We can summarize the findings made in the previous paragraphs as follows. Let Ψ be a solution of our initial equaton (1), and for any ∈ N, ≤ , consider the following function Φ,
obtained from Ψ by means of the intertwiner L, as defined in (3) . Now suppose that the following conditions hold:
• We can express the matrix B as
where is a matrix solution of the auxiliary equation (18).
• The matrices M , = 1 , and A must comply with (7) , that is,
where [· ·] stands for the commutator. Note that in practical applications, the matrices M , = 1 , will be given, while A must be chosen such that the set of conditions (22) is fulfilled. Finding the most general A that satisfies the latter conditions is a difficult task. Therefore, in subsequent examples we will resort to a diagonal matrix A that facilitates resolving (22). If necessary, we will further simplify the diagonal matrix A by choosing constant entries.
• Constraints (10) are satisfied:
note that we used the commutator to shorten the notation.
Then the function Φ, as shown in (20), is a solution of the equation (2) and the corresponding potential W 1 is related to its counterpart W 0 by means of (12) . Inspection of (21)- (23) shows that only the second condition admits a general solution. We pick
where is a smooth function. This choice clearly satisfies (22) independent of the explicit values that the matrices M , = 1 , might take. However, in particular cases of equation (1), there might be appropriate choices for A that are different from (24). Next, we investigate the first condition (21) that can be rewritten in a more standard form as
This is a first-order matrix equation that admits explicit solutions for only in very few cases. In general, approximate solutions of (25) can be obtained through the Magnus series [15] or by means of numerical schemes. If we assume the matrix B to be constant, we can say a bit more about (25). In the latter case, can be written as a matrix exponential
where 0 is an -dimensional square matrix, the entries of which do not depend on . Note that 0 can be interpreted as a matrix integration constant. Next, we know that must solve the auxiliary equation (18). Substitution of in its form (26) gives
recall that is a smooth matrix function that does not depend on the variable . Equation (27) can be interpreted as a constraint for the initial potential W 0 :
In the particular case that 0 is the identity matrix, the above initial potential becomes
Hence, if W 0 can be written in the form (28) or (29), then the matrix solution of our auxiliary equation (18) is given by the exponential (26) and solves at the same time our condition (22). Its remaining counterpart (23) cannot be solved in its general form, as more information about the matrices involved. As an example, let us mention the popular case where the coefficients M , = 1 , in our initial equation (1) are constants. This case applies to Dirac-and Weyl-type equations (see section 4), where the following straightforward simplification of our condition (23) applies
that is, the derivative on the right-hand side of (23) vanishes.
Coefficient normalization and the two-dimensional case
Let us briefly comment on a particular way to simplify the above conditions (22) and (23). To this end, let ∈ N, ≤ , and assume that the coefficient matrix M in our initial equation (1) such that the coefficient of ∂ has been normalized to the identity matrix. Since the solutions of equation (1) and its rewritten counterpart (30) are the same, we can apply our conditions (22) and (23) to the rewritten version. This yields
that is, the condition for = is automatically satisfied and does not need to be considered anymore. This is particularly interesting in the two-dimensional case, because the conditions (23), or equivalently (32), are not present at all, such that the Darboux transformation is comparably easy to apply. The latter case has already been studied in our previous work [13] , such that here we only state the construction of the simplified potential V 1 that appears in equation (2) . The two-dimensional version of (1) reads 
While the second condition set (32) is not present, its counterpart (31) consists of the single equation
which can be satisfied by A = I , where = ( 1 2 ) is an arbitrary function. It is important to point out that there might be a more general solution A to (35), depending on the explicit form of M 1 and M 2 . We shall see an example for such a solution in the next section. For now, let us substitute A = I into the general formula (12) of our potential V 1 and take the coefficients of the rewritten equation (33) into account, then we obtain
Note that the function in the denominators stems from the inverse matrix A −1 . We multiply (36) by M 2 from the left, taking A = I into account and simplify:
We can obtain a more compact form of the latter expression if we assume the arbitrary function to be constant. Consequently, we get 1 = 2 = 0, such that the potential (37) renders in the form
This is the form of the potential V 1 that was introduced in [13] . Hence, in the two-dimensional case of our initial equation (1) the Darboux operator is given by (34), where A = I and B = − 1 −1 , and the potential of the partner equation (2) has the form (38) or (37), depending on whether is a constant or not. As a final remark let us add that the variable of differentiation in the Darboux operator (34) can be switched to 2 , that is,
The new potential V 1 generated by application of the latter operator is very similar to (37):
If we simplify this expression by assuming the function to be constant, then we obtain the counterpart of expression (38):
recall that [· ·] represents the commutator.
Particular applications
We list three special cases of equation (1) that are frequently found in applications. Note that throughout this paragraph we use atomic units, in particular, any mass , the speed of light , and Planck's constant will be chosen as = = = 1. it should be pointed out that in our Darboux transformation (20) the matrix A can always be chosen as the identity matrix in order to comply with condition (22). More general choices are possible, as mentioned in the summary paragraph at the end of section 2. An example is given by the stationary case of the Weyl equation that will be discussed in section 5.2. Furthermore, since we choose the matrix A in order to fulfill condition (22), it should be pointed out that modifying the coefficient matrices M , = 1 , can facilitate the choice of A. As an example we refer to section 3, where one of the coefficient matrices was converted into an identity matrix by taking its inverse on both sides of the equation.
• The most fundamental model describing relativistic, massive spin-1/2 particles is the Dirac equation. 
Its (1+3)-dimensional version can be written in the form
that is, we have = = 4. Note that our approach also supports Dirac equations that are more general than (39), such as for higher dimensions or minimally coupled to a magnetic field.
• Relativistic spin-1/2 particles without mass obey the mass less Dirac-or Weyl equation. In (1+3) dimensions the latter equation has the following form
Here, σ , = 1 2 3, stand for the usual Pauli matrices, V is a 2 × 2 matrix potential and Ψ denotes the two-component solution vector. Similar to the Dirac equation, we match our general equation (1) with (40) by means of the identifications 1 = 2 = 3 = 4 = , and
Since we are dealing with four variables and a coefficient matrix size of 2 × 2, the dimension constants in (1) are = 4 and = 2. Note that in the next section we will discuss a (1+2)-dimensional version of the Weyl equation in more detail.
• Another famous model that is governed by a special case of (1) is the Duffin-Kemmer-Petiau equation (DKP equation). In the simplest context, this equation describes a massive, free scalar or vector boson. In (1+3) dimensions the DKP equation renders as
where β , = 0 1 2 3, represent certain matrices, the dimension of which depends on the underlying model. For example, a description of spin-1 bosons requires that the β , = 0 1 2 3, are 10 × 10 matrices, while Ψ is a ten-component solution vector.
In this case we match (1) with (41) by identifying 1 = 2 = 3 = 4 = , and setting
In particular, our general equation (1) has the parameters = 4 and = 10.
Recall that before applying the Darboux transformation to these models, we must satisfy our conditions (21)-(23). In the following section we will do so for the Weyl equation.
The Weyl equation
In this section we will show that our Darboux transformation can be applied to the Weyl equation, governing the dynamics of relativistic spin-1/2 particles without mass. For the sake of simplicity, we restrict our considerations to two spatial variables in the stationary case and to an additional temporal variable in the time-dependent context.
The Weyl equation in (1+2) dimensions
The (1+2)-dimensional Weyl equation can be written as follows
where Ψ = Ψ( ) is a two-component solution vector,
) denotes a two-dimensional square matrix potential, and σ , = 1 2, stand for the usual Pauli matrices, defined as
In order to show that our Darboux transformation (20) is applicable to the Weyl equation (42), it must be cast in the general form (1), such that the conditions (21)- (23) can be verified. To this end, we observe that the total number of variables in our Weyl equation is = 3, while the matrix coefficients' dimension is = 2. If we plug this into (1), identify the three variables as 1 = , 2 = , 3 = , and apply the following settings
then it is straightforward to see that (1) matches the Weyl equation (42). Therefore, the Darboux transformation (20) can be applied to the latter equation, provided the conditions (21)-(23) can be satisfied. We start out by considering (22) for the present case (44):
These equations can be fulfilled by choosing the following matrix A:
where = ( ) is an arbitrary function. Next, let us consider the conditions (23). We observe that their righthand side vanishes, because our matrices M 1 and M 2 in (44) are constant, such that we find
Recall that we do not need to consider the corresponding condition with respect to the variable 3 = . In order to solve the conditions in (47), we observe that the first commutator in (47) always vanishes. The second commutator can be evaluated, introducing the elements of B as B = ( ) = ( ( (46) and (48): 
Hence, if a matrix function can be found that solves the latter first-order system and at the same time satisfies the auxiliary equation (18), that is, the potential V 1 of which is determined by means of (12) . In the present case it takes the form
After substitution of our matrix functions A and B from (46) and (48), respectively, the new potential V 1 can be given more explicitly. It reads
Recall that the matrix B must be determined through a solution of the auxiliary equation (51).
The stationary Weyl equation in two dimensions
As pointed out in section 3, a two-dimensional initial equation (1) can be studied using the special case of the Darboux transformation constructed in [13] . This is in particular true for the stationary version of Weyl equation, because its form can be matched with (1) for = 2.
Since the present approach is slightly more general than its counterpart in [13] , let us briefly show how it can be applied to the stationary Weyl equation. We take (42) and separate off the time variable in the usual way through an exponential function by Ψ = exp(− E )ψ, where E stands for a real constant and the two-component vector ψ = ψ( ) is not time-dependent. We get the following stationary Weyl equation
note that E represents the spectral parameter. It is straightforward to see that this equation matches (1) 
The new potential V 1 can in principle be obtained from the formulas (37) and (38), but it should be emphasized that both of the latter formulas make additional assumptions on the matrix A, requiring it to have two equal entries on the diagonal and to be constant, respectively. Since in the present case none of these two assumptions is necessary, we obtain the most general form of the new potential V 1 in (54) from (12) . After substitution of the present settings M = σ , = 1 2, W 0 = E I 2 − V 0 , we arrive at
If we write this in components using A = ( ), B = ( ), V 0 = ( ) and taking into account that A is diagonal, then we obtain the following new potential V 1 : Hence, our discussion of the two-dimensional stationary Weyl equation and its Darboux transformation is complete.
The free Weyl equation: an explicit result
In this section we will present a simple, but explicit Darboux transformation for the time-dependent Weyl equation in (1+2) dimensions (42) in the free case, that is, if the initial potential V 0 vanishes:
Let us pick the Darboux operator (49). In order to construct a partner equation to (55) and perform the Darboux transformation, we must find a matrix solution of the auxiliary equation (51) for V 0 = 0:
where the matrix on the right hand side of (51) was chosen to be zero. In order to find a solution of (56), we recall the relations (25), (26) between and a constant, symmetric matrix B that appears in our Darboux operator (49). We set B = I 2 and try to find a corresponding solution of our auxiliary equation through the matrix exponential (26):
= exp (−I 2 ) 0 = exp(− ) I 2 0 (57) Recall that 0 is a 2×2 matrix, the entries of which do not depend on . We can determine 0 by requiring that (57) solves the auxiliary equation (56 
In summary, the matrix function (61) is the Darboux partner potential to the free particle case of the Weyl equation.
Concluding remarks
We have constructed an explicit Darboux transformation for linear, multi-component equations of first order. In contrast to the two-dimensional case that had been studied before [13] , additional conditions for the existence of a Darboux operator appear if three or more variables are present. In particular, two auxiliary equations must be solved, before the Darboux operator can be set up. Despite these technical difficulties, future work on the present topic will concern the existence of Darboux operators of order two and higher.
