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ABSTRACT
A comparison is made between the estimates of the
parameters in a gamma distribution obtained by the method
of moments with those obtained by a numerical approximation
to the maximum likelihood estimates.

The estimates obtained

by the numerical approximation had a smaller mean squared
error from the true value than the estimates obtained by the
method of moments.
Modifications to tests of fit are made in order to
develop methods to select a distribution from a set of
possible distributions for a population with an unknown distribution.

These selection methods are compared in their

ability to make correct selections.

Although the likelihood

ratio method was not shown to be significantly better than
the other methods, it is recommended for use in selecting a
distribution from a set.
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PREFACE
It is assumed in this thesis that the reader has a
familiarity with the topics usually covered in a first year
mathematical statistics course.
The author would like to express his appreciation to
Dr. Charles E. Antle of the Department of Mathematics for
his help in the selection of this thesis subject and for his
advice and encouragement during the research and thesis
preparation.
Also, the author wishes to thank the University of
Missouri at Rolla and Professor Ralph E. Lee, Director of
the Computer Science Center, for the facilities and computing time made available for this study.
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CHAPTER I
INTRODUCTION
Let x1, x2,

••• , xn be independent observations from

a population with an unknown distribution F(x).
of the hypothesis H 0 :

F(x)

=

The test

F 0 (x), where F 0 (x) is a

particular distribution, is a test of fit for the model,
and is often called a goodness-of-fit test.

The hypothesis

could be simple, that is, F 0 (x) may be completely specified;
or, the hypothesis could be composite as when F 0 (x) contains
one or more parameters whose values are unspecified.

Thus

the test of fit may be used to test the hypothesis that the
distribution of a population is a particular distribution
or a member of a class of distributions.
The chi-square goodness-of-fit test is one of the most
used test of fit.

Many tests of fit have been proposed as

alternatives to the classical chi-square test because of
the chi-square's disadvantage of requiring grouping of
observations.

However, the chi-square test has the advan-

tage of a better developed theory than the newer tests of
fit.

The likelihood ratio, the Smirnov test, and the

Kolmogorov test are alternatives to the chi-square test.
Each of these will be discussed in the next chapter.
References to further discussions of these tests and to
tabulations of their critical values will also be given.
The tests of fit have many applications; one application of interest is the test of a theory by a test of fit.
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Suppose that a scientist wishes to test a theory regarding
a phenomenon.

This theory leads to a distribution of a

measurable characteristic.
obtain data.

An experiment is performed to

Since the distribution of the observations

depends upon the theory of the phenomenon, a test of fit of
the theoretical distribution by means of the observed data
could be viewed as a test of the theory.
In general, the theory of the phenomenon would not
supply the scientist with values for the parameters of the
distribution.

Thus the hypothesis would be composite, and

the critical values for some of the tests of fit are difficult to find in this case.

Further research into the

effects of the parameter estimation upon the various tests
of fit is needed to make the tests more useful.
Now, consider the situation when the scientist wishes
to decide between competing theories where each theory
leads to a different distribution of the observations of a
measurable characteristic.

Then the selection of a

distribution could be viewed as a selection of the theory
that best explained the observations.

Again the distribu-

tions may contain parameters whose values are not given by
the theories.

Thus the problem may be to choose between

distributions which are not completely specified.

As

might be imagined, the statistical theory for this selection problem is difficult and not well developed.
This thesis will describe an experiment intended to
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aid in the problem of selection of a distribution from a set
of given distributions.

The object of the experiment was to

discover a good method of selecting a distribution.
methods of selection were tried.

Three

They were developed by

making modifications of the likelihood ratio, Smirnov, and
Kolmogorov tests of fit.

Hereafter each method of selection

will be known by the name of its corresponding test of fit.
The scope of this thesis must necessarily include a
discussion of estimation of parameters since we are choosing
between families of distributions, and estimates for the
parameters are required by all of the methods of selection.
The estimates obtained by a numerical approximation to the
maximum likelihood estimates were compared to the estimates
found by the method of moments.

In order to determine if

significant differences exist between the methods used to
select a distribution, an experiment was performed.

Each

of the methods was used to select a distribution for a
sample drawn from a known distribution.

A score was kept of

each method's success in correctly selecting the true distribution.

The complete procedure for the experiment is

described in Chapter III.
A statistical analysis of the results of this experiment
was performed to determine if a significant difference
existed in the effectiveness of the methods used.

The like-

lihood ratio method is recommended for use in selecting a
distribution, and suggestions for further research are
indicated.
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CHAPTER II
DEVELOPMENT OF METHODS
A.

Estimation of Parameters.

Since all of the methods of

selection require the estimation of the parameters of the
distributions, a discussion of the estimation of parameters
is in order.

The discussion is restricted to the problem

of estimating the parameters of the normal, gamma, and Cauchy
distributions, but the results apply in general to many
other distributions.
Maximum likelihood (abbreviated ML) estimators or slight
variations of them are often used in statistics because of
their desirable properties.

Maximum likelihood estimators

are used in applying the Smirnov and Kolmogorov tests described in following sections, and the likelihood ratio test
also makes use of the principles of ML in its development.
Because of its importance, the principle of maximum likelihood will be reviewed.
If the density, f(x;a), is evaluated at each sample
point and if each of these terms are multiplied together,
the likelihood function is obtained.

The likelihood function,

n
IT
f(x.;e), for a sample of n observations is a function of
1
i=l
the parameter e. The maximum likelihood estimate of the

parameter is the value of e that maximizes the likelihood
function for the sample.
For some distributions the ML estimators of the parameters can be found analytically.

For example, the ML
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estimators of the parameters in the normal distribution can
be found analytically.

For other distributions the ML est-

imators for certain parameters can be found only if certain
other parameters are known.

An example of this is the gamma

distribution; the ML estimator of the scale parameter can
be found for fixed shape parameter.

For some other distri-

butions the equations for the ML estimators cannot be solved.
In some cases where the ML estimators for a sample
cannot be obtained, approximations to the ML estimates can
be used.

Kendall[l] and Keeping[2] discuss an iterative

means to approximate the ML estimate by starting with a less
efficient but consistent estimator.

However, for some dist-

ributions the ML estimates for a sample cannot be found or
approximated analytically.

In these cases other estimators

may be used or the ML estimates could possibly be approximated
numerically.

The problem of finding other estimators will

be considered later in this section.

Saaty[3] describes the

method of steepest ascent which was adapted to finding ML
estimates of the parameters for the gamma and Cauchy distributions by the author.
The method of steepest ascent is basically an algorithm
which will move the estimate from a point in the parameter
space in the direction of the maximum increase of the function
to be maximized.

The machine code of this algorithm worked

well and apparently gave good approximations to the ML
estimates of the parameters in the Cauchy and gamma distributions.
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Since the method is an iterative process which requires
an evaluation of the likelihood function at least once each
step, this method is slow, taking approximately four or five
minutes of IBM 1620 Model II running time for the gamma ML
estimates for sample size thirty.

The time, of course,

depends upon the starting values chosen.

The Cauchy ML est-

imates can be found in one-half of the time required for the
gamma ML estimates because the Cauchy likelihood function
is easier to evaluate.
To avoid some of the difficulty in finding ML estimators
or estimates, other estimators are being developed.

The ML

estimators do not always give better results than other
estimators and are sometimes very difficult to find.

Wilk

et al. [4] describes procedures for preparing and using probability plots for gamma distributions.

The probability plot

can determine estimates of origin and scale parameters for
fixed shape parameter in the generalized gamma distribution .
•

Sarndal[S] describes a method to find large sample estimates
of the location and scale parameter for a fixed shape parameter in the generalized gamma distribution by using the
sample quantiles.

It should be noted that these references

only discuss estimation for the gamma distribution when the
shape parameter is known.
The estimates found by using the method of moments are
commonly used in estimating the parameters of the gamma
distribution.

The author performed a comparison of the
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estimates obtained by the method of moments with those
obtained by approximating the maximum likelihood estimates
numerically.

The comparison was performed on the Gamma

distribution with three values for the shape parameter.
The mean squared error of the estimates from the known true
values was calculated for both types of estimators with
respect to both the shape and scale parameters.

Three

sample sizes were used for each value of the shape parameter
and twenty replications were made at each combination of
shape and size for a total of 180 samples.
In every case the mean squared error of the numerical
approximation to the ML estimates was smaller than the value
for the method of moments estimates.

For sample size ten

the mean squared error on the shape parameter went from 5
to 5000 times as large for the method of moments as the
numerical method, for the sample size thirty it went from 2
to 300 times as large for the method of moments.
The differences between the mean squared error obtained
by the two methods decreased as the sample size increased.
This indicates that the method of moments might be considered if the cost of obtaining the numerical approximation
to the ML estimates would be greater than the cost of the
increased sample size that would be necessary to obtain
sufficient accuracy with the method of moments.
B.

The Likelihood Ratio Test.

One test used in the selec-

tion of a distribution was the likelihood ratio test.

The
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likelihood ratio test is a modified ML procedure.

A des-

cription of its features will be found in any mathematical
statistics text book.

It is a most powerful test for a

simple hypothesis against a simple alternative and gives a
good test in many other cases.

The method does not give a

good test ln all cases, though, and examples can be constructed (see Kendell[l] page 246) where it is better to
ignore the data rather than use the likelihood ratio test.
As used ln the experiment described in this thesis,
the test was modified so that a selection decision would
always be made.

The modified test consisted of selecting

the distribution for which the likelihood function, maximized over the parameter space, was largest.

If, for

example,
n

max

e

IT f
i=l

n
2 (x.; e )
l

>

max

e

IT f
i=l

l

(x

0

l

;

e) '

then the distribution

corresponding to the density f 2 (x; 8) would be chosen as the
distribution of the population.

c.

The Smirnov Test.

The Smirnov test is a special case of

the test of "goodness of fit" proposed by H. Cramer and
R. von Mises in that the weighting function is set identically equal to one.

The Smirnov test statistic is a function

of the differences between the theoretical cumulative,
F 0 (x), and the sample cumulative S(x}.

The cumulative

distribution, F 0 (x), at a point x gives the probability that
a random variable described by the distribution will be less
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than or equal to x.

If k is the number of observations in

a sample which are less than or equal to x, the sample
cumulative, S(x), is given by k divided by the sample size.
The Smirnov statistic is:
n foo{s(x) - F 0 {x) } 2 dF 0 (x) which is equal to:

I {2 i2n- l - F

ln +
12
i=l

0

(x.) } 2 according to Lindgren[6].
~ ,

Kendall[l] and Lindgren[6] discuss the Smirnov test and give
some percentiles of its asymptotic distribution.
As in the likelihood ratio test the Smirnov test was
modified so that it would always make a selection.

Instead

of rejecting the hypotheses for large values of the test
statistic as is done to test a hypotheses, the distribution
that produced the smallest value of the test statistic for
a sample was chosen for that sample.

The Smirnov test, as

used in the experiment described in this thesis, used the
ML estimates of the parameter in the distributions.
D.

The Kolmogorov Test.

The Kolmogorov test statistic is

again a function of the differences between the theoretical
and sample cumulatives, but in this case it is:
SUP !s(x) - F 0 (x)

I

which is ordinarily the maximum of the

X

absolute value of the differences.

According to Kendall

([1], page 452) the Kolmogorov test is " ... the most
important of the general tests of fit alternative to
Kendall[l], Lindgren[6], and Keeping[2] discuss the

2

."
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Kolmogorov test and give the critical values that can be
used to test if a sample can reasonably be considered to
have come from a completely specified distribution.
Again the test as proposed by Kolmogorov is a test of
a hypothesis and was modified so that the statistic could
be used for selection.

For each sample the statistic was

calculated under each distribution assumption and the
distribution that gave the smallest value of the statistic
was declared to be the distribution for that sample.

In

the experiment described in this thesis, the ML estimates
of the parameter were used in calculating the theoretical
cumulative.
The hand calculation of the Kolmogorov test of a
hypothesis is made easier since all that is necessary is
to find one difference exceeding the critical value.

The

Smirnov and likelihood tests depend upon all values.

As

modified for this experiment the maximum of the absolute
differences between the theoretical and sample cumulatives
were easy to find once the theoretical cumulatives were
found.
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CHAPTER III
THE EXPERIMENT
A.

Generating Samples.

In order to perform an experiment

upon selection of distributions, it is first necessary to
have randomly drawn samples from several known distributions.
Each observation from a sample should be independent of
every other observation in that sample.

Since none of the

estimates or tests would be affected by ordering of the
sample and since the Smirnov and Kolmogorov tests are more
convenient with ordered samples, the samples from all distributions were ordered.

Cauchy, normal, and gamma distributions

were used in order to give distributions with a wide range
of characteristics.

Gamma distributions were used with

shape parameters of one, four, and six for a total of 5
distributions.
The normal and Cauchy samples were generated on the UMR
IBM 1620 Model II digital computer using the psuedo normal
random number generator.

This generator gives observations

from a normal distribution with a mean of zero and a variance of one.

All of the normal samples were generated with

a mean of zero and a variance of one by calling for the
independent observations from the generator until the sample
size had been reached.

A Cauchy distribution can be produced

i~dependent

normally distributed vari-

ables that have a mean of zero.

The variances of both the

by the ratio of two

numerator and denominator were one for all of the Cauchy
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samples used in the experiment.

The Cauchy samples for the

first ten replications were not truncated; the second ten
replications were truncated so that the sample would contain
no observations from the last two and one-half percent of
each tail.
Two routines used to generate the Gamma distributions
were written by the author.

Two different approaches were

used in the generation of the sample.

The first used the

cumulative distribution and the second used the density
function.

The first method took much longer and did not

produce results as good as the second method.

Both methods

will be described below.
The first method, using the cumulative distribution,
depends upon the principle that the cumulative distribution
evaluated at the sample points has a uniform distribution
between zero and one.

Thus to generate the observations

in a Gamma sample, a random number from the uniform
distribution was used.

At each observation of the uniform

distribution, the corresponding observation from the gamma
distribution could be calculated.

This is the problem of

finding the upper limit of a definite integral when the
value of the integral is known.

This method, while inter-

esting, was too slow and was used for only the first ten
replications of the gamma with shape parameter of one.
The second method used the density function.

The

psuedo random number generator was used to get numbers with
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a uniform distribution.

One number from a uniform distri-

bution was used to give the possible sample points; another
number from an independent uniform distribution determined
whether or not to accept the value of the first as an
observation from the sample.

Since the range of the distri-

bution is infinite, the first number was given a range such
that the probability of an observation outside of that range
was less than one in a thousand.

The second number was used

to control the relative frequency of observations at any
point.

The relative frequency at the possible sample point

given by the first number was obtained from the desired
density function.

If the second random number was greater

than the desired relative frequency, the first number was
discarded.

If the second random number is less than or

equal to the desired relative frequency for the corresponding first number, that first number is admitted as an
observation.

This method is straight forward and much

faster than the other method.
B.

Obtain ML Estimates.

As the ML estimates were calcu-

lated for each sample the value of the likelihood function
at its maximum was also obtained.

The estimates under the

normal assumption were no problem since the ML estimators
were available as simple functions of the observations.
The ML estimates for the parameters in the gamma or
Cauchy distributions were found by using the method of
steepest ascent as discussed in Chapter II.

Since this
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method is slow, good starting values were necessary to cut
the computing time.

A quick hand calculation of mean and

quartiles and a few trial runs would give sufficiently good
starting values to run the complete set of samples from a
particular distribution.

If for a large sample size the

starting values used were too far from the correct values,
the loss of significant digits in the calculations could
cause the method to fail to advance to the ML estimates.
This was not ordinarily a problem.

For a few samples from

the gamma and Cauchy distributions, better starting values
had to be used to obtain the gamma ML estimates.

It is

suggested that the method of moments might produce good
starting values for the numerical approximation to the maximum likelihood estimates.

The author plans to investigate

this problem of obtaining more efficient starting values.

c.

Perform Tests.

In all cases the test statistics were

obtained and then compared by hand.

As mentioned previously,

the statistics for the likelihood ratio test were obtained
while calculating the ML estimates.

The Smirnov and Kolmo-

gorov tests were more trouble since they required the
cumulative distribution to be calculated at each observation
of each sample.

15

CHAPTER IV
ANALYSIS OF RESULTS
A.

The Analysis of Variance.

The three method of selec-

tion were applied to 300 samples and a table of the results
is given in Appendix I.

Samples of size 10, 20, and 30

were obtained from five different populations, each sample
being repeated 20 times.

An analysis of variance was per-

formed on the results and is presented in Appendix II.

The

analysis of variance is a method to split the total variance
in the sample into components of variance due to various
factors.

In this way the effects of some of the interferr-

ing factors can be removed.
Often in an experiment interactions between the various
factors are present.

The interaction is the result of

changes in the effects of a factor at various levels of
another factor or factors.

For example, the effect of fer-

tilizer on yield depends upon the amount of water present:
an interaction between the water and fertilizer is present.
The analysis of variance for the experiment described
in this thesis indicated that there was significant interaction among the tests, the distribution from which the
sample was drawn, and the size of the sample (see Appendix
II) •

This interaction could be regarded as indicating that

the "test by distribution" interaction was affected by
change in sample size.

When the data were observed at each

sample size separately, the interaction between tests and
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the parent distribution of the sample cound be observed.
Since this

11

test by distribution 11 interaction was signi-

ficant at each sample size, the significance of the differences between methods could not be determined without
reference to the true distribution.
It was observed (see Appendix III) that at each sample
size the totals of the correct selections for the distributions used in this experiment were always larger for the
likelihood ratio method.

If, in fact, the methods were

equally good at selection over the distributions in this
experiment, the probability that one method would appear
to be better in this way is one-ninth.

It should be noted

that the likelihood ratio method of selection did not perform
nearly as well if the true distribution was a Cauchy distribution.

None of the methods of selection performed well

for all distributions.

Thus, none of the methods can be

recommended without reservation.

However, the author will

recommend the likelihood ratio test for the following
reasons:

1) likelihood procedures in general enjoy good

properties, 2) the likelihood ratio method is relatively
easy to use, and 3) the likelihood ratio method performed
better on what the author considers to be the more commonly
occurring distributions.
B.

Further Research Needed.

The experiment described in

this thesis brought to the author's attention several
problems which need further research.

The author would
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like to present some of those problems here in hopes of
interesting other investigators in this work.
The comparison of the numerical approximation to the
ML estimates with other estimators which are now being used
should be continued.
It was observed that when the likelihood ratio method
of selection agreed with the Smirnov method, the selection
was usually correct.

In the 300 selection decisions the

likelihood ratio method made the correct decisions 69.3%
of the time.

When the Smirnov and the likelihood methods

agreed upon the decision (164 times), the pair made the
correct decision 88.3% of the time.

This suggests that

perhaps a sequential approach with sampling until the methods
agree could be a good approach.
In the methods used for this experiment a selection
decision was always made.

A different approach to the

selection problem could be to make a selection only when the
selection statistics differed in value by a certain tolerance.

If the statistics differed by less than the tolerance,

more observations would be made upon the population.
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CHAPTER V
CONCLUSIONS
This experiment has shown that the selection of a
distribution is affected not only by the true distribution
of the observations but, unfortunately, also by the selection method used and possibly by the sample size used.

An

unqualified recommendation cannot be made regarding the
method of selection to be used.

In the author's opinion,

the likelihood ratio method of selection should be used
until further research provides a better method.
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APPENDIX I
THREE WAY TABLE OF RESULTS OF
METHOD OF SELECTION EXPERIMENT
Method of Selection
Distribution of Samnle

Likelihood Smirnov Kolmoaorov

Sample Size
Gamma
Shape Parameter

=

1

10
20
30

18
19
20

12
14
15

9

8
12
13

3
8

11
13
11

5

12
14

14
17
19

2
8
11

9

6

14
18
19

14
20
20

7

11
14

Sample Size
Gamma
Shape Parameter

=

4

10
20
30

11
11

9

Sample Size
Gamma
Shape Parameter

=

6

10
20
30

9

6

10

Sample Size
Normal

10
20
30

2
5

Sample Size
Cauchy

10
20
30

13
16

Entries are Number of Correct Selections in Twenty Trials.
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APPENDIX II
ANALYSIS OF VARIANCE FOR METHOD
OF SELECTION EXPERIMENT
Source

Degrees
Freedom

Sums
Squares

MSS

900

532.0000

1

314.4711

19

4.4622

Size

2

10.3488

5.1744

Test

2

7.1088

3.5544

Pop

4

15.5622

3.8905

SizexTest

4

.0711

.0177

SizexPop

8

1.1844

.1480

TestxPop

8

16.7577

2.0947

16

67.8355

4.2397

836

94.1978

.1126

Total
Mean
Replications

SizexTestxPop

Error

F Ratio

37.6
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APPENDIX III
TABLE OF RESULTS OF SELECTION
EXPERIMENT AT EACH SAMPLE SIZE
Sample Size
Method of Selection

10

20

30

Likelihood Ratio

56

72

80

Smirnov

47

65

69

Kolmogorov

31

54

62

Entries are Number of Successful Selections
(Summed over Replications and Distributions)
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