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ABSTRACT

Computational Chemistry of Non-Covalent Interaction and its Application in Chemical
Catalysis
by
Vincent de Paul Nzuwah Nziko, Doctor of Philosophy
Utah State University, 2016

Major Professor: Dr. Steve Scheiner
Department: Chemistry and Biochemistry
Unconventional non-covalent interactions such as halogen, chalcogen, and tetrel
bonds are gaining interest in several domains including but not limited to drug design, as
well as novel catalyst design. Non-covalent interactions are known as weak forces of
interactions when they are considered on an individual basis, but on a molecular basis,
these effects become important such that their prevalence can be seen in the construction
of large biomolecules like proteins, DNA and RNA. In this work, the fundamental aspects
of these interactions are looked upon using ab initio and Density Functional Theory (DFT).
An essential aspect of chalcogen bonds involving Sulfur as donor atom with nitrogen,
oxygen and -system as electron sources was examined. These bonds are strong with
binding energy that varies from a minimum of 3 kcal/mol in some -system to 19 kcal/mol
in primary amine systems. Decomposition of the total interaction energy reveals that the
induction energy constitutes more than half of the total interaction energy. The shortness
and strength of some of the chalcogen bond interactions suggest these interactions may in
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some cases be described as weak covalent bonds. A comparative study of -hole tetrel
bonding with -hole halogen bonds in complexes of XCN (X = F, Cl, Br, I) and ammonia
shows that the -hole geometry if favored for X = F, and the -hole structure is preferred
for the heavier halogens. Also, the potential use of these non-covalent interactions in
organic catalysis was explored. The energy barrier of the Aza-Diels-Alder reaction is
substantially lowered by the introduction of an imidazolium catalyst with either a
Hydrogen or halogen (X) atom in the 2-position.
(269 pages)
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PUBLIC ABSTRACT

Computational Chemistry of Non-Covalent Interaction and its Application in Chemical
Catalysis
Vincent de Paul Nzuwah Nziko

Known to be weaker than conventional covalent bonds, non-covalent bonds,
especially hydrogen bond, has shown to be of great importance in molecular structures
such as DNA, RNA, proteins and other organic frameworks. In this dissertation, we looked
at non-covalent interactions other than the hydrogen bond. Replacement of the bridging
hydrogen atom in a typical hydrogen bond by other atoms such a halogen, chalcogen and
tetrel lead to the formation of interactions which are comparable in strength to the hydrogen
bond. Unlike the hydrogen bond which arises mainly from electrostatics, these
unconventional interactions mostly result from induction. Besides studying the
fundamentals of these interactions, potential applications of these forces especially in
organic catalysis are also explored.
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CHAPTER 1
INTRODUCTION
Noncovalent interactions are weak forces of attraction formed between two
different entities or among the various fragments of the same entity. Although noncovalent
interactions are much weaker than covalent bonds which result in the formation of
molecules, non-covalent interactions play a critical role in the existence of molecular
clusters like those present in bio-molecular systems and supramolecular systems.1-11
A clearer theoretical and experimental process of covalent bond formation was set
in place following the Lewis definition of a covalent bond.12 Unlike covalent interactions,
non-covalent interactions still don't have a unified formulation; this is due in part to the
variety of formation of non-covalent interactions leading to various ways of classifying
this interaction. Covalent interactions are strong and their energetic values are on the order
of hundreds of kcal/mol. On the other hand, noncovalent interaction ranges from weak van
der Waals forces, which arise due to London dispersion, to relatively strong hydrogen
bonds. On an individual basis, non-covalent interactions seem weak but cumulatively the
energies of non-covalent interaction are momentous. Breaking and forming of covalent
bonds generally lead to a chemical change whereas disruption or formation of non-covalent
bonds brings about a physical phenomenon. The ambiguity in the definition of noncovalent interaction is a subject of interest within the scientific community which strives
to provide a unified definition of non-covalent interaction. The importance of non-covalent
interactions can never be overemphasized; they are useful in the organization of
biomolecules like DNA, RNA, and proteins as well supramolecular chemistry and
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catalysis. Non-covalent interactions are also shown to be responsible for the
conformational preference of some small molecules as well as play a non-negligible role
in the physical and chemical properties of molecules.13-21
The advancement in computing power has led to the development of reliable
computational tools that are currently used to characterize a non-covalent interaction.
These tools include but are not limited to Energetics, Energy decomposition, Cooperativity,
Electrostatic potential, Atoms in Molecules, Natural Bond orbital (NBO), and Electron
density redistribution. One may regard the interaction energy as the most important piece
of information in the study of non-covalent interactions. When two monomers A and B
are allowed to interact, the interaction energy generated as a result of their aggregation is
calculated as difference between the energy of the AB complex and the sum of the energies
of monomer A and monomer B. The resulting interaction energy is usually over estimated
due to orbital overlap in the AB complex. This over estimation is usually corrected using
the counter poise procedure. The interaction energy is often believed to originate from
electrostatic, charge transfer (induction) and/or dispersion. The origin of the interaction
energy can be ascertained via Symmetry Adapted Perturbation Theory (SAPT) analysis,
Kitaura and Morokuma method or Natural Energy Decomposition analysis (NEDA). The
perturbation of monomers upon complexation usually leads to electron redistribution
which can be visualized as density shift maps. The electron density redistribution is
obtained by subtracting the sum of densities of the monomers prior to interaction from the
total electron density of the complex.
There are several types of non-covalent interactions namely van der Waals

3

interactions, hydrophobic interactions, ion-induced dipole, dipole-induced dipole and
hydrogen bonds: each type differs in geometry, strength, and specificity. Amongst these
interactions, the van der Waal interaction will stand on the lower end of an energy
classification table. The van der Waal interaction is often at times used loosely for the
totality of intermolecular interaction. The London forces are a special type of van der Waals
interactions which originate from the interactive forces between instantaneous multipoles
in molecules without permanent dipoles. The strength of the London-van der Waal
interaction is a function of the polarizability of the molecules. London dispersion forces
were shown to be solely responsible for keeping He atoms bound to each other.22

q= Linear

A)

R

*(D-H)

e-

lp (A)

B)

Figure 1-1. a) Schematic representation of a Hydrogen bond b) NBO charge transfer in a
typical water dimer
Arguably, the most intensively studied and well-understood type of noncovalent
interaction is the H-bond.23-32 Historically, the H-bond was thought to be formed between
a H atom covalently bonded to an electronegative atom such as N, O and /or F and another
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electronegative atom. Figure 1-1 shows a pictorial representation of a typical H-bond where
D is the proton donor or electron acceptor and A could be referred either as proton acceptor
or electron donor.33-37 Recent scientific investigations of the H-bond have open doors to a
broader scope of the H-bond to include less electronegative atoms such as Cl, S, P, C as
well as metals to act as proton donors. Dihydrogen bonds are special types of H-bonds in
which a partially negatively charged H atom is able to engage in a H-bond with another H
atom.38-41
H-bond is often believed to be electrostatic in nature as electrostatic attraction
constitutes the major component of such interaction. Other attractive interactions that make
up the H-bond include charge transfer or induction and dispersion interactions. The
antibonding orbital of D-H (*) accepts electrons from the lone pair or -orbital of an
electron donor such as A as is the case in Figure 1-1 b. This charge transfers to the *(DH) leads to the elongation of the D-H bond that results in a red shift of the D-H stretching
frequency. This important observation is particularly useful for the experimental study of
the H bond.
Geometrically, the angle subtended by the atoms D, H and A represented as q in
Figure 1-1a should be linear. This arrangement facilitates the transfer of charge into the
*(D-H). Deviation of up to 30o from linearity has been observed, and this usually leads
to a reduction in interaction energy strength. The distance (r) between the bridging H and
the electron donor A is less than the sum of the van der Waals radii of atom H and A. This
distance generally correlates with the strength of the interaction energy.
Replacement of the bridging H-atom in an H bond by a member of the halogen
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family notably Cl, Br and I lead to the formation of a novel type of non-covalent interaction
which is similar to the H-bond known as the halogen bond.42-49 The existence of the halogen
bond was revealed in the 1800s, with the successful identification of the NH3.I2 adduct.5054

Energetically, the halogen bond stands as a strong rival to the H bond. Halogens are

known to be electronegative atoms. When covalently bonded to a more electronegative
group or atom as in D-X, where X is a halogen and D a more electronegative atom or group,
its molecular electrostatic potential shows a region of positive potential in the vicinity of
the halogen atom and along the extension of D-X bond. This area is termed an -hole43.
This positively charged σ-hole can undergo electrostatic interaction with other
electronegative atoms or with a source of π electrons. The similarity in *(D-H) with *(DX) orbital suggest that this orbital can also act as an electron sink hence leading to an
elongation of the D-X bond. In addition to the electrostatic attraction, other energetic
components such as charge transfer or induction and dispersion component are also
responsible for the strong nature of the halogen bond. Halogen bonding has much interest
these days especially and it is being investigated for a range of functional applications
including isomer separation, nonlinear optics, drug design, anion binding in solution and
solid state, protein-ligand complexation and control reactions in the solid state.55-70 In the
early 2000s,71-73 ultra-high resolution crystallographic analysis of the inhibitor IDD594
with aldose reductase clearly accounts for the short Br---O contacts. Howard et al

71

observed that the Br atom that is covalently bonded to an aromatic group of the inhibitor
is 2.97 Ao away from the hydroxyl O of the Thr113 in the protein. This distance is less than
the sum of the van der Waals radii of Br and O-atoms hence satisfying the interaction
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distance for halogen bond formation. The C-Br---O bond angle was reported to be 152.8o
which shows a 28o deviation from linearity. Previous work in our group on other systems
that possess halogen bond has shown that these interactions weaken as the interaction angle
gets further away from linearity76. When Thr113 was mutated with Tyr residue, an amino
acid which lacks the hydroxyl O, interestingly the inhibitor (IDD594) specificity for aldose
reductase was lost in preference to the aldehyde reductase. This study has promoted more
interest towards halogen bonds in ligand-enzymes interactions with over 700 PDB
structures that show features that are characteristic of halogen bond.
The existence of the -hole is not only limited to the halogen atoms; members of
the tetrel, pnicogen and chalcogen families also show this interesting feature and the
resulting interactions are named after their group name. 74-75 The chalcogen bond is formed
when a member of the chalcogen family replaces H-atom as the bridging atom in Figure
1-1a. Sulfur stands out as the default atom used in the study of chalcogen interactions. A
comparative study of the chalcogen bond involving sulfur with hydrogen and halogen
bonds was previously investigated in our group.76 The electro positivity of S-atom in SH2
was achieved by systematic replacement of one H-atom by a halogen (X), this enabled the
S to bind strongly with the N of NH3. The binding energies were comparable to and
sometimes stronger than that in a typical water dimer. When X=F, the FS---N geometry
represented the global minimum on the HSF/NH3 potential energy surface. In this study,
the S---N minimum was more stable than geometries containing a halogen bond. Many
proteins possess amino acids with the S-S, S-H or the C-S covalent bond. The S-H bond in
oxidoreductases such as thioredoxin utilizes this group as an active center.77 Improvement
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in spectroscopic instrumentation has enabled the observation of non-covalent interactions
of the type S--- and S---X (X=O, N and S). These interactions have pertinent directionality
and the S-atom act as electron acceptor.78-79 Chopra et al80 used computational tools to
explore the role of substitution in the formation of XHSe---O/N chalcogen bonds with
water and ammonia as electron donors’ atoms. In this study, they found out that the strength
of these interactions are strongly dependent on the electron withdrawing and electron
donating potential of the substituent X an observation similar to a previous study on XHS--N interaction conducted by Adhikari and Scheiner.77 Taylor et al81 provided quantitative
experimental data regarding the strength of chalcogen bond in the solution phase. Using
Uv-vis, 1H, and
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F NMR spectroscopy, they were able to trace the chalcogen bonding

interactions between synthesized benzotelluradiazoles and a variety of Lewis bases
including Cl-, Br-, I-, NO3-. The data obtained from this study were compared to the values
obtained from dispersion corrected B97-D3 calculations and were found to give good
agreement with the experimental free energies of the chalcogen bonding. With respect to
chalcogen bond, prior study of its interaction has centered on the divalent bonding situation
for example SO2, HSF, and thiazole nucleosides.82-84 Chalcogens especially S atom can
engage in higher order bonding, for example, tetravalent S in H2SO4 or SF4. In regard to
this, this dissertation will address the following questions: Do the S---X (X= Lewis base)
chalcogen bond exist in tetravalent S? Are the directional propensities of tetravalent S
similar to those observed in divalent S? Can the tetravalent S chalcogen bond control
molecular structure? Is the S chalcogen bond relevant in organic synthesis?
By analysis of the molecular electrostatic potential of CH3X where X is an
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electronegative group, one notices a region of electronic charge depletion and
accumulation around the C-atom and X-atoms respectively. This electron depleted region
is similar to that observed along the extension of the D-X bond (X=halogen, D more
electronegative than X) and can receive charge from electron rich sources. Similarly, this
region is referred to as an -hole.85 The term carbon bond or tetrel bond is used to describe
interaction involving this -hole. These sought of interaction existed as far back as the
reaction involving C-atom exist notably substitution nucleophilic reactions, but it is just of
recent that these interactions have gained theoretical interest.85 Despite it, relative short
existence, much more is known about this interaction now. Using high-level ab initio
computations, Grabowski85 explored the detailed role played by the tetrel bond in a typical
SN2 reaction in 2014. A competitive and cooperative study between tetrel and chalcogen
bond was conducted by Cheng85 using F2CX (X=Se and Te) as an electron acceptor and
HCN and NH3 as electron donors. He noticed that when X=Se, the tetrel bond formation
was preferred over the chalcogen bond formation. But this observation was reversed when
Te was used.
Despite the advances in experimental techniques such as microwave spectroscopy,
IR, UV-vis and NMR in providing a better understanding of non-covalent interactions, a
complete picture of these interactions at the molecular level is still not possible with the
above mentioned techniques. A great number of computational publications are available
in this area that aimed at complementing the limited experimental data available, yet many
aspects of this topic are still devoid of clear understanding. Therefore, this dissertation will
focus on the fundamentals of hydrogen, halogen, chalcogen and tetrel bonds in some
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selected systems. The above interactions play important roles in molecular recognition,
protein folding, structure parking as well as in organic catalysis. The latter will constitute
another focal point of this dissertation as there is increased interest in the use of noncovalent interaction in catalysis. For example, the Jacobsen group86 has successfully
demonstrated using both experimental and computational methods that chiral bifunctional
urea can catalyze the Povarov reaction via hydrogen bonding. In 2008, an important step
in the application of the use of halogen bonds in catalysis was achieved by Bolm’s group.87
They demonstrated using experimental techniques that fluorinated alkyl halides could
catalyze the reduction of substituted quinolones by Hantzsch esters. More so, Takeda and
co-workers88 considered a range of related halogen bonding agents in connection with the
Diels-Alder reaction. They used a halogen substituted imidazolium salt as a catalyst in the
Aza-Diels-Alder reaction. Their comparison of the closely related catalyst suggests that the
reaction rate ought to match the expected order of halogen bond strength but left certain
other issues incompletely resolved, and they suggested further studies of the details of the
reaction mechanism. Despite these achievements in organocatalysis, many aspects such as
detailed information about their reaction mechanism and specifically about the
involvement of halogen bonds in this catalysis remain unknown. Therefore, this work will
serve as a complement to the experimentation by using quantum calculations to elucidate
fine detailed structures and energy of transient species such as the transition state, as well
as any intermediates in the course of the reaction. A brief overview of each chapter in this
dissertation is presented below.
In Chapter 2, a tetravalent sulfur, molecule in this particular case sulfur tetrafluoride
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(SF4), is used as the prototype sulfur donor for a chalcogen interaction. Alkyl and aromatic
amines were used as chalcogen bond acceptors. In this study, we aimed at filling the gap
in the study of chalcogen bond. It was noticed that this bond is a strong one with binding
energy ranging from 7-14 kcal/mol. Chapter 3 further looks into chalcogen bonds but from
a different perspective. Here, the focus is mainly on the use of chalcogen bond as the
primary stabilizing factor of substituted phenyl-SF3 molecules. A comparative study of the
sulfur valency was done in chapter 4, where divalent and tetravalent sulfur molecules were
allowed to interact with both aromatic and non-aromatic p-systems. The catalytic
importance of H-bond was illustrated in chapter 5. Here, the hydrogen bond interaction
between thiourea and imines caused the C=N bond of the imine to elongate hence
activating hence causing the imine to become susceptible to any nucleophilic attack. The
halogen bond is rapidly gaining interest due in part to its similarity to the hydrogen bond.
In chapter 6, the cooperative nature of this interaction with

-hole tetrel bond was studied

using cyanogen halides as electron acceptor and ammonia as the electron donor. A
comparative study of the halogen bond with tetrel was also conducted in this work and it
turns out that the p-hole tetrel bonds are generally weaker than their halogen counterpart.
Chapter 7 looks into the use of halogen bonds for catalysis, in this particular case, the
catalysis of the Aza-Diels-Alder reaction. This work attempts to provide information about
this reaction and specifically about the involvement of any halogen bond in its catalysis.
The direct influence of the strength of the halogen bond is studied by a comparison of I
with Br and Cl as the halogen atom on the catalyst. In order to extract further information
about the influence of a halogen bond, we also consider an analogous catalyst which
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replaces the halogen by H, i.e. comparison of halogen bond with the hydrogen bond.
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CHAPTER 2
CHALCOGEN BONDING BETWEEN TETRAVALENT SF4 AND AMINES1
Abstract
The N∙∙S chalcogen bond between SF4 and a series of alkyl and arylamines is
examined via ab initio calculations. This bond is a strong one, with a binding energy that
varies from a minimum of 7 kcal/mol for NH3 to 14 kcal/mol for trimethylamine. Its
strength derives in large measure from charge transfer from the N lone pair into the σ*(SF)
antibonding orbitals involving the two equatorial F atoms, one of which is disposed directly
opposite the N atom. Decomposition of the total interaction energy reveals that the
induction energy constitutes more than half of the total attraction. The positive region of
the molecular electrostatic potential of SF4 that lies directly opposite the equatorial F atoms
is attracted to the N lone pair, but the magnitude of this negative region on each amine is a
poor predictor of the binding energy. The shortness and strength of the N∙∙S bond in the
dimethylamine∙∙SF4 complex suggests it may better be described as a weak covalent bond.
2-1. Introduction
Of the various noncovalent bonds, the H-bond is arguably the most important and
prevalent. It is typically formulated as the positioning of two molecules such that the H
atom of one molecule, A-H, acts as a bridge to an atom D of another molecule. Although
its earliest conception applied highly electronegative atoms like O, F, and N as donor and

1

Coauthored by Vincent de Paul Nzuwah Nziko and Steve Scheiner. Reproduced with permission from J.
Phys. Chem. A 2014, 118, 10849-10856. Copyright 2014, American Chemical Society.
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acceptors 1-3, a great deal of work since that time has broadened the picture to include other
atoms such as C, S and Cl 4-13. In addition, the proton need not interact with a lone pair of
the acceptor atom, but also with other electron sources such as the π-systems of unsaturated
molecules.
It is not only a proton which can serve as a bridge between two molecules. The
anisotropic charge distribution around halogen atoms (X) allow them to act in a similar
capacity 14-25. More specifically, there is a positive pole region directly along the extension
of each R-X covalent bond, surrounded by an equator of negative charge. This positive
region, commonly termed a σ-hole, is able to interact attractively with a negatively charged
atom of another molecule. The stability of this halogen bond is augmented by charge
transfer into the σ*(RX) antibonding orbital, precisely analogous to the case of a H-bond.
And like its congener H-bond, the halogen bond can also be quite strong. This phenomenon
is not limited to halogen atoms, but a similar set of physical forces allow the much less
electronegative pnicogen family (N, P, As, etc.) to participate in bonds of comparable
strength and similar origin 26-35.
Unsurprisingly, the chalcogen family is not excluded from this sort of noncovalent
bonding. A chalcogen bond is formed when a member of this family of atoms (e.g. S or
Se) engages in an attractive and direct noncovalent interaction with an electronegative atom
like N or O

36-44

. The importance of chalcogen bonds has been underscored by their

strength, which is comparable to, and sometimes exceeds that of HBs. For instance, there
is a direct interaction of S of FHS with N of NH3, forming a strong S∙∙N noncovalent bond
45

with a binding energy of 8 kcal/mol.
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With respect to S, prior study of its chalcogen bonding has centered on the divalent
bonding situation, e.g. SO2, HSF, thioethers, or thiazole nucleosides 30, 41, 46-53. But unlike
its congener O, the S atom commonly engages in higher order bonding, as for example the
tetravalent S in H2SO4 or SF4.
The present study is thus meant to fill this gap in our present knowledge about S
chalcogen bonding. SF4 is taken as the prototypical tetravalent S molecule. Experimentally,
SF4 is widely used in fluorination of alcohols, aldehydes, ketones and carboxylic acids
55

54-

. SF4 is reacted with primary amines to yield sulfur difluoro imide and sulfur diimides.

Although alternative methods for the synthesis of these compounds exist, the most common
one is the reaction 56-58 of compounds containing the primary amino group (NH2) with SF4.
This tetravalent S is allowed to interact with a series of electron donor amines, covering a
range of both alkylamines and N-containing heteroaromatic rings. It is found that the S∙∙N
chalcogen bonds are all quite strong, greater in magnitude than the prototypical H-bond
within a water dimer. Indeed, the binding energy ranges up to as much as 14 kcal/mol, so
that some of these interactions may be considered as having crossed the threshold from
noncovalent to weak covalent S‒N bond.
2-2. Computational Method
Calculations were carried out with the Gaussian09 program

59

. Geometries were

fully optimized at the MP2/aug-cc-pVDZ level. This method has demonstrated its
reliability for a range of non-covalent interactions

17, 26, 60-65

. Harmonic vibrational

frequencies verified the characterization of minima. The binding energy, Eb, was calculated
as the difference between the total energy of the complex and the sum of the isolated
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optimized monomers. Interaction energy ∆E was defined relative to the monomers in their
geometries within the context of the complex. Basis set superposition error (BSSE) was
corrected via the counterpoise technique 66. Molecular electrostatic potentials (MEPs) were
calculated on the electron density isosurface of 0.001 au, and extrema evaluated using the
WFA-SAS program 67. The interaction energy was dissected using SAPT methodology 68.
The SAPT0 calculations

68-69

using the MOLPRO program

were carried out at the HF/cc-pVDZ computational level,
70

. The Natural Bond Order (NBO) method 71-72 was used to

evaluate charge transfer effects using the NB0-3 program, incorporated in the Gaussian09
program.
2-3. Results
The optimized structure of H3N∙∙∙SF4 is illustrated in Figure 2-1, which is
representative of all of these heterodimers involving an alkylamine. Fa and Fb are the
equatorial F atoms, with Fa lying nearly opposite the N atom, Fc represents one of the two
symmetrically disposed axial F atoms. The first row of Table 2-1 indicates the binding
energy grows rapidly as methyl groups are added, from a minimum of 6.62 kcal/mol for
NH3 and peaking at 14.39 kcal/mol for trimethylamine (TMA). The enhanced strength
arising from each methyl addition is consistent with the idea that alkyl groups are electronreleasing, and can hence facilitate the donation of electron charge from the amine. The next
row shows a corresponding contraction of the intermolecular separation with each
succeeding increase in binding energy, with the exception of a small increase for TMA.
The N atom sits nearly exactly opposite one of the two equatorial F atoms of SF4, with a
θ(N∙∙SFa) angle within 10° of 180°. Concomitant with the binding, there is a stretch in this
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S-Fa bond, between 18 and 66 mÅ, and this stretch correlates with the overall binding
energy. The other equatorial S-Fb and axial S-Fc bonds also undergo a stretch, albeit not
quite as large. The full thermodynamic quantities in the remaining rows of Table 2-1
indicate that the zero-point vibrational energies introduce a small decrease in the magnitude
of ∆E on going to ∆H. When the entropic loss is factored in, ∆G hovers around zero
(slightly positive for the three most weakly bound complexes, and slightly negative for
TMA), suggesting the presence of the dimer even at room temperature.
A similar sort of analysis was also carried out for a set of N-containing
heteroaromatics shown in Figure 2-2. Pyridine is a six-membered ring containing a single
N. Pyrazine, pyridazine, and pyrimidine add a second N to the ring, in the 1,4, 1,2, and 1,3
positions, respectively. Imidazole retains two N atoms but reduces the ring size to five
atoms. The properties of their complexes with SF4 are reported in Table 2-1 where it may
first be noted that the binding energies all vary within the relatively narrow range of 7.4 to
9.4 kcal/mol. This range makes these complexes intermediate in strength between NH3 and
CH3NH2. Pyridine forms the strongest complex, followed by the substituted rings, of which
pyridazine with its adjacent N atom forms the strongest. The five-membered ring of
imidazole is stronger still, despite the presence of two N atoms. Like the binding energies,
the intermolecular R(N∙∙S) distances are also fairly similar to one another, with the general
trend of shorter distances associated with strong bonds. Also like the alkylamines, the S-F
bonds elongate upon formation of each complex. H lies in the range between -6.2 and 8.2 kcal/mol, while G is positive, between 2.7 and 4.2 kcal/mol.
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2-3.1. Energy Decomposition
The total interaction energy in each of these dimers was dissected via SAPT to
provide the various attractive and repulsive components. These quantities are displayed
graphically in Figure 2-3 from which one can quickly see their relative magnitudes. It is
immediately clear that induction makes the largest contribution to the binding followed by
electrostatic and then dispersion. The magnitudes of these quantities vary from one system
to the next, but their relative proportions are surprisingly constant. Specifically, the
induction accounts for more than half of the total attractive force (52-63%), compared to
29-37% arising from electrostatics, and 8-12% from dispersion.
It is instructive to compare the total interaction energy as calculated by SAPT and
that from MP2, with appropriate counterpoise correction. The SAPT values are displayed
in Figure 2-4 as the solid blue line. The MP2 binding energies from Table 2-1 and Table
2-2 are indicated by the broken red curve, but it must be recalled that these two quantities
correspond to different properties. The binding energy Eb makes reference to the monomers
in their optimized geometries, whereas the interaction energy E is calculated with respect
to the monomers in their geometries within the context of the complex. Eb and E thus
differ by what is sometimes termed the “distortion energy”, the energy required for the
monomers to alter their geometry from their optimized structure to that within the complex.
Since the SAPT quantities refer to E, the distortion energy is removed from the MP2
quantities, thereby presenting the MP2 values of E as the solid red curve in Figure 2-4,
so as to facilitate a valid comparison.
One may observe first that the distortion energy, the difference between the solid

24

and broken red curves in Figure 2-4, is fairly small for NH3, but grows as methyl groups
are added. The heteroaromatics also present a fairly large, but nearly uniform distortion
energy, most notably imidazole where it is 5.3 kcal/mol. Turning next to the comparison
between SAPT and MP2, the solid red and blue curves are fairly similar. The largest
difference occurs for (CH3)3N which is perhaps a product of the steric repulsion between
the three methyl groups and the F atoms and the S lone pair of SF4.
The importance of induction as well as electrostatics is also underscored by their
ability to predict the total interaction energy. IND is linearly related to the full SAPT
interaction energy, with a correlation coefficient R2 of 0.88, as is ES. The correlation
improves when these two components are compared with the MP2 values of E, with
R2 = 0.95. Although small in magnitude, DISP also scales linearly with E, with R2 = 0.97.
2-3.2. Comparison of Tetravalent with Divalent S
As this work represents the first examination of the chalcogen bonds formed by
tetravalent S, it would be informative to draw a comparison with the more common divalent
S. The properties of the complexes formed by SF4 with both NH3 and trimethylamine, are
displayed in Table 2-3, and are compared with those in which SF4 is replaced by both H2S
and HSF. The first three rows of the table indicate the strong similarities of the three
complexes involving NH3, with a small advantage for FHS. Adding three methyl groups to
the amine approximately doubles the strength of the interaction, but shows even less of a
distinction between the divalent and tetravalent S complexes, even though the
intermolecular distance is slightly longer in the latter case.
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2-3.3. Molecular Electrostatic Potentials
With regard to the electrostatic segment of the interaction energy, examination of
the molecular potentials of the various electron donors all show a negative region in the
vicinity of the N atoms. These regions can be quantitatively assessed via the value of the
most negative point on a surface that corresponds to an isodensity contour of 0.001 au. The
values of this quantity, Vs,min, are presented in the first column of Table 2-4. The
alkylamines in the first four rows show a diminishing trend as methyl groups are added.
This trend is opposite to the pattern of binding energies in Table 2-1, or even the ES terms
in the SAPT decomposition. Within the context of the heteroaromatics, Vs,min varies as
pyrazine < pyridazine < pyridine < pyrimidine < imidazole which again differs from the
binding energies in Table 2-2, where for example, pyrimidine is the most weakly bound,
and pyridine the strongest. In summary, then, Vs,min, is a poor indicator of binding strength,
or even of the electrostatic component.
On the positive side, MEPs do offer some insight into the similarity between
divalent and tetravalent S with respect to its chalcogen bonding. The MEPs are illustrated
in Figure 2-5 for divalent H2S and FHS, followed by tetravalent SF4. The similarities are
evident. All potentials contain a red (negative) area along the extension of the S-F bonds,
particularly the axial SF bonds of SF4.
More importantly, there is a blue (positive) region near the S atom, along the
extension of each F-S bond, a so-called σ-hole. Quantitation of this hole via an evaluation
of Vs,max, the maximum of this potential on the ρ=0.001 au isodensity contour, leads to the
values reported in Table 2-4. It is immediately plain that the depth of this hole is nearly
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independent of the valency of the S atom. Whether H2S, FSH, or SF4, Vs,max lies within the
narrow range of 39 to 42 kcal/mol. It should be finally noted that there is no positive σhole opposite the axial F atoms of SF4, due to the presence of one axial F atom directly
opposite the other.
2-3.4. Charge Rearrangement
Treatment of the wave function via the NBO method leads to localized orbitals
which provide insights into the chemical nature of noncovalent interactions. In particular,
the overlap of the N lone pair of the amine with the Fa-S σ* antibonding orbital allows
charge transfer/hyperconjugation from the former to the latter. This transfer has been
shown to be a dominant factor in the formation of chalcogen bonds such as these. The
magnitude of this transfer is listed in the first column of Table 2-5 as a perturbation energy
Ea(2). This quantity is rather large, ranging from a minimum of 14.7 kcal/mol for NH3 all
the way up above 40 kcal/mol for methylamine and trimethylamine. The heteroaromatics
also display large values of E(2), between 25 and 37 kcal/mol. Indeed, this interaction is
so strong that in the case of dimethylamine, NBO assesses that there is a covalent bond
linking the S and N atoms.
In a particularly interesting finding, the σ*(FaS) antibonding orbital, for which Fa
lies opposite the N atom, is not the only one which can accept charge. Its overlap with the
N lone pair is obvious in Figure 2-6a, but one can see in Figure 2-6b that the same N lone
pair can also engage with σ*(FbS) wherein Fb is the other equatorial F atom of SF4. Whereas
Fa lies nearly opposite the N lone pair, so the σ*(SFa) orbital points directly at N, the
roughly 80° θ(N∙∙SFb) angle reduces the overlap with this antibonding orbital. The amount
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of hyperconjugation associated with this second antibond is reported in the second column
of Table 2-5 as Eb(2), and can be as large as 50% of Ea(2) (Nlpσ*(FaS)), so its effect
cannot be ignored.
As a means of further probing the influence of the two SF antibonding orbitals, the
SF4 molecule was pivoted around the S-Fb axis by an angle φ, holding fixed the other
geometrical parameters of the pyridine∙∙SF4 complex. Based on the diagrams in Figure 2-6,
this rotation ought to have little effect upon the overlap between the N lone pair and the
σ*(SFb) orbital, but it would misalign the lone pair with σ*(SFa). The values of E(2)
computed during this rotation support this supposition. As may be seen in Figure 2-7, Eb(2)
remains nearly constant over a ±20° misalignment, while Ea(2) suffers an erosion of some
16%.
In addition to the transfer from one specific localized orbital to another, there are charge
rearrangements that involve the entire complex. The redistribution of total electron density
that accompanies the formation of the NH3∙∙∙SF4 complex is displayed in Figure 2-8a where
increases in density correspond to purple and losses to yellow. One may note first that there
is a charge buildup directly between the N and S atoms, in approximately the position of
the center of what may be termed a noncovalent N∙∙S bond. A larger yellow region of loss
occurs immediately to the left of the S. This pattern is typical of halogen, chalcogen, and
pnicogen bonds. A purple charge buildup may be noted behind the S atom, corresponding
to a σ*(SFb) antibonding orbital.
It is especially interesting to note that the four F atoms of SF4 are all surrounded by
a purple region of charge gain. This pattern does not much distinguish between the two
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equatorial F atoms whose σ*(SF) antibonding orbital accept charge from the amine, and
the equatorial F atoms that do not. And indeed, the NBO atomic charges of these F atoms
all become more negative, as reported in Table 2-6. Figure 2-8b displays the charge
redistribution of the imidazole∙∙∙SF4 complex which is very much like that for the simpler
NH3 amine. And again, all four SF4 F atoms acquire additional density, which is verified
by NBO atomic charges in Table 2-6. This pattern is in fact characteristic of all of the
complexes examined here, whether alkylamine or heteroaromatic amine. And this
similarity in charge redistribution is also consistent with the observation that all four S-F
bonds of SF4 elongate upon formation of the complex. In fact, there is a fairly strong linear
relationship between the change in charge on the Fa atom, and its elongation, with a
correlation coefficient R2 of 0.955. In terms of the hyperconjugation, the strength of the SF bond might be measured in terms of the populations of its σ and σ* orbitals. Since the
former would act to strengthen this bond, and σ* to weaken it, the overall effect can be
assessed as (σ-σ*). This population difference is also linearly related to ∆r(SFa), with
R2=0.945. Correlations exist for the other S-F bond lengths as well, but are of poorer
quality.
2-4. Summary
All of the amines, both alkyl and heteroaromatic, engage in strong chalcogen-bonds
with SF4. The alkylamine binding is very sensitive to the number of methyl groups; binding
energies vary from 6.6 kcal/mol for NH3 to 14.4 kcal/mol for trimethylamine.
Heteroaromatics are less sensitive to the nature of the ring, all binding in the range between
7 and 9 kcal/mol. In all cases, one of the equatorial S-F bonds is arranged directly opposite
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the approaching N atom. It is into this σ*(S-F) antibonding orbital that the N lone pair
transfers some of its charge, which acts as a strong stabilizing influence on the complex.
There is a lesser, but significant, amount of charge that is deposited into the σ*(S-F)
antibonding orbital of the other equatorial F atom of SF4. The associated induction energy
is the largest contributor to the binding of these complexes, constituting more than half of
the total attractive energy, followed by electrostatic, and then dispersion energy.
Examination of the charge rearrangements that accompany formation of each
complex shows that the charge transferred from the amine to the SF4 molecule is ultimately
distributed among all four F atoms, as well as the central S atom. The ensuing increase in
the partial negative charge on these F atoms explains the elongation of the S-F bonds. The
molecular electrostatic potentials surrounding each monomer furnish some useful
information about the binding. For example, the N lone pair is attracted to a positive region
of the SF4 potential that lies directly opposite each of the equatorial F atoms. However,
the quantitative assessment of the former negative N area is poorly correlated with the total
interaction energy, or even the full electrostatic component.
The especially strong interaction in the complex between dimethylamine and SF4
leads to the conclusion that the N∙∙S bond is approaching the regime where it might be
better thought of as a covalent bond. The binding energy is 13 kcal/mol, and the R(N‒S)
distance is only 2.16 Å. The charge transferred from amine to SF4 upon formation of this
N‒S bond is some 0.23 e, exceeding what is normally observed in a noncovalent bond.
There is experimental confirmation of some of our most important findings. SF4 was found
by a recent crystal structure determination 73 to bind to an amine in the manner described
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here. In its complex with triethylamine, one of the equatorial F atoms of SF4 lies 173° away
from the N atom, within 2° of the structure described here with trimethylamine. Also quite
similar is the R(N∙∙S) distance of 2.38 Å, only slightly longer than the equivalent distance
in our calculated TMA complex. Also confirmed by this crystal structure is the elongation
of all of the S-F bonds upon formation of the complex.
There is an indication in the literature that a tetravalent S can engage in a chalcogen
bond with an O atom as well. The complex between water and SO2(CH3)2 contains what
would appear at least geometrically to be a S∙∙O chalcogen bond, of length 3.34 Å, and
with the water O atom situated opposite one of the two O covalently bonded to S

74

.

However, there was little analysis of the nature of any possible S∙∙O bond; furthermore, the
energy of this bond could not be disentangled from the combined effects of several Hbonds.
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Table 2-1 Energetic (kcal/mol) and geometric aspects of alkylamine:SF4 complexes

Eb
R(N∙∙∙S), Å
θ(N∙∙SFa), degs
Δr(S-Fa), mÅ
Δr(S-Fb), mÅ
Δr(S-Fc), mÅ
ΔH (298K)
ΔSa, cal mol-1 K-1
ΔG (298K)
a
Evaluated at 25oC.

Ammonia
-6.62
2.571
173.3
18.5
8.7
22.7
-5.26
-27.00
2.80

Methylamine
-9.72
2.188
170.3
52.9
27.9
43.3
-8.32
-36.38
2.47

Dimethylamine
-13.25
2.158
169.7
65.9
36.9
43.7
-11.63
-39.44
0.12

Trimethylamine
-14.39
2.227
171.3
62.4
32.4
45.2
-12.66
-40.36
-0.63

Table 2-2 Energetic (kcal/mol) and geometric aspects of heteroaromatic amine:SF4
complexes
Eb
R(N∙∙∙S), Å
θ(N∙∙SFa), degs
Δr(S-Fa), mÅ
Δr(S-Fb), mÅ
Δr(S-Fc), mÅ
ΔH (298K)
ΔSa, cal mol-1 K-1
ΔG (298K)
a
Evaluated at 25oC.

Pyridine
-9.39
2.308
171.9
43.3
15.5
41.7
-8.24
-33.01
2.76

Pyrazine
-7.69
2.372
172.5
31.1
11.5
36.6
-6.46
-37.03
4.18

Pyridazine
-8.62
2.338
173.7
32.4
23.7
31.4
-7.25
-30.46
3.07

Pyrimidine
-7.43
2.416
173.1
27.1
9.0
38.3
-6.23
-31.03
4.16

Imidazole
-9.14
2.285
172.3
43.9
14.6
37.5
-7.90
-35.35
2.65
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Table 2-3 Properties of divalent and trivalent S complexes
Complex

Eb
kcal/mol
a
FHS∙∙NH3 -7.92
F2S∙∙NH3
-6.95
F4S∙∙NH3
-6.62
FHS∙∙TMA -14.56
F2S ∙∙TMA -14.48
F4S ∙∙TMA -14.39

R(N∙∙S)
Å
2.466
2.480
2.573
2.183
2.158
2.227

θ(FS∙∙N)
degs
171.0
173.0
173.3
170.6
172.3
171.3

Table 2-4 Extrema in the molecular electrostatic potentials (kcal/mol), on an
isodensity surface corresponding to 0.001 au.
Vs,min
NH3
-39.39
Methylamine
-38.04
Dimethylamine -35.63
Trimethylamine -33.45
Pyridine
-29.76
Pyrazine
-23.10
Pyridazine
-25.45
Pyrimidine
-35.60
Imidazole
-36.27

H2S
FHS
SF4

Vs,max
+42.15
+39.16
+42.19

42

Table 2-5 NBO second order perturbation energy (kcal/mol) for complexes with
SF4
Ea(2) +
θ(N∙∙SFa),
θ(N∙∙SFb),
Eb(2)
degs
degs
Ammonia
14.68 3.70
18.48
173.3
77.4
Methylamine
41.49 16.77
58.26
170.3
80.6
c
c
c
Dimethylamine NA
NA
NA
169.7
81.2
Trimethylamine 41.28 20.65
61.93
171.3
81.7
Pyridine
36.57 11.79
48.36
171.9
80.2
Pyrazine
27.76 8.13
36.89
172.5
79.5
Pyridazine
27.80 9.60
37.4
173.7
80.4
Pyrimidine
24.59 6.93
31.52
173.1
79.4
Imidazole
37.10 9.46
46.56
172.3
80.6
a
b
NBO perturbation energy corresponding to Nlp---σ*(S-Fa). NBO perturbation
energy corresponding to Nlp---σ*(S-Fb).
c
The interaction is strong enough that NBO places a covalent bond between N and S,
i.e. considers the entire system as one unit.
Ea(2)a Eb(2)b

Table 2-6 Changes in NBO atomic charges (me) within SF4 that occur upon
formation of complex with indicated amine
S
Ammonia
3.18
Methylamine
-86.9
Dimethylamine -97.41
TMA
-81.91
Pyridine
-27.22
Pyrazine
-12.50
Pyridazine
-7.06
Pyrimidine
-5.36
Imidazole
-25.11

Fa
-23.25
-65.45
-52.89
-46.64
-41.83
-31.01
-33.69
-29.29
-38.60

Fb
-10.78
-22.03
-26.11
-23.57
-8.86
-6.34
-5.56
-6.15
-9.76

Fc
-15.01
-21.61
-27.29
-18.71
-21.01
-19.09
-15.28
-22.80
-29.32
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Figure 2-1 Atomic labeling used to define geometries of complexes of amines with SF4.

a) Pyridine

b) Pyrazine

c) Pyridazine

d) Pyrimidine

e) Imidazole

Figure 2-2 Heteroaromatic amines a) pyridine, b) pyrazine, c) pyridazine, d)
pyrimidine, and e) imidazole used in this study.

Energy, kcal/mol
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Figure 2-3 SAPT components of interaction energy of indicated amine with SF4.
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Figure 2-4 Interaction energies of amines with SF4 calculated by SAPT (blue)
and MP2 (red). Broken red line refers to binding energy at MP2 level.

Figure 2-5 MEP of HSF, SF2, and SF4, all calculated on isodensity surface of
ρ=0.001 au
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Figure 2-6 Overlap between NBO N lone pair orbital and a) σ*(SFa) b) σ*(SFb)

Figure 2-7 Variation of E(2) for transfer from N lone pair into σ*(SFa) and σ*(SFb)
antibonding orbitals, as function of rotation of SF4 around S-Fb axis, φ(N∙∙SFbFa)
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Figure 2-8 Rearrangement of electron density in a) NH3∙∙∙SF4 and b) imidazole∙∙∙SF4
complexes. Purple and yellow regions correspond respectively to increases and
decreases, contours are ±0.003 au.
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CHAPTER 3
INTRAMOLECULAR S∙∙O CHALCOGEN BOND AS STABILIZING FACTOR IN
GEOMETRY OF SUBSTITUTED PHENYL-SF3 MOLECULES1
Abstract
Density functional methods are used to examine the geometries and energetics of
molecules containing a phenyl ring joined to the trigonal bipyramidal SF3 framework. The
phenyl ring has a strong preference for an equatorial position. This preference remains
when one or two ether -CH2OCH3 groups are added to the phenyl ring, ortho to SF3,
wherein an apical structure lies nearly 30 kcal/mol higher in energy. Whether equatorial or
apical, the molecule is stabilized by a S∙∙O chalcogen bond, sometimes augmented by
CH∙∙F or CH∙∙O H-bonds. The strength of the intramolecular S∙∙O bond is estimated to lie
in the range between 3 and 6 kcal/mol. A secondary effect of the S∙∙O chalcogen bond is
elongation of the S-F bonds. Solvation of the molecule strengthens the S∙∙O interaction.
Addition of substituents to the phenyl ring has only modest effects upon the S∙∙O bond
strength. A strengthening arises when an electron-withdrawing substituent is placed ortho
to the ether and meta to SF3, while electron-releasing species produce an opposite effect.
3-1. Introduction
Fluorine-containing compounds are of great importance in organic synthesis, and
in the pharmaceutical and agro-industries. Fluorinated compounds constitute about 25% of

1Coauthored

by Vincent de Paul Nzuwah Nziko and Steve Scheiner. Reproduced with permission from J.
Org. Chem. 2015, 80, 2356-2363. Copyright 2014, American Chemical Society.
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pharmaceutical and 30% of all agricultural compounds

1-4

. Glycosyl fluorides have been

widely and effectively used for purposes of O- and C-glycosylation. The addition of a
fluorine atom to a molecule can have a variety of dramatic effects on its properties, making
it more selective, increasing its efficacy, or making it easier to administer 2, 5-7.
The preparation of fluorinated compounds made use of SF4 in order to convert
alcohols, aldehydes, ketones and carboxylic acids to their respective fluorinated forms 8.
Due to the highly toxic and gaseous nature of SF4, other fluorinating agents with improved
physical and chemical behavior were highly sought after. In the 1970s, SF4 was largely
replaced by dialyklaminosulfur trifluorides. One of these, diethylaminosulfur trifluoride
(DAST illustrated in Scheme Ia) was effective 9 for deoxofluorination of alcohols and C=O
containing molecules. A major drawback, however, was the thermal instability of DAST,
coupled with its inability to fluorinate certain ketones. These problems have led to a
number of other deoxofluorinating agents, such as deoxofluor (Scheme Ib)
Yarovenko and Ishikawa reagents

11-12

10

and

, but each of these have been limited in terms of

molecules they can easily fluorinate.
In 2010, Umemoto et al

13

reported a series of aryl fluorinated compounds with

improved reactivity as deoxofluorinating agents, with high thermal stability that led to
extensive applications. They suggested that the improved thermal stability of phenylsulfur
trifluorides probably resulted from strong C-S bonds, compared to the weak N-S bonds in
DAST and deoxofluor. A series of related compounds were tested for their efficacy, and
some of the most promising molecules contained one or more ether groups bound to the
phenyl, in positions adjacent to the SF3 group, as for example in Scheme Ic. There was
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limited structural information available about these molecules, but 19F and 1H NMR data
strongly suggested a trigonal bipyramidal geometry around the sulfur atom. The authors
suggested that the stability of this series of molecules might be due in part to coordination
of electron-donating ether oxygen atoms to the electron-deficient SF3 group.
The potential of this sort of molecule as a deoxofluorinating agent leads to the
necessity for better understanding of the underlying factors that make it so effective. This
information ought to lead to a rational means of designing and synthesizing new systems
with superior effectiveness. From a more basic perspective, there is little known about the
chalcogen S∙∙O bond that has been proposed as a key ingredient in the efficacy and thermal
stability of these systems. Even as information begins to accumulate about such chalcogen
bonds

14-30

, most of this work has been aimed toward intermolecular interactions, not the

sort of intramolecular bonds that are characteristic of these systems. Unlike the former, the
intramolecular sort of S∙∙O bonds are saddled with a variety of inescapable geometrical
restrictions that are part and parcel of each molecule. Another distinguishing feature of
intramolecular bonds is the strong interdependence of the electronic structure around the
sulfur and oxygen atoms, which are connected by only a few covalent bonds between them.
There are a number of very important issues related to this series of molecules, their
geometry, and their potential as fluorinating agents. Are there in fact intramolecular O∙∙S
contacts present in these systems? How strong are these noncovalent bonds, and do they
persist in different solvents? How does the presence of one such S∙∙O contact affect the
properties of a second? Importantly, what are the effects of these interactions upon the
neighboring S-F bonds which are the source of the fluorine atoms during the fluorination
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process?

How are the structure and properties affected by the presence of various

substituents on the aromatic ring, and in different positions?
A straightforward means to address these important questions is via quantum
chemical calculations. In this work, the molecules of interest have been built and studied
in stages. First the intrinsic geometric preferences of an unsubstituted phenyl-SF3 molecule
are examined. We determine first whether this molecule adopts a trigonal bipyramidal
geometry as is the case in the catalysts of interest: if so what is the difference in energy
between an apical or equatorial placement of the phenyl group. An ether functionality is
then added to the phenyl ring, as in the molecules under study. Careful examination
determines whether there is indeed a S∙∙O chalcogen bond present, and if so, how stable is
this structure in comparison to other geometries. The possibility of H-bonds (HBs) of the
CH∙∙F type influencing the structure is examined as well. The system is brought into exact
correspondence with the deoxofluorinating agents of interest when a second ether group is
added. (The -CH2OCH3 group used here corresponds to the functionality that showed the
highest percent yield in the experimental work 13.) Is there a S∙∙O chalcogen bond present
here also, and if so, might there be a second as well? In terms of rationally designing a
more effective agent, the first step might be to add a substituent to the phenyl ring. A set
of different substituents are therefore added, both electron-withdrawing and releasing. And
these substituents are added to various positions on the phenyl ring to determine which
would be most effective. And finally, the molecules are examined not only in vacuo which
tells much about their intrinsic properties, but also in solution where they would normally
be used.
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3-2. Methods
Molecular systems were examined using the B3LYP variant of density functional
theory, and the aug-cc-pVDZ basis set. Calculations were carried out using the Gaussian09 package

31

of codes. Solvent was introduced via the PCM method

32

. Second-order

interaction energies between molecular segments were computed using the Natural Bond
Orbital (NBO) approach

33-34

, as implemented in Gaussian. Atoms in Molecules (AIM)

methodology 35 was used to analyze the electron density of the system using the AIMALL
36

program.

3-3. Results and Discussion
When one fluorine atom of SF4 is replaced by a phenyl group, there is only one
minimum on the monosubstituted molecule’s potential energy surface. As seen in Fig 3-1,
the phenyl group of 1A assumes an equatorial position, wherein two of its CH groups are
in near proximity to the apical fluorine atoms, with r(H∙∙F) less than 2.3 Å. The
optimization of this same molecule, with the phenyl group placed in an apical position
decayed to the equatorial conformer 1A.
The situation changes to a certain extent when an ortho-H atom of the phenyl group
is replaced by a -CH2OCH3 ether group. There are now two equatorial arrangements that
occur as minima. The more stable of the two is displayed as 1B in Fig 3-1, and contains a
close approach of the ether oxygen to the sulfur atom, with R(S∙∙O)=2.663 Å. There is also
a fairly close approach of an apical fluorine atom to a methylene proton, 2.527 Å. The
stabilizing O∙∙S chalcogen bond is replaced by several CH∙∙F H-bonds and one CH∙∙O in
the other equatorial configuration 1C. But these HBs cannot compensate for the loss of the
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O∙∙S chalcogen bond, making this structure less stable than 1B by 3.8 kcal/mol.
As is indicated in Figure 3-1, and as is true for all of the structures described here,
the geometry around the sulfur atom fits the description of a “see-saw”, i.e. a trigonal
bipyramid with one of the equatorial sites occupied by a S lone pair. As is typical of these
sorts of geometries, the bulging lone pair squeezes the bonding pairs closer together than
would be the case in a full trigonal bipyramid of bonding pairs. The angles between each
pair of apical S-F/C bonds were found to be within 10° of the classical 180°, and angles
between apical and equatorial bonds are within 6° of the unstrained 90°. The greatest strain
induced by the lone pair occurs within each pair of equatorial bond pairs, so these angles
lie in the range 95-106°, smaller than the unstrained value of 120°. Noncovalent S∙∙O
chalcogen bonds occur when charge is transferred from the oxygen atom to the σ*(S-F)
antibonding orbital which lies directly opposite the associated FH covalent bond. They do
not represent a fifth covalent bond around the S which would alter its overall geometry.
Nor is the formation of a chalcogen (or pnicogen or halogen) bond impeded by the presence
of one or more lone pairs on the central atom in the general direction 37-48 of the noncovalent
bond. The equatorial SF bonds have associated with them a vacant position which may be
occupied by a S∙∙O chalcogen bond. In contrast, such noncovalent bonds are not possible
opposite an apical SF bond, since this position is already occupied by a second apical
covalent bond.
The presence of the introduced ether group also results in the appearance of a
minimum on the surface in which the substituted phenyl group occupies an apical position,
albeit 27.7 kcal/mol higher in energy than the global minimum 1B. Like the latter, this
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apical minimum 1D also contains a close approach of the oxygen and sulfur atoms; in this
case R(O∙∙S) is 0.1 Å shorter at 2.56 Å. It is likely that it is the presence of this chalcogen
bond which permits this configuration to exist as a minimum on the surface, as there is no
apical minimum in the absence of the ether. Not only is R(S∙∙O) shorter in 1D than in 1B,
but the NBO value of E(2), a measure of charge transfer from the O lone pairs to the σ*(SF)
antibonding orbitals, is 10.81 kcal/mol in 1D, even larger than in 1B where it is 6.66
kcal/mol.
Addition of a second ether functionality to the other ortho position of the phenyl
group imparts a more complicated character to the potential energy surface. There is still a
heavy preference for equatorial placement of the phenyl. The global minimum 2A in Figure
3-2 is stabilized by three attractive interactions. One ether oxygen atom participates in a
O∙∙S chalcogen bond with the sulfur atom, with R(O∙∙S)=2.626 Å. A methylene H comes
within 2.426 Å of an apical fluorine atom. Without a second site on S available for another
O∙∙S chalcogen bond, the other ether O associates instead with a phenyl H, forming a strong
CH∙∙O HB, with R(H∙∙O) as short as 2.226 Å. The second equatorial minimum 2B is less
stable by 2.2 kcal/mol, and relies for its stability on HBs alone, of both the CH∙∙O and
CH∙∙F varieties, some as short as 2.3 Å. Again, these HBs are unable to make this structure
as stable as the one containing the chalcogen bond.
Apical positioning of the phenyl group again results in a much less stable set of
minima, 28-31 kcal/mol higher in energy than the equatorial global minimum. The apical
placement of the substituent opens up a second site opposite a S-Fe bond which might be
occupied by a second O∙∙S chalcogen bond. And indeed, two such bonds are observed in
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the most stable of the apical conformers 2C. Reducing this number of chalcogen bonds to
one raises the energy in 2D and 2E, even in the presence of a CH∙∙O HB in 2D. Comparison
of 2C with 2D and 2E indicates a negative cooperativity in the two S∙∙O chalcogen bonds.
R(S∙∙O) is longer in 2C by nearly 0.3 Å, and the two values of E(2) are 6.5 kcal/mol in each
of the S∙∙O bonds of 2C, smaller than 17.81 of 2D or 16.41 kcal/mol of 2E.
One can conclude that a phenyl substituent has a strong propensity to occupy an
equatorial position around S. If the phenyl also contains one or more ether linkages, the
oxygen atoms are drawn to form a O∙∙S chalcogen bond which will be present in the global
minimum in all cases. This bond can stabilize an apical substitution to the point of
becoming a true minimum, even if nearly 30 kcal/mol higher in energy than equatorial.
This apical placement opens up a second site for S∙∙O chalcogen bond formation, which is
indeed occupied in the substituted molecule 2C. These S∙∙O chalcogen bonds prove a
stronger influence upon conformation than even short CH∙∙O or CH∙∙F HBs.
3-3.1. Solvation Effects
As some of the most useful behavior of these molecules occurs in solution, it is
worthwhile to examine how solvation affects their properties. Table 3-1 focuses on those
structures that contain a S∙∙O chalcogen bond, e.g. 1B and 1D. The data in the leftmost
section of Table 3-1 shows that the introduction of solvent causes a slight lowering of the
energies of the secondary minima relative to the global minimum. For example, the energy
of 1D relative to 1B drops from 27.7 kcal/mol in the gas phase to 25.0 kcal/mol in
dichloromethane (DCM: ε=8.9), and then to 23.8 kcal/mol in water (ε=78). Similar
reductions are noted for the 2C, 2D, 2E series relative to 2A. It would appear then that
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solvent allows a mild stabilization of apical geometries in comparison to the more stable
equatorial structures.
The next section of Table 3-1 shows that the R(O∙∙S) distances of the chalcogen
bonds undergo a contraction as solvent is introduced and becomes more polar. For
example, the first row of Table 3-1 shows that the R(O∙∙S) distance in 1B is 2.663 Å in
vacuo, contracts to 2.556 Å in dichloromethane, and then to 2.529 Å in water. This
contraction is even stronger in the apical configuration 1D, where water reduces this
distance by 0.24 Å. Other rows in Table 3-1 show that the reduction occurs not only when
there is a single S∙∙O chalcogen bond, but also in 2C where there are two such bonds, both
contracted by 0.18 Å when immersed in water. Note that the solvent-induced bond
contractions are of larger magnitude in the apical structures in comparison to the equatorial,
consistent with the energetic trends in Table 3-1. Another sign of growing strength of these
S∙∙O noncovalent bonds in solution arises by examination of the q(O∙∙SF) angles which all
become more linear. Again taking 1B as an example, this angle is raised from 165° in the
gas phase to 173° in water.
One can also consider the NBO second order perturbation energy E(2) associated
with charge transfer from the O lone pairs to the σ*(SF) antibonding orbital as a measure
of chalcogen bond strength. These values in the various solvation situations are reported in
Table 3-2. The major component refers to the SF bond that lies directly opposite the O,
whereas a smaller value is associated with the σ* antibonding orbital of the other equatorial
SF bond. (This secondary transfer was shown to be important in our earlier study 49 of the
interaction of SF4 with several amines.) 1B and 2A are exceptions since the second
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equatorial position is taken up not by an F but rather by the phenyl group, so there is no
minor component. The important finding in Table 3-2is that the increasing polarity of the
solvent raises E(2), consistent with the trends in the energetic and geometrical data in Table
3-1.
3-3.2. Internal Bond Perturbations
Prior work with the SF4 molecule 49 has shown that its participation in a chalcogen
bond tends to lengthen all of its S-F bonds, albeit in the context of an intermolecular
interaction. It was therefore of interest to examine whether the same trend occurs in the
case of an intramolecular chalcogen bond. The optimized geometry of 1A was taken as the
reference point for an equatorial phenyl group, but without any possibility of a S∙∙O
chalcogen bond. As indicated earlier, there is no corresponding apical minimum on the
surface of this system in the gas phase. In order to construct such a reference structure, a
restraint was introduced into the molecule, wherein θ(C-S-Fa) was held constant at 177.3°,
the angle which is adopted by the apical minimum in DCM solvent. This structure is
illustrated as 1A’ in Figure 3-1.
The left side of Table 3-3 contains the changes in the r(SF) bond lengths relative to
equatorial 1A whereas the apical structure 1A’ was taken as the reference for molecules on
the right side of the Table. Considering 1B first, this molecule contains a O∙∙S chalcogen
bond which stretches the S-Fe bond which lies directly opposite the incoming oxygen atom,
by 4.4 mÅ. One of the apical S-F bonds is stretched by 6 mÅ, but the longest stretch of 20
mÅ is associated with Fa2 which engages in a CH∙∙F HB with a methylene proton. The
pattern of a small stretch for the S-Fe and longer stretches for the apical S-F bonds is
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repeated in 2A, which also contains a noncovalent S∙∙O bond. Neither 1C nor 2B contain
such a chalcogen bond, and in both of these cases S-Fe suffers a contraction rather than a
stretch. One of the S-Fa bonds shows little change, and the other such bond undergoes a
small stretch. Thus, the S-F bond elongations associated with O∙∙S chalcogen bond
formation are either absent or much reduced in the absence of such a bond.
Turning to the molecules in which the phenyl group occupies an apical position,
the S∙∙O chalcogen bond in 1D has small but opposite effects on the two S-Fe bonds, one
stretching and the other contracting. It is the apical S-F bond that undergoes the largest
change, stretching by 40 mÅ. This same pattern repeats in the other apical conformations
2C, 2D, and 2E, where the apical S-F bond stretches by a large amount upon formation of
the S∙∙O chalcogen bond, between 62 and 67 mÅ. Also common in these structures, the SFe bonds undergo much smaller changes in length.
Perusal of data in the lower portions of Table 3-3 indicates a repeat of the patterns
found within the gas phase for the most part, although these stretches generally increase in
solution. For example, the S-Fe bond stretch in 1B increases from 4.4 mÅ in the gas phase,
to 7.8 in DCM and then to 9.3 mÅ in water. These solvent-induced enhancements are most
noticeable in the stretches of the S-Fa bond in the apical conformations. Elongations of 40
to 67 mÅ in the gas phase are magnified several-fold to as much as 209 mÅ in water.
One might anticipate that S-F bond elongations would be tied to bond polarization making
these fluorine atoms more negative. The changes in the NBO charges on the fluorine atoms
reported in Table 3-4 indeed confirm this expectation. For example, the greater stretches
of the apical S-F bonds in 1B, compared to equatorial, are consistent with the greater
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increase of Fa negative charge. And in those cases where a S-F bond contraction is noted,
e.g. 1C and 2B, the fluorine atoms become more positive. Just as the longest S-F bond
stretches occur in the apical bond in aqueous phase on the lower right of Table 3-3, so too
does the Fa atom gain the largest negative charge in Table 3-4.
In summary, formation of a S∙∙O chalcogen bond tends to lengthen all of the S-F
bonds and to increase the fluorine atom negative charge. The largest effects are associated
with the apical S-F bonds. This pattern is observed whether the phenyl substituent is placed
in an equatorial or apical position, but the latter results in a much larger S-Fa elongation
upon formation of the S∙∙O chalcogen bond. These bond elongations are presumably
associated with a weakening which would facilitate the transfer of one or more fluorine
atoms during the deoxofluorinating process.
3-3.3. Electron Density Shifts
Another window through which to view the purported formation of an interaction
such as a S∙∙O chalcogen bond is via electron density difference maps. The construction of
such a map is straightforward in the case of an intermolecular interaction, where it
comprises the difference between the density of the complex and the sum of the two
isolated subunits of which it is composed. But one cannot do this in the case of an
intramolecular interaction where there are no isolated subunits to take as a reference.
Instead, the idea of an isodesmic reaction 50.was used to construct this map. As indicated
in Figure 3-3, C represents the molecule containing the intramolecular interaction of
interest between SF3 and CH2OCH3. A and B are both the same as C, but each replaces one
of the two functional groups by a simple hydrogen atom. Their sum therefore contains the
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density of both groups, but without the mutual interaction. The second benzene ring of this
sum must be accounted for, so the density of D is added to that of C. The electron density
difference map therefore is taken as the sum of (C + D), minus (A + B), which ought to
focus on the shifts of density that accompany the formation of the chalcogen bond.
This density shift map is illustrated in Figure 3-4 where purple and yellow regions
respectively indicate gains and losses of density that occur as a result of the formation of
the intramolecular S∙∙O noncovalent bond. Perhaps the most important aspect of this figure
is the purple buildup of density between the oxygen and sulfur atoms, expected for bond
formation. Also noted is a yellow density loss to the immediate left of the sulfur atom, both
features that were observed earlier 49 for the intermolecular S∙∙N noncovalent bond between
SF4 and a series of aliphatic and aromatic amines. Another similarity to the intermolecular
systems is the buildup of density on the various fluorine atoms, both the one involved in
the Olp→σ*(SF) charge transfer, and the others as well. It is also worth noting the lack of
substantive density rearrangement within the aromatic ring, suggesting its lack of direct
involvement in the S∙∙O chalcogen bond.
3-3.4. Substituent Effects
The presence of substituents on the phenyl ring will typically affect the nature of a
molecule’s electronic structure. The following groups were thus added to the phenyl ring
in positions ortho, meta, and para to the SF3 group: nominally electron-withdrawing F, Cl,
Br, and donating OH, NH2, NHMe and NMe2. More specifically, placing the SF3 group in
the 1-position and -CH2OCH3 at 2, meta refers to 3, para to 4, and ortho to 6.
After each substitution, the -CH2OCH3 group was rotated around the C-Caryl bond
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to search for the minimum-energy structure. The amount of this rotation is defined by the
dihedral angle φ(OCCCS) where CS refers to the C bonded to the sulfur atom. There are
several local minima for different values of φ but the global minimum occurs at φ~ -39°,
which corresponds to a geometry much like 1B where a O∙∙S chalcogen bond is present.
For o, m, and p derivatives, as well as the unsubstituted molecule, there is also a secondary
minimum at φ~ -130°, only slightly higher in energy, within 1 kcal/mol of the global
minimum. With regard to other local minima, o and p derivatives differ from m. The former
molecules, like the unsubstituted one, have another minimum located at φ~170°, some 2-4
kcal/mol higher in energy than the global minimum. These structures are stabilized by a
pair of weak H-bonds. One of these involves a methylene proton from the CH2OCH3 group
and a fluorine atom. The other H-bond pairs the oxygen atom of the ether group and a
phenyl CH which is meta to the SF3. The latter H-bond is not possible for the metasubstituted molecule, so an energy maximum occurs at this value of φ. But most
importantly, the global minimum of all these molecules, whether substituted or not,
contains the O∙∙S chalcogen bond, and it is this conformation which is considered further.
Some of the salient features of the various substituted molecules are presented in Table
3-5, along with the unsubstituted molecule 1B. It should perhaps be stated at the outset that
most of the substituent effects are rather small. It is clear from the first column that the
presence of any substituent, and in any position, shortens the R(O∙∙S) distance within the
chalcogen bond. The degree of this contraction is greatest for the meta-substituted
molecules, but is only slightly sensitive to the nature of the substituent. Considering the
meta-substituted molecules as an example, the m-Br molecule exhibits the shortest R(O∙∙S),
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and m-F the longest. But even here, the changes in this noncovalent bond length amount to
less than 7%. The values of E(2) for the Olp→σ*(SF) charge transfer follow a similar
pattern, in that the largest values are associated with meta substitution, with only mild
sensitivity to nature of substituent. It is notable that there is a very strong linear correlation
between R(O∙∙S) and E(2), with correlation coefficient R2 =0.991.
AIM analysis of the electron density reveals a bond critical point between the
oxygen and sulfur atoms in all cases. The value of ρ at this point, as well as its Laplacian,
are reported in the next two columns of Table 3-5. In all cases, ρ is in the 0.028 - 0.037
range, and 2ρ between 0.082 and 0.102. Both quantities lie in their upper ranges for meta
substitution.
There is no completely unambiguous means of assessing the energy of an
intramolecular interaction. Of the various prescriptions developed for approximating this
property, application of an isodesmic reaction should offer a realistic, if imperfect, value.
As applied to the systems of interest here, reference is again made to Figure 3-3 where C
contains the full molecule and D only the phenyl ring. A and B each contain one of the two
functional groups. The substituent X is included for all four segments. The difference in
energy for the reaction A + B → C + D should offer a realistic assessment of the energy of
the S∙∙O chalcogen bond which is contained only in C. As indicated in the first row of Table
3-5, this Eiso is equal to 4.96 kcal/mol for the unsubstituted 1B. With respect to the metasubstituted molecules, this bond is strengthened for the halogens and OH, and weakened
for NH2, NHMe and NMe2. The ortho-substituted molecules, on the other hand, all exhibit
a weaker S∙∙O. Weakening, albeit not quite as much, is also characteristic of the para-
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substituted systems, with the exception of Br and Cl.
In summary, substitution on the aryl ring leads to a modest amount of shortening
of the R(O∙∙S) chalcogen bonds, in tandem with increases of the Olp→σ*(S-F) charge
transfer contained within E(2). These changes are largest for m-substitution. It may be
noted that all substituents yield similar trends, at least qualitatively, even though some are
generally considered electron-withdrawing and others releasing. On the other hand, all
substituents manifest as electron-withdrawing within the context of the full molecules in
that all are associated with a partial negative charge. For example, the NH2 group acquires
a charge of -0.10 in this system, even though it is commonly thought of as electronreleasing. And indeed, the AIM parameters in Table 3-5 show little difference between any
of the substituents, also suggesting a chalcogen bond strengthening, albeit a very small one.
3-4. Conclusion
When replacing a fluorine atom of SF4, there is a strong preference for a phenyl
group to occupy one of the equatorial positions. In fact, in the gas phase, there is no
minimum in which the phenyl group is in an apical position. Such a minimum occurs in
solution, but the apical structure is much higher in energy than the equatorial configuration.
The preference for an equatorial position remains when the phenyl group is substituted
with an ether -CH2OCH3 group in a position ortho to S. The optimal geometry contains an
intramolecular O∙∙S chalcogen bond as a major stabilizing force. This same bond occurs as
well in the apical geometry, and accounts for its existence as a true minimum of this
configuration even in the gas phase. The S∙∙O chalcogen bond occurs also when both ortho
positions of the phenyl are occupied by ether groups. This bond appears to be a stronger
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influence upon the structure than the various CH∙∙F and CH∙∙O H-bonds which it replaces.
The apical geometry of this disubstituted molecule contains two O∙∙S chalcogen bonds in
its most stable structure.
Placing these systems within a solvent environment does not change any of the
above trends.

Increasing the polarizability of the solvent leads to a progressive

strengthening of the chalcogen bonds. The R(S∙∙O) interatomic distances contract and the
NBO value of E(2) is increased. The S-F bond lengthening associated with the formation
of the S∙∙O chalcogen bond is enhanced in solution, as are the increases in fluorine atom
negative charges. The weakening of these S-F bonds would likely facilitate the catalytic
activity of these molecules as deoxofluorinating agents. Solvation also reduces the
energetic differences between the apical and equatorial geometries, albeit by only a small
amount.
The addition of a second substituent on the phenyl ring, in addition to the ether
functionality, has only minor effects on the properties and energetics. All substituents,
whether nominally electron-donating or withdrawing, and in any position on the phenyl
ring, strengthen the O∙∙S chalcogen bond. This conclusion is supported by a shorter R(S∙∙O)
distance and larger value of E(2). AIM quantities offer a slightly different conclusion:
greater ρ and 2ρ at the bond critical point are substantial only for the meta positioning of
the substituent. As an intramolecular interaction, the energy of the S∙∙O noncovalent bond
is difficult to define unambiguously. An isodesmic measure of this property suggests the
bond is strengthened when electron-withdrawing substituents, e.g. F or Br, are placed
adjacent to the ether, meta to SF3.
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While there is little experimental structural information available about these
system, it should be noted finally that the computational finding of a trigonal bipyramidal
framework is consistent with NMR spectroscopic data.
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Table 3-1 Relative energies, O∙∙∙S interatomic distances, and interaction angle in
configurations containing a S∙∙O bond.

1B
1D
2A
2C
2D
2E

Erel, kcal/mol
Gas
DCM
0
0
27.7 25.0
0
0
27.7 23.3
28.9 25.4
30.6 26.2

R(O∙∙S), Å
Water Gas
DCM
0
2.663 2.556
23.8
2.561 2.370
0
2.626 2.551
21.7
2.710 2.583
24.2
2.428 2.295
24.7
2.448 2.322

q(O∙∙SF), degs
Water Gas
DCM
2.529 165.0 172.5
2.317 167.6 172.0
2.532 172.0 174.4
2.529 157.4 159.7
2.254 171.5 172.2
2.278 171.0 171.7

Water
173.4
173.1
174.8
160.8
172.3
172.0

Table 3-2 NBO E(2) (kcal/mol) for transfer from O lone pairs to σ*(SF) antibonding
orbital.

1B
1D
2A
2C
2D
2E
a
b

gas
Majora
6.66
9.67
8.35
6.24
17.59
16.14

b

Minor
1.14
6.20
3.58
3.34

DCM
Major
9.71
17.76
9.98
10.21
23.19
20.98

SF bond directly opposite O
other equatorial SF bond

water
Minor major
10.67
2.25
20.80
10.69
10.21 12.42
3.97
25.73
3.62
23.96

Minor
2.68
12.42
4.48
4.16
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Table 3-3 Changes in r(S-F) bond lengths (mÅ) of indicated molecules.
Equatoriala
vacuum
1B
1Cc
2A
e
4.4
-5.0
5.8
a-1
6.0
-0.5
10.6
a-2
20.5 4.5
22.3
DCM
e
7.8
-8.0
6.5
a-1
19.3 -0.2
19.2
a-2
19.3 3.9
21.3
Water
e
9.3
-8.3
7.3
a-1
23.4 1.2
22.6
a-2
18.5 3.2
20.0
a
relative to 1A
b
relative to apical geometry 1A’
c
no S∙∙O bond present

Apicalb
2Bc
-4.8
1.6
5.4

e-1
e-2
a

1D
8.0
-3.4
40.0

2C
-3.6
-3.6
66.8

2D
7.1
-4.0
64.2

2E
5.0
-11.7
62.0

-9.4
2.5
5.1

e-1
e-2
a

3.82
4.20
119.5

0.22
0.22
156.2

5.63
7.64
135. 6

0.63
3.85
125.8

-10.1
3.2
4.1

e-1
e-2
a

5.4
9.9
158.5

4.7
4.7
208.6

6.5
14.5
170.0

5.8
7.9
156.1

Table 3-4 Changes in NBO atomic charges (me) of F atoms of indicated
molecules.
Equatoriala
vacuum
1B
1Cc
2A
e
-0.6
5.2
-0.9
a-1
-9.7
3.3
-11.2
a-2
-14.5 -3.5
-14.4
DCM
e
-3.3
3.4
-3.0
a-1
-12.2 4.9
-13.1
a-2
-13.8 -2.4
-14.1
Water
e
-4.5
1.1
-4.1
a-1
-12.0 3.2
-14.4
a-2
-14.8 -2.1
-12.1
a
relative to 1A
b
relative to apical geometry 1A’
c
no S∙∙O bond present

Apicalb
2Bc
4.5
4.8
0.2

e-1
e-2
a

1D
-4.8
-0.9
-29.3

2C
-7.4
-7.4
-56.7

2D
-12.8
4.7
-47.9

2E
-5.3
-3.3
-47.4

2.7
1.8
-1.8

e-1
e-2
a

-3.6
-9.5
-57.8

-12.4
-12.4
-81.9

-11.4
-18.1
-65.6

-9.3
-9.6
-62.6

2.2
1.6
-1.8

e-1
e-2
a

-3.1
-12.1
-69.2

-13.2
-13.2
-98.5

-11.0
-16.0
-75.1

-9.2
-12.0
-70.5
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Table 3-5 Energetic (kcal/mol), geometric, and electronic properties of substituted
derivatives of 1B.
unsub 1B
meta
F
Cl
Br
OH
NH2
NHMe
NMe2
para
F
Cl
Br
OH
NH2
NHMe
NMe2
ortho
F
Cl
Br
OH
NH2
NHMe
NMe2

R(O∙∙S), Å
2.663

E(2)
6.66

ρ, au
0.030

2ρ, au
0.088

Eiso
4.96

2.545
2.493
2.486
2.524
2.520
2.511
2.514

11.00
13.12
13.48
11.91
11.87
12.21
12.28

0.033
0.036
0.037
0.034
0.034
0.035
0.035

0.092
0.100
0.102
0.096
0.097
0.099
0.097

5.21
5.62
6.03
5.36
4.15
4.05
3.97

2.577
2.573
2.573
2.587
2.601
2.610
2.609

9.71
9.85
9.86
9.33
8.82
7.95
8.57

0.030
0.031
0.031
0.029
0.028
0.028
0.028

0.087
0.088
0.088
0.085
0.083
0.082
0.082

4.81
5.18
5.37
4.43
3.88
3.86
3.74

2.577
2.561
2.555
2.582
2.552
2.546
2.601

9.52
10.1
10.31
9.27
10.57
10.78
8.64

0.031
0.032
0.033
0.031
0.032
0.033
0.029

0.088
0.091
0.092
0.088
0.092
0.093
0.085

4.66
3.78
3.67
3.78
3.62
3.35
3.24
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Scheme 3-1Structure of a)DAST b) Deoxofluor, and c) 4-tert-Butyl-2,6bis(methoxy)sulfur trifluoride

Figure 3-1 Optimized geometries of various minima. Distances in Å.

73

Figure 3-2 Optimized geometries of various minima of molecules containing two CH2OCH3 groups. Distances in Å.

Figure 3-3 Molecules used to evaluate density redistribution patterns and isodesmic
values of S∙∙O bond energies.

74

Figure 3-4 Electron density redistribution of molecule 1B, using isodesmic system in Fig
3-3. Purple regions indicate density increase, and losses are shown in yellow. Isocontour
illustrated is ±0.0015 au.
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CHAPTER 4
S∙∙Π CHALCOGEN BOND BETWEEN SF2 OR SF4 AND C-C MULTIPLE BOND1
Abstract
SF2 and SF4 were each paired with a series of unsaturated hydrocarbons including
ethene, ethyne, 1,3-butadiene, and benzene, in each case forming a chalcogen bond
between the S atom and the carbon π-system. MP2 ab initio calculations reveal that the S
atom is situated directly above one specific C=C bond, even when more than one are
present. The binding energies range between 3.3 and 6.6 kcal/mol. SF2 engages in a
stronger, and shorter, noncovalent bond than does SF4 for all systems with the exception
of benzene to which SF4 is more tightly bound. Cis-butadiene complexes contain the
shortest chalcogen bond, even if not necessarily the strongest. The internal S-F covalent
bonds elongate upon formation of each chalcogen bond. The molecules are held together
largely by charge transfer forces, particularly from the C=C π-bonds to the σ*(SF)
antibonding orbitals. In the case of SF2, a sulfur lone pair can transfer charge into the π*
MOs of the alkene, a back transfer which is more difficult for SF4.
4-1. Introduction
Noncovalent interactions between molecules are a quintessential ingredient in the
behavior of condensed phases. They are also controlling factors 1-3 in molecular recognition
and crystal packing, and are important building blocks of the structures adopted by

1

Coauthored by Vincent de Paul Nzuwah Nziko and Steve Scheiner. Reproduced with permission from J.
Phys. Chem. A 2014, 119, 5889-5897. Copyright 2014, American Chemical Society.
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molecules, and their transitions from one conformation to another. Arguably, the most
intensively studied and well understood type of noncovalent interaction is the H-bond 4-6,
which classically involves a proton donor AH and acceptor B. While A and B were
historically very electronegative atoms such as O, N, and F

7-10

classification as a H-bond have broadened over the years
electronegative atoms like C can serve as proton donor atom

, the restrictions on the

11

.

12-14

For example, less

, and the acceptor can

donate electron density via π bonds, rather than the classical lone pair. Moreover, the
bridging H atom can be replaced by halogen 15-24, chalcogen 25-33, and pnicogen 34-45 atoms
in the eponymously named bonds. Of these, the halogen bond has received the most
attention, but knowledge is very rapidly accruing for the other two as well.
In particular, a typical chalcogen bond is formed when an atom of this family e.g.
S or Se, acts as an electron acceptor from an electron donor atom or molecule. The system
is stabilized by a transfer of charge from a lone pair of the donor atom to a σ*(Y-R)
antibonding orbital where Y represents a chalcogen atom and R is directly bonded to it.
This transfer is accompanied by a Coulombic attraction between the negative electrostatic
potential of the donor and a positive region that lies nearby to the chalcogen atom. (The
latter is sometimes referred to as a σ-hole.) These attractive forces are supplemented by a
certain amount of dispersion energy.
Most prior study

46-56

of S-chalcogen bonds has been devoted to divalent S, e.g.

SH2, SF2, or S=C(CH3)2. However, S commonly engages in other valencies

57

, perhaps

most notably engaging in four separate covalent bonds. A few recent works have begun to
tackle the issue of tetravalent S and its involvement in chalcogen bonds. Our own earlier
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work 58 showed, for example, that the S∙∙N interaction involving SF4 can be stronger than
that of a typical H-bond. We also showed that this interaction is dominated by charge
transfer; unlike the H-bond, electrostatic forces play only a supporting role. Some of these
computed results were soon thereafter confirmed 59 by experimental measurements. It has
also been typical to consider chalcogen bonds wherein a lone pair of the electron donor
atom acts as the source of the charge being transferred. However, as has been shown in
analogous pnicogen bonds, the π bonding system of alkenes can serve a similar function,
with bonds that are nearly as strong as their lone-pair donor cousins.
The present work is therefore meant to fill these gaps in our understanding of the S
chalcogen bond. A comparison of SF4 with SF2 provides direct information about the
comparative effects of divalency and tetravalency. A range of different π-electron donors
are considered. Ethene and ethyne are both simple two-C molecules with one and two π CC bonds, respectively. The effects of conjugation are evaluated by enlarging the system to
1,3-butadiene, in both its cis and trans conformations. Benzene is also considered so as to
compare simple conjugation of butadiene with full-fledged aromaticity. In addition to
assessing the overall strength of the interaction, we are most especially concerned with
understanding the fundamental origins of each. What exactly is it that makes one sort of S
valency a more potent electron acceptor than another? Do both depend to the same extent
upon charge transfer versus Coulombic attraction? How does a triple bond compare with a
double bond in terms of electron donation, and how are these forces affected by conjugation
or aromaticity? From a wider perspective, how does S compare with pnicogen atom P in
terms of formation of a noncovalent bond with a π-donor?
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4-2. Theoretical Methods
Quantum chemical calculations employed the Gaussian-09

60

software package.

Geometries of monomers and dimers were optimized at the MP2/aug-cc-pVDZ level, and
were verified as minima by frequency analysis. Higher level calculations expanded the
basis set to aug-cc-pVTZ and aug-cc-pVQZ, using the MP2/aug-cc-pVDZ geometries.
CCSD(T) was also employed with the aug-cc-pVDZ basis set. Binding energies were
derived as the difference in energy between the optimized dimer and the sum of the
individual monomers in their optimized geometries. This binding energy was corrected for
basis set superposition error via the counterpoise procedure 61-62.
One can extrapolate the data from the ordered DZ, TZ, QZ basis sets to an estimate
of complete basis set (CBS) results. Extrapolation was based on the idea 63 that correlation
energy is roughly proportional to X-3 for basis sets of the aug-cc-pVXZ type. Utilizing a
two-step method with triple and quadruple sets 64:
∆EMP2/CBS = (64 ∆EMP2/aug-cc-pVQZ - 27 ∆EMP2/aug-cc-pVTZ) /37 (1)
A correction was added to account for discrepancies between MP2 and CCSD(T)
ECCSD(T)/CBS = EMP2/CBS + (ECCSD(T)/aug-cc-pVDZ) - EMP2/aug-cc-pVDZ)

(2)

The total interaction energy was dissected into various components by SymmetryAdapted Perturbation Theory (SAPT) 65-66 analysis using the MOLPRO 67 program, at the
SCF level with the aug-cc-pVDZ set. Charge transfer effects were examined via Natural
Bond Orbital (NBO) formalism 68-69 using the NBO 3.1 procedures contained in Gaussian
at the SCF level. The electron density was analyzed via the Atoms in Molecules procedure
70-71

to determine the positions of bond critical points, as well as the density and its
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Laplacian, via the AIMALL software 72. Maxima and minima of the electrostatic potential
were derived via the WFA-SAS program
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. Both SF2 and SF4 were used as electron

acceptors in chalcogen bonds. They were combined with a series of π-bonded
hydrocarbons, including ethene and ethyne, 1,3-butadiene, and benzene.
4-3. Results
4-3.1. Geometries and Energetics
The geometries optimized at the MP2/aug-cc-pVDZ level are displayed in Figure
4-1 and Figure 4-2, and the most important structural details are reported in Table 4-1. The
S atom is drawn toward the center of a particular C-C bond, designated Ca-Cb this central
point is indicated by the small purple sphere in Figure 4-1. Where there is a single C-C
bond (C2H2 and C2H4), the S atom is positioned equidistant from Ca and Cb, but it moves
off center for some of the other cases. One of the F atoms (F1) is positioned nearly apposite
the C=C bond, with θ(F1S∙∙m) angles close to 180° (m refers to CC bond midpoint). The
last several rows of Table 4-1 display the changes in some of the bond lengths arising from
formation of the complex.
The SF2 molecule approaches more closely to the alkene than does SF4, by amounts
varying between 0.03 Å (for benzene) and 0.22 Å for ethene. Whether SF2 or SF4, the
shortest R(S-m) intermolecular distance is associated with cis-butadiene (c-but). For SF4,
the simple 2-carbon systems are further removed than butadiene, but this is less clear for
SF2; benzene is most distant for SF2 but roughly the same as t-but for SF4. The last three
rows refer to the changes in the internal bond lengths that occur as a result of the formation
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of each complex. The S-F bonds of both SF2 and SF4 elongate. The S-F1 bond, which lies
directly opposite the alkene, stretches by between 0.01 and 0.02 Å for SF2, but by less than
0.007 Å for SF4. A smaller elongation is observed in r(S-F2) which refers to the other SF
bond of SF2, and to the other equatorial SF bond of SF4. Similar stretches have been
observed 41, 53, 55, 58, 74-75 in related complexes, and are due in part to the charge transfer into
the σ*(SF) antibonding orbitals (see below). Also undergoing a stretch are the C=C bonds
participating in the chalcogen bond; the donation of charge out of its π-bonding orbital is
a contributing factor to this bond weakening. These elongations are small in magnitude,
the largest being 0.008 Å.
The binding energies of the various complexes were computed at various levels of
theory, all using the geometries optimized by MP2/aug-cc-pVDZ. Focusing first on basis
set size at the MP2 level, Table 4-2 shows a trend for stronger binding as the basis is
enlarged from double to triple and then to quadruple-. With any of these basis sets, SF2
engages in a stronger noncovalent bond than does SF4 for all systems with the exception
of benzene where this pattern is reversed. The stronger binding by SF2 fits with its pattern
of shorter intermolecular distances. Computation of electron correlation via CCSD(T)
yields a modest reduction in binding energy relative to MP2, as evident by a comparison
of the CCSD(T)/aug-cc-pVDZ data with the values in the first two columns of Table 4-2.
Importantly, CCSD(T) maintains the MP2 trend that butadiene is most strongly bound to
SF2, followed by benzene, ethene, and acetylene in that order, and also that SF4 forms its
tightest bond with benzene, followed next by c-but > t-but > ethyne > ethene.
Extrapolation of the basis set to a complete set leads to the MP2/CBS entries in the
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next pair of columns of Table 4-2. These quantities represent only a small increase over
the MP2/aug-cc-pVQZ data and maintain the other MP2 trends. Adding in a correction to
account for discrepancies between MP2 and CCSD(T) (via Eq 2) yields the values in the
last columns of Table 4-2. These values underscore the trends that SF2 forms stronger
bonds than SF4 with all of the alkenes, except benzene. The strongest bond of all is between
SF2 and cis-butadiene, nearly 7 kcal/mol. In contrast, SF4 interacts most strongly with
benzene, with a binding energy of 5.5 kcal/mol.
4-3. 2. Energy Components and Electronic Structure
A partitioning of the total binding energy of each complex into its individual
contributing factors can provide useful insights into its origins. One such means of
effecting such a partition is via SAPT which leads to three attractive components. The data
in Figure 4-3 obey a very similar trend in all cases. The induction (IND) energy represents
the largest factor in all of the complexes examined, followed by electrostatic (ES) and then
by dispersion (DISP). Comparison of Figure 4-3a with Figure 4-3b indicates that the
individual components tend to be larger for the SF2 complexes, even if the total binding
energies are more similar. Taking the cis-butadiene electron donor as one example, the
IND attraction for SF2 amounts to 25 kcal/mol, while it is only 18 kcal/mol for SF4. It is
also interesting that despite the similarity between the total binding energies of ethene and
ethyne, the attractive components are considerably larger in the former case. As another
example, although SF4 is more strongly bound to benzene than to cis-butadiene, the ES and
IND components in Figure 4-3b are larger for the latter.
The importance of inductive forces in these complexes warrants a more detailed
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examination. NBO offers a means of assessing the energetic contribution of charge transfer
between any particular pair of localized orbitals. As in most such complexes of this type,
the largest contribution arises from the transfer from the occupied C-C π bonding orbital
of the alkene to the σ* antibonding S-F orbital of the SF1 bond which lies opposite the
alkene. The energetic consequences of this transfer are reported in the first column of Table
4-3. It may first be noted that these quantities are considerably larger for SF2 than for SF4,
in some cases by a factor of 2. These larger values echo the IND components in Figure 4-3,
albeit not in a quantitative sense. It is of particular note that these E(2) quantities obey the
same general trends as do the total binding energies in Table 4-2. For example, SF2 forms
its strongest complex with c-but, which also has the largest value of 10.82 kcal/mol for
E(2). Likewise, the largest E(2) for SF4 is associated with benzene, the most strongly
bound. On the other hand, the correspondence between Eb and E(2) is imperfect. Whereas
E(2) for the complex of ethene with SF2 is larger than for either t-butadiene or benzene,
the binding energy of the former is weaker than the latter. Nor is there a perfect match
between binding energy and induction energy, for which this particular charge transfer is
a prime ingredient.
And indeed, it is important to note that the πab→σ*(S-F1) transfer is not the only
one identified by NBO analysis. Because of the shape of the σ* NBO, there is some overlap
between the σ*(SF2) antibonding orbital and the occupied CC π orbitals, as illustrated
schematically in Figure 4-4a and Figure 4-4b for SF2 and c-but. This overlap allows a
certain, albeit smaller, amount of charge transfer which is reflected in the second and third
columns of Table 4-3. In the case of butadiene, where there is a second Cc-Cd π bonding
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orbital, the overlap is especially good as indicated in Figure 4-4b, resulting in the larger
values in the third column.
Another sort of transfer which takes place in these complexes can be considered a
back-donation
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in that the charge transfers from the SF2 molecule to the alkene. In

particular, the S lone pair transfers charge into the CC π* orbitals. The overlap of these
orbitals is pictured in Figure 4-4c and Figure 4-4d, where the overlap is superior for Ca-Cb
as compared to Cc-Cd, and the values of E(2) are correspondingly larger. It is immediately
apparent that this back transfer is practically nonexistent for SF4. This absence is due to the
different electronic structure of this molecule. SF2 contains two lone pairs, one of which
resembles a S -orbital as illustrated in Figure 4-4. The second SF2 lone pair has the
characteristics of a -orbital which is very nearly orthogonal to the CC π* antibonding
orbitals, so contributes very little to the back donation in Table 4-3. With its greater number
of covalent bonds, the S atom of SF4 contains only one S lone pair. This pair resembles a
spn hybrid orbital, with a single lobe facing the alkene. As such, it is essentially orthogonal
to the Ca-Cb π* orbital, accounting for the lack of significant values of E(2) in Table 4-3.
There is some small overlap with the other Cc-Cd π* orbital of butadiene, enough to result
in a small contribution to the interaction energy, but less than that for SF2 with its superior
overlap.
In addition to the energetic consequence of charge transfer, E(2), one can also
compute the amount of charge transferred from one particular orbital to another via the
NBO procedure. These transfers are displayed in Table 4-4, and reasonably mimic the E(2)
values. For example, the largest values of both for the πab→σ*(S-F1) transfer occur for
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SF2∙∙c-butadiene, and the smallest for SF4∙∙ethyne. The last column of Table 4-4 contains
the total charge transferred from the electron donor to the acceptor, irrespective of
individual orbitals. These quantities obey the same general pattern as the individual
πab→σ*(S-F1) transfers: for instance, ethyne is the weakest donor to SF2, and cis-butadiene
the strongest. Again, these trends are not wholly consistent with the binding energies. For
example, although benzene forms a stronger complex with SF4 than does c-but, the total
charge transferred is considerably larger in the latter case.
The Coulombic attractive force is most accurately assessed by the electrostatic
attractive term from SAPT, as described above. On the other hand, the literature contains
a number of examples where the ES term, and indeed sometimes the entire binding energy
itself, is closely related to the electrostatic potential at a single point around a given
molecule. In particular, Vs,min has been commonly computed as the minimum in the
potential on an isodensity contour (usually ρ=0.001 au) surrounding the molecule. This
quantity was computed for all of the alkenes studied here within the context of the aug-ccpVDZ basis set. It was found that Vs,min is nearly the same for ethene, ethyne, and cis and
trans butadiene (between -17.2 and -17.8 kcal/mol) and is only slightly larger at -19.8
kcal/mol above the benzene molecule. Likewise, Vs,max, the maximum in the electrostatic
potential surrounding SF2 and SF4, is essentially identical (+42.2 kcal/mol) for these two
molecules. The hypothesis of a proportional relationship between the values of these
extrema and the full ES component in Figure 4-3 is hence invalid here, and is an even
poorer predictor of the full binding energy.
The AIM interpretation of the electron density is frequently used to provide an
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alternate measure of the strength of an individual noncovalent interaction. In particular, the
value of the density and its Laplacian at each bond critical point are typically taken as the
most direct measure of the bond strength. The values of these quantities are listed in Table
4-5. They suggest that cis-butadiene forms the strongest bond, followed by its trans
conformer; the weakest interaction occurs with ethyne. In all cases except benzene, SF2 is
predicted to form stronger bonds than SF4. These patterns are in fact, similar to those of
the binding energies in Table 4-2, although there are certain discrepancies. As an example,
SF4 binds most tightly to benzene, as opposed to c-but which is predicted by AIM.
Benzene’s binding energy with SF2 exceeds that of ethene or ethyne, opposite to the AIM
order.
The manner in which the electron density adjusts to a given interaction offers useful
clues about the fundamental aspects of the interaction. The electron density shifts were
computed as the difference between the density of the full complex, and the sum of
individual monomers in their same internal geometries. The increases in density arising
from the interaction are illustrated as the purple regions in Figure 4-5, and losses shown in
yellow, at the ±0.001 au isocontour. Figure 4-5a and Figure 4-45b compare the changes
occurring when ethene interacts with SF2 and SF4, respectively. The most prominent
feature is a yellow region of loss immediately below the S atom and a purple increase above
the C=C bond; there are also smaller areas of charge gain around the F atoms. These
redistributions are very similar to those observed earlier

58

when SF4 interacts with the N

lone pair in N-bases, although somewhat more muted here. Note also that there is very little
distinction between the SF2 and SF4 patterns. Addition of another π-bond has little effect
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on the charge shift pattern as the plots for HCCH look very much like those in Figure 4-5
for ethene. The patterns for butadiene emphasize the degree of asymmetry of the
interaction. The purple region above the trans isomer in Figure 4-5c lies over the two
central C atoms, whereas this region moves toward a terminal C-C bond for SF4 in Figure
4-5d. The same shift toward a terminal C-C bond is evident for the cis isomer in Figure
4-5e. These displacements of density shift mirror the positions of the S atom in each case.
The interaction of SF2 with benzene is largest for one particular C-C bond rather than the
center of the molecule, as is clear in Figure 4-5f.
4-4. Discussion
The highly accurate CCSD(T)/CBS data computed here can serve as a benchmark
by which to test the reliability of some of the more popular DFT schemes. The comparative
data in Table 4-6 combine the aug-cc-pVDZ basis set with the B3LYP functional, with and
without a D3 dispersion correction. Also of interest is the M06-2X functional which
contains a dispersion component. It is first evident that the B3LYP method provides a very
substantial underestimate of the accurate binding energies. Without dispersion B3LYP is
too small by a factor of 2 or more, and even some of the trends are incorrect. The results
are greatly improved after the D3 correction has been applied. SF2 data are quite good, but
the SF4 values represent a bit of an overestimate. Importantly, the trends in the data are
good for the most part. M06-2X also provides excellent reproduction of CCSD(T)/CBS
data. Most quantities are slightly overestimated, but the trends are faithful.
The geometry optimizations were carried out using standard convergence
thresholds. Very little difference was observed when “tight” criteria were applied. Nor is
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there any substantial change observed when the version of NBO was upgraded from 3.1 to
6.0. Incorporation of the effects of electron correlation into the NBO data was examined
via both B3LYP and M06-2X DFT functionals which include correlation for the
SF2∙∙ethyne system. There was a diminution of the values of E(2) but this decrease was
quite small. The ability of the aug-cc-pVDZ set to adequately characterize sulfur was
investigated by comparing the data with that obtained with the aug-cc-pV(D+d)Z set
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.

Interaction energies of SF2 and SF4 with both ethyne and ethene were changed by less than
0.15 kcal/mol.
There are some calculations in the literature that present relevant points of
comparison. A very recent work 77 indicates that SFH engages in somewhat stronger S∙∙π
bonds with ethene and ethyne than does SF2 or SF4, but is similar for butadiene and
benzene. On the other hand, the intermolecular distances are uniformly shorter for SFH.
In common with the SF2 and SF4 data, the interactions with SFH are also dominated by
induction.
An earlier work
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had probed the ability of these same alkenes to engage in a

similar sort of interaction wherein the S atom was instead a P. Like SF2 and SF4 considered
here, the FH2P molecule is also a potent electron acceptor. The binding energies varied
from a minimum of 3.0 kcal/mol for HCCH up to 4.2 kcal/mol for benzene, in the context
of the MP2/aug-cc-pVDZ level of theory. Overall, these quantities were slightly different
but generally similar to the data derived here at the same level for SF2 and SF4. The
stretches induced by the complexation upon the P-F bond were intermediate between the
S-F elongations observed here for the two S-analogues. SAPT decomposition of the FH2P

88

complexes also found induction to be the largest contribution, followed by ES, and then by
dispersion. In fact, their quantitative values were rather similar to the quantities in Figure
4-3 for SF2 and SF4. Also similar to the results here, there was a certain amount of back
donation in these complexes, wherein some charge was transferred from the P lone pair
into the vacant π* MOs of the alkene, which added to the stability. Other work 78 expanded
the range of pnicogen bonds to aromatic systems which included various substituents, and
to As, Sb, and Bi, obtaining a binding energy as large as 8.4 kcal/mol for the combination
of benzene and BiCl3.
The ability of SF4 to engage in a chalcogen bond, not to a π-system but rather to an
amine lone pair, was considered
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earlier. These interactions were considerably stronger

than the S∙∙π complexes described here, varying between 6.6 and 14.4 kcal/mol.
Nonetheless, many of the same features were exhibited. For example, S-F bonds were
stretched upon formation of each complex. Induction was the prime attractive component,
quite exceeding ES, with a much smaller DISP term. As in the π-donors described here,
the major recipient of charge from the N lone pair was the σ*(SF1) antibonding orbital,
with a secondary transfer into σ*(SF2) involving the SF bond which is not directly opposite
the electron donor atom. A more recent set of calculations 75 showed that these same forces
are in operation when the N donor is replaced by O, and when the S∙∙O chalcogen bond is
intramolecular.
To place some of these interactions into a larger context, these S∙∙π bonds are
considerably stronger than the CH∙∙π H-bond that occurs when methane donates a proton
79

to the π-system of benzene. The energy of that interaction is only 1.7 kcal/mol, and
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remains below 2.8 kcal/mol even when F, methyl, or other substituents replace the H atoms
of the benzene. Benzene can also host a X∙∙π halogen bond. However, these appear to be
considerably weaker than the S∙∙π chalcogen bonds to benzene considered here. The
strongest such bond of those considered
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, between benzene and HC≡CBr, amounted to

only 3.2 kcal/mol. This work was followed by studies of halogen bonds to various aromatic
systems 81-82.
In a biological context, there was early evidence
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that the phenyl ring of the Phe

residue of proteins is attracted toward the S atom of Cis and Met. Later analysis of other
protein structures
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observed geometries consistent with electron donation to the S atom

from aromatic systems which approach the S from a direction opposite to an S-H bond.
4-5. Conclusion
Both SF2 and SF4 engage in S∙∙π chalcogen bonds with a range of unsaturated
hydrocarbons. The S atom is situated directly above one specific C=C bond, even when
more than one are present, as in butadiene or benzene. The binding energies vary from a
minimum of 3.3 kcal/mol for SF4∙∙ethene up to 6.6 kcal/mol for SF2∙∙cis-butadiene. This
range places the S∙∙π bond squarely along the lines of conventional H-bonds such as that in
the water dimer. The interactions with the 2-carbon ethene and ethyne are strengthened by
the conjugation of additional C=C bonds within the alkene. Induction energy is the largest
contributor to the binding, followed by electrostatic and then dispersion. Charge transfer
from the π bond of the alkene to the σ*(S-F1) antibonding orbital is the primary source of
the binding, wherein F1 lies directly opposite the alkene. However, there are also lesser
contributions from transfer to the other σ*(SF2) antibond. Additional transfer can originate
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from secondary C=C π-bonds as in butadiene. S sulfur lone pair of SF2 can align itself so
as to transfer charge into the π* MOs of the alkene, in what amounts to a back transfer,
augmenting the strength of the chalcogen bond.
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Table 4-1 Geometric aspects (Å, degs) of complexes, optimized at MP2/aug-cc-pVDZ
level

r(S∙∙∙Ca)
r(S∙∙∙Cb)
r(S∙∙∙ma)
θ(F1-S∙∙∙Ca)
θ(F1-S∙∙∙Cb)
θ(F1-S∙∙∙ ma)
Δr(S-F1)*10-3
Δr(S-F2)*10-3
Δr(Ca-Cb)*10-

SF2
ethene
2.982
2.982
2.904
166.6
166.6
177.4
10.6
7.1
2.6

ethyne
3.051
3.051
2.988
168.2
168.2
178.1
9.6
3.4
1.3

c-but
2.883
2.830
2.774
166.3
161.1
171.2
21.0
14.3
5.4

t-but
3.116
2.903
2.934
171.9
160.1
172.3
14.7
10.4
3.3

benzene
3.019
3.136
2.996
177.3
152.5
164.8
12.5
8.8
2.9

SF4
ethene
3.195
3.195
3.123
167.5
167.5
177.4
5.0
1.1
4.7

ethyne
3.185
3.185
3.125
168.8
168.8
179.8
3.0
1.8
1.9

c-but
3.044
3.049
2.970
171.9
160.1
171.9
6.9
4.1
7.9

t-but
3.192
3.046
3.045
169.6
163.8
174.8
6.0
3.0
3.7

benzene
3.108
3.108
3.027
165.3
165.3
173.3
7.1
5.0
1.9

3
a

m represents midpoint of C=C bonds indicated in Figure 4-1 and Figure 4-2.

Table 4-2 Binding Energies (Eb), kcal/mol

x

MP2/aug-cc-pVxZ
D
T

ethene
ethyne
c-but
t-but
benzene

SF2
3.40
2.86
6.13
4.81
4.39

SF4
2.87
2.96
4.95
4.28
5.42

SF2
4.47
3.79
7.83
5.88
5.39

Q
SF4
3.49
3.61
6.01
5.05
6.52

SF2
4.84
4.11
8.43
6.30
5.77

SF4
3.71
3.81
6.36
5.32
6.92

CCSD(T)/augcc-pVDZ
SF2
SF4
2.42
2.31
2.19
2.51
3.88
3.51
3.26
3.19
2.90
3.71

MP2/CBS

CCSD(T)/CBS

SF2
5.11
4.34
8.86
6.60
6.04

SF2
4.13
3.67
6.61
5.05
4.55

SF4
3.87
3.96
6.62
5.52
7.21

SF4
3.31
3.51
5.18
4.43
5.50
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Table 4-3 NBO values of E(2) (kcal/mol) for indicated charge transfers, with aug-ccpVDZ basis set.
SF2
ethene
ethyne
c-but
t-but
benzene
SF4
ethene
ethyne
c-but
t-but
benzene

πab→σ*(S-F1)

πab→σ*(S-F2)

πcd→σ*(S-F2)

Slp→π*ab

Slp→π*cd

8.72
5.12
10.82
6.48
5.69

0.68
0.45
0.85
0.57
1.72

3.11
1.72

3.79
2.48
4.30
2.07
1.10

0.80
1.13

3.24
2.57
4.70
3.53
5.51

0.77
0.53
1.08
0.98
1.59

0.74
0.37

-

0.19
0.61

Table 4-4 NBO interorbitala and totalb charge transfer (me) with aug-cc-pVDZ basis set.

ethene
ethyne
c-but
t-but
benzene

πab→σ*(S-F1)

πab→σ*(S-F2)

22.0
12.8
28.8
17.4
13.2

1.8
1.2
2.2
1.6
2.7

πcd→σ*(S-F2) Slp→π*ab Slp→π*cd
SF2
9.8
6.4
8.5
8.7
2.2
4.7
2.4
1.2
1.6
SF4
1.8
0.3
0.9
0.9

8.2
1.9
ethene
6.1
1.4
ethyne
11.8
2.6
c-but
8.8
2.4
t-but
12.8
4.0
benzene
a
calculated as 2{<ψ*donFψacc >/(εacc - εdon)}2
b
sum of NBO atomic charges on electron donor molecule

totalb
16.1
6.4
36.2
22.1
13.0
12.6
8.1
27.6
18.0
17.3
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Table 4-5 Values of density and its Laplacian (au) at AIM bond critical points

ethene
ethyne
c-but
t-but
benzene

SF2
ρ
1.649
1.337
2.141
1.707
1.366

2ρ
4.535
4.293
6.116
5.075
4.070

SF4
ρ
1.252
1.176
1.700
1.525
1.406

2ρ
3.136
3.427
4.403
4.137
4.09

Table 4-6 Binding Energies (Eb), kcal/mol, computed at various levels of theorya
CCSD(T)/
B3LYP/
B3LYP-D3/
CBS
aug-cc-pVDZ
aug-cc-pVDZ
SF2
SF4
SF2
SF4
SF2
SF4
ethene
4.11
3.31
2.24
1.35
4.40
3.87
ethyne
3.71
3.51
2.02
1.70
3.60
3.86
c-but
6.68
5.18
3.40
2.13
6.63
6.15
t-but
5.03
4.43
2.18
1.78
4.95
5.12
benzene 4.60
5.50
1.24
1.40
4.22
5.56
a
All geometries were optimized at theoretical level indicated.

M06-2X/
aug-cc-pVDZ
SF2
SF4
4.62
3.75
4.01
3.73
6.67
5.51
5.51
4.70
4.89
6.03
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Figure 4-1 Optimized geometries of SF2 with ethyne, ethylene, cis-butadiene, transbutadiene, and benzene. Distances in Å. Small purple sphere represents midpoint of
indicated bond.
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Figure 4-2 Optimized geometries of SF4 with ethyne, ethylene, cis-butadiene, transbutadiene, and benzene. Distances in Å. Small purple sphere represents midpoint of
indicated bond.
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Figure 4-3 Attractive SAPT components of interaction energies of alkenes with a) SF2
and b) SF4. ES=electrostatic, IND=induction, DISP=dispersion.
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Figure 4-4 Diagrammatic representations of relevant NBO orbitals of SF2 and cisbutadiene. Red and blue lobes indicate opposite sign of each wave function.
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Figure 4-5 Electron density redistributions accompanying formation of indicated
complexes. Purple and yellow regions indicate gain and loss of density, respectively.
Contours shown represent ±0.001 au.
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CHAPTER 5
INTERACTION BETWEEN THIOUREA AND IMINES:PRELUDE TO CATALYSIS1
Abstract
The interaction between thiourea and a series of imines was examined via highlevel ab initio calculations. For each imine, there is a set of stable complexes that represent
minima on the potential energy surface. One type is characterized by a pair of symmetric
NH∙∙N HBs, with both NH groups of thiourea approaching the imine N from above and
below its molecular plane. Another geometry category combines a linear NH∙∙N with a
CH∙∙S H-bond. A third, which is less stable, has the S approaching the imine’s CH2 group,
and a stacking arrangement is present in the fourth. Interaction energies vary from about 2
kcal/mol up to a maximum of 13.5 kcal/mol. The formation of the complex tends to
elongate the C-N bond within the imine by as much as 0.004 Å, but there are certain dimers
which cause a small contraction of this bond.
5-1. Introduction
Organocatalysis refers to the efficient use of small organic molecules containing no
metallic atoms as catalysts for various asymmetric organic reactions. These catalysts have
several advantages: they are environmentally friendly, cheap, insensitive to moisture and
considerably less toxic, and can control the chirality of the product 1-4. A common mode of
organocatalysis takes advantage

1

5

of iminium ion activation, enamine activation, and

Coauthored by Vincent de Paul Nzuwah Nziko and Steve Scheiner. Reproduced with permission from J.
Org. Chem. 2015, 80, 10334-10341. Copyright 2014, American Chemical Society.
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activation via hydrogen bonding.
Thiourea and its derivatives have emerged 6-7 as a very powerful class of organocatalysts
in part because of their ability to form strong hydrogen bonds. The first asymmetric
hydrocyanation of imines 7 was accomplished with the use of a thiourea-derived catalyst.
The proposed reaction mechanism proceeds through the formation of a thiourea/imine
hydrogen-bonded reactant complex. Thiourea derivatives have been used as catalysts for a
number of reactions

8-12

including the aza-Baylis-Hillman reaction, Strecker reaction,

Mannich reaction and Pictet-Spengler reaction. All these reactions make use of imines as
a reagent which forms complexes with the thiourea derivative.
There is unfortunately a dearth of current information about the details of the
complexes formed by thiourea with imines. It is not certain for example, whether thiourea
engages in H-bonds (HBs) with the imine, and if so whether it serves as proton donor or
acceptor. There is also the possibility that it could act as both simultaneously, i.e. NH2
groups as donor, and S as acceptor. But there is no limitation that the intermolecular
interactions must be HBs. The S atom has shown a propensity 13-28 to engage in chalcogen
bonds, which would involve the S and N of the imine in a direct attraction, with no need
for a bridging H atom. Still another sort of interaction would involve the π-systems of the
two molecules in a stacked arrangement. At issue also is the way in which the complexation
affects the imine. Does the interaction serve as a prelude to catalysis in some way,
facilitating the entire process?
The present work is designed to provide answers to some of these questions via
quantum chemical calculations which can focus on the fundamentals of the complexation
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process. It is possible to determine which types of complexes might be formed upon the
approach of the thiourea to the imine. The various sorts of dimers can be examined to see
which are most favorable, what types of noncovalent bonds they contain, and how the
interaction affects the molecular properties of each system. The prototypical imine
investigated here is CH2NH. The study broadens the scope from a standard imine to related
systems as well, which may serve catalytic functions. Oximes are imines in which the
imino hydrogen is replaced by a hydroxyl group, which is modeled here by CH2NOH.
Replacement by an amino lead to the hydrazone class, with CH2NNH2 as prototype. In
carbimidates, a hydroxyl group is located on the imine carbon, which is modeled here by
NHCHOH. Each of these molecules was paired with thiourea, so as to identify the sorts of
complexes in which they can engage, and to analyze the properties of each.
5-2. Computational Methods
The quantum mechanical calculations were carried out using the GAUSSIAN 09
program

29

. Second-order Moller-Plesset perturbation theory (MP2) was used to include

the effects of electron correlation. Geometries were optimized in the framework of
Dunning’s augmented correlation consistent polarized valence double zeta basis set (augcc-pVDZ). Frequency calculations confirmed that the complexes obtained correspond to
true minima. The interaction energies, Eint, were evaluated as the difference between the
energy of the complex and the sum of the energies of the two monomers, using their
geometries within the optimized complex. Eint was corrected for basis set superposition
error via the counterpoise 30 procedure.
Higher level calculations with larger basis sets made use of the MP2/aug-cc-pVDZ
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geometries. The interaction energies were extrapolated to the complete basis set (CBS) by
a methodology used by us 19 in our earlier work. The extrapolation is based on the idea 31
that correlation energy is roughly proportional to X-3 for basis sets of the aug-cc-pVXZ
type. It utilizes a two-step method, described by Eq (1), with triple and quadruple sets 32:
∆EMP2/CBS = (64 ∆EMP2/aug-cc-pVQZ - 27 ∆EMP2/aug-cc-pVTZ) /37 (1)
A correction was added via Eq (2) to account for discrepancies between MP2 and CCSD(T)
ECCSD(T)/CBS = EMP2/CBS + (ECCSD(T)/aug-cc-pVDZ) - EMP2/aug-cc-pVDZ)

(2)

The molecular electrostatic potential (MEP) was evaluated for the monomers in
their optimized geometry at the MP2/aug-cc-pVDZ level. Electron density shifts caused by
complexation were calculated as the difference between the electron density of the complex
and the sum of those of the monomers, again in the geometry within the complex. The total
interaction energy was dissected into various components by symmetry-adapted
perturbation theory (SAPT) analysis

33-34

using the MOLPRO program 35, at the HF/aug-

cc-pVDZ level of theory. Natural bond orbital (NBO) formalism 36-37 provided information
about interorbital charge transfer, evaluated at the M06-2X/aug-cc-pVDZ level so as to
include correlation effects. The electron density was analyzed through the atoms in
molecule (AIM) procedure 38-39 to determine the position of the bond critical points, as well
as the density and its Laplacian using the AIMALL software 40, at the MP2/aug-cc-pVDZ
level.
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5-3. Results
5-3. 1. Monomers
The MEP of each monomer is illustrated in Figure 5-1, where red and blue regions
indicate negative and positive regions, respectively. The MEP of thiourea is negative at the
S atom, particularly along its lone pair direction, with Vs,min = -29.3 kcal/mol. The most
positive regions correspond to extensions of the NH bonds, rising up to a maximum of
+57.8 kcal/mol for the H atoms anti to the C=S bond.
The potentials surrounding the imine molecules have certain features in common.
All exhibit a negative region along the N lone pair, with the potential varying from a
minimum value of -25.2 kcal/mol for CH2NOH to a maximum of -42.6 kcal/mol for
NHCHOH. Another minimum occurs near the O or N atom of the substituted imines. In
the case of CH2NNH2, Vs,min on the NH2 group slightly exceeds that on the imine N atom.
Positive regions are associated with the various H atoms, most notable the OH group with
a Vs,max of 45-57 kcal/mol; least positive are the CH protons.
5-3. 2. Heterodimers
The 1:1 complexes between thiourea and each of the imines were searched for all
minima, using their MEPs as a starting point, and supplemented by optimizations of
randomly generated starting configurations. The searches led to a total of 19 dimers,
illustrated in Figure 5-2. The interaction energy of each is displayed, along with salient
geometric properties.
Beginning with the CH2NH dimers in Figure 5-2, there are two structures with
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equal energy. A1 is characterized by a pair of equivalent NH∙∙N HBs to the same imine N
proton acceptor. Each HB is 2.235 Å in length, and is distorted by 37° from linearity. The
NBO value of E(2) for the charge transfer from the N lone pair to each pertinent NH σ*
antibonding orbital is 4.45 kcal/mol, corresponding to a HB of reasonable strength. This
supposition is confirmed by the presence of a AIM bond path between the relevant atoms,
with ρ at the bond critical point of 0.0166 au, as indicated by the first entry in Table 5-1.
Note that this geometry pairs together the most positive region of thiourea with a negative
area of CH2NH, although the two bridging protons lie above and below the plane of
CH2NH, and thus miss Vs,min.
The A2 dimer, of equivalent energy, is characterized by one linear NH∙∙N HB,
supplemented by a much longer and weaker CH∙∙S HB. The greater strength of the former
is accentuated by its length of less than 2 Å, and a large E(2) of 18 kcal/mol. Its ρ BCP is
nearly three times that of the CH∙∙S HB, and double that of the NH∙∙N HBs in A1. This
bond strengthening relative to A1 is due in large part to the approach of the proton along
the plane of CH2NH, wherein lies the N lone pair. In terms of monomer MEPs, the H of
thiourea that is cis to S is less positive than the trans H. Likewise, the CH proton and the
S exhibit smaller extrema than the atoms involved in the HBs of A1.
The NH∙∙N HB persists in A3, despite a 20° nonlinearity coupled with some
stretching, but the CH∙∙S HB of A2 is replaced by a NH∙∙S HB. This arrangement is slightly
weaker than A1 or A2. It might be noted that a certain amount of cooperativity will be
present in A2 and A3 as each molecule serves as both electron donor and acceptor, whereas
A1 is likely weakened by negative cooperativity as the imine acts as double electron donor.
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A4 is considerably less stable. It contains a weak NH∙∙π HB wherein the C=S π-bonding
orbital serves as electron donor. The NH proton lies some 2.71 Å from the C=S midpoint,
as shown in Figure 5-2. An AIM bond path connects the H and S atoms, which might
appear as a NH∙∙S rather than a NH∙∙π HB. There is also some stabilization contributed by
the interaction of the CN π bond of the imine and the CS σ antibond of thiourea, so this
minimum could perhaps best be classified as a stacked structure. (There is no
corresponding AIM bond path for the latter interaction.) The weakest dimer found on the
thiourea/CH2NH PES is A5, bound by only 1.90 kcal/mol. While initial examination of the
geometry might suggest a bifurcated CH∙∙S HB, NBO analysis suggests rather a tetrel bond,
wherein charge is transferred from the S lone pairs to the CN σ* antibonding orbital of the
imine. AIM, on the other hand, tends toward the alternate description of a symmetric
bifurcated CH∙∙S HB.
As reported in the first entry of Table 5-2, the interaction energy of A1 is 9.11
kcal/mol at the MP2/aug-cc-pVDZ level. Enlarging the basis set leads to small progressive
increments up to 9.97 kcal/mol with the quadruply polarized set. Extrapolation to a
complete set results in an interaction energy higher than pVDZ by 1 kcal/mol. Replacing
the MP2 treatment of electron correlation by CCSD(T), on the other hand, reduces the
interaction energy, by roughly 0.5 kcal/mol with the aug-cc-pVDZ set. Again extrapolation
to the complete set raises this quantity, to our best estimate of 9.66 kcal/mol, which is the
value displayed in Figure 5-2. A quick scan of Table 5-2 illustrates that the MP2/aug-ccpVDZ interaction energies represent only slight underestimates of the CCSD(T)/CBS
quantities for all of the dimers. Importantly, the less accurate values obey the same trends,
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with generally similar energy differences from one dimer to the next.
NHCHOH replaces one of the H atoms on the C of CH2NH by an OH group. The
latter is a powerful proton donor so it is no surprise that there is a OH∙∙S HB in the most
stable dimer B1 with thiourea (see Figure 5-3). The strength of this bond is exemplified by
the very large E(2) of 25.2 kcal/mol and ρBCP=0.0298 au (see Table 5-1). This geometry is
supplemented by a NH∙∙O HB, shorter than OH∙∙S but with a slightly smaller ρ BCP and
much smaller E(2). Together, these two HBs compose a total interaction energy of 13.5
kcal/mol. Both NH groups of thiourea act as proton donors in B2, with the NH∙∙N
considerably stronger than NH∙∙O. This complex is likely disfavored by negative
cooperativity since thiourea serve as double electron acceptor. Only slightly less stable is
B3, which combines a strong NH∙∙N with a weaker NH∙∙S. This pair of molecules also
exhibits a stacking arrangement B4, which is bound by 6.3 kcal/mol. The AIM bonding
pattern attributes the stability of B4 to a single C∙∙N interaction, whereas NBO indicates a
pair of charge transfers in both direction, and both involving the imine’s C-N bond. B3 is
similar to A3, with comparable interaction energies. Examination of Table 5-3 confirms
the earlier pattern that CCSD(T) interaction energies are slightly larger than MP2/aug-ccpVDZ quantities but follow similar patterns.
The OH group in CH2NOH leads again to a OH∙∙S HB in the global minimum of
its dimers with thiourea, as illustrated in Figure 5-4, and with interaction energies presented
in Table 5-4. Unlike B1, the second HB in C1 is of the NH∙∙N variety. Even though the
latter HB is quite a bit stronger than the secondary HB in B1 (E(2)=18.7 kcal/mol) the total
interaction energies of these two complexes are quite similar. C2 is reminiscent of A2,
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although the strong NH∙∙N HB is 0.1 Å longer in C2 and both E(2) and ρBCP are smaller.
It is for this reason that the interaction energy is lower in C2. The pair of NH∙∙N HBs to
the same imine N proton acceptor in C3 is similar to the pattern in A1, although the former
is more weakly bound. Note also that the two HBs in C3 are distinctly different from one
another, unlike the symmetric A1 geometry. Although the geometry of C4 resembles that
of A5, NBO analysis suggests a pair of CH∙∙S HBs, and not a tetrel bond. AIM, on the other
hand, suggests only one of these two HBs. Nonetheless these two complexes have equal
interaction energies. It is interesting to note the absence of a stable stacked dimer for this
pair of molecules.
The OH group of CH2NOH is replaced by NH2 in CH2NNH2, precluding the
possibility of a OH∙∙S HB. The global minimum D1 in Figure 5-5 instead contains a pair
of NH∙∙N HBs, with thiourea serving as double electron acceptor, but to two different,
adjacent N atoms. As indicated in Table 5-5, this complex is bound by 9.6 kcal/mol, similar
to A1 despite the different HB pattern and the stronger NH∙∙N HBs suggested by both NBO
and AIM. The pattern of A1 is reproduced instead in D2, the latter of which is slightly less
stable. The NH∙∙N/CH∙∙S HB pair of A2 and C2 arises again in D3, this time with an
interaction energy of 8.9 kcal/mol. A new pair of HBs, NH∙∙N and NH∙∙S occur in D4. It is
interesting to note that these four dimers have very similar interaction energies, within 1.2
kcal/mol of one another. A classic NH∙∙N HB is paired with a CH∙∙π(CS) HB in D5. (The
latter HB is designated CH∙∙S by AIM.) Both bonds are rather weak, and the total
interaction energy is less than 5 kcal/mol. The bifurcated arrangement in D6 is quite similar
to that in C4, with a comparable interaction energy. The NBO and AIM data agree on the
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presence of a single CH∙∙S HB.
The only prior computational study of complexes between thiourea and an imine 41
considered CR12NCR2O, somewhat different than the imines considered here. The
geometries of the dimers were optimized at the B3LYP level, with a much smaller 6-31G*
basis set. The potential energy surfaces were not examined extensively; instead only two
particular geometries were considered, corresponding roughly to B2 and C3. The
interaction energies of 4.2 and 4.1 kcal/mol for R 1=R2=H were considerably smaller than
our CCSD(T)/CBS values, or even our crudest MP2/aug-cc-pVDZ results, for the
corresponding structures. It would therefore appear inadvisable to apply small basis sets to
systems of this sort.
There have been other computational studies of complexes pairing thiourea with
proton acceptors, albeit not imines. An early study involving a water molecule 42 identified
a geometry akin to A1, where both NH groups of thiourea engage in a HB with the proton
acceptor O. The small basis set found an interaction energy below 5 kcal/mol. Full-fledged
anions of course form stronger complexes 43 but again show a predilection for a structure
like A1. On the other hand, when the anion contains two proton acceptor atoms, as for
example in acetate, structures of the B2 or D1 sort emerge, containing two separate NH∙∙X
HBs. This same bonding pattern of A1 for a single proton acceptor and B2 for 2 acceptor
atoms was also noted later 44 for more complicated systems, and for nitro groups 45.
Overview
There are several geometrical themes that appear with some regularity. The first
type, comprising A1, C3 and D2, has a pair of nearly symmetric NH∙∙N HBs, with both
NH groups of thiourea approaching the imine N from above and below its molecular plane.
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The presence of either an OH or NH2 group on the imine reduces the interaction energy
from that in A1, presumably by withdrawing electron density from the N lone pair. A
second arrangement combines a linear NH∙∙N with a CH∙∙S HB, as in the A2, C2, D3
collection, where the OH and NH2 groups again weaken the binding. Still another type of
geometry is characterized by A5, C4 and D6, in which the S approaches the imine’s CH2
group. All of these are bound by between 1.7 and 1.9 kcal/mol. There is a fine balance
between a S∙∙C tetrel bond, as in A5, and bifurcated CH∙∙S HBs as in C4 and D6. There are
only two stacked structures, A4 and B4. Their interaction energies are 5.2 and 6.3 kcal/mol,
respectively, but their stability rests on different specific interactions. For example, while
A4 contains a NH∙∙π(CS) HB, B4 relies on a Nlp→σ*(CN) transfer coupled with a back
transfer from π(CN) to σ*(CS).
5-3. 3. Energy Partitioning
As another means of analyzing the nature of the interactions in the various
heterodimers, the total interaction energy was dissected into its components. SAPT
calculations were carried out at the HF/aug-cc-pVDZ level of theory. The contributions of
each of the attractive components are illustrated in Figure 5-7. In most cases, particularly
where the interaction is primarily of HB type, the electrostatic attraction represents the
largest contribution, exceeding 20 kcal/mol in certain cases. Induction and dispersion are
smaller, and comparable to one another. The exceptions to this behavior are observed in
the stacked structures and those containing a tetrel bond, i.e. A4, A5, B4, C4, D5, and D6.
In these cases, the electrostatic contribution is reduced and dispersion makes a much larger
percentage contribution, comparable to or even exceeding ES. The sum of all of the
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components including exchange repulsion yields the total interaction energy, shown as the
yellow bar in Figure 5-7. This SAPT sum matched rather closely with the CCSD(T)/augcc-pVDZ quantity, with a correlation coefficient of 0.94.
5-3. 4. Electron Density Shifts
The formation of any molecular interaction causes the electron density to shift, both
internal within each molecule, and externally from one molecule to the other. Each sort of
noncovalent bond manifests itself in a characteristic shift, a fingerprint if you will. These
shifts are displayed in Figure 5-8 for the complexes of urea with CH2NH. Each was
generated by subtracting the densities of the individual isolated monomers from that of the
entire complex. Blue regions designate an area where density is gained as a result of the
formation of the complex, losses are shown in red.
The pattern illustrated for complex A1 fits into the classic picture of HBs: Density
is lost around the bridging protons, and is acquired in the region of the lone pair of the
proton accepting atom, with additional gain seen in the vicinity of the proton-donating
atom. This same pattern is evident in the HBs of structures A2 and A3. Although NBO
suggests the interaction in A5 is best described as a S∙∙C tetrel bond, the prominent red
losses around the two CH protons, and the blue gain near the S atom, might argue instead
for a bifurcated HB, consistent with AIM data. The pattern for stacked configuration A4 is
perhaps a bit more complicated. It confirms the presence of a NH∙∙S HB as suggested by
AIM, although NBO places the source of the density as the CS π bond, not obvious in
Figure 5-8. There is also little direct evidence of transfer from π(CN) to σ*(CS) as predicted
by NBO.
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The electron density shifts of the B, C, and D complexes are displayed in the
Supplementary Information, Figure 5-9-Figure 5-11. As for the A structures, HBs exhibit
the same characteristic pattern. The B4 structure is particularly interesting. NBO describes
charge transfers from the imine NC π bond to the thiourea CS σ* antibond which is not
easily seen in the density shift. Nor is the NBO transfer in the reverse direction from the
thiourea N lone pair to the CN σ* antibond readily apparent. The AIM prediction of a C∙∙N
bond path is similarly not confirmed in the density shift pattern. With this exception,
though, the density shift patterns are entirely consistent with the NBO and AIM
interpretations of bonding.
5-3. 5. Effect of Complexation on Imine Geometry
It is reasonable to suppose that one of the most important effects of the thiourea
catalyst upon the imine might be to prepare it for reaction, perhaps by affecting the strength
of the C-N bond. One measure of this bond strength is the length of this bond. Table 5-6
displays the change undergone by this bond, in units of mÅ, within the context of each
dimer. Taking the A dimers with CH2NH as an example, the CN bond stretches between
1 and 2 mÅ for all structures with the exception of A3, where the bond contracts by 2.5
mÅ. A similar contraction occurs in B3. What these two geometries share in common,
differing from all other dimers, is the participation of the imine NH in a HB.
Another configuration which suffers a significant contraction of the C-N bond
length is D3. This structure combines a strong NH∙∙N to the imine N proton acceptor, with
a CH∙∙S HB. This same motif occurs as well in A2 and C2. The latter shows a small C-N
contraction, but the former undergoes a bond lengthening, so this particular combination
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of HBs cannot be considered as universally shrinking the C-N bond.
In summary, most of the complexes produce a lengthening of the C-N bond,
particularly the most strongly bound. In many, but not all of these, the imine N acts as
proton acceptor. If, on the other hand, the imine CH simultaneously acts as proton donor,
there is a tendency for this rule to be reversed. Participation of the imine NH also has a
tendency to shorten the C-N bond. But it is stressed that these are only general rules, with
several exceptions noted.
5-4. Discussion
There are a wide range of different geometries when thiourea combines with each
sort of substituted imine. The most strongly bound of these contain one or more HBs. One
type is characterized by a pair of nearly symmetric NH∙∙N HBs, with both NH groups of
thiourea approaching the imine N from above and below its molecular plane. Another
arrangement combines a linear NH∙∙N with a CH∙∙S HB. The sulfur atom approaches the
imine’s CH2 group in a third category, which is supplemented by a stacked arrangement in
a fourth. The interaction energies vary from as little as 2 kcal/mol for the structures
containing a bifurcated CH2∙∙S HB up to a maximum of 13.5 kcal/mol for the NHCHOH
imine which combines a NH∙∙O and OH∙∙S pair of HBs.
In most cases, particularly where the interaction is primarily of HB type, the
electrostatic attraction makes the largest contribution to the binding, with induction and
dispersion comparable to one another. In the stacked structures and those containing a tetrel
bond, on the other hand, the electrostatic contribution is reduced and dispersion makes a
much larger percentage contribution. Electron density shift patterns are consistent with the
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formulation of the interaction on the basis of HBs. The formation of the complex typically
elongates the imine C-N bond by 0.001 - 0.004 Å, but there are certain arrangements
wherein this bond is contracted.
Of the various imines examined here, one of them NHCHOH has available to it
more than a single geometry. That is, the configuration examined and illustrated in Figure
5-3 has both the NH and OH hydrogen atoms cis to the CH. But either of these could also
be trans to the CH, which could conceivably alter some of the trends discussed above. In
order to check to see whether any such reversal might occur, a full set of calculations was
carried out for the structure wherein the NH group is rotated around to lie trans to the CH.
The five minima identified in the complex of this variant of NHCHOH are illustrated in
Figure 5-6. The binding themes were found to be quite similar to the all-cis isomer in
Figure 5-3, and indeed of all of the imines. The global minimum E1 is like B1, again one
in which a OH∙∙S HB is supplemented by a NH∙∙O interaction, with very similar interaction
energy. The second minimum contains a NH∙∙N/CH∙∙S pair, just as in A2/C2/D3. And E3
contains a bifurcated NH∙∙N pair of HBs, quite similar to A1. Further reinforcing the
similarities, SAPT decomposition of the interaction energies of these five E structures
reveals nearly identical patterns as is evident in Figure 5-7, and electron density shifts
mimic those of the other imines.
Finally, as was mentioned earlier, interaction energies have all been corrected for
basis set superposition error. The counterpoise corrections are rather small, all less than 0.6
kcal/mol, some as small as 0.2 kcal/mol at the MP2/aug-cc-pVQZ level. On a percentage
basis, these corrections amount to less than 5% in most cases.
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Table 5-1 Electron density (10-2 au) at indicated AIM bond critical point
A1 NH∙∙N
NH∙∙N
A2 NH∙∙N
OH∙∙S
A3 NH∙∙N
NH∙∙S
A4 NH∙∙S

1.66
1.66
2.97
1.06
2.74
1.36
0.95

A5 CH∙∙S
CH∙∙S

0.56
0.56

B1 OH∙∙S
NH∙∙O
B2 NH∙∙N
NH∙∙O
B3 NH∙∙N
NH∙∙S
B4 C∙∙N

2.98
2.50
2.21
1.36
2.76
1.44
0.79

C1
C2
C3
C4

NH∙∙N
OH∙∙S
NH∙∙N
CH∙∙S
NH∙∙N
NH∙∙N
CH∙∙S

3.04
2.74
2.34
1.07
1.78
1.04
0.55

D1 NH∙∙N
NH∙∙N
D2 NH∙∙N
NH∙∙N
D3 NH∙∙N
CH∙∙O
D4 NH∙∙N
NH∙∙S
D5 NH∙∙N
CH∙∙S
D6 CH∙∙S

2.08
1.97
1.66
1.58
2.94
1.05
1.97
1.49
1.24
0.71
0.59

Table 5-2 Interaction energies (kcal/mol) for complexes of thiourea with CH2NH
calculated with aug-cc-pV(X)Z basis set.
MP2
X D
A1 9.11
A2 8.86
A3 8.45
A4 4.81
A5 1.70

CCSD(T)
T
Q
CBS D
CBS
9.73 9.97 10.15 8.62 9.66
9.67 9.95 10.15 8.36 9.65
9.31 9.58 9.78 7.84 9.17
5.45 5.66 5.81 4.23 5.23
1.89 1.96 2.01 1.59 1.90

Table 5-3 Interaction energies (kcal/mol) for complexes of thiourea with NHCHOH.
X
D
B1 12.10
B2 9.62
B3 9.20
B4 5.84

MP2
CCSD(T)
T
Q CBS
D CBS
13.31 13.76 14.09 11.51 13.50
10.12 10.36 10.54 9.40 10.32
10.08 10.36 10.56 8.60 9.96
6.44 6.67 6.84 5.35 6.35
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Table 5-4 Interaction energies (kcal/mol) for complexes of thiourea with CH2NOH.
MP2
CCSD(T)
X
D
T
Q CBS
D CBS
C1 12.26 13.58 13.97 14.25 11.54 13.53
C2 6.44 7.17 7.42 7.60 6.16 7.32
C3 6.57 7.10 7.30 7.45 6.29 7.17
C4 1.63 1.82 1.89 1.94 1.54 1.85

Table 5-5 Interaction energies (kcal/mol) for complexes of thiourea with CH2NNH2.
X
D1
D2
D3
D4
D5
D6

D
9.07
8.48
8.07
7.71
4.02
1.56

MP2
CCSD(T)
T
Q CBS
D
CBS
9.71 9.97 10.16 8.54
9.63
9.02 9.24 9.40 8.05
8.97
8.87 9.14 9.34 7.61
8.88
8.73 9.05 9.28 6.88
8.45
4.66 4.88 5.04 3.61
4.63
1.75 1.82 1.87 1.43
1.74

Table 5-6 Changes in C-N bond length of imines (mÅ) caused by formation of indicated
heterodimer
1
2
3
4
5
6

A
2.2
2.1
-2.5
1.2
1.0

B
4.0
0.2
-2.7
1.5

C
1.9
-0.7
0.8
-0.3

D
-0.7
2.3
-4.2
4.8
2.9
0.0
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Figure 5-1Molecular electrostatic potentials (MEPs) of a) thiourea, b) CH2NH, c)
NHCHOH, d) CH2NOH, and e) CH2NNH2, all on a surface corresponding to 1.5 x vdW
radii. Colors vary from -0.04 au (red) to +0.04 au (blue). Red/black dots indicate
positions of Vs,max
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Figure 5-2 Optimized geometries of complexes of thiourea with CH2NH. Red number
refers to interaction energy (kcal/mol) evaluated at the CCSD(T)/CBS level. Distances
are in Å, and angles in degs. The NBO value of E(2) is in kcal/mol.
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Figure 5-3 Optimized geometries of complexes of thiourea with NHCHOH. Red number
refers to interaction energy (kcal/mol) evaluated at the CCSD(T)/CBS level. Distances
are in Å, and angles in degs. The NBO value of E(2) is in kcal/mol.
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Figure 5-4 Optimized geometries of complexes of thiourea with CH2NOH. Red number
refers to interaction energy (kcal/mol) evaluated at the CCSD(T)/CBS level. Distances
are in Å, and angles in degs. The NBO value of E(2) is in kcal/mol.
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Figure 5-5 Optimized geometries of complexes of thiourea with CH2NNH2. Red number
refers to interaction energy (kcal/mol) evaluated at the CCSD(T)/CBS level. Distances
are in Å, and angles in degs. The NBO value of E(2) is in kcal/mol.

Figure 5-6Optimized geometries of complexes of thiourea with NHCHOH with NH trans
to CH number refers to interaction energy (kcal/mol) evaluated at the CCSD(T)/CBS
level. Distances are in Å, and angles in degs. The NBO value of E(2) is in kcal/mol.
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Figure 5-7 SAPT partitioning of interaction energies in complexes of thiourea with a)
CH2NH, b) NHCHOH, c) CH2NOH, and d) CH2NNH2.
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Figure 5-8 Calculated electron density shifts calculated at MP2/aug-cc-pVDZ level for
complexes of thiourea with CH2NH. Blue and red regions refer respectively to gain and
loss of electron density upon complexation. Contours represent ±0.001 au.
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Figure 5-9 Calculated electron density shifts calculated at MP2/aug-cc-pVDZ level for
complexes of thiourea with NHCHOH. Blue and red regions refer respectively to gain and
loss of electron density upon complexation. Contours represent ±0.001 au.
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Figure 5-10Calculated electron density shifts calculated at MP2/aug-cc-pVDZ level for
complexes of thiourea with CH2NOH. Blue and red regions refer respectively to gain and
loss of electron density upon complexation. Contours represent ±0.001 au.
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Figure 5-11 Calculated electron density shifts calculated at MP2/aug-cc-pVDZ level for
complexes of thiourea with CH2NNH2. Blue and red regions refer respectively to gain and
loss of electron density upon complexation. Contours represent ±0.001 au.
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CHAPTER 6
COMPARISON OF Π-HOLE TETREL BONDING WITH Σ-HOLE HALOGEN
BONDS IN COMPLEXES OF XCN (X = F, CL, BR, I) AND NH31
Abstract
In addition to the standard halogen bond formed when NH3 approaches XCN
(X=F,Cl,Br,I) along its molecular axis, a perpendicular approach is also possible, toward a
π-hole that is present above the X-C bond. MP2/aug-cc-pVDZ calculations indicate the
latter geometry is favored for X=F, and the σ-hole structure is preferred for the heavier
halogens. The π-hole structure is stabilized by charge transfer from the NH3 lone pair into
the π*(CN) antibonding orbital, and is characterized by a bond path from the N of NH3 to
the C atom of XCN, a form of tetrel bond. The most stable 2:1 NH3/XCN heterotrimer for
X=F and Cl is cyclic and contains a tetrel bond augmented by a pair of NH∙∙N H-bonds.
For X=Br and I, the favored trimer is noncyclic, stabilized by a tetrel and a halogen bond.
6-1. Introduction
Noncovalent interactions play important roles in a wide range of chemical and
biochemical processes such as molecular recognition, conformational changes, and
molecular stacking in crystals 1-3. The hydrogen bond (HB) has emerged as the most widely
studied type of noncovalent interaction. Its original formulation that involved only O, N
and F atoms has been expanded over the years to include C, Cl, S, and P as proton donor

1

Coauthored by Vincent de Paul Nzuwah Nziko and Steve Scheiner. Reproduced with permission from
Phys. Chem. Chem. Phys. 2016, 18, 3581-3590. Copyright 2016, Royal Society of Chemistry.
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atoms

4-13

. There are also other types of noncovalent interactions in which the bridging

atom is not H but rather a member of group IV, V, VI or VII, commonly denoted as tetrel
14-17

, pnicogen18-27, chalcogen 28-36, and halogen bonds 37-46, respectively.
These bond types share certain structural and electronic features. Along the

extension of the Z-Y bond (Z = an electronegative atom and Y = a group IV, V, VI, or VII
atom) their molecular electrostatic potential (MEP) usually contains a positive region,
frequently referred to as a σ-hole. This idea has been expanded in the sense that the electron
density of certain molecules is thinned out above the molecular plane, which accounts for
a region of positive MEP in that area, sometimes denoted a π-hole. Whether in or out of
the molecular plane, these areas of positive MEP are drawn toward sources of electron
density in a neighboring molecule, typically either a lone pair or a π-bond.
Cyanogen halides (X-CN, X = F, Cl, Br or I) play an important role in chemical
reactions especially in electrophilic substitution reactions in which CN acts as an
electrophile. This reaction is particularly important in biopolymer modification and in
protein and peptide fragmentation 47-49. In organic synthesis, these compounds serve 50, 51
as a source of an extra carbon atom in the synthesis of guanidines and hydroxyguanidines
when reacted with primary and/or hydroxylamines 52. The cyanogen halides are also used
53

in the synthesis of nitriles, especially aryl nitriles.
Due to the importance of the C≡N group, it has generated substantial examination

of its electron donation to neighboring molecules via its N lone pair. Also well considered
is its indirect effect on noncovalent interactions via its electron-withdrawing ability to
strengthen σ-holes on neighboring atoms. However, there has been very little study of its
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interactions with other molecules which are oriented perpendicular to it. In current lexicon,
can the -C≡N group generate a region of positive electrostatic potential above itself, one
that could be characterized as a π-hole? If that is the case, how strong might its interactions
be with an incoming electron donor molecule? Also, given the strength of C≡N as an
electron-withdrawing agent, it would deepen the σ-hole of the X atom on a XC≡N molecule
on which it occurs. Would the ensuing σ-hole bond through this X atom be competitive
with a potential π-hole interaction? And finally, how might the formation of either the σ or
π-hole complex affect the ability of the XCN molecule to engage in an interaction with a
third molecule?
While interactions involving σ-holes have drawn very extensive study, there is
much less examination of π-hole analogues available in the literature 54-66. There has been
some recent study of π-holes connected with the -NO2 group
gas systems such as XeF4 and Xe(OMe)4

76

67-75

, for example, or noble

. But the C≡N group remains virtually

unexplored in terms of its potential for π-hole interactions.
This work considers the halogen cyanides XCN where X spans the F, Cl, Br, I range
of halogen atoms. In terms of σ-hole interactions, F is known as a very reluctant halogenbonding atom, while I forms very strong halogen bonds, with Cl and Br intermediate. On
the other hand, there is little known about how these halogens might affect the MEP above
the C≡N axis, and the ability of this region to engage in π-hole interactions. The set of XCN
molecules thus offers a useful means of comparison of σ and π-hole bonding. NH3 is chosen
as the common electron donor, not only here but in numerous other studies 44, 65, 70, 75, 77-80
of these sorts of interactions. By adding a second NH3 molecule to the XCN/NH3
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heterodimer, it becomes possible to examine the cooperativity of both sorts of noncovalent
bonds. To the best of our knowledge this set of systems represents the first study of π-hole
interaction with direct involvement of sp-hybridized carbon.
6-2. Methods
Gaussian 09, Rev D.01 and B.01 81 was used to carry out the ab initio calculations.
Geometries of all species were fully optimized at the MP2 level with the aug-cc-pVDZ
basis set for all atoms except for I for which the aug-cc-pVDZ-PP set was adopted to
account for relativistic effects. Minima were confirmed by the lack of any imaginary
frequencies. Interaction energies were computed as the difference in energy between the
optimized complex and the sum of monomer energies, within the complex geometry
reference frame. Three-body components for the trimer systems (Δ3E) were evaluated via
Eqs (1) and (2).
Δ3E(ABC) = Eint(ABC) – (Δ2E(AB) + Δ2E(AC) + Δ2E(BC))

(1)

Δ2E(AB) = EAB – (EA +EB)

(2)

Higher level calculations expanded the basis set to aug-cc-pVTZ and aug-ccpVQZ, using the MP2/aug-cc-pVDZ geometries. CCSD(T) was also employed with the
aug-cc-pVDZ basis set. One can extrapolate the data from the ordered DZ, TZ, QZ basis
sets to an estimate of complete basis set (CBS) results. Extrapolation was based on the idea
82

that correlation energy is roughly proportional to X-3 for basis sets of the aug-cc-pVXZ

type. Utilizing a two-step method with triple and quadruple sets 83:
∆EMP2/CBS = (64 ∆EMP2/aug-cc-pVQZ - 27 ∆EMP2/aug-cc-pVTZ) /37

(3)
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A correction was added to account for discrepancies between MP2 and CCSD(T)
ECCSD(T)/CBS = EMP2/CBS + (ECCSD(T)/aug-cc-pVDZ) - EMP2/aug-cc-pVDZ)

(4)

All interaction energies were corrected for basis set superposition error using the
standard counterpoise method 84. Natural Bond Order (NBO) treatment of charge transfer
85-87

was carried out via the M06-2X DFT method with the aug-cc-pVDZ basis set, as this

procedure includes electron correlation and was designed so as to treat intermolecular
interactions with some accuracy. Atoms in Molecules (AIM) analysis
function was performed via the AIMall package

90

88, 89

of the wave

to assess the presence of bond paths.

The total interaction energy was dissected into various components by symmetry-adapted
perturbation theory (SAPT)
94-96

91-93

using the MOLPRO program 93, at the PBE0 DFT level

with the aug-cc-pVDZ set. Maxima and minima of the molecular electrostatic potential

were derived via the WFA-SAS program 97, using the MP2/aug-cc-pVDZ electron density.
6-3. Results
6-3. 1. Monomers
The MEP of each XCN monomer is illustrated in Figure 6-1, where red and blue
regions indicate negative and positive potentials, respectively. These MEPs share certain
features.

All exhibit a red negative region along the projection of the C-N bond,

corresponding to a N lone pair. There is a positive region on the opposite end of each
molecule, a σ-hole along the C-X bond. There is another positive area located above the
X-C bond, which might be referred to as a π-hole. The magnitudes of these potentials can
be assessed via the maxima and minima on the ρ=0.001 au isodensity surfaces, which are

145

indicated by the black and blue dots, respectively. As one progresses to larger halogen
atoms, F →Cl→Br→I, the value of the minimum near N becomes slightly more negative,
varying from -27.2 to -31.6 kcal/mol, which can be explained by the progressively smaller
electron-withdrawing power of the halogen. More sensitive to the identity of X is the
magnitude of the π-hole which reaches as high as 28.2 kcal/mol for X=F and drops down
to only 10.7 kcal/mol for X=I. Also sensitive to the halogen, but varying in the opposite
direction is the magnitude of the σ-hole, which is only +14.5 kcal/mol for X=F but
increases all the way up to +47.9 kcal/mol for X=I.
6-3. 2. Heterodimers
One would expect that nucleophilic NH3, and specifically its lone pair, to approach
one of the two positive regions of XCN. And in fact, this expectation is confirmed. The
two sorts of minima obtained are illustrated in Figure 6-2. In the upper set of structures,
the N lone pair approaches the π-hole lying above the C-X bond, while the second set of
geometries fall in the category of standard σ-hole halogen bonds. The interatomic distances
in Figure 6-2 conform to the pattern of MEP maxima: These distances get longer for the F
→Cl→Br→I progression of the π-hole configurations, and shorter for the σ-holes.
These distances are displayed in Table 6-1 and Table 6-2, along with the
counterpoise-corrected interactions energies in the first column. The halogen bonds get
very much stronger as the halogen atom becomes larger, but the π-hole interaction energies
in Table 6-1 are less sensitive to halogen atom, again fitting the MEP patterns in Figure
6-1. Very similar patterns may be noted in the electronic markers of the noncovalent bond.
The blue numbers in Figure 6-2 correspond to the energetic manifestation of the charge
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transfer from the N lone pair to the π*(CN) antibonding orbital for the π-hole complexes,
and to σ*(CX) for the σ-bonded congeners. This quantity increases dramatically in the
order F < Cl < Br < I for the σ-hole structures, but diminishes slowly for the π-hole
geometries. The same applies to the electron densities at the appropriate AIM bond critical
points, displayed after the / mark in Figure 6-2. The corresponding bond paths in the πhole dimers connect N of NH3 with the C atom. For this reason, these structures might be
considered a sort of tetrel bond, although the presence of such a bond path does not
necessarily prove 98 the existence of a noncovalent bond.
Along with the charge transfer in the σ-hole complexes into the σ*(CX) antibonding
orbital one can see the lengthening of this bond reported in the last column of Table 6-2,
again increasing as the halogen becomes larger. In contrast, the C≡N bond of XCN shows
only marginal changes in length upon formation of the π-hole complexes in Table 6-1. It
is worth noting that neither NBO nor AIM data are consistent with any sort of NH∙∙N Hbond in the π-hole complexes, despite a H∙∙N distance of less than 3 Å (see Figure 6-2).
Comparison of the energetics of the two sorts of complexes shows that the halogen-bonded
NCX∙∙NH3 structures are favored for X=Cl, Br, and I, but that there is a strong preference
for the tetrel bond for FCN. This distinction again conforms to the increasing/decreasing
magnitude of the π/σ hole maximum in the XCN sequence. Similar observations apply to
both the NBO and AIM measures of the noncovalent bond strength: these quantities are
larger for the σ-hole complexes for X= Cl, Br, and I, but the reverse is true for X=F.
The nature of the bonding in complexes such as these can also be examined through
the lens of electron density shifts. These shifts, displayed in Figure 6-3 for the four π-hole
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complexes, were evaluated as the difference between the total electron density of the
complex, minus the sum of the densities of the two monomers, located in the same positions
as in the dimer. The yellow regions correspond to an increase of density accruing from
complexation, while depletions are signaled by green. The dominant feature of these
diagrams is the yellow buildup of density in the region of the N lone pair, coupled with the
green loss above the C-X bond, consistent with the idea of the interaction with the XCN πhole. Note that the extent of these two regions diminishes as one goes from left to right,
from F to I. This pattern is consistent with the AIM data concerning the strength of the
N∙∙C tetrel bond.
Another interesting feature of Figure 6-3 is the reduced involvement of the central
C atom with heavier halogens. That is, as one moves from left to right in Figure 6-3, the
green depletion region over the XCN molecule shifts away from the C and toward the
halogen. This green region above the C is rather extensive for FCN, but shrinks to a far
smaller area for ICN.
The density shifts in Figure 6-3 also show indications of a HB between two of the
NH3 protons and the XCN N atom, albeit a weak one. This interaction is marked by the
small green loss of density around these bridging H atoms and a yellow gain above the N
atom. On the other hand, AIM does not suggest the presence of a H-bond path, even a
weak one, nor was there any significant NBO charge transfer from N to σ*(NH). One may
conclude that any such HB would indeed be a weak one, with negligible contribution to
the total binding.
Decomposition of the total interaction energies can add insights into the nature of
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the bonding. The SAPT procedure partitions the total attractive forces into electrostatic
(ES), induction (IND), and dispersion (DISP), leaving exchange (EX) as the repulsive term
which prevents coalescence into a single entity. Perusal of the data in Table 6-3 shows that
ES and IND make the largest contributions to the π-hole complexes, roughly equal to one
another, with DISP are not far behind. These quantities are largest for X=F, and roughly
equivalent for the three other halogens. In the σ-hole complexes of Table 6-4, on the other
hand, all of the terms grow rapidly as the halogen atom becomes heavier. The ES term for
X=I is some 12 times larger than for X=F, and this ratio is 40 for induction energy. ES is
the largest contributor for F, but it is far exceeded by IND for Br and I; DISP is the smallest
of the three attractive terms. In conclusion, the π-hole complexes are characterized by a
nearly equivalent ES, IND, and DISP, and a low sensitivity to the identity of X. The nature
of the halogen atom makes a huge difference in the σ-hole complexes, with all three
attractive terms becoming more so for the heavier atoms; it is IND that makes the dominant
contribution for Br and I. In most cases, the total SAPT interaction in the final column of
Table 6-3 and Table 6-4 matches quite closely the supermolecular quantities in Table 6-1
and Table 6-2. The sole exception is the NCI∙∙∙NH3 σ-hole complex where the former
exceeds the latter by several kcal/mol. This difference may be associated with the very
large induction energy for this complex in the final row of Table 6-4.
Of course, MP2/aug-cc-pVDZ does not represent the final word in terms of the
interaction energies. It is worthwhile to examine how the interaction energetics might be
affected if higher levels of theory were applied. The first few columns of Table 6-5 and
Table 6-6 show that enlargement of the basis set first to triple and then to quadruple- leads
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to small enhancements of the interaction energies at the MP2 level. Extrapolation to the
complete basis set then yields another small increment. Including electron correlation via
CCSD(T), on the other hand, produces smaller interaction energies than does MP2,
although this decrement is fairly small. The CCSD(T) data with a complete basis set,
reported in the last columns of Table 6-5 and Table 6-6, are close to but a bit larger than
the MP2/aug-cc-pVDZ results, generally closer to MP2/aug-cc-pVTZ.
6-3. 3. Heterotrimers
It is of interest to gauge the effect that a second NH3 molecule might exert upon the
π-hole heterodimers. The optimized geometries adopted by the (NH3)2XCN heterotrimers
that contain such a π-bond are displayed in Figure 6-4. T1 pairs the tetrel and halogenbonded structures of the dimer together in a single trimer. The latter XB is replaced by a
second π-hole bond in T2. Instead of XCN as central molecule, it is NH3 that serves this
function in T3. T4 and T5 are cyclic in that each molecule interacts directly with both of
the remaining molecules. T4 combines a tetrel bond with a pair of NH∙∙N HBs. The
geometry of T5 is similar except that the third NH3 molecule is inverted, i.e. it engages in
a HB with the other NH3 unit via the smaller lobe of its N lone pair.
The interaction energies of the five trimer structures are reported in Table 6-7 for
all of the XCN(NH3)2 heterotrimers. For both FCN and ClCN, cyclic structure T4 is most
stable; however, the preferred trimer is T1 for BrCN and ICN. This preference is likely a
result of the very strong halogen bonds in which the latter two molecules engage, an
interaction which is only present in T1. It may be noted that T1 does not represent a
minimum on the surface of the FCN trimer, a consequence of the very weak XB formed
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by FCN. The inverse HB present in T5 is weak enough that this configuration is the least
stable in all cases, and is not even present for ICN.
In both T1 and T2, the central XCN molecule serves as double electron acceptor.
One would hence expect some degree of negative cooperativity. This anticipation is
confirmed by comparison of the interaction energies with those in parentheses in Table
6-7. The latter quantities represent a simple sum of the pertinent interaction energies in the
dimers: σ-hole + π-hole for T1 and 2 x π-hole for T2. The actual interaction energies are
somewhat smaller than the sums, consistent with negative cooperativity. This negative
cooperativity is verified by comparison of the NBO/AIM data for the trimers and the
dimers. Taking X=Cl as an example, the NBO charge transfer is 0.99 kcal/mol in the dimer
of Figure 6-4 to Figure 6-7, but is reduced below 0.6 kcal/mol in T1 and T2. The BCP
density is similarly diminished and in fact the bond path disappears entirely for T2. The σhole charge transfer energy is 3.25 kcal/mol for the NCCl∙∙∙NH3 dimer, and it diminishes
but only slightly in T1; likewise, for ρBCP. Very similar trends are observed for the other
XCN dimers and trimers.
Rather than comparing the structures of the heterotrimers to fully optimized dimers,
another view of the cooperativity may be achieved by a multi-body analysis in which
pairwise interaction energies are evaluated within the geometry of the optimized trimer.
The difference between the sum of all three pairwise interaction energies (whether the
geometry is cyclic or linear) and the total interaction energy of the trimer is equal to a threebody term, ∆3E, which can be equated with an energetic measure of cooperativity. These
three-body terms are listed in Table 6-8 where negative quantities refer to an enhancement
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of the interaction and hence to a positive cooperativity. ∆3E is slightly positive for T2,
consistent with the negative cooperativity. On the other hand, ∆3E is slightly negative for
T1 although negative cooperativity might be anticipated there. This apparent contradiction
may be related to the incorporation into the formalism of a small but repulsive two-body
interaction between the two NH3 molecules which are far apart. A similar inter-NH3
repulsion may be similarly responsible for the small values of ∆3E for T2 which might
otherwise be more positive. T3-T5 all display positive cooperativity, most notably T4
which is the most stable trimer in a number of cases.
6-4. Discussion and Conclusion
NH3 can approach the XCN molecules from one of two directions. A standard σhole halogen bond is formed if the NH3 approaches the X atom along the NCX axis. The
strength of this bond grows rapidly in the usual F < Cl < Br < I sequence, ranging from 1.1
kcal/mol for X=F to 8.2 kcal/mol for I. There is also a region of positive MEP above the
axis of the XCN molecule. The maximum of this π-hole area is larger than that of the σhole for FCN, but the opposite is true for the other XCN molecules. Unlike the sensitivity
of the MEP π maximum to the identity of X, the interaction energies of the π-hole dimers
are fairly uniform in the range between 2.4 and 3.1 kcal/mol. The π-hole complex is more
stable than the σ-hole analogue for FCN, but it is the σ-hole structure that is preferred for
the other XCN molecules.
NBO analysis traces the stability of the π-hole geometries in large measure to
charge transfer from the NH3 lone pair to the π*(CN) antibonding orbital, whose behavior
parallels the energetics of binding. The AIM topology of the electron density ascribes the
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interaction to a bond between the N of NH3 and C of XCN, and also scales nicely with Eint.
The electrostatic component of the total interaction energy is the largest, but induction and
dispersion are not far behind. Like the total interaction, the components are also relatively
insensitive to the identity of X. This behavior differs markedly from the halogen-bonded
dimers where both ES and IND grow quickly with the size of the halogen atom, and IND
exceeds ES for Br and I; DISP is considerably smaller.
A second NH3 molecule has several options for binding to the NH3/XCN
heterotrimer. The resulting trimer may contain both a σ and π-hole arrangement, or two of
the latter, with the two NH3 molecules on opposite sides of XCN. There are also three
different geometries wherein the two NH3 units engage in HBs with one another. For X=F
and Cl, the preferred structure is one of the latter, which includes i) a π-hole interaction, ii)
a NH∙∙N HB between the two NH3 molecules, and iii) a NH∙∙N HB to the XCN N atom.
The strength of the halogen bonds for X=Br and I is an overwhelming factor so that the
most stable heterotrimer contains this bond as well as a tetrel bond. The energetics, as well
as the NBO and AIM characteristics, obey the expected cooperativity trends in that they
are enhanced or diminished respectively when a given molecule serves as electron donor
and acceptor, or as double acceptor.
As mentioned earlier, the π-hole characteristics of the C≡N group have not been
explored previously at any length, so comparison with other data in the literature is
difficult. On the other hand, there have been a number of studies of the -NO2 group which
together offer a point of comparison. The π-hole of the NO2 group is centered directly over
the N atom 69, 72, 73, 75 so dimers of relevant molecules tend to place an electronegative atom
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of one molecule over the N of the other. There are indications that these interactions tend
to be dominated by dispersion. Like XCN, the π-hole over the NO2 subunit in XNO2
becomes weaker in the order Cl > Br > I 70, 73, but this trend is stronger than in the case of
XCN. When placed on a phenyl ring, the NO2 group engages in π-hole complexes with a
variety of nucleophiles with binding energies that range up to more than 6 kcal/mol
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,

wherein AIM places the bond to the N atom in most cases, but also to the phenyl C to
which the NO2 group is connected. In addition to a lone pair, the π-bonding pair of a simple
alkene or alkyne 67 can also interact with the π-hole of NO2, in which case the dispersion
energy exceeds the ES component.
With specific respect to the NH3 nucleophile, interaction energies of XNO2 with
NH3 are slightly larger than is the case for XCN

73

. Overall, the XNO2 series has similar

behavior as XCN 75. The halogen-bonded structure is favored for X=Br and I, but the πhole preferred for X=Cl. Unlike the situation for XCN, trimers of the T1 type display both
positive and negative cooperativity, depending upon the nature of X. Curiously, BrNO2
favors the σ-hole halogen bond with NH3 but the π-hole is preferred
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for certain other

nucleophiles.
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Table 6-1 Energetic and geometric aspects of π-hole complexes XCN∙∙NH3
X
F
Cl
Br
I

Eint
kcal/mol
3.14
2.53
2.43
2.44

R(C∙∙N)
Å
2.867
3.046
3.072
3.104

Δr(C≡N)
Å
0.0002
0.0000
0.0002
0.0016

θ(N∙∙CN)
degs
96.0
87.5
87.0
86.0

Table 6-2 Energetic and geometric aspects of σ-hole complexes NCX∙∙NH3
X

Eint
kcal/mol
1.06
3.95
5.62
8.24

F
Cl
Br
I

R(X∙∙N)
Å
3.141
2.950
2.880
2.852

Δr(X-C)
Å
-0.0025
0.0051
0.0130
0.0297

Table 6-3 SAPT components (kcal/mol) of total interaction energy of π-hole complexes
XCN∙∙NH3
X

ES

IND

DISP

δHF

EX

TOTAL

F
Cl
Br
I

-6.52
-4.26
-4.06
-4.07

-6.03
-3.63
-4.04
-4.75

-3.08
-2.77
-2.81
-3.14

-0.33
-0.22
-0.23
0.02

13.30
8.85
9.19
9.61

-2.65
-2.03
-1.95
-2.33
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Table 6-4 SAPT components (kcal/mol) of total interaction energy of σ-hole complexes
NCX∙∙NH3
X

ES

IND

DISP

δHF

EX

TOTAL

F
Cl
Br
I

-1.66
-7.58
-12.09
-19.18

-1.35
-10.14
-26.34
-53.72

-0.81
-2.84
-4.02
-5.45

-0.09
-0.82
-1.36
8.41

2.99
18.13
38.93
57.24

-0.92
-3.25
-4.88
-12.71

Table 6-5 Interaction Energies (kcal/mol) of π-hole complexes XCN∙∙NH3 calculated at
various levels.
X

MP2/aug-cc-pV(X)Z
D
T
Q

F
Cl
Br
I

3.14
2.53
2.43
2.44

3.56
2.93
2.87
2.88

3.78
3.00
2.99
3.05

CCSD(T)/
aug-cc-pVDZ
2.92
2.28
2.18
2.19

MP2/CBS

CCSD(T)/CBS

3.94
3.05
3.08
3.17

3.72
2.80
2.83
2.92

Table 6-6 Interaction Energies (kcal/mol) of σ-hole complexes NCX∙∙NH3 calculated at
various levels
X

MP2/aug-cc-pV(X)Z
D
T
Q

F
Cl
Br
I

1.06
3.95
5.62
8.24

1.14
4.28
6.01
8.65

1.22
4.52
6.23
9.17

CCSD(T)/
aug-cc-pVDZ
1.06
3.79
5.31
7.67

MP2/CBS

CCSD(T)/CBS

1.28
4.70
6.39
9.55

1.28
4.54
6.08
8.98
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Table 6-7 Interaction energies (kcal/mol) of five heterotrimer geometries of XCN(NH3)2
F
Cl
Br
I

T1a
T2a
T3
T4
T5
5.66(6.28) 6.26
8.58
5.00
6.12(6.48)
4.88(5.06) 5.28
7.48
4.33
7.71(8.05)
4.71(4.86) 5.11
7.26
4.23
10.38(10.68) 4.72(4.88) 5.05
7.21
a
value in parentheses equals sum of dimer interactions

Table 6-8 Three-body term ∆3E (kcal/mol) of heterotrimers of XCN(NH3)2
F
Cl
Br
I

T1
-0.08
-0.09
-0.10

T2
0.08
0.01
0.02
0.03

T3
-0.19
-0.04
-0.03
-0.01

T4
-1.10
-0.86
-0.85
-0.88

T5
-0.34
-0.21
-0.19
-
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Figure 6-1 Molecular electrostatic potentials (MEPs) of XCN molecules. Black and blue
dots respectively indicate positions of maxima and minima on the 0.001 au isodensity
surface, with values displayed in kcal/mol.

Figure 6-2 Optimized geometries of π-hole (top) and σ-hole (bottom) dimers of NH3 with
XCN. Distances are in Å. Blue numbers refer to NBO values of E(2), in kcal/mol, for
transfer from N lone pair to π*(CN) (top) and σ*(XC) (bottom). Number to right of slash
ind
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Figure 6-3 Electron density shifts that arise from formation of π-hole complexes. Yellow
and green regions respectively correspond to gain and loss of electron density, on the
±0.0005 au contour.

Figure 6-4 Optimized geometries of 2:1 heterotrimers of NH3 with FCN. Red number
indicates total interaction energy in kcal/mol. Distances are in Å in black. Blue numbers
refer to NBO values of E(2), in kcal/mol, for transfer from N lone pair to π*(CN) or
σ*(XC).

166

Figure 6-5 Optimized geometries of 2:1 heterotrimers of NH3 with ClCN. Red number
indicates total interaction energy in kcal/mol. Distances are in Å in black. Blue numbers
refer to NBO values of E(2), in kcal/mol, for transfer from N lone pair to π*(CN) or
σ*(XC)
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Figure 6-6 Optimized geometries of 2:1 heterotrimers of NH3 with BrCN. Red number
indicates total interaction energy in kcal/mol. Distances are in Å in black. Blue numbers
refer to NBO values of E(2), in kcal/mol, for transfer from N lone pair to π*(CN) or
σ*(XC)
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Figure 6-7 Optimized geometries of 2:1 heterotrimers of NH3 with ICN. Red number
indicates total interaction energy in kcal/mol. Distances are in Å in black. Blue numbers
refer to NBO values of E(2), in kcal/mol, for transfer from N lone pair to π*(CN) or
σ*(XC)..
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CHAPTER 7
CATALYSIS OF THE AZA-DIELS-ALDER REACTION BY HYDROGEN AND
HALOGEN BONDS1
Abstract
The combination of H2C=NH and cis-1,3-butadiene to form a six-membered ring
was examined by quantum calculations. The energy barrier for this reaction is substantially
lowered by the introduction of an imidazolium catalyst with either a H or halogen (X) atom
in the 2-position, which acts via a H or halogen bond to the N atom of the imine,
respectively. X=I has the largest effect, and Cl the smallest; Br and H are roughly
equivalent. The catalyst retards the formation of the incipient N-C bond from imine to
diene while simultaneously accelerating the C-C bond formation. The energy of the π*
LUMO of the imine is lowered by the catalyst, which thereby enhances charge transfer
from the diene to the imine. Assessment of free energies suggests catalytic rate acceleration
by as much as four to six orders of magnitude.
7-1. Introduction
Organocatalysts have found widespread use in the synthesis of natural products and
pharmaceutically relevant molecules from readily available small organic precursor
molecules. This method of synthesis is cost effective, operationally simple, and easy 1-2 to
handle. Those organocatalysts that interact with their substrate through a hydrogen bond

1

Coauthored by Vincent de Paul Nzuwah Nziko and Steve Scheiner. Reproduced with permission from J.
Org. Chem. 2016, 81, 2589-2597. Copyright 2016, American Chemical Society.
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(HB) have been especially widely developed and used. For example the Jacobsen group 3
has successfully used chiral bifunctional urea to catalyze the Povarov reaction that involves
an imine and an enamine. BINOL is another widely used organocatalyst which acts as both
proton donor and acceptor 4-7 through the intermediate of a HB that has been applied to a
variety of reactions including hydride transfer.
There has been growing interest in other sorts of organocatalysts that proceed via
noncovalent interactions other than H-bonding. Organic molecules that have the potential
to form halogen bonds (XBs) have been a recent source of exploration due to the high
linearity and strength of these bonds, comparable and sometimes stronger than a H-bond 811

. An important step in applications of the use of XBs in catalysis occurred in 2008 when

Bolm et al

12

demonstrated that fluorinated alkyl halides could catalyze the reduction of

substituted quinolines by Hantzsch esters. Various other applications of XB activation
followed shortly thereafter 13-16.
The Diels-Alder reaction has proven over the years to be an effective synthetic
strategy for building stereochemically well-defined unsaturated 6-membered rings. The
first organocatalyst applied to the Diels-Alder reaction was developed by MacMillan and
coworkers 17 in 2000. This catalyst is believed to work through the formation of a HB and
proceeds by a LUMO-lowering activation mechanism. The Diels-Alder reaction has
continued its development over the years and a number of additional catalysts

18-20

have

found application, especially Lewis acids like AlCl3.
The Aza Diels-Alder reaction described in Scheme 1 offers an alternative route for
one-step synthesis of functionalized nitrogen-containing heterocyclic rings from readily
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available

imines,

coupled

with

diene

components.

The

regioselectivity,

diastereoselectivity, and enantioselectivity of the resulting heterocyclic rings are easily
controlled 21 via this procedure. Just as in the standard Diels-Alder reaction, chiral Lewis
acids play an important catalytic role in the aza Diels-Alder reaction. Unfortunately, most
Lewis acids end up trapped by the basic nitrogen atoms, either of the starting imine or the
final heterocyclic product, thereby hindering the catalytic activity 22 of these Lewis acids.
In other to overcome this drawback, a new generation of catalyst would be very useful.
Following up on the Huber group’s finding

23

that a bis(2-iodoimidazolium) salt could

catalyze a Diels-Alder reaction, Takeda and co-workers considered 24 a range of related Xbonding agents in connection with the slightly different aza-Diels-Alder reaction. After
noting that a reaction of this sort would not occur in the presence of perfluoroiodobenzene,
they found success with a set of more powerful X-bonding 2-halogenoimidazolium salts.
Their comparison of closely related catalysts suggested that the reaction rate ought to match
the expected order of XB strength; viz. I > Br >Cl, but left certain other issues incompletely
resolved, and they suggested further studies of the details of the reaction mechanism. For
example, they were unable to extract any information concerning the transition states of
these reactions, nor their energies.
The present work attempts to provide detailed information about this reaction, and
specifically about the involvement of any XBs in its catalysis. Quantum calculations are
applied in order to take advantage of their ability to elucidate fine details of the structure
and energy of transient species such as the transition state, as well as any intermediates in
the course of the reaction. These methods are also amenable to analysis of the electronic
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structure of these species, providing information such as the amount of charge transfer or
the energies of frontier molecular orbitals. In this manner, these methods allow one to focus
on the mechanism by which a XB is capable of catalyzing the reaction. So as to maximize
contact with experimental information, this work focuses on the aza-Diels-Alder reaction
studied recently by Takeda et al

24

. As such we report here the first computational work

pertaining to the use of an organocatalyst to catalyze the Diels-Alder reaction via XB
formation. The direct influence of the strength of the XB is studied by a comparison of I
with Br and Cl as the halogen atom on the catalyst. In order to extract further information
about the influence of a XB, we also consider an analogous catalyst which replaces the
halogen by H, i.e. comparison of XB with HB.
7-2. Computational methods
All computations were carried out with Gaussian 09, Rev D.01 and B.01

25

.

Geometry optimization and frequency calculations were performed using the M06-2X
density functional

26

with the aug-cc-pVDZ basis set, and ECP aug-cc-PVDZ for I to

account for relativistic effects. The performance of this computationally affordable level
of theory has been shown to be suitable for the geometric, electronic and energetic features
of the Diels-Alder (DA) reaction 27-29. Additional calculations were carried out at the MP2
level, as detailed below. The stationary points were characterized by frequency
calculations, and all transition states were confirmed to have a single imaginary frequency
corresponding to the formation of the expected bonds. The NBO method 30-32 was used to
measure the charge transfer involved in this reaction. The interaction energy was dissected
using symmetry-adapted perturbation theory (SAPT) methods 33-35.
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So as to examine the essence of the reaction, free of complicating substituent
effects, model reactants and catalysts were studied here. H2C=NH and cis-1,3-butadiene
were chosen as reactants that ultimately coalesce to form a six-membered ring. The
imidazolium catalysts placed an X atom (X=I, Br, Cl) in the 2-position, along with methyl
groups on the two N atoms so as to closely mimic the cations examined earlier

24

. The

halogen atom was replaced by H so as to compare the results of H-bonding on this reaction.
7-3. Results
Figure 7-1 outlines the steps in the reaction of interest, and the definition of the
various relevant energy terms. The reaction begins with all three units: diene, imine, and
catalyst separate and distinct. The first step refers to the binding of the catalyst to the imine,
which stabilizes the system by an amount E1. The imine-catalyst pair then interacts with
the diene substrate forming an encounter complex diene∙∙Im∙∙cat, further lowering the total
energy by E2. The reaction then proceeds through a transition state TS which requires
energy E3 from the encounter complex. The reaction next proceeds to form the heterocyclic
six-membered ring, still bound to the catalyst, product∙∙∙cat, liberating E6 units of energy.
The final step, requiring E7, separates the product from the regenerated catalyst which can
now go on to reinitiate the reaction with a new substrate. Overall, starting from the
beginning with separate diene, imine, and catalyst, the total reaction energy Ereac, can be
expressed in terms of the other quantities, e.g.Ereac= E1 + E2 + E3 + E6 + E7. The quantity
E5 represents the energy of the TS relative to the starting reactants, which can be considered
the activation energy of the entire reaction. E5 can also be expressed as the sum of other
terms: E5 = E1 + E2 + E3.
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7-3. 1. Geometries
Some of the pertinent geometries are exhibited in Figure 7-2. The upper set of
structures corresponds to the uncatalyzed aza-Diels-Alder reaction in which the imine first
forms an encounter complex with the diene. After overcoming the transition state, the sixmembered heterocyclic ring is formed as product. Immediately below this set of structures
is the same reaction in the presence of a H-bonding imidazolium catalyst, and the Isubstituted analogues are shown directly below. The encounter complexes on the left show
how the imine approaches the diene from above with its C and N atoms directly above the
two terminal CH2 groups of the diene. At the same time, the H/I atoms of the catalyst
engage in a H/halogen bond with the imine N atom. The transition states follow the natural
course of a closer approach of the imine to the diene, as the C-C and C-N bonds between
them begin to form, still retaining the H/halogen bonds to the catalyst. These same
noncovalent bonds are present in the product∙∙catalyst complex following the full formation
of the C-C and C-N bonds which characterize the six-membered heterocyclic ring. All that
remains is the disengagement of the catalyst from this product.
Some of the geometrical parameters in Figure 7-2 suggest the influence of the
catalyst. First considering the initial encounter complex, the R(N∙∙C) and R(C∙∙C) distances
are 3.306 and 3.250 Å, respectively in the uncatalyzed structure. The H bond from the
imine N to the H-bonding catalyst is rather short, 2.163 Å, suggesting a good deal of
binding strength. This HB “tips” the imine, so that the R(N∙∙C) distance to the diene is
shortened and the R(C∙∙C) counterpart is lengthened. The I-substituted catalyst on the other
hand, shortens both of these bonds, although the contraction is a bit greater for R(C∙∙C).
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Turning next to the transition states, R(N∙∙C)=1.969 Å and R(C∙∙C)=2.406 Å in the
uncatalyzed process. The former is lengthened and the latter shortened with the HB
catalyst, the reverse of the effect of this catalyst upon the encounter complex. The Isubstituted catalyst also lengthens R(C∙∙N) and contracts R(C∙∙C), and to a greater extent
than does the HB catalyst. One might say that the presence of either catalyst alters the
synchronicity of the formation of the two incipient bonds, delaying the formation of C-N
while hastening the formation of C-C. Considering the H-bonding catalyst, R(H∙∙N) to the
imine is equal to 2.163 Å in the encounter complex, and becomes shorter, and presumably
stronger as the reaction proceeds, culminating in a HB length of less than 2 Å in the
product. The I∙∙N halogen bond is shortest in the transition state.
These interatomic distances are displayed in Table 7-1 along with the equivalent
data for the Cl and Br-substituted imidazolium catalysts. There are certain trends apparent
in a comparison of the three halogen atoms. Most notable is the shortening of the R(N∙∙X)
halogen bond distance as one proceeds from Cl to Br to I in all structures: encounter
complex, TS, and product. This contraction is clear evidence of strengthening interaction
since the halogen radius is increasing in this progression. This halogen bond becomes
shorter as the reaction proceeds in most cases, although this is not a strong trend.
As the reaction proceeds through transition state and product, the R(N∙∙C) and
R(C∙∙C) bonds of course become shorter. But the presence of a catalyst affects the timing
of the reaction. Beginning with the encounter complex, in comparison to the uncatalyzed
reaction in the first column of Table 7-1, the R(N∙∙C) bond is shorter, and the R(C∙∙C) bond
longer (with the exception of the I substituent). Within the transition state, the catalyst has
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the opposite effect, lengthening R(N∙∙C) and contracting R(C∙∙C). In other words, the
catalyst appears to delay the formation of the former bond while hastening the latter. This
trend is not very sensitive to the nature of the catalyst, although I shows the greatest effect
in this regard. Because of differential effects by each catalyst, it may be noted that the N∙∙C
bond is longer than C∙∙C for the transition states of Cl and I, but roughly equal for H and
Br.
A perhaps more quantitative way of discussing the progress of the reaction is as
follows. The N∙∙C distance in the encounter complex (of the uncatalyzed process) is 3.306
Å. This same distance is 1.461 Å in the product, so there is a total change of 1.845 Å
occurring upon reaction. The N∙∙C distance in the TS is 1.969, which is 1.337 Å smaller
than that in the encounter complex. The percentage change of this distance in the TS,
relative to the total change required for full reaction is thus 1.337/ 1.845 = 0.725. This same
fractional change in the TS relative to the final product in the catalyzed reactions are
smaller, in the range between 0.56 and 0.61, confirming more quantitatively the delay in
the formation of the N-C bond. Application of the analogous formula for the C-C bond
leads to a fractional formation in the TS of 0.49 in the uncatalyzed reaction, and 0.64-0.69
when a catalyst is present, reaffirming the acceleration of the formation of this bond by the
catalyst.
In addition to monitoring the progress of the incipient bonds between the imine and
diene, one can also consider the bond length changes within the diene itself. The three
R(CC) bonds in the optimized diene are 1.337, 1.476, and 1.337 Å, respectively,
corresponding to the alternating double-single-double nature of these bonds. After the
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reaction is complete, these three bond lengths are 1.507, 1.336 and 1.509 Å, respectively
(where the last one corresponds to C3C4, adjacent to the N). As anticipated by the
transitions between single and double bond character in the aza-Diels-Alder reaction, the
central bond shortens (by 0.140 Å) and the two terminal bonds elongate (by 0.17 Å).
The bond lengths in the transition state serve as a gauge of the progress of each
bond toward its eventual bond length in the product. Considering the uncatalyzed reaction
first, the three C-C bond lengths in the diene are equal to 1.373, 1.413, and 1.390, which
respectively represent 21, 45, and 30% of their full changes upon reaching the product. The
presence of a catalyst alters these percentage changes to 25, 48 and 25%, respectively. In
other words, the catalyst speeds up the progress of the first two bonds toward their eventual
length, while simultaneously retarding the progress of the third bond (the one adjacent to
the N atom in the final product). This effect is largely insensitive to the particular nature of
the catalyst, with only small differences from one catalyst to the other.
7-3. 2. Energetics
The computed values of the various energies defined in Figure 7-1 are reported in
Table 7-2, first for the uncatalyzed reaction in the first row, encompassing only the imine
and diene. The imidazole-catalyzed quantities are listed in the ensuing four rows, headed
by the identity of the atom on the imidazole catalyst, whether H or one of the halogens.
Comparison of these quantities provides insight into the activity of each catalyst. The first
column corresponds to the strength of the interaction between the imidazole and the imine.
The H-bonding pair is bound by 12.9 kcal/mol. Replacing H by Cl weakens this binding
while I-substitution strengthens the interaction by some 6 kcal/mol; Br has a small
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weakening effect. The binding of this catalyst-imine pair to the diene, E2, is considerably
weaker. Without a catalyst at all, the diene and imine are bound by 3.9 kcal/mol, whereas
the catalyst-imine pair binds slightly more strongly, by 4-6 kcal/mol. This cooperative
effect can be attributed to the fact that the imine N atom serves as electron donor to the
catalyst (whether HB or XB) while accepting charge from the π-system of the diene.
Transition to the TS from the fully bound system (E3), requires some 17.4-18.7
kcal/mol, and is rather insensitive to the presence of a catalyst or the nature of the
substituent. The same can be said of E4, which differs from E3 only by the binding of the
diene to the catalyst-imine pair. It might be noted that neither E3 nor E4 show a strong effect
from the presence of a catalyst, regardless of its substituent.
The most important quantity in Table 7-2 is E5, which corresponds to the activation energy
of the reaction. This term is equal to 13.8 kcal/mol for the uncatalyzed process, but is much
smaller for the various catalysts. In fact, for the I-substituted imidazolium, the transition
state is more stable than the separate reactants, leading to a negative value of E 5.
Comparison of the preceding terms in Table 7-2 leads to insights into how the catalysts
reduce the activation energy. The binding energy E2 of the diene is more negative for the
catalyzed reaction, but only slightly. The energy needed to transit from the encounter
complex to the transition state, E3, is barely affected by the presence of any of the catalysts.
The biggest difference between uncatalyzed and catalyzed reactions resides in the binding
of the imine to the catalyst, E1. This quantity varies from a minimum of 9 kcal/mol for Cl
up to 18.5 kcal/mol for I; H lies between with a binding energy of 12.9 kcal/mol. It is this
strong binding of the catalyst, whether by H-bond or halogen bond, that can be taken as
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primarily responsible for the reduction of E5. Indeed, the strength of the I-bond, 18.5
kcal/mol, is large enough that the transition state in which this I-bond is present lies lower
in energy than the unassociated reactants where this I-bond is absent. The growing strength
of the halogen bond, Cl < Br < I, thus matches the reduction of E5, with that of H
intermediate between Br and I.
Continuing the reaction beyond the transition state, the ensuing formation of the
product∙∙catalyst complex is quite exothermic, nearly -60 kcal/mol, and largely
independent of the presence of a catalyst. The last step in the catalyzed process is the
separation of the catalyst from the product, E7, which amounts to between 10 and 20
kcal/mol. These dissociation energies are slightly larger than E1, representing the binding
of the catalyst to the imine, but obey the same trend: Again the I-bonded species requires
the most energy to pull apart, and Cl the least. Following the removal of the catalyst, the
final reaction energies are all equally exothermic, -43.3 kcal/mol.
There are of course several ways of understanding the energetics of catalysis in a
reaction such as this. One prescription which has shown itself useful is commonly dubbed
the activation strain model 27, 36-39, and is illustrated by the red energies in Figure 7-1. The
transition from the separate reactants to the transition state is envisioned as occurring in
two conceptual steps. The first process requires that each of the reactants be deformed into
the precise internal geometries they will eventually adopt in the transition state, requiring
an amount of energy labeled E†def. The second step stabilizes the system by an energy E†int
when the properly deformed reactants are allowed to combine together to assemble the
transition state. The sum of the latter two terms adds up to the activation energy E5, as
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indicated in Figure 7-1.
Both E†def and E†int are displayed in the last two columns of Table 7-2. Considering
the first row of the table, the deformation energy of the uncatalyzed reaction is 17.3
kcal/mol, which is barely compensated by the interaction energy of only 3.6 kcal/mol,
leaving a barrier of 14 kcal/mol. The deformation energies of the catalyzed reactions are
larger, 22-27 kcal/mol. But the interaction energies are far more stabilizing than in the
uncatalyzed case, between 18 and 32 kcal/mol. In the I case, for example, the interaction
energy of 32 kcal/mol actually exceeds the deformation energy, which leads to the negative
activation energy. One may thus conclude that the reduction in E5 arising from the presence
of the catalysts can be attributed to the high interaction energies that result from bringing
the pre-deformed species together in order to assemble the transition state. If one considers
either E1 or E7 as a measure of the binding energy of the H/X bond between the catalyst
and the imine N atom, then this noncovalent bond can be thought of as responsible for
roughly half of the total E†int.
Figure 7-3 illustrates the activation strain model visually, wherein the blue
downward arrows represent E†int and the final activation energies E5 are shown in red. The
deformation energy on the left is broken down into the strain of each of the subunits. The
deformation energy of the catalyst in brown is very small, less than 2 kcal/mol in all cases.
The strain undergone by the diene (black) is the largest of the three, and is 2 or 3 kcal/mol
larger in the four catalyzed cases than in the uncatalyzed reaction. The (green) deformation
energy of the imine is smaller, less than 9 kcal/mol, and is also larger in the catalyzed
situations. The greatest imine strain (8.7 kcal/mol) occurs for the I-catalyst, as compared
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to about 6.7 kcal/mol for the other three catalyst processes. But as indicated above, the
largest single factor that differentiates one reaction from the next is the interaction energy,
characterized by the blue downward arrows of very different length, which is the primary
factor in the effect of catalyst upon activation energy.
7-3. 3. Electronic Structure Analysis
It is clear that one important effect of the catalyst is its formation of a H/X bond
with the imine N atom. One can also inquire as to the effect of each catalyst upon other
factors that influence the stability of the transition state. In particular, how might the
catalyst affect the interactions between the imine and the diene within the transition state?
The energetic manifestation of the charge transfer taking place between the imine and diene
within the TS can be accessed via the NBO formalism which evaluates the second order
perturbation energy for the transfer between any given pair of orbitals. Table 7-3 displays
these values of E(2) which shows first that there is a good deal of transfer in both directions.
The transfers involve the π-systems of the two molecules. Charge is shifted from the
occupied π-orbitals of each molecule to the vacant π* antibonding orbitals of the other.
The diene contains a pair of π bonds (and antibonds), and the imine has a single pair
involving the C-N bond.
Comparison of the first two rows of Table 7-3 suggest the transfer from diene to
imine is considerably larger than that for the reverse process. The imine→diene transfer is
relatively insensitive to the presence or absence of a catalyst, or the nature of the latter. The
diene→imine transfer, however, is rather strongly dependent upon the catalyst. This
transfer amounts to 50 kcal/mol in the non-catalyzed process, but rises to as much as 74
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kcal/mol when a catalyst is present. In fact, the value of this quantity in the first row of
Table 7-3 correlates rather well with reduction in the E5 activation energies in Table 7-2,
with order: uncatalyzed < Cl < Br < H < I. One can thus conclude that one means by which
the catalysts help to accelerate the reaction is via the facilitation of charge transfer from
diene to imine. This trend is sensible in that the H/X bond acts to suck density away from
the imine, thereby allowing the latter to act as a better electron acceptor from the diene
The last four rows of Table 7-3 break down the total charge transfer into the individual
interorbital quantities. One can see that this is generally an asymmetric process, in that one
of the two C=C bonds of the diene transfers considerably more charge to the imine than
does the other, and this same bond is also a better sink for transfer from the imine. Note
that C3C4, the C=C bond that is closest to the imine N, has stronger π(C3C4)→π*(NC)
interactions with the imine for the uncatalyzed process in the first column of Table 7-3.
However, this situation reverses, during catalysis and it is the C1C2 bonding orbital that
shows the largest transfer to the imine. This trend is consistent with the intermolecular
distances in Table 7-1. In the uncatalyzed transition state, the imine N is considerably
closer to the diene than is the imine C atom, which would facilitate the greater transfer
from the C3=C4 bond. In the catalyzed processes, on the other hand, this distinction
vanishes and in fact it is the imine C atom that is closer to the diene in a number of cases.
This trend is most obvious for the I-catalyst where R(C∙∙C) is some 0.2 Å shorter than is
R(N∙∙C), and the transfer from π(C1C2) is nearly 5 times larger than E(2) from π(C3C4).
In addition to the transfer between individual orbitals, it is of interest to consider
the transfer between the overall chemical groups participating in the reaction. As may be
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seen in the first column of Table 7-4, only 2 me of charge transfer from the diene to the
imine in the uncatalyzed encounter complex, and there is even less transfer within the
transition state. The presence of a cationic catalyst absorbs a certain amount of charge, as
evident by the values of less than unity in the third row of Table 7-4. In the encounter a
greater share of the positive charge winds up on the imine than on the diene, consistent
with the greater proximity of the former. However, this situation changes drastically as the
reaction proceeds to the transition state, where the imine becomes negatively charged,
despite the influence of the positively charged catalyst. This negative charge arises via
transfer from the diene which takes on a fairly large positive charge. This transfer from
diene to imine is consistent with the NBO analysis above. The lower section of Table 7-4
reflects the change in the group charges on going from encounter complex to transition
state. Note that the catalyst itself undergoes very little change, but it does act to facilitate
the transfer from the diene which becomes more positive and the imine which becomes
more negative. With respect to trends, the loss of charge by the diene follows the same Cl
< Br < I order as do many other quantities here, with the H-catalyst similar to Br.
Frontier molecular orbitals offer another lens through which to view this reaction. The
primary interaction would be expected between the HOMO of the diene and the LUMO of
the imine, both of which are of π-type. The energy of the HOMO of the diene is -0.3393
au. As indicated in the first entry of Table 7-5, the LUMO energy of the imine is +0.0108
au, leading to a gap between them of 0.3501 au. The succeeding entries in the first row of
Table 7-5 indicate that the association of the imine with each catalyst lowers its LUMO
energy, by an amount varying between 0.100 au for Cl up to 0.124 au for I. This lowering
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would also reduce the HOMO-LUMO gap which would serve to facilitate the electron
transfer. In fact, there is a certain degree of correlation between the reduction of this gap
and the activation energy E5. Specifically, the LUMO energy reduction follows the same
Cl < Br < I order as does activation energy drop. On the other hand, the HOMO-LUMO
gap for I and H are very nearly the same, although I is a much more effective catalyst, so
this correlation is imperfect. The second row of Table 7-5 lists the comparable information
about the more tightly localized NBO LUMO. Their energies are all about 0.05 au higher
than the canonical equivalent, and follow a similar Cl < Br < I pattern; the gap reduction
in the NBO LUMO is a bit larger for I than for H, better reflecting the superior catalytic
activity of I.
With respect to the binding of the catalyst to the imine, so important to the
acceleration of the reaction, one can partition this interaction into its component parts.
Table 7-6 displays the results of a SAPT partitioning of the total interaction energy into its
three attractive parts. For H and Cl, the electrostatic component is largest, followed by
induction and then dispersion. However, induction overtakes electrostatic attraction as the
largest component for the larger halogens Br and I. Indeed, in the latter case, induction is
twice the magnitude of ES. Dispersion makes a smaller, but not negligible contribution in
all cases. In terms of trends, the transition from Cl to Br results in an increase in all of the
components, a trend which accelerates when Br is replaced by the larger I. The large
induction and dispersion energy for I is consistent with its much greater size and
polarizability, as well as with prior calculations 40.
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7-3. 4. Higher Level of Theory and Second Conformation
It is important to be sure that the patterns and principles arising from the DFT
calculations are truly correct, and reflect the real process. For this reason, the calculation
of all energies was repeated by the MP2 method, using geometries obtained by M06/2X,
all with the same aug-cc-pVDZ basis set. These results are reported in
Table 7-9 and can be compared directly with the DFT data in Table 7-2. The
association energies of each catalyst with the imine, E1, are changed very little by the DFT
to MP2 transition. The same may be said of the dissociation of the catalyst from the final
product, E7. The MP2 values of the latter quantity are a bit bigger than the DFT quantities
but obey the same trend. This similarity of E1 and E7, confirms the two methods are in
agreement about the strengths of the various H or halogen bonds. E2 quantities match well
also, again with the proviso that MP2 binding energies are slightly larger, so the two
methods are in accord about the binding of the diene. The largest disagreement occurs in
the activation energies E5. The transition from M06-2X to MP2 reduces this barrier in the
uncatalyzed process by 7 kcal/mol, with slightly larger reductions for the four catalyzed
reactions. These reductions are quite uniform from one catalyst to the next, so the M06-2X
order of reaction barriers stands up very well against MP2 results. The energy released
upon going from transition state to product, E6, is somewhat less negative for MP2, but by
a uniform amount of 8-9 kcal/mol, again preserving the DFT patterns. Importantly, the
upshot of any differences between the two methods, the final reaction energy E react, is
virtually identical for the two methods, differing by only 1.0 kcal/mol.
With respect to the deformation and interaction energies within the transition state,
the application of MP2 to the M06-2X geometries reduces E†def by a nearly uniform amount
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of 4 kcal/mol. E†int becomes more negative, but again by similar amounts from one catalyst
type to the other, about 5-7 kcal/mol. In summary, then, the conclusions concerning
catalysis derived from the activation strain model are essentially unchanged by the upgrade
from M06-2X to MP2.
When the imine approaches the diene, there are two geometric possibilities. As
indicated in Figure 7-2, the NH proton can adopt a position in toward the two central C=C
atoms of the diene. In contrast to this endo orientation, this proton could in principle also
lie in the opposite or exo direction, away from the C=C bond. In order to examine this
second possibility, parallel calculations were carried out for this exo orientation, and the
results are reported in Table 7-10 to Table 7-14.
Comparison with the corresponding endo data in Table 7-1 to Table 7-6 reveals
only minor changes for the most part. Considering first the encounter complex, Table 7-10
shows that in most cases, the change from endo to exo elongates the R(N∙∙C) distance, but
engenders only a small change in the H/X-bond distance. (The exo encounter complexes
differ from the endo cases in that there is a tendency for the diene to associate more closely
with the aromatic catalyst than with the imine. This tendency is greatest for the X=H and
Cl cases, although the energetic change associated with this relocation is slight.) The
R(N∙∙C) stretch persists in the TS albeit to a smaller extent; very little change is observed
in the products.
With respect to the energetics in Table 7-11, the binding of the diene to the
imine∙∙catalyst complex, E2, is enhanced a bit in the exo structure particularly for H and Cl,
but the energy jump from the encounter complex to the TS, E3, is also raised. As a
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consequence, the important total energy barrier E5 is changed by only small amounts. For
example, the energy barrier in the uncatalyzed exo reaction is 3.5 kcal/mol higher than for
endo, but the changes to the catalyzed energy barriers are even smaller, less than 2
kcal/mol. With respect to the deformation and interaction energies in the TS, these
quantities are also changed by little, less than 2 kcal/mol in most cases.
The switch from endo to exo has some effect on the NBO charge transfers in the
transition states, but again these are generally quite small, and confirm the prior finding
that a good deal more transfer takes place from the π orbitals of the diene to the imine π*
orbital than in the reverse direction. The same can be said concerning the group charges in
Table 7-4 and Table 7-13. Even less affected by the endo→exo change are the orbital
energies in Table 7-5 and Table 7-14, which confirms the prior conclusion that the catalysts
reduce the energy barrier in part by a lowering of the energy of the π* LUMO of the imine.
In summary, the calculations for the exo reaction repeat the findings of the endo geometries
in all but the finest quantitative detail.
7-3. 5. Free Energies
Using standard thermochemical formulae, it is possible to evaluate the free energy
quantities that parallel the electronic energies of Table 7-2. Table 7-7 and Table 7-8 display
these free energies (T=25 C, p= 1 atm) for each reaction step defined in Figure 7-1 for the
endo and exo geometries, respectively. Inclusion of entropic effects leads to free energies
that are generally more positive than E but the trends observed in the latter quantities
remain largely intact. The reactions characterized by G1 and G2 experience the largest
positive changes since they involve the association of two separate species into a single
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entity. But they also exhibit the large halogen-bond energy associated with I, with G1
following the same trend as did E1: I > H > Br > Cl, and with very similar increments. G6,
the drop in energy upon going from the transition state down to the product∙∙catalyst
complex, is only slightly less negative than E6, both very exothermic quantities of more
than -50 kcal/mol.
With respect to G5, these quantities are again larger than E5. Inclusion of entropy
mutes to a certain extent the dramatic catalytic effects of Table 7-2, but confirms the
catalytic reduction in activation free energy, especially that associated with the I
substituent. Indeed, G5 also follows the same I > H > Br > Cl pattern as does the binding
energy E1. The free energies in Table 7-7 and Table 7-8 may be used to estimate reaction
rate accelerations by the catalysts. Assuming an Arrhenius-type relation exp{-(EcatEuncat)}/RT, the speedup of the reaction by the I-catalyst amounts to 5 x 104 for the endo
geometry; this acceleration is even larger, 2x106, for the exo structure. The catalytic
speedup of the H and Br catalysts are smaller, only one order of magnitude for endo, but
2.x104 and 3x102 respectively for exo. In summary, the catalytic reduction of the activation
energy is somewhat more prominent for the exo structures, accelerating the rate by as much
as 6 orders of magnitude.
In order to be an effective catalyst, the entity must not only reduce the activation
energy, but also release its grip upon the product at the conclusion of the reaction. This
dissociation corresponds to E7 in Figure 7-1. While these quantities are fairly large in Table
7-2, in the 10-20 kcal/mol range, they are greatly reduced by the impact of entropy. As
indicated in Table 7-7 and Table 7-8, G7 is less than 7 kcal/mol, and even slightly
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exothermic in several instances. In most cases G7 is smaller for the exo structure than for
endo, reinforcing the smaller values of G5 for the former geometry.
7-4. Discussion and Summary
After first forming a fairly loosely bound encounter complex, the imine and diene
go on to a transition state where the incipient C-N and C-C bonds are some 2.0-2.4 Å in
length. This transition state lies 14 kcal/mol higher in energy than the separated reactants.
The presence of the imidazolium catalyst has a number of effects upon the reaction.
Whether H, Cl, Br, or I-substituted imidazolium, the catalyst binds tightly to the iminediene complex. In doing so, it reduces the activation energy from 14 down to less than 5
kcal/mol. The I-substituted imidazolium is most effective in this regard, and Cl the least;
H and Br are roughly equivalent. The high effectiveness of I-substitution is thus intimately
connected with the strength of halogen bonds including I. Br-bonds are somewhat weaker,
and Cl-bonds weaker still, consistent with the trends observed in catalytic rate acceleration.
Within the context of the activation strain model, the reduction of the barrier by the catalyst
is a result of the high interaction energy connected with the approach of the pre-deformed
species as they form the transition state. This stabilization far exceeds any increase in the
deformation energy needed by the reactants to achieve their transition state structure.
The catalyst also alters the timing of the reaction, by slowing the formation of the
N-C bond while hastening C-C formation. There is a good deal of π→π* charge transfer in
both directions between the imine and diene in the transition state, although the diene(π)
→ imine(π*) transfer is considerably larger. This transfer is amplified by the imidazolium
catalyst, and the degree of amplification also follows the energetic trend: Cl < H ~ Br < I.
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The catalyst also depresses the energy of the electron-accepting π* LUMO of the imine,
thereby facilitating the charge transfer from the diene.
The catalyst exerts its influence in multifold ways. In the most obvious and direct
effect, the H/X bond stabilizes the transition state. The catalyst also facilitates the transfer
of charge from the diene to the imine in the transition state. This effect is manifest in both
the total charges of the groups themselves, but also in the energies of charge transfer
between specific orbitals (πdiene → π*imine). The H/X bond to the catalyst facilitates this
transfer by lowering the energy of the π*imine antibonding orbital, thereby reducing the
HOMO-LUMO energy gap.
The effect of the catalysts upon the reaction rate has been considered here via a
comparison of the transition state energy with that of the reactants, prior to any association
occurring. If one were to consider instead the reaction as beginning after the reactants have
already bound to one another, then one might conclude that the catalysts have very little
effect upon the activation energy, even raising it by a small amount in some cases. This
distinction reconfirms the importance of the binding energy of the catalyst to the
acceleration of this reaction. The strong catalytic effect of the I-substituted catalyst can
thus be directly attributed to the strength of halogen bonds involving this element.
In order to obtain a detailed understanding of the aza-Diels Alder reaction on a
molecular level, it is first necessary to study the system without the complicating effects of
surrounding molecules that would interact with the reacting system in various ways. The
introduction of solvent would cause a multitude of interactions, of a rapidly fluctuating
nature, making it extremely difficult to extract the underlying intramolecular effects on the
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catalysis process. Moreover, each particular solvent would result in differing interactions
and effects. It is for this reason that solvation has not been included to this point, but is
envisioned as a large scale future endeavor.
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Table 7-1 Interatomic distances (Å)Interatomic distances (Å)
encounter complex
R(N∙∙C)
R(C∙∙C)
R(N∙∙H/X)
TS
R(N∙∙C)
R(C∙∙C)
R(N∙∙H/X)
product
R(N∙∙C)
R(C∙∙C)
R(N∙∙H/X)

none

H

Cl

Br

I

3.306
3.250
-

3.165
3.499
2.163

3.237
3.290
2.780

3.218
3.472
2.738

3.202
3.074
2.607

1.969
2.406
-

2.147
2.143
2.002

2.205
2.098
2.737

2.146
2.160
2.644

2.243
2.077
2.525

1.461
1.531
-

1.469
1.527
1.962

1.468
1.529
2.731

1.469
1.528
2.623

1.474
1.527
2.552

Table 7-2 Energetics (kcal/mol) of aza-Diels-Alder reaction with various substitutions on
catalyst
none
H
Cl
Br
I

E1

E2

E3

0

-3.91

17.69

12.86

-5.57

18.62

-9.27

-4.54

18.46

-5.61

18.68

-3.93

17.40

11.70
18.48

E4

E5

E6
13.78 13.78
57.07
13.05 0.18
57.45
13.92 4.65
58.12
13.07 1.37
58.57
13.47 -5.02
58.63

E7
0
13.97
10.17
13.91
20.35

Ereact
43.30
43.30
43.30
43.30
43.30

E†def

E†int

17.30 -3.56
24.17
22.17
17.54
23.27
21.87
26.54
31.56
24.35
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Table 7-3 NBO values of E(2) (kcal/mol) between imine and diene within the TS
none
H
Cl
Br
I
diene → imine
49.99
64.94
58.57
61.85
73.81
imine → diene
27.47
25.04
25.48
23.89
21.66
a
π(C3C4) →π*(NC)
31.99
19.29
22.26
18.91
12.96
π(C1C2)→π*(NC)
18.00
45.65
36.31
42.94
60.85
π(NC)→ π*(C3C4)
23.56
15.41
17.44
14.86
10.85
π(NC)→ π*(C1C2)
3.91
9.63
8.04
9.03
10.81
a
C3C4 refers to C=C bond of diene that is close to imine N, and C1C2 to the other double
bond

Table 7-4 NBO group charges (e)NBO group charges (e)
non
H
Cl
encounter complex
imine -0.002
0.027
0.014
diene 0.002
0.008
0.010
cat
0.965
0.976
TS
imine 0.000
-0.098
-0.071
diene 0.000
0.140
0.097
cat
0.958
0.974
Δq = q(TS) - q(encounter complex)
imine 0.002
-0.125
-0.085
diene -0.002
0.131
0.087
cat
-0.007
-0.002

Br

I

0.043
0.003
0.953

0.097
0.014
0.888

-0.072
0.136
0.936

-0.062
0.206
0.856

-0.116
0.133
-0.017

-0.160
0.192
-0.032
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Table 7-5 Energy eigenvalues (au) of the π* imine LUMO in complex with indicated
catalyst

canonical LUMO
NBO LUMO

none
H
+0.0108 -0.1138
+0.0666 -0.0600

Cl
-0.0888
-0.0366

Br
-0.0961
-0.0447

I
-0.1134
-0.0633

Table 7-6 Attractive SAPT components (kcal/mol) of the interaction energy between
imine and catalyst, prior to introduction of diene
H
-16.22
-5.98
-3.86
-12.68

ES
IND
DISP
total

Cl
-12.47
-9.56
-3.50
-8.21

Br
-16.98
-21.77
-4.67
-9.99

I
-37.41
-70.82
-19.68
-17.78

Table 7-7 Free energies (kcal/mol) of aza-Diels-Alder reaction in the endo conformation
with various substitutions on catalyst, evaluated at 298 K and 1 atm.
endo
none
H
Cl
Br
I

G1
0
-3.77
-0.06
-1.54
-7.73

G2
5.30
4.60
8.19
4.63
8.61

G3
23.05
26.23
23.16
24.37
20.97

G4
28.34
30.83
31.35
29.00
29.58

G5
28.34
27.06
31.29
27.45
21.85

G6
-52.85
-53.75
-56.31
-55.63
-53.29

G7
0
2.18
0.51
3.67
6.93

Greact
-24.51
-24.51
-24.51
-24.51
-24.51
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Table 7-8 Free energies (kcal/mol) of aza-Diels-Alder reaction in the exo conformation
with various substitutions on catalyst, evaluated at 298 K and 1 atm.
exo
none
H
Cl
Br
I

G1
0
-3.77
-0.06
-1.54
-7.73

G2
5.30
2.74
2.83
5.88
8.85

G3
26.92
27.43
28.91
24.45
22.50

G4
32.22
30.17
31.74
30.33
31.35

G5
32.22
26.40
31.68
28.79
23.62

G6
-56.73
-53.72
-55.05
-51.89
-51.55

G7
0
2.81
-1.14
-1.41
3.42

Greact
-24.51
-24.51
-24.51
-24.51
-24.51

Table 7-9 Energies (kcal/mol) computed at the MP2 level with the aug-cc-pVDZ basis set
for the
Endo
none
H
Cl
Br
I

E1
0
-13.91
-9.67
-12.87
-16.81

E2
-4.73
-7.09
-5.87
-7.29
-8.47

E3
11.88
11.03
11.12
10.83
9.86

E4
7.15
3.93
5.25
3.53
1.38

E5
7.15
-9.97
-4.42
-9.34
-15.42

E6
-49.41
-48.63
-49.4
-49.97
-50.31

E7
0
16.35
11.57
17.05
23.47

Ereact
-42.26
-42.26
-42.26
-42.26
-42.26

E†def
14.05
20.29
18.4
19.35
22.51

E†int
-6.88
-30.26
-22.82
-28.69
-37.93
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Table 7-10 Interatomic distances (Å) of exo conformation
none

H
Cl
encounter complex
3.306
3.747
5.588
3.250
3.743
5.129
2.097
2.824
TS
2.063
2.194
2.160
2.235
2.097
2.140
1.913
2.714
product
1.461
1.469
1.468
1.531
1.527
1.529
1.962
2.731

R(N∙∙C)
R(C∙∙C)
R(N∙∙H/X)
R(N∙∙C)
R(C∙∙C)
R(N∙∙H/X)
R(N∙∙C)
R(C∙∙C)
R(N∙∙H/X)

Br

I

3.799
3.277
2.749

3.604
3.261
2.654

2.206
2.097
2.628

2.287
2.049
2.514

1.479
1.534
2.641

1.489
1.532
2.570

Table 7-11 Energetics (kcal/mol) of Diels-Alder reaction in the exo conformation
exo
none
H
Cl
Br
I

E1
0
-12.86
-9.27
-11.7
-18.48

E2
-3.91
-9.74
-10.51
-6.38
-3.85

E3
21.26
23.19
25.88
20.85
18.67

E4
17.34
13.45
15.37
14.47
14.82

E5
17.34
0.59
6.10
2.77
-3.66

E6
-60.64
-57.44
-59.62
-55.04
-54.47

E7
0
13.56
10.23
8.97
14.84

Ereact
-43.30
-43.30
-43.30
-43.30
-43.30

E†def
21.5
25.77
23.78
24.74
27.17

E†int
-4.24
-25.19
-17.54
-21.96
-30.82

Table 7-12 NBO values of E(2) (kcal/mol) between imine and diene within the TS in the
exo.
diene → imine
imine → diene
π(C3C4)a→π*(NC)
π(C1C2)→π*(NC)
π(NC)→ π*(C3C4)
π(NC)→ π*(C1C2)

none
51.96
28.33
16.61
35.35
21.10
7.23

H
66.80
26.61
12.72
54.08
15.09
11.52

Cl
60.42
26.39
13.84
46.58
16.33
10.06

Br
67.74
24.96
12.44
55.30
13.98
10.98

I
79.35
21.53
9.71
69.64
9.96
11.57
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Table 7-13 NBO charges in the exo conformation

imine
diene
cat

imine
diene
cat
imine
diene
cat

none
-0.002
0.002

none
-0.003
0.003

0.000
0.000
0.000

encounter complex
H
Cl
Br
0.037
0.020
0.040
0.001
0.001
0.006
0.962
0.979
0.953
TS
H
Cl
Br
-0.065
-0.076
-0.079
0.104
0.102
0.145
0.961
0.974
0.934
Δq = q(TS) - q(encounter complex)
-0.102
-0.096
-0.120
0.102
0.101
0.139
0.000
-0.005
-0.020

I
0.092
0.007
0.902
I
-0.068
0.218
0.849
-0.159
0.212
-0.052

Table 7-14 Energy eigenvalues (au) of the π* imine LUMO in complex with indicated
catalyst in
LUMO
NBOLUMO

none
+0.0105
+0.0655

H
-0.1117
-0.0523

Cl
-0.0883
-0.0352

Br
-0.1081
-0.0407

I
-0.1111
-0.0534
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Scheme 7-1Aza Diels-Alder Reaction

Figure 7-1 Energy diagram of aza-Diels-Alder reaction of diene with imine (Im) and
catalyst (cat)
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1.969

2.406

1.531
3.306

3.250

1.461

TS

product

diene--Im
2.704
2.143
2.002
2.147
2.455

1.527

2.163

1.962

3.499

3.165

1.469

TS

2.525

diene--Im--cat

2.243

2.077

product--cat
1.506

2.607
3.074
3.202

2.552
1.476

Figure 7-2 Encounter complex, transition state (TS) and product with no catalyst (top),
H-bonding catalyst (middle), and I-bonding catalyst (bottom). Distances in Å.
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X=

Non

Cl

H

Br

I

1.6
0.38
diene
imine
catalyst

0.53

0.29

-3.6
-17.54

-24.2

14.5

17.07

-21.87
16.46

16.4

-31.56
16.2

8.7
2.8

13.78

6.9
0.18

6.7

6.10

6.5

1.37
-5.06

Figure 7-3 Deformation energies (kcal/mol) of imine (green) and diene (black), catalyst
(brown), and interaction energy (blue) of reaction with indicated catalyst. Total
activation energy in red.
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CHAPTER 8
EFFECT OF ANGULAR DEFORMATION ON THE ENERGETICS OF THE SN2
REACTION1
Abstract
Quantum calculations are applied to a number of model SN2 reactions. The halides
F-, Cl-, and Br- were allowed to attack the central C atom of a set of CH2RI molecules,
with R= H, CH3, CH=CH2, C≡CH, and C≡N. For each system the X∙∙C∙∙I angle was
distorted in set increments from the optimized value, and the activation energy computed
for each angle. The energy of the transition state rose in conjunction with this deformation.
However, the distortion energy of the initial X-∙∙CH2RI reaction complex was similar in
magnitude. As a result, the activation energy of the reaction was quite insensitive to
angular deformation.
8-1. Introduction
The bimolecular nucleophilic substitution reaction (SN2) is one of the most useful
and fundamental reactions in organic synthesis 1-7. The Williamson ether synthesis in which
an alkoxide reacts with an alkyl halide is a typical SN2 reaction. This reaction also plays a
key role in biochemical reactions like methyl group transfer in which S-adenosyl
methionine serves as co-substrate 8-11.
Due to the versatility of this reaction, it has been intensively scrutinized in a number

1Coauthored

by Vincent de Paul Nzuwah Nziko and Steve Scheiner. Reproduced with permission from Eur.
J. Org. Chem. 2016, 23, 3964-3968. Copyright 2016, ChemPubSoc Europe.
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of experimental and theoretical studies over the years. It’s been shown that SN2 reactions
can result either in inversion and/or retention of configuration at the central atom 12. The
former proceeds through a backside attack and the latter through the front side attack on
the central atom. Generally, the backside mechanism proceeds through a lower transition
state energy and it is therefore kinetically dominant and more efficient. Efforts have been
made to understand the factors that affect this reaction13-17, including solvent effects, and
nucleophile and leaving group electronegativity 18-22. For example, Bento and Bickelhaupt
23, 24

used relativistic density functional theory to ascertain that backside SN2 barriers

increase as the halide nucleophile becomes less electronegative: F- < Cl- < Br- < I-, and
obeys the opposite trend for the leaving group: CH3F > CH3Cl > CH3Br > CH3I.
With respect to the common backside mechanism, it is believed that the system
strives toward linearity at the transition state, where the central C atom CA lies along the
axis between the leaving group (LG) and the incoming nucleophile (Nu), viz. θ(Nu∙∙CA∙∙LG) tends toward 180o. Unlike the situation where this reaction takes place between
initially separate reactants in solution, when the various species are free to adopt their most
stable orientations relative to one another, there are certain restrictions associated with a
biological setting. In the context of an enzyme, the overall three-dimensional structure of
the protein is the result of a host of interactions between various parts of the molecule. For
example, H-bonds which prefer a linear geometry, are seldom free to adopt this
arrangement within a protein, but instead must make compromises and adjust their
structure accordingly. The same sorts of restrictions would be expected between the
nucleophile and substrate with respect to SN2 reactions, which would prevent the linear
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approach that is intrinsically preferred. The methyl transfer reaction that takes place in
glycine N-methyltransferase serves as one example. Soriano et al showed using QM/MM
calculations that the transition state angle for the transfer of the methyl group from SAM
to glycine in both neutral and basic solutions are 172.4° and 170.9o, which deviate from
linearity by about 10o 25. In this particular example, there would appear to be a H-bond
between Arg175 and Gly137 which keeps the nucleophile from its preferred trajectory in
attacking SAM at 180o, but other systems might certainly have other factors that cause
angular deformations.
It is thus important to understand how angular distortions from linearity might
affect the energetics and thus the rates of the SN2 reaction. How, and by how much, is the
activation energy of this reaction affected by angular deformation? How is the sensitivity
of the energy barrier to deformation in turn affected by the nature of the attacking
nucleophile, or by the groups attached to the central C atom? This work attempts to provide
answers to these questions through a set of carefully designed quantum calculations. A
range of nucleophiles are considered, in conjunction with a variety of different chemical
groups attached to the central C. The range of properties considered in the set of systems
examined is chosen so as to be broad enough to cover a wide swath of chemistry and
biochemistry.
8-2. Theoretical Methods
Calculations made use of the Gaussian 09 package of codes26. Geometries were
optimized at the ab initio MP2 level using the aug-cc-pVDZ basis set which have together
been shown to be of high accuracy when applied to molecular systems of this sort27-29.
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Each system was composed of a tetravalent carbon (CA), bound to a leaving group (LG).
A nucleophile (Nu) was allowed to approach CA from its backside relative to LG. An SN2
reaction profile was traced out by reducing R(Nu∙∙CG) in small decrements. For each such
fixed distance, the geometry of the entire system was fully optimized. The peak of this
profile was deemed to be the transition state. Angular distortions were introduced by
imposing a fixed angle θ(Nu∙∙CA∙∙LG) upon the system. The reaction profile was traced
out as before, with the addition of the restriction to this particular angle θ. Its peak was
deemed to be the transition state for this angle θ.
Systems chosen for study are presented in Scheme 1. The leaving group (LG) was
chosen to be I. The central C (CA) is bound to two H atoms, plus one additional group.
This group varies from methyl, to ethyl, vinyl, ethynyl, and cyano. In other words, the
pendant group may contain single, double, or triple bonds, as well as a heteroatom. The
approaching nucleophile took the form of one of the halides: F-, Cl- or Br-.
8-3. Results
The transition states obtained for the case where F- serves as the attacking
nucleophile are exhibited in Figure 8-1 for each of the various substituents. The fluoride
locates itself nearly opposite the I leaving group. The θ(F∙∙C∙∙I) angle is 180° for the H
substituent but deviates from linearity by as much as 14° in the case of the ethyl group.
For each system, it is this optimized angle which is taken as the undistorted geometry. The
structures for the other systems examined with Cl- and Br- nucleophiles were quite similar.
The undistorted angles are displayed in Table 8-1 for all systems. Their deviation from
180° tends to grow along with the size of the approaching halide nucleophile. In order to
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measure the sensitivity of the reaction to angular distortion, each complex was distorted
from its fully optimized geometry in 2o increments. As indicated above, the reaction profile
was mapped out by holding fixed the angle θ, and optimizing the geometry of each structure
for each R(X∙∙CA). The salient energetic quantities in each reaction profile are indicated
in Scheme 2. Beginning with the fully separate nucleophile X- and the CRH2I molecule,
these two species first come together to form an reaction complex X-∙∙∙CRH2I, with a
binding energy of E0. From that point, the system requires an energy E2 to attain the
transition state (X∙∙CRH2∙∙I)-. E1 refers to the energy of the transition state relative to the
separated reactants. The red energy levels in Scheme 2 refer to the same structures, but
with a deformation imposed upon their angular preference. As such, these red levels are
placed higher in energy than are the undistorted black energy levels. Like their unprimed
counterparts, E2’ and E1’ again correspond to the energy of the (distorted) transition state,
relative to the reaction complex, and unassociated reactants, respectively.
The calculated quantities for the activation barriers are reported in Table 8-2, where
∆θ refers in each case to the distortion of this angle from linearity. Focusing first on the
values of E1, there is a fairly sharp rise in this barrier, relative to the separated reactants, as
angular distortions are imposed upon each system. The dependence of E1 upon angular
distortion is displayed in Figure 8-2 where the curves resemble parabolas.
And indeed, these data may be fit well by a quadratic function of the form in Eq (1)
E1 = ½ k(∆θ)2 (1)
The values of the distortion constant k are reported in Table 8-3, along with the
correlation coefficient for its fitting. In terms of scale, a value of k= 8 cal∙mol -1deg-2 in
Table 8-3, a typical value, would correspond to a rise in E1 by 3.6 kcal/mol caused by a
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distortion ∆θ of 30°. Inspection of the R=H curves in Figure 8-2 indicates that the bromide
and chloride curves are less steep than the fluoride. This trend is confirmed by the larger
values of k for F- than for the other two halides in Table 8-3. With regard to R, the methyl
group exhibits the greatest sensitivity to angular distortion, followed by ethyl, and then H.
The triple-bonded species are least sensitive, with the exception of when they are coupled
with bromide. An alternate, and more common, means of assessing the barrier for a reaction
such as this begins not with the separated reactants, but rather with the reaction complex.
This barrier corresponds to the E2 quantity in Scheme 2. Inspection of Table 8-2 suggests
that this barrier is rather insensitive to angular distortions, typically remaining constant to
within less than 1 kcal/mol, even after the introduction of as much as a 30° deformation.
Taking the reaction of Cl- with CH3I as an example, E2 diminishes from 10.87 kcal/mol in
its undistorted geometry to 10.22 when the Cl∙∙C∙∙I angle is 30° removed from linearity. It
is perhaps puzzling at first sight to note such discrepant behavior between the two measures
of activation energy. This difference can be explained by a glance at Scheme 2 wherein
the black energies refer to an undistorted geometry, while distortions are indicated by the
red quantities and the primed quantities.

Considering first the X-∙∙∙CRH2I reaction

complex, it of course becomes less stable upon introducing an angular distortion. But the
same is true of the (X∙∙CRH2∙∙I )- transition state. If the distortion energies of the two
geometries are similar, then only small changes can be anticipated in their energy
difference E2. E1, on the other hand, takes as its starting point the fully separated reactants,
with no possibility of distortion energy. The destabilization of the transition state thus
cannot be compensated by any such rise in energy of the reactants, so the deformation will
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universally raise E1.
8-4. Discussion and Summary
The calculations have indicated that a distortion of the preferred angle of attack of
the nucleophile toward the central C atom in an SN2 reaction induces a strain energy into
the system. Angular deformations raise the transition state energy, proportional to (∆θ)2.
Depending upon the particular system, a 30° distortion increments this energy by between
2.5 and 5.2 kcal/mol. With respect to the variations on the theme of halide attacking the
CH2RI molecule, the sensitivity to angular deformation appears to be a function of both
the nature of the halide and the R group. For example, the methyl group is most sensitive
to angle for F- and Br- nucleophiles, but the vinyl group takes this distinction for Cl-. There
is a general trend of F- > Cl- > Br- but Br- > Cl- for both the triple bonded C≡CH and C≡N
groups. This rise in energy of the transition state increases the barrier of the reaction when
the fully separated reactants are taken as the initial point of the reaction.
On the other hand, the idea of taking the infinitely separated reactants as a starting
point for the reaction is not relevant to a situation as might occur within an enzyme. In
such a case, the nucleophile is already engaged with the central C atom to a certain extent
even before the reaction begins. It therefore is more sensible to begin the process with the
nucleophile already in striking distance of the central C atom, with the leaving group still
covalently bonded to it. And indeed, this sort of structure serves as the traditional starting
point for a host of studies of the SN2 reaction30-35, even in the gas phase. In this context,
the imposition of an angular deformation has a minor, perhaps even negligible, effect on
the activation energy. The reason for this lack of sensitivity to angular strain arises from
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the fact that the initial structure for the reaction, analogous to an reaction complex, suffers
from strain energy, just as does the transition state. And perhaps more importantly, this
strain energy is roughly equal in the two geometries. As a result of both the starting point
and transition state rising in energy by similar amounts, the activation energy is barely
affected by the angular deformation.
The effects of angular distortion have been extensively studied for another reaction,
that involving the transfer of a proton along a pre-existing H-bond37-41. For this reaction,
bends of the H-bond typically lead to increases in the transfer barrier, and quite sizable
ones at that. These barrier increments were observed not only in E1, but also in E2, with
reference to Scheme 2. That is, the barrier to proton transfer rises as a result of an angular
deformation, whether one considers the barrier with reference to the separated reactants, or
to the pre-formed H-bonded reaction complex. In other words, the angular deformation
yields a much more substantial destabilization of the transition state than of the reaction
complex. This result is different from the SN2 reaction examined here, where the reaction
barrier E2 is barely affected by angular distortion.
On a final note concerning the level of theory, a very recent set of calculations

42

observed that MP2 energy barriers for the SN2 reaction of the attack of F- on the CH3I
molecule were quite similar to those computed using the much more accurate CCSD(T).
This result adds to our confidence in the calculations described above.
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Table 8-1 θ(F∙∙C∙∙I) angle in the transition state for (X∙∙CH2R∙∙I)F-

Cl-

Br-

R=H

179.9

180.0

180.0

CH3

165.9

163.6

163.1

CH=CH2

169.4

166.5

166.0

C≡CH

167.7

166.2

165.7

C≡N

172.5

169.5

168.9

Table 8-2 Calculated energy barriers to SN2 reaction (kcal/mol)
θ
0
10
20
30

FE1
0.10
0.63
2.73
5.93

E2
16.17
15.71
15.55
16.16

ClE1
6.64
7.56
9.79
12.32

CH3

0
10
20
30

5.23
3.22
3.58
5.38

18.85
18.84
18.58
18.44

CH=CH2

0
10
20
30

4.97
5.21
5.63
7.53

C≡CH

0
10
20
30

C≡N

0
10
20
30

R=H

E2
10.87
10.66
10.41
10.22

BrE1
6.79
7.71
9.90
12.57

E2
9.86
9.70
9.40
9.18

11.83
10.27
10.16
11.46

11.65
12.42
12.43
12.21

12.76
11.12
11.28
12.55

10.36
11.37
11.20
10.96

21.65
21.30
21.14
21.12

8.94
8.40
9.44
12.24

12.95
13.86
14.03
13.76

9.03
8.21
9.18
10.62

11.46
12.23
12.6
12.34

0.99
0.33
1.04
2.72

17.24
17.57
17.55
17.63

4.63
3.75
4.25
5.82

9.43
10.69
11.35
11.66

6.78
6.41
7.51
9.31

8.39
9.61
10.24
10.44

0.81
0.21
1.25
3.37

26.34
25.85
25.31
25.24

5.02
4.47
5.44
7.73

16.21
17.05
17.4
17.56

6.03
5.95
7.41
9.57

14.58
15.40
15.76
15.91
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Table 8-3 Distortion constant k (cal∙mol-1deg-2) fit to Eq (1)
Fk
R=H
9.2
CH3
11.5
CH=CH2
9.8
C≡CH
7.4
C≡N
8.7
a
correlation coefficient

R2 a
1.0
1.0
0.99
1.0
1.0

Clk
7.4
8.8
9.3
5.7
7.0

R2
1.0
0.99
0.94
1.0
1.0

Brk
6.1
8.3
6.5
6.9
7.4

R2
1.0
0.97
0.99
1.0
1.0
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Scheme 8-1 Molecules considered for SN2 reaction involving replacement of I by
nucleophile.

218
q = 165.9

q = 169.4

q = 179.9

H

Vinyl

Methyl
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Figure 8-1 Transition state geometries of SN2 reactions, with F- as nucleophile.
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CHAPTER 9
SUMMARY
In this work, electronic and energetic as well as the catalytic importance of various
types of non-covalent interactions has been presented. In chapter 2, sulfur tetrafluoride
(SF4), a tetravalent S was used as the bridging atom for chalcogen bond formation
involving various amines as electron donors. The amines used in this study were, both alkyl
(ammonia, methyl, dimethyl and trimethyl amine) and heteroaromatic amines (pyridine,
pyridazine, pyrazine, pyrimidine and imidazole). All of these amines, engage in strong
chalcogen-bonds with SF4. The methyl group substituent effect of alkyl amines was
examined and it was established that the binding energy is very sensitive to the number of
methyl groups. Ammonia with a binding energy of 6.6 kcal/mol had the weakest interaction
amongst the alkyl amines while trimethyl amine had a binding energy of 14.4 kcal/mol. A
comparison between alkyl and hetroaromatic amines revealed that, the latter are less
sensitive to the nature of the ring and all the binding energies range between 7 and 9
kcal/mol. SAPT analysis of these complexes uncovered induction as the major attractive
component of the binding energy. This induction energy is associated with transfer of
charges primarily from the N-lone pair of the amine to the *(S-F) antibonding orbital of
SF4. The dimethylamine-SF4 complex was so strong that it was said to approach the
covalent bond regime. Its R(N-S) distance is only 2.16 Å and the binding energy is 13
kcal/mol. The charge transferred from dimethylamine to SF4 upon formation of the
chalcogen bond is 0.23 e, exceeding what is normally observed in a non-covalent bond.
Charge rearrangement analysis shows that the charge transfer from the amine to the SF4
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molecule is ultimately distributed among all four F-atoms, as well as the central S atom.
When one of the fluorine atoms of sulfur tetrafluoride, is replaced by a phenyl
group, there is a strong preference for this group to occupy an equatorial position. No true
minimum was observed in the gas phase when the phenyl group was made to occupy an
apical position of the tetravalent sulfur. Ortho substitution of the phenyl group by an ether
–CH2OCH3 group further support the preference for the equatorial position. The latter
structure was mainly stabilized by intramolecular chalcogen bond of the S---O type, with
O-atom as electron donor. This chalcogen bond also existed when the substituted phenyl
group occupied apical position of tetravalent S, and accounts for the existence of this
configuration in the gas phase. Addition of a second ether (-CH2OCH3) group in the second
ortho position of the phenyl ring let to the formation of disubstituted molecule. The apical
geometry of this disubstituted molecule contains two O∙∙S chalcogen bonds in its most
stable structure. In addition to the ether substituents, further substitution of the phenyl ring
had only minor effects on the properties and energetics. All substituents, whether
nominally electron-donating or withdrawing, and in any position on the phenyl ring,
strengthen the O∙∙S chalcogen bond.
Both SF2 and SF4 engage in S∙∙π chalcogen bonds with a range of unsaturated
hydrocarbons. Irrespective of the number of C=C bond present in a molecule such as
butadiene or benzene, the S-atom is situated directly above one specific C double bond.
The binding energies vary from a minimum of 3.3 kcal/mol for SF4∙∙ethene up to 6.6
kcal/mol for SF2∙∙cis-butadiene. Charge transfer from the π bond of the alkene to the σ*(SF1) antibonding orbital is the primary source of the binding, wherein F1 lies directly
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opposite the alkene. However, there are also lesser contributions from transfer to the other
σ*(SF2) antibond. Additional transfer can originate from secondary C=C π-bonds as in
butadiene. S sulfur lone pair of SF2 can align itself so as to transfer charge into the π* MOs
of the alkene, in what amounts to a back transfer, augmenting the strength of the chalcogen
bond.
This dissertation also examined the wide range of different geometries when
thiourea combines with each sort of substituted imine. In these complexes, the most
strongly bound of these contain one or more hydrogen bonds. One type is characterized by
a pair of nearly symmetric NH∙∙N HBs, with both NH groups of thiourea approaching the
imine N from above and below its molecular plane. In a secondary structure, the
arrangement combines a linear NH---N with a CH—S hydrogen bond. A third category of
complex structure represent one in which the sulfur atom of thiourea approaches the imine
methylene group. This structure is supplemented by a stacked arrangement. The bifurcated
CH2---S hydrogen bond had the lowest interaction energy while a maximum of 13.5
kcal/mol was observed for the NHCHOH imine which combines a NH---O and OH---S
pair of hydrogen bonds. Symmetry adapted perturbation theory analysis of the interaction
energies of these complexes reveals nearly identical patterns with the electrostatic
component emerging as the major contributor. Electron density shift patterns are consistent
with the formulation of the interaction on the basis of HBs. The formation of the complex
typically elongates the imine C-N bond by 0.001 - 0.004 Å, but there are certain complex
arrangements wherein this bond is contracted.
Another aspect of this dissertation looked into the interaction of ammonia and
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cyanogen halides (XCN). Ammonia can approach the XCN molecules from one of two
directions. A typical -hole halogen bond is generated when the ammonia approaches the
halogen atom along the NCX axis. This interaction ranges from 1.1 kcal/mol for X=F to
8.2 kcal/mol for I and it follows the F < Cl < Br <I trend. Above the axis of the XCN
molecule, there exist a region of positive molecular electrostatic potential which is refer to
as a -hole. Quantitatively, the maximum potential of this -hole area is larger than that of
the -hole for FCN, but the reverse is true for the other cyanogen halogens. Unlike the hole complexes, the -hole dimers are fairly uniform in the range between 2.4 kcal/mol in
the ICN:NH3 complex and 3.1 kcal/mol in the FCN:NH3 complexes. Electronic analysis
notably the NBO analysis traces the stability of the -hole geometries in large measure to
charge transfer from the ammonia lone pair to the *(CN) antibonding orbital whose
behavior is proportional to the energetics of binding. The Atoms In Molecule (AIM)
topology analysis of the electron density confirms the interaction between the N-atom of
ammonia and C-atom of cyanogen halide and also varies proportionately with the
interaction energy. This behavior differs markedly from the halogen-bonded dimers where
both ES and IND grow quickly with the size of the halogen atom, and IND exceeds ES for
Br and I; DISP is considerably smaller. the π-hole characteristics of the C≡N group have
not been explored previously at any length, so comparison with other data in the literature
is difficult. On the other hand, there have been a number of studies of the -NO group
which together offer a point of comparison. The π-hole of the NO2 group is centered
directly over the N atom1-4 so dimers of relevant molecules tend to place an electronegative
atom of one molecule over the N of the other. There are indications that these interactions
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tend to be dominated by dispersion. Like XCN, the π-hole over the NO2 subunit in XNO2
becomes weaker in the order Cl > Br > I

3,5

but this trend is stronger than in the case of

XCN. When placed on a phenyl ring, the NO2 group engages in π-hole complexes with a
variety of nucleophiles with binding energies that range up to more than 6 kcal/mol7,
wherein AIM places the bond to the N atom in most cases, but also to the phenyl C to
which the NO2 group is connected. In addition to a lone pair, the π-bonding pair of a simple
alkene or alkyne8 can also interact with the π-hole of NO2, in which case the dispersion
energy exceeds the ES component.
Application of such interactions notably in catalysis constituted a major part of this
work. In chapter 7, we examined an Aza-Diels- Alder reaction catalyzed by a halogenated
imidazolium salt. The halogenated imidazolium catalyst first form a loosely bound
encounter complex with the imine and the diene. The transition state of the uncatalyzed
reaction is 14 kcal/mol higher in energy than the separated reactants. In the presence of
the catalyst, this transition state drops down to less than 5kcal/mol. In this regard, the Iodine
substituted imidazolium salt is the most effective and the chlorine substituted imidazolium
the least. The activation energy due to the H and Br are roughly the same. The high
effectiveness of I-substitution is thus intimately connected with the strength of halogen
bonds including I. Br-bonds are somewhat weaker, and Cl-bonds weaker still, consistent
with the trends observed in catalytic rate acceleration. Activation-strain model of this
reaction enabled the attestation that the reduction of the barrier by the catalyst is a result of
the high interaction energy connected with the approach of the pre-deformed species as
they form the transition state. The catalyst also alters the order of bond formation at the
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transition state, by slowing the formation of N-C bond while hastening C-C formation. The
catalyst exerts its influence in multifold ways. In the most obvious and direct effect, the
H/X bond stabilizes the transition state. The catalyst also facilitates the transfer of charge
from the diene to the imine in the transition state. This effect is manifest in both the total
charges of the groups themselves, but also in the energies of charge transfer between
specific orbitals (πdiene → π*imine). The H/X bond to the catalyst facilitates this transfer
by lowering the energy of the π*imine antibonding orbital, thereby reducing the HOMOLUMO energy gap.
In the last chapter of this work, the effect of angular deformation on the energetics
of the SN2 reaction was considered. The calculations have indicated that a distortion of the
preferred angle of attack of the nucleophile toward the central C atom in an S N2 reaction
induces a strain energy into the system. Depending upon the particular system, a 30°
distortion increments this energy by between 2.5 and 5.2 kcal/mol. With respect to the
variations on the theme of halide attacking the CH2RI molecule, the sensitivity to angular
deformation appears to be a function of both the nature of the halide and the R group. For
example, the methyl group is most sensitive to angle for F- and Br- nucleophiles, but the
vinyl group takes this distinction for Cl-. There is a general trend of F- > Cl- > Br- but Br> Cl- for both the triple bonded C≡CH and C≡N groups. This rise in energy of the transition
state increases the barrier of the reaction when the fully separated reactants are taken as the
initial point of the reaction.
In a nutshell, this dissertation has explained some of the fundamental properties and
application of non-covalent interactions notably hydrogen, halogen, chalcogen and tetrel
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bond. In some cases, a comparative analysis of these interactions has been made. This
work has provided some insightful mechanistic results in imine reduction chemistry as well
as Aza-Diels-Alder reaction. This will serve as a good guide in chemistry especially in the
development of novel catalyst. For example, the study of the effect of halogenated
imidazolium salts as catalyst in the Diels-alder reaction presented here represents the first
computational attempt to rationalize the use of such compounds in chemical catalysis. This
particular work can trigger the development of novel catalyst for other types of organic
reactions that make use of non-covalent interactions. The study of the effect of angular
deformation on the energetics of the SN2 reaction will find good applications in enzymes
catalysis especially reactions involving SN2 mechanism like methyl transfer reactions. This
work provides the basis of SN2 enzyme catalyzed reactions though in a simplified version.
The work on intramolecular S---O chalcogen interactions will be helpful in the
development of novel fluorinating agents as well as understanding the role of such
interactions in molecular frameworks.
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