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1. Introduction
It is well known that stationary Navier–Stokes equations can be written as{−μu + (u · ∇)u + ∇p = f , in Ω,
divu = 0, in Ω, (1)
where Ω ⊂R3 is a bounded Lipschitz domain; u denotes the velocity vector and p denotes the pressure; f is the external
force vector; the viscous coeﬃcient μ > 0 is a positive constant. The boundary ∂Ω of Ω is composed of two components
Γ and S satisfying Γ ∩ S = ∅ and Γ ∪ S = ∂Ω .
To study the problem (1), the proper boundary conditions must be attached. It is well known that the different boundary
conditions describe the different physical phenomena. In this paper, we will consider a class of special nonlinear boundary
conditions including the subdifferential property, which is introduced by Fujita in [1] where the nonlinear slip boundary
conditions are given to model the blood ﬂow in a vein of an arterial sclerosis patient and the avalanche of water and rocks.
In this paper, the following nonlinear slip boundary conditions are considered:{
u = 0, on Γ,
u · n = q, −σn · τ ∈ g∂|uτ |, on S, (2)
where q and g both are scalar functions; uτ = u − unn and un = u · n are the tangential and normal components of the
velocity, respectively, where n stands for the outer unit normal to S; σ is the stress tensor which is deﬁned by σ i j =
σ i j(u, p) = (μei j(u) − pδi j), where ei j(u) = 12 ( ∂ui∂x j +
∂u j
∂xi
), i, j = 1,2,3, the component (σn)i of the vector σn is deﬁned
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will be given in Section 2. Since the ﬂuid is incompressible, we require that the scalar function q satisﬁes the following
compatibility condition:∫
S
qds = 0. (3)
If q ≡ 0 in (2), the well-posedness of the solution to stationary and nonstationary Stokes problem with nonlinear slip
condition conditions (2) have been studied by Fujita and his collaborators in [2–7]. For example, Fujita in [2] proved the
existence and uniqueness of weak solution to the Stokes problem. Subsequently, the regularity of the weak solution has
been shown by Saito in [6] in terms of the Yosida’s regularity method. For nonstationary Stokes problem, Fujita in [3,4]
studied the well-posedness of the solution in terms of the nonlinear semigroup theory. Similar theoretical results can be
found in [5,7] and references cited therein. If the boundary conditions (2) don’t include the subdifferential property, then it
becomes the linear slip boundary conditions. In this case, Veiga in [8,9] studied the well-posedness of the solution to the
nonhomogeneous Stokes system in a bounded domain and in half space Rn+ , respectively. Moreover, Veiga in [10] proved
the regularity of the solution to the Ladyzhenskaya’s model with slip or nonslip boundary conditions.
In this paper, we will prove the existence of the weak solution and strong solution to the stationary Navier–Stokes equa-
tions with nonlinear slip boundary conditions (2). From the deﬁnition of the subdifferential set, the variational formulation
associated with the problem (1)–(2) is the variational inequality problem of the second kind with Navier–Stokes operator.
The regularity method is a very popular tool to deal with the variational inequality problem because it can deduce a regular-
ity problem whose variational formulation is an identity problem to approximate the origin variational inequality problem.
Here we use the Yosida’s regularity method in [6] and prove the existence of the weak solution to the problem (1)–(2).
Since ∫
Ω
(u · ∇)u · u dx = 1
2
∫
S
q|u|2 ds 
= 0, (4)
the weak solution exists only when the viscous coeﬃcient μ is suﬃciently large. The similar results have been obtained in
the case of stationary Navier–Stokes equations with the mixed boundary conditions, such as [11–13]. The diﬃculty is from
that the solution doesn’t satisfy the energy inequality due to (4). Moreover, we show that the weak solution also is the
strong solution in terms of the regularity result in [6] if the boundary ∂Ω and the data f (x), g(x) and q(x) are suﬃciently
smooth.
This paper is organized as follows. In Section 2, we will give the deﬁnitions of weak solution and strong solution and
obtain the variational inequality problem and the associated regularized problem. In Sections 3 and 4, we will show the
existence of weak solution and the strong solution, respectively.
The symbols c, c1, c2, . . . denote the different positive constants depending only on Ω or μ.
2. Variational inequality problem and regularized problem
Firstly, we describe the deﬁnition of the subdifferential set. Let ψ :R3 →R= (−∞,+∞] be a given function possessing
the properties of convexity and weak semi-continuity from below. The subdifferential set ∂ψ(a) of the function ψ at the
point a is deﬁned by
∂ψ(a) = {b ∈R3: ψ(h) − ψ(a) b · (h − a) ∀h ∈R3}.
Introduce some classes of functions used in this paper. Denote Wm,p(Ω)3 being the usual Sobolev space with norm
‖u‖m,p . In particular, if p = 2, let Hm(Ω) = Wm,2(Ω). Moreover, the norms are denoted by ‖ · ‖ = ‖ · ‖L2(Ω) , ‖ · ‖∂Ω =‖ · ‖L2(∂Ω) , ‖ · ‖m = ‖ · ‖m,2,Ω , ‖ · ‖m,∂Ω = ‖ · ‖m,2,∂Ω . Introduce the linear space
E = {u ∈ C∞(Ω)3, divu = 0, suppu ∩ Γ = ∅},
then H and V denote the closure of E in the norms ‖ · ‖ and ‖∇ · ‖, respectively. In addition, let (·,·) and (·,·)1 be the inner
products in H and V , respectively, and 〈·,·〉 be the dual pairing between V and its dual space V ′ .
Introduce the following bilinear term and the trilinear term:
a(u, v) = μ(eij(u), eij(v)), b(u, v,w) = ((u · ∇)v,w),
where ei j(u) is deﬁned in Section 1. It is easy to verify
b(u, v,w) = −b(u,w, v) +
∫
∂Ω
u · nv · w ds, (5)
from which the condition (4) holds.
Now, we describe the deﬁnition of the weak solution of the problems (1)–(2).
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only if it satisﬁes the following variational inequality problem of the second kind with Navier–Stokes operator:
a(u, v − u) + b(u,u, v − u) + j(vτ ) − j(uτ ) 〈 f , v − u〉, ∀v ∈ K , (6)
where K = {v ∈ V , v · n = q on S} and j(η) = ∫S g|η|ds for all η ∈ H 12 (S).
In order to describe the deﬁnition of the strong solution, we introduce the Stokes operator. For every f ∈ H , it is obvious
that there exists a unique w ∈ V such that
(∇w,∇φ) = ( f , φ), ∀φ ∈ V . (7)
Then (7) deﬁnes a one-to-one mapping between f ∈ H and w ∈ D(A), where D(A) is a subspace of V . Hence, Aw = f
deﬁnes the Stokes operator A : D(A) → H . Its inverse A−1 is compact and self-adjoint as a mapping A−1 from H to H and
possesses an orthogonal sequence of eigenfunctions {ψk} which are complete in H and V . We denote λk being the kth
eigenvalue of A, then Aψk = λkψk . Moreover, in terms of the regularity result for Stokes problem obtained in [6], if the
boundary ∂Ω and the data are suﬃciently smooth, then the solution w of (7) also belongs to H2(Ω)3, which implies that
D(A) ⊂ H2(Ω)3. Thus, the following Agmon type inequality holds:
‖w‖∞ = sup
x∈Ω
∣∣w(x)∣∣ c1‖∇w‖ 12 ‖Aw‖ 12 , ∀w ∈ D(A). (8)
Based on the Stokes operator A, we describe the deﬁnition of the strong solution as follows:
Deﬁnition 2.2. Suppose that ∂Ω ∈ C3, f ∈ H , g ∈ H 12 (S) and q ∈ H 32 (S). If u ∈ K is a weak solution of (1)–(2), then u also
is a strong solution, i.e., u ∈ D(A) ⊂ H2(Ω)3.
On the relation between the problems (1)–(2) and the variational inequality problem (6), we have
Theorem 2.1. If u ∈ K is a smooth solution to the problems (1)–(2), then it also satisﬁes the variational inequality problem (6).
Conversely, if the solution u of the variational inequality problem (6) is suﬃciently smooth, then it also satisﬁes the problems (1)–(2).
Proof. If u ∈ K is a smooth solution to the problems (1)–(2), multiplying the ﬁrst equation of (1) by v − u for v ∈ K and
integrating over Ω , we have
a(u, v − u) + b(u,u, v − u) −
∫
S
σn · (v − u)ds = 〈 f , v − u〉, (9)
where σn = σ i jn j . Observing v − u = (vn − un)n + (vτ − uτ )τ , we have∫
S
σn · (v − u)ds =
∫
S
σ i jn j
(
(vn − un)ni + (vτ − uτ )τi
)
ds
=
∫
S
σ i jn jni(vn − un) + σ i jn jτi(vτ − uτ )ds
=
∫
S
(σn · n)(vn − un)ds +
∫
S
(σn · τ )(vτ − uτ )ds.
Since u and v both belong to K , then there holds
un − vn = 0, on S.
Hence, one has∫
S
σn · (v − u)ds =
∫
S
(σn · τ )(vτ − uτ )ds.
On the other hand, from the deﬁnition of subdifferential set, we have
g|vτ | − g|uτ | (−σn · τ , vτ − uτ ), on S.
After substituting above inequality, we obtain the variational inequality problem (6). Next, we show that the converse is
also correct. Substituting v = u ± w into (6) for all w ∈D = {v ∈ C∞0 (Ω)3, div v = 0}, we have
a(u,w) + b(u,u,w) = 〈 f ,w〉.
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∫
Ω
w dx = 0} such that
a(u, v) + b(u,u, v) − (p,div v) = 〈 f , v〉, ∀v ∈ C∞0 (Ω)3,
which shows the ﬁrst equation in (1). Furthermore, using integration by parts in (6) yields∫
S
g|vτ | − g|uτ |ds−
∫
S
(σn · τ )(vτ − uτ )ds,
which conﬁrms the validity of the subdifferential boundary conditions (2). 
Next, we introduce the regularized problem of (6). Since j(η) is not differentiable with respect to η, it is natural to
approximate j(η) by a family of functional jε(η) which are convex and differentiable, where ε > 0 is a small positive
constant. Here, we use the Yosida’s regularity method. Then the regularization of j is given by
jε(η) =
∫
S
gρε(η)ds,
where
ρε(z) =
(
1− (1+ ερ)−1
ε
)
(z) =
{ |z| − ε/2, |z| > ε,
|z|2/2ε, |z| ε,
which is the Yosida’s regularization of ρ(z) = |z|. About the jε(·), Saito in [6] showed the following two lemmas:
Lemma 2.1. (See [6].)
∣∣ jε(η) − j(η)∣∣ ε
2
‖g‖L1(S), ∀η ∈ H
1
2 (S)3.
Lemma 2.2. (See [6].) jε is convex and Gateaux differential in H1/2(S)3 and
〈
grad jε(η), ξ
〉= lim
h→0
1
h
[
jε(η + hξ) − jε(η)
]=
∫
S
gαε(η) · ξ ds, ∀ξ,η ∈ H1/2(S)3,
where
αε(z) = ∂ρε(z) =
{
z/|z|, |z| > ε,
z/ε, |z| ε.
After introducing jε(η), we give the following regularized problem of the variational inequality problem (6): ﬁnd uε ∈ K
such that
a(uε, v − uε) + b(uε,uε, v − uε) + jε(vτ ) − jε(uετ ) 〈 f , v − uε〉, ∀v ∈ K . (10)
Because jε is differentiable, then according to Lemma 2.2 and the standard convex analysis, it is easy to show that the
variational inequality problem (10) is equivalent to the following variational problem:
a(uε,w) + b(uε,uε,w) +
∫
S
gαε(uετ ) · wτ ds = 〈 f ,w〉, ∀w ∈ K0, (11)
where K0 = {v ∈ V , v · n = 0 on S}. In fact, in terms of Lemma 2.2 and the convexity of jε , there holds∫
S
gαε(uετ )(vτ − uετ )ds jε(vτ ) − jε(uετ ), ∀v ∈ K .
Then it is easy to show that a solution uε ∈ K of (11) is also a weak solution of the variational inequality (10). Conversely,
we set v = uε ± tw with w ∈ K0 and arbitrary t > 0 in (10). Then taking t → 0 in (10) deduces the variational problem (11).
In this paper, we will show the existence of the weak solution and the strong solution u to the problems (1)–(2) by the
following procedure. Firstly, we show the existence of the solution uε to the regularized problems (10) and (11) because the
variational problem (11) is an identity problem. Moreover, uε is uniformly bounded in the H1-norm and H2-norm. Then,
we obtain the existence of the solution u by the approximation procedure as ε → 0.
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In order to show the existence of the solution uε to the regularized problem (11), we make the homogenization of the
nonlinear boundary conditions (2) with the help of the following lemma.
Lemma 3.1. For given q ∈ L4(S) with the compatibility condition (3), there exists W ∈ K such that
‖∇W ‖ c2‖q‖0,4,S , (12)
where c2 > 0 depends only on Ω .
Proof. Choose v ∈ H1(Ω)3 such that
v = 0 on Γ, v · n = q on S and ‖∇v‖ c‖q‖0,4,S ,
where c > 0 depends only on Ω . Then, from the compatibility condition (3), we have∫
Ω
div v dx =
∫
Γ
v · nds +
∫
S
v · nds =
∫
S
qds = 0.
Thus div v ∈ L20(Ω). In view of the Corollary 4.6.4 in [14], there admits a unique vˆ ∈ V⊥0 such that div vˆ = div v and ‖∇ vˆ‖
c‖div v‖, where
V⊥0 = H10(Ω)3 \ V0, V0 =
{
w ∈ H10(Ω)3, divw = 0
}
.
Thus, we can choose W = v − vˆ which satisﬁes divW = 0, W = 0 on Γ and W · n = q on S due to vˆ ∈ H10(Ω)3. That is
W ∈ K . Moreover, there holds
‖∇W ‖ ‖∇v‖ + ‖∇ vˆ‖ c2‖∇v‖ c2‖q‖0,4,S . 
Suppose that uε ∈ K is a solution of the variational problem (11). If uε is suﬃciently smooth, then we have the following
strong form:⎧⎪⎨
⎪⎩
−μuε + (uε · ∇)uε + ∇pε = f , in Ω,
divuε = 0, in Ω,
uε = 0, on Γ,
uε · n = q, −σn · τ = gαε(uε,τ ), on S.
(13)
Let uε = w + W in (13). Then w satisﬁes⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−μw + (w · ∇)w + (w · ∇)W + (W · ∇)w + ∇pε = f + μW − (W · ∇)W , in Ω,
divw = 0, in Ω,
w = 0, on Γ,
w · n = 0, −σˆn · τ = gαε(wτ + Wτ ) + μ
(
∂Wi
∂x j
+ ∂W j
∂xi
)
n jτi, on S.
(14)
Moreover, the variational formulation associated with the problem (14) is: ﬁnd w ∈ K0 such that
a(w, v) + b(w,w, v) + b(w,W , v) + b(W ,w, v)
= 〈 f , v〉 − a(W , v) − b(W ,W , v) −
∫
S
(σˆn · τ )vτ ds ∀v ∈ K0. (15)
Using Galerkin approximation method, the existence of the solution w ∈ K0 to the problem (15) is shown in the next
lemma.
Lemma 3.2. Given f ∈ V ′, g ∈ L2(S),q ∈ L4(S). If μ is suﬃciently large such that
μ − c3‖q‖0,4,S > 0, (16)
then there exists a solution w ∈ K0 of the variational problem (15) and the following estimate holds:
‖∇w‖ c4(‖ f ‖V ′ + ‖q‖0,4,S + ‖q‖
2
0,4,S + ‖g‖0,2,S)
μ − c3‖q‖0,4,S , (17)
where c3 and c4 depends only on Ω . Furthermore, the variational problem (11) admits a solution uε ∈ K satisfying
‖∇uε‖
c4(‖ f ‖V ′ + ‖q‖0,4,S + ‖q‖20,4,S + ‖g‖0,2,S)
μ − c3‖q‖0,4,S + c2‖q‖0,4,S . (18)
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approximation solution wm =∑mk=1 αmk ψk of w which satisﬁes
a
(
wm,ψk
)+ b(wm,wm,ψk)+ b(wm,W ,ψk)+ b(W ,wm,ψk)
= 〈 f ,ψk〉 − a(W ,ψk) − b(W ,W ,ψk) −
∫
S
(
σˆmn · τ
)
ψk,τ ds (19)
for k = 1, . . . ,m, where
σˆmn · τ = gαε
(
wmτ + Wτ
)+ μ
(
∂Wi
∂x j
+ ∂W j
∂xi
)
n jτi .
The existence of the approximation solution wm can be proved with the similar method in [11] and [13]. Multiplying (19)
by αmk and summing up k = 1, . . . ,m, we obtain
a
(
wm,wm
)+ b(wm,W ,wm)+ b(W ,wm,wm)
= 〈 f ,wm〉− a(W ,wm)− b(W ,W ,wm)−
∫
S
(
σˆmn · τ
)
wmτ ds, (20)
where we use b(wm,wm,wm) = 12
∫
∂Ω
(wm · n)wm · wm ds = 0. According to the deﬁnition of σˆmn and the |αε|  1, from
Lemmas 2.2, 3.1, Hölder inequality and Sobolev trace inequality, one has
μ
∥∥∇wm∥∥2  c‖∇W ‖∥∥∇wm∥∥2 + ‖ f ‖V ′∥∥∇wm∥∥
+ c‖∇W ‖∥∥∇wm∥∥+ c‖∇W ‖2∥∥∇wm∥∥+ c‖g‖0,2,S∥∥∇wm∥∥
 c3‖q‖0,4,S
∥∥∇wm∥∥2 + ‖ f ‖V ′∥∥∇wm∥∥
+ c‖q‖0,4,S
∥∥∇wm∥∥+ c‖q‖20,4,S∥∥∇wm∥∥+ c‖g‖0,2,S∥∥∇wm∥∥.
If μ is suﬃciently large such that (16) holds, then
∥∥∇wm∥∥ c4(‖ f ‖V ′ + ‖q‖0,4,S + ‖q‖
2
0,4,S + ‖g‖0,2,S)
μ − c3‖q‖0,4,S , (21)
where the constants c3 and c4 are independent of ε and m. Thus, wm is uniformly bounded in K0. Then there exists a
subsequence of {wm}+∞m=1 which is weak convergence in K0 and strong convergence in H as m → +∞. We denote this
subsequence by {wm}+∞m=1 again and its limit by w ∈ K0. Since for all v ∈ H1(Ω), there holds (e.g. [15]):
‖v‖0,2,∂Ω  c‖v‖1/2‖v‖1/21 ,
we can conclude that wm strongly converges to w in L2(S). Thus, as m → +∞, we have
wm converges weakly to w in V ; (22)
wm converges strongly to w in H; (23)
wm converges strongly to w in L
2(S). (24)
Next, we will prove that the limit w satisﬁes (15). In fact, owing to (22) and (23), for ﬁxed k one has
lim
m→+∞a
(
wm,ψk
)= a(w,ψk),
and ∣∣b(wm,W ,ψk)− b(w,W ,ψk)∣∣
 c
∥∥w − wm∥∥ 12 ∥∥∇w − ∇wm∥∥ 12 ‖∇W ‖‖∇ψk‖ → 0 asm → +∞,
and ∣∣b(wm,wm,ψk)− b(w,w,ψk)∣∣

∣∣b(wm − w,wm,ψk)∣∣+ ∣∣b(w,wm − w,ψk)∣∣
= ∣∣b(wm − w,wm,ψk)∣∣+ ∣∣b(w,ψk,wm − w)∣∣
 c
∥∥w − wm∥∥ 12 ∥∥∇w − ∇wm∥∥ 12 (∥∥∇wm∥∥+ ‖∇w‖)‖∇ψk‖ → 0 asm → +∞.
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∣∣b(W ,w,ψk) − b(W ,wm,ψk)∣∣ ∣∣b(W ,ψk,w − wm)∣∣+
∣∣∣∣
∫
S
qψk ·
(
w − wm)ds
∣∣∣∣
 c
∥∥w − wm∥∥ 12 ∥∥∇w − ∇wm∥∥ 12 ‖∇W ‖‖∇ψk‖ + c∥∥w − wm∥∥0,2,S‖q‖0,4,S‖ψk‖0,4,S → 0 asm → +∞.
On the other hand, from Egroff theorem, for any δ > 0, there exists a Sδ satisfying |S \ Sδ | < δ such that wm → w on Sδ .
Then, there holds
lim
m→+∞
∫
S
gα
(
wmτ + Wτ
) · ψk,τ ds =
∫
S
gα(wτ + Wτ ) · ψk,τ ds.
From above limits, taking the limit as m → +∞ in (19), we obtain
a(w,ψk) + b(w,w,ψk) + b(w,W ,ψk) + b(W ,w,ψk)
= 〈 f ,ψk〉 − a(W ,ψk) − b(W ,W ,ψk) −
∫
S
σˆτ · ψk,τ ds
for all k = 1,2, . . . . Thus, for all v ∈ K0, we have
a(w, v) + b(w,w, v) + b(w,W , v) + b(W ,w, v)
= 〈 f , v〉 − a(W , v) − b(W ,W , v) −
∫
S
σˆτ · vτ ds,
which means that w is a weak solution of (15). The estimate (17) follows from (21). The estimate (18) follows from (17)
and Lemma 3.1. 
Because the regularity variational inequality problem (10) is equivalent to the problem (11), from Lemma 3.2, the prob-
lem (10) admits a solution uε ∈ K which also is uniformly bounded in K . Let ε → 0 in (10). We prove the following theorem
about the existence of the solution u to the variational inequality problem (6).
Theorem 3.1. Given f ∈ V ′ , g ∈ L2(S), q ∈ L4(S). If μ is suﬃciently large such that (16) holds, then there exists a solution u ∈ K of
the variational inequality problem (6) and the following estimate holds
‖∇u‖ c4(‖ f ‖V ′ + ‖q‖0,4,S + ‖q‖
2
0,4,S + ‖g‖0,2,S)
μ − c3‖q‖0,4,S + c2‖q‖0,4,S , (25)
where c2 , c3 and c4 are deﬁned in Lemma 3.2.
Proof. Let uε ∈ K be the solution of the regularized problem (10). Then it satisﬁes the estimate (18). Thus, there exists a
subsequence {uε j }∞j=1 ⊂ K and a u ∈ K such that uε j converges weakly to u in V and strongly to u in H and L2(S)2 as
ε j → 0 with j → +∞. Next, we will prove that u is the solution of the variational inequality problem (6). In fact, we easily
obtain
lim
j→+∞
a(uε j , v − uε j ) a(u, v − u)
from the weakly lower semi-continuous property of the norm and
lim
j→+∞
〈 f , v − uε j 〉 = 〈 f , v − u〉
and
lim
j→+∞
jε j (vτ ) = j(vτ ),
which is from Lemma 2.1. For the trilinear term, we have
∣∣b(uε j ,uε j , v − uε j ) − b(u,u, v − u)∣∣

∣∣b(uε j ,uε j , v) − b(u,u, v)∣∣+ ∣∣b(uε j ,uε j ,uε j ) − b(u,u,u)∣∣ := I1 + I2.
For I1, we have
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∣∣b(uε j − u,uε j , v)∣∣+ ∣∣b(u,uε j − u, v)∣∣
 c‖uε j − u‖
1
2
∥∥∇(uε j − u)∥∥ 12 ‖∇v‖(‖∇uε j‖ + ‖∇u‖)+
∣∣∣∣
∫
S
q(uε j − u) · v ds
∣∣∣∣
 c‖uε j − u‖
1
2
∥∥∇(uε j − u)∥∥ 12 ‖∇v‖(‖∇uε j‖ + ‖∇u‖)+ ‖uε j − u‖0,2,S‖q‖0,4,S‖v‖0,4,S
→ 0 as ε j → 0 with j → +∞.
For I2, since
I2 =
∣∣b(uε j ,uε j ,uε j ) − b(u,u,u)∣∣

∣∣b(uε j ,uε j ,uε j ) − b(u,uε j ,uε j )∣∣+∣∣b(u,uε j ,uε j ) − b(u,u,u)∣∣
= 1
2
∣∣∣∣
∫
S
(uε j − u) · n|uε j |2 ds
∣∣∣∣+ ∣∣b(u,uε j ,uε j ) − b(u,u,u)∣∣
= ∣∣b(u,uε j ,uε j ) − b(u,u,u)∣∣,
where we use uε j · n = q and u · n = q on S , then there holds
I2 =
∣∣b(u,uε j ,uε j ) − b(u,u,u)∣∣

∣∣b(u,uε j ,uε j ) − b(u,uε j ,u)∣∣+ ∣∣b(u,uε j ,u) − b(u,u,u)∣∣
= ∣∣b(u,uε j ,uε j − u)∣∣+ ∣∣b(u,uε j − u,u)∣∣ := I3 + I4.
We estimate I3 and I4 as follows:
I3 =
∣∣b(u,uε j ,uε j − u)∣∣
 c‖∇u‖‖∇uε j‖
∥∥∇(u − uε j )∥∥ 12 ‖u − uε j‖ 12
→ 0 as ε j → 0 with j → +∞,
and
I4 =
∣∣b(u,uε j − u,u)∣∣

∣∣b(u,u,uε j − u)∣∣+
∣∣∣∣
∫
S
q(uε j − u) · u ds
∣∣∣∣
 c‖∇u‖2∥∥∇(u − uε j )∥∥ 12 ‖u − uε j‖ 12 + c‖uε j − u‖0,2,S‖q‖0,4,S‖u‖0,4,S
 c‖∇u‖2∥∥∇(u − uε j )∥∥ 12 ‖u − uε j‖ 12 + c‖uε j − u‖0,2,S‖q‖0,4,S‖∇u‖
→ 0 as ε j → 0 with j → +∞.
Therefore, we claim that
lim
j→+∞
b(uε j ,uε j , v − uε j ) = b(u,u, v − u).
In addition, for jε , we have∣∣ jε j (uε jτ ) − j(uτ )∣∣ ∣∣ jε j (uε jτ ) − j(uε jτ )∣∣+ ∣∣ j(uε jτ ) − j(uτ )∣∣= I5 + I6.
Following Lemma 2.1 again, it is easy to show
I5 → 0 as j → +∞,
I6 =
∣∣∣∣
∫
S
g
(|uε jτ − uτ |ds)
∣∣∣∣ ‖g‖0,2,S‖uε j − u‖0,2,S → 0 as j → +∞.
Hence, we prove
lim
j→+∞
jε j (uε jτ ) = j(uτ ).
Set ε j in the place of ε in (10). Taking the limit j → +∞ in (10), from above limits, we conclude that the limit u satisﬁes
the variational inequality problem. Thus it is a solution of (6). The estimate (25) follows from (18). 
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In this section, we will show that the solution u ∈ K of the variational inequality problem (6) is the strong solution if the
boundary ∂Ω and the data f , g and q are suﬃciently smooth. Suppose ∂Ω ∈ C3, f ∈ H , q ∈ H 32 (S) and g ∈ H 12 (S). In this
case, from the regularity results in [16], W deﬁned in Lemma 3.1 belongs to H2(Ω)3 ∩ K and satisﬁes ‖W ‖2  c2‖q‖3/2,2,S .
Multiplying (19) by λkαmk and summing up k = 1, . . . ,m, we obtain
a
(
wm, Awm
)+ b(wm,wm, Awm)+ b(wm,W , Awm)+ b(W ,wm, Awm)
= 〈 f , Awm〉− a(W , Awm)− b(W ,W , Awm)−
∫
S
σˆmτ · Awmτ ds, (26)
where A is the Stokes operator in Section 2. Then using the Agmon type inequality (8), one has
μ
∥∥Awm∥∥2  c∥∥∇wm∥∥ 32 ∥∥Awm∥∥ 32 + c∥∥∇wm∥∥‖W ‖2∥∥Awm∥∥+ c‖W ‖2∥∥∇wm∥∥∥∥Awm∥∥
+ ‖ f ‖∥∥Awm∥∥+ ‖W ‖2∥∥Awm∥∥+ c‖W ‖22∥∥Awm∥∥+ c‖g‖1/2,2,S∥∥Awm∥∥,
where c is independent of ε. That is
μ
∥∥Awm∥∥ c∥∥∇wm∥∥ 32 ∥∥Awm∥∥ 12 + c∥∥∇wm∥∥‖W ‖2 + c‖W ‖2∥∥∇wm∥∥
+ ‖ f ‖ + ‖W ‖2 + c‖W ‖22 + c‖g‖1/2,2,S .
In terms of the estimate (21) and Young’s inequality, we observe that the approximation solution wm is uniformly bounded
in D(A) ⊂ H2(Ω)3. Hence, there exists a subsequence of {wm}+∞m=1 which converges weakly to w in D(A) and strongly to w
in V as m → +∞. Using similar methods of Lemma 3.2, we can show that w ∈ D(A) is the strong solution of (15). Due to
W ∈ H2(Ω), then uε = w + W is the strong solution of the regularized problems (10) and (11). Moreover, uε is uniformly
bounded in D(A). Thus, there admits a subsequence uε j which converges weakly to u in D(A) and strongly to u in V as
ε j → 0 with j → +∞. Using similar methods of Theorem 3.1, we can show that u ∈ D(A) is the strong solution of the
variational inequality problem (6). Thus, we obtain the strong solvability of the problems (1)–(2).
Theorem 4.1. Suppose ∂Ω ∈ C3 , f ∈ H, q ∈ H 32 (S) and g ∈ H 12 (S). If u ∈ K is a solution of (6), then it also is the strong solution of
the problems (1)–(2).
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