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In this paper,we define the pair of biorthogonalmatrix polynomials suggested by the Jacobi
matrix polynomials. Biorthogonality property, matrix generating functions and matrix
recurrence relations are given.
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1. Introduction
During the past two decades, there has been increased interest in an extension of the notion of orthogonal polynomials.
Some results in the theory of classical orthogonal polynomials have been extended to orthogonal matrix polynomials
[1–8]. This notion has many applications in various fields of mathematics as scattering theory [9], differential equations
[5,6], Fourier series expansions [2]. Recently, the pair of biorthogonal matrix polynomials that are suggested by the Laguerre
matrix polynomials have been introduced and studied in [10].
In the scalar case, Madhekar and Thakare [11] introduced the following pair of biorthogonal polynomials Jn (α, β, k; x)
and Kn (α, β, k; x) that are suggested by the Jacobi polynomials
Jn (α, β, k; x) = (1+ α)knn!
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,
where α > −1, β > −1 and k is a positive integer. These two sets of polynomials satisfy the biorthogonality condition for
m, n ∈ N0∫ 1
−1
(1− x)α (1+ x)β Jn (α, β, k; x) Km (α, β, k; x) dx =

0; m ≠ n
≠ 0; m = n
with respect to weight functionw (x) = (1− x)α (1+ x)β over the interval (−1, 1).
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Our purpose in this paper is to define the pair of biorthogonal matrix polynomials suggested by the Jacobi matrix
polynomials defined in [1] and obtain some properties such as matrix generating functions and matrix recurrence
relations.
2. Preliminaries
In this sectionwewill give someuseful definitions and lemmas. Throughout this paper, for amatrixA inCr×r , its spectrum
denoted by σ (A) and zero matrix of Cr×r will be designated by 0.
Definition 1. A matrix polynomial of degree nmeans an expression of the form
Pn (x) = Anxn + An−1xn−1 + · · · + A1x+ A0, (1)
where x is a real variable and Aj ∈ Cr×r for 0 ≤ j ≤ n.
Lemma 1 (Dunford and Schwartz [12]). If f (z) and g (z) are holomorphic functions of the complex variable z, which are defined
in an open set Ω of the plane, and if A is a matrix in Cr×r for σ (A) ⊂ Ω , then
f (A) g (A) = g (A) f (A) . (2)
Hence, if B ∈ Cr×r is a matrix for σ (B) ⊂ Ω , such that AB = BA, then
f (A) g (B) = g (B) f (A) . (3)
Definition 2. Let A be a matrix in Cr×r . We say that A is positive stable if Re (λ) > 0 for all λ ∈ σ (A).
Definition 3. For A ∈ Cr×r , the matrix form of the Pochhammer symbol is defined by
(A)k = A (A+ I) · · · (A+ (k− 1) I) , k ≥ 1 (4)
with (A)0 = I .
Definition 4 (Jódar and Cortés [13]). If A is a positive stable matrix in Cr×r , then Γ (A) is well defined as
Γ (A) =
∫ ∞
0
tA−Ie−t dt, tA−I = exp [(A− I) ln t] . (5)
If A ∈ Cr×r is a matrix such that A+ nI is invertible for every n ≥ 0, then it follows that
(A)n = Γ (A+ nI)Γ −1 (A) . (6)
Definition 5 (Jódar and Cortés [13]). If A and B are positive stable matrices in Cr×r , then the beta matrix function is well
defined by
B (A, B) =
∫ 1
0
xA−I (1− x)B−I dx. (7)
Lemma 2 (Jódar and Cortés [14]). If A, B be commuting matrices in Cr×r such that A, B and A + B are positive stable,
then
B (A, B) = Γ (A)Γ (B)Γ −1 (A+ B) . (8)
Let A, B are matrices in Cr×r such that
Re (z) > −1, Re (w) > −1, ∀z ∈ σ (A) , ∀w ∈ σ (B) .
By virtue of (7), one can obtain that∫ 1
−1
(1+ x)B (1− x)A dx = 2B+IB (B+ I, A+ I) 2A. (9)
3. Definition and biorthogonality
The pair of biorthogonal matrix polynomials suggested by Jacobi matrix polynomials have the following explicit
representations
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J (A,B)n (x; k) =
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, (11)
where k is a positive integer, A and B are matrices in Cr×r satisfying the spectral conditions
Re (z) > −1, Re (w) > −1, ∀z ∈ σ (A) , ∀w ∈ σ (B) .
In fact J (A,B)n (x; k) has the following hypergeometric form
J (A,B)n (x; k) =
1
n! k+1Fk
[−nI,∆ (k, A+ B+ (n+ 1) I) ;
∆ (k, A+ I) ;

1− x
2
k]
Γ −1 (A+ I)Γ (A+ (kn+ 1) I) , (12)
where∆ (m, δ) denotes the sequence ofm parameters
δ
m
,
δ + 1
m
, . . . ,
δ +m− 1
m
, m ≥ 1.
For k = 1, (10)–(12) get reduced to P (A,B)n (x) Jacobi matrix polynomials defined in [1].
Theorem 1. Let A, B ∈ Cr×r be commuting matrices such that AB = BA. J (A,B)n (x; k) and K (A,B)n (x; k) matrix polynomials
satisfy the following biorthogonality condition with respect to matrix weight function W (x, A, B) = (1− x)A (1+ x)B over the
interval (−1, 1)
Λnm =
∫ 1
−1
(1− x)A (1+ x)B J (A,B)n (x; k) K (A,B)m (x; k) dx =

0; m ≠ n
≠ 0; m = n. (13)
Proof. If we substitute (10) and (11) into the left-hand side of (13), then by using (2), (3) and (6) we have
Λnm = Γ (A+ (kn+ 1) I)Γ (B+ (m+ 1) I)2mm!n! Γ
−1 (A+ B+ (n+ 1) I)
n−
j=0
(−1)j

n
j
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× 2−kjΓ (A+ B+ (n+ kj+ 1) I)Γ −1 (A+ (kj+ 1) I)
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 r
s

×

1
k
(A+ (s+ 1) I)

m
Γ −1 (B+ (m− r + 1) I)
∫ 1
−1
(1+ x)B+(m−r)I (1− x)A+(kj+r)I dx. (14)
Taking into account (3) and (9) in (14), we obtain
Λnm = 2A+B+I Γ (A+ (kn+ 1) I)Γ (B+ (m+ 1) I)m!n! Γ
−1 (A+ B+ (n+ 1) I)
×
n−
j=0
(−1)j

n
j

Γ (A+ B+ (n+ kj+ 1) I)Γ −1 (A+ B+ (m+ kj+ 2) I)
×
m−
r=0
Γ −1 (A+ (kj+ 1) I)Γ (A+ (kj+ r + 1) I)
r!
r−
s=0
(−1)s
 r
s
1
k
(A+ (s+ 1) I)

m
.
Let f be a polynomial of degreem. Recall the following equality used in [15]
f (t) =
m−
r=0

t
r

∆r f (0), ∆r f (0) =
r−
s=0
(−1)r−s
 r
s

f (s)
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(−t)r
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 r
s

f (s).
By choosing f (t) =  1k (A+ (t + 1) I)m m-th degree matrix polynomials, the above equality leads to
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.
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For t = − (kj+ 1) I − A, in view of (2) and (6) we have
(−jI)m =
m−
r=0
Γ −1(A+ (kj+ 1)I)Γ (A+ (kj+ r + 1)I)
r!
r−
s=0
(−1)s
 r
s
1
k
(A+ (s+ 1)I)

m
.
According to the last expression, we get
Λnm = 2A+B+I Γ (A+ (kn+ 1) I)Γ (B+ (m+ 1) I)m!n! Γ
−1 (A+ B+ (n+ 1) I)
n−
j=0
(−1)j

n
j

(−jI)m
×Γ (A+ B+ (n+ kj+ 1) I)Γ −1 (A+ B+ (m+ kj+ 2) I) . (15)
By virtue of (6), the following fact for an arbitrary matrix A ∈ Cr×r
Dk

xA+mI
 = (A+ I)m (A+ I)m−k−1 xA+(m−k)I , m ≥ 0
and after some calculations (15) becomes
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. (16)
(16) means that
Λnm =

0; m ≠ n
≠ 0; m = n
which gives (13). 
It is worthy to note that for k = 1, we meet the orthogonality of Jacobi matrix polynomials P (A,B)n (x).
Now, with the help of following example, we can see how the biorthogonality condition given by (13) runs when the
matrices are not commutative.
Example 1. Let A =

1 0
0 0

and B =

0 1
0 0

. It is clear that A and B satisfy the spectral conditions but are not commutative.
By the help of explicit representations (10) and (11), we obtain
J (A,B)0 (x; k) = I
K (A,B)1 (x; k) =
1
k
(A+ I)

x+ 1
2

+ 1
k
(B+ I)

x− 1
2

= 1
2k

3x+ 1 x− 1
0 2x

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and also know that
(1− x)A =

1− x 0
0 1

, (1+ x)B =

1 log (1+ x)
0 1

.
Then ∫ 1
−1
(1− x)A (1+ x)B J (A,B)0 (x; k) K (A,B)1 (x; k) dx =
1
2k
∫ 1
−1

1− x 0
0 1

1 log (1+ x)
0 1

3x+ 1 x− 1
0 2x

dx
= 1
2k

0
2
9
(5− 6 log 2)
0 0

≠ 0
where k is a positive integer. From this example, we understand that the lack of the commutativity property may cause the
biorthogonality condition given in Theorem 1 to fail.
We note that by taking k = 1, this example reduces to the Jacobi matrix polynomial case discussed in [1].
4. Some properties of matrix polynomials J (A,B)n (x;k)
We givematrix generating functions and obtain somematrix recurrence relations for thematrix polynomials J (A,B)n (x; k).
Throughout this section assume that A and B are commuting matrices in Cr×r .
Theorem 2. J (A,B)n (x; k)matrix polynomials given by (10) have the following matrix generating functions
∞−
n=0
(A+ B+ I)n (A+ I)−1kn J (A,B)n (x; k) tn
= (1− t)−(A+B+I) k+1Fk
[
∆ (k+ 1, A+ B+ I) ;
∆ (k, A+ I) ;

(k+ 1) (1− x)
2k
k − (k+ 1) t
(1− t)k+1
]
(17)
∞−
n=0
(A+ I)−1kn J (A,B−nI)n (x; k) tn = et kFk
[
∆ (k, A+ B+ I) ;
∆ (k, A+ I) ;−t

1− x
2
k]
. (18)
Proof. Taking into account (2)–(4), we can obtain generating functions given in (17) and (18) with the help of serial
expansions and the Cauchy product. 
Remark 1. We mention that for special case k = 1, (17) reduces generating functions obtained in [16] and (18) appear to
be new for the Jacobi matrix polynomials P (A,B)n (x).
Theorem 3. Thematrix polynomials J(A,B)n (x; k) given by explicit expression (10) satisfy the followingmatrix recurrence relations
DJ (A,B)n (x; k) = k2−k (1− x)k−1 (A+ B+ (n+ 1) I)k J (A+kI,B+I)n−1 (x; k) (19)
(x− 1)DJ (A,B)n (x; k) = nkJ (A,B)n (x; k)− k (A+ (kn− k+ 1) I)k J (A,B+I)n−1 (x; k) (20)
(x− 1)DJ (A,B)n (x; k) = (A+ knI) J (A−I,B+I)n (x; k)− AJ (A,B)n (x; k) , (21)
where D = ddx .
Proof. Taking the derivative of both sides of (10) with respect to x, we have
DJ (A,B)n (x; k) = k2−k (1− x)k−1
n−
j=1
(−1)j+1
(n− 1)!

n− 1
j− 1

× (A+ B+ (n+ 1) I)kj (A+ I)kn (A+ I)−1kj

1− x
2
k(j−1)
. (22)
Using the fact given below
(A)k = (A)r (A+ rI)k−r , 0 ≤ r ≤ k
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and in view of (2) and (3), (22) leads to
DJ (A,B)n (x; k) = k2−k (1− x)k−1 (A+ B+ (n+ 1) I)k
n−1
j=0
(−1)j
(n− 1)!

n− 1
j

(A+ B+ (n+ k+ 1) I)kj
× (A+ kI + I)k(n−1) (A+ kI + I)−1kj

1− x
2
kj
.
From the definition of matrix polynomials J (A,B)n (x; k), we can obtain the matrix recurrence relation given by (19).
Let us consider the right-hand side of (20). Applying
(A+ I)k(n−1) (A+ (kn− k+ 1) I)k = (A+ I)kn ,
from (2) and (3), we find
nkJ (A,B)n (x; k)− k (A+ (kn− k+ 1) I)k J (A,B+I)n−1 (x; k)
= k
n−
j=0
(−1)j
(n− 1)!
[
n
j

−

n− 1
j
]
(A+ B+ (n+ 1) I)kj (A+ I)kn (A+ I)−1kj

1− x
2
kj
= (x− 1)
n−
j=0
(−1)j
n!

n
j

(A+ B+ (n+ 1) I)kj (A+ I)kn (A+ I)−1kj (−kj)
(1− x)kj−1
2kj
= (x− 1)DJ (A,B)n (x; k)
which gives (20). One can obtain (21) by using a similar technique. Hence the proof is established. 
Remark 2. Taking k = 1 in Theorem 3, we obtain matrix recurrence relations for the Jacobi matrix polynomials P (A,B)n (x).
References
[1] E. Defez, L. Jódar, A. Law, Jacobi matrix differential equation, polynomial solutions and their properties, Comput. Math. Appl. 48 (2004) 789–803.
[2] E. Defez, L. Jódar, Some applications of the Hermite matrix polynomials series expansions, J. Comput. Appl. Math. 99 (1998) 105–117.
[3] E. Defez, L. Jódar, Chebyshev matrix polynomials and second order matrix differential equations, Util. Math. 61 (2002) 107–123.
[4] L. Jódar, R. Company, Hermite matrix polynomials and second order matrix differential equations, Approx. Theory Appl. 12 (2) (1996) 20–30.
[5] L. Jódar, R. Company, E. Navarro, Laguerrematrix polynomials and system of second-order differential equations, Appl. Numer.Math. 15 (1994) 53–63.
[6] L. Jódar, R. Company, E. Ponsoda, Orthogonal matrix polynomials and systems of second order differential equations, Differ. Equ. Dyn. Syst. 3 (1996)
269–288.
[7] L. Jódar, E. Defez, E. Ponsoda, Orthogonal matrix polynomials with respect to linear matrix moment functionals: theory and applications, J. Approx.
Theory Appl. 12 (1) (1996) 96–115.
[8] K.A.M. Sayyed, M.S. Metwally, R.S. Batahan, Gegenbauermatrix polynomials and second ordermatrix differential equations, Divulg. Mat. 12 (2) (2004)
101–115.
[9] J.S. Geronimo, Scattering theory and matrix orthogonal polynomials on the real line, Circuit Systems Signal Process. 1 (3–4) (1982) 471–494.
[10] S. Varma, B. Çekim, F. Taşdelen, On Konhauser matrix polynomials, Ars Combin. 100 (2011) 193–204.
[11] H.C. Madhekar, N.K. Thakare, Biorthogonal polynomials suggested by the Jacobi polynomials, Pacific J. Math. 100 (1982) 417–424.
[12] N. Dunford, J. Schwartz, Linear Operators. Vol. I, Interscience, New York, 1957.
[13] L. Jódar, J.C. Cortés, Some properties of Gamma and Beta matrix functions, Appl. Math. Lett. 11 (1) (1998) 89–93.
[14] L. Jódar, J.C. Cortés, On the hypergeometric matrix function, J. Comput. Appl. Math. 99 (1998) 205–217.
[15] L. Carlitz, A note on certain biorthogonal polynomials, Pacific J. Math. 24 (1968) 425–430.
[16] A. Altın, B. Çekim, E. Duman, Families of generating functions for the Jacobi and related matrix polynomials. Ars Combin. (in press).
