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Abstract—In this paper, we propose a novel supervised
single-channel speech enhancement method combing the the
Kullback-Leibler divergence-based non-negative matrix factor-
ization (NMF) and hidden Markov model (NMF-HMM). With
the application of HMM, the temporal dynamics information of
speech signals can be taken into account. In the training stage,
the sum of Poisson, leading to the KL divergence measure, is used
as the observation model for each state of HMM. This ensures
that a computationally efficient multiplicative update can be used
for the parameter update of the proposed model. In the online
enhancement stage, we propose a novel minimum mean-square
error (MMSE) estimator for the proposed NMF-HMM. This
estimator can be implemented using parallel computing, saving
the time complexity. The performance of the proposed algorithm
is verified by objective measures. The experimental results show
that the proposed strategy achieves better speech enhancement
performance than state-of-the-art speech enhancement methods.
More specifically, compared with the traditional NMF-based
speech enhancement methods, our proposed algorithm achieves
a 5% improvement for short-time objective intelligibility (STOI)
and 0.18 improvement for perceptual evaluation of speech quality
(PESQ).
Index Terms—speech enhancement, non-negative matrix fac-
torization (NMF), hidden Markov model (HMM), minimum
mean-square error (MMSE), Kullback-Leibler (KL) divergence.
I. INTRODUCTION
S INGLE-CHANNEL speech enhancement technology hasbeen widely used in our daily lives, such as speech coding,
teleconferencing, hearing aids, mobile communication, and au-
tomated robust speech recognition (ASR) [1], [2]. In general,
the purpose of speech enhancement is to remove background
noise from noisy speech while preserving clean speech. It
aims to improve the quality and intelligibility of noisy speech
[3]. Currently, single-channel speech enhancement is an active
topic of research.
During the past decades, many different monaural speech
enhancement approaches have been proposed [2], [4]. In
an environment with additive noise, the simplest approach
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to conduct speech enhancement is the spectral subtraction
algorithm [5], which subtracts the estimated noise spectrum
from the observed noisy speech in order to acquire the desired
clean speech. Additionally, other unsupervised methods such
as signal subspace algorithm [6]–[9], Wiener filtering [10],
minimum mean-square error (MMSE) spectral amplitude esti-
mator [11], and log-MMSE spectral amplitude estimator [12]
are effective strategies to conduct speech enhancement when
the noise is stationary. These methods have low computational
complexity, so they have been widely applied in various areas.
However, these approaches cannot always achieve satisfactory
performance for non-stationary noise and usually introduce
musical noise because they do not make best use of the
prior information of speech and noise [13]. Moreover, most
of unsupervised methods are based the statistical properties of
the speech and noise signals. However, it is difficult to meet
these properties in real-world noisy scenarios [14].
Therefore, supervised speech enhancement approaches have
been developed. For instance, Srinivasan [15] proposed a
codebook-driven speech enhancement algorithm for non-
stationary noise. In this work, the auto-regressive (AR) spec-
trum shape codebooks of speech and noise were pre-trained. In
the enhancement stage, the codebooks could be used to build
a Wiener filter to conduct speech enhancement. Inspired by
this research, many other codebook-based speech enhancement
approaches have been developed [16], [17]. Furthermore, auto-
regressive hidden Markov model (ARHMM) [18], [19] is also
an effective supervised speech enhancement method because
it considers the temporal information of speech signal.
In recent years, with the advance of hardware and deep
learning technologies [20], [21], deep neural networks (DNNs)
have significantly promoted to the development of speech
enhancement [22]. These methods usually rely on fewer as-
sumptions [3], [14], [22] between noise and clean speech, so
they have huge potential to achieve better speech enhancement
performance. Xu [3], [14] applied a feedforward multilayer
perceptron (MLP) to map log-power spectrum (LPS) fea-
tures of clean speech given noisy LPS input. The enhanced
speech could be obtained directly by waveform reconstruc-
tion. Compared with the MMSE estimator [12], this method
achieved better performance in various noisy environments.
Wang [23], [24] also utilized the MLP to estimate the ideal
ratio mask (IRM) and ideal binary mask (IBM) to conduct
speech enhancement, which also achieved satisfactory per-
formance. Motivated by this work, different DNN structures
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have been used to conduct speech enhancement, such as
fully convolutional neural network (FCN) [25], deep recurrent
neural networks [26], [27] and generative adversarial networks
(GANs) [28], [29]. These methods could help ASR systems
achieve higher recognition accuracy in noisy environments.
However, generalization is always a problem that needs to be
considered for these DNN-based algorithms [30], [31].
Non-negative matrix factorization (NMF)-based [32]–[34]
speech enhancement algorithms can be also viewed as a kind
of supervised speech enhancement method. In [35], a mask-
based NMF speech enhancement method was proposed. In
the offline stage, the basis matrix of clean speech and noise
was trained. In the enhancement stage, the activation matrix
could be acquired by combining the trained basis matrix and
noisy signal. Then, the mask was estimated to conduct speech
enhancement. Additionally, an NMF-based denoising scheme
was described in [36], [37], which added a heuristic term to
the cost function, so the NMF coefficient could be adjusted
according to the long-term levels of signals. A parametric
NMF method for speech enhancement was proposed in [16].
This method applied the AR coefficient and codebook to build
the basis matrix. This strategy effectively improved speech
intelligibility. Moreover, some DNN-based NMF methods rep-
resent an effective strategy to conduct speech enhancement
[38]. In general, the basis matrix could be acquired using
the traditional NMF method and the activation matrix could
be estimated by applying the DNN [39], which improved
the accuracy of the estimated activation matrix. Thus, it
could achieve higher perceptual evaluation of speech quality
(PESQ) [40] and short-time objective intelligibility (STOI)
[41] scores than traditional NMF-based speech enhancement
methods. The combination of DNN and NMF could also
help the ASR system achieve a lower word error rate (WER)
in noisy environments. In [42], a DNN-NMF-based method
achieved excellent performance in the CHiME-3 challenge. To
capture temporal information, some HMM-based NMF speech
enhancement methods have been proposed. Mohammadiha
[43] proposed a supervised and unsupervised NMF speech
enhancement method. In [43], HMM is used for modeling
the temporal change of different noise types. In [44], a non-
negative factorial HMM was used to model sound mixtures
and showed superior performance in source separation tasks.
In [45], an HMM-DNN NMF speech enhancement algorithm
was proposed, which applied clustering method to acquire the
HMM-based basis matrix and used Viterbi algorithm to obtain
the ideal state label for the DNN training. In the enhancement
stage, the DNN was used to find the corresponding state to
conduct speech enhancement. This strategy achieved satisfac-
tory speech enhancement performance.
Inspired by previous studies, in this paper, we propose
a novel NMF-HMM speech enhancement method based on
the Kullback-Leibler (KL) divergence. This method uses the
HMM to capture the temporal dynamics of speech signal.
Moreover, we use the sum of Poisson distribution as the state-
conditioned likelihood for the HMM, rather than the general
gaussian mixture Model (GMM), because the sum of Poisson
distribution leads to the KL divergence measure, which is a
mainstream measure in NMF, and its parameter update rule
is identical to the multiplicative update rule. This ensures
that the parameter update is computationally efficient during
the training stage. In the enhancement stage, we propose
a novel NMF-HMM-based MMSE estimator to conduct the
online speech enhancement. Another benefit of the proposed
algorithm is that the activation matrix can be updated by
parallel computing in the online stage. This can effectively
reduce computational time. The proposed method is evaluated
by PESQ and STOI.
The rest of this paper is organized as follows. First, we will
briefly review the general NMF-based speech enhancement
method with KL divergence in Section II. The HMM-based
signal model will be introduced in Section III and the offline
parameter learning will be explained in Section IV. The details
of proposed MMSE estimator and online speech enhancement
process will be given in Section V. The experimental compar-
ison and analysis of results will be illustrated in Section VI
and we will draw conclusions in Section VII.
II. NMF-BASED SPEECH ENHANCEMENT METHOD WITH
KL DIVERGENCE
In this section, we will briefly review the NMF-based speech
enhancement with KL divergence. Assuming additive noise,
the noisy signal model can be expressed as
y(t) = s(t) + m(t), (1)
where y(t), s(t) and m(t) denote the noisy signal, clean speech
and noise, respectively, and t is the time index. Using (1), the
short-time Fourier transform (STFT) of y(t) can be written as
Y ( f , n) = S( f , n) + M( f , n), (2)
where Y ( f , n), S( f , n), and M( f , n) denotes the frequency
spectrums of y(t), s(t), and m(t), respectively. Here, f ∈
[1, F] and n ∈ [1, N] denote the frequency bin and time
frame indices, respectively. Collecting F frequency bins and
N time frames, we define the magnitude spectrum matrices
YN , SN and MN , where YN = [y1, · · · , yn, · · · , yN ] and
yn = [|Y (1, n)|, · · · , |Y ( f , n)|, · · · , |Y (F, n)|]T , sn and mn are
defined similarly to yn. And SN and MN are defined similarly
to YN . Additionally, we assume that there is YN = SN +MN .
The classical NMF-based speech enhancement has two stages:
training and enhancement. In the training stage, the clean
speech basis matrix W and noise basis matrix ÜW are trained
using clean speech and noise databases, respectively. Many
cost functions have been proposed for NMF, such as the
KL divergence [33], IS divergence [46], β divergence and
Euclidian distance [47]. In this paper, we focus on using the
KL divergence measure. There are two reasons for this choice.
First, compared with other types of cost functions, the best
speech enhancement performance can be achieved using the
KL divergence-based NMF with the magnitude spectrum [48].
Second, the efficient multiplicative update (MU) rule of the KL
divergence-based NMF can be also derived statistically using
the expectation maximization (EM) algorithm [49]. For two
matrices B and Bˆ, the KL divergence measure is defined as
KL(B|Bˆ) =
∑
i, j
(bi, j log(bi, j/bˆi, j) − bi, j + bˆi, j), (3)
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where bi, j and bˆi, j denote the elements from the ith row and
j th column of the matrices B and Bˆ, respectively. Using speech
basis matrix training as an example, the the cost function of
the KL divergence-based NMF for training W can be written
as
(W,H) = argmin
W,H
KL(SN |W ×H). (4)
The noise basis matrix training is similar to the speech basis
matrix training. In [33], it is derived that W and H can be
obtained iteratively using the following multiplicative update
rules:
W←W 
SN
W ×H
HT
1HT
, (5)
H← H 
WT
SN
W ×H
WT1
, (6)
where  and all divisions are element-wise multiplication and
division operations, respectively, 1 is a matrix of ones with the
same size as SN . In the enhancement stage, the noisy speech
basis matrix W can be constructed by concatenating the speech
and noise basis matrices, i.e., W = [W, ÜW]. The activation
matrix H of the noisy speech can be estimated iteratively
using (6) but replacing SN , W and H in (6) with YN , W and
H, respectively. The enhanced signal can be obtained using
various algorithms [35], [36], [43], [44]. One popular approach
is to use the following Wiener-filtering like spectral gain gNMFn
function:
gNMFn =
Whn
Whn + ÜW Ühn
, (7)
hn =
[
hTn , ÜhTn
]T
= argmin
hn
KL(yn |Whn), (8)
where (8) can be solved iteratively by using (6). Apart from
the gradient descent derivation of the MU update rules (5) and
(6) presented in [33], it is further shown in [49] that the MU
update rules can be derived from a statistical perspective. More
specifically, the KL divergence-based NMF can be motivated
from the following hierarchical statistical model:
SN =
K∑
k=1
C(k), (9)
cf ,n(k) ∼ PO(cf ,n(k);W f ,kHk,n), (10)
where PO(x; λ) = λ
xe−λ
Γ(x + 1) is the Poisson distribution, Γ(x +
1) = x! denotes the gamma function for positive integer x, K
denotes the number of basis vectors, C(k) is the latent matrix
and cf ,n(k) denotes the element of C(k) in the f th row and
nth column. Note that cf ,n(k) is assumed to have a Poisson
distribution which can only be used for discrete variable.
However, in practice, this hierarchical statistical model is
not limited for discrete variables since the gamma function
for continuous variable can be used to replace the factorial
calculation [49]. It has been shown in [49] that the iterative
update of the parameters H and W using the expectation
maximization (EM) algorithm is identical to the multiplicative
update rules shown in (5) and (6).
One of the advantages of the classical NMF-based method
for speech enhancement is that the computational efficient MU
rules can be applied. However, the temporal dynamical aspects
of speech and noise are not taken into account. To incorporate
the temporal dynamical information of audio signal, the HMM
model is used in [44] for source separation. However, the
parameter update rules are computational complex. Moreover,
only off-line enhancement approach is presented. In speech
enhancement application, to consider the change of the noise
types over time, the HMM model is used in [43] to model
the transition of the noise types over time. In this paper, we
propose a NMF-based speech enhancement algorithm using
the HMM to take the temporal aspects of both the speech and
noise into account. Moreover, an online MMSE estimator for
speech enhancement is derived.
III. HMM-BASED SIGNAL MODELS WITH THE KL
DIVERGENCE
In this section, we present the proposed signal models,
i.e., the speech and noise signal models, and the noisy signal
model.
A. Speech and Noise Signal Models
In this work, the same signal model is used for both
the clean speech and the noise signal, so we will illustrate
them using only the clean speech signal. Additionally, we
use the overbar (·) and double dots (Ü·) to represent the clean
speech and the noise, respectively. To consider the temporal
dynamics information of the speech and noise, we use the
HMM. Following the conditional independence property of the
standard HMM [50], the likelihood function can be expressed
as follows:
p(SN ;Φ) =
∑
xN
N∏
n=1
p(sn |xn)p(xn |xn−1), (11)
where xN = [x1, · · · , xn, · · · , xN ]T is a collection of states,
xn ∈ {1, 2, · · · , J} denote the state at the nth frame and J
denotes the total number of states. p(xn |xn−1) denotes the state
transition probability from state xn−1 to xn with p(x1 |x0) being
the initial state probability. p(Sn |xn) is the state-conditioned
likelihood function, Φ is a collection of modeling parameters.
Next, we describe the state transition probability and the state-
conditioned likelihood function, respectively, for the proposed
signal model.
The state transition probability p(xn |xn−1): Following the
standard HMM, we use the first-order-Markov-chain to model
the state transition, that is
p(xn |xn−1) =
J∏
i=1
J∏
j=1
A
l(xn=j,xn−1=i)
i, j , (12)
p(x1 |x0) = p(x1) =
J∏
j=1
pi
l(x1=j)
j , (13)
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where l(·) denotes an indicator function, which is 1 when the
logic expression in the parentheses is true and 0 otherwise.
In addition, Ai, j and pi j denote the transition probability from
the state i to the state j and the initial probability for the
first frame’s state x1 being state j, respectively. Collecting all
the initial and transition probabilities, we can write them into
matrix forms, i.e., pi = [pi1, · · · , pi j, · · · , piJ ]T and A with Ai, j
being the element at the ith row and j th column. Therefore, the
modeling parameters of the HMM can be expressed asΦhmm =
{A, pi, J}. The modeling parameters A and pi with a predefined
J can be trained through the EM algorithm shown in the next
section. In the experiments, we investigate the impact of the
total number of states J.
The state-conditioned likelihood function p(sn |xn): Next, we
present the the proposed state-conditioned likelihood function.
Motived by the good speech enhancement performance, the
computational efficient MU rule, and the equivalence between
the gradient descent derivation and the EM algorithm for the
KL divergence-based NMF, we propose to use the statistical
model (9) and (10) to build the state-conditioned likelihood
function, that is
sn =
K∑
k=1
cn(k), (14)
p(cn(k)|xn) =
F∏
f=1
PO(c f ,n(k);W xnf ,kH
xn
k,n), (15)
where K is the number of basis vectors, cn(k) contains
the hidden variables, W
xn
k,n and H
xn
k,n correspond to the el-
ements of the basis and activation matrices. Writing cn =
[cn(1)T , cn(2)T , · · · , cn(K)T ]T and integrating cn out, the state
conditioned likelihood function can be written as
p(sn |xn) =
∫
p(sn |cn)p(cn |xn) dcn
=
F∏
f=1
PO(|S( f , n)|;
K∑
k=1
W
xn
f ,kH
xn
k,n),
(16)
where we use the superposition property of the Poisson ran-
dom variable [49]. Collecting the unknown parameters {W xnf ,k}
and {Hxnk,n}, we can write them into matrix forms, i.e., {W
j}
and {Hj}. Therefore, unlike the traditional NMF using only
one basis matrix, the proposed model have J basis matrices to
be trained. Each basis matrix is intended to capture a specific
feature (e.g., phoneme) of the speech signal. The modeling
parameters of the proposed state-conditioned likelihood func-
tion can be expressed as Φlike = {{Wj}, {Hj},K, J}. The
modeling parameters {Wj} and {Hj} with predefined J and
K can be trained through the EM algorithm shown in the next
section. In the experiments, we investigate the impact of the
number of basis vectors K and J. It will also be shown that
a multiplicative update rule can be derived for the basis and
activation matrices update of the proposed state-conditioned
likelihood function.
To summarize, five types of parameters in the parameter
set Φ=Φhmm ∪Φlike can be identified. They are the transition
matrix A, initial state probabilities in pi, basis matrices of
different states {Wj}, activation matrices of different states
{Hj}, and modeling parameters K and J. In this paper, the
modeling parameters K and J are predefined, the activation
matrices {Hj} is estimated by online speech enhancement and
the other three types of parameters are obtained using offline
learning.
B. Noisy Speech Model
Based on the proposed clean speech and noise signal
models, (1) and (2), the noisy speech model can be defined. We
assume that there are a total of ÜJ hidden states for the noise
and the hidden state of the noise is Üxn( Üxn ∈ {1, 2, · · · , ÜJ}).
The Üpi and ÜA correspond to the initial state probability and
transition probability matrix of the noise. Thus, there are a total
of J × ÜJ hidden states for the noisy speech. Each composite
state consists of a pair of states of clean speech xn and noise
Üxn. Thus, if we list the state space for noisy signal, we have
(xn = 1, Üxn = 1), (xn = 1, Üxn = 2), · · · , (xn = 1, Üxn = ÜJ); (xn =
2, Üxn = 1), (xn = 2, Üxn = 2), · · · , (xn = 2, Üxn = ÜJ); · · · ; (xn =
J, Üxn = 1), (xn = J, Üxn = 2), · · · , (xn = J, Üxn = ÜJ). Moreover,
the initial state and transition probabilities matrices of the
noisy speech can be expressed as pi⊗ Üpi and A⊗ ÜA, where the ⊗
denotes the Kronecker product. Finally, the state conditioned
likelihood function of the noisy speech can be written as
follows:
p(yn |xn, Üxn) =
F∏
f=1
PO(|(Y ( f , n)|;
K∑
k=1
W
xn
f ,kH
xn
k,n +
ÜK∑
k=1
ÜW Üxn
f ,k
ÜH Üxn
k,n
), (17)
where ÜK , { ÜW Üxn
f ,k
}, and { ÜH Üxn
f ,k
} represent the number of basis
vectors, elements of the basis matrices and the activation
matrices for the noise, respectively. We can write { ÜW Üxn
f ,k
} and
{ ÜH Üxn
k,n
} into matrix forms { ÜWj} and { ÜHj}. Note that, we also
used the superposition property of Poisson random variables
to obtain (17).
IV. OFFLINE NMF-HMM-BASED PARAMETER LEARNING
In the offline training stage, the objective is to find the
parameter set Φ that maximizes the likelihood function (11).
In general, the EM algorithm [50] can be used to address this
problem. Since we used the same model for the speech and the
noise, we here use the clean speech as the example to illustrate
the offline parameter learning process. First, we define the
complete data set (SN, xN,CN ), where CN = [c1, c2, · · · , cN ].
Thus, using the conditional independence property, the com-
plete data likelihood function can be written as
p(SN, xN,CN ) =
N∏
n=1
p(sn |cn)p(cn |xn)p(xn |xn−1). (18)
Next, we show how the parameter set can be obtained it-
eratively using the EM algorithm. Moreover, we propose a
speeding up strategy to lower the computational and memory
complexities. The traditional MU update algorithm for the KL
divergence-based NMF can be seen as a special case of the
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proposed algorithm.
Expectation step: We first calculate the posterior state proba-
bility and the joint posterior probability, which can be written
as
q(xn) = p(xn |SN ;Φi−1), (19)
q(xn, xn−1) = p(xn, xn−1 |SN ;Φi−1), (20)
where i is the iteration number. The calculation of (19) and
(20) can be performed using the forward-backward algo-
rithm [50]. Apart from this, we also need to evaluate the
posterior expectation Ecn |SN ,xn ;Φi−1 (cn), which will be used
in the maximization-step. By using the Bayes rule and the
conditional independence property of the proposed model, we
have
q(cn |xn) = p(cn |SN, xn;Φi−1) =
p(sn |cn)p(cn |xn)
p(SN, xn) . (21)
Combining (14) and (15) and following the derivation in [49],
we have
q(cn |xn) =
F∏
f=1
M(c f ,n(1), · · · , c f ,n(K); |S( f , n)|, pxnf ,n(1), · · · , pxnf ,n(K)),
(22)
where M(·) denotes the multinomial distribution and
pxn
f ,n
(k) = W
xn
f ,kH
xn
k,n∑K
l=1W
xn
f ,lH
xn
l,n
. (23)
Using the properties of the multinomial distribution, the mean
can be written as
E(c f ,n(k)|SN, xn) = |S( f , n)|
W
xn
f ,kH
xn
k,n∑K
l=1W
xn
f ,lH
xn
l,n
. (24)
Maximization step: In this step, our objective is to find
parameters to maximize the expectation of the logarithm of
the complete data likelihood, that is,
Φi = argmax
Φ
ExN ,CN |SN ;Φi−1 [log p(SN, xN,CN )]. (25)
The estimators for the A and pi are the same as the traditional
HMM [50]. For completeness, the results are shown below
pi j =
q(x1 = j)∑J
o=1 q(x1 = o)
, (26)
Ao, j =
∑N
n=2 q(xn = j, xn−1 = o)∑J
j=1
∑N
n=2 q(xn = j, xn−1 = o)
, (27)
where 1 ≤ o, j ≤ J. The estimated basis and activation
matrices can be derived by setting the derivatives of (25) to
zeros, and we can obtain
W j
f ,k
=
∑N
n=1 q(xn = j)E(c f ,n(k)|SN, xn = j)∑N
n=1 q(xn = j)H jk,n
, (28)
Algorithm 1: Offline NMF-HMM-based parameter learning
1: Randomly initiate W j and H j, j ∈ {1, 2, · · · , J }
2: for i = 1, 2, 3, · · · , I do
Expectation step:
3: Calculate p(sn |xn), 1 ≤ n ≤ N based on (16)
4: Obtain (19) and (20) using the forward-backward algorithm [50]
Maximization step:
5: Re-estimate pi and A based on (26) and (27)
6: Re-estimate W j and H j based on (32) and (33)
7: end for
H j
k,n
=
∑F
f=1 E(c f ,n(k)|SN, xn = j)∑F
f=1W
j
f ,k
. (29)
Speeding up strategy: Although we can directly use the
above EM algorithm to update the parameter set, saving the
conditional expectation of c f ,n(k) in (24) requires a lot of
memory. Like [49], we substitute (24) into (28) and (29), and
we can obtain:
W j
f ,k
←
N∑
n=1
q(xn = j)
|S( f , n)|H jk,n∑K
l=1W
j
f ,lH
j
l,n∑N
n=1 q(xn = j)H jk,n
, (30)
H j
k,n
←
F∑
f=1
W
j
f ,k |S( f , n)|∑K
l=1W
j
f ,lH
j
l,n∑F
f=1 H
j
k,n
. (31)
We can further write (30) and (31) in matrix forms
Wj ←Wj 
SN
WjHj
Λ( j)(Hj)T
1(Hj)T
, (32)
Hj ← Hj 
(Wj)T SN
WjHj
(Wj)T1
, (33)
where Λ( j) = diag(q(x1 = j), q(x2 = j), · · · , q(xN = j)).
Using the proposed speeding up strategy, the computing and
saving of the conditional expectation of c f ,n(k) in (24) is
not required. Moreover, the multiplicative update rules for
the basis and activation matrices can be obtained, leading to
fast computing. Comparing the update rules of the proposed
method (32), (33) and the traditional NMF-based method (5),
(6), the difference is that the basis vectors update rule (32)
for the proposed method takes the posterior state information
Λ( j) into account. In fact, if the number of state is set to 1
(i.e., J = 1), the proposed training method is identical to the
traditional KL divergence-based NMF approach. The entire
flow of the offline parameter learning is shown in Algorithm
1. Note that, for stability reasons, each column of Wj is
normalized to have unit norm during training.
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V. ONLINE SPEECH ENHANCEMENT USING THE MMSE
ESTIMATOR
A. MMSE Estimator for the NMF-HMM
In this section, we propose a MMSE-based online speech
enhancement algorithm for the proposed NMF-HMM model.
The objective is to obtain the MMSE estimate of the desired
clean speech signal from noisy observation, i.e.,
sˆn = Esn |Yn (sn) =
∫
snp(sn |Yn) dsn, (34)
In (34), the posterior probability p(sn |Yn) can be derived as
p(sn |Yn) =
p(sn, yn |Yn−1)
p(yn |Yn−1)
=
∑
xn, Üxn p(sn, yn |xn, Üxn)p(xn, Üxn |Yn−1)
p(yn |Yn−1) ,
(35)
where we use the conditional independence property of the
HMM. The term p(xn, Üxn |Yn−1) in (35) can be expressed as
p(xn, Üxn |Yn−1)
=
∑
xn−1, Üxn−1
p(xn, Üxn |xn−1, Üxn−1)p(xn−1, Üxn−1 |Yn−1), (36)
where the first term after the summation is the state transition
probability for noisy signal and the second term is the for-
ward probability that can be acquired using the well-known
forward algorithm [50]. By applying the Bayes rule, the term
p(sn, yn |xn, Üxn) in (35) can be further written as
p(sn, yn |xn, Üxn) = p(sn |yn, xn, Üxn)p(yn |xn, Üxn). (37)
Substituting (37) to (35), the posterior probability can be re-
written as
p(sn |Yn) =
∑
xn−1, Üxn−1
ωxn, Üxn p(sn |yn, xn, Üxn), (38)
where the weight 0 ≤ ωxn, Üxn ≤ 1 is defined as
ωxn, Üxn =
p(yn |xn, Üxn)p(xn, Üxn |Yn−1)∑
xn, Üxn p(yn |xn, Üxn)p(xn, Üxn |Yn−1)
. (39)
Thus, by combining (34) and (38), the proposed HMM-based
MMSE estimator can be expressed as
sˆn =
∑
xn, Üxn
ωxn, Üxn
∫
snp(sn |yn, xn, Üxn) dsn. (40)
Instead of obtaining the posterior probability density function
(PDF) p(sn |yn, xn, Üxn) directly, we derive the formula for the
joint posterior PDF of the clean speech and noise first, that is,
p(sn,mn |yn, xn, Üxn)
=
p(yn |sn,mn)p(sn,mn |xn, Üxn)
p(yn |xn, Üxn)
=
p(yn |sn,mn)p(sn |xn)p(mn | Üxn)
p(yn |xn, Üxn) .
(41)
By using (1), we can express the likelihood function
p(yn |sn,mn) as p(yn |sn,mn) = δ(yn − sn −mn), where δ(·)
denotes the Dirac delta function, which is defined by δ(0) =
+∞ and δ(x) = 0 when x , 0. Furthermore, there is
∫ +∞
−∞ δ(x) dx = 1. The prior probability p(sn |xn) and p(mn | Üxn)
can be estimated by using (16). Following the derivation
in [49], we can verify that the joint posterior PDF can be
expressed in terms of the multinomial distribution as
p(sn,mn |yn, xn, Üxn) =
F∏
f=1
M(|S( f , n)|, |M( f , n)|; |Y ( f , n)|, p f ,n(xn, Üxn), qf ,n(xn, Üxn)),
(42)
where p f ,n(xn, Üxn) and qf ,n(xn, Üxn) are defined as
p f ,n(xn, Üxn) =∑K
k=1W
xn
f ,kH
xn
k,n∑K
k=1W
xn
f ,kH
xn
k,n +
∑ ÜK
k=1
ÜW Üxn
f ,k
ÜH Üxn
k,n
,
(43)
where qf ,n(xn, Üxn) = 1 − p f ,n(xn, Üxn). Therefore, the integral
term in (40) can be expressed as∫
snp(sn |yn, xn, Üxn) dsn
=
∫
sn
∫
p(sn,mn |yn, xn, Üxn) dmn dsn
= yn  pn(xn, Üxn),
(44)
where pn(xn, Üxn) = [p1,n(xn, Üxn), · · · , pF,n(xn, Üxn)]T , and we
used the marginal mean property of the multinomial distri-
bution. Combing (40) and (44), the MMSE estimator can be
expressed as:
sˆn = yn  gn, (45)
gn =
∑
xn, Üxn
ωxn, Üxnpn(xn, Üxn), (46)
where gn can be viewed as the spectral gain vector for the
proposed model. Comparing the proposed gain vector gn and
the traditional NMF-based gain vector [35], we find that the
proposed gain vector is a weighted sum of each stateâA˘Z´s
gain, which is in the Wiener filtering form as the traditional
NMF gain (7).
B. Online Estimation of Activation Matrices
After obtaining the trained basis matrices W
xn
f ,k and ÜW Üxnf ,k for
both the clean speech and noise in the training stage, we need
to obtain the online estimates of the activation parameters H
xn
f ,k
and ÜH Üxn
f ,k
to acquire the gain in (45) and (46). The activation
matrices are estimated by maximizing the logarithm of the
state-conditioned likelihood function (17), which is equivalent
to
hn(xn, Üxn) = argmin
hn
KL(yn |[Wxn, ÜW Üxn ]hn), (47)
hn(xn, Üxn) = [hn(xn, Üxn)T , Ühn(xn, Üxn)T ]T , (48)
where the clean and noise activation matrices for the state
(xn, Üxn) are defined as hn(xn, Üxn) = [Hxn1,n,H
xn
2,n, · · · ,HxnK,n]
T
and Ühn(xn, Üxn) = [ ÜH Üxn1,n, ÜH Üxn2,n, · · · ,H ÜxnÜK,n]T . The activation ma-
trix (48) can be obtained iteratively by using the multiplicative
update rule in equation (6). Note that, to obtain the activation
matrices for different states, parallel computing can be used to
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Algorithm 2: MMSE-based online speech enhancement
1: Input magnitude spectrum: Yn
2: Initiate pi ⊗ Üpi and A ⊗ ÜA
3: for n = 1, 2, 3, · · · , N do
4: Initiate hn(xn, Üxn)
5: Based on (6) and (48), obtain the iterative estimation hn(xn, Üxn)
6: Calculate p(yn |xn, Üxn) based on (17)
7: Apply the forward algorithm and combine (36) and (39) to acquire
ωxn, Üxn
7: Obtain pn(xn, Üxn) using (43)
8: Calculate the spectral gain gn using (46)
9: By equation(45), estimate the clean speech sˆn
10: end for
reduce the time complexity. It can be readily shown that when
J = ÜJ = 1, the gain vectors for the proposed algorithm (46)
and the standard NMF (7) are identical, that is gn = gNMFn .
The entire flow of proposed MMSE-based online speech
enhancement algorithm is illustrated by Algorithm 2.
VI. ANALYSIS OF EXPERIMENTS AND RESULTS
In this section, we investigate and evaluate the proposed
algorithm using various experiments. First, we investigate the
effect of different parameter settings for the proposed model,
that is the number of states and basis vectors of clean speech
and noise, respectively. Second, we compare the proposed
NMF-HMM with other state-of-the-art speech enhancement
methods to demonstrate the effectiveness of the proposed
algorithm. In this work, the PESQ [40], ranging from -0.5
to 4.5, is used to quantify the enhanced speech quality. The
STOI [41], ranging from 0 to 1, is used to measure the speech
intelligibility.
A. Experimental data preparation
In this study, the proposed algorithm is evaluated using
the TIMIT [51] and NOISEX-92 [52] databases. During the
training stage, all 4620 utterances from the TIMIT training
database are used to train the proposed NMF-HMM model for
the clean speech. The Babble, F16, Factory and White noise
from the NOISEX-92 database are used to train the NMF-
HMM model for the noise. For the experiments in Section
VI-B, 200 utterances from the TIMIT test set, including 1680
utterances, are randomly chosen to build the test database.
Then, four types of noise are added at four different SNR
levels (i.e., -5, 0, 5, and 10 dB). The noise types of the testing
set are the same as the training set, but no overlap between
the signals in the two sets. In total, 200 × 4 × 4 = 3200
utterances are used for evaluation. For the experiments in Sec-
tion VI-C, apart from the aforementioned four types of noise,
we further add the destroyerengine and destroyerops noise
(from the NOISEX-92 database) to the test set to evaluate the
performance of various speech enhancement algorithms. Note
that, these two noise types are not included in the training set.
In all experiments, the sound signals are down-sampled to 16
kHz. The frame length is set to 1024 samples (64 ms) with a
frame shift of 512 samples (32 ms). The size of STFT is 1024
points with a Hanning window. Furthermore, the maximum
number of iterations is set to 30 in the training stage and
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(b) Average PESQ scores (K = 25, K¨ = 1, J¨ = 70)
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Fig. 1. Performance of the NMF-HMM and T-NMF using different numbers
of clean speech basis vectors.
15 in the online speech enhancement stage for the proposed
NMF-HMM algorithm.
B. Number of states and basis vectors analysis
As explained in Sections III and IV, four parameters need
to be pre-defined in our proposed NMF-HMM-based speech
enhancement algorithm. These parameters are number of states
(J and ÜJ) and basis vectors (K and ÜK) for the clean speech and
noise. In this part, we investigate the effects of these param-
eters in our proposed method and choose suitable parameters
for the later experiments.
First, we investigate the effect of total numbers of clean
speech basis vectors (K × J) for the NMF-HMM and T-
NMF. In this experiment, we use the average STOI and PESQ
scores of 3200 utterances as the performance metrics. In this
experiment, the number of noise basis vectors for both the
proposed NMF-HMM and T-NMF is fixed to 70 and the
number of noise states for the NMF-HMM is fixed to 1. For
the T-NMF, the number of clean speech basis vectors K is
varied as 25, 125, 250, 500 and 1000. For the NMF-HMM,
the K is fixed to 25 and J is varied as 1, 5, 10, 20 and 40 .
This parameter setting ensures that the total number of clean
speech basis vectors is the same for the T-NMF and NMF-
HMM. The experimental results are shown in Figure 1. As
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TABLE I
AVERAGE STOI SCORES (%) OF DIFFERENT CLEAN SPEECH STATE (K = 25, ÜJ = 2, ÜK = 70)
SNR(dB) -5 0 5 10
Noisy 51.59 (± 0.50) 64.26 (± 0.52) 76.30 (± 0.47) 85.86 (± 0.36)
T-NMF 55.85 (± 0.76) 68.96 (± 0.73) 79.51 (± 0.59) 86.78 (± 0.40)
NMF-HMM, J = 1 56.14 (± 0.76) 69.21 (± 0.72) 79.29 (± 0.57) 85.80 (± 0.39)
NMF-HMM, J = 5 57.32 (± 0.80) 71.00 (± 0.74) 81.16 (± 0.58) 87.94 (± 0.38)
NMF-HMM, J = 10 58.54 (± 0.83) 72.35 (± 0.74) 82.23 (± 0.56) 88.80 (± 0.37)
NMF-HMM, J = 20 59.56 (± 0.84) 73.24 (± 0.74) 82.92 (± 0.54) 89.10 (± 0.36)
NMF-HMM, J = 40 59.84 (± 0.87) 73.46 (± 0.75) 83.17 (± 0.55) 89.33 (± 0.36)
-5 0 5 10
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
SNR
P
E
S
Q
Average PESQ scores for different number of clean speech states
Noisy T-NMF
NMF-HMM, J = 1 NMF-HMM, J = 5
NMF-HMM, J = 10 NMF-HMM, J = 20
NMF-HMM, J = 40
Fig. 2. Average PESQ scores of proposed algorithm with different number
of clean states (K = 25, ÜJ = 2, ÜK = 70).
can be seen, the T-NMF can achieve the best performance
when K = 25. However, its performance degraded with the
increasing of number of basis vectors due to overfitting. By
contrast, NMF-HMM achieves higher PESQ and STOI scores
with an increasing number of clean speech basis vectors by
taking the temporal dynamics into account using the HMM
model. Furthermore, it can be found that NMF-HMM can
achieve a 5% improvement for STOI and 0.18 improvement
for PESQ than T-NMF.
1) Number of states analysis: Then, we investigate the
effect of the number of clean speech states (i.e., J) to the
proposed model. The number of noise states is set to 2 (i.e.,
ÜJ = 2) for the proposed NMF-HMM. The number of basis
vectors for the clean speech and noise is fixed to K = 25
and ÜK = 70, respectively. The number of clean speech states
is chosen as 1, 5, 10, 20 and 40. The traditional NMF-
based speech enhancement (T-NMF) method ( ÜJ = 1, J =
1,K = 25, ÜK = 70) [35] is used as the reference method.
The enhancement performance is evaluated by the PESQ and
STOI.
Figure 2 shows the average PESQ score for different number
of clean speech states J in different SNRs. It can be seen
that J = 1, ÜJ = 2 has a slightly better PESQ score than
the T-NMF (J = 1, ÜJ = 1) in the low-SNR environment.
-5 0 5 10
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1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
SNR
P
E
S
Q
Average PESQ scores for different number of noise states
Noisy T-NMF
NMF-HMM, J¨ = 1 NMF-HMM, J¨ = 2
NMF-HMM, J¨ = 5 NMF-HMM, J¨ = 10
Fig. 3. Average PESQ scores of proposed algorithm with different numbers
of noise state (J = 10, K = 25, ÜK = 70).
In addition, with an increasing J, the proposed NMF-HMM
method has a consistently increasing PESQ score. In the
present setting, the highest PESQ score is achieved when
the J is 40. TABLE I indicates the average STOI scores
with 95% confidence interval in different SNRs. As shown
in TABLE I, the NMF-HMM with J = 1 and ÜJ = 2 has a
similar performance to the T-NMF. Moreover, for the proposed
NMF-HMM, the STOI improvement from J = 1 to J = 10
is larger than from J = 10 to J = 40. Furthermore, by taking
the temporal dynamics of the speech signal into account, the
proposed NMF-HMM with J > 1 (it also increases the total
number of basis vectors) has a consistently better STOI score
than the T-NMF. The proposed method with J = 40 has the
best performance in all SNRs.
Next, we investigate the influence of the number of noise
states. The number of clean speech states is set to J = 10. The
number of noise states ÜJ is chosen as 1, 2, 5 and 10. All the
other settings are the same as the previous experiment. Figure
3 shows the average PESQ scores for different number of noise
states ÜJ in different SNRs. It can be seen that using a larger ÜJ
tends to slightly improve the PESQ score, especially in high
SNR scenarios (e.g., 5-10 dB). Table II illustrates the average
STOI scores with 95% confidence interval in different SNRs.
In general, a larger number of noise states helps the NMF-
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TABLE II
AVERAGE STOI SCORES (%) OF DIFFERENT NOISE STATE (J = 10, K = 25, ÜK = 70)
SNR(dB) -5 0 5 10
Noisy 51.59 (± 0.50) 64.26 (± 0.52) 76.30 (± 0.47) 85.86 (± 0.36)
T-NMF 55.85 (± 0.76) 68.96 (± 0.73) 79.51 (± 0.59) 86.78 (± 0.40)
NMF-HMM, ÜJ = 1 57.71 (± 0.83) 71.50 (± 0.75) 81.79 (± 0.59) 88.62 (± 0.38)
NMF-HMM, ÜJ = 2 58.54 (± 0.83) 72.35 (± 0.74) 82.23 (± 0.56) 88.80 (± 0.37)
NMF-HMM, ÜJ = 5 58.86 (± 0.82) 72.74 (± 0.73) 82.73 (± 0.55) 89.13 (± 0.37)
NMF-HMM, ÜJ = 10 59.42 (± 0.82) 73.08 (± 0.73) 82.78 (± 0.55) 89.20 (± 0.37)
TABLE III
STOI SCORES (%) OF DIFFERENT NUMBERS OF CLEAN SPEECH BASIS VECTORS ( ÜJ = 2, J = 40, ÜK = 70)
SNR(dB) -5 0 5 10
Noisy 51.59 (± 0.50) 64.26 (± 0.52) 76.30 (± 0.47) 85.86 (± 0.36)
T-NMF 55.85 (± 0.76) 68.96 (± 0.73) 79.51 (± 0.59) 86.78 (± 0.40)
NMF-HMM, K = 5 59.27 (± 0.85) 69.98 (± 0.69) 77.53 (± 0.54) 82.81 (± 0.44)
NMF-HMM, K = 10 59.98 (± 0.87) 71.94 (± 0.71) 80.42 (± 0.53) 86.20 (± 0.38)
NMF-HMM, K = 25 59.84 (± 0.87) 73.46 (± 0.75) 83.17 (± 0.55) 89.33 (± 0.36)
NMF-HMM, K = 50 57.41 (± 0.83) 71.08 (± 0.77) 81.79 (± 0.59) 89.11 (± 0.38)
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Fig. 4. Average PESQ scores of different numbers of clean speech basis
vectors ( ÜJ = 2, J = 40, ÜK = 70).
HMM achieve higher STOI score. The highest STOI score is
achieved when ÜJ = 10. However, the STOI improvement from
increasing ÜJ is limited. For example, there is no significant
difference between ÜJ = 2 and ÜJ = 10. Therefore, we can
conclude that the influence of number of noise states ÜJ is less
sensitive than the influence of clean speech states J for the
proposed NMF-HMM method. This might be due to the noise
being fairly stationary in this experiment and there are more
changes for clean speech.
2) Number of basis vector analysis: The number of basis
vectors is another important parameter for proposed NMF-
HMM algorithm. In this part, we investigate its influence to
the PESQ and STOI performance. The number of clean speech
-5 0 5 10
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Fig. 5. Average PESQ scores of different numbers of noise basis vectors
( ÜJ = 2, J = 40, K = 25).
states and noise states are set to J = 40 and ÜJ = 2, respectively.
First, we investigate the influence of the number of clean
speech basis vectors. The number of noise basis vectors is
set to ÜK = 70. The number of clean speech basis vectors K is
set to 5, 10, 25, 50. The other settings are set to the same as the
previous experiment. Figure 4 shows the average PESQ scores
for different number of clean speech basis vectors. As can
be seen, the proposed NMF-HMM method achieves a higher
PESQ score than T-NMF in most cases. However, higher K
cannot ensure better PESQ scores for the proposed algorithm
probably due to the models overfitting to the limited training
set. Additionally, the proposed method achieves the highest
PESQ score when K = 10 at 0 and 5 dB SNRs. Table III
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TABLE IV
STOI SCORES (%) OF DIFFERENT NUMBERS OF NOISE BASIS VECTORS ( ÜJ = 2, J = 40, K = 25)
SNR(dB) -5 0 5 10
Noisy 51.59 (± 0.50) 64.26 (± 0.52) 76.30 (± 0.47) 85.86 (± 0.36)
T-NMF 55.85 (± 0.76) 68.96 (± 0.73) 79.51 (± 0.59) 86.78 (± 0.40)
NMF-HMM, ÜK = 10 55.74 (± 0.79) 69.40 (± 0.77) 80.80 (± 0.60) 88.85 (± 0.39)
NMF-HMM, ÜK = 20 57.28 (± 0.82) 70.86 (± 0.77) 81.69 (± 0.58) 89.20 (± 0.37)
NMF-HMM, ÜK = 40 58.57 (± 0.85) 71.99 (± 0.76) 82.23 (± 0.57) 89.22 (± 0.36)
NMF-HMM, ÜK = 70 59.84 (± 0.87) 73.46 (± 0.75) 83.17 (± 0.55) 89.33(± 0.36)
TABLE V
COMPARISON OF STOI SCORES (%) FOR VARIOUS ALGORITHMS UNDER DIFFERENT SNRS USING SIX TYPES OF NOISE.
SNR(dB) Noise Type Noisy Log-MMSE OMLSA SLF-NMF NMF-HMM
-5
Babble 48.28 44.64 43.89 47.81 49.95
F16 49.03 52.71 49.29 57.17 61.95
Factory 55.07 55.29 52.11 58.98 62.67
destroyerengine 51.37 57.01 51.62 50.83 51.81
destroyerops 54.09 55.00 52.23 54.18 56.99
White 53.97 55.76 48.95 58.38 64.79
Average 51.97 (± 0.08) 53.41 (± 0.09) 49.68 (± 0.09) 54.56 (± 0.09) 58.03 (± 0.11)
0
Babble 60.54 58.02 57.96 61.72 66.14
F16 62.09 66.15 63.05 69.75 75.25
Factory 67.64 67.85 66.15 71.69 75.48
destroyerengine 64.03 69.95 65.22 63.36 67.26
destroyerops 65.49 66.71 64.34 66.24 70.75
White 66.79 68.39 63.64 69.61 76.97
Average 66.43 (± 0.08) 66.17 (± 0.08) 63.39 (± 0.09) 67.06 (± 0.09) 71.97 (± 0.09)
5
Babble 72.57 71.48 71.95 73.75 78.72
F16 74.55 77.59 76.32 79.28 83.96
Factory 78.83 78.70 78.38 79.81 84.23
destroyerengine 76.67 80.86 78.29 75.95 80.43
destroyerops 75.72 76.84 74.98 76.98 80.89
White 79.27 79.76 77.89 80.44 85.78
Average 76.27 (± 0.07) 77.54 (± 0.07) 76.31 (± 0.08) 77.70 (± 0.07) 82.34 (± 0.07)
10
Babble 82.66 81.98 83.08 83.05 86.96
F16 84.88 86.40 86.53 86.49 89.43
Factory 87.02 86.40 87.16 87.31 89.38
destroyerengine 86.92 88.80 88.17 85.99 88.30
destroyerops 84.18 84.76 83.86 84.63 87.58
White 88.88 88.14 87.95 89.05 91.51
Average 85.76 (± 0.05) 86.08 (± 0.05) 86.13 (± 0.06) 86.09 (± 0.05) 88.87 (± 0.04)
compares STOI scores for different K . As can be seen, when
K = 25, the proposed NMF-HMM achieves the highest STOI
score under 0 to 10 dB scenarios. In -5 dB SNR, the NMF-
HMM with K = 10 has the best performance. However, the
STOI scores of the NMF-HMM with K = 25 and K = 10
are comparable in -5 db scenario. From the PESQ and STOI
results, it can be concluded that that a better PESQ can be
obtained for the proposed NMF-HMM with K = 10 but a
high STOI when K = 25. We set K = 25 for the subsequent
experiments.
In the next experiment, the effect of number of noise basis
vectors is investigated. Here, we set J = 40, ÜJ = 2, K = 25
and ÜK is set to 10, 20 ,40, and 70. The T-NMF is used as the
reference method. Figure 5 shows the average PESQ scores for
different ÜK . It can be seen that the a higher number of noise
basis vectors leads to a higher PESQ score for both the T-NMF
and NMF-HMM. In all SNR scenarios, the NMF-HMM with
ÜK = 70 has the best PESQ performance. The average STOI
scores with different ÜK are given in Table IV. As can be seen,
the highest STOI score is obtained when ÜK = 70. Finally,
based on the PESQ and STOI test results, we set ÜK = 70 for
the subsequent experiments.
Combining above results and analysis, for the proposed
NMF-HMM, we set J = 40, ÜJ = 2,K = 25, ÜK = 70 to conduct
the rest of experiments. It should be noted that this parameter
settings may not be appropriate for a different training or test
database. A good choice of parameters for the proposed algo-
rithm is to balance the errors of overfitting and underfitting.
Pr
ep
rin
t
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, JUNE 2020 11
0
2
4
6
8
F
re
q
u
en
cy
[k
H
z]
[d
B
]
(a) Clean speech
0 20 40 60 80 100
0
2
4
6
8
F
re
q
u
en
cy
[k
H
z]
[d
B
]
(b) Noisy Speech (Babble noise, SNR = 0 dB)
0 20 40 60 80 100
0
2
4
6
8
F
re
q
u
en
cy
[k
H
z]
(c) Enhanced by Log-MMSE
0.5 2 4 6 8 10 11.2
0
2
4
6
8
Time [s]
F
re
q
u
en
cy
[k
H
z]
(e) Enhanced by SLF-NMF
0
2
4
6
8
F
re
q
u
en
cy
[k
H
z]
(d) Enhanced by OM-LSA
0.5 2 4 6 8 10 11.2
0
2
4
6
8
Time [s]
F
re
q
u
en
cy
[k
H
z]
(f) Enhanced by NMF-HMM
Fig. 6. Spectrograms of the clean speech, noisy speech and enhanced signals by various speech enhancement algorithms under 0 dB babble noise.
C. Overall Evaluation
In this section, we compare the proposed NMF-HMM
speech enhancement method with state-of-the-art speech en-
hancement methods. We choose the optimally-modified log-
spectral amplitude (OM-LSA) method [53] with IMCRA noise
estimator [54], span linear filters method [7] (SLF-NMF),
which applied the parametric NMF [16] and Log-MMSE [55]
algorithm as the reference methods. For the SLF-NMF, the
maximum SNR filter is applied. The codebook size of clean
speech and noise is set to 64 and 8, respectively.
First, the enhancement algorithms are used to process a
noisy speech signal in babble noise under 0 dB SNR. The
spectrograms of the clean speech, noisy signal and enhanced
signals are shown in Figure 6. It can be seen that all the meth-
ods enhances the speech efficiently. However, the unsupervised
methods (OMLSA and Log-MMSE) remove more background
noise, but they also introduce musical noise, degrading the
intelligibility. The supervised NMF-based methods (SLF-NMF
and NMF-HMM) can recover more speech characteristics than
the unsupervised methods, especially in the low-frequency
area. Comparing NMF-HMM with other methods, it can
be found that NMF-HMM can recover a better harmonic
structure. For example, a better recovery of the harmonic
structure of the proposed NMF-HMM can be seen at 0.5 and
11.2 seconds (inside the black and blue circles). Moreover,
compared with the SLF-NMF, the NMF-HMM removes more
noise between the harmonic bands (e.g., the area inside the
black circle). Furthermore, the proposed NMF-HMM does
not generate musical noise. Therefore, comparing with the
reference methods, the best speech enhancement performance
can be obtained using the proposed NMF-HMM.
Second, the performance of the proposed NMF-HMM, SLF-
NMF, Log-MMSE, and OM-LSA are evaluated using the
test set. It should be noted that the destroyerengine and
destroyerops noise, not in the training set, are included in
the test set to evaluate the performance. Figure 7 shows the
average PESQ scores with 95% confidence interval of these
algorithms. As can be seen, the SLF-NMF has the worst
performance among these algorithms. This is due to its poor
performance for dealing with unseen noise types. Moreover,
the proposed NMF-HMM outperforms other enhancement
algorithms in all SNR scenarios, except that the Log-MMSE
and NMF-HMM have a similar performance when SNR=10.
Furthermore, in low SNR scenarios (e.g., -5–5 dB), the average
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Fig. 7. Average PESQ scores of different algorithms using six types of noise
under different SNRs.
PESQ score improvement of the proposed NMF-HMM is
larger than 0.05 against the other algorithms. The results of
the STOI scores with 95% confidence interval for various
algorithms are given in Table V. As can be seen, the SLF-NMF
has a better performance than the Log-MMSE and OMLSA
when the noise types are in the training set. However, under
unseen noise cases, that is destroyerengine and destroyerops
noise, the performance of the SLF-NMF is comparable to
the OMLSA. The Log-MMSE has the best performance in
all cases for the destroyerengine noise. The proposed NMF-
HMM achieves the best speech enhancement performance in
all the other cases. Moreover, in high SNRs (e.g, 5-10 dB)
under destroyerengine noise, the STOI scores of the proposed
NMF-HMM and Log-MMSE are comparable. Furthermore,
compared with the reference methods, the NMF-HMM has
the highest average STOI score.
VII. CONCLUSION
In this work, we propose a NMF-HMM-based speech en-
hancement algorithm that applies the sum of Poisson, leading
to the KL divergence measure, as the observation model for
each state of HMM. The computationally efficient multiplica-
tive update rule can be used to conduct parameter updates
during the training stage for the proposed method. Moreover,
using the HMM, the temporal dynamic information of speech
signals can be captured. Furthermore, we also propose a novel
NMF-HMM-based MMSE estimator to conduct online speech
enhancement. The parallel computation can be applied for
the proposed estimator, so we can effectively reduce the time
complexity during the online speech enhancement stage. By
experiments, suitable number of states basis vectors for the
proposed NMF-HMM are found. Our experimental results also
indicate that the proposed algorithm can outperform state-
of-the-art NMF-based and unsupervised speech enhancement
methods. In addition, the NMF-HMM can achieve the better
performance than SLF-NMF in the tested unseen noise cases
(destroyerengine and destroyerops). The generalization ability
of the proposed method in other unseen noise cases is expected
to be investigated in the future work.
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