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WELL-POSEDNESS IN SMOOTH FUNCTION SPACES FOR THE
MOVING-BOUNDARY 3-D COMPRESSIBLE EULER EQUATIONS IN
PHYSICAL VACUUM
DANIEL COUTAND AND STEVE SHKOLLER
Abstract. We prove well-posedness for the 3-D compressible Euler equations with mov-
ing physical vacuum boundary, with an equation of state given by p(ρ) = Cγργ for
γ > 1. The physical vacuum singularity requires the sound speed c to go to zero as the
square-root of the distance to the moving boundary, and thus creates a degenerate and
characteristic hyperbolic free-boundary system wherein the density vanishes on the free-
boundary, the uniform Kreiss–Lopatinskii condition is violated, and manifest derivative
loss ensues. Nevertheless, we are able to establish the existence of unique solutions to
this system on a short time-interval, which are smooth (in Sobolev spaces) all the way
to the moving boundary, and our estimates have no derivative loss with respect to initial
data. Our proof is founded on an approximation of the Euler equations by a degenerate
parabolic regularization obtained from a specific choice of a degenerate artificial viscosity
term, chosen to preserve as much of the geometric structure of the Euler equations as
possible. We first construct solutions to this degenerate parabolic regularization using
a new higher-order Hardy-type inequality; we then establish estimates for solutions to
this degenerate parabolic system which are independent of the artificial viscosity pa-
rameter. Solutions to the compressible Euler equations are found in the limit as the
artificial viscosity tends to zero. Our regular solutions can be viewed as degenerate vis-
cosity solutions. Out methodology can be applied to many other systems of degenerate
and characteristic hyperbolic systems of conservation laws.
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2 D. COUTAND AND S. SHKOLLER
1. Introduction
1.1. The compressible Euler equations in Eulerian variables. For 0 ≤ t ≤ T , the evo-
lution of a three-dimensional compressible gas moving inside of a dynamic vacuum boundary
is modeled by the one-phase compressible Euler equations:
ρ[ut + u ·Du] +Dp(ρ) = 0 in Ω(t) , (1.1a)
ρt + div(ρu) = 0 in Ω(t) , (1.1b)
p = 0 on Γ(t) , (1.1c)
V(Γ(t)) = u · n(t) (1.1d)
(ρ, u) = (ρ0, u0) on Ω(0) , (1.1e)
Ω(0) = Ω . (1.1f)
The open, bounded subset Ω(t) ⊂ R3 denotes the changing volume occupied by the gas,
Γ(t) := ∂Ω(t) denotes the moving vacuum boundary, V(Γ(t)) denotes the normal velocity
of Γ(t), and n(t) denotes the exterior unit normal vector to Γ(t). The vector-field u =
(u1, u2, u3) denotes the Eulerian velocity field, p denotes the pressure function, and ρ denotes
the density of the gas. The equation of state p(ρ) is given by
p(x, t) = Cγ ρ(x, t)
γ for γ > 1, (1.2)
where Cγ is the adiabatic constant which we set to unity, and
ρ > 0 in Ω(t) and ρ = 0 on Γ(t) .
Equation (1.1a) is the conservation of momentum; (1.1b) is the conservation of mass; the
boundary condition (1.1c) states that the pressure (and hence the density function) vanish
along the moving vacuum boundary Γ(t); (1.1d) states that the vacuum boundary Γ(t) is
moving with speed equal to the normal component of the fluid velocity, and (1.1e)-(1.1f)
are the initial conditions for the density, velocity, and domain. Using the equation of state
(1.2), (1.1a) is written as
ρ[ut + u ·Du] +Dργ = 0 in Ω(t) . ( 1.1a’)
1.2. Physical vacuum. With the sound speed given by c :=
√
∂p/∂ρ and N denoting the
outward unit normal to the initial surface Γ, satisfaction of the condition
∂c20
∂N
< 0 on Γ (1.3)
defines a physical vacuum boundary (see [21], [24], [25], [26], [27], [44]), where c0 = c|t=0
denotes the initial sound speed of the gas.
The physical vacuum condition (1.3) is equivalent to the requirement that
∂ργ−10
∂N
< 0 on Γ , (1.4)
a condition necessary for the gas particles on the boundary to accelerate. Since ρ0 > 0 in
Ω, (1.4) implies that for some positive constant C and x ∈ Ω near the vacuum boundary Γ,
ργ−10 (x) ≥ Cdist(x,Γ) . (1.5)
Because of condition (1.5), the compressible Euler system (1.1) is a degenerate and char-
acteristic hyperbolic system which violates the uniform Kreiss–Lopatinskii condition [18],
and to which standard methods of symmetric hyperbolic conservation laws are apparently
ineffective. The moving boundary is characteristic because of the evolution law (1.1d), and
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the system of conservation laws is degenerate because of the appearance of the density
function as a coefficient in the nonlinear wave equation which governs the dynamics of the
divergence of the velocity of the gas; in turn, weighted estimates show that this wave equa-
tion indeed loses derivatives with respect to the uniformly hyperbolic non-degenerate case
of a compressible liquid, wherein the density takes the value of a strictly positive constant
on the moving boundary [7]. We provide a brief history of results in this area in Section 1.9
below.
We note that with a faster rate of degeneracy of the density function, such as, for example,
dist(x,Γ(t))b for b = 2, 3, ...., the analysis becomes significantly easier; for instance, if b = 2,
then
Dργ−10 (x,t)√
ργ−10 (x,t)
is bounded for all x ∈ Ω. This bound makes it possible to readily control
error terms in energy estimates, and in effect removes the singular behavior associated
with the physical vacuum condition (1.5). On the other hand, if ργ−1 tends to zero like
dist(x,Γ(t))b for b = 2, 3, ...., then the gas cannot accelerate into vacuum.
1.3. Fixing the domain and the Lagrangian variables on Ω. We transform the system
(1.1) into Lagrangian variables. We let η(x, t) denote the “position” of the gas particle x at
time t. Thus,
∂tη = u ◦ η for t > 0 and η(x, 0) = x
where ◦ denotes composition so that [u ◦ η](x, t) := u(η(x, t), t) . We set
v = u ◦ η (Lagrangian velocity),
f = ρ ◦ η (Lagrangian density),
A = [Dη]−1 (inverse of deformation tensor),
J = detDη (Jacobian determinant),
a = J A (transpose of cofactor matrix).
Using Einstein’s summation convention defined in Section 2.5 below, and using the notation
F,k to denote
∂F
∂xk
, the kth-partial derivative of F for k = 1, 2, 3, the Lagrangian version of
equations (1.1a)-(1.1b) can be written on the fixed reference domain Ω as
fvit +A
k
i f
γ ,k = 0 in Ω× (0, T ] , (1.6a)
ft + fA
j
iv
i,j = 0 in Ω× (0, T ] , (1.6b)
f = 0 in Ω× (0, T ] , (1.6c)
(f, v, η) = (ρ0, u0, e) in Ω× {t = 0} , (1.6d)
where e(x) = x denotes the identity map on Ω.
Since Jt = JA
j
iv
i,j and since J(0) = 1 (since we have taken η(x, 0) = x), it follows that
f = ρ0J
−1, (1.7)
so that the initial density function ρ0 can be viewed as a parameter in the Euler equations.
Let Γ := ∂Ω denote the initial vacuum boundary; using, that Aki = J
−1 aki , we write the
compressible Euler equations (1.6) as
ρ0v
i
t + a
k
i (ρ
γ
0J
−γ),k = 0 in Ω× (0, T ] , (1.8a)
(η, v) = (e, u0) in Ω× {t = 0} , (1.8b)
ργ−10 = 0 on Γ , (1.8c)
with ργ−10 (x) ≥ C dist(x,Γ) for x ∈ Ω near Γ.
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1.4. Setting γ = 2. We will begin our analysis for the case that γ = 2, and in Section 11,
we will explain the modifications required for the case of general γ > 1.
With γ set to 2, we thus seek solutions η(t) to the following system:
ρ0v
i
t + a
k
i (ρ
2
0J
−2),k = 0 in Ω× (0, T ] , (1.9a)
(η, v) = (e, u0) on Ω× {t = 0} , (1.9b)
ρ0 = 0 on Γ , (1.9c)
with ρ0(x) ≥ C dist(x,Γ) for x ∈ Ω near Γ.
The equation (1.9a) is equivalent to
vit + 2A
k
i (ρ0J
−1),k = 0 , (1.10)
and (1.10) can be written as
vit + ρ0a
k
i J
−2,k +2ρ0,k aki J
−2 = 0 . (1.11)
Because of the degeneracy caused by ρ0 = 0 on Γ, all three equivalent forms of the com-
pressible Euler equations are crucially used in our analysis. The equation (1.9a) is used for
energy estimates, while (1.10) is used for estimates of the vorticity, and (1.11) is used for
additional elliptic-type estimates used to recover the bounds for normal derivatives.
1.5. The reference domain Ω. To avoid the use of local coordinate charts necessary for
arbitrary geometries, and to simplify our exposition, we will assume that the initial domain
Ω ⊂ R3 at time t = 0 is given by
Ω = {(x1, x2, x3) ∈ R3 | (x1, x2) ∈ T2, x3 ∈ (0, 1)} ,
where T2 denotes the 2-torus, which can be thought of as the unit square with periodic
boundary conditions. This permits the use of one global Cartesian coordinate system. At
t = 0, the reference vacuum boundary is comprised of the bottom and top of the domain Ω
so that
Γ = {x3 = 0} ∪ {x3 = 1} .
Then, according to the evolution law for the moving vacuum boundary Γ(t) given by
(1.1d), we have that
Γ(t) = η(t)(Γ) .
(We will sometimes write η(t,Γ) to denote η(t)(Γ).) Hence, solving (1.9) for η(t) (and v(t) =
ηt(t)) completely determines the motion and regularity of the moving vacuum boundary Γ(t).
1.6. The higher-order energy function for the case γ = 2. The physical energy∫
Ω
[
1
2ρ0|v|2 + ρ20J−1
]
dx is a conserved quantity, but is far too weak for the purposes of
constructing solutions; instead, we consider the higher-order energy function
E(t) =
4∑
a=0
[
‖∂2at η(t)‖24−a + ‖ρ0∂2at Dη(t)‖24−a + ‖
√
ρ0∂¯
4−a∂2at v(t)‖20
]
+ ‖ curlη v(t)‖23 + ‖ρ0∂¯4 curlη v(t)‖20 , (1.12)
where ∂¯ =
(
∂
∂x1
, ∂∂x2
)
and curlη v = [curlu] ◦ η. Section 2 explains the notation.
We also define M0 = P (E(0)), where P denotes a polynomial function of its argument.
While the higher-order energy function E(t) is not conserved, we will construct solutions
to (1.9) for which supt∈[0,T ]E(t) remains bounded whenever T > 0 is taken sufficiently
small; the bound depends only on E(0).
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1.7. Main Result.
Theorem 1.1 (Existence and uniqueness for the case γ = 2). Suppose that ρ0 ∈ H4(Ω),
ρ0(x) > 0 for x ∈ Ω, and ρ0 satisfies (1.5). Furthermore, suppose that u0 is given such that
M0 <∞. Then there exists a solution to (1.9) (and hence (1.1)) on [0, T ] for T > 0 taken
sufficiently small, such that
sup
t∈[0,T ]
E(t) ≤ 2M0 .
In particular, the flow map η ∈ L∞(0, T ;H4(Ω)) and the moving vacuum boundary Γ(t) is
of Sobolev class H3.5.
Moreover if the initial data satisfies
5∑
a=0
[
‖∂2at η(0)‖25−a + ‖ρ0∂2at Dη(0)‖25−a + ‖
√
ρ0∂¯
5−a∂2at v(0)‖20
]
+ ‖ curlη v(0)‖24 + ‖ρ0∂¯5 curlη v(0)‖20 <∞ , (1.13)
then the solution is unique.
Remark 1.2. The case of arbitrary γ > 1 is treated in Theorem 11.1 below.
Theorem 1.1 also covers the 2-D case that Ω ⊂ R2. We established the analogous result
in 1-D in [11]. We note that by using a collection of local coordinate charts, we could
modify our proof to allow for arbitrary initial domains Ω, as long as the initial boundary is
of Sobolev class H3.5.
The multi-D physical vacuum problem is not only a characteristic hyperbolic system,
but it is also degenerate because the density function vanishes on the boundary Γ. In 1-
D, the two characteristic curves of the isentropic system intersect with the moving vacuum
boundary Γ(t) tangentially; this triple point of intersection is suggestive of singular behavior.
While the degeneracy produces “honest” derivative loss with respect to uniformly hyperbolic
systems, we develop a methodology based on nonlinear estimates which provides us with a
priori control of smooth solutions which do not suffer from the derivative loss phenomenon
(see [8] for the a priori estimates to this problem). As we will outline below, our method for
constructing smooth solutions does not rely on linearization, Kreiss–Lopatinskii theory, or
the Nash-Moser iteration scheme, but rather on a carefully chosen nonlinear approximation
to the characteristic and degenerate Euler equations, which preserves a great deal of the
nonlinear structure of the original system.
1.8. History of prior results on the analysis of multi-D free-boundary Euler prob-
lems.
1.8.1. The incompressible setting. There has been a recent explosion of interest in the anal-
ysis of the free-boundary incompressible Euler equations, particularly in irrotational form,
that has produced a number of different methodologies for obtaining a priori estimates,
and the accompanying existence theories have mostly relied on the Nash-Moser iteration to
deal with derivative loss in linearized equations when arbitrary domains are considered, or
complex analysis tools for the irrotational problem with infinite depth. We refer the reader
to [2], [10], [20], [22], [33], [35], [41], [42], [43], and [46] for a partial list of papers on this
topic.
6 D. COUTAND AND S. SHKOLLER
1.8.2. The compressible setting. The mathematical analysis of moving hypersurfaces in the
multi-D compressible Euler equations is essential for the understanding of shock waves,
vortex sheets or contact discontinuities, as well as phase transitions such as the motion of
gas into the vacuum state considered herein.
The stability and regularity of the multi-D shock solution was initiated in [29] and ex-
tensively studied by [13], [14], [15], and [32] (see the references in these articles for a more
extensive bibliography). The shock wave problem is non-characteristic on the boundary,
and in fact, produces the so-called dissipative boundary conditions, and satisfies the uni-
form Kreiss–Lopatinskii condition. Even so the methodologies employed produce derivative
loss with respect to initial data.
More delicate than the non-characteristic case, is the characteristic boundary case, en-
countered in the study of vortex sheet or current vortex sheet problems. This class of
problems has been studied by [3], [5], [6], [38], [40] and others, and has the relative dis-
advantage of violating the uniform Kreiss–Lopatinskii condition, which produces derivative
loss in the linearization, similar to that experienced by many authors in the incompressible
flow setting (both irrotational flows and flows with vorticity).
1.9. History of prior results for the compressible Euler equations with vacuum
boundary. The physical vacuum free-boundary problem, also described as the physical
vacuum singularity, has a rich history, as well as a great deal of renewed interest (see [1]).
Some of the early developments in the theory of vacuum states for compressible gas dy-
namics can be found in [27] and [21]. We are aware of only a handful of previous theorems
pertaining to the existence of solutions to the compressible and undamped Euler equations1
with a moving vacuum boundary. In [30], compactly supported initial data was considered,
and the compressible Euler equations were treated as a PDE set on R3 × (0, T ]. Unfortu-
nately, with the methodology of [30], it is not possible to track the location of the vacuum
boundary (nor is it necessary); nevertheless, an existence theory was developed in this con-
text, by a variable change that permitted the standard theory of symmetric hyperbolic
systems to be employed, but, the constraints on the data were too severe to allow for the
evolution of the physical vacuum boundary.
Existence and uniqueness for the 3-D compressible Euler equations modeling a liquid
rather than a gas was established in [23]. As discussed in [7], for a compressible liquid, the
density ρ ≥ λ > 0 is assumed to be a strictly positive constant on the moving vacuum bound-
ary Γ(t) and ρ is thus uniformly bounded from below by a positive constant. As such, the
compressible liquid provides a uniformly hyperbolic, but characteristic, system. Lagrangian
variables combined with Nash-Moser iteration was used in [23] to construct solutions. More
recently, [39] provided an alternative proof for the existence of a compressible liquid, employ-
ing a solution strategy based on symmetric hyperbolic systems combined with Nash-Moser
iteration, but as stated in Remark 2.2 of that paper, the γ-gas law equation-of-state p = ργ
cannot be used.
In the presence of damping, and with mild singularity, some existence results of smooth
solutions are available, based on the adaptation of the theory of symmetric hyperbolic
systems. In [25], a local existence theory was developed for the case that cα (with 0 < α ≤ 1)
is smooth across Γ, using methods that are not applicable to the local existence theory for
the physical vacuum boundary. An existence theory for the small perturbation of a planar
1The parabolic free-boundary viscous Navier-Stokes equations do not experience the same sort of analyt-
ical difficulties as the compressible Euler equations, so we do not focus on the viscous regime in this paper.
We refer the reader to [16], [28], [31], and [34] for the analysis of the corresponding viscous system.
FREE-BOUNDARY 3-D COMPRESSIBLE EULER EQUATIONS IN PHYSICAL VACUUM 7
wave was developed in [44]. See also [26] and [45], for other features of the vacuum state
problem.
In the 1-D setting, recently, [17] have established existence and uniqueness using weighted
Sobolev norms for their energy estimates. From these weighted norms, the regularity of the
solutions cannot be directly determined. Letting d denote the distance function to the
boundary ∂I, and letting ‖ · ‖0 denote the L2(Ω)-norm, an example of the type of bound
that is proved for their rescaled velocity field u in [17] is the following:
‖d u‖20 + ‖d ux‖20 + ‖d uxx + 2ux‖20 + ‖d uxxx + 2uxx − 2d−1 ux‖20
+ ‖d uxxxx + 4uxxx − 4d−1 uxx‖20 <∞ . (1.14)
This bound is obtained from their paper by considering the case γ = 3, k = 1, and making
the assumption that φ = ξ (using the variable terminology of their paper) which is certainly
true near the boundary. The problem with inferring the regularity of u from this bound can
already be seen at the level of an H1(Ω) estimate. In particular, the bound on the norm
‖d uxx + 2ux‖20 only implies a bound on ‖d uxx‖20 and ‖ux‖20 if the integration by parts on
the cross-term,
4
∫
I
d uxx ux dx = −2
∫
I
dx |ux|2 dx ,
can be justified, which in turn requires having better regularity for ux than the a priori
bounds provide. Any methodology which seeks regularity in (unweighted) Sobolev spaces
for solutions must contend with this type of issue.
We overcame this difficulty in 1-D [11] by constructing (sufficiently) smooth solutions to
a degenerate parabolic regularization and consequently avoiding this sort of integration-by-
parts difficulty. Our solution strategy in [11] was based on a 1-D version of our higher-order
Hardy-type inequality. In this paper, we extend our ideas to the multi-D setting.
1.10. Outline of the paper and our methodology. Section 2 defines the notation used
throughout the paper. In Section 3, we introduce our higher-order Hardy inequality for
functions on Ω that vanish on Γ; this inequality is of fundamental importance to our strategy
for constructing solutions. In this section, we also state a lemma on κ-independent estimates
for equations κft + f = g, which will be of great use to us in the elliptic-type estimates
that we shall employ for bounding normal derivatives. We end this section with a standard
weighted embedding into standard Sobolev spaces. Section 4 defines the Lagrangian curl and
divergence operators. In Section 5, we provide basic differentiation rules for the Jacobian
determinant J and cofactor matrix a, and state the basic geometric and relevant analytical
properties of the cofactor matrix. Section 6 provides some well-known elliptic estimates
based on the Hodge decomposition of vector fields, as well as some basic trace estimates for
the normal and tangential components of vectors fields in L2(Ω).
In Section 7, we introduce the degenerate parabolic approximation (7.2) to the compress-
ible Euler equations (1.9), which takes the form ρ0v
i
t+a
k
i (ρ
2
0J
−2),k +κ∂t
[
aki (ρ
2
0J
−2),k
]
= 0,
where κ > 0 denotes the artificial viscosity parameter, and with the special choice of the de-
generate parabolic operator κ∂t
[
aki (ρ
2
0J
−2),k
]
which preserves a majority of the geometric
structure of the Euler equations. In particular, the structure of the energy estimates for the
horizontal space derivatives as well as time derivatives are essentially preserved, the elliptic-
type estimates for vertical (or normal) derivatives are kept intact, while the estimates for
vorticity are not exactly preserved, but can still be obtained with some additional structural
observations employed.
Section 8 is devoted to the construction of solutions to the degenerate parabolic κ-problem
(7.2) on a time interval [0, Tκ], where Tκ may a priori approach zero as κ → 0. The 1-D
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version of the parabolic κ-problem has been studied by us in [11] and also in [12] in the
context of the Wright-Fisher diffusion arising in mathematical biology.
The construction of solutions in the 3-D setting is significantly more challenging. Our
approach is to (1) compute the Lagrangian divergence of the κ-problem to find a nonlin-
ear degenerate parabolic equation for ρ0 divη v, (2) compute the Lagrangian curl of the
κ-problem to find the evolution equation for curlη v, and (3) to consider the vertical (or
normal) component of the trace of the κ-problem on the boundary Γ, and find an evolution
equation for v3. We then linearize these three evolution equations, and obtain a solution to
the linearized problem via an additional approximation scheme, which requires us to hori-
zontally smooth the linearized boundary evolution PDE for v3, using convolution operators
on Γ. We find a fixed-point to this horizontally smoothed problem using the contraction
mapping principle, and then perform energy estimates to find a solution on a time-interval
which is independent of the horizontal convolution parameter. An additional contraction
mapping argument is then made to find a solution of the nonlinear κ-problem. One of
the serious subtleties of our analysis involves the solution and regularity of the degenerate
parabolic equation for the ρ0 divη v.
In Section 9, we establish κ-independent estimates for the solutions that we have con-
structed to the κ-problem (7.2). This is done by a combination of energy estimates for the
horizontal and time-derivatives of η(t), which rely on the determinant structure of the Euler
equations in Lagrangian variables, followed by elliptic-type estimates that give bounds on
the vertical derivatives of η(t) and its time-derivatives.
Section 10 uses these κ-independent estimates to construct a solution to the compressible
Euler equations as a limit of the sequence of parabolic solutions as κ → 0. Uniqueness is
proven as well.
Finally, in Section 11, we describe the modifications which are necessary for the case of
general γ > 1.
The methodology developed for the multi-D compressible Euler equations with physical
vacuum singularity is somewhat general, and can be applied to a host of other degenerate
and characteristic hyperbolic systems of conservation laws such as the equations of magneto-
hydrodynamics.
1.11. Generalization of the isentropic gas assumption. The general form of the com-
pressible Euler equations in three space dimensions are the 5 × 5 system of conservation
laws
ρ[ut + u ·Du] +Dp(ρ) = 0 , (1.15a)
ρt + div(ρu) = 0 , (1.15b)
(ρE)t + div(ρuE+ pu) = 0 , (1.15c)
where (1.15a), (1.15b) and (1.15c) represent the respective conservation of momentum, mass,
and total energy. Here, the quantity E is the sum of contributions from the kinetic energy
1
2 |u|2, and the internal energy e, i.e.,E = 12 |u|2+ e. For a single phase of compressible liquid
or gas, e becomes a well-defined function of ρ and p through the theory of thermodynamics,
e = e(ρ, p). Other interesting and useful physical quantities, the temperature T (ρ, p) and
the entropy S(ρ, p) are defined through the following consequence of the second law of
thermodynamics
T dS = de − p
ρ2
dρ .
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For ideal gases, the quantities e, T, S have the explicit formulae:
e(ρ, p) =
p
ρ(γ − 1) =
T
γ − 1
T (ρ, p) =
p
ρ
p = eSργ , γ > 1, constant .
In regions of smoothness, one often uses velocity and a convenient choice of two additional
variables among the five quantities S, T, p, ρ, e as independent variables. For the Lagrangian
formulation, the entropy S plays an important role, as it satisfies the transport equation
St + (u ·D)S = 0 ,
and as such, S ◦ η = S0, where S0(x) = S(x, 0) is the initial entropy function. Thus, by
replacing f with eS◦ηργ0J
−γ , our analysis for the isentropic case naturally generalizes to the
5× 5 system of conservation laws.
2. Notation and Weighted Spaces
2.1. The gradient and the horizontal derivative. The reference domain Ω is defined
in Section 1.5. Throughout the paper the symbol D will be used to denote the three-
dimensional gradient vector
D =
(
∂
∂x1
,
∂
∂x2
,
∂
∂x3
)
,
and let ∂¯ denote the horizontal derivative
∂¯ =
(
∂
∂x1
,
∂
∂x2
)
.
2.2. Notation for partial differentiation. The kth partial derivative of F will be denoted
by F,k =
∂F
∂xk
.
2.3. The divergence and curl operators. We use the notation div V for the divergence
of a vector field V on Ω:
div V = V 1,1+V
2,2+V
3,3 ,
and we use curlV to denote the curl of a vector V on Ω:
curlV =
(
V 3,2−V 2,3 , V 1,3−V 3,1 , V 2,1−V 1,2
)
.
Throughout the paper, we will make use of the permutation symbol
εijk =


1, even permutation of {1, 2, 3},
−1, odd permutation of {1, 2, 3},
0, otherwise ,
(2.1)
This allows us to write the ith component of the curl of a vector-field V as
[curlV ]i = εijkV
k,j or equivalently curlV = ε·jkV k,j
which agrees with our definition above, but is notationally convenient.
We will also define the Lagrangian divergence and curl operators as follows:
divηW = A
j
iW
i,j , (2.2)
and
curlη V = ε·jkArjW
k,r . (2.3)
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In the sequel we shall also use the notation divη¯ and curlη¯ to mean the operations defined
by (2.2) and (2.3), respectively, with A¯ = [Dη¯]−1 replacing A,
Finally, we will make use of the 2-D divergence operator divΓ for vector-fields F on the
2-D boundary Γ:
divΓ F = F
1,1+F
2,2 . (2.4)
2.4. Sobolev spaces on Ω. For integers k ≥ 0 and a smooth, open domain Ω of R3, we
define the Sobolev space Hk(Ω) (Hk(Ω;R3)) to be the completion of C∞(Ω) (C∞(Ω;R3))
in the norm
‖u‖k :=

∑
|a|≤k
∫
Ω
|Dau(x)|2 dx

1/2 ,
for a multi-index a ∈ Z3+, with the standard convention that |a| = a1 + a2 + a3. For real
numbers s ≥ 0, the Sobolev spaces Hs(Ω) and the norms ‖ · ‖s are defined by interpolation.
We will write Hs(Ω) instead of Hs(Ω;R3) for vector-valued functions. In the case that
s ≥ 3, the above definition also holds for domains Ω of class Hs.
Our analysis will often make use of the following subspace of H1(Ω):
H˙10 (Ω) = {u ∈ H1(Ω) : u = 0 on Γ , (x1, x2) 7→ u(x1, x2) is periodic } ,
where, as usual, the vanishing of u on Γ is understood in the sense of trace.
We will on occasion also refer to the Banach spaceW 1,∞(Ω) consisting of L∞(Ω) functions
whose weak derivatives are also in L∞(Ω).
2.5. Einstein’s summation convention. Repeated Latin indices i, j, k,, etc., are summed
from 1 to 3, and repeated Greek indices α, β, γ, etc., are summed from 1 to 2. For example,
F,ii :=
∑
i=1,3
∂2
∂xi∂xi
, and F i,α I
αβGi,β :=
∑3
i=1
∑2
α=1
∑2
β=1
∂F i
∂xα
Iαβ ∂G
i
∂xβ
.
2.6. Sobolev spaces on Γ. For functions u ∈ Hk(Γ), k ≥ 0, we set
|u|k :=

∑
|α|≤k
∫
Ω
∣∣∂¯αu(x)∣∣2 dx

1/2 ,
for a multi-index α ∈ Z2+. For real s ≥ 0, the Hilbert space Hs(Γ) and the boundary norm
| · |s is defined by interpolation. The negative-order Sobolev spaces H−s(Γ) are defined via
duality: for real s ≥ 0,
H−s(Γ) := [Hs(Γ)]′ .
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2.7. Notation for derivatives and norms. Throughout the paper, we will use the fol-
lowing notation:
D = three-dimensional gradient vector =
(
∂
∂x1
,
∂
∂x2
,
∂
∂x3
)
,
∂¯ = two-dimensional gradient vector or horizontal derivative =
(
∂
∂x1
,
∂
∂x2
)
,
div = three-dimensional divergence operator ,
divη = three-dimensional Lagrangian divergence operator ,
curl = three-dimensional curl operator ,
curlη = three-dimensional Lagrangian curl operator ,
divΓ = two-dimensional divergence operator ,
‖ · ‖s = Hs(Ω) interior norm ,
| · |s = Hs(Γ) boundary norm .
2.8. The outward unit normal to Γ. We setN = (0, 0, 1) on {x3 = 1} andN = (0, 0,−1)
on {x3 = 0}. We use the standard basis on R3: e1 = (1, 0, 0), e2 = (0, 1, 0) and e3 = (0, 0, 1).
3. A higher-order Hardy-type inequality and some useful Lemmas
We will make fundamental use of the following generalization of the well-known Hardy
inequality to higher-order derivatives:
Lemma 3.1 (Higher-order Hardy-type inequality). Let s ≥ 1 be a given integer, and suppose
that
u ∈ Hs(Ω) ∩ H˙10 (Ω) .
If d(x) > 0 for x ∈ Ω, d ∈ Hr(Ω), r = max(s− 1, 3), and d is the distance function to ∂Ω
near ∂Ω, then
u
d
∈ Hs−1(Ω) and ∥∥∥u
d
∥∥∥
s−1
≤ C‖u‖s. (3.1)
Proof. Given the assumptions on d(x), it is clear that (3.1) holds on all interior regions, and
so on all open subsets ω ⊂ Ω. We thus prove that this inequality holds near the boundary
Γ. All of our computations below will hold near the boundary Γ.
We use an induction argument. The case s = 1 is of course the classical Hardy inequality.
Let us now assume that the inequality (3.1) holds for a given s ≥ 1, and suppose that
u ∈ Hs+1(Ω) ∩ H˙10 (Ω) .
With α denoting the multi-index (α1, α2, α3) and using the notation |α| = α1+α2+α3, we
set
Dα =
∂|α|
∂α1x1 ∂
α2
x2 ∂
α3
x3
and for m ∈ N,
Dm =
∑
|α|=m
Dα .
A simple computation shows that for m ∈ N,
Dm(
u
d
) =
f
dm+1
, (3.2)
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with
f =
m∑
k=0
CkmD
m−ku k!(−1)kdm−k
for a constant Ckm depending on k and m. From the regularity of u, we see that f ∈ H˙10 (Ω).
Next, with D = D1, we obtain the identity
Df =
s∑
k=0
CksD
s+1−ku k!(−1)kds−k +
s−1∑
k=0
CksD
s−ku k!(−1)kds−k−1(s− k)
= Ds+1u s!(−1)sds +
s∑
k=1
CksD
s+1−ku k!(−1)kds−k
+
s−1∑
k=0
Ck+1s D
s−ku (k + 1)!(−1)kds−k−1
= Ds+1u s!(−1)sds . (3.3)
Since f ∈ H˙10 (Ω), we deduce from (3.3) that for any x ∈ Ω with x3 ∈ (0, 12 ],
f(x1, x2, x3) = (−1)ss!
∫ x3
0
Ds+1u(x1, x2, y3) y
s
3dy3,
which by substitution in (3.2) yields the identity
Ds(
u
d
)(x1, x2, y3) =
(−1)ss! ∫ x30 Ds+1u(x1, x2, y3) ys3dy3
xs+13
.
Hence, a simple upper-bound provides the inequality∣∣Ds(u
d
)(x)
∣∣ ≤ s! ψ1(x3) ∫ x30 |Ds+1u(x1, x2, y3)| dy3
d(x)
,
where ψ1 is the piecewise affine function equal to 1 on [0,
1
2 ] and to 0 on [
3
4 , 1]. Next, for
any x ∈ Ω with x3 ∈ [ 12 , 1), we obtain in a similar fashion that∣∣Ds(u
d
)(x)
∣∣ ≤ s! ψ2(x3)
∫ 1
x3
|Ds+1u(x1, x2, y3)| dy3
d(x)
,
where ψ2 is the piecewise affine function equal to 0 on [0,
1
4 ] and to 1 on [
1
2 , 1]. It follows
that for any x ∈ Ω,
∣∣Ds(u
d
)(x)
∣∣ ≤ s! ψ1(x3)
∫ x3
0
|Ds+1u(x1, x2, y3)| dy3 + ψ2(x3)
∫ 1
x3
|Ds+1u(x1, x2, y3)| dy3
d(x)
.
(3.4)
Setting
g = ψ1(x3)
∫ x3
0
|Ds+1u(x1, x2, y3)| dy + ψ2(x3)
∫ 1
x3
|Ds+1u(x1, x2, y3)| dy3 ,
we notice that g ∈ H˙10 (Ω), with
‖g‖1 ≤ C‖Ds+1u‖0.
Therefore, by the classical Hardy inequality, we infer from (3.4) that∥∥Ds(u
d
)
∥∥
0
≤ C‖g‖1 ≤ C‖Ds+1u‖0. (3.5)
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Since we assumed in our induction process that our generalized Hardy inequality is true at
order s, we then have that ∥∥u
d
∥∥
s−1 ≤ C‖u‖s,
which, together with (3.5), implies that∥∥u
d
∥∥
s
≤ C‖u‖s+1,
and thus establishes the property at order s+ 1, and concludes the proof. 
3.1. κ-independent elliptic estimates. In order to obtain estimates for solutions of our
approximate κ-problem (7.2) defined below in Section 7, which are independent of the
regularization parameter κ , we will need the following Lemma, whose proof can be found
in Lemma 1, Section 6 of [9]:
Lemma 3.2. Let κ > 0 and g ∈ L∞(0, T ;Hs(Ω))) be given, and let f ∈ H1(0, T ;Hs(Ω))
be such that
f + κft = g in (0, T )× I.
Then,
‖f‖L∞(0,T ;Hs(Ω)) ≤ C max{‖f(0)‖s, ‖g‖L∞(0,T ;Hs(Ω))}.
In practice, f will usually denote L(V ), where L is some nonlinear (possibly degenerate)
elliptic-type operator and V is some combination of space and time derivatives of η(t).
3.2. The embedding of a weighted Sobolev space. The derivative loss inherent to this
degenerate problem is a consequence of the weighted embedding we now describe.
Using d to denote the distance function to the boundary Γ, and letting p = 1 or 2, the
weighted Sobolev space H1dp(Ω), with norm given by
∫
Ω d(x)
p(|F (x)|2 + |DF (x)|2) dx for
any F ∈ H1dp(Ω), satisfies the following embedding:
H1dp(Ω) →֒ H1−
p
2 (Ω) ;
therefore, there is a constant C > 0 depending only on Ω and p, such that
‖F‖21−p/2 ≤ C
∫
Ω
d(x)p
(|F (x)|2 + |DF (x)|2) dx . (3.6)
See, for example, Section 8.8 in Kufner [19].
4. The Lagrangian vorticity and divergence
We use the permutation symbol (2.1) to write the basic identity regarding the ith com-
ponent of the curl of a vector field u:
(curlu)i = εijku
k,j .
The chain rule shows that
(curlu(η))i = εijkA
s
jv
k,s ,
Using our definition (2.3) of the Lagrangian curl operator curlη, we write
[curlη v]i := εijkA
s
jv
k,s . (4.1)
Taking the Lagrangian curl of (1.10) yields the Lagrangian vorticity equation
εkjiA
s
jv
i
t,s= 0 , or curlη vt = 0 . (4.2)
Similarly, the chain-rule shows that div u(η) = Ajiv
i,j , and according to (2.2),
divη v = A
j
i v
i,j . (4.3)
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5. Properties of the determinant J , cofactor matrix a, unit normal n, and a
polynomial-type inequality
5.1. Differentiating the Jacobian determinant. The following identities will be useful
to us:
∂¯J = asr∂¯
∂ηr
∂xs
(horizontal differentiation ) , (5.1)
∂tJ = a
s
r
∂vr
∂xs
(time differentiation using v = ηt) . (5.2)
5.2. Differentiating the cofactor matrix. Using (5.1) and (5.2) and the fact that a =
J A, we find that
∂¯aki = ∂¯
∂ηr
∂xs
J−1[asra
k
i − asiakr ] (horizontal differentiation) , (5.3)
∂ta
k
i =
∂vr
∂xs
J−1[asra
k
i − asiakr ] (time differentiation using v = ηt) . (5.4)
5.3. The Piola identity. It is a fact that the columns of every cofactor matrix are divergence-
free and satisfy
aki ,k = 0 . (5.5)
The identity (5.5) will play a vital role in our energy estimates. (Note that we use the
notation cofactor for what is commonly termed the adjugate matrix, or the transpose of the
cofactor.)
5.4. A geometric identity involving the curl operator.
Lemma 5.1.
∂ta
k
i ,j a
j
i = [curl curl v]
k + vr,sj
(
J−1[asra
k
i − asiakr ]aji − [δsrδki − δsi δkr ]δji
)
+ vr,s
(
J−1[asra
k
i − asiakr ]
)
,j a
j
i .
The structure of the right-hand side will be very important to us: the curl structure of
the first term will be crucially used in order to construct solutions; the second term can be
made small by virtue of the fact that J−1[asra
k
i − asiakr ]aji − [δsrδki − δsi δkr ]δji can be made
small for short time; the third term is lower-order with respect to the derivative count on v
and can be made small using the fundamental theorem of calculus.
Proof of Lemma 5.1. Using the identity (5.4), we see that
∂ta
k
i ,j a
j
i = v
r,sj J
−1[asra
k
i − asiakr ]aji + vr,s
(
J−1[asra
k
i − asiakr ]
)
,j a
j
i .
Adding and subtracting [δsrδ
k
i − δsi δkr ]δji , and using the identity curl curl = D div−∆ yields
the result. 
5.5. Geometric identities for the surface η(t)(Γ). The vectors η,α for α = 1, 2 span
the tangent plane to the surface Γ(t) = η(t)(Γ) in R3, and
τ1 :=
η,1
|η,1 | , τ2 :=
η,2
|η,2 | , and n :=
η,1×η,2
|η,1×η,2 |
are the unit tangent and normal vectors, respectively, to Γ.
Let gαβ = η,α ·η,β denote the induced metric on the surface Γ; then det g = |η,1×η,2 |2
so that √
g n := η,1×η,2 ,
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where we will use the notation
√
g to mean
√
det g.
By definition of the cofactor matrix, the row vector
a3i =

 η2,1 η3,2−η3,1 η2,2η3,1 η1,2−η1,1 η3,2
η1,1 η
2,2−η1,2 η2,1

 , and √g = |a3i | . (5.6)
It follows that
n = a3i /
√
g . (5.7)
5.6. A polynomial-type inequality. For a constant M0 ≥ 0, suppose that f(t) ≥ 0,
t 7→ f(t) is continuous, and
f(t) ≤M0 + C tP (f(t)) , (5.8)
where P denotes a polynomial function, and C is a generic constant. Then for t taken
sufficiently small, we have the bound
f(t) ≤ 2M0 .
This type of inequality, which we introduced in [9], can be viewed as a generalization of
standard nonlinear Gronwall inequalities. We will make use of this inequality often in our
subsequent analysis, and also in the form wherein
√
t replaces t.
6. Trace estimates and the Hodge decomposition elliptic estimates
The normal trace theorem provides the existence of the normal trace w ·N of a velocity
field w ∈ L2(Ω) with divw ∈ L2(Ω) (see, for example, [37]). For our purposes, the following
form is most useful: if ∂¯w ∈ L2(Ω) with divw ∈ L2(Ω), then ∂¯w ·N exists in H−0.5(Γ) and
‖∂¯w ·N‖2H−0.5(Γ) ≤ C
[
‖∂¯w‖2L2(Ω) + ‖divw‖2L2(Ω)
]
(6.1)
for some constant C independent of w. In addition to the normal trace theorem, we have
the following
Lemma 6.1. Let ∂¯w ∈ L2(Ω) so that curlw ∈ L2(Ω), and let T1, T2 denote the unit tangent
vectors on Γ, so that any vector field u on Γ can be uniquely written as uαTα. Then
‖∂¯w · Tα‖2H−0.5(Γ) ≤ C
[
‖∂¯w‖2L2(Ω) + ‖curlw‖2L2(Ω)
]
, α = 1, 2 (6.2)
for some constant C independent of w.
See [4] for the proof. Combining (6.1) and (6.2),
‖∂¯w‖H−0.5(Γ) ≤ C
[
‖∂¯w‖L2(Ω) + ‖divw‖L2(Ω) + ‖curlw‖L2(Ω)
]
(6.3)
for some constant C independent of w.
The construction of our higher-order energy function is based on the following Hodge-type
elliptic estimate:
Proposition 6.2. For an Hr domain Ω, r ≥ 3, if F ∈ L2(Ω;R3) with curlF ∈ Hs−1(Ω;R3),
divF ∈ Hs−1(Ω), and F ·N |Γ ∈ Hs− 12 (Γ) for 1 ≤ s ≤ r, then there exists a constant C¯ > 0
depending only on Ω such that
‖F‖s ≤ C¯
(
‖F‖0 + ‖ curlF‖s−1 + ‖ divF‖s−1 + |∂¯F ·N |s− 32
)
,
‖F‖s ≤ C¯
(
‖F‖0 + ‖ curlF‖s−1 + ‖ divF‖s−1 +
∑2
α=1 |∂¯F · Tα|s− 32
)
,
(6.4)
where N denotes the outward unit-normal to Γ, and Tα are tangent vectors for α = 1, 2.
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These estimates are well-known and follows from the identity −∆F = curl curlF−DdivF ;
a convenient reference is Taylor [36].
7. An asymptotically consistent degenerate parabolic κ-approximation of
the compressible Euler equations in vacuum
In order to construct solutions to (1.9), we will add a specific artificial viscosity term to the
Euler equations that preserves much of the geometric structure of the Euler equations which
is so important for our estimates, and which produces a degenerate parabolic approximation,
which we term the approximate κ-problem.
7.1. Smoothing the initial data. For the purpose of constructing solutions, we will
smooth the initial velocity field u0. We will also smooth the initial density field ρ0 while
preserving the conditions that ρ(x) > 0 for x ∈ Ω, and that ρ0 satisfies (1.5) near Γ.
For ϑ > 0, let 0 ≤ ̺ϑ ∈ C∞0 (R3) denote the standard family of mollifiers with spt(̺ϑ) ⊂
B(0, ϑ), and let EΩ denote a Sobolev extension operator mapping Hs(Ω) to Hs(R3) for
s ≥ 0.
We set uϑ0 = ̺ϑ ∗ EΩ(u0), so that for ϑ > 0, uϑ0 ∈ C∞(Ω). The smoothed initial density
function ρϑ0 is defined as the solution of the fourth-order elliptic equation
∆2ρϑ0 = ̺ϑ ∗ EΩ(∆2ρ0) in Ω , (7.1a)
ρϑ0 = 0 on Γ , (7.1b)
∂ρϑ0
∂N
= Λϑ
∂ρ0
∂N
on Γ , (7.1c)
(x1, x2) 7→ ρ0(x1, x2, x3) is 1-periodic . (7.1d)
Λϑ is the boundary convolution operator defined in Section 8.6.1. By elliptic regularity,
ρϑ0 ∈ C∞(Ω), and by choosing ϑ > 0 sufficiently small, we see that ρϑ0 (x) > 0 for x ∈ Ω,
and that the physical vacuum condition (1.5) is satisfied near Γ. This follows from the fact
that
∂ρϑ0
∂N < 0 on Γ for ϑ > 0 taken sufficiently small, which implies that ρ
ϑ
0 (x) > 0 for x ∈ Ω
very close to Γ. On the other hand, ρϑ0 (x) > 0 for all x ∈ ω for any open subset ω ⊂ Ω by
taking ϑ sufficiently small.
Until Section 10.5, for notational convenience, we will denote uϑ0 by u0 and ρ
ϑ
0 by ρ0.
In Section 10.5, we will show that Theorem 1.1 holds with the optimal regularity stated
therein.
7.2. The degenerate parabolic approximation to the compressible Euler equa-
tions: the κ-problem.
Definition 7.1 (The approximate κ-problem). For κ > 0, we consider the following se-
quence of degenerate parabolic approximate κ-problems:
ρ0v
i
t + a
k
i (ρ
2
0J
−2),k +κ∂t
[
aki (ρ
2
0J
−2),k
]
= 0 in Ω× (0, Tκ] , (7.2a)
(η, v) = (e, u0) on Ω× {t = 0} , (7.2b)
ρ0 = 0 on Γ . (7.2c)
Solutions to (1.9) will be found in the limit as κ→ 0.
Note that (7.2a) can be equivalently written in a form that is essential for the curl
estimates that we shall present below:
vit + 2A
k
i (ρ0J
−1),k +2κ∂t
[
Aki (ρ0J
−1),k
]
= 0 . (7.2a’)
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Remark 7.2. There appear to be few other possible choices for the artificial viscosity term
given in (7.2a). Our choice, κ∂t
[
aki (ρ0
2J−2),k
]
, preserves the structure of the energy es-
timates and also, thanks to Lemma 3.2, the structure of the elliptic-type estimates that we
use to bound normal derivatives. On the other hand, the addition of this artificial parabolic
term does not exactly preserve the transport structure of vorticity, but instead produces error
terms that we can nevertheless control.
Remark 7.3. Note that we do not require any compatibility conditions on the initial data in
order to solve the Euler equations (1.9) (or in Eulerian form (1.1)), and the same remains
true for our approximate κ-problem (7.2). The lack of compatibility conditions stems from
the degeneracy condition (1.5) which allows us to solve for η and v without prescribing any
boundary conditions on displacements or velocities.
7.3. Time-differentiated velocity fields at t = 0. Given u0 and ρ0, and using the fact
that η(x, 0) = x, the quantity vt|t=0 for the degenerate parabolic κ-problem is computed
using (7.2a’):
vit|t=0 = −
(
2κ∂t[A
k
i (ρ0J
−1),k ] + 2Aki (ρ0J
−1),k
)∣∣
t=0
= (2κρ0 div u0 − 2ρ0),i+2κuk0,i ρ0,k .
Similarly, for all k ∈ N,
∂kt v
i|t=0 = ∂
k−1
∂tk−1
(−2κ∂t[Aki (ρ0J),k ]− 2Aki (ρ0J−1),k )
∣∣∣∣
t=0
.
These formulae make it clear that each ∂kt v|t=0 is a function of space-derivatives of u0 and
ρ0.
7.4. Introduction of the X variable and the κ-problem as a function of X. We
consider a heat-type equation which arises by letting aji∂xj act upon equation (7.2a), and
using the Piola identity (5.5):
ajiv
i
t,j +κ
[
ajia
k
i
1
ρ0
(ρ20∂tJ
−2),k
]
,j = −κ[aji∂taki
1
ρ0
(ρ20J
−2),k ],j −2[ajiAki (ρ0J−1),k ],j . (7.3)
Since ∂tJ
−2 = −2J−3Jt, we write (7.3) as
ajiv
i
t,j −2κ
[
ajia
k
i
1
ρ0
(ρ20J
−3Jt),k
]
,j = −κ[aji∂taki
1
ρ0
(ρ20J
−2),k ],j −2[ajiAki (ρ0J−1),k ],j .
(7.4)
Definition 7.4 (The X variable). We set
X = ρ0J
−3Jt = ρ0J−3asrv
r,s= ρ0J
−2 divη v . (7.5)
Using (7.5), we see that
ajiv
i
t,j = Jtt − ∂taji vi,j =
J3Xt
ρ0
+ 3J−1(Jt)2 − ∂taji vi,j ,
so that we can rewrite (7.4) as the following nonlinear heat-type equation for X :
J3Xt
ρ0
− 2κ
[
ajia
k
i
1
ρ0
(ρ0X),k
]
,j = −κ[aji∂taki
1
ρ0
(ρ20J
−2),k ],j −2[ajiAki (ρ0J−1),k ],j
− 3J−1(Jt)2 + ∂taji vi,j . (7.6)
It follows from (7.5) that
divη v =
(XJ2)
ρ0
, (7.7)
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so that time-differentiating (7.7), we see that
divη vt =
(XJ2)t
ρ0
− ∂tAjivi,j . (7.8)
7.5. The nonlinear Lagrangian vorticity equation. The analogue of (4.1) for our ap-
proximate κ-problem takes the form, with f = ρ0J
−1,
curlη vt = 2κε·jivr,sAsi
[
f,l A
l
r
]
,mA
m
j
= 2κε·jivr,sAsi
[
ρ,rj (η)
]
, (7.9)
where f = ρ(η).
We now explain how the formula (7.9) is obtained. We have that the kth component of
the Lagrangian curl is
[curlη vt]
k = −2κεkji[∂tAlif,l+Ali∂tf,l ],r Arj
= −2κεkji[∂tAlif,l ],r Arj ,
where we have used the Lagrangian version of the fact that the curl operator annihilates
the gradient operator; namely εkji(A
r
iF,r ),j = 0 for all differentiable F .
It is now convenient to switch back to Eulerian variables. We expand ∂tA
l
i, and write
∂tA
l
if,l= −vr,sAsi f,lAlr = −[ur,i ρ,r ] ◦ η .
Now we can compute the standard curl operator of this quantity to find that
εkji[u
r,i ρ,r ],j = εkjiu
r,ij ρ,r+εkjiu
r,i ρ,rj
= εkjiu
r,i ρ,rj .
Reverting back to Lagrangian variables yields the identity (7.9).
7.6. A boundary identity for the approximate κ-problem. For the purposes of con-
structing solutions to (7.2) we will need the formula for the normal (or vertical) component
of vt on Γ:
v3t = −2J−2a33ρ0,3−2κ∂t[J−2a33]ρ0,3
= −2J−2a33ρ0,3−2κJ−2∂ta33ρ0,3−2κ∂tJ−2 a33ρ0,3 , (7.10)
where
a33 = (η,1×η,2 ) · e3 , (7.11)
∂ta
3
3 = (v,1×η,2+η,1×v,2 ) · e3 . (7.12)
We note for later use that linearizing (7.12) about η = e produces divΓ v as the linearized
analogue of ∂ta
3
3.
8. Solving the parabolic κ-problem (7.2) by a fixed-point method
8.1. Functional framework for the fixed-point scheme and some notational con-
ventions. For T > 0, we shall denote by XT and Y T the following Hilbert spaces:
XT =
{
v ∈ L2(0, T ;H4(Ω))| ∂at v ∈ L2(0, T ;H4−a(Ω)) , a = 1, 2, 3
}
,
Y T =
{
y ∈ L2(0, T ;H3(Ω))| ∂at y ∈ L2(0, T ;H3−a(Ω)) , a = 1, 2, 3
}
,
ZT =
{
v ∈XT | ρ0Dv ∈ Y T
}
,
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endowed with their natural Hilbert norms:
‖v‖2XT =
3∑
a=0
‖∂at v‖2L2(0,T ;H4−a(Ω)) , ‖y‖2Y T =
3∑
a=0
‖∂at v‖2L2(0,T ;H3−a(Ω)) ,
and ‖v‖2ZT = ‖v‖2XT + ‖ρ0Dv‖2Y T . (8.1)
For M > 0, we define the following closed, bounded, convex subset of XT :
CT (M) ={v ∈ ZT : ‖v‖2ZT ≤M} , (8.2)
where we define the polynomial function N0 of norms of the initial data as follows:
N0 = P (‖u0‖100, ‖ρ0‖100) . (8.3)
Since we have smoothed the initial data u0 and ρ0, we can use the artificially high H
100(Ω)-
norm in N0. Later, in Section 10.5, we produce the optimal regularity for this initial data.
Henceforth, we assume that T > 0 is given such that independently of the choice of
v ∈ CT (M),
η(x, t) = x+
∫ t
0
v(x, s)ds
is injective for t ∈ [0, T ], and that
1
2
≤ J(x, t) ≤ 3
2
for ∈ [0, T ] and x ∈ Ω .
This can be achieved by taking T > 0 sufficiently small: with e(x) = x, notice that
‖J(·, t)− 1‖L∞(Ω) ≤ C‖J(·, t)− 1‖2 = ‖
∫ t
0
asr(·, s)vr,s (·, s)ds‖2 ≤ C
√
TM .
In the same fashion, we can take T > 0 small enough to ensure that on [0, T ] and for
some λ > 0,
2λ|ξ|2 ≤ aji (x, t)aki (x, t)ξjξk ∀ ξ ∈ R3 , x ∈ Ω . (8.4)
The space ZT will be appropriate for our fixed-point methodology to prove existence of a
solution to our degenerate parabolic κ problem (7.2).
Theorem 8.1 (Solutions to the κ-problem). Given smooth initial data with ρ0 satisfying
ρ0(x) > 0 for x ∈ Ω and verifying the physical vacuum condition (1.5) near Γ, for Tκ > 0
sufficiently small, there exists a unique solution v ∈ ZTκ to the degenerate parabolic κ-
problem (7.2).
The remainder of Section 8 will be devoted to the proof of Theorem 8.1.
8.2. Implementation of the fixed-point scheme for the κ-problem (7.2). Given
v¯ ∈ CT (M), we define η¯(t) = e+
∫ t
0 v¯(t
′)dt′, and set
A¯ = [Dη¯]−1 , J¯ = detDη¯ , and a¯ = J¯A¯ .
Next, we set
B¯jk = a¯ji a¯
k
i the positive definite, symmetric coefficient matrix .
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Linearizing (7.6), we define X¯ to be the solution of the following linear and degenerate
parabolic problem:
J¯3X¯t
ρ0
− 2κ
[
B¯jk
1
ρ0
(ρ0X¯),k
]
,j = G¯ in Ω× (0, Tκ] , (8.5a)
X¯ = 0 on Γ× (0, Tκ] , (8.5b)
(x1, x2) 7→ X¯(x1, x2, x3, t) is 1-periodic , (8.5c)
X¯ = X0 := ρ0 div u0 on Ω× {t = 0} , (8.5d)
where the forcing function G¯ is defined as
G¯ = −κ[a¯ji∂ta¯ki
1
ρ0
(ρ20J¯
−2),k ],j −2[a¯ji A¯ki (ρ0J¯−1),k ],j −3J¯−1(J¯t)2 + ∂ta¯ji v¯i,j . (8.6)
We shall establish the following
Proposition 8.2. For T > 0 taken sufficiently small, there exists a unique solution to (8.5)
satisfying
‖X¯‖2XT ≤ N0 + T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) ,
with the norms XT , Y T , and ZT defined in (8.1), and once again P denotes a generic
polynomial function of its arguments. (Generic constants are absorbed by the constants in
our generic polynomial function P .)
The proof of Proposition 8.2 will be given in Sections 8.5.1–8.5.6.
8.3. The definition of the velocity field v. We will define a linear elliptic system of
equations for v which should be viewed as the linear analogue of equations (7.8), (7.9), and
(7.10).
Definition 8.3 (The linear system for the velocity-field v(t)). With v¯ ∈ CT (M) given, and
X¯ obtained by solving the linear problem (8.5), we are now in a position to define v(t) on
[0, Tκ] by specifying its divergence and curl in Ω, as well as the trace of its normal component
on the boundary Γ:
div vt = div v¯t − divη¯ v¯t + [X¯J¯
2]t
ρ0
− ∂tA¯ji v¯i,j in Ω , (8.7a)
curl vt = curl v¯t − curlη¯ v¯t + 2κε·jiv¯,rs A¯si Ξ¯,jr (η¯) + C¯ in Ω , (8.7b)
v3t + 2κρ0,3 divΓ v = 2κρ0,3 divΓ v¯ − 2ρ0,3 J¯−2a¯33
− 2κρ0,3 J¯−2∂ta¯33 − 2κρ0,3 a¯33∂tJ¯−2 + c¯(t)N3 on Γ , (8.7c)∫
Ω
vαt dx = −2
∫
Ω
A¯kα(ρ0J¯
−1),k dx − 2κ
∫
Ω
∂t[A¯
k
α(ρ0J¯
−1),k ]dx , (8.7d)
(x1, x2) 7→ vt(x1, x2, x3, t) is 1-periodic , (8.7e)
where the presence of divΓ v¯ in (8.7c) represents the linearization of ∂ta¯
3
3 about η¯ = e, and
where
a¯33 = e3 · (η¯,1×η¯,2 ) ,
∂ta¯
3
3 = e3 · (v¯,1×η¯,2+η¯,1×v¯,2 ) , (8.8)
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the function c¯(t) (a constant in x) on the right-hand side of (8.7c) is defined by
c¯(t) =
1
2
∫
Ω
(div v¯t − divη¯ v¯t)dx + 1
2
∫
Ω
[X¯J¯2]t
ρ0
dx− 1
2
∫
Ω
∂tA¯
j
i v¯
i,j dx +
∫
Γ
J¯−2a¯33ρ0,3N
3dS
+ κ
∫
Γ
J¯−2∂ta¯33ρ0,3N
3dS + κ
∫
Γ
∂tJ¯
−2a¯33ρ0,3N
3dS + κ
∫
Γ
divΓ(v − v¯)ρ0,3N3dS ,
(8.9)
and where the vector field Ξ¯(η¯) on the right-hand side of (8.7b) is defined on [0, T ]× Ω as
the solution of the ODE
v¯t + 2Ξ¯(η¯) + 2κ[Ξ¯(η¯)]t = 0 , (8.10a)
Ξ¯(0) = Dρ0 . (8.10b)
The vector field C¯ on the right-hand side of (8.7b) is then defined on [0, T ]× Ω by
C¯
i = 2A¯jiψ,j +2κ[2A¯
j
iψ,j ]t , (8.11)
where ψ is solution of the following time-dependent elliptic-type problem for t ∈ [0, T ]:
2[A¯jiψ,j ],i+2κ∂t[A¯
j
iψ,j ]i = div
(
curlη¯ v¯t − 2κε·jiv¯,rs A¯si Ξ¯,jr (η¯)
)
in Ω , (8.12a)
ψ = 0 on Γ , (8.12b)
(x1, x2) 7→ψ(x1, x2, x3, t) is 1-periodic , (8.12c)
ψ|t=0 = 0 in Ω , (8.12d)
so that we have the compatibility condition for (8.7b)
div
(− curlη¯ v¯t + 2κε·jiv¯,rs A¯si Ξ¯,jr (η¯))+ C¯) = 0 in Ω× [0, T ] . (8.13)
An integrating factor provides us with a closed-form solution to the ODE (8.10), and by
employing integration-by-parts in the time integral, we find that
Ξ¯(η¯)(t, ·) = e− tκDρ0(·)−
∫ t
0
e
t′−t
κ
2κ
v¯t(t
′, ·)dt′ ,
= e−
t
2κDρ0(·) +
∫ t
0
e
t′−t
κ
2κ2
v¯(t′, ·)dt′ − 1
2κ
v¯(t, ·) + e
− tκ
2κ
u0(·) . (8.14)
The formula (8.14) shows that Ξ¯(η¯) has the same regularity as v¯. This gain in regularity
is remarkable and should be viewed as one of the key reasons that permit us to construct
solutions to (7.2) using the linearization (8.7) with a fixed-point argument.
Similarly, we notice that
2[A¯jiψ,j ],i (t, ·) =
∫ t
0
e
t′−t
κ
2κ
div
(
curlη¯ v¯t − 2κε·jiv¯,rs A¯si Ξ¯,jr (η¯)
)
(t′, ·) dt′
=
∫ t
0
e
t′−t
κ
2κ
εkji
[
v¯i,r A¯
r
sv¯
s,l A¯
l
j −
1
κ
v¯i,r A¯
r
j − 2κv¯,rs A¯si Ξ¯,jr (η¯)
]
,k (t
′, ·) dt′
+
e
t′−t
κ
2κ
div curlη¯ v¯ (8.15)
Since we can rewrite the left-hand side of (8.15) as 2∆ψ + 2[(A¯ji − δji )ψ,j ],i, and with
v¯ ∈ CT (M), the elliptic problem (8.15) is well-defined and together with the boundary
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condition (8.12.b) provides the following estimates for any t ∈ [0, T ]:
‖ψ(t)‖4 ≤ N0 + C
(
T ‖v¯(t)‖4 +
∫ t
0
‖v¯‖4
)
, (8.16a)
‖ψt(t)‖3 ≤ N0 + C
(
T ‖v¯t(t)‖3 + ‖v¯(t)‖3 +
∫ t
0
‖v¯‖3
)
. (8.16b)
Using (8.11), the estimates (8.16) lead to
‖C¯‖2 ≤ N0 + C
(
T ‖v¯t(t)‖3 + ‖v¯(t)‖3 +
∫ t
0
‖v¯‖3
)
, (8.17a)
∥∥∫ t
0
C¯
∥∥
3
≤ N0 + C
(
T ‖v¯(t)‖4 +
∫ t
0
‖v¯‖4
)
. (8.17b)
Remark 8.4. The function c¯(t) is added to the right-hand side of (8.7c) to ensure that the
solvability condition for the elliptic system (8.7) is satisfied; in particular, the solvability
condition is obtained from an application of the divergence theorem to equation (8.7a).
Remark 8.5. Condition (8.7d) is only necessary because of the periodicity of our domain
in the directions e1 and e2. In particular, our elliptic system is defined modulo a constant
vector, and the addition of c¯(t)N3 to the right-hand side of (8.7c) fixes the constant in
the vertical direction, while the condition (8.7d) fixes the two constants in the tangential
directions. The particular choice for the average of vαt , α = 1, 2, permits us to close the
fixed-point argument, and obtain the unique solution of (7.2).
8.4. Construction of solutions and regularity theory for X¯ and its time deriva-
tives. This section will be devoted to the proof of Proposition 8.2.
8.5. Smoothing v¯. We will proceed with a two stage process. First, we smooth v¯ and
obtain strong solutions to the linear equation (8.5) in the case that the forcing function
G¯ and the coefficient matrix B¯jk are C∞(Ω)-functions. Second, having strong solutions to
(8.5), with bounds that depend on the smoothing parameter of v¯, we use nonlinear estimates
to conclude the proof of Proposition 8.2.
Using the notation of Section 7.1, for each t ∈ [0, Tκ] and for ν > 0, we define
v¯ν(·, t) = ̺ν ∗ EΩ(v¯(·, t)) ,
so that for each ν > 0, v¯ν(·, t) ∈ C∞(Ω). We define G¯ν by replacing A¯, a¯, J¯ , and v¯ in (8.6)
with A¯ν , a¯ν , J¯ν , and v¯ν , respectively. The quantities A¯ν , a¯ν , J¯ν are defined just as their
unsmoothed analogues from the map η¯ν = e +
∫ t
0
v¯ν . We also define [B¯ν ]jk = (a¯ν)ji (a¯
ν)ki ;
according to (8.4), we can choose ν > 0 sufficiently small so that for t ∈ [0, Tκ],
λ|ξ|2 ≤ [B¯ν ]jk(x, t)ξjξk ∀ ξ ∈ R3 , x ∈ Ω . (8.18)
Until Section 8.5.6, we will use B¯ν and G¯ν as the coefficient matrix and forcing function,
respectively, but for notational convenience we will not explicitly write the superscript ν.
8.5.1. L2(0, T ; H˙10(Ω)) regularity for X¯ttt. We will use the definition of the constant λ > 0
given in (8.4).
Definition 8.6 (Weak Solutions of (8.5)). A function X¯ ∈ L2(0, T ; H˙10 (Ω)) with X¯tρ0 ∈
H−1(Ω) is a weak solution of (8.5) if
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(i) for all W ∈ H˙10 (Ω),
〈 J¯
3X¯t
ρ0
,W〉+ 2κ
∫
Ω
B¯jk
ρ0
(ρ0X¯),kW ,j dx = 〈G¯,W〉 a.e. [0, T ] , (8.19)
(ii) X¯(0) = X0 .
The duality pairing between H˙10 (Ω) and H
−1(Ω) is denoted by 〈·, ·〉, and G¯ ∈ L2(0, T ;H−1(Ω)).
Recall that if G¯ ∈ H−1(Ω), then ‖G¯‖H−1(Ω) = sup{〈G¯,W〉 | W ∈ H˙10 (Ω) , ‖W‖H˙10 (Ω) =
1}. Furthermore, there exist functions G¯0, G¯1, G¯2, G¯3 in L2(Ω) such that 〈G¯,W〉 =
∫
Ω G¯0W+
G¯iW ,i dx, so that ‖G¯‖2H−1(Ω) = inf
∑3
a=0 ‖G¯a‖20, the infimum being taken over all such func-
tions G¯a.
Lemma 8.7. If G¯ ∈ L2(0, T ;H−1(Ω)) and X0√ρ0 ∈ L2(Ω), then for T > 0 taken sufficiently
small so that (8.4) holds, there exists a unique weak solution to (8.5) such that for constants
Cp > 0 and Cκλ > 0,∥∥∥∥X¯tρ0
∥∥∥∥2
L2(0,T ;H−1(Ω))
+ sup
t∈[0,T ]
C
∥∥∥∥X¯(t)√ρ0
∥∥∥∥2
0
+ Cp
∥∥X¯∥∥2
L2(0,T ;H˙10 (Ω))
≤
∥∥∥∥ X0√ρ0
∥∥∥∥2
0
+ Cκλ
∥∥G¯∥∥2
L2(0,T ;H−1(Ω))
.
Proof. Let (en)n∈N denote a Hilbert basis of H˙10 (Ω), with each en being smooth. Such a
choice of basis is indeed possible as we can take for instance the eigenfunctions of the Laplace
operator on Ω with vanishing Dirichlet boundary conditions on Γ and 1-periodic in e1 and
e2. We then define the Galerkin approximation at order n ≥ 1 of (8.19) as being under the
form Xn =
∑n
i=0 λ
n
i (t)ei such that: ∀ℓ ∈ {0, ..., n},(
J¯3
Xnt
ρ0
, eℓ
)
L2(Ω)
+ 2κ
( B¯jk
ρ0
(ρ0Xn),k , eℓ,j
)
L2(Ω)
= (G¯0, eℓ)L2(Ω) − (G¯i, ∂eℓ
∂xi
)L2(Ω) in [0, T ],
(8.20a)
λnℓ (0) = (X0, eℓ)L2(Ω). (8.20b)
Since each eℓ is in H
k+1(Ω)∩ H˙10 (Ω) for every k ≥ 1, we have by our high-order Hardy-type
inequality (3.1) that
eℓ
ρ0
∈ Hk(Ω) for k ≥ 1 ;
therefore, each integral written in (8.20) is well-defined.
Furthermore, as the eℓ are linearly independent, so are the
eℓ√
ρ
0
and therefore the deter-
minant of the matrix [( ei√
ρ
0
,
ej√
ρ
0
)
L2(Ω)
]
(i,j)∈Nn={1,...,n}
is nonzero. This implies that our finite-dimensional Galerkin approximation (8.20) is a well-
defined first-order differential system of order n+1, which therefore has a solution on a time
interval [0, Tn], where Tn a priori depends on the rank n of the Galerkin approximation. In
order to prove that Tn = T , with T independent of n, we notice that since Xn is a linear
combination of the eℓ (ℓ ∈ {1, ..., n}), we have that on [0, Tn],(
J¯3Xnt
ρ0
, Xn
)
L2(Ω)
+ 2κ
(
B¯jk
ρ0
∂(ρ0Xn)
∂xk
,
∂Xn
∂xj
)
L2(Ω)
= (G¯0, Xn)L2(Ω) − (G¯i, ∂Xn
∂xi
)L2(Ω) .
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Since
2κ
∫
Ω
B¯jk
ρ0
(ρ0Xn),k Xn,j dx = 2κ
∫
Ω
B¯jkXn,k Xn,j dx+ 2κ
∫
Ω
B¯jk
ρ0
ρ0,kXnXn,j dx
and
2κ
∫
Ω
B¯jk
ρ0
ρ0,kXnXn,j dx = −κ
∫
Ω
ρ0,jk
ρ0
B¯jk|Xn|2 dx+ κ
∫
Ω
ρ0,k ρ0,j
ρ20
B¯jk|Xn|2 dx
− κ
∫
Ω
ρ0,k
ρ0
B¯jk,j |Xn|2 dx ,
it follows that on [0, Tn]
1
2
d
dt
∫
Ω
J¯3
|Xn|2
ρ0
dx+ 2κ
∫
Ω
B¯jkXn,k Xn,j dx+ κ
∫
Ω
ρ0,k ρ0,j
ρ20
B¯jk|Xn|2 dx
=
1
2
∫
Ω
(J¯3)t
|Xn|2
ρ0
dx+ κ
∫
Ω
ρ0,jk
ρ0
B¯jk|Xn|2 dx+ κ
∫
Ω
ρ0,k
ρ0
B¯jk,j |Xn|2 dx
+
∫
Ω
G¯0Xn dx−
∫
Ω
G¯iXn,i dx .
Using (8.4), we see that
1
2
d
dt
∫
Ω
J¯3
|Xn|2
ρ0
dx+ 2κλ
∫
Ω
|DXn|2 dx+ κλ
∫
Ω
|Dρ0|2
ρ20
|Xn|2 dx
≤ ‖1
2
(J¯3)t + κρ0,jk B¯
jk + κρ0,k B¯
jk,j ‖L∞(Ω)
∫
Ω
1
ρ0
|Xn|2 dx + C‖G¯‖H−1(Ω)‖DXn‖0 .
(8.21)
Using the Sobolev embedding theorem and the Cauchy-Young inequality, we see that
1
2
d
dt
∫
Ω
J¯3
|Xn|2
ρ0
dx+ κλ
∫
Ω
|DXn|2 dx+ κλ
∫
Ω
|Dρ0|2
ρ20
|Xn|2 dx
≤ C‖1
2
(J¯3)t + κρ0,jk B¯
jk + κρ0,k B¯
jk,j ‖2
∫
Ω
1
ρ0
|Xn|2 dx+ Cκλ‖G¯‖2H−1(Ω) ,
where the constant Cκλ depends inversely on κλ. Since v¯ ∈ CT (M), we have that on [0, T ],∫ t
0
‖1
2
(J¯3)t + κρ0,jk B¯
jk + κρ0,k B¯
jk,j ‖2dt ≤ CM
√
t
for a constant CM depending on M , so that Gronwall’s inequality shows that Tn = T (with
T independent of n ∈ N), and with 12 ≤ J¯ for all v¯ ∈ CT (M), we see that
sup
t∈[0,T ]
C
∥∥∥∥Xn(t)√ρ0
∥∥∥∥2
0
+ κλ
∫ T
0
‖DXn(t)‖20 ≤
∥∥∥∥X(0)√ρ0
∥∥∥∥2
0
+ Cκλ
∫ T
0
∥∥G¯(t)∥∥2
H−1(Ω)
.
Setting Cp =
κλ
Poincare´ constant , we see that
sup
t∈[0,T ]
C
∥∥∥∥Xn(t)√ρ0
∥∥∥∥2
0
+ Cp
∫ T
0
‖Xn(t)‖21 ≤
∥∥∥∥X(0)√ρ0
∥∥∥∥2
0
+ Cκλ
∫ T
0
∥∥G¯(t)∥∥2
H−1(Ω)
.
Thus, there exists a subsequence {Xnm} ⊂ {Xn} which converges weakly to some X¯ in
L2(0, T ; H˙10 (Ω)), which satisfies
sup
t∈[0,T ]
C
∥∥∥∥X¯(t)√ρ0
∥∥∥∥2
0
+ Cp
∫ T
0
∥∥X¯(t)∥∥2
1
≤
∥∥∥∥X(0)√ρ0
∥∥∥∥2
0
+ Cκλ
∫ T
0
∥∥G¯(t)∥∥2
H−1(Ω)
.
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Furthermore, it can also be shown using standard arguments that this X¯ verifies the identity
(8.19). It then immediately follows that
X¯t
ρ0
∈ L2(0, T ;H−1(Ω)) ,
and that X¯(0) = X0. Uniqueness follows by letting W = X¯ in (8.19). 
Since ‖G¯‖2L2(0,T ;L2(Ω)) ≤ P (‖v¯‖2XT ), it thus follows from Lemma 8.7 and (8.3) that∥∥∥∥X¯tρ0
∥∥∥∥2
L2(0,T ;H−1(Ω))
+ sup
t∈[0,T ]
∥∥∥∥X¯(t)√ρ0
∥∥∥∥2
0
+ Cp
∥∥X¯∥∥2
L2(0,T ;H˙10 (Ω))
≤ C . (8.22)
In order to build regularity for X , we construct weak solutions for the time-differentiated
version of (8.5). It is convenient to proceed from the first to third time-differentiated prob-
lems. We begin with the first time-differentiated version of (8.5):
J¯3X¯tt
ρ0
− 2κ
[ B¯jk
ρ0
(ρ0X¯t),k
]
,j = G¯t + G1 in Ω× (0, Tκ] , (8.23a)
X¯t = 0 on Γ× (0, Tκ] , (8.23b)
X¯t = X1 on Ω× {t = 0} , (8.23c)
where the initial condition X1 is given as
X1 = 2κρ0
[ (ρ0X0),i
ρ0
]
,i+ρ0G¯(0) , (8.24)
the additional forcing term G1 is defined by
G1 = 2κ
[
B¯jkt
1
ρ0
(ρ0X¯),k
]
,j − (J¯
3)tX¯t
ρ0
, (8.25)
X0 = ρ0 div u0, and
G¯(0) = −2κ curl curlu0 ·Dρ0 − 2κ div u0∆ρ0 + 2κuj0,i ρ0,ij −2∆ρ0 − 2(div u0)2 − ui0,j uj0,i .
According to the estimate (8.22), ‖G¯tG1‖2L2(0,T ;H−1(Ω)) ≤ C; hence by Lemma 8.7 (with X¯t,
G¯t + G1, X1 replacing X¯, G¯, X0, respectively),∥∥∥∥X¯ttρ0
∥∥∥∥2
L2(0,T ;H−1(Ω))
+ sup
t∈[0,T ]
∥∥∥∥X¯t(t)√ρ0
∥∥∥∥2
0
+ Cp
∥∥X¯t∥∥2L2(0,T ;H˙10(Ω)) ≤ C . (8.26)
Next, we consider the second time-differentiated version of (8.5):
J¯3X¯ttt
ρ0
− 2κ
[B¯jk
ρ0
(ρ0X¯tt),k
]
,j = G¯tt + G2 in Ω× (0, Tκ] , (8.27a)
X¯tt = 0 on Γ× (0, Tκ] , (8.27b)
X¯tt = X2 on Ω× {t = 0} , (8.27c)
where the initial condition X2 is given as
X2 = 2κρ0
[ (ρ0X1),i
ρ0
]
,i+ρ0G1(0) , (8.28)
the forcing function G2 is defined by
G2 = ∂tG1 + 2κ
[
B¯jkt
1
ρ0
(ρ0X¯t),k
]
,j − (J¯
3)tX¯tt
ρ0
. (8.29)
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We do not precise G1(0), but note that its highest-order terms scale like either D3u0 or
ρ0D
4u0 or D
3ρ0, so that ‖√ρ0G1(0)‖20 ≤ N0. Using the estimate (8.26), we see that G¯tt +
‖G2‖2L2(0,T ;H−1(Ω)) ≤ C. It thus follows from Lemma 8.7 (with X¯tt, G¯tt + G2, X2 replacing
X , G¯, X0, respectively),∥∥∥∥X¯tttρ0
∥∥∥∥2
L2(0,T ;H−1(Ω))
+ sup
t∈[0,T ]
∥∥∥∥X¯tt(t)√ρ0
∥∥∥∥2
0
+ Cp
∥∥X¯tt∥∥2L2(0,T ;H˙10 (Ω)) ≤ C . (8.30)
Finally, we consider the third time-differentiated version of (8.5):
J¯3X¯tttt
ρ0
− 2κ
[B¯jk
ρ0
(ρ0X¯ttt),k
]
,j = G¯ttt + G3 in Ω× (0, Tκ] , (8.31a)
X¯ttt = 0 on Γ× (0, Tκ] , (8.31b)
X¯ttt = X3 on Ω× {t = 0} , (8.31c)
where the initial condition X3 is given as
X3 = 2κρ0
[ (ρ0X2),i
ρ0
]
,i+ρ0G2(0) , (8.32)
the forcing function G3 is defined by
G3 = ∂tG2 + 2κ
[
B¯jkt
1
ρ0
(ρ0X¯tt),k
]
,j − (J¯
3)tX¯ttt
ρ0
. (8.33)
Once again, we do not precise G2(0), but note that its highest-order terms scale like either
D4u0 or ρ0D
5u0 or D
4ρ0, so that ‖√ρ0G2(0)‖20 ≤ N0. Using the estimate (8.30), we see that
‖G¯ttt + G3‖2L2(0,T ;H−1(Ω)) is bounded by a constant C. (Note that this constant C crucially
depends on ν > 0.) We see that Lemma 8.7 (with Xttt, G¯ttt + G3, X3 replacing X , G¯, X0,
respectively) yields the following estimate:∥∥∥∥X¯ttttρ0
∥∥∥∥2
L2(0,T ;H−1(Ω))
+ sup
t∈[0,T ]
∥∥∥∥X¯ttt(t)√ρ0
∥∥∥∥2
0
+ Cp
∥∥X¯ttt∥∥2L2(0,T ;H˙10 (Ω)) ≤ C . (8.34)
8.5.2. L2(0, T ;H2(Ω)) regularity for X¯tt. We expand the time-derivative in the definition
of G2 in (8.29) and write
G2 = 4κ
[
B¯jkt
1
ρ0
(
ρ0X¯t),k
]
,j +2κ
[
B¯jktt
1
ρ0
(
ρ0X¯),k
]
,j −2(J¯)
3
t X¯tt
ρ0
− (J¯)
3
ttX¯t
ρ0
. (8.35)
According to the estimates (8.34), together with the Hardy inequality and the smoothness
of v¯, ∫ T
0
(
‖G¯tt‖20 +
∥∥∥∥ (J¯)3t X¯tttρ0
∥∥∥∥2
0
+
∥∥∥∥2(J¯)3t X¯ttρ0
∥∥∥∥2
0
+
∥∥∥∥ (J¯)3ttX¯tρ0
∥∥∥∥2
0
)
dt ≤ C ;
hence, (8.27a) and (8.35) show that
κ2
∥∥∥∂tt[ B¯jk
ρ0
(ρ0X¯),k
]
,j
∥∥∥2
L2(0,T ;L2(Ω))
≤ C . (8.36)
The bound (8.36) together with the fundamental theorem of calculus then provides the
bound on [0, T ]:
‖[ B¯
jk
ρ0
(ρ0X¯),k ],j ‖20 + ‖∂t[
B¯jk
ρ0
(ρ0X¯),k ],j ‖20 ≤ C . (8.37)
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From this bound, we will infer that ‖X¯‖22 ≤ C and that ‖X¯t‖22 ≤ C, and finally that∫ T
0
‖X¯tt‖22dt ≤ C. We will begin this analysis by estimating horizontal derivatives of DX¯.
Definition 8.8 (Horizontal difference quotients). For h > 0, we set
∂¯hαu(x) =
u(x+ heα)− u(x)
h
(α = 1, 2) ,
and ∂¯h = (∂¯h1 , ∂¯
h
2 ).
The variational form of the statement that
‖[ B¯
jk
ρ0
(ρ0X¯),k ],j ‖20 is bounded
takes the following form: almost everywhere on [0, T ] and for f(t) bounded in L2(Ω),
2κ
∫
Ω
B¯jkX¯,k φ,j dx+ 2κ
∫
Ω
B¯jk
ρ0,k
ρ0
X¯ φ,j dx =
∫
Ω
f φ dx ∀φ ∈ H˙10 (Ω) . (8.38)
We substitute φ = −∂¯−h∂¯hX¯ into (8.38), and using the discrete product rule
∂¯hα(pq) = p
h∂¯hαq + ∂¯
h
αp q , p
h(x) = p(x+ heα) ,
to find that
2κ
∫
Ω
B¯jk,h ∂¯hαX¯,k ∂¯
h
αX¯,j dx︸ ︷︷ ︸
i1
+2κ
∫
Ω
∂¯hαB¯
jk X¯,k ∂¯
h
αX¯,j dx︸ ︷︷ ︸
i2
+ 2κ
∫
Ω
B¯jk,hρ0,
h
k ∂¯
h
α
( X¯
ρ0
)
∂¯hαX¯,j dx︸ ︷︷ ︸
i3
+2κ
∫
Ω
∂¯hα[B¯
jkρ0,k ]
X¯
ρ0
∂¯hαX¯,j dx︸ ︷︷ ︸
i4
= −
∫
Ω
f ∂¯−h∂¯hX¯ dx︸ ︷︷ ︸
i5
.
We proceed to the analysis of the integrals ia, a = 1, ..., 5. By the uniform ellipticity
condition (8.18) obtained on our time interval [0, T ], we see that
2κλ‖∂¯hDX¯‖20 ≤ i1 . (8.39)
The integral i2 can be estimated using the L
∞(Ω)-L2(Ω)- L2(Ω) Ho¨lder’s inequality:
i2 ≤ 2κ‖∂¯hαB¯jk‖L∞(Ω) ‖X¯tt,k ‖0 ‖∂¯hαX¯tt,j ‖0
We then see that using the Cauchy-Young inequality for ǫ > 0 we obtain
i2 ≤ C‖X¯‖21 + ǫ‖∂¯hαX¯,j ‖20 . (8.40)
The integral i3 requires us to form an exact derivative and integrate by parts. With
∂¯hα
( X¯
ρ0
)
= ∂¯hα(ρ
−1
0 )X¯
h + ρ−10 ∂¯
h
αX¯ = −
1
ρ0
∂¯hαρ0
X¯h
ρh0
+
∂¯hαX¯
ρ0
, (8.41)
we write i3 as
i3 = 2κ
∫
Ω
B¯jk,hρ0,
h
k
ρ0
∂¯hαX¯ ∂¯
h
αX¯,j dx︸ ︷︷ ︸
i3a
− 2κ
∫
Ω
B¯jk,hρ0,
h
k (
1
ρ0
∂¯hαρ0)
X¯h
ρh0
∂¯hαX¯,j dx︸ ︷︷ ︸
i3b
.
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Integration by parts with respect to xj shows that
i3a = κ
∫
Ω
B¯jk,hρ0,
h
k ρ0,j
∣∣∣∣ ∂¯hX¯ρ0
∣∣∣∣2 dx︸ ︷︷ ︸
i3ai
− κ
∫
Ω
(B¯jk,hρ0,
h
k ),j
∂¯hX¯
ρ0
∂¯hX¯ dx︸ ︷︷ ︸
i3aii
.
Next, we notice that
i3ai = κ
∫
Ω
B¯jk,hρ0,k ρ0,j
∣∣∣∣ ∂¯hX¯ρ0
∣∣∣∣2 dx+ κ
∫
Ω
B¯jk,h(ρ0,
h
k −ρ0,k )ρ0,j
∣∣∣∣ ∂¯hX¯ρ0
∣∣∣∣2 dx
and therefore, according to (8.18),
i3ai ≥ −C hκ‖D2ρ0‖L∞CM
∫
Ω
∣∣∣∣ ∂¯hX¯ρ0
∣∣∣∣2 dx+ κλ
∫
Ω
|Dρ0|2
∣∣∣∣ ∂¯hX¯ρ0
∣∣∣∣2 dx
≥ −C hκC ∥∥∂¯hX¯∥∥2
1
+ κλ
∫
Ω
|Dρ0|2
∣∣∣∣ ∂¯hX¯ρ0
∣∣∣∣2 dx (8.42)
On the other hand, for ǫ > 0,
i3aii ≤ κ‖(B¯jk,hρ0,hk ),j ‖L∞ ‖
∂¯hX¯tt
ρ0
‖0 ‖∂¯hX¯tt‖0
≤ C‖∂¯hX¯‖20 + ǫ‖
∂¯hX¯
ρ0
‖20
≤ C‖∂¯hX¯‖20 + ǫC‖∂¯hDX¯‖20 , (8.43)
where we have used the Hardy and Poincare´ inequalities for the last inequality in (8.43).
Furthermore,
i3b ≤ C‖B¯jk,hρ0,hk (
1
ρ0
∂¯hαρ0)‖L∞(Ω) ‖
X¯h
ρh0
‖0 ‖∂¯hαX,j ‖0
≤ C‖ ∂¯
h
αρ0
ρ0
‖2 ‖X¯‖1 ‖∂¯hαX¯,j ‖0
≤ C‖ρ0‖4 ‖X¯‖1 ‖∂¯hαX¯,j ‖0
≤ C‖X‖21 + ǫ‖∂¯hαX¯,j ‖20 . (8.44)
Similarly, we have that
i4 ≤ C‖∂¯hα[B¯jkρ0,k ]‖L∞(Ω) ‖
X¯
ρ0
‖0 ‖∂¯hαX¯,j ‖0
≤ C‖X¯‖21 + ǫ‖∂¯hαX¯,j ‖20 , (8.45)
and finally
i5 ≤ C‖f‖20 + ǫ‖∂¯hαX¯,j ‖20 (8.46)
Combining the estimates (8.39)–(8.46), and taking ǫ > 0 sufficiently small, we find that for
h > 0 small enough
‖∂¯hDX¯‖20 ≤ C(‖X¯tt‖21 + ‖f‖20) ≤ C ,
with C independent of h. It thus follows that
‖∂¯X¯‖21 ≤ C . (8.47)
Since ρ0 is strictly positive on any open interior subdomain of Ω, standard regularity
theory shows that solutions X¯ (and its time derivatives) are smooth in the interior, and
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hence the equation (8.5) holds in the classical sense in the interior of Ω. It remains to
estimate ‖X¯,3 ‖2L2(0,T ;H1(Ω)) and for this purpose we expand
(
B¯jk
ρ0
(ρ0X¯),k
)
,j to find that
X¯,33+ρ0,3
( X¯
ρ0
)
,3 =
1
B¯33
([ B¯jk
ρ0
(ρ0X¯),k
]
,j −B¯α3X¯,3α−B¯3j,j X¯,3−(B¯jαX¯,α ),j
− (B¯jkρ0,k ),j X¯
ρ0
− B¯jαρ0,j
( X¯
ρ0
)
,α−B¯α3ρ0,α
( X¯
ρ0
)
,3
)
.
(8.48)
Since
B¯α3ρ0,α
( X¯tt
ρ0
)
,3= B¯
α3 ρ0,α
ρ0
(
X¯,3− X¯
ρ0
)
,
and since ‖ρ0,α /ρ0‖L∞(Ω) is bounded by a constant thanks to our higher-order Hardy-type
inequality Lemma 3.1, we see from (8.47) and (8.30) that
‖X¯,33+ρ0,3
( X¯
ρ0
)
,3 ‖20 ≤ C . (8.49)
We introduce the variable Y defined by
Y (t, x1, x2, x3) =
∫ x3
0
X¯(t, x1, x2, y3)
ρ0(x1, x2, y3)
dy3 , (8.50)
so that Y vanishes at x3 = 0, and will allow us to employ the Poincare´ inequality with this
variable. It is easy to see that
X¯ = ρ0Y,3 . (8.51)
Thanks to the standard Hardy inequality, we thus have that
‖Y,3 ‖20 ≤ C‖X¯‖21 ≤ C .
The estimate (8.47) then shows that
‖DY ‖20 ≤ C ,
and hence by Poincare´’s inequality,
‖Y ‖20 ≤ C , (8.52)
We notice that
X¯,33+ρ0,3
( X¯
ρ0
)
,3 = (ρ0Y,3 ),33+ρ0,3 Y,33
= ρ0Y,333+3ρ0,3 Y,33+ρ0,33 Y,3 .
so that
‖ρ0Y,333+3ρ0,3 Y,33 ‖20 ≤ C .
The product rule then implies that
‖(ρ0Y ),333 ‖20 ≤ C .
The same L2(Ω) can easily be established for the lower-order terms ρ0Y , (ρ0Y ),3, and
(ρ0Y ),33; for instance the identity (8.51) shows that
‖(ρ0Y,3 ),3 ‖20 ≤ C .
By (8.52), we see that ‖ρ0Y,33 ‖20 enjoys the same bound. Since
(ρ0Y ),33= ρ0Y,33+2ρ0,3 Y,3+ρ0,33 Y
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the estimate (8.52) proves that ‖(ρ0Y ),33 ‖20 ≤ C. By definition of the H3(0, 1)-norm, we
then see that ∫
T2
‖ρ0Y (x1, x2, ·)‖2H3(0,1)dx1dx2 ≤ C . (8.53)
Now, thanks to our high-order Hardy-type inequality set on the 1-D domain (0, 1), we
infer from (8.53) that ∫
T2
‖Y (x1, x2, ·)‖2H2(0,1)dx1dx2 ≤ C . (8.54)
From (8.53), ∫
T2
‖ρ0Y,3 (x1, x2, ·) + ρ0,3 Y (x1, x2, ·)‖2H2(0,1)dx1dx2 ≤ C ,
from which it follows, with (8.51), that∫
T2
‖X¯(x1, x2, ·)‖2H2(0,1)dx1dx2 ≤ C ;
hence,
‖X¯,33 ‖20 ≤ C . (8.55)
Combining the inequalities (8.55) and (8.47), we see that
‖X¯‖22 ≤ C . (8.56)
The estimate (8.56) together with (8.37) then shows that
‖[ B¯
jk
ρ0
(ρ0X¯t),k ],j ‖20 is bounded.
By identically repeating for X¯t the H
2(Ω)-regularity estimates that we just detailed for X¯ ,
we obtain that
‖X¯t‖22 ≤ C . (8.57)
The estimates (8.56) and (8.57) together with (8.36) then prove that
‖[ B¯
jk
ρ0
(ρ0X¯tt),k ],j ‖2L2(0,T ;L2(Ω)) ≤ C .
Once again we repeat the estimates for X¯tt which we just explained for X¯, this time L
2-in-
time, and we obtain the desired result; namely,
‖X¯tt‖2L2(0,T ;H2(Ω)) ≤ C . (8.58)
It follows that (8.23) holds almost everywhere.
8.5.3. L2(0, T ;H3(Ω)) regularity for X¯t. Using (8.25), we write (8.23a) as
−2κ∂t[ B¯
jk
ρ0
(ρ0X¯),k ],j = G¯t − J¯
3X¯tt
ρ0
.
The estimate (8.58) together with our higher-order Hardy inequality shows that
‖∂t[ B¯
jk
ρ0
(ρ0X¯),k ],j ‖2L2(0,T ;H1(Ω)) ≤ C , (8.59)
and hence by the fundamental theorem of calculus,
‖[ B¯
jk
ρ0
(ρ0X¯),k ],j ‖21 ≤ C .
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We employ the identity (8.41) to find that
∂¯h
[ B¯jk
ρ0
(ρ0X¯),k
]
,j =
[ B¯jk,h
ρ0
(ρ0∂¯
hX¯),k
]
,j +
[
∂¯hB¯jk(X¯,k+ρ0,k
X¯
ρ0
)
]
,j
+
[
B¯jk,h∂¯hρ0,k
X¯
ρ0
]
,j −
[
B¯jk,hρ0,k
∂¯hρ0
ρ0
X¯h
ρh0
]
,j .
Since the last three term on the right-hand side are bounded in L2(Ω) thanks to our higher-
order Hardy inequality and (8.56), we see that∥∥∥∥[ B¯jk,hρ0 (ρ0∂¯hX¯),k
]
,j
∥∥∥∥2
0
≤ C .
Now repeating the argument which lead to (8.56) with ∂¯hX¯ replacing X¯ , we find that
‖∂¯X¯‖22 ≤ C . (8.60)
By differentiating the relation (8.48) with respect to x3 and using the estimate (8.60),
we see that
‖X¯,333+ρ0,3
(
X¯
ρ0
)
,33 ‖20 ≤ C .
Now by using the variable Y defined by (8.50), we can repeat our argument to find that
‖X¯,333 ‖20 ≤ C and hence that
‖X¯‖23 ≤ C . (8.61)
From (8.59), we then easily infer that∫ T
0
‖[ B¯
jk
ρ0
(ρ0X¯t),k ],j ‖21dt ≤ C ,
so that the argument just given allows us to conclude that
‖X¯t‖2L2(0,T ;H3(Ω)) ≤ C . (8.62)
8.5.4. L2(0, T ;H4(Ω)) regularity for X¯. By repeating the argument of Section 8.5.3, we find
that
‖X¯‖2L2(0,T ;H4(Ω)) ≤ C . (8.63)
We have thus established existence and regularity of our solution X¯; however, the bounds
and time-interval of existence depend on ν > 0. We next turn to better Sobolev-type
estimates to establish bounds for X¯ and its time-derivatives which are independent of ν and
are useful for our fixed-point scheme.
8.5.5. Estimates for ‖X¯‖2XT independent of ν.
Step 1. We begin this section by getting ν-independent energy estimates for the third
time-differentiated problem (8.31).
Lemma 8.9. For T > 0 taken sufficiently small and δ > 0,∥∥∥∥X¯ttttρ0
∥∥∥∥2
L2(0,T ;H−1(Ω))
+ sup
t∈[0,T ]
∥∥∥∥X¯ttt(t)√ρ0
∥∥∥∥2
0
+ Cp
∥∥X¯ttt∥∥2L2(0,T ;H˙10(Ω))
≤ N0 + TP (‖X¯‖2XT ) + Cδ‖X¯‖2XT + T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) . (8.64)
32 D. COUTAND AND S. SHKOLLER
Proof. We write the forcing function G¯ttt + G3 as
G¯ttt + G3 = G¯ttt + ∂tG2︸ ︷︷ ︸
T1
+2κ
[
B¯jkt
1
ρ0
(ρ0X¯tt),k
]
,j︸ ︷︷ ︸
T2
− (J¯
3)tX¯ttt
ρ0︸ ︷︷ ︸
T3
. (8.65)
We test (8.31a) with X¯ttt. In the identical fashion that we obtained (8.21), we see that
1
32
d
dt
∫
Ω
|X¯ttt|2
ρ0
dx + 2κλ
∫
Ω
|DX¯ttt|2 dx+ κλ
∫
Ω
|Dρ0|2
ρ20
|X¯ttt|2 dx
≤ ‖1
2
(J¯3)t + κρ0,jk B¯
jk + κρ0,k B¯
jk,j ‖L∞(Ω)
∫
Ω
1
ρ0
|X¯ttt|2 dx+ 〈G¯ttt + G3 , X¯ttt〉 .
Integrating this inequality from 0 to t ∈ (0, T ], we see that
1
32
sup
t∈[0,T ]
∫
Ω
1
ρ0
|X¯ttt(t)|2dx+ 2κλ
∫ T
0
∫
Ω
|DX¯ttt|2 dxdt ≤ N0
+ T sup
t∈[0,T ]
‖1
2
(J¯3)t + κρ0,jk B¯
jk + κρ0,k B¯
jk,j ‖L∞(Ω)
∫
Ω
1
ρ0
|X¯ttt(t)|2 dx+
∫ T
0
〈G¯ttt + G3 , X¯ttt〉dt .
By the Soblev embedding theorem
‖1
2
(J¯3)t + κρ0,jk B¯
jk + κρ0,k B¯
jk,j ‖L∞(Ω) ≤ C‖1
2
(J¯3)t + κρ0,jk B¯
jk + κρ0,k B¯
jk,j ‖2 .
The highest-order derivative in the term 12 (J¯
3)t scales like Dv, while the highest-order deriv-
ative in B¯jk,j scales likeD
2η, which means that we have to be able to bound supt∈[0,T ] ‖v(t)‖3
as well as supt∈[0,T ] ‖η(t)‖4, and these are clearly bounded by C
√
t‖v¯‖XT . Therefore, by
choosing T sufficiently small and invoking the Poincare´ inequality, we see that
C sup
t∈[0,T ]
∫
Ω
1
ρ0
|X¯ttt(t)|2dx + Cκλ
∫ T
0
∫
Ω
|DX¯ttt|2 dxdt ≤ N0 +
∫ T
0
〈G¯ttt + G3 , X¯ttt〉dt .
We proceed to the analysis of the terms in
∫ T
0 〈G¯ttt+G3 , X¯ttt〉dt, and we begin with the
term T3 in (8.65). We have that∫ T
0
〈T3, X¯ttt〉dt ≤ sup
t∈[0,T ]
‖(J¯3)t‖L∞(Ω)
∫ T
0
∫
Ω
1
ρ0
|X¯ttt|2 dxdt ≤ CMT 32 sup
t∈[0,T ]
∫
Ω
1
ρ0
|X¯ttt|2 dx ,
where we have made use of the Soblev embedding theorem giving the inequality ‖(J¯3)t‖L∞(Ω) ≤
C‖(J¯3)t‖2 ≤
√
tCM , where CM depends on M .
To estimate the term T2 in (8.65), notice that
〈T2, X¯ttt〉 = −2κ
∫
Ω
B¯jkt (X¯tt,k +ρ0,k
X¯tt
ρ0
)X¯ttt,j dx ≤ C‖B¯t‖2‖X¯tt‖1‖X¯ttt‖1
≤ δ‖X¯ttt‖21 + C‖B¯t‖22‖X¯tt‖21 ≤ δ‖X¯ttt‖21 + C‖B¯t‖22(‖X¯tt(0)‖21 + t‖X¯ttt(t)‖21) ,
and thus ∫ T
0
〈T2, X¯ttt〉dt ≤ N0 + δ‖X¯‖2XT + T P (‖v¯‖2ZT ) + TP (‖X¯‖2XT ) .
It remains to estimate 〈T1, X¯ttt〉; we use the identity (8.29) defining G2 to expand T1 as
T1 = G¯ttt + ∂tG2 = G¯ttt + ∂ttG1 + ∂t
(
2κ
[
B¯jkt
1
ρ0
(ρ0X¯t),k
]
,j − (J¯
3)tX¯tt
ρ0
)
.
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The terms 〈∂t
(
2κ
[
B¯jkt
1
ρ0
(ρ0X¯t),k
]
,j − (J¯
3)tX¯tt
ρ0
)
, X¯ttt〉 are estimated in the same way and
have the same bounds as 〈T2, X¯ttt〉 and 〈T3, X¯ttt〉 above, so we focus on estimating 〈G¯ttt +
∂ttG1, X¯ttt〉. To do so, we use the identity (8.25) defining G1 and write
G¯ttt + ∂ttG1 = G¯ttt + ∂tt
(
2κ
[
B¯jkt
1
ρ0
(ρ0X¯),k
]
,j
)
︸ ︷︷ ︸
S1
− ∂tt
( (J¯3)tX¯t
ρ0
)
︸ ︷︷ ︸
S2
.
Expanding S1 as
S1 = 2κ
[
B¯jkttt
1
ρ0
(ρ0X¯),k
]
,j︸ ︷︷ ︸
S1a
+4κ
[
B¯jktt
1
ρ0
(ρ0X¯t),k
]
,j︸ ︷︷ ︸
S1b
+2κ
[
B¯jkt
1
ρ0
(ρ0X¯tt),k
]
,j︸ ︷︷ ︸
S1c
,
we see that for δ > 0,
〈S1a, X¯ttt〉 = −2κ
∫
Ω
B¯jkttt(X¯,k +ρ0,k
X¯
ρ0
)X¯ttt,j dx
≤ C‖B¯jkttt‖0 (‖X¯,k ‖2 + ‖
X¯
ρ0
‖2) ‖DX¯ttt‖0 ≤ C‖B¯jkttt‖0 ‖X¯‖3 ‖DX¯ttt‖0
≤ C‖B¯jkttt‖20 (‖X¯(0)‖23 + t‖X¯t‖23) + δ‖X¯ttt‖21 .
where we have used the Sobolev embedding theorem for the first inequality, our higher-
order Hardy inequality Lemma 3.1 for the second inequality, the Cauchy-Young inequality
together with the fundamental theorem of calculus for the third inequality. We see that∫ T
0
〈S1a, X¯ttt〉dt ≤ N0 + δ‖X¯‖2XT + T P (‖v¯‖2ZT ) + TP (‖X¯‖2XT ) .
The duality pairing involving S1b and S1c can be estimated in the same way to provide
the estimate ∫ T
0
〈S1, X¯ttt〉dt ≤ N0 + δ‖X¯‖2XT + T P (‖v¯‖2ZT ) + TP (‖X¯‖2XT ) .
The duality pairing involving S2 is estimated in the same manner as T3 and S1 to yield∫ T
0
〈S2, X¯ttt〉dt ≤ N0+δ‖X¯‖2XT+T P (‖v¯‖2ZT )+TP (‖X¯‖2XT )+CMT
3
2 sup
t∈[0,T ]
∫
Ω
1
ρ0
|X¯ttt|2 dx .
It thus remains to estimate the duality pairing
∫ T
0 〈G¯ttt, X¯tttdt. We write
G¯ttt = − ∂ttt
(
3J¯−1(J¯t)2 − ∂ta¯ji v¯i,j
)
︸ ︷︷ ︸
L1
+−2∂ttt[a¯ji A¯ki (ρ0J¯−1),k ],j︸ ︷︷ ︸
L2
κ∂ttt[a¯
j
i∂ta¯
k
i
1
ρ0
(ρ20J¯
−2),k ],j︸ ︷︷ ︸
L3
.
Notice that by the Cauchy-Schwarz inequality∫ T
0
〈L1 , X¯ttt〉dt ≤
∫ T
0
‖√ρ0∂ttt
(
3J¯−1(J¯t)2 − ∂ta¯ji v¯i,j
)
‖0 ‖ X¯ttt√
ρ0
‖0dt
≤ T P (‖v¯‖2ZT ) + CT sup
t∈[0,T ]
∫
Ω
1
ρ0
|X¯ttt|2 dx .
Next, we write
〈L2, X¯ttt〉 = 2
∫
Ω
∂ttt[a¯
j
i A¯
k
i (ρ0J¯
−1),k ] X¯ttt,j dx
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The higher-order derivatives in ∂ttt[a¯
j
i A¯
k
i (ρ0J¯
−1),k ] scale like either D(ρ0Dv¯tt) or Dv¯tt
so the fundamental theorem of calculus and the Cauchy-Young inequality once again shows
that for δ > 0, ∫ T
0
〈L2, X¯ttt〉dt = T P (‖v¯‖2ZT ) + δ‖X¯‖2XT .
A good estimate for L3 requires the curl structure of Lemma 5.1. We write the highest-
order term in
κ∂ttt[a¯
j
i∂ta¯
k
i
1
ρ0
(ρ20J¯
−2),k ],j = κ∂ttt[2a¯
j
i∂ta¯
k
i ρ0,k J¯
−2 + ρ0a¯
j
i∂ta¯
k
i J¯
−2,k )],j
as
2κ∂ttt[(a¯
j
i∂ta¯
k
i )ρ0,k J¯
−2],j ; (8.66)
all of the other terms arising from the distribution of ∂ttt are lower-order and can be esti-
mated in the same way as L2. Now, using Lemma 5.1, the highest-order term in (8.66) is
written as
∂ttt[(a¯
j
i∂ta¯
k
i )ρ0,k J¯
−2],j = [curl curl v¯ttt]kρ0,k J¯−2︸ ︷︷ ︸
t1
+ v¯rttt,sj
(
J¯−1[a¯sra¯
k
i − a¯si a¯kr ]a¯ji − [δsrδki − δsi δkr ]δji
)
ρ0,k J¯
−2︸ ︷︷ ︸
t2
+ v¯rttt,s
(
J¯−1[a¯sra¯
k
i − a¯si a¯kr ]
)
,j a¯
j
iρ0,k J¯
−2︸ ︷︷ ︸
t3
+R ,
with R being lower-order and once again estimated as L2. Integration by parts with respect
to the curl operator in the term t1, we see that
〈t1, X¯ttt〉 =
∫
Ω
curl v¯ttt ·D × (Dρ0J¯−2X¯ttt)dx
≤ ‖ curl v¯ttt(t)‖0
(
‖Dρ0J¯−2‖L∞(Ω) ‖DX¯ttt‖0 + ‖ curl(Dρ0J¯−2)‖L3(Ω) ‖X¯ttt‖L6(Ω)
)
≤ ‖ curl v¯ttt(t)‖0
(
‖Dρ0J¯−2‖2 + ‖ curl(Dρ0J¯−2)‖1
)
‖X¯ttt‖1
≤ C‖ curl v¯ttt(t)‖20
(
‖Dρ0J¯−2‖22 + ‖ curl(Dρ0J¯−2)‖21
)
+ δ‖X¯ttt‖21 .
It follows that ∫ T
0
〈t1, X¯ttt〉dt ≤ P (‖ curl v¯‖2Y T ) + T P (‖v¯‖2ZT ) + δ‖X¯‖2XT .
For t2,
〈t2, X¯ttt〉 = −
∫
Ω
v¯rttt,s
[(
J¯−1[a¯sra¯
k
i − a¯si a¯kr ]a¯ji − [δsrδki − δsi δkr ]δji
)
ρ0,k J¯
−2X¯ttt
]
,j dx .
Given that ‖a(t)− Id ‖3 = ‖
∫ t
0
at(t
′)dt′‖3 ≤
√
tP (‖v¯‖ZT ), we see that∫ T
0
〈t2, X¯ttt〉dt ≤ T P (‖v¯‖2ZT ) + δ‖X¯‖2XT .
The duality pairing involving t3 can be estimated in the same way.
Summing together the above inequalities and taking T > 0 sufficiently small concludes
the proof. 
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It is easy to see that we have the same estimates for the weak solutions X¯ , X¯t, and X¯tt
solving (8.5), (8.23), and (8.27), respectively:
3∑
a=0
∥∥∥∥∂at X¯tρ0
∥∥∥∥2
L2(0,T ;H−1(Ω))
+ sup
t∈[0,T ]
∥∥∥∥∂at X¯(t)√ρ0
∥∥∥∥2
0
+ Cp
∥∥∂at X¯∥∥2L2(0,T ;H˙10(Ω))
≤ N0 + TP (‖X¯‖2XT ) + Cδ‖X¯‖2XT + T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) . (8.67)
Step 2. Returning to the definition of G2 in (8.29), by using the estimate (8.67) together
with the Hardy inequality, we see that
‖G¯tt + G2‖2L2(0,T ;L2(Ω)) ≤ N0 + TP (‖X¯‖2XT ) + Cδ‖X¯‖2XT + T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) .
Combining this with the estimate (8.64), the equation (8.27a) shows that
4κ2
∥∥∥[ B¯jk
ρ0
(ρ0X¯tt),k
]
,j
∥∥∥2
L2(0,T ;L2(Ω))
=
∥∥∥− J¯3X¯ttt
ρ0
+ G2
∥∥∥2
L2(0,T ;L2(Ω))
≤ N0 + TP (‖X¯‖2XT ) + Cδ‖X¯‖2XT + T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) .
By repeating our argument of Section 8.5.2 but this time using Soblev-type estimates for
the horizontal-derivative estimates (replacing the difference quotient estimates as we already
have regularity), we obtain the desired bound:
‖X¯tt‖2L2(0,T ;L2(Ω)) ≤ N0+TP (‖X¯‖2XT )+Cδ‖X¯‖2XT +T P (‖v¯‖2ZT )+P (‖ curl v¯‖2Y T ) . (8.68)
Step 3. From the definition of G1 in (8.25), we similarly see that
‖G¯t + G1‖2L2(0,T ;H1(Ω)) ≤ N0 + TP (‖X¯‖2XT ) + Cδ‖X¯‖2XT + T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) .
Following our argument for the regularity of X¯tt, we obtain the estimate
‖X¯t‖2L2(0,T ;H3(Ω)) ≤ N0+TP (‖X¯‖2XT )+Cδ‖X¯‖2XT +T P (‖v¯‖2ZT )+P (‖ curl v¯‖2Y T ) . (8.69)
Step 4. Finally,
‖G¯‖2L2(0,T ;H2(Ω)) ≤ N0 + TP (‖X¯‖2XT ) + Cδ‖X¯‖2XT + T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) .
Following the argument of Step 3 and using Sobolev-type estimates for the horizontal-
derivative bounds (which replace the horizontal difference-quotient estimates), we finally
conclude that
‖X¯‖2L2(0,T ;H4(Ω)) ≤ N0+TP (‖X¯‖2XT )+Cδ‖X¯‖2XT +T P (‖v¯‖2ZT )+P (‖ curl v¯‖2Y T ) . (8.70)
8.5.6. The proof of Proposition 8.2. Summing the inequalities (8.64), (8.68), (8.69), and
(8.70), we obtain the estimate
‖X¯‖2XT ≤ N0 + TP (‖X¯‖2XT ) + Cδ‖X¯‖2XT + T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) .
Choosing δ > 0 and T > 0 sufficiently small (and readjusting the constants), we see that
‖X¯‖2XT ≤ N0 + T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) .
As the right-hand side does not depend on ν > 0, we can pass to the limit as ν → 0 in (8.5).
This completes the proof of Proposition 8.2.
Remark 8.10. Suppose that v¯1 and v¯2 are both elements of CT (M). For a = 1, 2, let X¯a
denote the solution of (8.5) with coefficient matrix B¯a and forcing function G¯a formed from
v¯a rather than v¯. Our proof of Proposition 8.2 then shows that
‖X¯1 − X¯2‖2XT ≤ TP (‖v¯1 − v¯2‖2ZT ) + P (‖ curl v¯1 − curl v¯2‖2Y T ) . (8.71)
We will make use of this inequality in our iteration scheme below.
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8.6. Existence of the fixed-point and the proof of Theorem 8.11.
8.6.1. The boundary convolution operator Λǫ on Γ. For ǫ > 0, let 0 ≤ ρǫ ∈ C∞0 (R2) with
spt(ρǫ) ⊂ B(0, ǫ) denote a standard family of mollifiers on R2 . With xh = (x1, x2), we
define the operation of convolution on the boundary as follows:
Λǫf(xh) =
∫
R2
ρǫ(xh − yh)f(yh)dxh for f ∈ L1loc(R2) .
By standard properties of convolution, there exists a constant C which is independent of
ǫ, such that for s ≥ 0,
|ΛǫF |s ≤ C|F |s ∀ F ∈ Hs(Γ) .
Furthermore,
ǫ|∂¯ΛǫF |0 ≤ C|F |0 ∀ F ∈ L2(Ω) . (8.72)
8.6.2. Construction of solutions to (8.7) via intermediate ǫ-regularization. We shall estab-
lish the existence of a solution v to (8.7) by first considering for any ǫ > 0 the ǫ-regularized
system, where the higher-in-space order term in (8.7c) is smoothed via two boundary con-
volution operators on Γ:
div vǫt = div v¯t − divη¯ v¯t +
[X¯J¯2]t
ρ0
− ∂tA¯ji v¯i,j in Ω , (8.73a)
curl vǫt = curl v¯t − curlη¯ v¯t + 2κε·jiv¯,rs A¯si Ξ¯,jr (η¯) + C¯ in Ω , (8.73b)
(vǫ)3t + 2κρ0,3 Λ
2
ǫ divΓ v
ǫ = 2κρ0,3 Λǫ divΓ v¯ − 2ρ0,3 Λǫ[J¯−2a¯33]
− 2κρ0,3 Λǫ[J¯−2∂ta¯33]− 2κρ0,3 Λǫ[a¯33∂tJ¯−2] + c¯ǫ(t)N3 on Γ , (8.73c)∫
Ω
(vǫ)αt dx = −2
∫
Ω
A¯kα(ρ0J¯
−1),k dx− 2κ
∫
Ω
∂t[A¯
k
α(ρ0J¯
−1),k ]dx , (8.73d)
(x1, x2) 7→ vǫt (x1, x2, x3, t) is 1-periodic , (8.73e)
where the vector Ξ¯(η) is defined in (8.10) and the function c¯ǫ(t) (a constant in x) on the
right-hand side of (8.73c) is defined by
c¯ǫ(t) =
1
2
∫
Ω
(div v¯t − divη¯ v¯t)dx+ 1
2
∫
Ω
[X¯J¯2]t
ρ0
dx− 1
2
∫
Ω
∂tA¯
j
i v¯
i,j dx+
∫
Γ
Λǫ[J¯
−2a¯33]ρ0,3N
3dS
+ κ
∫
Γ
Λǫ[J¯
−2∂ta¯33]ρ0,3N
3dS + κ
∫
Γ
Λǫ[∂tJ¯
−2a¯33]ρ0,3N
3dS
+ κ
∫
Γ
divΓ(Λ
2
ǫv
ǫ − Λǫv¯)ρ0,3N3dS . (8.74)
We now outline the steps remaining in this section. We shall first prove, by a fixed-point
approach, that for a small time Tǫ > 0 depending a priori on ǫ, we have the existence of
a solution to this problem. We shall then prove, via ǫ-independent energy estimates on
the solutions of (8.73), that Tǫ = T , with T independent of ǫ, and that the sequence v
ǫ
converges in an appropriate space to a solution v of (8.7), which also satisfies the same
energy estimates. These estimates will allow us to conclude the existence of a fixed-point
v = v¯.
Step 1: Solutions to (8.73) via the contraction mapping principle. For
w ∈ X 3T = {w ∈ L2(0, T ;H3(Ω)) : wt ∈ L2(0, T ;H3(Ω)), wtt ∈ L2(0, T ;H2(Ω)),
wttt ∈ L2(0, T ;H1(Ω)), (x1, x2) 7→ w is 1-periodic} , (8.75)
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with norm
‖w‖2X 3T = ‖w‖
2
L2(0,T ;H3(Ω)) + ‖wt‖2L2(0,T ;H3(Ω)) + ‖wtt‖2L2(0,T ;H2(Ω)) + ‖wttt‖2L2(0,T ;H1(Ω)) ,
we set Φ(w) = u0+
∫ t
0
∂tΦ(w) where ∂tΦ(w) is defined by the elliptic system which specifies
the divergence, curl, and normal trace of the vector field ∂tΦ(w):
div ∂tΦ(w) = div v¯t − divη¯ v¯t + [X¯J¯
2]t
ρ0
− ∂tA¯ji v¯,ij in Ω , (8.76a)
curl ∂tΦ(w) = curl∂tv¯ − curlη¯ ∂tv¯ + 2κε·jiv¯,rs A¯si Ξ¯,jr (η¯) + C¯ in Ω , (8.76b)
∂tΦ(w) · e3 = −2κρ0,3 Λ2ǫ divΓ w + 2κρ0,3 Λǫ divΓ v¯
− 2κρ0,3Λǫ[J¯−2∂ta¯33]− 2ρ0,3 Λǫ[J¯−2a¯33]
− 2κρ0,3 Λǫ[a¯33∂tJ¯−2] + c¯(w)N3 on Γ , (8.76c)∫
Ω
∂tΦ(w)
αdx = −2
∫
Ω
A¯kα(ρ0J¯
−1),k dx − 2κ
∫
Ω
∂t[A¯
k
α(ρ0J¯
−1),k ]dx , (8.76d)
∀t ∈ [0, T ], ∂tΦ(w)(t) is 1-periodic in the directions e1 and e2 . (8.76e)
The function c¯(w)(t) in (8.76c) is defined by
[c¯(w)](t) =
1
2
∫
Ω
(div v¯t − divη¯ v¯t)dx+ 1
2
∫
Ω
[X¯J¯2]t
ρ0
dx− 1
2
∫
Ω
∂tA¯
j
i v¯
i,j dx
+
∫
Γ
Λǫ[J¯
−2a¯33]ρ0,3N
3dS + κ
∫
Γ
Λǫ[J¯
−2∂ta¯33]ρ0,3N
3dS
+ κ
∫
Γ
Λǫ[∂tJ¯
−2a¯33]ρ0,3N
3dS + κ
∫
Γ
divΓ(Λ
2
ǫw − Λǫv¯)ρ0,3N3dS , (8.77)
and is introduced so that the elliptic system (8.76) satisfies all of the solvability conditions.
Thus, due to the definition (8.77) , the problem (8.76) defining ∂tΦ(w) is perfectly well-
posed. Applying Proposition 6.2 to (8.76) and its first, second, and third time-differentiated
versions, we find that
‖∂tΦ(w)− ∂tΦ(w˜)‖X 3Tǫ ≤ C(M, ǫ)‖w − w˜‖X 3Tǫ + CMTǫ‖w − w˜‖X 3Tǫ , (8.78)
the ǫ dependence in the constant C(M, ǫ) coming from repeated use of (8.72). Note that
the lack of w on the right-hand sides of (8.76a) and (8.76b) implies that both the divergence
and curl of ∂tΦ(w) − ∂tΦ(w˜) vanish, and that on Γ,
[∂tΦ(w) − ∂tΦ(w˜)] · e3 = 2κρ0,3 Λ2ǫ divΓ(w˜ − w) + [c¯(w)− c¯(w˜)]N3 .
It follows from (8.78) that
‖Φ(w) − Φ(w˜)‖X 3Tǫ ≤ TǫC(M, ǫ)‖w − w˜‖X 3Tǫ ,
and therefore the mapping Φ : X 3Tǫ → X 3Tǫ is a contraction if Tǫ is taken sufficiently small,
leading to the existence and uniqueness of a fixed-point vǫ = Φ(vǫ), which is therefore a
solution of (8.73) on [0, Tǫ].
Step 2: ǫ-independent energy estimates for vǫ. Having obtained a unique solution
to (8.73), we now proceed with ǫ−independent estimates on this system. We integrate the
divergence (8.73a) and curl (8.73b) relations in time, and we now view the PDE for the
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normal trace (8.73c) as a parabolic equation for vǫ on Γ:
div vǫ = div v¯ − divη¯ v¯ + X¯J¯
2
ρ0
in Ω , (8.79a)
curl vǫ = curlu0 + curl v¯ − curlη¯ v¯ + 2κ
∫ t
0
ε·jiv¯,rs A¯
s
i Ξ¯,
j
r (η¯)
+
∫ t
0
(ε·jiv¯,is ∂tA¯
s
j + C¯) in Ω, (8.79b)
(vǫ)3t + 2κρ0,3 Λ
2
ǫ divΓ v
ǫ = +2κρ0,3 Λǫ divΓ v¯ − 2ρ0,3 Λǫ[J¯−2a¯33]
− 2κρ0,3 Λǫ[J¯−2∂ta¯33]− 2κρ0,3 Λǫ[a¯33∂tJ¯−2]
+ c¯ǫ(t)N
3 on Γ , (8.79c)
vǫ(0) = u0, (8.79d)∫
Ω
(vǫ)αdx =
∫
Ω
uα0 dx− 2
∫ t
0
∫
Ω
A¯kα(ρ0J¯
−1),k dx− 2κ
∫
Ω
[A¯kα(ρ0J¯
−1),k ]dx ,
(8.79e)
∀t ∈ [0, T ], vǫ(t) is 1-periodic in the directions e1 and e2 , (8.79f)
where c¯ǫ(t) is defined in (8.74).
We will establish the existence of a fixed-point in the metric space CTκ(M) defined in
(8.2), but to do so we will make use of the space (depending on ǫ)
X 4T = {w ∈ L∞(0, T ;H3.5(Ω)) ∩ L2(0, T ; H˙10 (Ω)) : wt ∈ L2(0, T ;H3(Ω)),
wtt ∈ L2(0, T ;H2(Ω)), wttt ∈ L2(0, T ;H1(Ω)), Λǫw ∈ L2(0, T ;H4(Ω)),
w(0) = u0} ,
with norm
‖w‖2X 4T = ‖Λǫw‖
2
L2(0,T ;H4(Ω)) + ‖wt‖2L2(0,T ;H3(Ω)) + ‖wtt‖2L2(0,T ;H2(Ω)) + ‖wttt‖2L2(0,T ;H1(Ω)) .
Since v¯ ∈ CTκ(M), equations (8.79a) and (8.79b) show that both div vǫ and curl vǫ are in
L2(0, Tǫ;H
3(Ω)); additionally, from (8.79c) and (8.72), we see that (vǫ)3 is in L∞(0, Tǫ;H3.5(Γ)),
and hence according to Proposition 6.2, vǫ ∈ L2(0, Tǫ;H4(Ω)), with a bound that a priori
depends on ǫ. We next show that, in fact, we can control Λǫv
ǫ in CT (M) independently of
ǫ, on a time interval [0, T ] with T > 0 independent of ǫ.
We proceed by letting ∂¯3 act on each side of (8.79c), multiplying this equation by
− N3ρ0,3 ∂¯3(vǫ)3, and then integrating over Γ. This yields the following identity:
− 1
2
d
dt
∫
Γ
N3
ρ0,3
|∂¯3(vǫ)3|2dS + 2κ
∫
Γ
∂¯3Λ2ǫ divΓ v
ǫ ∂¯3(vǫ)3N3dS
=
∫
Γ
G ∂¯3(vǫ)3N3dS −
∫
Γ
∂¯3
[
ρ0,3 ΛǫF
]
∂¯3(vǫ)3
N3
ρ0,3
dS (8.80)
where
G = −2κ
[
∂¯3ρ0,3 Λ
2
ǫ divΓ v
ǫ + 3∂¯2ρ0,3 ∂¯Λ
2
ǫ divΓ v
ǫ + 3∂¯ρ0,3 ∂¯
2Λ2ǫ divΓ v
ǫ
]
, (8.81)
F = 2κ divΓ v¯ − 2J¯−2a¯33 − 2κJ¯−2∂ta¯33 − 2κa¯33∂tJ¯−2 . (8.82)
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Since G contains lower-order terms, we immediately see that for any t ∈ [0, Tǫ]:∫
Γ
G∂¯3(vǫ)3N3 dS ≤C|∂¯3(vǫ)|20 . (8.83)
We then write
∂¯3
[
ρ0,3 ΛǫF
]
= ρ0,3 ∂¯
3ΛǫF + ∂¯
3ρ0,3 ΛǫF + 3∂¯
2ρ0,3 ∂¯ΛǫF + 3∂¯ρ0,3 ∂¯
2ΛǫF , (8.84)
and notice that since the last three term on the right-hand side are lower-order, we easily
obtain the estimate∣∣∫
Γ
[
(∂¯3ρ0,3 ΛǫF + 3∂¯
2ρ0,3 ∂¯ΛǫF + 3∂¯ρ0,3 ∂¯
2ΛǫF
)
∂¯3(vǫ)3
N3
ρ0,3
dS
∣∣ ≤ C|∂¯3(vǫ)3|0|∂¯2Dv¯|0 .
(8.85)
Next, in order to estimate the highest-order term
∫
Γ ∂¯
3ΛǫF ∂¯
3(vǫ)3N3dS, we notice that
by the standard properties of the boundary convolution operator Λǫ, we have that∫
Γ
∂¯3ΛǫF ∂¯
3(vǫ)3N3dS =
∫
Γ
∂¯3F ∂¯3Λǫ(v
ǫ)3N3dS
= − 2κ
∫
Γ
∂¯3(J¯−2∂ta¯33) ∂¯
3Λǫ(v
ǫ)3N3dS︸ ︷︷ ︸
J1
− 2κ
∫
Γ
∂¯3(a¯33∂tJ¯
−2) ∂¯3Λǫ(vǫ)3N3dS︸ ︷︷ ︸
J2
+ 2κ
∫
Γ
∂¯3 divΓ v¯ ∂¯
3Λǫ(v
ǫ)3N3dS︸ ︷︷ ︸
J3
− 2
∫
Γ
∂¯3
[
J¯−2a¯33
]
∂¯3Λǫ(v
ǫ)3N3dS︸ ︷︷ ︸
J4
. (8.86)
In order to estimate the integral J1, we recall the formula for ∂ta¯33 given in (8.8), and write
J1 = −2κ
∫
Γ
∂¯3(J¯−2[v¯,1×η¯,2+η¯,1×v¯,2 ]3) ∂¯3Λǫ(vǫ)3N3dS
= −2κ
∫
Γ
[
∂¯3v¯,1×
( η¯,2
J¯2
− η¯,2 (0)
)]3
∂¯3Λǫ(v
ǫ)3N3dS︸ ︷︷ ︸
J1a
− 2κ
∫
Γ
∂¯3v¯1,1 ∂¯
3Λǫ(v
ǫ)3N3dS︸ ︷︷ ︸
J1b
−2κ
∫
Γ
[( η¯,1
J¯2
− η¯,1 (0)
)× ∂¯3v¯,2 ]3∂¯3Λǫ(vǫ)3N3dS︸ ︷︷ ︸
J1c
− 2κ
∫
Γ
∂¯3v¯2,2 ∂¯
3Λǫ(v
ǫ)3N3dS︸ ︷︷ ︸
J1d
+R1 ,
(8.87)
where R1 is a lower-order integral over Γ that contains all of the remaining terms from the
action of ∂¯3, so that there are at most three space derivatives on v¯ on Γ. The trace theorem
combined with the Cauchy-Schwarz inequality easily show that |R1| ≤ C|(vǫ)3|3‖v¯‖4. The
next crucial observation is that
J1b + J1d + J3 = 0 . (8.88)
We use the fundamental theorem of calculus,
η¯,2
J¯2
(t)− η¯,2 (0) =
∫ t
0
∂t
η¯,2
J¯2
and
η¯,1
J¯2
(t)− η¯,1 (0) =
∫ t
0
∂t
η¯,1
J¯2
,
to estimate the integrals J1a and J1c so that (8.87) and (8.88) show that
|J1 + J3| ≤ Ct‖Λǫ(vǫ)3‖4‖v¯‖4 + C|(vǫ)3|3‖v¯‖4 .
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Next, we write the integral J2 as
J2 = 4κ
∫
Γ
a¯33J¯
−3a¯sr∂¯
3v¯r,s ∂¯
3Λǫ(v
ǫ)3N3 dS +R2 ,
where
R2 ∼
∫
Γ
∂¯3Dη¯ ∂¯3Λǫ(v
ǫ)3N3dS
where the symbol ∼ is used here to mean that R2 is comprised of integrands which have
the derivative count of the integrand ∂¯3Dη¯ ∂¯3Λǫ(v
ǫ)3. It follows that
|R2| ≤ |Dη¯|2.5|Λǫ(vǫ)3|3.5 ≤ C‖η¯‖4‖Λǫvǫ‖4 ,
the last inequality following from the trace theorem. Since η¯(t) = e +
∫ t
0
v¯, we see that for
some δ > 0,
|R2| ≤ N0 + (δ + Ct2)‖Λǫvǫ‖24 + Ct2‖v¯‖24 ,
Returning to the remaining term in J2, we write
4κ
∫
Γ
a¯33J¯
−3a¯sr∂¯
3v¯r,s ∂¯
3Λǫ(v
ǫ)3N3 dS = 4κ
∫
Γ
∂¯3 div v¯ ∂¯3Λǫ(v
ǫ)3N3 dS︸ ︷︷ ︸
J2a
+ 4κ
∫
Γ
(¯a33J¯
−3a¯sr − δsr)∂¯3v¯r,s ∂¯3Λǫ(vǫ)3N3 dS︸ ︷︷ ︸
J2b
.
We estimate the integral J2a with the Cauchy-Schwarz inequality. The integral J2b can
be estimated using the fundamental theorem of calculus:
|J2b| ≤ Ct‖Λǫ(vǫ)3‖4‖v¯‖4 ,
so that we have established the following estimate:
|J2|+ |J1 + J3| ≤ N0 + TCM + (δ + Ct2)‖Λǫvǫ‖24 + Ct2‖v¯‖24
+ Ct‖Λǫ(vǫ)3‖4‖v¯‖4 + C|(vǫ)3|3‖v¯‖4 + C‖X¯‖24 + C‖ div v¯‖3‖Λǫvǫ‖4 ,
where the bound on the integral J2a in contained in the right-hand side. Finally, the integral
J4 can be estimated in the same way as R2 above, so that with the identities (8.86), (8.85),
and (8.84) we have shown that∣∣∫
Γ
∂¯3(ρ0,3 ΛǫF )∂¯
3(vǫ)3
N3
ρ0,3
dS
∣∣ ≤ N0 + TCM + (δ + Ct2)‖Λǫvǫ‖24 + Ct2‖v¯‖24
+ Ct‖Λǫ(vǫ)3‖4‖v¯‖4 + C|(vǫ)3|3‖v¯‖4 + C‖X¯‖24 + C‖ div v¯‖3‖Λǫvǫ‖4 . (8.89)
We now turn our attention to the second term on the left-hand side of (8.80), which will
give us as a sign-definite energy term plus a small perturbation. We first notice that by the
properties of the boundary convolution operator Λǫ,∫
Γ
∂¯3
[
Λ2ǫ(v
ǫ,11+v
ǫ,22 )
]
∂¯3(vǫ)3N3 dS =
∫
Γ
∂¯3Λǫ(v
ǫ,11+v
ǫ,22 ) ∂¯
3Λǫv
ǫ ·N dS︸ ︷︷ ︸
I
. (8.90)
The divergence theorem applied to the integral I (as our domain Ω = T2× (0, 1)) implies
that
I =
∫
Ω
∂¯3Λǫ(v
ǫ,11+v
ǫ,22 ) ∂¯
3Λǫ(v
ǫ)3,3 dx︸ ︷︷ ︸
I1
+
∫
Ω
∂¯3
[
Λǫ(v
ǫ,113+v
ǫ,223 )
]
∂¯3Λǫ(v
ǫ)3dx︸ ︷︷ ︸
I2
.
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Now,
I1 =−
∫
Ω
∣∣∂¯3Λǫ(vǫ)3,3 ∣∣2dx+ ∫
Ω
Λǫ∂¯
3 div vǫ ∂¯3Λǫv
ǫ,33 dx ,
and
I2 =−
∫
Ω
∂¯3Λǫ(v
ǫ)1,3 ∂¯
3Λǫ(v
ǫ)3,1 dx −
∫
Ω
∂¯3Λ(vǫ)2,3 ∂¯
3Λǫ(v
ǫ)3,2 dx ,
from which it follows that
I =−
∫
Ω
∣∣∂¯3ΛǫD(vǫ)3∣∣2dx+ ∫
Ω
Λǫ∂¯
3 div vǫ ∂¯3Λǫ(v
ǫ)3,3 dx
+
∫
Ω
Λǫ∂¯
3[curl vǫ · e2]∂¯3Λǫ(vǫ)3,1 dx−
∫
Ω
Λǫ∂¯
3[curl vǫ · e1]∂¯3Λǫ(vǫ)3,2 dx . (8.91)
Now, thanks to (8.79a), we have for all t ∈ [0, Tǫ]
‖ div vǫ‖23 ≤Ct2‖v¯‖24 + C‖v¯‖23 + C
∥∥ X¯
ρ0
∥∥2
3
+ Ct‖v¯‖2L2(0,t;H4(Ω))
≤Ct2‖v¯‖24 + C‖v¯‖23 + Ct‖v¯‖2L2(0,t;H4(Ω)) + C‖X¯‖24 , (8.92)
where we have used our higher-order Hardy inequality Lemma 3.1 for the second inequality.
Next, with (8.79b), we see that for all t ∈ [0, Tǫ]
‖ curl vǫ‖3 ≤Ct‖v¯‖4 + C‖v¯‖3 + C‖u0‖4 + C
√
t‖D(Ξ¯(η¯))‖L2(0,t;H3(Ω)) + C
√
t‖v¯‖L2(0,t;H4(Ω))
≤Ct‖v¯‖4 + Cκ‖u0‖4 + C
√
t‖v¯‖L2(0,t;H4(Ω)) , (8.93)
where we have used (8.17) and the identity (8.14), relating Ξ(η¯) to v¯ and where we have
relied crucially on the chain-rule which shows that
Ξj ,r (η¯) = A¯
l,r [Ξ(η¯)]
j ,l .
Note that (8.14) provides us with a bound which is ǫ-independent, but which indeed depends
on κ.
The action of the boundary convolution operator Λǫ does not affect these estimates; thus,
using Proposition 8.2, we see that∫ T
0
‖ div Λǫvǫ‖23dt ≤ N0 + T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) , (8.94)∫ T
0
‖ curlΛǫvǫ‖23dt ≤ N0 + T P (‖v¯‖2ZT ) . (8.95)
We integrate the inequality (8.80) from 0 to t, and we use the estimates (8.89), (8.83),
(8.91), (8.94), (8.95) together with the fact that N3ρ0,3 ≥ C > 0 on Γ, to obtain that for any
t ∈ [0, T ],
|∂¯3(vǫ)3(t)|20 +
∫ t
0
‖∂¯3DΛǫ(vǫ)3‖20 ≤ N0 + Ct|(vǫ)3|23 + Ct‖v¯‖2ZT + Ct
∫ t
0
‖Λǫ(vǫ)3‖24
+ C
√
t
∫ t
0
‖v¯‖24 +
C√
t
∫ t
0
|(vǫ)3|23 + δ‖Λǫvǫ‖24 + T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) + C‖ div v¯‖2Y T ,
where we have used the Cauchy-Young inequality ab ≤ C√
t
a2 +
√
tb2 for a, b ≥ 0. By taking
δ > 0 sufficiently small, and using the relations (8.94) and (8.95), this implies the following
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inequality:
|vǫ(t)|23 +
∫ t
0
‖Λǫvǫ‖24 ≤ N0 + Ct|(vǫ)3|23 + Ct‖v¯‖2ZT + Ct
∫ t
0
‖Λǫ(vǫ)3‖24 + C
√
t
∫ t
0
‖v¯‖24
+ C
√
t
∫ t
0
‖v¯‖24 +
C√
t
∫ t
0
|(vǫ)3|23 + T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) + C‖ div v¯‖2Y T
≤ N0 + C(t+
√
t) sup
t∈[0,T ]
|vǫ|23 + C(t+
√
t)‖v¯‖2ZT + Ct
∫ t
0
‖Λǫvǫ‖24
+ T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) + C‖ div v¯‖2Y T .
(Note that due to the presence of the convolution operators Λǫ in the definition of (v
ǫ
t )
3 on
Γ in formula (8.79c), it is clear that sup[0,t] |vǫ|23 is bounded by some finite number, which
a priori depends on ǫ.)
Since we are considering a bounded time interval, 0 ≤ t ≤ C√t, and we will henceforth
make use of this fact. The previous estimate then implies that
sup
t∈[0,T ]
|vǫ(t)|23 +
∫ T
0
‖Λǫvǫ‖24dt ≤ N0 +
√
TP (‖vǫ‖2X 4T ) +
√
T P (‖v¯‖2ZT )
+ P (‖ curl v¯‖2Y T ) + C‖ div v¯‖2Y T . (8.96)
Estimates for the time-differentiated quantities are, in fact, very straightforward at this
stage. By using the expression (8.79c), we see that thanks to the estimate (8.96),∫ T
0
|(vǫt )3|22.5dt ≤ N0 + C
∫ T
0
|Λǫvǫ|23.5dt+
√
T P (‖v¯‖2ZT )
≤ N0 +
√
TP (‖vǫ‖2X 4T ) +
√
T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) + C‖ div v¯‖2Y T .
(8.97)
Now, just as we estimated the divergence and curl of vǫ in (8.92) and (8.93), we can repeat
this procedure to estimate the divergence and curl of vǫt . By using (8.73a) and (8.73b), we
also have that∫ T
0
‖ div vǫt‖22dt ≤ N0 +
√
T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) + C‖ div v¯‖2Y T ,∫ T
0
‖ curl vǫt‖22dt ≤ N0 +
√
T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) + C‖ div v¯‖2Y T ,
which in addition to the normal trace estimate (8.97) provides the estimate:∫ T
0
‖vǫt‖23dt ≤ N0 +
√
TP (‖vǫ‖2X 4T ) +
√
T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) + C‖ div v¯‖2Y T
(8.98)
We proceed in a similar fashion to estimate vǫtt, by considering the time-differentiated
version of (8.73), and using (8.96) and (8.98). This yields the following inequality:∫ T
0
‖vǫtt‖22dt ≤ N0 +
√
TP (‖vǫ‖2X 4T ) +
√
T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) + C‖ div v¯‖2Y T .
(8.99)
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Finally, by using the second time-differentiated version of (8.73) and using (8.96), (8.98)
and (8.99), we also have that∫ T
0
‖vǫttt‖21dt ≤ N0 +
√
TP (‖vǫ‖2X 4T ) +
√
T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) + C‖ div v¯‖2Y T .
(8.100)
The estimate (8.96) together with (8.98), (8.99), and (8.100) provide us with
‖vǫ‖2X 4T ≤ N0 +
√
TP (‖vǫ‖2X 4T ) +
√
T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) + C‖ div v¯‖2Y T , (8.101)
where the polynomial functions P on the right-hand side are independent of ǫ.
Thanks to our polynomial estimates in Section 5.6, we infer from (8.101) the existence of
T > 0 (which is independent of ǫ) such that vǫ ∈ X 4T and satisfies the estimate:
‖vǫ‖2X 4T ≤ 2N0 + 2
√
T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) + 2C‖ div v¯‖2Y T . (8.102)
(We will readjust the constant C and the polynomial functions P to absorb the multiplication
by 2.)
Step 3: The limit as ǫ→ 0 and the fixed-point of the map v¯ 7→ v
We set ǫ = 1n , n ∈ N = {1, 2, 3, ...}. From (8.102), there exists a subsequence (still
denoted by ǫ) and a vector field v ∈ X 3T , V ∈ L2(0, T ;H4(Ω)) ∩L∞(0, T ;H3(Ω)) such that
vǫ ⇀ v in X 3T , (8.103a)
vǫ → v in X 2T , (8.103b)
Λǫv
ǫ ⇀ V in L2(0, T ;H4(Ω)) . (8.103c)
where the space X 3T is defined in (8.75) and
X 2T = {w ∈ L2(0, T ;H2(Ω)) : wt ∈ L2(0, T ;H2(Ω)), wtt ∈ L2(0, T ;H1(Ω)),
(x1, x2) 7→ w is 1-periodic} .
Next, we notice that for any ϕ ∈ C∞0 (Ω), the space of smooth functions with compact
support in Ω, we have for each i = 1, 2, 3 and t ∈ [0, T ], T still depending on κ > 0, that
lim
ǫ→0
∫
Ω
Λǫ(v
ǫ)i · ϕdx = lim
ǫ→0
∫
Ω
(vǫ)i · Λǫϕdx =
∫
Ω
viϕdx , (8.104)
where we used the fact that Λǫϕ→ ϕ in L2(Ω). This shows us that v = V , and that
‖v‖2XT ≤ N0 +
√
T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) + C‖ div v¯‖2Y T .
The estimates weighted by ρ0 in the definition of the ZT -norm follow immediately from
multiplication by ρ0 of the equations (8.7a) and (8.7b); because ρ0 vanishes on Γ and using
the (unweighted) estimates already obtained, there is no need to consider the parabolic
equation (8.7c), so that
‖v‖2ZT ≤ N0 +
√
T P (‖v¯‖2ZT ) + P (‖ curl v¯‖2Y T ) + C‖ div v¯‖2Y T . (8.105)
Moreover, the convergence in (8.103) and the definition of the sequence of problems (8.79)
easily show us that v is a solution of the problem (8.7); furthermore, we see that we can
obtain for the system (8.7) the same type of energy estimates as in Step 2 above. This
shows the uniqueness of the solution v of (8.7), and hence allows us to define a mapping
Θ : v¯ ∈ ZT → v ∈ ZT .
We next launch an iteration scheme. We choose any v(1) ∈ CT (M) and define for n ∈ N,
v(n+1) = Θ(v(n)) , v(n)|t=0 = u0 .
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For each n ∈ N we set η(n)(x, t) = x+ ∫ t
0
v(n)(x, t′)dt′, A(n) = [Dη(n)]−1, J (n) = detDη(n),
a(n) = J (n)A(n), X(n) is the solution to (8.5) with v(n), a(n), J (n), and A(n) replacing v¯, a¯,
J¯ , and A¯, respectively. Similarly, we define Ξ(n)(η(n)) via equation (8.14) with v(n) replacing
v¯; we define C(n) via equations (8.11) and (8.15) with v(n) replacing v¯.
According to (8.105), for
‖v(n+1)‖2ZT ≤ N0 +
√
TP (‖v(n)‖2ZT ) + P (‖ curl v(n)‖2Y T ) + C‖ div v(n)‖2Y T . (8.106)
From (8.7a),
div v(n) = div v(n−1) − divη(n−1) v(n−1) +
J (n−1)
2
X(n−1)
ρ0
so that
‖ div v(n)‖2Y T ≤ ‖ div v(n−1) − divη(n−1) v(n−1)‖2Y T + ‖
J (n−1)
2
X(n−1)
ρ0
‖2Y T
≤ N0 +
√
TP (‖v(n−1)‖2ZT ) + P (‖ curl v(n−1)‖2Y T ) , (8.107)
where we have used our higher-order Hardy inequality Lemma 3.1 and Proposition 8.2 for
the second inequality. Next, we use (8.7b) and write
curl v(n) = curlu0 + curl v
(n−1) − curlη(n−1) v(n−1)
+ 2κ
∫ t
0
ε·jiv(n−1),rsA
(n−1)s
i Ξ
(n−1),jr (η
(n−1)) +
∫ t
0
ε·jiv(n−1),is ∂tA
(n−1)s
j +
∫ t
0
C
(n−1) .
It then follows, using (8.14) and (8.17), that
‖ curlv(n)‖2Y T ≤ N0 +
√
TP (‖v(n−1)‖2ZT ) . (8.108)
Combining the estimates (8.106), (8.107), and (8.108), we obtain the inequality
‖v(n+1)‖2ZT ≤ N0 +
√
TP (‖v(n)‖2ZT ) +
√
TP (‖v(n−1)‖2ZT ) +
√
TP (‖v(n−2)‖2ZT )
This shows that by choosing T > 0 sufficiently small and M >> N0 sufficiently large, the
convex set CT (M) is stable under the action of Θ.
In order to see that Θ has a fixed-point, we simply notice that by proceeding in a similar
fashion as in Step 2 above (for the ǫ-independent energy estimates), and by using the
inequality (8.71)
‖v(n+1) − v(n)‖2ZT ≤
√
T P (‖v(n) − v(n−1)‖2ZT ) +
√
T P (‖v(n−1) − v(n−2)‖2ZT )
+
√
T P (‖v(n−2) − v(n−3)‖2ZT ) , (8.109)
where the polynomial function P can be chosen under the form P (z) =
∑m
j=1 ajz
j for some
integer m ≥ 1.
Although, the inequality (8.109) is not exactly the usual hypothesis of the contraction
mapping theorem, the identical argument shows that for T = Tκ taken sufficiently small,
the map Θ is a contraction, and possesses a unique fixed-point v satisfying v = Θ(v). We
will next prove that this unique fixed-point v is the unique solution of the κ-problem (7.2).
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8.6.3. The fixed-point of the map v¯ 7→ v is a solution of the κ-problem. In a straightforward
manner, we deduce from (8.7) the following relations for our fixed-point v = v¯:
divη vt =
[XJ2]t
ρ0
− ∂tAjivi,j in Ω , (8.110a)
curlη vt = 2κε·jiv,rs A
s
i Ξ,
j
r (η) + C in Ω , (8.110b)
v3t = −2J−2a33ρ0,3−2κ[J−2a33]tρ0,3+c(t)N3 on Γ , (8.110c)∫
Ω
vαt dx = −2
∫
Ω
Akα(ρ0J
−1),k dx− 2κ
∫
Ω
∂t[A
k
α(ρ0J
−1),k ]dx , (8.110d)
(x1, x2) 7→ vt(x1, x2, x3, t) is 1-periodic , (8.110e)
where X is a solution of (7.6) and where the function c(t) in (8.110c) is defined by
−2c(t) =
∫
Ω
(− div vt + divη vt)dx −
∫
Ω
[XJ2]t
ρ0
dx+
∫
Ω
∂tA
j
iv,
i
j dx− 2
∫
Γ
J−2a33N
3ρ0,3 dS
− 2κ
∫
Γ
J−2∂ta33N3ρ0,3dS − 2κ
∫
Γ
a33∂tJ
−2N3ρ0,3 dS
=
∫
Ω
(− div vt + divη vt)dx −
∫
Ω
[XJ2]t
ρ0
dx+
∫
Ω
∂tA
j
iv,
i
j dx
− 2
∫
Γ
Dρ(η) ·N dS − 2κ
∫
Γ
[Dρ(η)]t ·N dS ,
where Dρ(η) = Ak· (ρ0J
−1),k, and dS = dx1dx2. By using (8.110a) and the divergence
theorem, we therefore obtain the identity
c(t) =
1
2
∫
Γ
[vt + 2Dρ(η) + 2κ[Dρ(η)]t] ·N dS . (8.111)
The fixed-point of the map v¯ 7→ v (which we are labeling v as well) also satisfies the equation
vt + 2Ξ(η) + 2κ[Ξ(η)]t = 0, (8.112a)
Ξ(0) = Dρ0. (8.112b)
It is thus clear from (8.110c) and (8.112) that the fixed-point is a solution to the κ-problem
(7.2), if we can prove that
c(t) = 0 and Ξ = Dρ , (8.113)
where we remind the reader that
ρ(η) = ρ0J
−1 . (8.114)
This is in fact the case, and we now explain why (8.113) holds.
Step 1. We first apply curlη to each term of (8.112a) and compare the resulting equation
with (8.110b). This implies that
curlη[Ξ(η)] + κ[curlη[Ξt(η)] + ui(η) curlη[(∂iΞ)(η)]] = −1
2
C, (8.115)
which thanks to the fact that by definition of curlη,
curlη[Θ(η)] = [curlΘ](η), (8.116)
for any vector field Θ, provides us with
[curl Ξ](η) + κ[[curl Ξt](η) + ui(η)[curl(∂iΞ)](η)] = −1
2
C, (8.117)
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which shows that
[curl Ξ](η) + κ[curl Ξ(η)]t = −Dψe(η)− κ
[
Dψe(η)
]
t
, (8.118)
where ψe denote the Eulerian version of ψ, given by
ψe ◦ η = ψ . (8.119)
According to (8.112b), Ξ(0) = Dρ0; thus, we have that [curl Ξ](η)(0) = 0. Furthermore, by
our definition (8.12), we have Dψe(η)|t=0 = 0 in Ω, which with (8.118) allows us to conclude
that for t ∈ [0, T ],
[curl Ξ +Dψe](η)(t) = 0.
We may therefore consider the following elliptic problem:
∆ψe = − div(curl Ξ) = 0 in η(t)(Ω) ,
ψe = 0 on η(t)(Γ) ,
(x1, x2) 7→ ψe(x1, x2, x3, t) is 1-periodic ,
which shows that ψe = 0 and hence C = 0. Therefore, curl Ξ = 0 in η(t,Ω) and there exists
a scalar function Y (t, ·) defined on η(t,Ω) such that
Ξ = DY. (8.120)
It remains to establish thatDY = Dρ. We will first prove that a Neumann-type boundary
condition plus a small tangential perturbation holds for Y − ρ; namely, we will show that
(Y − ρ),3= 0 on η(t,Γ).
Step 2. We take the scalar product of (8.112a) with e3 to find that
v3t + 2DY (η) · e3 + 2κ[DY )(η)]t · e3 = 0,
which, by comparison with (8.110c), yields the following identity on Γ:
2
[
D(Y − ρ)(η) + 2κ[D(Y − ρ)(η)]t
]
· e3 = −c(t)N3
=
∫
Γ
[
D(−ρ+ Y )(η) + κ[D(−ρ+ Y )(η)]t
]
·N dS N3 , (8.121)
where we have used the expression (8.111) for c(t).
Therefore, since N = (0, 0, N3) on Γ, this implies:∫
Γ
[D(−ρ+Y )(η)+κ[D(−ρ+Y )(η)]t]·N dS = 1
2
∫
Γ
[D(−ρ+Y )(η)+κ[D(−ρ+Y )(η)]t]·N dS ,
and thus that
− c(t) =
∫
Γ
[D(−ρ+ Y )(η) + κ[D(−ρ+ Y )(η)]t] ·N dS = 0 . (8.122)
The identity (8.122) together with (8.121) then implies that[
D(Y − ρ)(η) + κ[D(Y − ρ)(η)]t
]
· e3 = 0 on Γ .
Therefore, [
(Y − ρ),3 (η)
]
(t, ·) = e− tκ (Y − ρ0),3 (0) on Γ,
which with (8.120) and Ξ(0) = Dρ0 shows that
(Y − ρ),3= 0, on η(t,Γ) . (8.123)
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Step 3. We now apply divη to (8.112a), and compare the resulting equation with (8.5a).
Using (8.110a) and the fact that X(0) = ρ0 div u0, we have that
X = ρ0J
−2 divη v . (8.124)
By denoting
q = ρ− Y, (8.125)
this leads us to:
divη[Dq(η) + κDqt(η) + κui(η)(Dq),i (η)] = 0 in Ω. (8.126)
This is equivalent in [0, T ]× Ω to:
∆q(η) + κ∆qt(η) + κui(η)∆q,i (η) +A
j
l v,
i
j q,li (η) = 0 ,
or equivalently,
∆q(η) + κ[∆q(η)]t +A
j
l v,
i
j q,li (η) = 0 . (8.127)
Now since ρ0 = Y (0), we have that
∆q(0) = 0 in Ω . (8.128)
Also, from (8.123), we have the perturbed Neumann boundary condition
q,3= 0, on η(Γ). (8.129)
By (8.110d), (8.112), we obtain that for α = 1, 2,∫
Ω
q,α (η)dx + κ
∫
Ω
[q,α (η)]tdx = 0 ,
or equivalently, ∫
Ω
q,α (η)dx + κ∂t
∫
Ω
q,α (η)dx = 0 ,
which together with the initial condition
∫
Ω
q,α (0)dx = 0 implies that∫
Ω
q,α (η)dx = 0 . (8.130)
Therefore, by setting f = ∆q, we have for all t ∈ [0, T ] the system:
∆q = f in η(Ω) , (8.131a)∫
η(Ω)
J−1q,α dx = 0 , (8.131b)
q,3 = 0 on η(Γ) , (8.131c)
Dq is 1-periodic in the directions e1 and e2 . (8.131d)
Note that because of the periodicity of v, the domain η(Ω) is such that η(1, x2, x3) =
η(0, x2, x3)+(1, 0, 0), and η(x1, 1, x3) = η(x1, 0, x3)+(0, 1, 0), which explains why condition
(8.131d) holds.
We now take the vertical derivative ∂3 of (8.131a), multiply the resulting equation by q,3
and integrate by parts in η(Ω), using the conditions (8.131c) and (8.131d). This yields:∫
η(Ω)
|Dq,3 |2dx = −
∫
η(Ω)
f q,33 dx ,
which provides us with the estimate
‖Dq,3 ‖0,η(Ω) ≤ C‖f‖0,η(Ω) , (8.132)
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where we are using the notation ‖ · ‖0,η(Ω) = ‖ · ‖L2(η(Ω)).
We now write (8.131a) under the form
q,11+q,22= g where g := −q,33+f . (8.133)
It follows from (8.133) that∫
η(Ω)
(q,11+q,22 ) (q,11+q,22 )dx =
∫
η(Ω)
|g|2dx .
Integration by parts on the left-hand side of this equation, together with the periodicity of
Dq and its derivatives, shows that∫
η(Ω)
q,αβ q,αβ dx+
∫
η(Γ)
q,11 q,2 n2(t)dS(t)−
∫
η(Γ)
q,12 q,2 n1(t)dS(t) =
∫
η(Ω)
|g|2dx ,
(8.134)
where the notation dS(t) denotes the naturally induced surface measure on η(Γ). Note that
the presence of these surface integrals is due to the fact that η(Γ) is no longer necessarily
horizontal for t > 0, so that integration by parts in purely horizontal directions produces
boundary contributions.
We now notice that∫
η(Γ)
q,11 q,2 n2(t)dS(t) =
∫
η(Γ)
q,11 q,2
n2(t)
n3(t)
n3(t)dS(t) ,
where division by n3(t) is bounded since for t taken sufficiently small, |n3(t)| is very close
to 1 on η(Γ).
Next, for i = 1, 2, 3, we smoothly extend ni(t) into η(Ω), and note the integration-by-parts
(with respect to x3) identity∫
η(Γ)
q,11 q,2 n2(t)dS(t) =
∫
η(Ω)
q,113 q,2
n2(t)
n3(t)
dx +
∫
η(Ω)
q,11 ∂3
[
q,2
n2(t)
n3(t)
]
dx . (8.135)
An integration by parts with respect to the variable x1 for the first integral on the right-
hand side of (8.135) then yields:
∫
η(Γ)
q,11 q,2 n2(t)dS(t) = −
∫
η(Ω)
q,13 ∂1
[
q,2
n2(t)
n3(t)
]
dx+
∫
η(Γ)
q,13 q,2
n2(t)
n3(t)
n1(t)dS(t)
+
∫
η(Ω)
q,11 ∂3
[
q,2
n2(t)
n3(t)
]
dx . (8.136)
Similarly, by integrating by parts first with respect to x3 and then with respect to x2, we
see that the third integral on the left-hand side of (8.134) can be written as∫
η(Γ)
q,12 q,2 n1(t)dS(t) = −
∫
η(Ω)
q,13 ∂2
[
q,2
n1(t)
n3(t)
]
dx+
∫
η(Γ)
q,13 q,2
n1(t)
n3(t)
n2(t)dS(t)
+
∫
η(Ω)
q,12 ∂3
[
q,2
n1(t)
n3(t)
]
dx , (8.137)
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which shows that the boundary integrals over η(Γ) cancel each other when we substitute
(8.137) and (8.136) into (8.134); thus, (8.134) takes the following form:∫
η(Ω)
q,αβ q,αβ dx =
∫
η(Ω)
|g|2dx+
∫
η(Ω)
q,13 ∂1
[
q,2
n2(t)
n3(t)
]
dx −
∫
η(Ω)
q,11 ∂3
[
q,2
n2(t)
n3(t)
]
dx
−
∫
η(Ω)
q,13 ∂2
[
q,2
n1(t)
n3(t)
]
dx+
∫
η(Ω)
q,12 ∂3
[
q,2
n1(t)
n3(t)
]
dx ,
which thanks to the estimate (8.132) and the relations |nα(t)|W 1,∞(Ω) ≤ Ct, implies that∫
η(Ω)
q,αβ q,αβ dx ≤ C‖f‖20,η(Ω) + Ct‖D2q‖20,η(Ω) + Ct‖D2q‖0,η(Ω)‖Dq‖0,η(Ω) , (8.138)
Combining this estimate with (8.132), we obtain that
‖D2q‖20,η(Ω) ≤ C‖f‖20,η(Ω) + Ct‖D2q‖20,η(Ω) + Ct‖D2q‖0,η(Ω)‖Dq‖0,η(Ω) . (8.139)
Now, we notice that the conditions (8.131c),(8.131d), and (8.130) yield Poincare´ inequalities
for q,α and q,3, so that
‖q,3 ‖0,η(Ω) ≤ C‖Dq,3 ‖0,η(Ω) , (8.140a)
‖q,α ‖0,η(Ω) ≤ C‖Dq,α ‖0,η(Ω) , α = 1, 2 . (8.140b)
Therefore, (8.139) and (8.140) provide us with
‖Dq‖21,η(Ω) ≤ C‖f‖20,η(Ω) + Ct‖Dq‖21,η(Ω) ,
which, by taking T > 0 small enough, yields:
‖Dq‖21,η(Ω) ≤ C‖∆q‖20,η(Ω) . (8.141)
We thus have proved that
q,li (η) = F
li(t,∆q(η)), (8.142)
where F li(t, ·) denotes a linear and continuous operator from L2(Ω) into itself, whose norm
depends in a smooth manner on v in L2(0, T ;H4(Ω)).
Therefore, the ODE
∆q(η) + κ[∆q(η)]t +A
j
l v,
i
j F
li(t,∆q(η)) = 0, (8.143)
with the initial condition (8.128) allow us to conclude by the Gronwall inequality that on
[0, T ]× Ω,
∆q(η) = 0 . (8.144)
From (8.144) and (8.141), we infer that
Dq = 0 in [0, T ]× Ω,
which finally proves that DY = Dρ, and therefore that Ξ = Dρ. Together with (8.122),
this establishes that v is a solution of the κ-problem (7.2) on a time interval [0, Tκ]. This
concludes the proof of Theorem 8.1.
By considering more time-derivatives in our analysis, it is easy to see that as long as the
initial data is smooth, we can construct solutions which are smooth in both space and time.
We state this as the following
Theorem 8.11 (Smooth solutions to the κ-problem). Given smooth initial data with ρ0
satisfying ρ0(x) > 0 for x ∈ Ω and verifying the physical vacuum condition (1.5) near Γ, for
Tκ > 0 sufficiently small, there exists a unique smooth solutions to the degenerate parabolic
κ-problem (7.2).
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9. κ-independent estimates for (7.2) and solutions to the compressible
Euler equations (1.9)
In this section, we obtain estimates for the smooth solutions to (7.2), provided by Theorem
8.11, whose bounds and time interval of existence are independent of the artificial viscosity
parameter κ. This permits us to consider the limit of this sequence of solutions as κ → 0.
We prove that this limit exists, and that it is the unique solution of (1.9).
Notation. For the remainder of Section 9, η(t) denotes the solution of the κ-problem (7.2)
on the time interval [0, Tκ]. In particular, η(t) is an element of a sequence of solutions
parameterized by κ > 0, but in order to reduce the number of subscripts and superscripts
that appear, we will not make this sequential dependence explicit. The reader should bear
in mind that η is really η(κ).
9.1. A continuous-in-time energy function appropriate for the asymptotic pro-
cess κ→ 0.
Definition 9.1. We set on [0, Tκ]
E˜(t) =1 +
4∑
a=0
[‖∂2at η(t)‖24−a + ‖ρ0 ∂2at Dη(t)‖24−a]+ 4∑
a=0
‖√ρ0 ∂¯4−a∂2at v(t)‖20
+
4∑
a=0
∫ t
0
[‖√κρ0 ∂2at ∂¯4−aDv(s)‖20] ds+ ‖ curlη v(t)‖23 + ‖ρ0 ∂¯4 curlη v(t)‖20 . (9.1)
The function E˜(t) is the higher-order energy function appropriate for obtaining κ-independent
estimates for the degenerate parabolic approximation (7.2).
According to Theorem 8.11, solutions to our approximate κ-problem (7.2) are smooth,
and hence T 7→ supt∈[0,T ] E˜(t) is a continuous function on [0, Tκ] to which the polynomial-
type inequality of Section 5.6 can be applied.
Definition 9.2. For the remainder of the paper, we will use the constant M˜0 to be a
polynomial function of E˜(0) so that
M˜0 = P (E˜(0)) . (9.2)
Remark 9.3. Note the presence of κ-dependent coefficients in E˜(t) that indeed arise as a
necessity for our asymptotic study. The corresponding terms, without the κ, would of course
not be asymptotically controlled.
Remark 9.4. The 1 is added to the norm to ensure that E˜(t) ≥ 1, which will sometimes
be convenient, whereas not necessary.
Remark 9.5. Of all the terms on the right-hand side of (9.1), the sum
∑4
a=0
[‖∂2at η(t)‖24−a
is the fundamental contribution, providing the basic regularity for the solution. Notice that
only the even time derivatives of η(t) appear in this norm. While it is possible to also
obtain estimates for the odd time derivative of η(t), we will instead rely on the following
interpolation estimate: For k ≥ 1, given a vector field r ∈ L∞([0, T ];Hk(Ω)) with rtt ∈
L∞([0, T ];Hk−1(Ω)), it follows that rt ∈ L2(0, T ;Hk− 12 (Ω)) and
‖rt‖2
L2(0,T ;Hk−
1
2 (Ω))
≤ C(‖rtt(t)‖k−1‖r(t)‖k)∣∣∣T
0
+ C‖rtt‖L2(0,T ;Hk−1(Ω))‖r‖L2(0,T ;Hk(Ω))
≤ P (‖r(0)‖k, ‖rt(0)‖k−1) + δ sup
t∈[0,T ]
‖r(t)‖2k + C T sup
t∈[0,T ]
(
‖r(t)‖2k + ‖rtt(t)‖2k−1
)
.
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Thus, with L2-in-time control, we see that the odd time derivatives of η verify the estimate
3∑
a=0
‖∂2at v‖2L2(0,T ;H3.5−a(Ω))
≤M0(δ) + δ sup
t∈[0,T ]
E(t) + C T P ( sup
t∈[0,T ]
E(t)) .
See the interpolation inequality (9.27) below for further details.
9.2. Assumptions on a priori bounds on [0, Tκ]. For the remainder of this section, we
assume that we have solutions (ηκ) ∈ XTκ on a time interval [0, Tκ], and that for all such
solutions, the time Tκ > 0 is taken sufficiently small so that for t ∈ [0, Tκ] and ξ ∈ R3,
1
2 ≤ J(t) ≤ 32 , λ|ξ|2 ≤ ajl akl ξjξk ,
det g(η(t))−1/2 ≤ 2 det g(η0)−1/2 = 2 , ‖J−1ArkAsk − δrkδsk‖L∞(Ω) < 12 .
}
(9.3)
We further assume that our solutions satisfy the bounds
‖η(t)‖2H3.5(Ω) ≤ 2|e|23.5 + 1 ,
‖∂at v(t)‖2H3−a/2(Ω) ≤ 2‖∂at v(0)‖2H3−a/2(Ω) + 1 for a = 0, 1, ..., 6 ,
‖ρ0∂at η(t)‖2H4.5−a/2(Ω) ≤ 2‖ρ0∂at η(0)‖2H4.5−a/2(Ω) + 1 for a = 0, 1, ..., 7 ,
‖√κ∂2a+1t v(t)‖2H3−a(Ω) ≤ 2‖∂at v(0)‖2H3−a(Ω) + 1 for a = 0, 1, 2, 3 .

 (9.4)
The right-hand sides appearing in the inequalities (9.4) shall be denoted by a generic
constant C in the estimates appearing below. In what follows, we will prove that this can
be achieved in a time interval independent of κ.
We continue to assume that ρ0 is smooth coming from our approximation (7.1).
9.3. Curl Estimates. We take T ∈ (0, Tκ).
Proposition 9.6. For all t ∈ (0, T ),
3∑
a=0
‖curl∂2at η(t)‖23−a +
4∑
l=0
‖ρ0 ∂¯4−lcurl∂2lt η(t)‖20 +
4∑
l=0
∫ t
0
‖√κρ0curlη ∂¯4−l∂2lt v(s)‖20ds
≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.5)
Proof. Using the definition of the Lagrangian curl operator curlη given by (4.1), we let curlη
act on (7.2a’) to obtain the identity
(curlη vt)
k = −κεkjivr,sAsj
[
(ρ0J
−1),l Alr
]
,mA
m
i . (9.6)
As described above, in the absence of the artificial viscosity term, the right-hand side is
identically zero; we will have to make additional estimates to control error terms arising
from κ-right-hand side forcing.
It follows from (9.6) that
∂t(curlη v)
k = εkjiAt
s
jv
i,s−κεkjivr,sAsj
[
(ρ0J
−1),l Alr
]
,mA
m
i .
Defining the kth-component of the vector field B(A,Dv) by
Bk(A,Dv) = −εkjiAsrvr,l Aljvi,s
and defining the k-component of the vector field F by
F k = −κεkjivr,sAsj
[
(ρ0J
−1),l Alr
]
,mA
m
i ,
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we may write
curlη v(t) = curlu0 +
∫ t
0
[B(A(t′), Dv(t′)) + F (t′)]dt′ . (9.7)
Computing the gradient of this relation yields
curlηDv(t) = D curlu0 − ε·jiDAsjvi,s+
∫ t
0
[DB(A(t′), Dv(t′)) +DF (t′)]dt′ .
Applying the fundamental theorem of calculus once again, shows that
curlηDη(t) = t curlDu0 + ε·ji
∫ t
0
[At
s
jDη
i,s−DAsjvi,s ]dt′
+
∫ t
0
∫ t′
0
[DB(A(t′′), Dv(t′′)) +DF (t′′)]dt′′dt′ ,
and finally that
D curl η(t) = tD curlu0 − ε·ji
∫ t
0
At
s
j(t
′)dt′Dηi,s
+ ε·ji
∫ t
0
[At
s
jDη
i,s−DAsjvi,s ]dt′ +
∫ t
0
∫ t′
0
[DB(A(t′′), Dv(t′′)) +DF (t′′)]dt′′dt′ .
(9.8)
Step 1. Estimate for curl η. To obtain an estimate for ‖ curl η(t)‖23, we let D2 act on
(9.8). With ∂tA
s
j = −Asl vl,pApj and DAsj = −AslDηl,pApj , we see that the first three terms
on the right-hand side of (9.8) are bounded by M˜0+C T P (supt∈[0,T ] E˜(t)), where we remind
the reader that M˜0 = P (E˜(0)) is a polynomial function of E˜ at time t = 0. Since
DBk(A,Dv) = −εkji[Dvi,sAsl vl,pApj + vi,sAslDvl,pApj + vi,s vl,pD(AslApj )],
the highest-order term arising from the action of D2 on DB(A,Dv) is written as
−εkji
∫ t
0
∫ t′
0
[D3vi,sA
s
l v
l,pA
p
j + v
i,sA
s
lD
3vl,p A
p
j ]dt
′′dt′ .
Both summands in the integrand scale like D4v Dv AA. The precise structure of this sum-
mand is not very important; rather, the derivative count is the focus. Integrating by parts
in time,∫ t
0
∫ t′
0
D4v Dv AAdt′′dt′ = −
∫ t
0
∫ t′
0
D4η (Dv AA)tdt
′′dt′ +
∫ t
0
D4η Dv AAdt′
from which it follows that∥∥∫ t
0
∫ t′
0
D3B(A(t′′), Dv(t′′))dt′′dt′
∥∥2
0
≤ C T P ( sup
t∈[0,T ]
E˜(t)) .
We next estimate the term associated to F . Since
DF k = −κ εkji
[
Dvr,sA
s
j
[
(ρ0J
−1),l Alr
]
,mA
m
i + v
r,sA
s
jD
[
(ρ0J
−1),lAlr
]
,mA
m
i
+ vr,s
[
(ρ0J
−1),l Alr
]
,mD
(
AsjA
m
i
)]
,
the highest-order term arising from the action of D2 on DF is written as
κεkji
∫ t
0
∫ t′
0
[D3vr,sA
s
j
[
(ρ0J
−1),l Alr
]
,mA
m
i + v
r,sA
s
jD
3
[
(ρ0J
−1),lAlr
]
,mA
m
i ]dt
′′dt′ .
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The first summand in the integrand scales like D4v D2(ρ0J
−1)AA, and can be estimated
by integrating by parts in time in a similar way as for the terms associated to D3B(A,Dv).
The a priori more problematic term is the second one as it seems to call for five space
derivatives on
∫ t
0 η that we do not have at our disposal. We first notice that since
(ρ0J
−1),l Alr = ρ,r ◦η = [Dρ]r ◦ η,
this integral is under the form
κ
∫ t
0
∫ t′
0
D4(Dρ ◦ η)Dv AAdt′′dt′ .
Integrating by parts in time (in the integral from 0 to t′),
κ
∫ t
0
∫ t′
0
D4(Dρ ◦ η)DvAAdt′′dt′ =− κ
∫ t
0
∫ t′
0
(DvAA)tD
4
∫ t′′
0
Dρ(η) dt′′′dt′′dt′
+ κ
∫ t
0
DvAAD4
∫ t′
0
Dρ(η) dt′′ dt′.
We now explain why we have control of four space derivatives of the antiderivative (with
respect to time) of Dρ(η). By definition of the κ-problem (7.2a’), we have
vt + 2Dρ ◦ η + 2κ[Dρ ◦ η]t = 0, (9.9)
which implies by integrating (9.9) in time twice that
2
∫ t
0
∫ t′
0
D4(Dρ ◦ η)dt′′dt′ + 2κ
∫ t
0
D4(Dρ ◦ η)dt′ = −D4η(t) + tD4u0 , (9.10)
where we have used the fact that D4η(0) = 0 since η(0) = e. We can now use our Lemma
3.2 which first yields, independently of κ,
‖
∫ t
0
∫ t′
0
D4(Dρ ◦ η)dt′′dt′‖20 ≤ M˜0 + CE˜(t) ,
and then by using (9.10),
‖
∫ t
0
κD4(Dρ ◦ η)dt′‖20 ≤ M˜0 + CE˜(t) . (9.11)
Thanks to (9.11), we get the estimate
∥∥∫ t
0
∫ t′
0
D3Fdt′′dt′
∥∥2
0
≤ C T P ( sup
t∈[0,T ]
E˜(t)) ,
and hence
sup
t∈[0,T ]
‖ curl η(t)‖23 ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) .
Step 2. Estimate for curl vt. From (9.6),
curl vt = −ε·ji
∫ t
0
At
s
j(t
′)dt′ vit,s+F . (9.12)
Since
2κ∂t[Dρ ◦ η] + 2Dρ ◦ η = −vt ,
by Lemma 3.2, we see that
‖[Dρ ◦ η](t)‖23 ≤M0 + ‖vt(t)‖23 , (9.13)
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from which it immediately follows that ‖F‖22 ≤ M˜0 + C T P (supt∈[0,T ]E˜(t)). For later use,
we note from equation (7.2a) that together with (9.13), we have that
‖κ∂t[Dρ ◦ η](t)‖23 ≤M0 + ‖vt(t)‖23 . (9.14)
Since the highest-order term in D2B(A,Dv) is D3v, we see that ‖B(A,Dv)‖22 ≤ M˜0 +
C T P (supt∈[0,T ]E˜(t)) so that
‖ curl vt(t)‖22 ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.15)
Step 3. Estimates for curl vttt and curl ∂
5
t v. By time-differentiating (9.12), estimating
in the same way as Step 2, we find that
‖ curl vttt(t)‖21 ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) ,
and
‖ curl∂5t v(t)‖21 ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) .
Step 4. Estimate for ρ0∂¯
4 curl η. To prove this weighted estimate, we write (9.7) as
curl v(t) = εjkiv
i,s
∫ t
0
At
s
j(t
′)dt′ + curlu0 +
∫ t
0
[B(A,Dv) + F ](t′)dt′ ,
and integrate in time to find that
curl η(t) = t curlu0 +
∫ t
0
εjkiv
i,s
∫ t′
0
At
s
j(t
′′)dt′′dt′︸ ︷︷ ︸
I1
+
∫ t
0
∫ t′
0
B(A,Dv)(t′′)dt′′dt′︸ ︷︷ ︸
I2
+
∫ t
0
∫ t′
0
F (t′′)dt′′dt′︸ ︷︷ ︸
I3
. (9.16)
It follows that
ρ0∂¯
4 curl η(t) = tρ0∂¯
4 curlu0 + ρ0∂¯
4I1 + ρ0∂¯4I2 + ρ0∂¯4I3 . (9.17)
Notice that by definition,
‖tρ0∂¯4 curlu0‖20 ≤ M˜0 ,
so we must estimate the L2(Ω)-norm of ρ0∂¯
4I1+ρ0∂¯4I2+ρ0∂¯4I3. We first estimate ρ0∂¯4I2.
We write
ρ0∂¯
4I2(t) =
∫ t
0
∫ t′
0
εkjiAt
s
jρ0∂¯
4vi,s dt
′′dt′︸ ︷︷ ︸
K1
+
∫ t
0
∫ t′
0
εkjiρ0∂¯
4At
s
jv
i,s dt
′′dt′︸ ︷︷ ︸
K2
+R ,
whereR denotes remainder terms which are lower-order in the derivative count; in particular
the terms with the highest derivative count in R scale like ρ∂¯3Dv or ρ∂¯4η, and hence
satisfy the inequality ‖R(t)‖20 ≤ M˜0 + C T P (supt∈[0,T ] E˜(t)). We focus on the integral K1;
integrating by parts in time, we find that
K1(t) = −
∫ t
0
∫ t′
0
εkji∂
2
tA
s
jρ0∂¯
4ηi,s dt
′′dt′ +
∫ t
0
εkjiAt
s
jρ0∂¯
4ηi,s dt
′
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and hence
‖K1(t)‖20 ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) .
Using the identity ∂tA
s
j = −AspvpbAbj , we see that K2(t) can be estimated in the same fashion
to yield the inequality ∥∥ρ0∂¯4I2(t)∥∥20 ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.18)
Using the same integration-by-parts argument, we have similarly that∥∥ρ0∂¯4I1(t)∥∥20 ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.19)
It thus remains to estimate ρ0∂¯
4I3 in (9.16). Now
ρ0∂¯
4I3 =
∫ t
0
∫ t′
0
ρ0∂¯
4F (t′′)dt′′dt′ ,
which can be written under the form
κ
∫ t
0
∫ t′
0
ρ0∂¯
4Dv D[Dρ(η)] A dt′′dt′︸ ︷︷ ︸
T1
+ κ
∫ t
0
∫ t′
0
ρ0∂¯
4D[Dρ(η)] A Dv dt′′dt′︸ ︷︷ ︸
T2
+R ,
where R once again denotes a lower-order remainder term which satisfies ‖R(t)‖20 ≤ M˜0 +
C T P (supt∈[0,T ] E˜(t)).
Since
2κ∂tD[Dρ ◦ η] + 2D[Dρ ◦ η] = −Dvt ,
by Lemma 3.2, we see that independently of κ,
‖D[Dρ ◦ η](t)‖22 ≤ M˜0 + ‖vt(t)‖23 ≤ M˜0 + CE˜(t) ,
and that
‖κ∂tD[Dρ ◦ η](t)‖22 ≤ M˜0 + CE˜(t) .
Thus, the Sobolev embedding theorem shows that
‖κ∂tD[Dρ ◦ η](t)‖2L∞(Ω) ≤ M˜0 + CE˜(t) .
Hence, by using the same integration-by-parts in-time argument that we used to estimate
the integral K1 above, we immediately obtain the inequality
‖T1(t)‖20 ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) .
In order to estimate the integral T2, we must rely on the structure of the Euler equations
(9.9) once again. Integrating in time twice, we see that
2
∫ t
0
∫ t′
0
ρ0∂¯
4D(Dρ ◦ η) + 2κ
∫ t
0
ρ0∂¯
4D(Dρ ◦ η) = −ρ0∂¯4Dη(t) + tρ0∂¯4Du0 . (9.20)
According to Lemma 3.2, independently of κ,
‖
∫ t
0
∫ t′
0
ρ0∂¯
4D(Dρ ◦ η)‖2L∞(0,T ;L2) ≤ M˜0 + C‖ρ0∂¯4Dη(t)‖20 ≤ M˜0 + CE˜(t) ,
and then by using (9.20),∥∥κ ∫ t
0
ρ0∂¯
4D(Dρ ◦ η)∥∥2
L∞(0,T ;L2)
≤ M˜0 + CE˜(t) . (9.21)
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Returning to the estimate of T2, we integrate-by-parts in time (with respect to the integral
from 0 to t′) to find that
T2 =
∫ t
0
∫ t′
0
κ
∫ t′′
0
ρ0∂¯
4D[Dρ(η)](s)ds [A Dv]t(t
′′) dt′′dt′
+
∫ t
0
κ
∫ t′
0
ρ0∂¯
4D[Dρ(η)](t′′)dt′′ A Dv(t′) dt′ .
The inequality (9.21) then shows that
‖T2(t)‖20 ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) ,
so that
‖ρ0∂¯4I3(t)‖20 ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) ,
and with (9.18) and (9.19), we see that (9.17) shows that
‖ρ0∂¯4 curl η(t)‖20 ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.22)
Step 5. Estimate for ρ0∂¯
3 curl vt. From (9.12),
‖ρ0∂¯3 curl vt(t)‖20 ≤
∥∥ε·jiρ0∂¯3(∫ t
0
At
s
j(t
′)dt′ vit,s (t)
)∥∥2
0
+ ‖ρ0∂¯3F (t)‖20
≤ C T P ( sup
t∈[0,T ]
E˜(t)) + ‖ρ0∂¯3F (t)‖20 ,
and using (9.4),
‖ρ0∂¯3F (t)‖20 ≤ C‖ρ0∂¯3Dv(t)‖20‖κD[Dρ(η)]‖2L∞(Ω) + C‖κρ0∂¯3D[Dρ(η)]‖20 + C T P ( sup
t∈[0,T ]
E˜(t)) .
Since
‖κD[Dρ(η(t))]‖2L∞(Ω) ≤ C‖κDρ(η(t))‖23 ≤ CM˜0 + C T sup
t∈[0,T ]
E˜(t) ,
where we have used (9.14) and the fundamental theorem of calculus. Once again employing
the fundamental theorem of calculus,
‖ρ0∂¯3Dv(t)‖20 ≤ M˜0 + C T sup
t∈[0,T ]
E˜(t) ,
and hence
‖ρ0∂¯3Dv(t)‖20‖D[Dρ(η)]‖2L∞(Ω) ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) .
On the other hand, since
2κρ0∂t∂¯
3D[Dρ ◦ η] + 2ρ0∂¯3D[Dρ ◦ η] = −ρ0∂¯3Dvt ,
by Lemma 3.2, we see that independently of κ,
‖ρ0∂¯3D[Dρ ◦ η](t)‖20 ≤ M˜0 + ‖ρ0∂¯3Dvt(t)‖20 ≤ M˜0 + CE˜(t) ,
and, in turn,
‖κρ0∂¯3D∂t[Dρ ◦ η](t)‖20 ≤ M˜0 + ‖ρ0∂¯3Dvt(t)‖20 ≤ M˜0 + CE˜(t) .
By the fundamental theorem of calculus, we thus see that
‖κρ0∂¯3D[Dρ(η)]‖20 ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t))
FREE-BOUNDARY 3-D COMPRESSIBLE EULER EQUATIONS IN PHYSICAL VACUUM 57
which shows that
‖ρ0∂¯3 curl vt(t)‖20 ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) .
Step 6. Estimates for ρ0∂¯
2 curl vttt, ρ0∂¯ curl ∂
5
t v, and ρ0 curl ∂
7
t v. By time-differentiating
(9.12) and estimating as in Step 5, we immediately obtain the inequality
‖ρ0∂¯2 curl vttt(t)‖20 + ‖ρ0∂¯ curl ∂5t v(t)‖20 + ‖ρ0 curl ∂7t v(t)‖20 ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) .
Step 7. Estimate for
√
κρ0 curlη ∂¯
4v. From (9.7)
√
κρ0 curlη ∂¯
4v(t) =
√
κρ0∂¯
4 curlu0︸ ︷︷ ︸
S1
+
√
κρ0ε·ijvi,r ∂¯4Arj(t)︸ ︷︷ ︸
S2
+
∫ t
0
√
κρ0∂¯
4B(A,Dv)dt′︸ ︷︷ ︸
S3
+
∫ t
0
√
κρ0∂¯
4Fdt′︸ ︷︷ ︸
S4
+R(t) ,
whereR(t) is a lower-order remainder term satisfying ∫ T0 |R(t)|2dt ≤ C T P (supt∈[0,T ] E˜(t)).
We see that ∫ t
0
‖S1‖20dt′ ≤ tM˜0 ,
and since ‖ρ0∂¯4Dη(t)‖20 is contained in the energy function E˜(t),∫ t
0
‖S2‖20dt′ ≤ C T P ( sup
t∈[0,T ]
E˜(t)) .
Jensen’s inequality shows that∫ t
0
‖S3‖20dt′ ≤ C T P ( sup
t∈[0,T ]
E˜(t)) .
The highest-order terms in S4 can be written under the form∫ t
0
κ
3
2 ρ0∂¯
4Dv A D[Dρ(η)] Adt′︸ ︷︷ ︸
S4a
+
∫ t
0
κ
3
2 ρ0∂¯
4D[Dρ(η)] A Dv Adt′︸ ︷︷ ︸
S4b
,
with all other term being lower-order and easily estimated. By Jensen’s inequality and using
(9.4), ∫ t
0
‖S4a(t′)‖20dt′ ≤ Cκ
∫ t
0
t′
∫ t′
0
‖√κρ0∂¯4Dv(t′′)‖20dt′′dt′ ≤ C T sup
t∈[0,T ]
E˜(t) .
In order to estimate the term S4b, we use the identity
2κ
3
2 ρ0∂¯
4D[Dρ(η)](t) + 2
√
κ
∫ t
0
ρ0∂¯
4D[Dρ(η)]dt′ = −√κρ0∂¯4Dv(t)
+
√
κρ0∂¯
4Du0 + 2κ
3
2 ρ0∂¯
4D2ρ0 ,
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which follows from differentiating the Euler equations. Taking the L2(Ω)-inner-product of
this equation with κ
3
2 ρ0∂¯
4D[Dρ(η)](t) and integrating in time, we deduce that
∫ t
0
‖κ 32 ρ0∂¯4D[Dρ(η)](t′)‖20dt′ ≤ M˜0 + sup
t∈[0,T ]
E˜(t) ,
from which it follows, using Jensen’s inequality, that
∫ t
0
‖S4b(t)‖20dt′ ≤ C T P ( sup
t∈[0,T ]
E˜(t)) ,
and thus
∫ t
0
‖√κρ0 curlη ∂¯4v(t′)‖20dt′ ≤ C T P ( sup
t∈[0,T ]
E˜(t)) .
Step 8. Estimates for
√
κρ0 curlη ∂¯
4−l∂2lt v for l = 1, 2, 3, 4. Following the identical
methodology as we used for Step 7, we obtain the desired inequality
4∑
l=1
∫ t
0
‖√κρ0 curlη ∂¯4−l∂2lt v(t′)‖20dt′ ≤ C T P ( sup
t∈[0,T ]
E˜(t)) .

9.4. κ-independent energy estimates for horizontal and time derivatives. We take
T ∈ (0, Tκ).
9.4.1. The ∂¯4-problem.
Proposition 9.7. For δ > 0 and letting the constant M˜0 depend on 1/δ,
sup
t∈[0,T ]
(
‖√ρ0∂¯4v(t)‖20 + ‖ρ0∂¯4Dη(t)‖20 +
∫ t
0
‖√κρ0∂¯4Dv(s)‖20ds
)
≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.23)
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Proof. Letting ∂¯4 act on (7.2a), and taking the L2(Ω)-inner product of this with ∂¯4vi yields
1
2
d
dt
∫
Ω
ρ0|∂¯4v|2dx︸ ︷︷ ︸
I0
+
∫
Ω
∂¯4aki (ρ
2
0J
−2),k ∂¯4vidx︸ ︷︷ ︸
I1
+
∫
Ω
aki (ρ
2
0∂¯
4J−2),k ∂¯4vidx︸ ︷︷ ︸
I2
+ κ
∫
Ω
∂¯4∂ta
k
i (ρ
2
0J
−2),k ∂¯4vidx︸ ︷︷ ︸
I3
+ κ
∫
Ω
aki (ρ
2
0∂¯
4∂tJ
−2),k ∂¯4vidx︸ ︷︷ ︸
I4
+ κ
∫
Ω
∂¯4aki (ρ
2
0∂tJ
−2),k ∂¯4vidx︸ ︷︷ ︸
I5
+ κ
∫
Ω
∂ta
k
i (ρ
2
0∂¯
4J−2),k ∂¯4vidx︸ ︷︷ ︸
I6
=
3∑
l=1
cl
∫
Ω
∂¯4−laki (ρ
2
0∂¯
lJ−2),k ∂¯4vi dx︸ ︷︷ ︸
R1
+ κ
3∑
l=1
cl
∫
Ω
∂¯4−l∂taki (ρ
2
0∂¯
lJ−2),k ∂¯4vi dx︸ ︷︷ ︸
R2
+ κ
3∑
l=1
cl
∫
Ω
∂¯4−laki (ρ
2
0∂¯
l∂tJ
−2),k ∂¯4vi dx︸ ︷︷ ︸
R3
+
∫
Ω
aki (∂¯
4ρ20 J
−2),k ∂¯4vidx︸ ︷︷ ︸
R4
+R5 . (9.24)
The integrals Ia, a = 1, ..., 6 denote the highest-order terms, while the integrals Ra,
a = 1, ..., 5 denote lower-order remainder terms, which throughout the paper will consist of
integrals which can be shown, via elementary inequalities together with our basic assump-
tions (9.4), to satisfy the following estimate:∫ T
0
Ra(t)dt ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.25)
The remainder integral R5 is comprised of the lower-order terms that are obtained when at
most three horizontal derivatives are distributed onto ρ20, and although we do not explicitly
write this term, we will explain its bound directly after the analysis of the remainder term
R4 below.
We proceed to systematically estimate each of these integrals, and we begin with the
lower-order remainder terms.
Analysis of
∫ T
0
R1(t)dt. We integrate by parts with respect to xk and then with respect
to the time derivative ∂t, and use (5.5) to obtain that
R1 = −
3∑
l=1
cl
∫ T
0
∫
Ω
∂¯4−laki ρ
2
0∂¯
lJ−2 ∂¯4vi,k dxdt
=
3∑
l=1
cl
∫ T
0
∫
Ω
ρ0
(
∂¯4−laki ∂¯
lJ−2
)
t
ρ0∂¯
4ηi,k dxdt−
3∑
l=1
cl
∫
Ω
ρ0∂¯
4−laki ∂¯
lJ−2ρ0∂¯4ηi,k dx
∣∣∣T
0
.
Notice that when l = 3, the integrand in the spacetime integral on the right-hand side
scales like ℓ [∂¯Dη ρ0∂¯
3∂tJ
−2 + ∂¯Dv ρ0∂¯3J−2] ρ0∂¯4Dη where ℓ denotes an L∞(Ω) function.
Since ‖ρ0∂2t J−2(t)‖23 is contained in the energy function E(t) and since ∂¯Dη(t) ∈ L∞(Ω),
the first summand is estimated using an L∞-L2-L2 Ho¨lder’s inequality, while for the second
summand, we use that ‖ρ0J−2(t)‖24 is contained in E(t) together with an L4-L4-L2 Ho¨lder’s
inequality.
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When l = 1, the integrand in the spacetime integral on the right-hand side scales like
ℓ [∂¯Dη ρ0∂¯
3at
k
i + ∂¯Dv ρ0∂¯
3aki ] ρ0∂¯
4ηi,k. Since ‖ρ0∂¯3Dvt(t)‖20 is contained in the energy
function E(t) and since ∂¯Dη ∈ L∞(Ω), the first summand is estimated using an L∞-L2-L2
Ho¨lder’s inequality. We write the second summand as
∂¯Dv ρ0∂¯
3aβi ρ0∂¯
4ηi,β +∂¯Dv ρ0∂¯
3a3i ρ0∂¯
4ηi,3 .
We estimate∫ T
0
∫
Ω
∂¯Dv ρ0∂¯
3aβi ρ0∂¯
4ηi,β dxdt
= −
∫ T
0
∫
Ω
[∂¯Dv ρ0∂¯
3aβi ,β ρ0∂¯
4ηi + ∂¯Dv,β ρ0∂¯
3aβi ρ0∂¯
4ηi]dxdt
≤ C
∫ T
0
(‖∂¯Dv(t)‖L3(Ω)‖ρ0∂¯4a(t)‖0 ‖ρ0∂¯4η(t)‖L6(Ω)
+ ‖∂¯2Dv(t)‖L3(Ω)‖ρ0∂¯4η(t)‖L6(Ω)‖∂¯3a‖0
)
dt
≤ C
∫ T
0
(‖∂¯Dv(t)‖H0.5(Ω)‖ρ0∂¯4a(t)‖0 ‖ρ0∂¯4η(t)‖1
+ ‖∂¯2Dv(t)‖H0.5(Ω)‖ρ0∂¯4η(t)‖1 ‖∂¯3a‖0
)
dt
≤ C
∫ T
0
(‖v(t)‖H3.5(Ω)‖ρ0∂¯4Dη(t)‖20 + ‖v(t)‖H2.5(Ω)‖ρ0∂¯4Dη(t)‖0‖η(t)‖4
+ ‖v(t)‖H3.5(Ω)‖η(t)‖24
)
dt , (9.26)
where we have used Ho¨lder’s inequality, followed by the Sobolev embeddings
H0.5(Ω) →֒ L3(Ω) and H1(Ω) →֒ L6(Ω) .
We also rely on the interpolation estimate
‖v‖2L2(0,T ;H3.5(Ω)) ≤ C
(‖v(t)‖3‖η‖4)∣∣∣0
T
+ C‖vt‖L2(0,T ;H3(Ω))‖η‖L2(0,T ;H4(Ω))
≤M0 + δ sup
t∈[0,T ]
‖η(t)‖24 + C T sup
t∈[0,T ]
(
‖η(t)‖24 + ‖vt(t)‖23
)
, (9.27)
where the last inequality follows from Young’s and Jensen’s inequalities. Using this together
with the Cauchy-Schwarz inequality, (9.26) is bounded by C T P (supt∈[0,T ]E(t)). Next,
since (5.6) shows that each component of a3i is quadratic in ∂¯η, we see that the same
analysis shows the spacetime integral of ∂¯Dv ρ0∂¯
3a3i ρ0∂¯
4ηi,3 has the same bound, and so
we have estimated the case l = 1.
For the case that l = 2, the integrand in the spacetime integral on the right-hand side of
the expression for R1 scales like ℓ ∂¯2Dη ∂¯2Dv ρ0∂¯4Dη, so that an L6 − L3 − L2 Ho¨lder’s
inequality, followed by the same analysis as for the case l = 1 provides the same bound as
for the case l = 1.
To deal with the space integral on the right-hand side of the expression for R1, the
integral at time t = 0 is equal to zero since η(x, 0) = x, whereas the integral evaluated at
t = T is written, using the fundamental theorem of calculus, as
−
3∑
l=1
cl
∫
Ω
ρ0∂¯
4−laki ∂¯
lJ−2ρ0∂¯4ηi,k dx
∣∣∣
t=T
= −
3∑
l=1
cl
∫
Ω
ρ0
∫ T
0
(∂¯4−laki ∂¯
lJ−2)tρ0∂¯4ηi,k (T )dx
which can be estimated in the identical fashion as the corresponding spacetime integral. As
such, we have shown that R1 has the claimed bound (9.25).
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Analysis of
∫ T
0
R2(t)dt. Using (5.5), we integrate by parts, to find that∫ T
0
R2(t)dt = −
3∑
l=1
cl
∫ T
0
∫
Ω
κ∂¯4−laki ρ
2
0∂¯
lJ−2 ∂¯4vi,k dxdt
=
3∑
l=1
cl
√
κ‖∂¯4−laki ρ0∂¯lJ−2‖L2(0,T ;L2(Ω)) ‖
√
κρ0∂¯
4vi,k ‖L2(0,T ;L2(Ω))
≤ C T P ( sup
t∈[0,T ]
E˜(t)) ,
the last inequality following from the fact that ‖√κρ0∂¯4Dv‖2L2(0,T ;L2(Ω)) is contained in
the energy function and that for l = 1, 2, 3, ∂¯4−laki ρ0∂¯
lJ−2 contains at most four space
derivatives of η(t), and is controlled L∞-in-time.
Analysis of
∫ T
0
R3(t)dt. This remainder integral is estimated in the same way as
∫ T
0
R2(t)dt.
Analysis of
∫ T
0 R4(t)dt. Integration by parts using (5.5) shows that∫ T
0
R4(t)dt =
∫ T
0
∫
Ω
aki (∂¯
4ρ20 J
−2),k ∂¯4vidxdt
=
∫ T
0
∫
Ω
∂¯4ρ20 (J
−2aki )t∂¯
4ηi,k dxdt−
∫
Ω
∂¯4ρ20 J
−2aki ∂¯
4ηi,k dx
∣∣∣∣
t=T
=
∫ T
0
∫
Ω
∂¯4ρ20 (J
−2aki )t∂¯
4ηi,k dxdt−
∫
Ω
∂¯4ρ20 ∂¯
4 div η(T )dx
−
∫
Ω
∂¯4ρ20
∫ T
0
∂t(J
−2aki )dt ∂¯
4ηi,k (T )dx ,
so that by the Cauchy-Schwarz inequality and Young’s inequality,∫ T
0
R4(t)dt ≤M0 + δ sup
t∈[0,T ]
E(t) + C T P ( sup
t∈[0,T ]
E(t)) .
Analysis of
∫ T
0 R5(t)dt. The highest-order term is∫ T
0
∫
Ω
aki (∂¯
3ρ20 ∂¯J
−2),k ∂¯4vidxdt
which can be estimated directly using the Cauchy-Schwarz inequality to yield∫ T
0
R5(t)dt ≤M0 + δ sup
t∈[0,T ]
E(t) + C T P ( sup
t∈[0,T ]
E(t)) .
Analysis of the integral
∫ T
0
I0(t)dt. Integrating I0 from 0 to T , we see that∫ T
0
I0(t)dt = 1
2
∫
Ω
ρ0|∂¯4v(T )|2dx− M˜0 .
Analysis of the integral
∫ T
0 I1(t)dt. To estimate I1, we first integrate by parts using
(5.5), to obtain
I1 = −
∫
Ω
∂¯4aki ρ
2
0J
−2 ∂¯4vi,k dx .
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We then use the formula (5.3) for horizontally differentiating the cofactor matrix:
I1 =
∫
Ω
ρ0
2J−3 ∂¯4ηr,s [asia
k
r − asraki ] ∂¯4vi,k dx+R ,
where the remainder R satisfies (9.25). We decompose the highest-order term in I1 as the
sum of the following two integrals:
I1a =
∫
Ω
ρ0
2J−3 (∂¯4ηr,s asi )(∂¯
4vi,k a
k
r )dx,
I1b = −
∫
Ω
ρ0
2J−3 (∂¯4ηr,s asr)(∂¯
4vi,k a
k
i )dx .
Since v = ηt, I1a is an exact derivative modulo an antisymmetric commutation with respect
to the free indices i and r; namely,
∂¯4ηr,s a
s
i ∂¯
4vi,k a
k
r = ∂¯
4ηi,s a
s
r∂¯
4vi,k a
k
r + (∂¯
4ηr,s a
s
i − ∂¯4ηi,s asr)∂¯4vi,k akr . (9.28)
and
∂¯4ηi,s a
s
r∂¯
4vi,k a
k
r =
1
2
d
dt
(
∂¯4ηi,r a
r
k ∂¯
4ηi,s a
s
k
)− 1
2
∂¯4ηr,s ∂¯
4ηi,k (a
s
ra
k
i )t , (9.29)
so the first term on the right-hand side of (9.28) produces an exact time derivative of a
positive energy contribution.
For the second term on the right-hand side of (9.28), note the identity
(∂¯4ηr,s a
s
i − ∂¯4ηi,s asr)∂¯4vi,k akr = −J2εijk ∂¯4ηk,r Arj εimn∂¯4vn,sAsm . (9.30)
We have used the permutation symbol ε to encode the anti-symmetry in this relation, and
the basic fact that the trace of the product of symmetric and antisymmetric matrices is
equal to zero.
Recalling our notation [curlηF ]
i = εijkF
k,r A
r
j for a vector-field F , (9.30) can be written
as
(∂¯4ηr,s a
s
i − ∂¯4ηi,s asr)∂¯4vi,k akr = −J2 curlη ∂¯4η · curlη ∂¯4v , (9.31)
which can also be written as an exact derivative in time:
curlη ∂¯
4η · curlη ∂¯4v = 1
2
d
dt
| curlη ∂¯4η|2 − ∂¯4ηk,r ∂¯4ηk,s (ArjAsj)t + ∂¯4ηk,r ∂¯4ηj ,s (ArjAsk)t .
(9.32)
The terms in (9.29) and (9.32) which are not the exact time derivatives are quadratic in
ρ0∂¯
4Dη with coefficients in L∞([0, T ]×Ω) and can thus be absorbed into remainder integrals
R satisfying the inequality (9.25). Letting
Dη∂¯
4η = ∂¯4Dη A (matrix multiplication of ∂¯4Dη with A) ,
we have that
I1a =
1
2
d
dt
∫
Ω
ρ0
2J−1|Dη∂¯4η|2dx− 1
2
d
dt
∫
Ω
ρ0
2 J−1| curlη ∂¯4η|2dx +R .
where, once again, the remainder R satisfies (9.25).
With the notation divη F = A
j
iF
i,j , the differentiation formula (5.1) shows that I1b can
be written as
I1b = −
1
2
d
dt
∫
Ω
ρ0
2 J−1| divη ∂¯4η|2dx +R .
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It follows that
I1 = 1
2
d
dt
∫
Ω
ρ0
2
(
J−1|Dη∂¯4η|2 − J−1| curlη ∂¯4η|2 − J−1| divη ∂¯4η|2
)
dx+R
=
1
2
d
dt
∫
Ω
ρ0
2
(|D∂¯4η|2 − J−1| curlη ∂¯4η|2 − J−1| divη ∂¯4η|2) dx+R ,
where we have used the fundamental theorem of calculus for the second equality on the
term Dη∂¯
4η as well as the fact that Tκ was chosen sufficiently small so that
1
2 < J(t) <
3
2 ;
in particular, we write
Dη∂¯
4η = ∂¯4Dη A = ∂¯4Dη Id + ∂¯4Dη
∫ t
0
At(s)ds .
It is thus clear that
∫
Ω ρ
2
0J
−1|Dη∂¯4η|2dx differs from
∫
Ω ρ
2
0|D∂¯4η|2dx by R. Hence,∫ T
0
I1(t)ds ≥ 1
2
∫
Ω
ρ0
2
(
2
3
|D∂¯4η(T )|2 − J−1| curlη ∂¯4η(T )|2 − J−1| divη ∂¯4η(T )|2
)
dx
− M˜0 +
∫ T
0
R(t)dt .
Analysis of the integral
∫ T
0 I2(t)dt. ∂¯4J−2 = −2J−3∂¯4J plus lower-order terms, which
have at most three horizontal derivatives acting on J . For such lower-order terms, we
integrate by parts with respect to ∂t, and estimate the resulting integrals in the same
manner as we estimated the remainder term R1, and obtain the same bound.
Thus,
I2 = 2
∫
Ω
ρ20J
−3ars∂¯
4ηs,r a
k
i ∂¯
4vi,k dx+R
=
d
dt
∫
Ω
ρ20J
−3ars∂¯
4ηs,r a
k
i ∂¯
4ηi,k dx −
∫
Ω
ρ20(J
−3arsa
k
i )t ∂¯
4ηs,r ∂¯
4ηi,k dx+R
=
d
dt
∫
Ω
ρ20J
−1| divη ∂¯4η|2dx+R
so that ∫ T
0
I2(t)dt =
∫
Ω
ρ20J
−1| divη ∂¯4η(T )|2dx − M˜0 +
∫ T
0
R(t)dt .
Analysis of the integral
∫ T
0
I3(t)dt. This follows closely our analysis of the integral I1.
We first integrate by parts, using (5.5), to obtain
I3 = −κ
∫
Ω
∂¯4∂ta
k
i ρ
2
0J
−2 ∂¯4vi,k dx .
We then use the formula (5.4) for horizontally differentiating the cofactor matrix:
I3 = κ
∫
Ω
ρ0
2J−3 ∂¯4vr,s [asia
k
r − asraki ] ∂¯4vi,k dx+R ,
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where the remainder R satisfies (9.25). We decompose the highest-order term in I3 as the
sum of the following two integrals:
I3a = κ
∫
Ω
ρ20J
−3 (∂¯4vr,s asi )(∂¯
4vi,k a
k
r)dx,
I3b = −κ
∫
Ω
ρ0
2J−1 | divη ∂¯4v|2dx .
Since
I3a = κ
∫
Ω
ρ20J
−3 [∂¯4vi,s asr∂¯4vi,k akr + (∂¯4vr,s asi − ∂¯4vi,s asr)∂¯4vi,k akr] dx
= κ
∫
Ω
ρ0J
−1∂¯4vi,sAsr∂¯
4vi,k A
k
rdx− κ
∫
Ω
ρ20J
−1| curlη ∂¯4v|2dx ,
and letting
Dη ∂¯
4v = ∂¯4Dv A (matrix multiplication of ∂¯4Dv with A) ,
we thus have that∫ T
0
I3(t)dt = κ
∫ T
0
∫
Ω
ρ20J
−1|Dη∂¯4v|2 dxdt− κ
∫ T
0
∫
Ω
ρ20J
−1| curlη ∂¯4v|2dxdt
− κ
∫ T
0
∫
Ω
ρ0
2J−1 | divη ∂¯4v|2dxdt +
∫ T
0
Rdt .
Analysis of the integral
∫ T
0 I4(t)dt. Integrating by parts, and using (5.2),∫ T
0
I4(t)dt = 2κ
∫ T
0
∫
Ω
ρ20J
−3ars∂¯
4vs,r a
k
i ∂¯
4vi,k dxdt+
∫ T
0
Rdt
= 2κ
∫ T
0
∫
Ω
ρ0
2J−1 | divη ∂¯4v|2dxdt+
∫ T
0
Rdt .
Analysis of the integral
∫ T
0 I5(t)dt. Integrating by parts, and using the Cauchy-Schwarz
inequality, we see that∫ T
0
I5(t)dt = −κ
∫ T
0
∫
Ω
ρ20∂tJ
−2 ∂¯4aki ∂¯
4vi,k dxdt
≤ C√κ sup
t∈[0,T ]
‖∂tJ−2‖L∞(Ω)‖ρ0∂¯4aki ‖L2(0,T ;L2(Ω))‖
√
κρ0∂¯
4vi,k ‖L2(0,T ;L2(Ω))
≤ C T P ( sup
t∈[0,T ]
E˜(t)) ,
the last inequality following from the Sobolev embedding theorem and the L∞(0, T ) control
of ‖ρ0∂¯4aki (t)‖0.
Analysis of the integral
∫ T
0 I6(t)dt. Estimating in the same fashion as for I5 shows that∫ T
0
I6(t)dt ≤ C T P ( sup
t∈[0,T ]
E˜(t)) .
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The sum
∑6
a=0
∫ T
0
Ia(t)dt. By considering the sum of all the integrals
∫ T
0
Ia(t)dt for
a = 0, ..., 6, we obtain the inequality
sup
t∈[0,T ]
1
2
(∫
Ω
ρ0|∂¯4v(t)|2dx+
∫
Ω
ρ20J
−1|∂¯4Dη(t)|2dx
)
+ κ
∫ T
0
∫
Ω
ρ20J
−1|Dη∂¯4v(t)|2dxdt
≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t))
+ sup
t∈[0,T ]
∫
Ω
ρ20J
−1|∂¯4 curl η(t)|2dx + κ
∫ T
0
∫
Ω
ρ20J
−1| curlη ∂¯4v(t)|2dxdt .
Using the fundamental theorem of calculus,
κ
∫ T
0
∫
Ω
ρ20J
−1|Dη∂¯4v(t)|2dxdt = κ
∫ T
0
∫
Ω
ρ20J
−1∂¯4vi,r Ark∂¯
4vi,sA
s
kdxdt
= κ
∫ T
0
∫
Ω
ρ20∂¯
4vi,k ∂¯
4vi,k dxdt + κ
∫ T
0
∫
Ω
ρ20[J
−1ArkA
s
k − δrkδsk]∂¯4vi,r ∂¯4vi,s dxdt ,
where we are using the Kronecker Delta symbol δrk to denote the components of the identity
matrix. It thus follows from (9.3) that
sup
t∈[0,T ]
1
2
(∫
Ω
ρ0|∂¯4v(t)|2dx+
∫
Ω
ρ20J
−1|∂¯4Dη(t)|2dx
)
+
κ
2
∫ T
0
∫
Ω
ρ20|D∂¯4v(t)|2dxdt
≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t))
+ sup
t∈[0,T ]
∫
Ω
ρ20J
−1|∂¯4 curl η(t)|2dx+ κ
∫ T
0
∫
Ω
ρ20J
−1| curlη ∂¯4v(t)|2dxdt .
The curl estimates (9.5) provide the bound for the last two integrals from which the
desired result is obtained and the proof of the proposition is completed. 
Corollary 9.8 (Estimates for the trace of the tangential components of η(t)). For α = 1, 2,
and δ > 0,
sup
t∈[0,T ]
|ηα(t)|23.5 ≤ M˜0 + δ sup
t∈[0,T ]
E˜ + C T P ( sup
t∈[0,T ]
E˜(t)) .
Proof. The weighted embedding estimate (3.6) shows that
‖∂¯4η(t)‖20 ≤ C
∫
Ω
ρ20
(|∂¯4η|2 + |∂¯4Dη|2)dx .
Now
sup
t∈[0,T ]
∫
Ω
ρ20|∂¯4η|2dx = sup
t∈[0,T ]
∫
Ω
ρ20
∣∣∣∣
∫ t
0
∂¯4vdt′
∣∣∣∣
2
dx ≤ T 2 sup
t∈[0,T ]
‖√ρ0∂¯4v‖20 .
It follows from Proposition 9.7 that
sup
t∈[0,T ]
‖∂¯4η(t)‖20 ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) .
According to our curl estimates (9.5), supt∈[0,T ] ‖ curl η‖23 ≤ M˜0 + C T P (supt∈[0,T ] E˜(t)),
from which it follows that
sup
t∈[0,T ]
‖∂¯4 curl η(t)‖2H1(Ω)′ ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) ,
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since ∂¯ is a horizontal derivative, and integration by parts with respect to ∂¯ does not produce
any boundary contributions. From the tangential trace inequality (6.2), we find that
sup
t∈[0,T ]
|∂¯4ηα(t)|2−0.5 ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) ,
from which it follows that
sup
t∈[0,T ]
|ηα(t)|23.5 ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) ,

9.5. The ∂8t -problem.
Proposition 9.9. For δ > 0 and letting the constant M˜0 depend on 1/δ,
sup
t∈[0,T ]
(
‖√ρ0∂8t v(t)‖20 + ‖ρ0∂7tDv(t)‖20 +
∫ t
0
‖√κρ0D∂8t v(s)‖20ds
)
≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.33)
Proof. Letting ∂8t act on (7.2a), and taking the L
2(Ω)-inner product of this with ∂8t v
i yields
1
2
d
dt
∫
Ω
ρ0|∂8t v|2dx︸ ︷︷ ︸
I0
+
∫
Ω
∂8t a
k
i (ρ
2
0J
−2),k ∂8t v
idx︸ ︷︷ ︸
I1
+
∫
Ω
aki (ρ
2
0∂
8
t J
−2),k ∂8t v
idx︸ ︷︷ ︸
I2
+ κ
∫
Ω
∂8t ∂ta
k
i (ρ
2
0J
−2),k ∂8t v
idx︸ ︷︷ ︸
I3
+ κ
∫
Ω
aki (ρ
2
0∂
8
t ∂tJ
−2),k ∂8t v
idx︸ ︷︷ ︸
I4
+ κ
∫
Ω
∂8t a
k
i (ρ
2
0∂tJ
−2),k ∂8t v
idx︸ ︷︷ ︸
I5
+ κ
∫
Ω
∂ta
k
i (ρ
2
0∂
8
t J
−2),k ∂8t v
idx︸ ︷︷ ︸
I6
=
7∑
l=1
cl
∫
Ω
∂8−lt a
k
i (ρ
2
0∂
l
tJ
−2),k ∂8t v
i dx
︸ ︷︷ ︸
R1
+ κ
7∑
l=1
cl
∫
Ω
∂8−lt ∂ta
k
i (ρ
2
0∂
l
tJ
−2),k ∂8t v
i dx
︸ ︷︷ ︸
R2
+ κ
7∑
l=1
cl
∫
Ω
∂8−lt a
k
i (ρ
2
0∂
l
t∂tJ
−2),k ∂8t v
i dx
︸ ︷︷ ︸
R3
. (9.34)
The integrals Ia, a = 1, ..., 6 denote the highest-order terms, while the integrals Ra, a =
1, 2, 3 denote lower-order remainder terms, which we will once again prove satisfy∫ T
0
Ra(t)dt ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.35)
The analysis of the lower-order remainder term R1(t) differs slightly from the corre-
sponding remainder term in the ∂¯4 energy estimates, so we proceed with the details of this
analysis.
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Analysis of
∫ T
0
R1(t)dt. Using (5.5), we integrate by parts with respect to xk and then
with respect to the time derivative ∂t to obtain that
R1 = −
7∑
l=1
cl
∫ T
0
∫
Ω
∂8−lt a
k
i ρ
2
0∂
l
tJ
−2 ∂8t v
i,k dxdt
=
7∑
l=1
cl
∫ T
0
∫
Ω
ρ0
(
∂8−lt a
k
i ∂
l
tJ
−2)
t
ρ0∂
7
t v
i,k dxdt−
7∑
l=1
cl
∫
Ω
ρ0∂
8−l
t a
k
i ∂¯
lJ−2ρ0∂7t v
i,k dx
∣∣∣T
0
.
Notice that when l = 7, the integrand in the spacetime integral on the right-hand side
scales like ℓ [Dvt ρ0∂
6
tDv +Dv ρ0∂
7
tDv] ρ0∂
7
tDv where ℓ denotes an L
∞(Ω) function. Since
‖ρ0∂7tDv(t)‖20 is contained in the energy function E˜(t), Dvt(t) is bounded in L∞(Ω), and
since we can write ρ0∂
6
tDv(t) = ρ0∂
6
tDv(0) +
∫ t
0
ρ0∂
7
tDv(t
′)dt′, the first and second sum-
mands are both estimated using an L∞-L2-L2 Ho¨lder’s inequality.
The case l = 6 is estimated exactly the same way as the case l = 3 in the proof of
Proposition 9.7. For the case l = 5, the integrand in the spacetime integral scales like
ℓ[Dvttρ0∂
6
t J
−2+Dvtttρ0Dvtttt]ρ0∂7tDv. Both summands can be estimated using an L
3-L6-
L2 Ho¨lder’s inequality. The case l = 4 is treated as the case l = 5. The case l = 3 is also
treated in the same way as l = 5. The case l = 2 is estimated exactly the same way as the
case l = 1 in the proof of Proposition 9.7. The case l = 1 is treated in the same way as the
case l = 7.
To deal with the space integral on the right-hand side of the expression for R1, the
integral at time t = 0 is bounded by M˜0, whereas the integral evaluated at t = T is written,
using the fundamental theorem of calculus, as
7∑
l=1
cl
∫
Ω
ρ0∂
8−l
t a
k
i ∂
l
tJ
−2ρ0∂7t v
i,k dx
∣∣∣
t=T
=
7∑
l=1
cl
∫
Ω
ρ0∂
8−l
t a
k
i (0)∂
l
tJ
−2(0)ρ0∂7t v
i,k (T )dx
+
7∑
l=1
cl
∫
Ω
ρ0
∫ T
0
(∂8−lt a
k
i ∂
l
tJ
−2)tdt′ ρ0∂7t v
i,k (T )dx.
The first integral on the right-hand side is estimated using Young’s inequality, and is
bounded by M˜0 + δ supt∈[0,T ] E˜(t), while the second integral can be estimated in the iden-
tical fashion as the corresponding spacetime integral. As such, we have shown that R1 has
the claimed bound (9.35).
Analysis of
∫ T
0
R2(t)dt. Using (5.5), we integrate by parts, to find that∫ T
0
R2(t)dt = −
7∑
l=1
cl
∫ T
0
∫
Ω
κ∂8−lt a
k
i ρ
2
0∂
l
tJ
−2 ∂8t v
i,k dxdt
=
7∑
l=1
cl
√
κ‖∂8−lt aki ρ0∂ltJ−2‖L2(0,T ;L2(Ω)) ‖
√
κρ0∂
8
t v
i,k ‖L2(0,T ;L2(Ω))
≤ C T P ( sup
t∈[0,T ]
E˜(t)) ,
the last inequality following from the fact that ‖√κρ0∂8tDv‖2L2(0,T ;L2(Ω)) and ‖ρ0∂7tDv‖2L∞(0,T ;L2(Ω))
are both contained in the energy function.
Analysis of
∫ T
0 R3(t)dt. This remainder integral is estimated in the same way as
∫ T
0 R2(t)dt.
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Analysis of the integral
∫ T
0
I0(t)dt. Integrating I0 from 0 to T , we see that∫ T
0
I0(t)dt = 1
2
∫
Ω
ρ0|∂8t v(T )|2dx− M˜0 .
Analysis of the integral
∫ T
0
I1(t)dt. To estimate I1, we again integrate by parts using
(5.5), to obtain
I1 = −
∫
Ω
∂8t a
k
i ρ
2
0J
−2 ∂8t v
i,k dx .
Using the differentiation identity (5.4), the same anti-symmetric commutation that we used
for the ∂¯4-differentiated problem can be employed once again to yield
ρ20(∂
7
t v
r,sA
s
i ) (∂
8
t v
i,k A
k
r ) =
1
2
d
dt
|ρ0Dη∂7t v(t)|2 −
1
2
d
dt
|ρ0curlη∂7t v(t)|2
+
1
2
ρ0
2∂7t v
k,r ∂
7
t v
b,s (A
r
jA
s
m)t[δ
j
mδ
k
b − δjbδkm] ,
and
−ρ20(∂7t vr,s Asr) (∂8t vi,k Aki ) = −
1
2
d
dt
|ρ0divη∂7t v|2 +
1
2
ρ20∂
7
t v
r,s ∂
7
t v
i,k (A
s
rA
k
i )t .
Hence,
I1 = 1
2
d
dt
∫
Ω
ρ0
2
(|D∂7t v|2 − J−1| curlη ∂7t v|2 − J−1| divη ∂7t v|2) dx +R ,
and ∫ T
0
I1(t)dt = 1
2
∫
Ω
ρ0
2
(|D∂7t v(T )|2 − J−1| curlη ∂7t v(T )|2 − J−1| divη ∂7t v(T )|2) dx
− M˜0 +
∫ T
0
R(t)dt , (9.36)
where the remainder integral R satisfies (9.35).
Analysis of the integral
∫ T
0 I2(t)dt. ∂8t J−2 = −2J−3∂8t J plus lower-order terms, which
have at most seven time derivatives acting on J . For such lower-order terms, we integrate
by parts with respect to ∂t, and estimate the resulting integrals in the same manner as we
estimated the remainder term R1, and obtain the same bound.
Thus,
I2 = 2
∫
Ω
ρ20J
−3ars∂
8
t η
s,r a
k
i ∂
8
t v
i,k dx+R
=
d
dt
∫
Ω
ρ20J
−3ars∂
7
t v
s,r a
k
i ∂
7
t v
i,k dx −
∫
Ω
ρ20(J
−3arsa
k
i )t ∂
7
t v
s,r ∂
7
t v
i,k dx+R
=
d
dt
∫
Ω
ρ20J
−1| divη ∂7t v|2dx+R
so that ∫ T
0
I2(t)dt =
∫
Ω
ρ20J
−1| divη ∂7t v(T )|2dx− M˜0 +
∫ T
0
R(t)dt .
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Analysis of the integral
∫ T
0
I3(t)dt. This follows closely our analysis of the integral I1.
We first integrate by parts, using (5.5), to obtain
I3 = −κ
∫
Ω
∂9t a
k
i ρ
2
0J
−2 ∂8t v
i,k dx .
We then use the formula (5.4) for horizontally differentiating the cofactor matrix:
I3 = κ
∫
Ω
ρ0
2J−3 ∂8t v
r,s [a
s
ia
k
r − asraki ] ∂8t vi,k dx+R ,
where the remainder R satisfies (9.25). We decompose the highest-order term in I3 as the
sum of the following two integrals:
I3a = κ
∫
Ω
ρ20J
−3 (∂8t v
r,s a
s
i )(∂
8
t v
i,k a
k
r)dx,
I3b = −κ
∫
Ω
ρ0
2J−1 | divη ∂8t v|2dx .
Since
I3a = κ
∫
Ω
ρ20J
−3 [∂8t vi,s asr∂8t vi,k akr + (∂8t vr,s asi − ∂8t vi,s asr)∂8t vi,k akr] dx
= κ
∫
Ω
ρ0J
−1∂8t v
i,sA
s
r∂
8
t v
i,k A
k
rdx− κ
∫
Ω
ρ20J
−1| curlη ∂8t v|2dx ,
and letting
Dη∂
8
t v = ∂
8
tDv A (matrix multiplication of ∂
8
tDv with A) ,
we thus have that∫ T
0
I3(t)dt = κ
∫ T
0
∫
Ω
ρ0J
−1|Dη∂8t v|2 dxdt− κ
∫ T
0
∫
Ω
ρ20J
−1| curlη ∂8t v|2dxdt
− κ
∫ T
0
∫
Ω
ρ0
2J−1 | divη ∂8t v|2dxdt +
∫ T
0
R(t)dt .
Analysis of the integral
∫ T
0 I4(t)dt. Integrating by parts, and using (5.2),∫ T
0
I4(t)dt = 2κ
∫ T
0
∫
Ω
ρ20J
−3ars∂
8
t v
s,r a
k
i ∂
8
t v
i,k dxdt+
∫ T
0
R(t)dt
= 2κ
∫ T
0
∫
Ω
ρ0
2J−1 | divη ∂8t v|2dxdt+
∫ T
0
R(t)dt .
Analysis of the integral
∫ T
0 I5(t)dt. Integrating by parts, and using the Cauchy-Schwarz
inequality, we see that∫ T
0
I5(t)dt = −κ
∫ T
0
∫
Ω
ρ20∂tJ
−2 ∂8t a
k
i ∂
8
t v
i,k dxdt
≤ C√κ sup
t∈[0,T ]
‖∂tJ−2‖L∞(Ω)‖ρ0∂8t aki ‖L2(0,T ;L2(Ω))‖
√
κρ0∂
8
t v
i,k ‖L2(0,T ;L2(Ω))
≤ C T P ( sup
t∈[0,T ]
E˜(t)) ,
the last inequality following from the Sobolev embedding theorem and the L∞(0, T ) control
of ‖ρ0∂8t aki (t)‖0.
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Analysis of the integral
∫ T
0
I6(t)dt. Estimating in the same fashion as for I5 shows that∫ T
0
I6(t)dt ≤ C T P ( sup
t∈[0,T ]
E˜(t)) .
The sum
∑6
a=0
∫ T
0 Ia(t)dt. By considering the sum of all the integrals
∫ T
0 Ia(t)dt for
a = 0, ..., 6, we obtain the inequality
sup
t∈[0,T ]
1
2
(∫
Ω
ρ0|∂8t v(t)|2dx+
∫
Ω
ρ20J
−1|∂7tDv(t)|2dx
)
+ κ
∫ T
0
∫
Ω
ρ20J
−1|Dη∂8t v(t)|2dxdt
≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t))
+ sup
t∈[0,T ]
∫
Ω
ρ20J
−1|∂7t curl v(t)|2dx+ κ
∫ T
0
∫
Ω
ρ20J
−1| curlη ∂8t v(t)|2dxdt .
Using the fundamental theorem of calculus,
κ
∫ T
0
∫
Ω
ρ20J
−1|Dη∂8t v(t)|2dxdt = κ
∫ T
0
∫
Ω
ρ20J
−1∂8t v
i,r A
r
k∂
8
t v
i,sA
s
kdxdt
= κ
∫ T
0
∫
Ω
ρ20∂
8
t v
i,k ∂
8
t v
i,k dxdt + κ
∫ T
0
∫
Ω
ρ20[J
−1ArkA
s
k − δrkδsk]∂8t vi,r ∂8t vi,s dxdt ,
where we are using the Kronecker Delta symbol δrk to denote the components of the identity
matrix. It thus follows from (9.3) that
sup
t∈[0,T ]
1
2
(∫
Ω
ρ0|∂8t v(t)|2dx+
∫
Ω
ρ20J
−1|∂7tDv(t)|2dx
)
+
κ
2
∫ T
0
∫
Ω
ρ20|D∂8t v(t)|2dxdt
≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t))
+ sup
t∈[0,T ]
∫
Ω
ρ20J
−1|∂7t curl v(t)|2dx + κ
∫ T
0
∫
Ω
ρ20J
−1| curlη ∂8t v(t)|2dxdt .
The curl estimates (9.5) provide the bound for the last two integrals from which the
desired result is obtained and the proof of the proposition is completed. 
Corollary 9.10 (Estimates for ∂7t v(t)).
sup
t∈[0,T ]
‖∂7t v(t)‖20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜ + C T P ( sup
t∈[0,T ]
E˜(t)) .
Proof. The weighted embedding estimate (3.6) shows that
‖∂7t v(t)‖20 ≤ C
∫
Ω
ρ20
(|∂7v|2 + |D∂7t v|2)dx .
Now ∫
Ω
ρ20|∂7t v|2dx ≤M0 +
∫
Ω
ρ20
∣∣∣∣
∫ t
0
∂8t vdt
′
∣∣∣∣
2
dx ≤M0 + T 2 sup
t∈[0,T ]
‖√ρ0∂8t v‖20 .
Thus, Proposition 9.9 shows that
sup
t∈[0,T ]
‖∂7t v(t)‖20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜ + C T P ( sup
t∈[0,T ]
E˜(t)) .

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9.6. The ∂2t ∂¯
3, ∂4t ∂¯
2, and ∂6t ∂¯ problems. Since we have provided detailed proofs of the
energy estimates for the two end-point cases of all space derivatives, the ∂¯4 problem, and
all time derivatives, the ∂8t problem, we have covered all of the estimation strategies for all
possible error terms in the three remaining intermediate problems; meanwhile, the energy
contributions for the three intermediate are found in the identical fashion as for the ∂¯4 and
∂8t problems. As such we have the additional estimate
Proposition 9.11. For δ > 0 and letting the constant M0 depend on 1/δ, for α = 1, 2,
sup
t∈[0,T ]
3∑
a=1
[
|∂2at ηα(t)|23.5−a + ‖
√
ρ0∂¯
4−a ∂2at v(t)‖20 + ‖ρ0∂¯4−a ∂2at Dη(t)‖20
+ κ
∫ t
0
‖ρ0∂¯4−a ∂2at Dv(t)‖20ds
]
≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
9.7. Additional elliptic-type estimates for normal derivatives. Our energy estimates
provide a priori control of horizontal and time derivatives of η; it remains to gain a priori
control of the normal (or vertical) derivatives of η. This is accomplished via a bootstrapping
procedure relying on having ∂7t v(t) bounded in L
2(Ω).
Proposition 9.12. For t ∈ [0, T ], ∂5t v(t) ∈ H1(Ω), ρ0∂6t J−2(t) ∈ H1(Ω) and
sup
t∈[0,T ]
(‖∂5t v(t)‖21 + ‖ρ0∂6t J−2(t)‖21) ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
Proof. We begin by taking six time-derivatives of (7.2a’) to obtain
2κ∂7t
[
Aki (ρ0J
−1),k
]
+ 2∂6t
[
Aki (ρ0J
−1),k
]
= −∂7t vi .
According to Lemma 3.2, and the bound on ‖∂7t v(t)‖20 given by Corollary 9.10,
sup
t∈[0,T ]
∥∥∂6t [2Aki (ρ0J−1),k ]∥∥20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.37)
For β = 1, 2,
2Aki (ρ0J
−1),k = ρ0aki J
−2,k +2ρ0,k aki J
−2
= ρ0a
3
iJ
−2,3+2ρ0,3 a3iJ
−2 + ρ0a
β
i J
−2,β +2ρ0,β a
β
i J
−2 (9.38)
Letting ∂6t act on equation (9.38), we have that
ρ0a
3
i ∂
6
t J
−2,3 + 2ρ0,3 a3i ∂
6
t J
−2 = 2∂6t
[
Aki (ρ0J
−1),k
]︸ ︷︷ ︸
J1
− ρ0∂6t (aβi J−2,β )︸ ︷︷ ︸
J2
− 2ρ0,β ∂6t (aβi J−2)︸ ︷︷ ︸
J3
− (∂6t a3i )[ρ0J−2,3+2ρ0,3 J−2]︸ ︷︷ ︸
J4
+
5∑
a=1
ca∂
a
t a
3
i ∂
6−a
t [ρ0J
−2,3+2ρ0,3 J−2]︸ ︷︷ ︸
J5
.
Bounds for J1(t). The inequality (9.37) establishes the L2(Ω) bound for J1(t).
Bounds for J2(t). According to Proposition 9.11,
sup
t∈[0,T ]
(‖√ρ0∂6t v(t)‖20 + ‖ρ0∂¯D∂5t v(t)‖20) ≤ M˜0+ δ sup
t∈[0,T ]
E˜(t) +C T P ( sup
t∈[0,T ]
E˜(t)) , (9.39)
so that with (9.4), we see that the differentiation identity (5.2) shows that
sup
t∈[0,T ]
‖J2(t)‖20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
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Bounds for J3(t). The estimate for J3(t) follows from the inequality for β = 1, 2∥∥∥∥ρ0,βρ0
∥∥∥∥
L∞(Ω)
≤ C
∥∥∥∥ρ0,βρ0
∥∥∥∥
2
≤ C‖ρ0,β ‖3 ,
where the first inequality follows from the Sobolev embedding theorem, and the second from
our higher-order Hardy inequality Lemma 3.1 since ρ0,β ∈ H3(Ω) ∩ H˙10 (Ω) for β = 1, 2.
Thus,
‖2ρ0,β ∂6t (aβi J−2)‖20 = ‖2ρ0∂6t (aβi J−2)
ρ0,β
ρ0
‖20
≤ ‖2ρ0∂6t (aβi J−2)‖20
∥∥∥∥ρ0,βρ0
∥∥∥∥2
L∞(Ω)
≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) (9.40)
thanks to (9.39) and (9.4), and the fact that ‖ρ0‖4 is bounded by assumption, from which
it follows that
sup
t∈[0,T ]
‖J3(t)‖20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
Bounds for J4(t). The identity (5.6) shows that a3i is quadratic in ∂¯η, and in particular, only
depends on horizontal derivatives. From the estimate (9.39) and the weighted embedding
(3.6), we may infer that
sup
t∈[0,T ]
‖∂¯∂5t v(t)‖20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
Thus
sup
t∈[0,T ]
‖J4(t)‖20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
Bounds for J5(t). Each summand in J5(t) is a lower-order term, such that the time-
derivative of each summand is controlled by the energy function E˜(t); as such, the funda-
mental theorem of calculus shows that
sup
t∈[0,T ]
‖J5(t)‖20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
We have therefore shown that for all t ∈ [0, T ],∥∥ρ0a3i ∂6t J−2,3+2ρ0,3 a3i ∂6t J−2∥∥20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) ,
and our objective is to infer that the L2(Ω)-norm of each summand on the right-hand side
is uniformly bounded on [0, T ].
To this end, we expand the L2(Ω)-norm to obtain the inequality
‖ρ0|a3· |∂6t J−2,3 (t)‖20 + 4‖|a3· ρ0,3 | ∂6t J−2(t)‖20 + 4
∫
Ω
ρ0ρ0,3 |a3· |2∂6t J−2∂6t J−2,3 dx
≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.41)
For each κ > 0, solutions to our degenerate parabolic approximation (7.2) have sufficient
regularity to ensure that ρ0|∂6t J−2|2,3 is integrable. As such, we integrate-by-parts with
FREE-BOUNDARY 3-D COMPRESSIBLE EULER EQUATIONS IN PHYSICAL VACUUM 73
respect to x3 to find that
4
∫
Ω
ρ0ρ0,3 |a3· |2∂6t J−2∂6t J−2,3 dx
= −2 ∥∥|a3· ρ0,3 | ∂6t J−2(t)∥∥20 − 2
∫
Ω
ρ0(ρ0,3 |a3· |2),3 (∂6t J−2)2 dx . (9.42)
Substitution of (9.42) into (9.41) yields
‖ρ0|a3· |∂6t J−2,3 (t)‖20 + 2‖ |a3· ρ0,3 | ∂6t J−2(t)‖20
≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) + C
∫
Ω
ρ0|∂6t J−2|2 dx . (9.43)
Using (9.3), we see that |a3· |2 has a strictly positive lower-bound. By the physical vacuum
condition (1.5), for ǫ > 0 taken sufficiently small, there are constants θ1, θ2 > 0 such that
|ρ0,3 (x)| ≥ θ1 whenever 1− ǫ ≤ x3 ≤ 1, and ρ0(x) > θ2 whenever 0 ≤ x ≤ 1 − ǫ; hence, by
readjusting the constants on the right-hand side of (9.43), we find that
‖ρ0∂6t J−2,3 (t)‖20 + 2‖∂6t J−2(t)‖20
≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) + C
∫
Ω
ρ0|∂6t J−2|2 dx . (9.44)
By Proposition 9.11, for β = 1, 2,
sup
t∈[0,T ]
‖ρ0∂6t J−2,β (t)‖ ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) ,
and by the fundamental theorem of calculus and Proposition 9.9,
sup
t∈[0,T ]
‖ρ0∂6t J−2(t)‖ ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
These two inequality, combined with (9.44), show that
‖ρ0∂6t J−2(t)‖21 + ‖∂6t J−2(t)‖20
≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) + C
∫
Ω
ρ0|∂6t J−2|2 dx .
We use Young’s inequality and the fundamental theorem of calculus (with respect to t)
for the last integral to find that for θ > 0
C
∫
Ω+
ρ0∂
6
t J
−2 ∂6t J
−2 dx ≤ θ ∥∥∂6t J−2(t)∥∥20 + Cθ ∥∥ρ0∂6t J−2(t)∥∥20
≤ θ ∥∥∂6t J−2(t)∥∥20 + Cθ ∥∥ρ0∂5tDv(t)∥∥20
≤ θ ∥∥∂6t J−2(t)∥∥20 + M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) ,
where we have used the fact that ‖ρ0∂7tDv(t)‖20 is contained in the energy function E˜(t).
We choose θ ≪ 1 and once again readjust the constants; as a result, we see that on [0, T ]
‖ρ0∂6t J−2(t)‖21 +
∥∥∂6t J−2(t)∥∥20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.45)
With Jt = a
j
iv
i,j , we see that
aji∂
5
t v
i,j = ∂
6
t J − vi,j ∂5t aji −
4∑
a=1
ca∂
a
t a
j
i∂
5−a
t v
i,j (9.46)
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so that using (9.45) together with the fundamental theorem of calculus for the last two
terms on the right-hand side of (9.46), we see that∥∥∥aji∂5t vi,j (t)∥∥∥2
0
≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) ,
from which it follows that∥∥div ∂5t v(t)∥∥20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
Proposition 9.6 provides the estimate
‖ curl∂5t v(t)‖20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t))
and Proposition 9.11 shows that for α = 1, 2,
|∂5t vα(t)|20.5 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
We thus conclude from Proposition 6.2 that
sup
t∈[0,T ]
∥∥∂5t v(t)∥∥21 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .

Having a good bound for ∂5t v(t) in H
1(Ω) we proceed with our bootstrapping.
Proposition 9.13. For t ∈ [0, T ], vttt(t) ∈ H2(Ω), ρ0∂4t J−2(t) ∈ H2(Ω) and
sup
t∈[0,T ]
(‖vttt(t)‖22 + ‖ρ0∂4t J−2(t)‖22) ≤M0 + δ sup
t∈[0,T ]
E(t) + C T P ( sup
t∈[0,T ]
E(t)) .
Proof. We take four time-derivatives of (7.2a’) to obtain
κ∂5t
[
Aki (ρ0J
−1),k
]
+ 2∂4t
[
Aki (ρ0J
−1),k
]
= −∂5t vi .
According to Lemma 3.2, and the bound on ‖∂5t v(t)‖21 given by Proposition 9.12,
sup
t∈[0,T ]
∥∥∂4t [2Aki (ρ0J−1),k ]∥∥21 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.47)
For β = 1, 2,
2Aki (ρ0J
−1),k = ρ0aki J
−2,k +2ρ0,k aki J
−2
= ρ0a
3
iJ
−2,3+2ρ0,3 a3iJ
−2 + ρ0a
β
i J
−2,β +2ρ0,β a
β
i J
−2 (9.48)
Letting ∂4t act on equation (9.48), we have that
ρ0a
3
i ∂
4
t J
−2,3 + 2ρ0,3 a3i ∂
4
t J
−2 = 2∂4t
[
Aki (ρ0J
−1),k
]︸ ︷︷ ︸
J1
− ρ0∂4t (aβi J−2,β )︸ ︷︷ ︸
J2
− 2ρ0,β ∂4t (aβi J−2)︸ ︷︷ ︸
J3
− (∂4t a3i )[ρ0J−2,3+2ρ0,3 J−2]︸ ︷︷ ︸
J4
+
3∑
a=1
ca∂
a
t a
3
i ∂
4−a
t [ρ0J
−2,3+2ρ0,3 J−2]︸ ︷︷ ︸
J5
. (9.49)
In order to estimate ∂4t J
−2(t) in H1(Ω), we first estimate horizontal derivatives of
∂4t J
−2(t) in L2(Ω). As such, we consider for α = 1, 2,
ρ0a
3
i ∂
4
t J
−2,3α+2ρ0,3 a3i ∂
4
t J
−2,α =
5∑
l=1
Jl,α−(ρ0a3i ),α ∂4t J−2,3−2(ρ0,3 a3i ),α ∂4t J−2 . (9.50)
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Bounds for J1,α. The estimate (9.47) shows that
‖J1,α (t)‖20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
Bounds for J2,α. Proposition 9.11 provides the estimate
sup
t∈[0,T ]
(‖∂¯2vttt(t)‖20 + ‖ρ0∂¯2Dvttt(t)‖20) ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.51)
We write
J2,α = ρ0∂4t (aβi ,α J−2,β +aβi J−2,βα ) + ρ0,α ∂4t (aβi J−2,β ) .
Using (9.4), for α = 1, 2, the highest-order term in ρ0∂
4
t (a
β
i J
−2,βα ) satisfies the inequality
‖ρ0aβi ∂4t J−2,βα ‖20 ≤ C‖ρ0∂¯2Dvttt‖20
which has the bound (9.51), and the lower-order terms have the same bound using the
fundamental theorem of calculus; for example
‖ρ0J−2,βα ∂4t aβi J−2,βα ‖20 ≤ ‖ρ0J−2,αβ ‖L6(Ω)‖∂4t aβi ‖L3(Ω)
≤ C‖ρ0J−2,αβ ‖1‖∂4t aβi ‖0.5 ≤ M˜0 ,
where we have used Ho¨lder’s inequality, the Sobolev embedding theorem, and (9.4) for the
final inequality. On the other hand, the term ρ0,α ∂
4
t (a
β
i J
−2,β ) is estimated in the same
manner as (9.40), which shows that
‖J2,α (t)‖20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
Bounds for J3,α. Using the fact that ‖∂tJ3, α‖20 can be bounded by the energy function,
the fundamental theorem of calculus shows that
‖J3,α (t)‖20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
Bounds for J4,α. Again, using the fact that the vector a3i only contains horizontal derivatives
of ηi, (9.4) shows that for α = 1, 2,
‖(∂4t a3i [ρ0J−2,3+2ρ0,3 J−2]),α ‖20 ≤ C‖∂¯2vttt‖20 + M˜0
≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) ,
the last inequality following from (9.51), and thus
‖J4,α (t)‖20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
Bounds for J5,α. These are lower-order terms, estimated with the fundamental theorem of
calculus and (9.4), yielding
‖J5,α (t)‖20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
Bounds for −(ρ0a3i ),α ∂4t J−2,3−2(ρ0,3 a3i ),α ∂4t J−2. The bounds for these terms follows in
the same fashion as for J2,α and show that
‖(ρ0a3i ),α ∂4t J−2,3+2(ρ0,3 a3i ),α ∂4t J−2‖20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
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We have hence bounded the L2(Ω)-norm of the right-hand side of (9.50) by M˜0+δsupt∈[0,T ]E˜(t)+
C T P (supt∈[0,T ]E˜(t)). Using the same integration-by-parts argument just given above in
the proof of Proposition 9.12, we conclude that for α = 1, 2,
sup
t∈[0,T ]
(‖∂4t J−2,α (t)‖20+‖ρ0∂4t J−2,α (t)‖21) ≤ M˜0+δ sup
t∈[0,T ]
E˜(t)+C T P ( sup
t∈[0,T ]
E˜(t)) . (9.52)
From the inequality (9.52), we may infer that for α = 1, 2,
sup
t∈[0,T ]
‖ div vttt,α (t)‖20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) , (9.53)
and according to Proposition 9.6, for α = 1, 2,
sup
t∈[0,T ]
‖ curl vttt,α (t)‖20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.54)
The boundary regularity of vttt,α, α = 1, 2, follows from Proposition 9.11:
sup
t∈[0,T ]
|vttt,α (t)|20.5 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.55)
Thus, the inequalities (9.53), (9.54), and (9.55) together with (6.4) and (9.52) show that
sup
t∈[0,T ]
(‖vttt,α (t)‖21 + ‖ρ0∂4t J−2,α (t)‖21) ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.56)
In order to estimate ‖∂4t J−2,3 (t)‖20, we next differentiate (9.49) in the vertical direction
x3 to obtain
ρ0a
3
i ∂
4
t J
−2,33+3ρ0,3 a3i ∂
4
t J
−2,3 =
5∑
l=1
Jl,3−ρ0a3i ,3 ∂4t J−2,3−2(ρ0,3 a3i ),3 ∂4t J−2 . (9.57)
Following our estimates for the horizontal derivatives, the newly acquired inequality (9.56)
together with Propositions 9.11 and 9.12 show that the right-hand side of (9.57) is bounded
in L2(Ω) by M˜0 + δsupt∈[0,T ]E˜(t) + C T P (supt∈[0,T ]E˜(t)).
It follows that for k = 1, 2, 3,
‖ρ0a3i ∂4t J−2,k3+3ρ0,3 a3i ∂4t J−2,k ‖20 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
Note that the coefficient in front of ρ0,3 a
3
i ∂
4
t J
−2,k has changed from 2 to 3, but the identical
integration-by-parts argument that we used in the proof of Proposition 9.12 is once again
employed and shows that
‖ρ0∂4t J−2(t)‖22 + ‖∂4t J−2(t)‖21 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
We can thus infer that
‖ div vttt(t)‖21 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
According to Proposition 9.6, ‖ curl vttt(t)‖21 ≤ M˜0+δsupt∈[0,T ]E˜(t)+C T P (supt∈[0,T ]E˜(t))
and with the bound on vαttt given by Proposition 9.11, Proposition 6.2 provides the estimate
‖vttt(t)‖22 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .

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Proposition 9.14. For t ∈ [0, T ], vt(t) ∈ H3(Ω), ρ0∂2t J−2(t) ∈ H3(Ω) and
sup
t∈[0,T ]
(‖vt(t)‖23 + ‖ρ0∂2t J−2(t)‖23) ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
Proof. We take two time-derivatives of (7.2a’) to obtain
κ∂3t
[
Aki (ρ0J
−1),k
]
+ 2∂2t
[
Aki (ρ0J
−1),k
]
= −∂3t vi .
According to Lemma 3.2, and the bound on ‖∂3t v(t)‖22 given by Proposition 9.13,
sup
t∈[0,T ]
∥∥∂2t [2Aki (ρ0J−1),k ]∥∥22 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.58)
Letting ∂2t act on equation (9.48), we have that
ρ0a
3
i ∂
2
t J
−2,3 + 2ρ0,3 a3i ∂
2
t J
−2 = 2∂2t
[
Aki (ρ0J
−1),k
]− ρ0∂2t (aβi J−2,β )− 2ρ0,β ∂2t (aβi J−2)
− (∂2t a3i )[ρ0J−2,3+2ρ0,3 J−2] + ca∂ta3i ∂[tρ0J−2,3+2ρ0,3 J−2] .
The bound (9.58) allows us to proceed by using the same argument that we used in the
proof of Proposition 9.13, and this leads to the desired inequality. 
Proposition 9.15. For t ∈ [0, T ], η(t) ∈ H4(Ω), ρ0J−2(t) ∈ H4(Ω) and
sup
t∈[0,T ]
(‖η(t)‖24 + ‖ρ0J−2(t)‖24) ≤M0 + δ sup
t∈[0,T ]
E(t) + C T P ( sup
t∈[0,T ]
E(t)) .
Proof. From (7.2a’), we see that
κ∂t
[
Aki (ρ0J
−1),k
]
+ 2
[
Aki (ρ0J
−1),k
]
= −vit .
According to Lemma 3.2, and the bound on ‖vt(t)‖23 given by Proposition 9.14,
sup
t∈[0,T ]
∥∥2Aki (ρ0J−1),k ∥∥22 ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) . (9.59)
Since
ρ0a
3
iJ
−2,3 + 2ρ0,3 a3iJ
−2 = 2
[
Aki (ρ0J
−1),k
]
,
we can use the bound (9.59) and proceed by using the same argument that we used in the
proof of Proposition 9.13 to conclude the proof. 
10. Proof of Theorem 1.1 (The Main Result)
10.1. Time of existence and bounds independent of κ and existence of solutions
to (1.9). Combining the estimates from Propositions 9.6, 9.7, 9.9, 9.11, 9.12, 9.13, 9.14,
9.15, and Corollary 9.10 we obtain the following inequality on (0, Tκ):
sup
t∈[0,T ]
E˜(t) ≤ M˜0 + δ sup
t∈[0,T ]
E˜(t) + C T P ( sup
t∈[0,T ]
E˜(t)) .
By choosing δ sufficiently small, we have that
sup
t∈[0,T ]
E˜(t) ≤ M˜0 + C T P ( sup
t∈[0,T ]
E˜(t)) .
Using our continuation argument, presented in Section 9 of [9], this provides us with a
time of existence T1 independent of κ and an estimate on (0, T1) independent of κ of the
type:
sup
t∈[0,T1]
E˜(t) ≤ 2M˜0 ,
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as long as the conditions (9.3) and (9.4) of Subsection 9.2 hold. These conditions can now be
verified by using the fundamental theorem of calculus and further shrinking the time-interval
if necessary. For example, since
‖η(t)‖3.5 ≤ 2‖e‖3.5 + 2
∫ t
0
‖v(t′)‖3.5dt′,
we see that for t taken sufficiently small, ‖η(t)‖23.5 ≤ 2|Ω| + 1. The other conditions in
Subsection 9.2 are satisfied with similar arguments. This leads us to a time of existence
T2 > 0 independent of κ for which we have the estimate on (0, T2)
sup
t∈[0,T2]
E˜(t) ≤ 2M˜0 . (10.1)
In particular, our sequence of solutions {ηκ}κ>0 to our approximate κ-problem (7.2) satisfy
the κ-independent bound (10.1) on the κ-independent time-interval (0, T2).
10.2. The limit as κ → 0. By the κ-independent estimate (10.1), standard compactness
arguments provide the existence of a strongly convergent subsequences for ǫ > 0
ηκ
′ → η in L2((0, T2);H3(Ω))
vκ
′
t → vt in L2((0, T2);H2(Ω)) .
Consider the variational form of (7.2a): for all ϕ ∈ L2(0, T2;H1(Ω)),∫ T2
0
[∫
Ω
ρ0(v
κ′)it ϕ
i dx −
∫
Ω
ρ20(J
κ′)−2(aκ
′
)ki ϕ
i,k dx− κ
∫
Ω
ρ20∂t[(J
κ′)−2(aκ
′
)ki ]ϕ
i,k dx
]
dt = 0 .
The strong convergence of the sequences (ηκ
′
, vκ
′
t ) show that the limit (η, vt) satisfies∫ T2
0
[∫
Ω
ρ0v
i
t ϕ
i dx−
∫
Ω
ρ20J
−2aki ϕ
i,k
]
dxdt = 0
which shows that η is a solution to (1.9) on the κ-independent time interval (0, T2). A
standard argument shows that v(0) = u0 and η(0) = e.
10.3. Uniqueness of solutions to the compressible Euler equations (1.9). Suppose
that (η, v) and (η¯, v¯) are both solutions of (1.9) with the same initial data that satisfies the
estimate (1.13).
Let
δv = v − v¯ , δη = η − η¯ δa = a− a¯ , δJ−2 = J−2 − J¯−2 , etc.
Then δv satisfies
ρ0δv
i
t + δa
k
i (ρ
2
0J
−2),k +a¯ki (ρ
2δJ−2),k = 0 in (0, T ]× Ω ,
δv = 0 on {t = 0} × Ω .
Consider the energy function
E(t) =
4∑
a=0
‖∂2at δη(t)‖24−a +
3∑
a=0
[
‖ρ0∂¯4−a∂2at Dδη(t)‖2L2(ω) + ‖
√
ρ0∂¯
4−a∂2at δv(t)‖2L2(ω)
]
+
3∑
a=0
‖ρ0∂2at δJ−2(t)‖24−a + ‖ρ0∂7tDδv(t)‖20 + ‖ρ0∂8t δv(t)‖20 .
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Given the transport-type structure for the curl of δη and its space and time derivatives,
together with the assumed smoothness of η and η¯, we can proceed in the same fashion as
our estimates in Section 9, and using that δv(0) = 0, we obtain
sup
t∈[0,T ]
E(t) ≤ C T P ( sup
t∈[0,T ]
E(t)) ,
which shows that δv(t) = 0 on [0, T ].
10.4. Additional estimates for curlη v. We have constructed solutions for which
4∑
a=0
[
‖∂2at η(t)‖24−a + ‖ρ0∂2at Dη(t)‖24−a + ‖
√
ρ0∂¯
4−a∂2at v(t)‖20
remains bounded on (0, T ).
The curl estimates required us to assume that the initial velocity field u0 satisfies
‖ curlu0‖3 <∞ and ‖ρ0∂¯4 curlu0‖0 <∞ .
Well-posedness requires that the dynamics maintain this regularity for t ∈ (0, T ), and we
show that the Lagrangian curl does indeed maintain the continuity-in-time.
Corollary 10.1.
sup
t∈[0,T ]
(‖ curlη v(t)‖23 + ‖ρ0∂¯4 curlη v(t)‖20) ≤M0 + δ sup
t∈[0,T ]
E(t) + C T P ( sup
t∈[0,T ]
E(t)) .
Proof. Letting D3 act on the identity (9.7) for curlη v, we see that the highest-order term
scales like
D3 curlu0 +
∫ t
0
D4v Dv AAdt′ .
We integrate by parts to see that the highest-order contribution to D3 curlη v(t) can be
written as
D3 curlu0 −
∫ t
0
D4η [Dv AA]tdt
′ +D4η(t)Dv(t)A(t)A(t) ,
which, according to Proposition 9.15, has L2(Ω)-norm bounded by
M0 + δ sup
t∈[0,T ]
E(t) + C T P ( sup
t∈[0,T ]
E(t)) ,
after readjusting the constants; thus, the inequality for the H3(Ω)-norm of curlη v(t) is
proved
The same type of analysis works for the weighted estimate. After integration by parts in
time, the highest-order term in the expression for ρ0∂¯
4 curlη v(t) scales like
ρ0∂¯
4 curlu0 −
∫ t
0
ρ0∂¯
4Dη [DvAA]tdt
′ + ρ0∂¯4Dη(t)Dv(t)A(t)A(t) .
Hence, the inequality (9.23) shows that the weighted estimate holds as well. 
By taking δ > 0 and T > 0 small enough, we see that supt∈[0,T ]E(t) < M0, where E(t)
is defined in (1.12).
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10.5. Optimal regularity for initial data. For the purposes of constructing solutions to
our degenerate parabolic κ-problem (7.2), in Section 7.1, we smoothed our initial data so
that both our initial velocity field uϑ0 is smooth, and and our initial density function ρ
ϑ
0 is
smooth, positive in the interior, and vanishing on the boundary Γ with the physical vacuum
condition (1.5).
Our a priori estimates then allows us to pass to the limit limϑ→0 uϑ0 = u0 and limϑ→0 ρ
ϑ
0 =
ρ0. By construction, ρ0 ∈ H4(Ω), satisfies ρ0 > 0 in Ω, and the physical vacuum condition
(1.5) near the boundary Γ. Similarly, the initial velocity field need only satisfy E(0) <∞.
11. The case of general γ > 1
We denote by a0 the integer satisfying the inequality
1 < 1 +
1
γ − 1 − a0 ≤ 2 .
The general higher-order energy function is given by
Eγ(t) =
4∑
a=0
‖∂2at η(t)‖24−a +
4∑
a=0
[
‖ρ0∂¯4−a∂2at Dη(t)‖20 + ‖
√
ρ0∂¯
4−a∂2at v(t)‖20
]
+
3∑
a=0
‖ρ0∂2at J−2(t)‖24−a + ‖ curlη v(t)‖23 + ‖ρ0∂¯4 curlη v(t)‖20
+
a0∑
a=0
‖√ρ01+
1
γ−1−a∂7+a0−at Dv(t)‖20 ,
and we set Mγ0 = P (Eγ(0)).
Notice the last sum in Eγ appears whenever γ < 2, and the number of time-differentiated
problems increases as γ approaches 1. We explain this last summation of norms in Eγ with
a particular example; namely, consider the case that γ = 32 . Then, ρ0 ∼ d2 near Γ, a0 = 1,
and the last summation is written as
a0∑
a=0
‖
√
d
1+ 1γ−1−a∂7+a0−at Dv(t, ·)‖20 = ‖d
3
2 ∂8tDv(t)‖20 + ‖d
1
2 ∂7tDv(t)‖20
which is equivalent to ∫
Ω
ρ
3
2
0 |∂8tDv(t)|2dx+
∫
Ω
|ρ 120 |∂7tDv(t)|2dx . (11.1)
The Euler equations with γ = 32 are written as
ρ0v
i
t + a
k
i (ρ
3
2
0 J
− 32 ),k = 0. (11.2)
Energy estimates on the ninth time-differentiated problem produce the first integral in
(11.1), while the second integral is obtained using our elliptic-type estimates on the seventh
time-differentiated version of (11.2). (Notice that the value of γ does not play a role in our
elliptic-type estimates.) Having control on the two integral in (11.1) then shows that we are
back in the situation for the case that γ ≥ 2; namely, we see that ∂7t v(t) is even better than
L2(Ω), which allows us to proceed as before. In particular, for γ < 2 the power on ρ0 in
the first integral in (11.1) is greater than one, and by weighted embedding estimates, this
means that the embedding occurs into a less regular Sobolev space; this accounts for the
need to have more time-differentiated problems when γ < 2.
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Using this energy function, the same methodology as we used for the case γ = 2, shows
that supt∈[0,T ]Eγ(t) remains bounded for T > 0 taken sufficiently small.
Theorem 11.1 (Existence and uniqueness for the case γ > 1). Suppose that ρ0 ∈ H4(Ω),
ρ0(x) > 0 for x ∈ Ω, and ρ0 satisfies (1.5). Furthermore, suppose that u0 is given such that
M0 <∞. Then there exists a solution to (1.9) (and hence (1.1)) on [0, T ] for T > 0 taken
sufficiently small, such that
sup
t∈[0,T ]
Eγ(t) ≤ 2M0 .
Moreover if the initial data satisfies
5∑
a=0
[
‖∂2at η(0)‖25−a + ‖ρ0∂2at Dη(0)‖25−a + ‖
√
ρ0∂¯
5−a∂2at v(0)‖20
]
+ ‖ curlη v(0)‖24 + ‖ρ0∂¯5 curlη v(0)‖20 +
a0∑
a=0
‖√ρ01+
1
γ−1−a∂9+a0−at Dv(t)‖20 <∞ ,
then the solution is unique.
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