Abstract. In this paper, we prove stability of contact discontinuities for full Euler system. We fix a flat duct N0 of infinite length in R 2 with width W0, and consider two uniform subsonic flow
Introduction
Let ρ, u and p be density, velocity and pressure of flow. Then steady inviscid compressible flow is governed by the steady Euler system div(ρu) Due to the nonlinearity of the system (1.1), one expects that a solution of (1.1) may contain discontinuities such as shocks or contact discontinuities even if a boundary condition is given by a smooth function. Such discontinuities can be described through a weak formulation of (1.1). A shock and a contact discontinuity are characterized by a normal velocity. While the normal velocity is nonzero on a shock, the normal velocity on a contact discontinuity completely vanishes. More details are given in Section 2. Because of the difference, one needs different schemes to study a shock and a contact discontinuity. For the case of a shock problem, one can identify a shock as a graph by using nonzero normal velocity on the shock. Owing to this advantage, the stability or instability of various shock phenomena have been investigated in many works(see [2] , [3] , [4] , [5] , [6] , [8] , [11] , [13] , [15] and references therein). For the case of a contact discontinuity, on the other hand, we need a different strategy due to the zero normal velocity on the contact discontinuity. For that reason, this subject has been studied in restricted regimes yet( [5] , [7] ). In [5] , S. Chen proved the stability of steady Mach reflection configuration in a bounded region in R 2 provided that an appropriate constant pressure is fixed on a cut-off boundary. In the Mach reflection configuration, two reflected shocks are separated by a contact discontinuity. In [7] , S. Chen and B. Fang proved the conditional stability of a reflection and a refraction of shocks occurred when an incident shock hits the interface, which is a contact discontinuity, of two different media. But still, the structural stability of a contact discontinuity under a general perturbation in unbounded domain is unknown. The main difficulty in study of a contact discontinuity is that the states on both sides of a contact discontinuity are unknown, so one needs to solve a free boundary problem with both sides of a free boundary to be determined. And, this is the main difference from a shock problem of Euler system.
The study of contact discontinuity is essential to understand a Mach reflection, which is one of important but difficult subject. When a vertical incident shock hits an inclined ramp, if the incident shock is relatively strong or the angle of the ramp is relatively small, then the incident shock is reflected at a point away from the boundary of the ramp, and two reflected shocks are formed at the reflection point with a contact discontinuity in between. This phenomenon is called Mach reflection, named after Ernst Mach. Also, the Mach reflection for steady Euler system can be considered through shock polar analysis(see [5] ). It is conjectured that the steady Mach reflection in R 2 is structurally stable. In order to prove this conjecture, one needs to prove stability of a contact discontinuity along with two reflected shocks. In this paper, we prove structural stability of a contact discontinuity in an infinite duct where the flow on both sides of the contact discontinuity is subsonic. This is related to the case where two reflected shocks are transonic shocks in steady Mach reflection.
We fix a flat duct N 0 of infinite length in R 2 with width of W 0 , and consider two uniform subsonic flow in N 0 divided by a flat contact discontinuity Γ cd . Then we perturb the boundary of N 0 with a small C 1,α function so that the width of the perturbed duct converges to W 0 + ω for |ω| < δ at x = ∞ for some small constant δ > 0. Then we want to show that there exists two layers of subsonic flow divided by a contact discontinuity in the perturbed nozzle, and that the new contact discontinuity is a small perturbation of Γ cd .
It is a new feature that we allow for a perturbed contact discontinuity to converge to different asymptotic states at x = ±∞. Since the right asymptotic width W 0 + ω of a perturbed nozzle is not necessarily same as the width W 0 at x = −∞, we expect for the asymptotic pressure p ∞ at x = ∞ to be different from the asymptotic pressure p −∞ at x = −∞, and this yields two different asymptotic states for a perturbed contact discontinuity at x = ±∞. Details are given in Section 2.
Another interesting aspect is application of the result from [12] to this work. Like a shock problem, a contact discontinuity problem is a free boundary problem. But unlike a shock problem, the states on both sides of a contact discontinuity Γ is unknown. Moreover since the normal velocity on Γ is zero, it is not clear how to locate a position of Γ. So we use the Euler-Lagrange transformation to reformulate the contact discontinuity problem as a fixed boundary problem. Then the new difficulty is to find a weak solution of a first order nonlinear elliptic-hyperbolic mixed system so that the weak solution satisfies the Rankine-Hugoniot jump condition on a fixed boundary. If we can show that the weak solution is piecewise C 1 in two subregions divided by the flattened contact discontinuityΓ, then a simple integration by parts shows that the weak solution indeed satisfies the Rankine-Hugoniot jump condition onΓ. From this point of view, we employ the result of [12] to achieve piecewise C 1 regularity of weak solution for a nonlinear elliptic-hyperbolic mixed system. According to Theorem 1.1 of [12] , if a discontinuity boundary, which is a contact discontinuity in our case, is in C 1,β for 0 < β < 1, then the regularity of a corresponding weak solution to a uniformly elliptic equation is weaker than piecewise C 1,β regularity. But, this may cause a difficulty in the iteration procedure which is the way to solve our main problem. Fortunately, the Euler-Lagrange transformation transforms a contact discontinuity to a flat boundary which is smooth. Hence, there is no deterioration of regularity of weak solutions to elliptic equations in the iteration, and this is an advantage of the Euler-Lagrange transformation.
In Section 2, we compute asymptotic states at far field in a perturbed duct, and use the Euler-Lagrange transformation to reformulate our problem as a fixed boundary problem. Then we state our main theorems. In Section 3, we establish piecewise C 1 regularity of weak solutions to Euler system, and use this estimate to prove the main theorems. The main difficulty would be uniform L ∞ estimate of weak solutions to a class of uniformly elliptic equations in unbounded domain especially because we have two different asymptotic states at far field x = −∞ and x = ∞.
Problems and main theorems
2.1. Asymptotic states at far field. Let ρ, u and p be the density, velocity and the pressure of flow respectively. Then steady flow of compressible polytropic gas is governed by the Euler system div(ρu) = 0 (2.1)
with the Bernoulli's invariant
for an adiabatic exponent γ > 1. We note that if (ρ, u, p) is in C 1 , and satisfies (2.1)-(2.3), then it also satisfies the transport equations 5) and this means that the entropy( p ρ γ ) and the Bernoulli's invariant B are preserved along each streamline in C 1 flow.
We consider flow in R 2 . Let u 1 be the horizontal component of u, and let u 2 be the vertical component of u. For an open and connected set Ω ⊂ R 2 , if U = (u 1 , u 2 , p, ρ) satisfies
for any ξ ∈ C ∞ 0 (Ω) and k = 1, 2, then U is called a weak solution to the Euler system (2.1)-(2.3) in Ω. Suppose that Ω is divided into two subsets Ω ± by a non self-intersecting C 1 curve, and that U is C 1 in Ω ± and C 0 in Ω ± . Then one can easily check by integration by parts that U is a weak solution of the Euler system if and only if U satisfies (2.1)-(2.3) pointwisely in Ω ± and the Rankine-Hugoniot jump conditions(abbreviated as R-H conditions hereafter)
for a unit normal n on Γ where
By (2.7), the condition (2.8) can be rewritten as
where τ denotes a unit tangential on Γ. For ρ > 0 in Ω, the first condition in (2.10) implies
From this, we get the R-H conditions corresponding to a contact discontinuity as follows:
In R 2 , we consider a flat duct N 0 = {(x, y) ∈ R 2 : x ∈ R, −1 < y < 1} of infinite length and two layers of uniform flow in N 0 divided by the line y = 0 with satisfying the following properties:
(i) The velocity and density of top and bottom layers are given by positive constants (u From this, we define a piecewise constant vector U l by
Then, U l is a weak solution of the Euler system with a contact discontinuity on the line y = 0. Let η be a smooth function satisfying
(2.14)
Fix two constants ω ± with |ω ± | < 1, and let h ± ∈ C 1,α (R) be two functions satisfying
15)
for small σ > 0 to be determined later. To satisfy (2.16) and (2.17), we assume that
For such functions h ± , let us set
N is a duct perturbed from N 0 by the functions h ± . Particularly, the width ofÑ at x = ∞ is changed to 2 + (ω + + ω − ) from 2. The goal is to prove that there exists a weak solution of the
Euler system inÑ with a contact discontinuity, and that the contact discontinuity is a small perturbation of y = 0 for ω ± and h ± satisfying (2.15)-(2.18) where the parameter σ is chosen sufficiently small. This is to achieve structural stability of contact discontinuity of steady Euler system even when the width of the duct is changed at far field. On the boundaries y = h ± (x) ofÑ , we describe the slip boundary condition
where n bd is the inward unit normal ofÑ on
is a weak solution of the Euler system inÑ with a contact discontinuity on y = h * (x) and u > 0 inÑ , and that U is C 1 inÑ \ {y = h * (x)}, and satisfies the slip boundary condition (2.19) on ∂Ñ . Also, suppose that U converges to U l in L ∞ at x = −∞. Then the total mass flux on x = x 0 in each of top and bottom layers is preserved as well as the total mass flux on x = x 0 iñ N is preserved for all x 0 in R. In other words, U satisfies
(2.20) and (2.21) can be easily checked by using (2.1), (2.11) and (2.19). Moreover, by (2.5) and positivity of u, U also satisfies
for S = p ρ γ and B defined by (1.2). By (2.17), the boundary ofÑ gets flat at far field. From this, we expect that the flow inÑ at far field becomes two layers of uniform flow divided by a flat contact discontinuity. So we first compute the asymptotic state at far field inÑ consisting of two layers of uniform flow with a flat contact discontinuity in between. At x = −∞, we fix U l in (2.13) as the asymptotic state. It remains to compute the asymptotic state at x = ∞ corresponding to U l .
Lemma 2.1. Fix γ > 1, and let U l be as in (2.13). Set ω := ω + + ω − for ω ± from (2.17). Then there is a constant ω 0 > 0 depending on U l and γ such that for any
is a weak solution of (1.1), and satisfies (2.11) and (2.20)-(2.22) with a contact discontinuity y = ω * . Furthermore, we have
where β 0 is a constant depending only on U l , γ and ω 0 .
Proof. One can easily check that U r in (2.23) is a weak solution of (1.1), and satisfies (2.11). Set U r (x, y) = (u r , 0, p r , ρ r )(x, y). By (2.22), we can write (u r , ρ r ) as follows:
From this, we define
Then, U r satisfies (2.20) and (2.21) if and only if
given by (2.20). Solving (2.24) for ω * , and plugging it into (2.25), we get
From (2.13) and (2.20), we have H(p l , 0) = 0. Also, a direct computation using (2.4) and (2.12) yields
< 0, and this implies ∂ p H(p l , 0) < 0. By the implicit function theorem, we can choose a constant ω 0 > 0 small depending on U l so that for any ω ∈ [−ω 0 , ω 0 ], there exists unique p r (ω) satisfying H(p r (ω), ω) = 0, and such p r (ω) is C 1 with respect to ω. Moreover, we may adjust ω 0 to satisfy
Once p r (ω) is obtained, then ω * is given by (2.26). 
28) for a constant C depending only on U l and γ.
Problems and main theorems.
The following is the main problem of this paper. Problem 1. Fix ω ± satisfying (2.18) and h ± satisfying (2.15)-(2.17) for σ ∈ (0, ω 0 ]. Then, find a function g D and a vector valued function U = (u, v, p, ρ) inÑ to satisfy the following properties:
where U r is as in Lemma 2.1; (vii) u > 0 and ρ > 0 hold in N .
In order to find a solution to Problem 1, we use weighted Hölder norms. For a connected open set Ω ⊂ R 2 , let Υ be a closed portion of the boundary of Ω. For x = (x, y),x = (x,ỹ) ∈ Ω, set
For k ∈ R, α ∈ (0, 1) and m ∈ Z + , we define
where we write
y for a multi-index β = (β 1 , β 2 ) with β j ∈ Z + and |β| = β 1 + β 2 . 
The following theorem indicates that if σ is sufficiently small, then Problem 1 has a solution.
Theorem 1. Fix α ∈ (0, 1), and fix ω ± and h ± with satisfying (2.18) and (2.15)-(2.17). Then there exist constants C 0 > 0 and σ 0 ∈ (0, ω 0 ] depending on U l , γ and α so that for any σ ∈ (0, σ 0 ], there exists unique solution U = (u, v, p, ρ) of Problem 1 with a contact discontinuity y = g D (x) satisfying the following estimates:
(iv) U converges to the asymptotic states U l at x = −∞ and U r at x = ∞ in the following sense:
Fix ω ± and h ± with satisfying (2.18) and (2.15)-(2.17) with σ ∈ (0, σ 0 ] for σ 0 in Theorem 1. Then, there exists a constant C 1 > 0 depending only on U l and γ so that for any (U, g D ) satisfying all the properties in Theorem 1, there hold
. From (2.11), the tangential of Γ D is parallel to the velocity of flow on both sides of Γ D . So if we use the Euler-Lagrange coordinate transformation, then Γ D becomes a fixed flat boundary in the new coordinates while Γ D is a free boundary to be found simultaneously with a weak solution U of the Euler system to solve Problem 1. Moreover, due to the conservation of total mass flux in x-direction inÑ ± , Γ h ± become flat in the new coordinates.
Let (g D , U ) be a solution of Problem 1, and for (x, y) ∈Ñ , define a transformation T by
By (2.1), (2.19), Problem 1(ii),(v) and (2.11), we have
By (2.33) and (2.29), we obtain
For convenience, we use the notations of
Since det DT = ρu, T is invertible if U satisfies Theorem 1(v). Then V = (u, v, p, ρ)(X, Y ) given by V = U • T −1 is well defined, and it becomes a weak solution of the following system in N :
, then the integration by parts combined with the fact that ν = (0, 1) is a unit normal on Γ 0 yields the R-H condition
is a weak solution of (2.35)-(2.38) then there exist inverse Euler-Lagrange transformation T so that U = V • T −1 satisfies all the properties of Problem 1.
There exists a constant δ 1 > 0 depending only on U l and γ so that if V = (u, v, p, ρ) satisfies the following properties:
is well defined, and satisfies 
Hereafter, we write (X, Y ) as (x, y). If V = (u, v, p, ρ) is in C 1 , then using (2.35), (2.37) and (2.38), we can rewrite (2.36) as so that we can rewrite (2.37) and (2.38) in terms of ϕ x , ϕ y , S 0 and B 0 as in [3] . If so, by (2.40), ϕ should satisfy
for some constants k ± . First, we define ϕ corresponding to the asymptotic states U l and U r as follows: From this, we choose k ± = 0 in the boundary condition (2.44). From (2.42), we have p = S 0 ρ γ , and by plugging this into (ρ 2 · (2.38)) and using (2.43), we get
2 ) < 0 in N ± , so we can choose a constant δ 2 > 0 depending only on U l and γ so that for any (x, y, q) ∈ (N + × B δ 2 (Dϕ
and such ρ(x, y, q) is continuously differentiable with respect to q. We write as ρ(x, y, q) rather than ρ(q) because B 0 in (2.38) and S 0 in (2.42) are piecewise constant functions.
≤ δ 2 , then there exists unique ρ(x, y, Dϕ) satisfying the equation
For such ρ(x, y, Dϕ), we use (2.42) and (2.43) to express u, v and p as
so that the equation (2.37) can be rewritten as
where A(x, y, q) = (A 1 , A 2 )(x, y, q) is given by
for each k ∈ N and j = 1, 2, where the constant C k depends only on U l , γ and k. Next, we consider the R-H condition for ϕ on Γ 0 . Rewriting (2.39) in terms of ϕ, we get [ϕ x ] Γ 0 = [A 2 (x, y, Dϕ)] Γ 0 = 0. In particular, we may rewrite [ϕ x ] Γ 0 = 0 as [ϕ] Γ 0 = k * for a constant k * . Furthermore, we choose k * = 0 by continuity of ϕ l and ϕ r across Γ 0 . Because, we will seek a solution ϕ of (2.51) so that ϕ converges to ϕ l at x = −∞ and to ϕ r at x = ∞. So we get
(2.54) Now we consider the boundary value problem (2.51), (2.44) with k ± = 0 and (2.54).
Theorem 3. Fix α ∈ (0, 1), and fix ω ± satisfying (2.18) and h ± satisfying (2.15)-(2.17). Then, there are constants C 2 and σ 1 ∈ (0, ω 0 ] depending on U l , γ and α so that wherever σ ∈ (0, σ 1 ], the boundary value problem (2.51) and (2.44) with k ± = 0 has unique weak solution ϕ ∈ H 1 loc (N ) satisfying the following properties:
, hence ϕ satisfies (2.51) in N ± , and (2.54) on Γ 0 pointwisely; (ii) The equation (2.51) is uniformly elliptic in N ; (iii) ϕ satisfies the estimate
(2.55) (iv) ϕ converges to ϕ l at x = −∞ and to ϕ r at x = ∞ in the following sense: We first prove Theorem 3, then prove Theorem 1 and Theorem 2.
Proof of Theorem 3
In order to prove Theorem 3, we need to prove unique existence of a weak solution ϕ ∈ H 1 loc (N ) to the boundary value problem div A(x, y, Dϕ) = 0 in N , (3.1)
for A defined by (2.52). Furthermore, the weak solution ϕ is required to satisfy the additional R-H condition (2.54) on Γ 0 . If the equation (3.1) is strictly elliptic and ϕ ∈ C 1 (N ± )∩C 2 (N ± ), then the weak Harnack inequality implies that ϕ is continuous across Γ 0 , and [A 2 (x, y, Dϕ)] Γ 0 = 0 easily follows from the integration by parts because the vector (0, 1) is unit normal of Γ 0 . Therefore the key point to prove Theorem 3 is to show that the boundary value problem (3.1), (3.2) has a piecewise C 1 weak solution. For that purpose, we employ results from [12] . We prove Theorem 3 in two steps. First, we formulate a linearized boundary value problem where coefficients of an elliptic equation in the boundary problem are piecewise C α , and apply the result of [12] to weak solutions of the boundary value problem. Main difficulty in the first step would be uniform L ∞ estimate of weak solutions in unbounded domain N because of two different asymptotic states ϕ l and ϕ r at x = ±∞. Then, we use a fixed point theorem to prove Theorem 3.
3.1. Linearized boundary value problem. Define a smooth connection from ϕ l to ϕ r as follows: For η defined by (2.14), we set
for ϕ l and ϕ r defined by (2.45). By (2.28), if we choose σ small, then A(x, y, Dϕ 0 ) is well defined by (2.53). Since div(A(x, y, Dϕ l )) = 0, (3.1) is equivalent to div(A(x, y, Dϕ) − A(x, y, Dϕ 0 )) = divF 0 in N for
To ensure that F 0 is well defined, we let
for C in (2.28). From (2.45), (2.50), (2.52), (3.3) and the definition of F 0 in (3.4), we easily get
Moreover, (2.28) implies that F 0 ∈ C ∞ (N + ) ∩ C ∞ (N − ) satisfies the estimate
for a constant C k depending only on U l , γ and k for each k ∈ Z + . For a fixed function φ, set
for A i (x, y, q) defined by (2.52). ϕ solves the boundary value problem of (3.1) and (3.2) if and only if ψ := ϕ − ϕ 0 solves 2 i,j=1
where ∂ 1 and ∂ 2 denote ∂ ∂x and ∂ ∂y respectively. Fix α ∈ (0, 1), and define an iteration set K M by 
The following lemma is essential to prove Theorem 3. 4 ] depending only on U l , γ and α so that if M σ ≤ ε 0 , then for any φ ∈ K M , the boundary value problem of (3.11) and (3.12) has unique weak solution ψ ∈ H 1 loc (N ) ∩ C 0 (N ) with satisfying
and lim
where g is defined by (3.15).
In order to prove Proposition 3.1, we set a linear boundary value problem in a bounded domain as follows: Let χ 0 be a function satisfying for g ± given by (3.9). Then g satisfies the estimate
for a constant C depending on U l and α. For a fixed constant R ≥ 10, set N R := N ∩ {(x, y) ∈ R 2 : |x| < R + 2}, and let N R be a convex and connected domain satisfying
where ∂N R is a simple closed smooth curve. We consider the following boundary value problem in a bounded domain N R :
(3.16) and (3.17) has unique weak solution ψ R in H 1 (N R ). We claim that ψ = lim R→∞ ψ R is unique weak solution of (3.11) and (3.12) with satisfying (3.13) and (3.14).
Lemma 3.2. Let δ 2 be as in (2.53). There exist positive constants C > 0, ε 1 ∈ (0, 3δ 2 4 ] and λ depending on U l and γ with C depending on α in addition so that if M σ ≤ ε 1 then, for any φ ∈ K M , the coefficient matrix a
defined by (3.8) satisfies the following properties:
for all (x, y) ∈ N and ξ = (ξ 1 , ξ 2 ) ∈ R 2 where λ 0 > 0 is a constant depending on U l and γ. Since A(x, y, q) is smooth with respect to q near Dϕ l , one can choose ε 1 sufficiently small depending on U l and γ so that if M σ ≤ ε 1 in the definition of K M , then we obtain (i) of Lemma 3.2 for λ = λ 0 10 . (iii) can be easily checked from (3.8) and (2.53). Remark 3.3. Lemma 3.2(ii) is a necessary condition to apply the result of [12] . See Theorem 1.1 of [12] for details.
Proposition 3.4. There exists a constant C depending only on U l , γ and α so that if M σ ≤ ε 1 for ε 1 in Lemma 3.2 and R ≥ 10, then for any φ ∈ K M , the boundary value problem of (3.16) and (3.17) has unique weak solution ψ ∈ H 1 (N R ) ∩ C 0 (N R ) satisfying the estimate
where we set N
Proof. (Step 1) Since the equation (3.16) is uniformly elliptic, the boundary value problem of (3.16) and (3.17) has unique weak solution ψ in H 1 (N R ) . Also, the Harnack inequality(see [10, Theorem 4 .17, Corollary 4.18]) implies that ψ is continuous across Γ 0 ∩ N R .
By Proposition 3.2 of [12] , we can choose r 1 (< R/10) small and C depending only on U l , γ and α such that for any Z 0 ∈ N R ∩ {(x, y) : 
for a constant C depending only on α. Differently from Theorem 1.1 of [12] , we note that the regularity of ψ is not weaker than C 1,α because Γ 0 is flat thus in C ∞ . By Theorem 8.33 in [9] and Lemma 3. 
Step 2) In order to finish the proof, it remains to estimate
By (3.6), we have
Plug ζ = u into (3.27). Then, by Lemma 3.2(i) and Hölder inequality, we get
where C depends on U l and γ by Lemma 3.2 but independent of R. Fix a positive constant l 0 for
Since u = 0 on ∂N R , the Poincaré inequality provides u L 2 (Q l 0 (z 0 )) ≤ Cµ 1 for all z 0 ∈ N R where C depends on l 0 but independent of R. Then, by the method of Moser iteration, we can find a constantC depending only on U l and γ so that u satisfies
(3.29)
Combining (3.29) with (3.26), we finally obtain (3.19).
3.2. Proof of Proposition 3.1. Now we can prove Proposition 3.1 easily.
We choose ε 0 = ε 1 for ε 1 in Lemma 3.2. For each m ∈ N, let ψ (m) be unique weak solution of (3.16) and (3.17) in N m+20 with satisfying (3.19). Then we can extract a subsequence, still written as {ψ (m) } m∈N , so that the subsequence converges to a function ψ * ∈ H 1 loc (N ) in the following sense: for any R > 0
Also, ψ * satisfies the estimate
for C same as in (3.19) . We claim that ψ * is the unique weak solution of (3.11), (3.12) satisfying the estimates (3.13), (3.14) in Proposition 3.1.
For each constant R > 10, let χ R be a smooth function satisfying
Since each ψ (m) is a weak solution of (3.16) and (3.17) , by the dominated convergence theorem and (3.27), u * :
from which we get
for µ 1 in (3.28) by (3.29) where the constant C depends on U l and γ but independent of R. Since R can be arbitrarily large, we get
Since g ± ∈ H 1 (R), we have lim
, we can easily show that
and this implies that lim
by (3.6) and [9, Theorem 8.17 and 8.25 ]. Repeating the argument of (Step 1) in the proof of Proposition 3.4 with using (2.15) and (3.6), we can show that ψ * satisfies (3.14). Suppose that ψ 1 and ψ 2 are weak solutions to (3.11) and (3.12), and that they satisfy (3.13) and (3.14). Then,ũ := ψ 1 − ψ 2 satisfies N a (φ) ij ∂ jũ ∂ i (ũχ 2 R )dX = 0 for any R ≥ 10, and from this and (3.14), we get
This implies Du = 0 in N ± , therefore we get u = k in N for some constants k. Since ψ 1 = ψ 2 on Γ ± , we conclude that k = 0 thus ψ 1 = ψ 2 in N . The proof of Proposition 3.1 is complete.
3.3. Proof of Theorem 3. Finally, we prove Theorem 3. Fix ω ± and h ± with satisfying (2.15)-(2.17) and (2.18). By Proposition 3.1, if M σ ≤ ε 1 for ε 1 in Lemma 3.2, then for any φ ∈ K M , the linear boundary value problem of (3.11) and (3.12) associated with φ has unique weak solution ψ (φ) ∈ H 1 loc (N ) satisfying the estimates (3.13) and (3.14). We define a mapping I by 
for a constant C ♭ depending only on U l , γ and α. We choose M and σ 1 by
for σ ♯ in (3.5) and ε 1 in Lemma 3.2. For such choices of M and σ 1 , the iteration mapping I maps K M into itself wherever σ ≤ σ 1 for σ from (2.15) and (2.16). We point out that the choices of M and σ 1 in (3.37) depend only on U l , γ and α. We claim that I :
(−1) (N − ). Let us set ψ k := I(φ k ) − ϕ 0 for each k ∈ N and ψ := I(φ) − ϕ 0 . By (3.13), any subsequence of {ψ k } has its own subsequence that converges to a function ψ * with
, and such ψ * is a weak solution to
By repeating the argument in the proof of Proposition 3.1, we can show that ψ * =ψ in N . This implies that ψ k converges toψ in C 1,α/2 (−1)
(−1) (N − ). As pointed out earlier, K M is a convex and compact subset of C 1,α/2
Then, by the Schauder fixed point theorem, we conclude that for any given h ± satisfying (2.15)-(2.17), I has a fixed point ϕ ♯ in K M . By Lemma 3.2, ϕ ♯ satisfies (ii) of Theorem 3. Also by Proposition 3.1 and (3.3), ϕ ♯ is a weak solution of (2.51) in N , and satisfies the equation (2.51) pointwisely in N ± . Then, for any ξ ∈ C ∞ 0 (N ), we have
ξdivA(x, y, Dϕ ♯ ) = 0, so ϕ ♯ satisfies the R-H condition (2.54). We may reduce σ 1 in (3.37) further so that (2.55) implies (v) of Theorem 3. Then ϕ ♯ satisfies all the properties stated in Theorem 3. Given h = (h + , h − ), let ϕ (1) and ϕ (2) be weak solutions of the boundary value problem of (2.51) and (2.44) with k ± = 0 where ϕ (1) and ϕ (2) satisfy all the properties stated in Theorem 3 as well. Let us set ψ (j) := ϕ (j) − ϕ 0 for j = 1, 2. Then 
We again reduce σ 1 > 0 depending on U l and γ to have
(a (ϕ (1) ) ij
for some constant λ ′ > 0. Then, repeating the argument in the proof of Proposition 3.1, we conclude that ψ (1) = ψ (2) in N , thus ϕ (1) = φ (2) in N . Finally, we choose C 2 = 2M , then the proof of Theorem 3 is complete. For fixed ω ± and h ± , let U (1) and U (2) be two solutions of Problem 1 with satisfying all the properties stated in Theorem 1, and let T (j) for j = 1, 2 be defined from U (j) by (2.32), and set V (j) := U (j) • (T (j) ) −1 in N . Then, each V (j) = (u (j) , v (j) , p (j) , ρ (j) ) satisfies (4.1). For j = 1, 2, if we can find ϕ (j) satisfying (ϕ then ϕ (j) satisfies all the properties in Theorem 3 by reducing σ 0 > 0 if necessary. Then, following the proof of Theorem 3, we can easily show that ϕ (1) = ϕ (2) in N so U (1) = U (2) iñ N . The proof is complete. ∂ y (ϕ − ϕ 0 )(x, t)dt for ω * in Lemma 2.1 and η defined by (2.14), and this implies
Then, by (2.15), (2.26), (3.6) and (3.33), we obtain (2.31).
(2.30) can be similarly proved by using (2.28), (2.42), (3.33) and Theorem 1(v).
