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For random variables T1, . . . . Th, the gradient of R(t) = -logP{Tl > tl, . . . . Tn > In i) 
is called the hazard gradient. Some properties of this multivariate version of the hazard 
rate are demonstrated, and some examples are given to show the usefulness of the hazard 
gradient in characterizing distributions or families of distributions. 
A.M.& Subj. Class.: Primary 62HS; Secondary 62E10 
hazard rate hazard gradient 
11. Introduction 
For a univariate distribution function F with density f and survival 
function F= 1 -F, the ratio P” = j’/j%s defined on {t : F(t) > 0 j and is 
variously called the hazurd rate, failure rate, or force of mortality. The 
intuitive meaning and usefulness of the hazard rate are appreciated 
particularly in contexts where I;‘& the distribution of a life lengnh T P 0. 
Accordingly, it is assumed in the following Chat F(O) = 1. 
In case f is the derivative of F, the hazard rate is the derivative of the 
hazard function R = -1ogE This fact easily leads to the familiar formula 
F(t)=exp(-/r(z)dz)3 t20, 
which shows that the distribution is determined by the hazard rate. 
Various multivariate analogs of the hazard rate have been considered 
by Basu [ 11, Cox [4], Puri and Rubin [ 121, and by other authors. The 
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purpose of this notelis to record some simple results concerning a par- 
ticular multivariate :inaYog of the hazard rate - the hazard gradient. 
2. Hazard gradients 
- 
For random variables Tr , . . . . 
Fby 
Fit) = P{ T, > t, , . . . . 
where t = (tl, . . . . tn). AS in the 
e = {C F(t) > 0) and is called 
Tn , we define the join:: survival function 
Tn>t,)’ 9 
univariate case, R := -log F is defined on 
the hazard function. If R has a gradient 
r = VR, we call r the hazard gradient. More explicitly, if, for t in the 
interior of e , 
ri(t) = f+W 9 i = 1 , 2, . . . . n , 
i 
then r(t) = (q (t), . . . . r,(t)). The hazard gradient has been discussed e.g. 
by Block [2] and by Johnson and Katz [S,S]. 
As in the univariate case it is assumed in the following that all random 
variables are positive with probability one, bo that F(O) = 1 and R(0) = 0. 
It is worth observing that ri(t) can be interpreted as the conditional 
hazard rate of ?” evaluated at ti, given q > + for all j # i. That is, 
r(t) -f;:(til q>ti,izi) 
i =&(ti 1 q> tj,j#i) ’ 
where fi( l Y Ti > ti, j # i) and Fi( l 1 Tj > tj, j # i) are the conditional. 
density and survival function of Tj, given 5 > iI fos all j # i. This i.rter- 
pretatinn was pointed cut by Johnson and Katz [8] and can be easily 
seen via the approximation 
r&t) e 
F(t) - F(t + Aei) 
AF(t) 9 
where A > 0 is small and ej is the vector with ifh component 1 and all 
other component:; 0. Conditional hazard rates of this kind have been 
employed by Shalked [ 131 to characterize aparticular notion of positive 
elementzry calculus, 
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R(t) = jr(o) 0 dz 
C 
for any sufficiently smooth continuous path C beginning at 0 and termi- 
nating at t. Because of path independence, this integral can be written 
without ambiguity as 
t 
R(t) = $ r(s) l d% . (2.1) 
0 
Thus it is immediate that 
f;F(t) = exp( -/i(s)a . (2.2) 
This is a very useful analog of (1.1) which helps explain the importance 
of the hazard gradKent. 
By choosing a particularly interesting path from 0 to t, we have that 
t1 t2 
R(t) = j q(z,, 0, .a., 0) dzI + $ r2(tl, z2 a, 0, l em) 0) dz2 + 0.. 
0 0 
% 
+ f r,(tl, *.*p t,_,, zn) dzn l (2 3 
;, 
When Fis continuous, the hazard gradient may be useful even when 
it does not exist everywhere on the interior of e . In fact, (2.1) holds 
provided that along the path of integration R is absolutely continuous 
and Y exists almost everywhere. 
3. Marginal and conditional distribubions 
If F is the survival function of T, , . . ., T, , then for k < n the hazard 
function of T1, . . . , Tk is given by 
-logPa[T, > tr, . . . . Tk> tk) = R(t,, . . . . tk, 0, 0.0, 0) 3 
which has corresponding radient 
(fj(tp . ..) tp 0, . . . . O), . . . . rk(tl) .*., tk, l ... 0)) * 
In particular, T1 has hazard rate rl (t, , 0, . ._, 0). 
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To represent conditional distributions in terms of hazard gradients, we 
need some notation. For any vectors U, v and w in Rn and any subsets D 
andEof {1,2, . . . . n ), let (Q, v) be the vector with ifh component Ui if 
iEE)andwithifhcOmponentuiifiBD,i=1,2,...,n.Let(~~,(v~,IC1))= 
(~0, vE, w). To avoid further notational complexities, let us agree that 
whenever u and P have some corresponding components equal, the inte- 
gral Jl Q(S) da is to be computed along a path tha’c maintains these com- 
mon component values. 
NOW let A, B and C be disjoint subsets of ( 1,2, . . . . n). If ti 2 si for all 
i E C, we can write 
A particular case of (3.1 )9 
PIT,> ti 1 TV > tl, ..., Ti_l >ti_l } = 
‘i 
s 
ri(tl, ..-, ti_l, pi, 0, ..., 0) dZi 
0 
enables us to see that (2.3) corresponds to the decomposition 
(3.1) 
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4. Some examples _. 
In the univariate case, a constant hazard rate characterkes the expo- 
nential distributions. The family of distributions with increasing hazard 
rate (abbreviated IHR) and the family of distributions with increasing 
hazard rate average x-I Ix T(Z) dz = R&x)/.x (abbreviated IIIRA) have 
been studied extensivel$because of their interest in reliability theory. 
These simple univariate characterizations have multivariate versions for 
which the hazard gradient is the appropriate analog of the hazard rate. 
Some of these are illustrated below. 
In addition, the first example shows that the hazard gradient can be 
useful for characterizing distributions with a singular part. 
4. I. The multivariate exponential distribution of Marshall and Olkin / 11 I 
This distribution is characterized by the property that the survival 
function and all marginal survival franctions atisfy the functional equa- 
tion 
F(t + Ae)/F(t) = F(Ae) 9 
where t 2 0 (i.e., all ti 3 0), A > 0 and e = ( 1, . . . . 1). This equation is 
equivalent o the condition 
R(t) - J?(t + Ae) is independent of t 2 0 for all A > 0. 
At points where R is differentiable this can be rewritten as 
r(t + Ae) is independent of A for all t >/ 0. (4.1) 
With n = 1, this reduces to a familiar characterization of the univariate 
exponential distribution. 
If Tl , . . . . Tp have the distribution described above, then there exists 
a colkction 0; independent exponentially clistributed random variables 
Xs indexed by the nonempty subsets S of { 1 4 2, . . . . n) such that 
TiEminX,, i= 1,2, . . . . n. 
S3i 
From this representation it is apparent hat T1_, . . . , T’& have the joint 
survival function F given by 
j 
F(t) = exp -C Asmax ti , t 2 
s iES I 
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where XS is the: hazard rate of XS . In particular, f’o:r PT = 2, 
Fiitl, t2) = exp{+ t, - h., t4#, - h, 2 max(tt , t2)), 
(Q (A’1 9 t2 193 (fr 9 jr,)) = 
L 
(X,:X2+h,,) if t,C t,, 
(Al+$2,A2) ift,>t,; 
see [9] .Although r fails to exist on the line tl = f2 and F does not have 
a density, (2.2) ([Fan be used to retrieve the Ffrom Y. 
4.2. Exponential minima after arbitrary xaling, and rebted properties ., 
Random variables I”, , . . . , Tn which satisfy 
min ajTi is exponentially distributed whenever each ai> 0 
i 
. (4.2) 
have been discussed by Esary and Blarshall [ 51. It is easily shown 
[d] that (4.2) holds if and only if the joint hazard function R satisfies 
ar’“’ IZ(a#) is independent of cy > 0 whenever t > 0. 
If the hazard gradient r exists, then this condi;ion is equivalent o 
t #r(t) = R(t) for all t 3 0 . 
Another equivalent condition is 
t l r(at) is independent of CY whenever t 2 0 , (4.4) 
The distribution of Section 4.1~ satisfies these conditions, as does, for 
example, 
or 
R(t,, t2) = max($ itI, A., t2) 
R(t,, t2) = (t; + t:>“. 
Esary and Marshall [6] consider the corresponding class of multi- 
variate IHRA distributions. is class has various characterizations: 
or 
or 
min a& is IHRA whenever each ai > 0, 
i 
af -’ R&t) is increasing in ar > 0 whenever t > 
. 
(4.5) 
(4.6) 
(4.7) 
he co~mrespondin class of multivariate distributions 
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discussed by Marshall [ lo] ; it is characterized by any of the following 
conditions (subject to the existence of r): 
or 
or 
min aiT, is IHR whenever each L+ > 0, 
i 
R(at) ts convex in at > 0 for all t > 0 , . 
(4.8) 
(4.9) 
tv(at) is increasing in or > 0 for all t 2 0. (4.10) 
Other classes of multivariate IHR distributions are introduced and 
characterized in terms of r, subject to its existence, by Marshall [ lo]. 
The multivariate IHR cLsses defined by Harris [ 71 and by Brindley and 
Thompson [3] have been similarly characterized by Block [ 21. 
4.3. Exponential minima 
Rz.ndom variables T, , . . . , Tn which satisfy 
n$ Ti is exponentially distributed 
/ 
I for all nonempty S C { I, 2, . . . . n} (4.11) 
have been discussled by Esary and Marshall [ 5: ] . The class of correspond- 
ing distributions properly contains the class discussc\;i in Section 4.2. In 
fact, (4.11) is a weaker version of (4.2), where one allows each ai to be 
1 or 00. In fact, the whole development of Section 4.2 can now be 
repeated with this restriction on the ai in (4.5) and (4.8), and with each 
component of t required to be 0 or 1. 
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