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1. INTRODUCTION AND PRELIMINARIES 
1.1 Introduction 
In an ordinary differential equation the unknown function and its derivatives are 
all evaluated at the same instant, t. A more general type of differential equation, 
often called a functional differential equation (FDE), is one in which the unknown 
function and its derivatives enter, generally speaking, under different values of the 
argument. For example we might have 
x ' { t )  = ®(f—l)+2ia:(i/2)-M, 
x ' ( i )  =  — i + 1 ,  
x ' { V )  = a:'(i—2)+a:(44-l)+2f—5, 
x ' { t )  —  —  ^ l)+z(^—2)+3sin(, 
t + 1 
x ' { t )  =  2a:(i-l)-3a:(Hl)+l, 
x " { t )  =  x ' { t - l ) x { t ) — t x { t + l ) .  
In the Russian literature these are called "differential equations with deviating argu­
ments." 
A retarded (delay) functional differential equation, REDE is a differential equa­
tion in which the highest-order derivative of the unknown function appears for just 
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one value of the argument and this argument is not less than all arguments of the 
unknown function and its derivatives appearing in the equation. For example, the 
first equation is an RFDE. 
An advanced functional differential equation, AFDE is a differential equation 
in which the highest-order derivative of the unknown function appears for just one 
value of the argument and this argument is not larger than the remaining arguments 
of the unknown function and its derivatives appearing in the equation. For example, 
the second equation is an AFDE. 
A mixed functional differential equation, MFDE is a differential equation in 
which the highest-order derivative of the unknown function appears for just one 
value of the argument and there are arguments some of which are less and the rest 
is greater than this argument. For example, the fifth and sixth equations are of this 
type. 
A neutral functional differential equation, NFDE is a differential equation in 
which the highest-order derivative of the unknown function appears both with and 
without deviating arguments. NRFDEs, NAFDEs, and NMFDEs may be defined 
similarly. For example, the third and fourth equations are NFDEs. 
It is also possible for a differential equations to belong to one of the above 
mentioned types on one set of values of and to another type on another set. For 
example, 
x ' { t )  =  f { t , x { t ) , x { t  +  sini)) 
is an RFDE on intervals where sinf < 0 and an AFDE on intervals where sin( > 0. 
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1.2 Functional differential equations 
In many applications, it is assumed that the future state of system is independent 
of the past and is solely determined by the present. Therefore, the system may be 
described by the solutions of an ODE. However, if the assumption cannot be justified, 
i.e., the past exerts its influence in a significant manner upon the future, then the 
system is best described by an FDE. 
Among other factors, the development in the control theory, mathematical biol­
ogy, mathematical economics, and the theory of systems which communicate lossless 
channels, have convinced mathematicians that FDEs are worth studying. The abun­
dance of applications is stimulating a rapid development of the theory of functional 
differential equations and, at present, this theory is one of the most rapidly develop­
ing branches of mathematical analysis. 
Example 1.1 Consider a tank containing B  gallons of fresh water brine. Fresh water 
flows in at the top of the tank at a rate of q gallons per minute. The brine in the 
tank is continuously stirred, and the mixed solution flows out through a hole at rate 
of q gallons per minute. 
Let x { t )  be the amount (in pounds) of salt in the brine in the tank at time t .  
If we assume continual, instantaneous, perfect mixing throughout the tank, then the 
brine leaving the tank contains x{t)/B pounds of salt per gallon, and hence 
x ' { t )  =  
But, more realistically, let us agree that the mixing cannot occur instantaneously 
throughout the tank. Thus the concentration of the brine leaving the tank at time 
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t  will equal the average concentration at some earlier instant, say t  —  r .  We shall 
assume that r is a positive constant, although this assumption may also be subject 
to improvement. The differential equation for x then becomes a retarded differential 
equation, 
- r). 
As an initial condition, we may assume 
x { t )  =  c ,  t o  -  r  <  t  <  t o ,  
which means that the tank contained c  pounds of salt throughly mixed in B  gallons 
of brine prior to time to. 
This problem can be solved explicitly by the so-called method of steps. But 
the calculations quickly become so tedious that even the most essential properties of 
the solution can hardly be determined. Another approach to solve the initial value 
problem may be the use of a numerical method. 
1.3 A numerical method for solving FDEs 
In an FDE, one could propose replacing x { t  —  r )  with the first few terms of a 
Maclaurin series, say x{t) — rx'{t) + •••-!- ( —in order to analyze 
the solutions. As pointed out in [17], this is very dangerous, since the solutions 
of an FDE may behave quite differently from the solutions of the "approximating" 
ODE. However, for some FDEs with "sufficiently small" delay, it is possible to get 
useful approximations by replacing x{t — r) by x{t) or x{t) — rx'{t). Therefore, if the 
behavior of the solutions are known in advance, then the method may be applied. 
In this respect, our results prove very useful, since we investigate the oscillation and 
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nonoscillation of solutions of FDEs. 
If the behavior of the solution is not known in advance, one may use several other 
numerical methods available in the literature. For a survey of numerical methods for 
FDEs, see [10]. Here we present a numerical method for solving a retarded functional 
differential equation of the form 
X  —  3 / ,  t  t o  
X t  =  x { t  + 9 ) ,  — r  < ^ .< 0 
®io - + d) = 
The solution of the IVP is calculated in the following way. First we divide the interval 
[^0, T] into N parts, by the points ti = to + ih, h = (T — to)IN. Replacing x'{ti) by 
the approximation 
- x { t i )  
h 
the values x ,  =  x ( t i )  of the solution x ( t )  are then defined by the relation 
=  f ( t i ,  X i ,  x ( t i  -  r ) ) .  (1.1) 
If the step-size h for the numerical integration is chosen such that mh = r, where m 
is an integer, then the relation (1.1) takes the form 
®j+l — «"i "t" ) ®m—i)) ~ ^( fc/i), Â! ^ 0. (1.2) 
Recurrent relations (1.2) permit us to define the solution of the above IVP on any 
time interval. 
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1.4 Definition of oscillation 
A function x ( t )  :  [a, oo) —> iî is said to be oscillatory if it has a zero on [T, oo) for 
every T > a; otherwise it is called nonoscillatory. Similarly a sequence {a;„} of real 
numbers is oscillatory if it is not eventually positive or eventually negative; otherwise 
it is nonoscillatory. As the following two examples show, the oscillation behavior of 
solutions of FDEs are much more complicated than that of solutions of ODEs. 
Example 1.2 Consider the equation with retarded argument 
x ' ( t )  +  x ( t  — ^)  = 0.  
It has oscillatory solutions x ( t )  =  c o s t  and x ( t )  = sin(. The equation with advanced 
argument 
x ' ( t )  —  x ( t  +  - )  =  0  
also has oscillatory solutions x ( t )  = cos t  and x { t )  =  s i n t .  However the equation with 
no deviating argument 
x ' { t )  +  x { t )  = 0 
has no oscillatory solutions. 
This example shows that first order FDEs may have oscillatory solutions, in con­
trast to the fact that there is no oscillatory solution to any first order ODE. 
Example 1.3 It is well known that every solution of the ODE 
x " { t )  +  a { t ) x { t )  = 0 
is nonoscillatory when a ( t )  <  0. But, the retarded equation 
x " ( t )  —  x ( t  —  t t )  =  0  
has the o s c i l l atory solut i o n s  x(t) = cost and x{t) = sin 
1.5 The main equations 
This dissertation is the analysis of the oscillatory and nonoscillatory properties 
of solutions of FDEs of the form 
^ [ a { t ) [ x { t )  +  p ( ( ) z ( r ( ( ) ) ) ( " - ^ ) ]  +  q { t ) f { x { a { t ) ) )  =  0, 
[a:(0 + + qi{t)f{x{(Ti{t))) + q2{t)f{x{a2{t))) = h{t), 
{ r z i r i x ' i t ) ) ' ) '  +  q { t ) f { x { c r { t ) ) )  =  h { t ) ,  
and 
The oscillation of solutions of 
A[anA { X n  + Pn®T„)] + Ç n f i ^ c r n )  ~  0 
and the asymptotic behavior for n —)• oo of nonoscillatory solutions of 
A'"a:„ + F{n,x^„) = 0 
are also studied. 
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1.0 Some existence and uniqueness theorems 
In oscillation theory the solutions are assumed to exist on an interval [(q, oo). 
The following are some global existence and uniqueness theorems that can be found 
in [31]. For more results on existence and uniqueness of solutions of FDEs we refer 
to many books such as Bellman and Cook (1963), El'sgol'ts and Norkin (1973), Hale 
(1977), Driver (1977), Gyori and Ladas (1991), and Bainov and Mishev (1992). 
Consider the RFDE 
®'(0 + /(^®(0)®(n(0),.-M®(7-r.(^))) = 0, (1.3) 
where for some T E R and some positive integer m, 
/ e C'([T, oo) X X •. • X R"", R"") and € C([T, oo), R+) (1.4) 
with 
Ti{ t ) < t ,  Hm r,(i) = oo for z = 1,2, ...,n. (1.5) 
For every "initial point" to > T, i_i is defined by 
= min {inf ri(i)}. (1.6) 
With (1.3) and a given initial point t o  >  T  one associates an "initial condition" 
x { t )  =  ^ ( t )  for t - i  < t  <  t o  (1.7) 
where ({) : [^_i,io] R"  ^ is a given "initial function." 
Definition 1.1 A function x is said to be a solution of (1-3) on [(o, oo) if x : 
[i_i,oo) —>• is continuous, x is continuously differentiable for t 6 [io,oo) and 
satisfies (1.3). 
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Theorem 1.1 In addition to conditions (1.4) (1-5) assume that there exists a 
f u n c t i o n  p  G  C ( [ T ,  o o ) ,  E ' * ' )  s u c h  t h a t  f o r  a l l  t  >  T  a n d  f o r  a l l  X i ^ y i  G  R " ^  f o r  
i = 0,1,...,n, the function f satisfies the following global Lipschitz condition: 
n 
®n) — /(^) î'O» î/l  ) •••> î /n)|  I ^  P(0 53 11^' y» 11 • (1'8) 
i=0 
Let to > T and cf) G Odt^i, to], •R"') he given. Then the initial value problem (1.3) 
and (1.7) has exactly one solution in the interval [<o,oo). 
When the function / in (1.3) does not depend explicitly on $((), and T,(i) < t for 
i = l,2,...,n, one can establish a global existence theorem without the assumption 
that the Lipschitz condition (1.8) holds. This is established utilizing the method of 
steps. The method may also be utilized to obtain a global existence theorem for the 
NFDE of the form 
^[x(^) + g(i,a:(ri(i)),...,a:(ri(0))] + /(i,®(<7'i(i)).-)«(o-n(0)) = 0, (1.9) 
where for some T G R and some positive integer m, 
g G C { [ T , o o ) x R " ' x - - - x R " ' , R " ' )  (1.10) 
f GC{[T,o o ) x  R"" x---xR"',R"') (1.11) 
and for i = 1,2,..., / and j = 1,2, ...,n 
nEC([T,(X))), o'X()eC([r,oo)) (1.12) 
and 
T i { t )  <  t ,  o - j { t )  <  t ,  lim T i { t )  = lim o ' j ^ t )  = oo. (1.13) 
»oo i—+00 
For every initial point > T, is defined by 
i_i = min ( min{inf min {inf <%{(()}) . (1.14) 
With eqn (1.3) and a given initial point to >T one associates an initial condition 
x { t )  =  ( f ) { t )  for t - i  <t  <  t o  (1.15) 
where (f) : [(_%, Éo] —* R"^ is a given initial function. 
Definition 1.2 A function x is said to be a solution of (1.3) on [fo, oo) if x : 
[i_i,oo) R"^ is continuous, x{t) + g{t,x{Ti{t)),...,x{Ti{t))) is continuously dif-
ferentiable for t G [<o, oo) o.nd x satisfies (1.9). 
Theorem 1.2 Assume that conditions (1.10), (1.11), (1.12), and (1-13) are satisfied. 
Let to > T and <f) £ C([^_i,io])•R'") be given. Then the initial value problem (1.9) 
and (1.15) has exactly one solution in the interval [fo, oo). 
Theorem 1.2 can be extented to include equations of the form 
^ [ x { t )  +  g { t , x { T i { t ) ) ,  . . . , x { T i { t ) ) ) ]  +  f { t , x { t ) , x { a i { t ) ) , . . . , x i c r r , { t ) ) )  =  0, (1.16) 
where the functions g ,  T,, and cr,' are as above while the function / satisfies the 
following hypothesis (Zf), 
f e C { [ T , o o )  X A"" ... X R"',R"') 
and 
11/(^1 ®n) /(^>yO>®l)'"? ®n)| I — -^(011®0 2/o| I 
for some K  G C([r, oo), i?"*") and for all (i,a;o, a:i, ...,»„), (i,î/0) ®i, •••,®n) G i?"*" x 
^(n+l)m 
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Theorem 1.3 Assume that conditions (1.10), (1.12), (1.13) and hypothesis (H) are 
satisfied. Let to > T and <f> € R"^) be given. Then the initial value problem 
(1.16) and (1.15) has exactly one solution in the interval [<0)00), 
1.7 Basic definitions and theorems 
Before starting the main results, we need to mention some basic definitions and 
theorems that we will rely on later. 
Definition 1.3 A subset S of a normed linear space X is called bounded if there is 
a number M such that ||a;|| < M for all x E S. 
Definition 1.4 A set S in a vector space X is called convex if, for any x,y £ S, 
Aœ + (1 — X)x 6 S for all X £ S. 
Definition 1.5 Let N, M be normed linear spaces, and X be subset of N. An 
operator T : X M is continuous at a point zE X iff for any e > 0 there is a 6 > 0 
such that \\Tx — Ty\\ < e for all y £ X such that ||z — 2/|| < 6. T is continuous on 
X, or simply continuous, if it is continuous at all points of X. 
Definition 1.6 ^4 subset S of a normed linear space B is compact iff every infinite 
sequence of elements of S has a subsequence which converges to an element of S. 
Definition 1.7 A subset S of a normed linear space N is relatively compact iff every 
sequence in S has a subsequence converging to an element of N. 
Definition 1.8 A function f : R R is bounded on an interval I iff there is a 
positive real number M such that |/(a:)| < M for all x Ç. I. A family F of functions 
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is uniformly hounded on I if there is an M such that |/(®)| < M for all x Ç. I and 
a l l  f e F .  
Definition 1.9 A family F of functions is equicontinuous on an interval I iff for 
every e > 0 there is a 6 > 0 such that for all f E F, \f{x) — f{y)\ < e whenever 
I ®  -  y |  <  5 ,  x , y  G  L  
Lemma 1.1 (Arzela-Ascoli) A set of functions in C([a,6]) with 
11/11 = .sup |/(z)| 
xe[a,6] 
is relatively compact if and only if it is uniformly bounded and equicontinuous in [a, 6]. 
If the interval is not finite, one should be very careful to use Lemma 1.1. To 
show that a certain family of functions is equicontinuous in an infinite interval one 
can make use of the Levitan's result [40]. According to his result, a family of functions 
is equicontinuous on [fo,oo) if for any given e > 0, the interval [^ojOo) can be decom­
posed into a finite number of subintervals in such a way that on each subinterval all 
functions of the family have oscillations less than e. 
Theorem 1.4 (Shauder's fixed point theorem) Let M be a closed, convex, and 
nonempty subset of a Banach space X. Let 
be continuous such that TM is a relatively compact subset of X. Then T has at least 
one fixed point in M. That is, there exists an x E M such that Tx = x. 
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Finally, we present the statement of the Lebesque dominated convergence theo­
rem which we shall use with Theorem 1.4. 
Theorem 1.5 (Lebeque's dominated convergence theorem) Let {/„} be a se­
quence of integrable functions such that 
l i ^ f n { x )  =  f { x )  a . e .  i n  A  
and such that for every r a  =  1 , 2 ,  
| /n(®)| < 9 { x )  a . e .  i n  A  
where g is integrable on A. Then 
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2. OSCILLATION OF ARBITRARY ORDER NEUTRAL 
FUNCTIONAL DIFFERENTIAL EQUATIONS 
2.1 Introduction 
Qualitative properties of the solutions of first and higher order neutral functional 
differential equations (i.e., equations in which the highest order derivative of the 
unknown function appear both with and without deviating arguments) have been 
studied by several authors in recent years. The problem of asymptotic and oscillatory 
behavior of neutral differential equations is of both theoretical and practical interest. 
We note that the equations of this type appear in the study of networks containing 
lossless transmission lines. Such networks arise, for example, in high-speed computers 
where lossless transmission lines are used to inter-connect switching circuits (see [8]). 
Although the oscillatory behavior of functional differential equations has been 
extensively developed during the last ten or fifteen years, there are still very lim­
ited number of available results in dealing with the oscillatory behavior of neutral 
functional differential equations. 
If a neutral equation has only constant coefficients and the deviating arguments 
are constants, then associated with it is a characteristic equation. This equation may 
be used to obtain sufficient conditions for the oscillation of the NFDE. For example, 
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for the neutral differential equation 
Jn I I 
+ + = 0 (2.1) 
i=l i=l 
where pi,Ti,ai, and g; are real numbers, the corresponding characteristic equation is 
given by 
I I 
+ ^ "E = 0. (2.2) 
t=l 1=1 
It is known that [7] the equation (2.1) is oscillatory if and only if the corresponding 
characteristic equation (2.2) has no real roots. However, to verify that (2.2) has no 
real roots is another problem. Moreover, the method cannot be applied to equations 
of the form 
^[®(0 +  -  T ( ( ) ) ]  +  q { t ) x { t  -  ( T { t ) )  = 0 (2.3) 
unless p, r, a, and q are constants. Therefore, it is important to obtain necessary 
and/or sufficient conditions without making use of characteristic equations. A num­
ber of interesting results of this type can be found in [22, 25, 26, 27, 28, 39]. To state 
some of them here, we could consider, for example, the equation 
{ x { t )  +  p { t ) x { t  - r))" + q { t ) x { t  - (r) = 0, 
where p  E C([io)Oo)),0 < p { t )  < 1; q G C([<o,oo)), q { t )  is not identically zero in any 
half-line of the form [f, oo); and the delays r and cr are nonnegative. This equation 
was first studied by J. R. Graef, et al. [25]. They proved that if 
j q { t ) { l - p { t - c r ) ) d t  =  o o ,  
then every solution x { t )  is oscillatory. 
Later, S. R. Grace and B. S. Lalli [22] considered the more general equation 
(o(()(z(() +  p { t ) x { t  -  r ) ) ' ) '  +  q { t ) f { x { t  -  o*)) = 0, 
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where p, g, cr, and r are as above; a G C'([<o, oo)), a{t) > 0; / G C'((—00,00)), 
xf(x) > cx^ for z ^ 0 for some c > 0. They showed that if there exists a function 
P € C([^o, 00),/?•*•) such that 
/ [p(3)g(3)(l - p(s -0-))- ^  ^^\p(s) = 00, 
then every solution x(t) is oscillatory. 
Recently, A. S. Tantawy and R. S. Dahiya [49] proved that the results of J. R. 
Graef, et al. remains true if the second order derivative is replaced by any even order 
derivative. 
Our purpose in this chapter is to study the oscillatory behavior of solutions of 
n-th order neutral functional differential equations of the form 
[a(()[a:(() + = 0, 5 = ±1, (2.4) 
and generalize several results obtained for second and n-th order equations of much 
simpler types. 
In what follows, by a proper solution of Eq. (2.4) we mean a function x : 
[Ta,, 00) —> R which satisfies (2.4) for sufficiently large t, and sup{|a:(^)| : ^ > T} > 0 
for any T > Tx. A proper solution of (2.4) is called oscillatory if it has arbitrarily 
large zeros; otherwise it is called nonoscillatory. Thus a nonoscillatory solution is nec­
essarily eventually positive or eventually negative. We make the standing hypothesis 
that Eq. (2.4) posses proper solutions. 
The following conditions are always assumed to hold unless stated othewise: 
(a) o 6 C([(o, 00), jZ), a(() > 0, and 
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(b) p € C([^o,oo),i2), 0 < p(i) < 1; 
(c) 9 e C([to,oo),i?), g(^) > 0; 
(d) /  E C { R , R )  and x f { x )  >  0 for a: ^ 0; 
(e) T { t )  <  t ,  T { t )  and c r { t )  —> oo as i —> oo. 
We provide sufficient conditions for the above functional differential equations to 
be almost oscillatory in the sense that every solution x{t) of (2.4) is either oscillatory 
or else limt_oo |®(0I = oo, or liminft-.,» |z(()| = 0. 
Similar sufficient conditions will be stated without proof for oscillation of solu­
tions of a more general equation of the form 
+  S F { t ,  x { ( T i { t ) ) ,  x { c r 2 { t ) ) , , a:((r„(f))) = 0, (2.6) 
where 5 = ±1 and z { t )  =  x { t )  +  p { t ) h { x { a - { t ) ) ) .  
The following lemmas will be needed in the proof of our theorems. 
Lemma 2.1.1 (Kiguradze [35]) Let u{t) be an n-times differentiable function on 
of constant sign, u^^\t) is of constant sign and not identically zero in any interval 
[fijoo), and 
u{t)u^''\t) < 0. 
Then, the following holds. 
(i) There exists a t2 > ti such that the functions u^''^t), k = l,2,...,n — 1, are 
of constant sign on [ii,oo). 
(a) There is an integer l,0<l<n — 1 with n — I is odd, such that for t > t^ 
u{t)u^''\t) >0 A: = 0,1, ...,Z 
(_l)n-^-iu(i)uW(i) >0 fc = /,...,n-l. (2.7) 
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(m) If \ < I < n — 1, then 
/or Â: = 0,1,....,/-1. (2.8) 
If a function satisfies (2.7) then it is said to be a nonoscillatory function of degree 
' 1211-
Lemma 2.1.2 (Kiguradze [35]) Let u{t) he an n-times differentiable function on 
[ii,oo) with u^''\t), k = 0,...,n — 1, absolutely continuous and of constant sign 
on[ii,oo), and let u{t)u^"\t) > 0 for every t in [(i,oo), then either 
«(()«W(()>0 A = 0,l,2,...,n-1 (2.9) 
or there is an integer I, 0 < I < n — 2 with n — I is even, such that for t>t\ 
u{t)u^''\t) >0 A; = 0,1,...,/ 
(-l)"-^u(t)u(^^(t) >0 k = l,..,,n-l, (2.10) 
and if 1 < I < n — 1 then inequality (2.8) holds. 
Lemma 2.1.3 (Q. Chuanxi and G. Ladas [39]) Let z,x,p : [fojoo) -+ R and 
c E R be such that 
z { t )  =  x { t )  +  p { t ) x { t  —  c), t  >  t i  =  t o  +  max{(o, c} 
Assume that there exist real numbers pi, p^, ps, p^ such that p{t) is in one of the 
following ranges: 
Pi < p{t) < 0; 
0 < p { t )  < P2 < 1; 
1 < P3<P{t)<P4-
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Suppose that 
x { t )  >  0 for t > to, liminft_oo ®(0 = 0 
and that 
lim z ( t )  =  L  E  R  e x i s t s .  i—»oo 
Then L = 0. 
Lemma 2.1.4 Let x{t) be a nonoscillatory solution of (2.4) and let z{t) be a function 
defined by z{t) = x{t) + p{t)x{T{t)). Then, the following holds. 
(i) There exist a T > 0 such that for 5=1 
z { t ) z ^"-'^y{ t )  > 0 ,  t > T ,  
and for 6 = —1 
either z{t)z^"-~^\t) < 0 ,  t > T ,  orlimt_oo = oo-
(ii) If a'(t) > 0, there exists an integer I, I € {0, l,...,ra} with ( —1)"~'~^6 = 1, 
such that for t >T 
z { t ) z ^ ' ' \ t )  > 0  A ;  =  0 , 1 , . . . , /  
(--l)k-'z(()z(k)(0 >0 k = l,...,n. (2.11) 
(Hi) //1 < / < n — 1, then 
|z('-"-')(Z)| > fork = 0,1,....,/- 1 (2.12) 
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Proof: We may assume that x{ t ) ,  x{ T { t ) ) ,  and x{ c r { t ) )  are positive for all t  >  t i  >  t o -
The proof when x{t) is eventually negative can be constructed similarly. Clearly 
z { t )  >0 for i > ^1, (2.13) 
and from (2.4) 
6 { a { t ) z ' ^ " - ' ^ \ t ) ) '  =  - q { t ) f { x { a { t ) ) )  <  0. 
Since S a { t ) z ^ ^ ~ ^ ^ t )  is a decreasing function for t  >  we can have 
> 0 ÎOT t > ti (2.14) 
or 
6a{t)z^''-^\t) < 0 for ( > Ti > h. (2.15) 
Suppose that (2.15) holds. Then 
6a(()z("-')(<) < (!)a(Ti)2("-^'(ri) <0 for ( > Ti. 
Integrating the above inequality after dividing by a { t )  from Ti to t  and using (2.5) 
we get 
S z ^ " ~ ^ \ t )  —oo a . s  t  — y  oo. 
Since this implies that S z { t )  —+ —oo as f —+ oo, in view of (2.13) we easily conclude 
that 5 = — 1. This completes the proof of part (i) of the lemma. 
To prove ( U )  we first notice that, since 
we have 
(2-16) 
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Suppose that limt_4oo ^ oo when 6 = —1. Then it follows from (i) and 
(2.16) that 
In view of (2.13) and (2.17), applying Lemma 2.1.1 and Lemma 2.1.2 it follows that 
there exists a, T > ti and an integer /, 0 < / < n with (—1)"~'~^5 = 1, such that for 
t > T ,  
and (2.12) holds when 1 < / < n — 1. 
If limt_^oo 2^"~^'(i) = oo and 6 = —1, then is eventually positive and so 
from (2.16), z(")(() is also eventually positive. It follows that i  = 0,1,...,n are 
all eventually positive. But, this case is included in (2.18). Finally, by Lemma 2.1.1 
(in) follows. This completes the proof. 
2.2 Oscillatory solutions 
Eq. (2.4) is said to be of retarded type if c r { t )  <  t ,  mixed type if c r { t )  >  t ,  and of 
general type if no restriction is imposed on cr{t). Clearly, general type of equations 
contain the mixed and retarded types of equations. 
2.2.1 General type neutral equations 
Theorem 2.2.1 Assume that f is increasing and for all c> 0, 
< 0. (2.17) 
z(*)(() > 0, A; = 0,1,2,...,/ 
(_l)fc-'2(*=)(4) > 0, A: = /,/ + l,...,n, (2.18) 
'OO 
q { s ) f { { l  -  p { ( t { s ) ) c )  d a  =  oo. (2.19) 
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(i) If S = 1, then every solution x{t) of (2.4) is oscillatory when n is even, and every 
solution x{t) of (2.4) is either oscillatory or satisfies 
11m inf |a:(()| = 0 i-»oo ' ^ " 
when n is odd. 
(ii) If 6 = —1, then every solution x{t) of (2.4) is either oscillatory or else 
hm |z(<)| = 00 or liminft_»oo |®(^)| = 0 
when n is even, and every solution x{t) of (2.4) is either oscillatory or else 
lim |z(Z)| = 00 
t—00 ' ^ " 
when n is odd. 
Proof: Let x { t )  be a nonoscillatory solution of (2.4). We may assume that eventually 
x{t) > 0. The case x{t) < 0 can be treated similarly. By the part (i) of Lemma 2.1.4, 
we see that there exist a > 0 such that for (5 = 1 
> 0 (2.20) 
and for <5 = —1, either 
r(n-l  )(() < 0 (2.21) 
or 
Ihn z("-^)(() = 00. (2.22) 
Suppose that lim{_»oo ^ 00 when 6 = —1. Then, in view of (2.20) and (2.21), 
it follows from Lemma 2.1.1 and Lemma 2.1.2 that there exist &  T  > t i  and an integer 
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I G {0,1, ...,n - 1} with = 1, such that for i > T 
>  0 ,  Î  =  0 , 1 , 2 , I  
> 0, i = /,/ + l,...,n-l. (2.23) 
Let n be even and 6=1, or % be odd and 5 = —1. It is clear from (2.23) that 
z{t) is increasing. Therefore, in view of x{t) < z((), we have for t > (g, 
z { t )  <  x { t )  +  p { t ) z { T { t ) )  
<  x { t )  +  p { t ) z { t )  
or 
(l-p(())z(()<z((). (2.24) 
On the other hand, z { t )  >  0 and increasing and ( T { t )  —> oo as i —> oo imply that 
there exist a c > 0 and a ^3 > <2 such that 
z((T(()) > c for i > (3. (2.25) 
Now, integrating (2.4) from ts to i, 
-  6 a { t 3 ) z ^ " - ' \ h )  +  f  q { s ) f { x { a { 3 ) ) )  d s  = 0. (2.26) 
^£3 
By (2.24), (2.25) and the fact that / is increasing, we have 
f { x { < T { t ) ) )  >  /((I -  p { a { t ) ) ) c )  for t  >  t a .  (2.27) 
Using (2.27) in (2.26) leads to 
g(a)/((l - da < 0. (2.28) 
J t z  
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In view of (2.19), we conclude from (2.28) that 
6 a { t ) z ^ "  ^ \ t )  —> —oo as i > oo. (2.29) 
But (2.29) is a contradiction with (2.20) and (2.21). This proves that x { t )  is oscilla­
tory when 5=1, and x{t) is either oscillatory or (2.22) holds when 6 = —1. Clearly 
if (2.22) holds, then lime_oo x{t) = oo. 
Let n be odd and 6 = 1, or % be even and 6 = —1. If the integer I associated 
with z{t) is positive, then we can easily arrive at the above conclusion. Thus, I must 
be zero. Noting that 
it is not difficult to see from (2.26) that 
liminf f { x { t ) )  = 0 or liminft_oo x { t )  = 0. 
This clearly completes the proof of Theorem 2.2.1. 
Corollary 2.2.1 Let ( —1)"6 = —1, T{ i )  =  t  —  r ,  a n d  s u p p o s e  t h a t  t h e r e  e x i s t s  a  
positive number p which satisfies 0 < p{t) < p < 1. Then, every solution x{t) of (2.4) 
is either oscillatory or satisfies limt_oo ®(0 = 0 when n is odd, and every solution 
x{t) of (2.4) is either oscillatory or else limt_^oo |z(Z)| = 00 or limt_oo %(() = 0 when 
n is even. 
q { t )  d t  =  00 
and 
\ m S a { t ) z ^ " - ^ ^ t )  =  L > 0 ,  
Proof: Let x { t )  be an eventually positive solution of (2.4), and let / = 0. Since then 
z{t) > 0 and z'{t) < 0 for ( sufficiently large, limt_oo z{t) exists. Applying lemma 
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2.1.3, we obtain that 
lim z i t )  = 0. 
t-*oo ^ ' 
On the other hand, 0 < x(t) < z(t). Therefore 
lim x(t) = 0 
t-*oo ^ ' 
as desired. 
Example 2.2.1 Consider the equation 
- tt)]'"]' + 2V2e^'/\l + - 7n/4) = 0 (2.30) 
so that 5 = 1, n = 4, a ( t )  —  e ~ \  p { t )  = r(f) =  t  —  7r/2, a { t )  =  t  —  7 i r ,  
q { t )  = 2\/^e^^/'^(l + e~'). According to Theorem 2.2.1, every solution of (2.30) is 
oscillatory. In fact, x{t) = v^e'cos(i — 7r/4) is a solution of (2.30). 
Example 2.2.2 Consider the equation 
[-[a:(^) + - 37r^^^ ~ ~ 2t - = 0 (2.31) 
so that 6  =  —1, n  =  3 ,  a { t )  =  l/Z, p { t )  =  4/(22 — 3%'), r(i) = t — 7r/2, cr{t) = t — 7x, 
q{t) = 2/(2i — tt). By Theorem 2.2.1, every solution of (2.31) is either oscillatory or 
tends to infinity as t approaches infinity. It is easy to verify that x{t) = tcost is a 
solution of (2.31). 
Example 2.2.3 Consider the equation 
[ x { t )  +  e " ~ * ' x { t  — 7r)](^) 4- e^^'^(4 + e~'')x{t ± 2t:) = 0 (2.32) 
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so that 5 = 1, 71 = 4, a { t )  = 1, p { t )  = t{ t )  =  t  —  7r/2, a { t )  =  t  ±  27r, 
q { t )  =  e^^(4 + e~'). Applying Theorem 2.2.1, one can conclude that every solution of 
(2.32) is oscillatory. In fact, x{t) = e'sini is a solution of (2.32). 
Remarks. 1.) If 5 = 1, n = 2, a { t )  = 1, r(f) =  t  —  t,  c r { t )  =  t  -  a ,  and f { x )  =  x ,  
then the results of J. R. Graef et al.[25] are obtained. 2.) If 6^ = 1, mis even, 
T{t) = t — T, (T{t) = t — a, a{t) = 1 and f{x) = z, we recover the theorem proved by 
A .  S .  T a n t a w y  a n d  R .  S .  D a h i y a  [ 4 9 ] .  3 . )  I f  5  =  1 ,  n  =  2 ,  r ( Z )  =  t  —  r ,  c r { t )  =  t  -  a ,  
and xf{x) > cx^ > 0 for z ^ 0, we have the results of B. S. Lalli and S. R. Grace 
[22] for p{t) = 1. 
If we restrict ourselves to the bounded solutions of (2.4), then the condition 
(2.19) of Theorem 2.2.1 can be weakened as follows: 
Theorem 2.2.2 Let f be increasing and a{t) = 1. Suppose that 
for every c > 0. Then 
(i) every hounded solution x{t) of (2,4) is oscillatory when ( — 1)"S = 1, and 
(ii) every bounded solution of x[t) of (2.4) is either oscillatory or satisfies 
when ( —1)"5 = — 1. 
Proof: Let x { t )  be a nonoscillatory solution of (2.4). We may assume that x { t )  >  0 
eventually. Clearly, there exists a ti > to such that x{t), a:(r(i)), and x{(T{t)) are 
(2.33) 
liminf |a:(i)| = 0 
t—oo ' ^ " 
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positive for t  >  t x .  Setting z { t )  = x{ t )  +  p { t )x{ T { t ) ) ,  it can be seen from (2.4) that 
6z(")(Z) < 0 for f > ti. In view of (c), we obtain that z("~i)(() is decreasing and 
that the derivatives of z{t) up to ra — 1 are eventually of constant sign. Since z{t) is 
b o u n d e d  i t  f o l l o w s  t h a t  t h e r e  e x i s t s  a .  t 2  >  h  s u c h  t h a t  f o r  t  >  
(_l)*:-i52^*''(<) > 0 for = 1,2, .,.,n - 1 if % is even (2.34) 
and 
( —l)^6z(*')(f) > 0 for A; = 1,2, ...,n — 1 if n is odd. (2.35) 
In both cases, we have 
lim = 0 for /s = 1,2, ...,n — 1. (2.36) 
Using (2.36),  we now integrate (2.4) n-times between t and oo to obtain 
(-ir«Woo) - z(()l = ^°°(3 - (2.37) 
where z(oo) = limt_^oo z { t ) .  
If ( —1)"(5 = 1, then we see from (2.34) and (2.35) that z ( t )  is increasing for t  
large. Since z{t) is also positive, we have as in Theorem 2.2.1, 
/(«((r(<)))>/((l-p(,T(f))c) (2.38) 
for ( > ^2 for some (g > ti and c > 0. Thus, from (2.37) and (2.38) we get 
z { o o )  -  z { t 2 )  >  - , — /  { s - t 2 T ~ ' ^ q { s ) f { ( l - p { a { 3 ) ) c ) ) d s ,  (2.39) (n — 1 j! Jtj 
which, because of (2.33), implies that z(oo) = oo and so contradicts to boundedness 
o f  z { t ) .  
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If ( —1)"5 = —1, then we see that z { t )  is positive and decreasing for t  >  t 2 .  So, 
from (2.37) it follows that 
it follows from (2.40) that 
liminf/(a:(i)) = 0 or liminft_oo ®(0 = 0. 
This completes the proof of Theorem 2.2.2 when x { t )  is eventually positive. The 
proof when a;(() is eventually negative is similar. 
If a { t )  ^ 1, then the previous theorem can be generalized provided a ' { t )  > 0. 
Specifically, we shall prove 
Theorem 2.2.3 Let a'{t) > 0 for t > to, and let f be increasing. If 
for every c > 0, then the conclusion of the theorem 2,2.2 holds. 
Proof: Suppose that there exists an eventually positive bounded solution of (2.4). 
Let z(t) = x{t) + Tp{t)x{T{t)). Then by part (ii) of Lemma 2.1.4, there is a T > 0 and 
an integer / E {0,1} with ( —1)"~'~^5 = 1, such that for i > T 
2(^2) > 7—- (2r'"^g(a)/((l - X<^(a))c)) (fd, (2.40) 
— 1 j! Jti 
On the other hand, since 
(2.41) 
z^''\t) > 0, fc = i,2,...; 
(_l)„_fc_i^(fc)(^) ^ fc = /,...n-l. (2.42) 
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By Taylor's formula for r > i > T, 
= " I ' + r  
In view of (2.42), it follows from (2.43) that 
> 1 j—[\s - ()"-'-X-zW(6))ja for T < i < r. [ n  —  I  —  l ) \  J t  
Letting r ^ oo and using (2.16), thus we obtain 
Hence 
(2-44) 
Clearly if ( —1)"6 = —1, then / = 0, and if ( —1)"(5 = 1, then / = 1. In both cases, the 
remainder of the proof is similar to that of theorem 2.2.3, and so it is omitted. 
The proof of the following corollary is exactly the same as that of Corollary 2.2.2. 
Corollary 2.2.2 Let ( —1)"5 = — 1, t{ t )  =  t  —  t, and suppose that there exists a 
positive number p which satisfies 0 < p{t) <p<l. Then 
(i) if8 = l, every bounded solution x(t) is either oscillatory or limt_^oo x{t) = 0, and 
(a) if 6 = —1, every bounded solution x{t) is either oscillatory or limt_oo ®(^) = 0. 
Remark. If a(i) = 1, then we recover Theorem 2.2.2. 
Example 2.2.4 Consider the equation 
[t-^^^[x{t) + - 1)]"']' - 42(f - 2f^H-^'"^x{t - 2)=/= = 0 (2.45) 
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so that 8  = —1, n = 4, a { t )  =  p { t )  — r(it) = < - 1, ( T { t )  =  t  —  2 ,  
q { t )  = 42(i — and /(a:) = .-c®/®. We note that Theorem 2.2.1 cannot be 
applied here, since (2.19) does not hold. However, by Corollary 2.2.2, every solution 
of (2.45) is either oscillatory or tends to zero as t approaches infinity. It is easy to 
verify that x{t) = 1/t is a solution of (2.45). 
In the following theorem we find oscillation criteria for all solutions of (2.4) in 
the case when a{t) and q{t) are periodic functions. Note that 
holds, since a { t )  and q { t )  are continuous and periodic. 
Theorem 2.2.4 Suppose that p(t) = p > 0, t( t )  =  t  —  r ,  c r ( t )  =  t  —  a ,  q { t )  a n d  a { t )  
Then the conclusion of the theorem 2.2.1 holds. 
Proof: Let x { t )  be a nonoscillatory solution of (2.4), say x { t )  > 0 for i > <i. Set 
z{t) = x{t) +px{t — r), w{t) = z{t) + pz{t — t), v{t) = w{t) +pw{t — r). Then clearly 
there exists (g > h such that for t > t2, z{t) > 0, w{t) > 0, and v{t) > 0. For t > (g, 
are r periodic, and that f is increasing and satisfies 
f { x  +  y )  <  f { x )  +  f { y ) ,  x , y  >  0 ,  
f i x  +  y )  >  f i x )  + f { y ) ,  x , y  < 0 ,  
f { X x )  <  \ f { x ) ,  x , X > 0 ,  
f { X x )  >  X f { x ) ,  z < 0, A > 0. 
smce 
( a ( i ) v ^ "  ^ ) ( ( ) ) '  =  { a { t ) w ^ " '  ^ \ t ) ) ' +  p { a { t ) w ^ "  ^ \ t  —  t ) ) '  
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+p[(a(i)2("~^'(Z - r))' + - 2t))'] 
=  { a { t ) z ^ " ~ ' ' - \ t ) ) '  +  2p(a(i)2("~^'(i - r))' 
+pZ(o(f)z("-:)(f - 2T))' 
= -6q{ t ) f { x { t  -  a - ) )  -  2p6q{ t ) f ( x { t  -  t  -  c r ) )  
-p^6q{t)f{x{t - 2r - cr)) 
and 
f { w { t - a ) )  =  f { z { t - ( T )  +  p z { t ~ T - a ) )  
<  f { z { t - c r ) ) + p f { z { t - T - a ) )  
=  f { x { t  -  < t ) +  p x { t  -  T  -  c r ) )  +  p f { x { t  -  T  —  c r )  
+px{t — 2r — cr)) 
<  f { x { t  -  c r )  +  p x { t  -  T  -  < r ) )  +  p f { x { t  -  t  -  a ) )  
+ p ^ f { x { t  - 2 t  -  a ) )  
we obtain 
6(a(()r("-'Y(() +  q { t ) f i w { t  -  a ) )  <  0. (2.46) 
it follows that, see the proof of Theorem 2.2.1, if u { t )  =  z { t )  or u { t )  =  w { t )  or u { t )  =  
v{t), then there is a T > 0 and an integer I 6 {0,l,....,n — 1} with ( —1)"~'~^(5 = 1, 
such that for < > T 
%('=)(() > 0 A; = 0, 1 , . . . , /  
(-l)n-'=-iu(fc)(f) > 0 A: = /,...,n-1. (2.47) 
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Clearly, / = n is possible only if 5 = —1, and in this case we have limt_oo = oo. 
So it suffices to take I ^ n whenever 5 = — 1. 
If ( —1)"5 = 1, then from (2.47), we see that u { t )  is increasing. So 
f { w { s  - <t)) > f { w { t 3  -  (t)), (2.48) 
for s  >  t a ,  since / is increasing as well. Now we integrate (2.46) from ^3 to t  to get 
8 a { t ) v ^ ' ^ ~ ^ \ t )  — S a { t 3 ) v ^ " ^ ~ ^ \ t 3 )  + f { w { t 3  - a ) )  f q { 3 ) d s < 0 .  (2.49) 
J t i  
Because J°° q{t)dt = 00, we conclude from (2.49) that —> —00 This is, 
of course, a contradiction with (2.47). 
Suppose that ( —1)"6 = —1. If / > 0, the argument goes exactly the same as 
above and obtains a contradiction. If / = 0, then, integrating (2.46) from (3 to 00 
and using (2.47) we get 
-5a(i3)i;^"~^'(i3) + f f { w { s - ( r ) ) q { s ) d 3 < 0 .  
J h 
Thus, 
[  f { w { 3  -  ( 7 ) ) q { s ) d s  <  6 a ( ( 3 ) i ; ( " " ^ ) ( ^ 3 ) ,  
which implies that 
liminf w ( t )  = 0. 
t—00 ^ 
Since w { t )  is monotone, this means that 
Hm w { t )  =  0. (2.50) 
Using the fact that 
0 < x { t )  <  z { t )  <  w { t ) ,  
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we conclude from (2.50) that 
lim x { t )  = 0. 
This completes the proof of Theorem 2.2.4. 
Remarks. 1.) J. Graef, et al.[25] proved this theorem when q { t )  is r periodic, 
a{t) = 1, n = 2, and 5=1. Thus the above theorem generalizes their results for arbi­
trary n in case of a more general equation (2.4). 2.) Corollary 2.2.1 holds. 3.) It can 
easily be seen from the proof of the theorem that the constant A can be fixed as A = p. 
In the next theorem we assume that p { t )  <  0 and are concerned with the bounded 
solutions of (2.4). 
Theorem 2.2.5 Assume that there exist negative numbers pi and p and a positive 
number r such that 
— co < pi < p { t )  <  p  <  —1, T { t )  =  t  —  T .  
I f  a { t )  i s  n o n d e c r e a s i n g  a n d  
(2.51) 
then 
(i) every bounded solution of (2-4) is oscillatory when ( —1)"5 = 1, 
(a) every bounded solution x{t) of (2.4) is either oscillatory or 
lim x { t )  = 0 
when ( —1)"6 = —1. 
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Proof: Let x { t )  be a nonoscillatory bounded solution of (2.4). We may assume that 
x{t) is eventually positive. Let z{t) = x[t) + 'p{t)x{t — r). We claim that z{t) is 
eventually negative; otherwise, 
x { t )  >  — p { t ) x { t  — r) > — p x { t  —  r), 
so by induction we would have 
x { t )  >  { — p ) ' ' x { t  —  n r ) ,  
or 
x { t  +  n r )  >  ( - p ) " x ( t ) ,  
for every positive integer n. But this last inequality implies that x ( t )  —+ oo as f —> oo, 
contracting to our assumption that x(t) is bounded. 
Proceeding as in the proof of part (i) of Lemma 2.1.4, one can show that either 
Sa(t)z("~^^(t) > 0 eventually or lime_oo 2^"~^'(^) = oo. But limt_»oo = oo 
implies that limt_oo S z ( t )  =  o o  and this is a contradiction with x ( t )  being bounded. 
Thus > 0 eventually, and therefore 6z("^(t) < 0 eventually. In view 
of the fact that z ( t )  is bounded, there exist a t i  and a number I  6 {0,1} with 
( —1)"~'(5 = 1, such that for all i 
< 0 i=0,l,2,...4 
(-l)''-'z(')(() < 0 i = /,...,n-1. (2.52) 
From (2.26), 
-  8 a { t ) z ' ' ^ ~ ^ \ t ) - \ - q { s ) f { x { ( T { s ) ) ) d s < Q .  (2.53) 
Using the fact that 
— < — 
a ( s )  a ( t )  
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for all a > ( in (2.53) we have 
Since z { t )  is bounded, (2.52) implies that 
lim z(')(^) = 0, for Î = 1,2, ...,n — 1. (—*00 
So, integrating (2.54) (re — 2) times from f to oo we have 
(-1)"--Ml) + r-^>t r 44(^ - < 0. (2.65) ( n  —  J t  )  
A final integration of (2.55) between ti and oo reveals that 
i - i r s i z i h )  -  z(oo)l + r 44(» - i.rvw^(»)))<i^ < O, (2.56) (re — ij! Jti a^s) 
where z(oo) = limt_«oo z((). 
Suppose ( —1)"6 = 1. Then z { t )  is eventually increasing, and so from (2.56), 
1  TÛ /  ~  ^ i)"~V(®(<'"('S)))  <-2(i i) .  (2.57) (re — ij! j 
In view of (2.51), we conclude from (2.57) that 
liminf /(%(()) = 0, and hence, liminft_oo x { t )  = 0. 
We shall now proceed to show that 
lim x { t )  = 0. 
É—*00 
Because of (2.52) with / = 0, it is clear that z { t )  approaches to a finite limit L  a . s  t  
tends to infinity. By Lemma 2.1.3, we see that L = 0. 
36 
So, 
Since z [ t )  <  0 and z(^) —> 0 as i —+ oo, given £ > 0 there exists a T  such that 
z { t )  >  — e  for all < > T .  
x { t )  +  p { t ) x { t  —  t )  >  — e  
x { t )  >  - £  -  p x { t  -  t )  
— p x { t )  < e + a:(i + r) 
{ - p Y x { t )  <  £  —  p £  +  x { t  +  2 T )  
( - p ) " x ( t )  <  £  —  p e  +  •  •  •  ( — p ) " ~ ^ £ - I - x ( t  +  n r )  (2.58) 
Letting M be a bound for x ( t )  and simplifying (2.58), we obtain that 
x(t)<£^~^J "~\m(-p)-". (2.59) 
1 + p 
Because (—p)~" goes to zero as n tends to infinity, and e is arbitrary, from (2.59) we 
have x(t) —> 0 as i —» oo as desired. 
Suppose that ( —1)"<J = —1. It follows from (2.56) that 
7—^ [ 44(5 - ti)''-^f{x{(T{3)))ds < -z(oo). (2.60) 
(n — ij!  Jti  )  
Because z ( t )  is bounded and 1  =  1 ,  limt_oo •^(i) exists. By the above argument we 
have 
liminf x ( t )  — 0 t-»oo ^ 
and by Lemma 2.1.3, 
z { t )  —> 0 as i —> oo. 
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But this contradicts to the fact that z { t )  is negative and decreasing, and hence proves 
that x{t) is oscillatory. The case when x{t) is eventually negative is similar. 
2.2.2 Mixed type neutral equations 
Here we assume that x f { x )  >  k x ^  for some k > 0, a'{t) > 0, and cr{t) > t is 
nondecreasing, we obtain the following oscillation theorem. 
Theorem 2.2.6 Let xf{x) > kx^ for some k > 0, a'{t) > 0, and cr(f) > t be 
nondecreasing. Suppose that 
Then the conclusion of the theorem 2.2.1 holds. 
Proof; Assume that x { t )  is a nonoscillatory solution of (2.4), say x { t )  >  0 eventually. 
Proceeding as in Theorem 2.2.3, we see that fot t > T and ( —1)"~'~^(5 = 1, 0 < / < 
71—1 
limsup / -^(s - i)"^ ^g(a)(l - p { a - { 3 ) ) ) d s  >  (2.61) 
t—>00 vt j AÎ 
(2.62) 
If / = 0, then ( —1)"5 = —1, and from (2.62) we have 
which, in view of 
implies that 
liminf x ( t )  —  0. t-+oo ^ ' 
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Now suppose that 1 < / < n — 1. Integrating (2.62) with I = 1 from t to cr(f), it 
follows that 
z { ( T { t ) )  >  z { c r { t ) )  -  z { t )  >  — / (a - 0"" -^/(«(^(a))) ja. (2.63) [ n  —  1 j! J t  a^sj 
We claim that (2.63) also holds for 1 < / < n — 1. Then, for I > 1, since z is 
increasing, cr(i) is nondecreasing, r(i) < t , and x(t) < z{t) it follows from (2.63) 
that 
and 
--«) < (2.65) 
By (2.64) and (2.65), 
(2.66) 
Clearly (2.66) contradicts to (2.61). 
Since I = n only if 5 = —1, and in that case, limf_oo «(i) = oo, to complete 
the proof, we now show that the above claim holds. Since z('~^'(i) > 0 for i > T, 
integrating(2.44) from T to t we have 
z (n — /)! J t  a { s ) '  
Repeating the above procedure we obtain, 
( ^ _ y ) n - 2  . o o g ( 5 )  
(71-2)! J t  a(s) '  
Integrating (2.67) from t  to ( T { t ) ,  we arrive at (2.63). The proof is now complete. 
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Remarks: 1.) Corollary 2.2.1 holds. 2.) If <5 = 1, a { t )  = 1, f { x )  =  x ,  and p { t )  = 0, 
then Theorem 2.2.6 reduces to a theorem of R. Olah [43]. 
Before our next theorem, we introduce the notation: 
Mf = max{limsup -T^,limsup 7^} > 0. (2.68) 
x—*oo J\^) X—»—00 /(*cj 
Theorem 2.2.7 Let Mf < 00, a' { i )  >  0, and a{t) > t be nondecreasing. If 
fc{t) 1 
limsup / ——-(s - f)"~ g(s)(l — p(cr(s))) (/a > (n — 1)!M/, (2.69) 
i—*00 6 j 
then 
(i) every solution of (2.4) is oscillatory or liminfi_oo |z(()| = 0 when S = I, and 
(ii) every solution of (2.4) is either oscillatory or satisfies 
lim |a:(i)| = 00 or liminft_4oo |z(()| = 0 
when S = —1. 
Proof; Assume that x { t )  is a nonoscillatory solution of (2.4), say x { t )  >  0 eventually. 
As in the previous theorem, for 0 < / < n — 1 with ( —1)"~'~^6 = 1. 
> i—- fi, - (2.70) 
—  I  —  I j !  J t  ( 1 ( 5 j  
Case 1: I = 0. From (2.70) we have, 
s < T ) .  (2.71) 
On the other hand, (2.69) implies that 
I  -  P { < ^ { i ) ) ) d t  =  0 0 ,  
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and consequently, 
For if 
then by (2.69), 
{n — ly.Mf < limsup [ —j—r3' ^ ~ ^ q { s ) { l  - p(tr(s))) d s  =  0, 
t—*00 */ ( 
which is a contradiction with (2.68). Therefore, from (2.71) we can conclude that 
liminf x { t )  =  0. 
t-^oo ^ ' 
Case 2: I — 1 and x{t) is bounded. Integrating (2.70) from T to oo, we have 
z(oo) - z(r) > /"(" - rr'^/(»(<T(»)))<(s. (2.72) 
By the same argument above, it follows that 
liminf x ( t )  = 0. 
t-<oo ^ ' 
Case 3: I > \ or I = \ with x{t) unbounded. Note that if / > 1 then x{t) is 
unbounded, and that (2.63) holds if / > 1, (see the proof of the previous theorem). 
Thus, from (2.63) we see that 
'M')) Ï ("3) 
In view of 
«(<) > (1 -?(<))<(), 
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from (2.73) we get 
--('W ^ iéry. O' -
(2.74) 
Using the fact that z { t )  is increasing, we obtain 
<" - 700#) - r"(' - T-'^d -pW.)))-;- (2.75) 
Letting i > oo we get a contradiction to (2.69). If / = ra, as before we obtain 
limt_4oo ®(0 = oo. This completes the proof. 
Remark. Corollary 2.2.1 holds. 
To see this, note first that we only need to consider the case where 
liminf x { t )  = 0. 
t-.oo ^ ' 
Since limt_oo z(f) exists, it follows from Lemma 2.1.3 that 
lim z ( t )  = 0. 
t-.oo ^ 
Clearly, this is not possible when ( —1)"5 = 1. If (—1)"6 = —1, then, in view of 
0 < x{t) < z{t), we have 
lim x ( t )  =  0. 
t—oo ^ ' 
Theorem 2.2.8 Let a'{t) > 0 and cr{t) > t be nondecreasing, and assume that f is 
nondecreasing and superlinear in the sense that 
r m < - '  r m < -
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then the conclusion of theorem 2.2.1 holds. 
Proof; Let x { t )  be a nonoscillatory solution which eventually takes on positive values 
o n l y .  A s  i n  t h e  p r o o f  o f  t h e o r e m  2 . 2 . 3 ,  f o r  i  >  T  a n d  (  — = 1 ,  0 < / < n  —  1  
we arrive at 
If / = 0, then ( —1)"(5 = —1, and from (2.78) we have 
1  r ,  r p s n - l Q i ^ )  
(n — 1)! JT a(s) 
which, in view of 
impHes that 
liminf a:(<) = 0. 
Suppose that / > 1. Since z is increasing, cr is nondecreasing, r(i) < t , and 
x{t) < z{t) we have for a > ( 
a:(o-(5)) > (1 - p)z(o-(s)) > (1 - p ) z { < T { t ) )  > (1 - p ) z { t ) .  
Therefore, 
(2.79) 
\ n  —  I  —  I j i V t  < 1 ( 5 )  
If / = 1, integrating (2.79) divided by /((I — p ) z { t ) )  from T  to 00, we get 
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If / > 1, then > 0 for ^ > r, and so by integrating(2.79) from T to i we have 
Repeating the above procedure we obtain, 
:'(() ^ - T)"-' r 9(^)  [ t   r  f - g  
-  ( 7 1 - 2 ) !  J t  a {  
d s .  
/((I -P)4^)) n- t  s )  
If we integrate the last inequality from T to oo we see that (2.80) holds. Thus if 
1 < / < 71 — 1, then by (2.80) we obtain 
But this last inequality contradicts to (2.76) and (2.77). The proof of the theorem is 
now complete, since the case I = n leads to 6 = — 1 and limt_oo x{t) = oo. 
Remark. Corollary 2.2.1 holds. 
2.2.3 Neutral type delay equations 
Theorem 2.2.9 Let a'{t) > 0 and a'{t) > 0, and assume that f is nondecreasing 
and superlinear in the sense that it satisfies (2.76). Suppose that 
a{t)"-'^dt = oo. (2.82) 
Then the conclusion of theorem 2.2.1 holds. 
Proof: Proceeding as in the proof of theorem 2.2.8 we see that for i > T and 
( —1)"~'~^5 =1, 0<^<ra — 1 (2.78) holds. Moreover, since (2.82) implies (2.77), if 
1 = 0 then we have 
liminf x ( t )  =  0. 
t-*<x 
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Applying the lemma 2.1.3, we obtain 
lim z ( t )  =  0. 
t-.oo ^ 
Therefore, in view of 0 < x ( t )  < z(f), we can conclude that 
lim x { t )  =  0. 6—*00 
Suppose that I  > 1. Replacing t  by a { t )  in (2.78) and using the fact that ( T { t )  <  t  
we have 
>  - ,  ^  r ( . " { ' ) ( 2 . 8 3 )  (n — J — i yt a(s) 
Therefore if / = 1, 
--vw) > /(«(<'('))) ds (2.84) 
Suppose that / > 1, so that > 0 for f > T. Integrating (2.83) multiplied by 
c r ' { t )  from T to < we have 
, < - ) ( . ( ( ) )  >  / -  f | ^ / ( ( i  -  p ) . H s m  i s .  
Repeating the above procedure, we obtain 
A ' W )  >  "'y""' r # / ( ( !  -  PM4«)) ds. (2.85) { n  —  i ) \  J t  a ( 5  )  
On the other hand, 
a:(o-(5)) > (1 - p)z(<T(g)) > (1 - p)z{(T{t)) 
and so 
f { x { ( T { 3 ) ) )  >  / ( ( I  -  p ) z { ( T { t ) ) ) .  
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In view of this last inequality, if we multiply (2.84) and (2.85) by c r ' ( t ) / f { { l  -
p)z{a{t))) and integrate from T to oo, then we get 
= ..... 
But the inequality (2.86) is a contradiction with (2.76) and (2.77). Since I = n leads 
to 5 = —1 and limt_oo x{t) = oo, the proof of the theorem is now complete. 
Theorem 2.2.10 Let xf{x) > kx^ for some k > 0, a'{t) > 0, and cr{t) < t be 
nondecreasing. Suppose that for every I € {l,2,...,n — 1} such that ( —1)"~'~'5 = 1 
and for some m 6 {0,1, ...,n — / — 1} it holds 
limsup f [s - (T(«)]"~'~"'"^[<r(i) - (t(s)]'"[<7(s)] '[1 -  p(cr(s))]^ cia 
t — o o  J < 7 { t )  a [ s )  
> (2.87) 
k 
Then every solution is oscillatory if 6 = land n is even, and every solution is either 
oscillatory or satisfies limt_oo |®(^)| = oo if 6 = —land n is odd. Moreover, if 
j t ^ ~ ^ q { t )  d t  =  o o  (2.88) 
is also satisfied, then every solution is either oscillatory or else 
liminf |z(^)| = 0 or limt_oo |®(i)| = oo 
when 5 = — 1 and n is even, and every solution is either oscillatory or satisfies 
liminf |a:(i)| = 0, 
when 6=1 and n is odd. 
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Proof; Let x { t )  be a nonoscillatory solution of (2.4) such that a:(r(i)) > 0 and 
x{<T{t)) > 0 for ^ G [to,oo),to > 0. Then with regard to Lemma 2.1.4 there exist 
il € [(o,oo) and I E {0,1,...,re} such that ( —1)""'~^5 = 1 and 
> 0 on [<1, oo) for 0 < i </, 
( —l)'~'2'*^(i) > 0 on [^1, oo) for / < i < n. (2.89) 
Suppose that 0 < / < n — 1 and ( —1)"~'~M = 1. Since is a decreasing 
function, in view of (2.89), using the generalized mean value theorem we have 
z { t )  >  ^ ^-yi^z(')(Z), on [ii,oo) for 0 < / < n - 1, 
and hence, for sufficiently large 
z((7(i)) > ^^l^l^z(')(,7(<)), t > t 2 ,  0 < l < n - h  (2.90) 
By Taylor's formula îov s > t > t2, 
+  f ,  _  ^ ^ n _W- l (_^^W(r))  d r .  (2.91) 
[ n  —  I  —  J  —  I j l  J t  
From (2.91) with regard to (2.89) we get 
(-l)'z<'+''W)) > -, , [' Ir - <r(t)r-'-'-'(-7z'">(r))dr (2.92) 
(n — i  — J — i j l  J i r ( t )  
for (2 < ( r ( t )  <  t .  Observing that 
®(0 > { ^ - P { t ) ) z { t )  
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and 
for t sufficiently large, we have 
o(rj 
a(rj 
> A^(l _ p((T(r)))Ml)^z'(^(r)). (2.93) 
a { r )  l \  
Also, from (2.89) for r  6 [ ( T { t ) , t ] , j  = 0, we get 
,(0(^(,)) > (2.94) 
for any i G {0,1, ...,n — / — 1}. Letting i = m in (2.94) it follows from (2.93) that 
q/[v j i * 77% » 
If we use the last inequality in (2.92), we obtain 
(.-'-m-l). > kj' -'•>' -J'-»" 
V(tit) '• 77%« til r i 
or 
K /?(() 
So for t sufficiently large we get a contradiction to (2.87). Thus either / = n or / = 0. 
The case I  =  n ,  { 6  =  -1), leads to limt_oo ^(Z) = oo, and 1  =  0  may exists if 
6 = —1 and n is even or (5 = 1 and n is odd. Noting that z(t) is positive and its 
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derivatives of order up to n — 1 tend to zero as t approaches to infinity, it can be 
shown, since (2.88) holds, that 
liminf x ( t )  = 0. 
e-.oo ^ '  
This completes the proof. 
Remark. Corollary 2.2.1 holds. 
Corollary 2.2.3 Let xf{x) > kx^ for some k > 0, a'{t) > 0, and cr(t) > t be 
nondecreasing. Suppose that for some m E {0,1,...,n — / — 1} it holds 
limsup f [s-cr(f)]"-'"-2[<r{<)-(T(a)]'"[o-(a)][l-p(cr(a))]^cis 
6 — 0 0  a ( s )  
> (2.95, 
Then, every hounded solution is oscillatory whenever ( —1)"5 = 1. 
Proof: If x { t )  is a bounded solution of (2.4), then / = 1. 
2.3 Some generalizations 
Here we consider the equation 
[a(f)z^"~^^(i)]'+ 5i^(i,a:(<ri(f)),x((72(0),-,,®(<7-m(0)) = 0, (2.96) 
where S  = ±1, a { t )  and p { t )  are as in (a) and (b), and z { t )  =  x { t )  +  p { t ) h { x { a - { t ) ) ) .  
and the functions F and h satisfy 
(1) F  G C([(o, oo) X R ^ , R )  and x i F { t ,Xi,X2, ....,Xm) > 0, for x ^ x i  > 0, i = 
2 , 3 , . . . ,  rn .  
(2)  (T,  6  C([<o,oo) ,^+) ,  l imf_oo <7">(0 = oo,i = l ,2 , . . . ,m.  
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(3) î / i , î/2, . . . ,ym)|  whenever |a: , |  <  ji/il, .r.y; > 0 for 
X —  * * * }  •  
(4) h  6 C { R ,  R ) ,  0 < h { x ) l x  <  1. With regard to the function F ,  for some cases 
we shall also require that 
sgnœiF(<, . 'Ci, . . . ,a:^) > g(() |zi |  (2.97) 
or 
tCi  ^  . . .5  *Cm )  ~  (2.98) 
The proof of the following theorem is similar to those of theorems in the previous 
sections. Therefore it is omitted. 
Theorem 2.3.1 (A) If for every c > 0 it holds 
J  F { t , { l  -  p { c r i { t ) ) ) c , ( l  - p( CT2(0))c,....,(1 -  p { a , n { t ) ) ) c )  d t  =  00, 
then the conclusion of Theorem 2.2.1 holds. 
(B) Let f be increasing and a(t) = 1, Suppose that 
J (1 - p(c7i(f)))c, (1 - p { ( r 2 { t ) ) ) c , ...., (1 - p { c r ^ { t ) ) ) c )  d t  =  00, 
for every c > 0.  Then the conclusion of Theorem 2.2.2 holds. 
(C) If a'{t) > 0 and for every c > 0 it holds 
I - P(<^i(0))c, (1 - p{o-2{t)))c,(1 - p(a-m{t)))c) dt = 00, 
then the conclusion of Theorem 2.2.3 holds. 
(D) Suppose thatp{t) = p > Q, t { t )  =  t  —  r ,  a { t )  =  t  —  a ,  q { t )  a n d  a { t )  a r e  r periodic, 
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and that (2.98) holds and 
G{^X\ -{• yi f •••f Xm "I" y m ) ^ 4" 2/m )) > 2/i ^ Oj 
^(®1 4" 2/l » •••) ®m "t" 2/m) ^ "f" ^(Z/l) •••> 2/m)) 2/i 0) 
AiC J J. •. ) AiCy^ ) ^ ACr^iCj J. • • ) tC^ ) J iCj O^A 0, 
G { X x i , . . . , X X m )  >  X G { X i , . . . , X m ) ,  Z, < 0, A > 0. 
Then the conclusion of Theorem 2.2.4 holds. 
(E) Assume that there exist negative numbers p\ andp and a positive number r such 
that 
-OO < Pi < p{ t )  < p < -1,  T { t )  =  t -  T .  
If a{t) is nondecreasing and for every c > 0 
1 / ^^F(f,c,...,c)df = oo, 
a{t)' 
then the conclusion of Theorem 2.2.5 holds. 
(F) Let (2.97) he satisfied, a'{t) > 0, and a'-[{t) > t be nondecreasing. Suppose that 
limsup / —r-r(5-i)" g(s)(l - p(cri(s))) c/a > (n - 1)!. 
f—too vt J 
Then the conclusion of the theorem 2.2.6 holds. 
(G) Let (2.98) be satisfied, a'{t) > 0, 0 < p{t) < p < 1, and let there exist an 
increasing function a such that t < o-{t) < cr,(^), i = l,2,...,7n. If 
Mf = max{limsup —— -, limsup —— -} < oo 
®--*00 vT ^ *C ^ ®—• ~*00 CT ^ 2/ ^ 
and 
/-«-(t) 1 , (n— 11! 
l i m s u p /  — r-T(6 — ()" q{s)ds>— Mf, 
t-.oo Jt ) 1 — p 
51 
then the conclusion of the theorem 2.2,7 holds. 
(H) Let (2.98) he satisfied, a'{t) > 0, 0 < p{t) < p < 1, and let t < ai{t), i = 
l,2,...,7n. If G is nondecreasing and satisfies 
f°° du r-°° 
and if 
then the conclusion of theorem 2.2.8 holds. 
(I) Let a'{t) > 0, 0 < p{t) < p < 1, and cr'{t) > 0, and let (2.98) hold. Suppose 
that there exists an increasing function a such that cr{t) < t and cr{t) < a-i{t), i = 
l,2,...,Tn. If G is nondecreasing and satisfies (2.99), and if 
i{t) 
then the conclusion of theorem 2.2.9 holds. 
(J) Let (2.97) he satisfied, a'{t) > 0, anda\{t) < t be nondecreasing. Suppose that for 
every I E {l,2,...,n—1} such that{ — l)"~'~^S = 1 and for some m E {0,l,...,n—/—1} 
it holds 
limsup f [a-<ri(s)]'"[cri(s)]'^[l-p(<ri(s))]c?s 
«-.oo J(Ti{t) a(sj 
> l\m\{n — I — m — 1)!. 
Then the conclusion (i) of the theorem 2.2.10 holds. Moreover, if 
j t^~^q{t) dt = oo 
is also satisfied, then the conclusion {ii) of the theorem 2.2.10 holds. 
(K) If 5 = 1, p{t), and a'{t) are nonnegative, then every nonoscillatory solution of 
(2.4) satisfies the conclusion of the theorem 2.4.1. 
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2.4 Notes 
In this chapter our purpose was to establish sufficient conditions for oscillation of 
solutions of NFDEs and therefore we provided no result concerning the nonoscillatary 
solutions. However, the following nonoscillation theorem for the solutions of (2.4) 
when 6=1, p{t) > 0, and a'{t) > 0, which extends and generalizes a theorem of J. 
R. Graef, et al. [25], is to be proved. 
Theorem 2.4.1 I f S  =  l ,  p { t ) ,  a n d  a ' { t )  a r e  n o n n e g a t i v e ,  t h e n  e v e r y  n o n o s c i l l a t o r y  
solution of (2.4) satisfies the following; 
i.) |z(<)| < for some constant c > 0 and all t > max{l, (o}. 
a.) ift'^~^fp{t) < 0 0 ,  then |a:(^)| < 00. 
Hi.) if t'^~^/p{t) 0 as t cx), then x{t) —> 0 as i —> 00. 
Proof; Let x { t )  be a nonoscillatory solution of (2.4) and let t i  > t g  be such that 
x{a-{t)) > 0 and x{T{t)) > 0 for i > <i. Set z{t) = x{t) + p(i)a;(r(i)), and notice that 
z{t) > 0 for i > il. it follows that < 0 for < > and (2.42) holds. Thus 
2("-i)(f) > 0 for i large. By Taylor's theorem applied to the function z { t )  about t \  
we have 
Z { t )  <  z { t i )  +  z ' { t i ) { t  -  t i )  +  z " { t i ) -  2 ^  +  1 -  )  
or 
^ {t — tiT' ~ ^1)^ "z(^i) + — ^1)^ "^'(fi) + • • • + ^\(i)]. (2.100) 
From (2.100) it follows that for some constant c > 0, 
z { t )  <  
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Since p { t )  is assumed to be nonnegative, clearly 
x { t )  <  
( i )  holds. Moreover 
p { t ) x { a { t ) )  <  
and hence ( i i )  and { i n )  follow. The proof for the case x { t )  < 0 is similar. 
As a last note, we would like to point out that if under the assumptions made 
in this chapter, one considers a nonhomogeneous equation of the form 
( a ( i ) [ . ' c ( i ) + P ( 0 ® ( ^ ( 0 ) ] ^ " " ^ ' ) '  +  < ^ 9 ( 0 / ( ® ( « ^ ( 0 ) )  =  6  = ±1, (2.101) 
where p { t )  is an oscillatory function such that limt_oo p { t )  =  0, and defines a function 
z{t) by z{t) = x{t) + p{t)x{T{t)) — p{t), then it is possible to prove that the results 
obtained for the solutions of (2.4) remain valid for the solutions of (2.101). In the 
next chapter, where a similar equation is studied, we will show how this is accom­
plished. 
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3. OSCILLATION OF ARBITRARY ORDER NEUTRAL 
FUNCTIONAL DIFFERENTIAL EQUATIONS WITH FORCING 
TERMS 
3.1 Introduction 
In this chapter we study the ra-th order neutral differential equations of the form 
+ 79i(^)/i(®(<^i(0)) + Sq2{t)f2{x{a2{t))) = h{t) (3.1) 
where z { t )  = x { t )  +  p { t ) x { T { t ) ) ,  7 and 6  G { — 1,0,1}. The following conditions are 
also assumed to hold throughout without further mention: 
(a) p,qi,T,ai G 6'([a, 00), iE), a > 0, and fi,h G C{R,R)] 
(b) qi{ t )  > 0, 0 < p { t )  <  1; 
(c) x f i { x )  >  k i X ^  for some Ai>0 for i  =  1,2; 
(d) T { t )  <  t ,  and ctj and erg are nondecreasing; 
(e) limt_oo T { t )  = limt_oo c r 2 { t )  = 00. 
We provide sufficient conditions for (3.1) to be almost oscillatory in the sense 
that every solution x{t) of (3.1) is either oscillatory or else lim^^w l®(OI = 00, or 
liminft_oo |z(^)| = 0. A further condition is given which precludes the possibility 
that limt_<» |a;(()| = 00 in the above statement. 
Recently results of this type have been obtained in [1] for nth order functional 
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differential equations. However these results are for the case when p { t )  =  0 and 
fi{x) = x. Consequently, the results in this work are new and, in some instances, 
extend results for (3.1) when fi{x) = x and p{t) = 0. Furthermore, the results in 
section 3.4 extend and improve results for (3.1) when f{x) = x, p(t) = 0, and k(t) = 0 
(see [37]). 
We will study the equation (3.1) in the case when S = 0, jS > 0 (mixed type 
equations), 7 = 0 (retarded type equations). Our method cannot be applied to the 
case when jS < 0. We shall say that a neutral equation is of generalized mixed type 
if it is mixed on some subset S of [io, 00), and retarded on [io, 00) — 5. An n-th order 
neutral equation of generalized mixed type will also be studied. 
In most of our theorems we will require that either a second order ordinary dif­
ferential equation or a second order delay differential equation be oscillatory. Lemma 
3.1.1 will be an essential tool in our proofs. We will use lemma 3.1.2 and theorem 
3.1.1 to obtain explicit conditions for oscillation of the second order equation. This 
is quite important because it is not always easy to check whether or not a second 
order equation is oscillatory. 
Lemma 3.1.1 (Onose [45]) The equation 
x"{t) + k{t)x{g{t)) = 0, t  >  a  (3.2) 
is nonoscillatory if and only if there exists an eventually positive x{t) satisfying 
x " { t )  +  k { t ) x { g { t ) )  <  0 ,  t > a  (3.3) 
where g{t) G C^([a,oo)), g { t )  <  t ,  g { t )  0 0  as t 0 0 ,  and g'{t) > 0; k { t )  G 
C([a,oo)), k{t) > 0. 
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Lemma 3.1.2 (Mahfoud [42]) Let g~^{t) he the inverse function of g{t). If the 
ordinary equation 
is oscillatory, then the delay equation (3.2) is oscillatory. 
Theorem 3.1.1 Consider the second order ordinary differential equation 
x " { t )  +  k { t ) x { g { t ) )  =  0 ,  t  >  a .  (3.5) 
("Fife /igoy; 
f k { s ) d s  =  o o ,  (3.6) 
J  a  
then (3.5) is oscillatory. 
(a) (Hille [34]) Suppose (3.6) fails. Then equation (3.5) is oscillatory if 
limsupi f k { 3 ) d s  >  1, (3.7) 
t—+00 Jt 
or if 
k { s ) d s  >  1/4. (3.8) 
3.2 Mixed type equations 
In this section we consider the equation (3.1) with 6 = 0 and cri{t) > t. Clearly 
the resulting neutral equation is of mixed type. 
Theorem 3.2.1 Assume that 
(1) there exists an oscillatory function p{t) such that 
=  h { t )  a n d  l i m t - , 0 0  p { t )  =  0, (3.9) 
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(2) the second order ordinary differential equation 
- rr'(l - p(^i(i)))9i(0«(0 = 0 (3.10) (n - Ij! 
is oscillatory for some 0 < A < 1 and for every T > 0. 
f i )  I f ' y  =  1 ,  t h e n  e v e r y  s o l u t i o n  x { t )  o f  ( 3 . 1 )  i s  o s c i l l a t o r y  w h e n  n  i s  e v e n ,  a n d  e v e r y  
solution x{t) of (3.1) is either oscillatory or satisfies 
liminf |z(()| = 0 {-•oo ' \ 
when n is odd . 
(ii) Iff = —1, then every solution x{t) of (3.1) is either oscillatory or else 
Hm |a:(i)| = oo or liminft_oo |®(0I = 0 
when n is even, and every solution x(t) of (2.4) is either oscillatory or else 
lim |x(<)| = oo 
t-oo ' ^ " 
when n is odd. 
Proof; Let x { t )  be a nonoscillatory solution of (3.1). Without loss of generality we 
may assume that x{t) is eventually positive. Since T{t),ai{t) —> oo as t ^ oo, z(f)and 
z ( c r i ( ( ) )  a r e  a l s o  e v e n t u a l l y  p o s i t i v e .  N o w  c o n s i d e r  t h e  f u n c t i o n  y { t )  =  z { t )  —  p { t ) .  
Then, from (3.1), — ~?i/i(®(<''i(0))> so that y^"\t) is eventually of one-
signed. Thus the lower derivatives y ^ * ^ { t ) ,  0  <  i  <  n —1, are monotone and one-signed 
f o r  a l l  s u f f i c i e n t l y  l a r g e  t ,  s a y  t  >  t o .  I f  y { t )  <  0  f o r  (  >  t o ,  t h e n  0  <  z { t )  <  p { t ) ,  
t > to, which shows that p(t) takes on only the positive values for arbitrarily large 
t. But this contradicts to p{t) being an oscillatory function, and so we must have 
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y ( t )  > 0 for i > to- From (m) of Lemma 2.1.4 it follows that there is an integer 
/ 6 {0,1,.(-1)"~'"^7 = 1, and a, T > to such that 
> 0 on [ T ,  oo) for 0 < i < /, 
( —l)'~'i/^'^(i) > 0 on [T,oo) for / < i < n. (3.11) 
Suppose that 0 < / < n — 1 and ( —1)"~'~^7 = 1. Then by Taylor's theorem, we 
have 
n—/—1 
( n - / - l ) !  
Now using (3.11), we get 
y"'W > , /'(» - ds, T<t<r. 
Letting r ^ oo and integrating from T to t, we have 
/-"(I) > z/'-Xr) + 
= y"''\T) + l" [/J(r - «r'-'ja] {-^y'"\r})dr 
+ £ [/^ '(r - s)"'-' (-7!/'"'(r))<<r, i > T. (3.13) 
By virtue of the inequality 
J^ir - ds > ^(i - T){r - T)"-'-i (T < i < r), 
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it follows from (3.13) that 
["{r - T)-'-',,(r)(-7!,'"'M)dr t > T. 
Let us denote the right-hand by u { t ) .  It is easy to verify that u ( t )  is positive and 
satisfies 
+ 7-^(( - r)"-'-i(-72/(")(0) = 0 t > T ,  (3.14) (n — J j! 
Recalling that y { t )  +  p { t )  =  z { t )  and using the increasing nature of y { t ) ,  it follows 
that z{t) is increasing as well. Therefore 
z { t }  =  x { t )  +  p { t ) z { T { t ) )  <  x { t )  + p { t ) z { t )  
or 
.•c(0 > (1 - p(0)z(() 
Since y { t )  is positive, increasing and p { t )  ^ 0 as ^ + oo, hence for large enough T, 
we have 
z { t )  >  >  T  
and so 
«(()> A(l-p(())y((), ( >T (3.15) 
where A is the constant appearing in (3.10). On the other hand, it can be shown that 
y { t )  s a t i s f i e s  f o r  t  >  T ,  
(3.16) 
Combining the inequalities (3.15) and (3.16) with the fact that ^ w(() we 
have for t > T, 
x { ( T i { t ) )  >  X { 1  -  p { < T i { t ) ) ) y { ( T i { t ) )  
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> A(1 -p(<Ti(()))l/(() 
> i((-r)'-'A( l -p(<7,(()))»(()• 
In view of the last inequality it follows from (3.14) that 
A i )  +  -  T r ' g i ( t ) ( l  -  p ( M i ) ) M t )  < 0 ,  t  >  T .  (3.17) ( n - 1 ) !  
Applying now a result of Atkinson [2] to (3.17) we see that the equation (3.10) has 
an eventually positive solution. This, however, contradicts to the hypothesis of the 
theorem, so that the integer I associated with y{t) must be 0 or n. 
It is clear that / = n is only possible when 7 = —1. In that case, 
> 00 as < —> 00 for i = 0,1, ...,n — 2, 
which implies that 
x { t )  —> 00 as i —> 00, 
since x { t )  + pa:(r(i)) > z { t )  =  y { t )  +  p { t )  and limt_oo p { t )  = 0. 
The case / = 0 is possible when 7 = 1 and n  is odd, or 7 = — 1 and n  is even. 
In both cases y{t) decreases to a nonnegative number, say c, as t grows to infinity. 
Noting that the oscillation of (3.10) implies that 
J  -  p { a i { t ) ) ) q i { t ) d t  =  0 0 ,  
and therefore 
J  d t  =  0 0 ,  (3.18) 
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it is not hard to see that 
liminfa:{i) = 0. (3.19) 
Theorem 3.2.2 In addition to the hypotheses of Theorem 3.2.1, suppose that 
limsup&i / [(Ti(s) — (1 - p(cri(f)))gi(a) (/s > (n - 1)!. (3.20) (—*oo «/1 
(i) If J = 1, then every solution x{t) of (3.1) is oscillatory when n is even, and every 
solution x{t) of (3.1) is either oscillatory or satisfies 
liminf |a;(i)| = 0 
t-.oo ' ^ " 
when n is odd . 
(a) Iff = —1, then every solution x{t) of (2.4) is either oscillatory or 
liminf |œ(i)| = 0 
t-*oo ' ^ " 
when n is even, and every solution x{t) of (3.1) is oscillatory when n is odd. 
Proof: The case I  =  n i s  possible only if 7 = —1. Therefore, let x { t )  be a nonoscilla-
tory solution of (3.1) when 7 = —1. We may assume that x{t) is eventually positive. 
Put y{t) = z{t) — p{t) and suppose that the integer associated with y{t) is equal to 
n. Then we have 
y^'\t) > 0 on [r, 00) for 0 < i < n. (3.21) 
Using (3.21) one can easily see that 
y { t )  >  t o T  t > s > T .  (3.22) ( n - 1 ) !  
Substitute o'x(s) and o"i(<) in place of t and s, respectively in (3.22) we then have 
!/(<'.(»)) > for » > ( > T. (3.23) [n - 1}! 
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Now there exists an e such that 
pciit) (n _ 1)1 
limsupÂ!! / [o-i(s) - cri(é)]"~ (1 - p(£ri(i)))5i(5)c/a > — , (3.24) 
t-too Jt 1 — e 
Since y { t )  oo and p { t )  —> 0 as i —> oo, there is a Ti > T such that 
z { t )  >  y { t )  -  e y { t )  for ( > 7i. (3.25) 
In view of the inequality, 
«(() > (1 -X*)):((), 
it follows from (3.22) and (3.25) that 
®(«^i(5)) > -^l)f ^  (l-p((Ti(a)))i/(""^)((7(^)) for j > f > Ti. (3.26) 
Multiplying (3.26) by k i q i { s )  we obtain for f o v  s  > t  > T i  
q i { s ) f { x { ( T i { s ) ) )  >  k i j ^ —^ki(a) - (Ti(i)]"~^(l -p(<Ti(s)))y("~^'((T(^))5 (n - 1)! 
which combined with i/(")(a) = 9i(a)/i(®(fi(-s))) yields 
!/'"'(») > - (3.27) (n - ij! 
Integrating (3.27) from t to we get for t > Ti 
> W"-'Vi('))7^^ (TO — i j!  
X ^ [(ri(3)  -  (Ti(()]"" (1-p(cri(s)))gi(s)c/s  
or 
1  -  I  ^  -  o - i ( 0 ] " ~ ^ g i ( 5 ) ( l  -  p ( ( T i ( a ) ) )  d s  
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The right hand side of (3.28) is positive, whereas the left-hand side takes on negative 
values for t arbitrarily large, because of (3.20). This contradiction shows that the 
integral associated with y(t) cannot equal to n. Therefore from Theorem 3.2.1, the 
only possibility is that n is even and 1 = 0. This completes the proof of theorem 3.2.2. 
Corollary 3.2.1 Suppose that there exists an oscillatory function p[t) satisfying 
(3.9). Then the conclusion of theorem 3,2.1 holds if either 
f s"~^(l - p(cri(i)))çi(s) c?s = oo (3.29) J a 
or 
limsupi / 5"~^(1 - p((Ti(a)))gi(s) ds > ^—-—- (3.30) 
t—*oo vt 
or 
liminfi / s""^(l — p((ri(s)))gi(s)c^s > (3.31) 
t~too Jt iKi 
If in addition (3.20) is satisfied then the conclusion of Theorem 3.2.2 holds. 
Proof: According to Theorem 3.2.1 it suffices to show that (3.10) is oscillatory for 
some \ 6 (0,1) and every T > 0. We will show this is the case if any one of the 
conditions (3.29), (3.30), and (3.31) holds. 
Suppose that (3.29) holds. Then clearly 
But this, in view of the part ( i )  of the theorem 3.1.1, implies that the equation (3.10) 
is oscillatory. 
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Suppose (3.30) is satisfied. The proof when (3.31) is satisfied is exactly the same. 
We claim that for every T > 0, 
limsupf / (a — T)""^(l - p(cri(a)))gi(6) ds>^ ^  (3.32) 
t—*oo »t 
Let T > 0 and ei > 0 be given. Note that 
{ s  -  T ) " - ^  >  a " - :  -  a " - :  ^  
j=i 
where >1 > 0 is an appropriate constant depending on T. By taking s sufficiently 
large, which is possible since s >t and eventually we will take limit as t approaches 
infinity, we can make sure that 
n-2 
Yj As~-' < ei. 
3 = 1 
Thus for s sufficiently large, we obtain 
(s-T)"-='> (1-eOs"-^ (3.33) 
for every T > 0 and ei > 0. On the other hand, because of (3.30), there exists an 
eg > 0 (sufficiently small) such that 
limsupf [ s""^(l-p((7i(s)))gi(a)(/s > (3.34) 
t-*oo Jt Ni ( i — Eg j 
Taking 6% < eg and using (3.33) and (3.34) we obtain 
lim sup i / (s - r)""^(l — p(<7i(s)))9i(5) (ia (3.35) 
t—»oo J t 
> (1 — €i)limsupi / s"~^(l - p((Ti(5)))gi(s)c?s 
t—too Jt 
1 — ei (n - 1)! 
> 
1 — £2 k 1 
> (3.36) 
«1 
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Thus (3.32) holds. As in (3.34) there exists a sufficiently small e such that 
limsupf / (a - T)"~^(l - p((Ti(a)))gi(a) ds > . (3.37) 
t-too Jt — 6j 
Letting A = 1 — e and applying the theorem 3.1.1 part ( i t ) ,  we see that the second 
order equation (3.10) is oscillatory for every T > 0 and the X specified above. Thus 
the proof is complete. 
Example 3.2.1 Consider the equation 
[«(() + - 7r/2))(") + + 7r/2) = -26"' sin t  (3.38) 
so that 5 = 1, 71 = 3, a { t )  =  1, p { t )  = r(i) =  t  —  7r/2, c r i { t )  =  t  +  7r/2, 
q i { t )  =  2e^/^. The condition (3.29) is satisfied. Therefore, the conclusion of Theorem 
3.2.1 holds. It is easy to check that x{t) = e"'cosi is a solution of (3.38). 
Example 3.2.2 Consider the equation 
[«(() + e-'/^a:(f - T/2)](^) + 4e='/^a;(( + 3n/2) = -46"' cos t  (3.39) 
so that (5 = 1, n = 4, a { t )  = 1, p { t )  =  T { t )  =  t  —  t t /2 ,  ( T i { t )  =  t  +  37r/2, 
q i { t )  = By Theorem 3.2.1 every solution of (3.39 is oscillatory. In fact, 
x [ t )  = e~'cos< is such a solution of (3.39). 
3.3 Retarded type equations 
Here we consider retarded type of neutral equations obtained from (3.1 ) by taking 
7 = 0 and cr2{t) < t. 
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Theorem 3.3.1 Suppose that there exists an oscillatory function p{t) satisfying (3,9), 
and that for any T > 0 the second order differential equation 
«"(') + - rr'(l - = 0 (3.40) [ n  -  I j !  
is oscillatory for some 0 < /t < 1. Then the conclusions of theorem 3.2.1 hold. 
Proof; Assuming the existence of a nonoscillatory solution x { t )  of (3.1) and pro­
ceeding exactly as in the proof of theorem 3.2.1 for / G {1, ••.,n — 1}, ( —1)"~'~^5 = 1 
we see that that (3.14), (3.15) with A replaced by ft, and (3.16) hold. Therefore, 
x { ( T 2 { t ) )  >  n i l  -  p ( ( T 2 { t ) ) ) y { a z { t ) )  
> ^(<'"2(0 — Î')'~V(1 — 
for t > T. Using this inequality and (c) in (3.14) leads to 
«"(() + <0, ( > (3.41) 
(n — i J !  
A result of Onose [45] applied to (3.41) now implies that the equation (3.40) has 
an eventually positive solution. This, however, contradicts to the hypothesis of the 
t h e o r e m ,  s o  t h a t  t h e  i n t e g e r  I  a s s o c i a t e d  w i t h  y { t )  m u s t  b e  0  o r  n .  
If / = n, it is clear that we must have limt_oo ®(0 = 00. In case I = 0, since the 
oscillation of (3.40) implies that 
J cr2{t)"~\l - p{a-2{t)))q2{t) dt = 00, 
and hence 
J t'^~^q2{t)dt = 0 0 ,  
we have 
liminf a:(i) = 0. 
t-.oo ^ '  
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Corollary 3.3.1 Suppose that there exists an oscillatory function p{t) satisfying 
(3.9), Then the conclusion of Theorem 3.3.1 holds if either 
f  c r 2 { s y ~ ' ^ { l  -  p { a 2 { s ) ) ) q 2 { s ) d s  =  o o  (3.42) 
J  a  
or 
or 
linisup(T2(0 / o"2(-s)" ^(1 -p((T2(g)))g2(j)(Za > (3.43) 
t—*oo Jt /?2 
liminf cr2(f) [  cr2(s)""^(l -  p { c r 2 { s ) ) ) q 2 { s ) d s  >  (3.44) 
t—<x> Jt 4/02 
Proof: It is enough to show that for every T > 0 and some ji G (0,1) the equation 
(3.40) is oscillatory This is possible, according to the lemma 3.1.2, if the ordinary 
differential equation 
is oscillatory. It can be shown, see the proof of corollary 3.2.1, that each of (3.42), 
(3.42), and (3.42) is sufficient for Eq. (3.45) to be oscillatory for some /i 6 (0,1) and 
for every T > 0. Therefore, the proof is complete. 
Example 3.3.1 Consider the equation 
l x ( t )  +  e ~ ' ^ ^ ^ x ( t  —  7 r / 2 ) ] ^ ^ ^  -  e ' ^ ^ ^ x l t  —  • 7 r / 2 )  = — 2 e ~ ^  s i n t  (3.46) 
so that â  = —1, n  =  3 ,  a ( t )  = 1, p { t )  = t{ t )  =  t  -  tt/ 2 ,  c T 2 { t )  =  t  —  7r/2, 
q2{t) = 2e"'^/^. The condition (3.42) is satisfied. Therefore, the conclusion of Theo­
rem 3.3.1 holds. It is easy to check that x{t) = e~' cosZ is a solution of (3.46). 
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Example 3.3.2 Consider the equation 
[a:(i) + - 3n/2) = -46"' cos t (3.47) 
so that 6  =  -1, n = 4, a { t )  = 1, p { t )  =  r(i) =  t  —  7r/2, <r2(i) =  t  —  37r/2, 
52(0 = 4e®''/^. Theorem 3.3.1 may be applied. It can be verified that x { t )  =  e~'cos< 
is an oscillatory solution of (3.47). 
It is easy now by combining the theorems 3.2.1, 3.2.2, and 3.3.1 to obtain an 
oscillation theorem for the case when -jS > 0. Specifically we have the following: 
Theorem 3.3.2 Let there exist an oscillatory function p{t) satisfying (3.9). Suppose 
that either the equation (3.10) is oscillatory for some 0 < A < 1 or the equation (3.40) 
is oscillatory for some 0 < < 1 and T > 0. Then the conclusions of Theorem 3.2.1 
hold. If in addition (3.20) is satisfied, then the conclusions of Theorem 3.2.2 hold. 
Proof: Let x { t )  be a nonoscillatory solution of (3.1), which may be assumed to be 
eventually positive. Putting y{t) = z{t) — p{t) and proceeding exactly as in the proof 
of theorem 3.2.1, one can easily see that (3.11) holds. In case 0 < / < n, it can also 
be seen that (3.14) holds, that is, 
w"(0 + 7—- T T ~'~'^[qi{ t ) f i { x {ai{ t ) ) )  + q 2 i t ) f 2 { x a 2 { t ) ) ]  = 0 t > T .  (3.48) [ n  —  i ) \  
It is clear that the equation (3.48) leads to the differential inequalities 
< 0 f > r (3.49) [ n  -  / ) !  
and 
- 2'r'-X92(()/2(z(,T2(())) <0 ( > r. (3.50) (71 — 1 ) 1  
69 
If we assume that (3.10) is oscillatory for some 0 < A < 1 and T > 0, then, because 
of (3.49), the rest of the proof follows from the proof of theorem 3.2.1. If the equation 
(3.40) is oscillatory foi; some 0 < /i < 1 and T > 0, then it follows, in view of (3.50), 
from the proof of theorem 3.3.1. 
Now if (3.20) is satisfied, since 
-  q i { t ) f i { x { ( T i { t ) ) )  >  0 
is satisfied, we can employ the argument used in the proof of theorem 3.2.2 to prove 
that the case I = n does not exist. 
Corollary 3.3.2 If either the conditions of Corollary 3.2.1 or the conditions of 
Corollary 3.3.1 are satisfied, then the conclusion of the above theorem holds. 
3.4 Generalized mixed type equations 
A deviating argument (%(() is said to be of mixed type, see [37], if its advanced 
part 
At = {t e [0,oo) : a-{t) > 
and its retarded part 
= {t €: [0,oo) : a{t) < t} 
are both unbounded subsets of [0, oo). It is natural to expect that the precence of a 
deviating argument of mixed type will be sufficient to force solutions to behave as 
before. 
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Let us assume that cri(4) be of mixed type and 5 = 0 in (3.1). That is, we 
consider 
%(")(() + 79i(0/i(®(«^i('^))) = /»((), 7 = ±1- (3.51) 
The oscillatory behavior of the equation (3.51) has been studied, in the special case 
when f{x) = x, h{t) = p(f) = 0, and 7 = —1, see [37] and the references cited therein. 
Theorem 3.4.1 Let cr\{t) he of mixed type and let p(t) he an oscillatory function 
satisfying (3.9). Suppose that there are a A £ (0,1) and a nondecreasing function 
(r{t), a{t) = min{<,<7i(<)}, such that the second order equation 
- rr'(i - = 0 (3.52) 
(71 - Ij! 
is oscillatory for every T > 0. 
(i) If f = 1, then every solution x{t) of (3.51) is oscillatory when n is even, and 
every solution x{t) of (3.51) is either oscillatory or satisfies 
liminf |a:(i)| = 0 
t—oo ' 
when n is odd . 
(ii) jy 7 = —1, then every solution x[t) of (3.51) is either oscillatory or else 
Hm |z(()| = 00 or liminff_oo |z(f)| = 0 
when n is even, and every solution x{t) of (3.51) is either oscillatory or else 
lim |a:(<)| = 00 
t-*oo ' ^ " 
when n is odd. 
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Proof; Let x { t )  be an eventually positive solution of (3.1). Putting y { t )  =  z { t )  —  
p{t) and proceeding exactly as in the proof of theorem 3.2.1 for 0 < / < and 
(  — 1 ) " ~ ' ~ ^ 5  =  1 ,  o n e  c a n  s h o w  t h a t  t h e r e  i s  a  p o s i t i v e  f u n c t i o n  u { t )  s u c h  t h a t  u { t )  <  
is positive and satisfies the second order equation 
«"(<) + r-^iC - = 0. (3.53) (n — t j! 
In view of (3.15) and (3.16) one also has 
- j p ( " \ i ) . =  q i ( t ) f i ( x ( e T i ( t ) ) )  
> k i q i ( t ) x ( ( T i ( t ) )  
> kiqi{t)\{l - p{cri{t))y{(Ti{t)) 
>  -  p { a x { t ) ) ) y{ a { t ) )  
> -p(<Ti(<)))^^7p3-Yp-gi(iMi7(i))-
Substituting the last inequality into the d i f f e r e n t i a l  e q u a t i o n  ( 3 . 5 3 ) ,  s i n c e  a { t )  <  t ,  
we obtain 
« " ( ' )  +  _  T r - S x { . t ) u ( a ( t ) )  <  0. (n - Ij! 
The remainder of the proof is similar to that of theorem 3.2.1 and so is omited. 
We now give a condition under which the case limj-^oo ®(0 = oo is eliminated. 
Proof is similar to that of theorem 3.2.2. 
Theorem 3.4.2 In addition to the hypotheses of theorem 3.4-1, suppose that there 
is a sequence such that G f*. —+ oo as i —+ oo, 
limsupfci / [cT(a) — o-(iA,)]"~^(l - p(o-i(s)))gi(a) c?5 > (n - 1)!. (3.54) 
k—too J tic 
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(i) 7/7 = 1; then every solution x{t) of (3.51) is oscillatory when n is even, and 
every solution x{t) of (3.51) is either oscillatory or satisfies 
liminf |a:(i)| = 0 
t-.oo ' ^ " 
when n is odd . 
(a) If — —1, then every solution x{t) of (3.51) is either oscillatory or 
liminf |®(^)| = 0 É-.00 ' " 
when n is even, and every solution x{t) of (3.4-1) is oscillatory when n is odd. 
Proof: The case / = n is possible only if 7 = —1. Therefore, let x { t )  be a nonoscilla-
tory solution of (3.1) when 7 = —1. We may assume that x{t) is eventually positive. 
We now proceed as in theorem 3.2.2 and see that (3.23) is satisfied. Let {<&} 6 /Li 
and replace t by tk in (3.23), where tk < s < a'i[tk). Then 
y { < 7 \ { 3 ) )  >  y^"~^HcTi(tk)) for s > t k >  c r i { t k ) .  (3.55) (n - 1)! 
Now there exists an e such that 
( f t  —  1 ) 1  
limsup/ji / [o-i(s) - (Ti(ifc)]"~ (1 - p(<ri(s)))çi(5)(i5 > — % (3.56) 
fc-»oo Jtk i — e 
Observing that (3.25) is satisfied for some T\ > T, it follows from (3.55) that 
a:(o-i(s)) > (1 - p(o-i(s)))(l - (3.57) ( n - 1 ) !  
for cr(tk) > s > tk > Ti. Multiplying (3.57) by kiqi{s) we obtain 
q i { s ) f i i x { ( T i i s ) ) )  >  k j ^ — ^ k i ( a )  -  c r i ( i f c ) ] " - ^ ( l  -  p { a i { s ) ) ) q i { s ) y ^ " ~ ' ^ \ ( T i { t k ) )  [ n  -  I j !  
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for a-i{tk) > s > tk > Ti, which combined with y^"\s) = qi{s)fi{x{(Ti{s))) yields 
- (Ti(éfc)]"-^çi(s)(l - p(o-i(s)))2/("~^'(<r(ifc)) (3.58) (n — ij! 
for ( T i { t k )  >  s  >  t k  >  T i .  Integrating (3.58) from tk to cri{tk), we get for t k  > T \  
1 - e 
2/^" ^ - 2/^" ^^(ifc) > ^•i2/^""^Vi(^fc)): ( n - 1 ) !  
f i C f c ) ,  
' t k  
X / W-s) - <^i(^fc)]"" (1 -P(<7'i(j)))gi(a)(!a 
J t L  
or 
^ 'ki(^) - (Ti(^&)]" ^(1-p(cri(a)))çi(s)£is ( n  -  I j !  J t k  
The right hand side of (3.59) is positive, whereas the left-hand side takes on negative 
values for t arbitrarily large, because of (3.54). This contradiction shows that the 
integral associated with y{t) cannot equal to n. Therefore from theorem 3.4.1, the 
only possibility is that n is even and / = 0. This completes the proof of theorem 3.4.2. 
Corollary 3.4.1 Suppose that there exists an oscillatory function p{t) satisfying 
(3.9). Then the conclusion of theorem 3.4-1 holds if either 
[ - P(<^i(0))9i(5) ds = oo 
J a 
or 
limsupcr(f) f cr(s)"~^(l - p{cri{t)))qi{s) ds > 
t-~*oo Jt Wi 
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or 
liminf cr(f) / cr(s)""^çi(a)(l -  p {<Tx{ t ) ) )  d s  >  
t-><» Jt 4fci 
In addition if (3.54) satisfied, then the conclusion of theorem 3,4.2 holds. 
Proof: The proof is more or less the same as that of Corollary 3.3.1. 
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4. OSCILLATORY AND NONOSCILLATORY BEHAVIOR OF 
HIGHER ORDER FUNCTIONAL DIFFERENTIAL EQUATIONS 
4.1 Introduction. 
We are here concerned with the oscillatory and nonoscillatory behavior of solu­
tions of higher order functional differential equations of the form 
{ r 2 { t ) { r i { t ) x ' { t ) ) ' y  +  q { t ) f { x { g { t ) ) )  =  h { t ) ,  (4.1) 
and 
n >  2.  (4.2) 
where ri, r2, gi, h : [^o, oo) —> i2, / : iZ —> i2, F : [(o.oo) x iZ"* —> R are continuous, 
7"! > 0 and rz > 0 for É E [<o,oo), and g{t) —> oo, gi{t) —> oo as i + oo, i = l,2,...m. 
We consider only solutions of (4.1) and (4.2) which are nontrivial and defined 
for all t > to. Such a solution is said to be oscillatory if it has arbitrarily large 
zeros; otherwise it is called nonoscillatory. A nonoscillatory solution is said to be 
strongly monotone if it tends to zero as < —> oo together with its derivatives up to 
n — 1, where n is the order of the differential equation. Equations (4.1) and (4.2) are 
called oscillatory if all their solutions are oscillatory and almost oscillatory if all their 
solutions are either oscillatory or strongly monotone. 
The problem of oscillation and nonoscillation of functional differential equations 
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is of great importance both in theory and in applications, and has drawn increasing 
attention in last forty years. Among numerous work dealing with this problem, we 
refer in particular to [23, 24, 47] concerning second and third order equations, and to 
[1, 3, 6,12, 13, 14,15,16, 33, 36, 37, 43, 44] concerning equations of higher order. The 
purpose of this chapter is to present results concerning the oscillation and asymptotic 
behavior of solutions of equations (4.1) and (4.2). In section 4.2 we give sufficient 
conditions for which equation (4.1) is (almost) oscillatory and find conditions under 
which equation (4.1) has nonoscillatory solutions such that x{t) —» c ^ 0 as i —> oo. 
In section 4.3 we give a necessary and sufficient condition under which bounded 
solutions of (4.2) are either oscillatory or strongly monotone. An oscillation theorem 
concerning all solution of equation (4.2) will also be provided. In section 4.3 we 
also prove a theorem on the asymptotic behavior of solutions of (4.2), which improve 
almost all results of this type in the literature. 
4.2 Third order equations 
Here we shall provide sufficient conditions for oscillation, almost oscillation, and 
the existence of a bounded nonoscillatory solution of (4.1). 
4.2.1 Oscillatory behavior 
In addition to above we also assume that x f { x )  > 0, a; ^ 0, g(i) > 0 is not 
identically zero in any haf-line of the form ((*, oo) for some > 0, g[t) < t and 
g ' { t )  >  0, r'^it) > 0, and 
(4.3) 
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Theorem 4.2.1 Let f{x) = x andh{t) = 0. Suppose that there exists a differentiable 
function p : [^ojOo) such that 
for every T > 0, and that 
T h e n  t h e  e q u a t i o n  ( 4 - 1 )  i s  o s c i l l a t o r y .  
Proof: Let x { t )  be a nonoscillatory solution of (4.1). We may assume that x { t )  is 
eventually positive. Then, since g{t) —> oo as < —»• oo there exists & ti > to such that 
x{t) > 0 and x{g{t)) > 0 îov t > ti. From (4.1) we have 
(r2(f)(ri(()/(())')' = -liiMgit)) (4.6) 
so that { r 2 { t ) { r i { t ) x ' { t ))'y < 0 for ( > t i .  Thus, x { t ) ,  x ' { t ) ,  and x " { t )  are monotone 
and eventually one-signed. 
We claim that there is a > ti such that for f > (% 
(n(()z'(())' > 0. (4.7) 
To see this, suppose on the contrary that (4.7) fails to hold, i.e., {rix'{t)y < 0. Since 
q{t) is not identically zero and r2{t) > 0, it is clear that there is a ^3 > tz such that 
'•2(<3)(^i(i3)®'(i3))' < 0. Then for i > <3 we have 
r2(()(n(^)/(())' < r2{t3){ri{t3)x'{t3)y < 0. (4.8) 
Integrating (4.8) divided by r 2 { t )  between (3 and t  we obtain 
r i { t ) x ' { t )  -  r i { t 3 ) x ' { t 3 )  <  r 2 { t 3 ) { r i x ' y { t 3 )  f — ( 4 . 9 )  
J t i  rzl-sj 
r 
J g ( t )  
d v  
r 2 { v )  J  r i { u )  
1 
d u d s  >  1 ,  (4.5) 
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Letting i —> oo in (4.9) we see, in view of (4.3), that ri ( t )x '{ t )  —»• —oo as ( —» oo. 
Thus there is a (4 > (3 such that ri{t4)x'{ti) < 0. Using our supposition, we have 
rx{t)x '{ t )<r, iTi)x '{T,)  (4.10) 
If we now integrate (4.10) divided by r- i{ t )  as in (4.9) from U to t  and let < ^ 00 
in the resulting inequality, we have x{t) —00. But this contradicts to x{t) being 
eventually positive and therefore proves that (4.7) holds. 
Case 1. x '{ t )  i s  eventual ly  posi t ive ,  say x '{ t )  > 0 for  t  > (2. Then we define 
and see that z{t)  > 0 for t  > t^  and satisfies the equation 
(,n, 
On the other hand, since (4.7) holds and r!^ > 0, from 
(r2(()(ri(()/(())')' < 0 
it follows that 
(ri(()z'(())" < 0. (4.12) 
Using (4.12) and the equality 
ri{ t )x '{ t )  = ri{T)x '{T)  + J^{ri{3)x '{3)y  ds  
we then have 
ri(()/(<) >((-%(()«'(())'. (4.13) 
Furthermore, using the nonincreasing nature of (7*1$')' we obtain from (4.13) that 
ri (^( f ) )a: ' (g(())  > (g(()  -  T){ri{ t )x '{ t ) y  
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and so 
In view of (4.14) it follows from (4.11) that 
< - tmt)  + ^ 40 -
which completing square leads to 
-iSES&-
Integrating (4.15) between T and t  and letting f —> oo, we see, in view of (4.4), that 
limt_oo 2{t) = —oo. This, of course, contradicts to the fact that z{t) is eventually 
positive. 
Case 2. x '{ t )  i s  eventual ly  negat ive .  Then we integrate (4.1) from s  to  t ,  t  > s ,  
and get 
^2{t){r i i t )x '{ t ) ) '  - r2(a)(r'i(s)a:'(s))' + ^  g(r)a;(gr(r)) dr = 0. (4.16) 
Since r2{t){ri{t)x'{t)y > 0 we have 
-  (^i®')'(0 + ^  q{r)x{g{r))dr  < 0.  (4:17) 
Integrating s to i and using ri{ t )x '{ t )  < 0 it follows that 
ri{ t )x '{ t )  + g(r)a;(g(r))cgr < 0. (4.18) 
A final integration of the above inequality divided by ri{t) from s to f gives 
r [ [  q{r)x(g{r))  dr  < x{t) .  (4.19) 
Since g{t)  < t  and x{t)  is decreasing it follows from (4.19) that 
/ \ [ ~TT JgW r i ( t f )  \Ju r2{v)  j  q{r)  dr  < I .  
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However this contradicts to (4.5). Thus we have shown that x '{ t )  is neither eventually 
positive nor eventually negative, which contradicts to the fact that x'{t) is eventually 
one-signed and therefore completes the proof when x(t) is eventually positive. The 
proof for the case where x{t) is eventually negative can be constructed similarly. 
Theorem 4.2.2 Let  h{x)  = 0 and f ' {x)  > fi  for  some /t > 0. Let  p{t)  be a  cont inu­
ously  di f ferent iable  funct ion such that  
then the equat ion (4-1)  is  osci l latory.  
Proof: We proceed exactly as in the previous theorem until we arrive at the two 
possible cases. If the case that x'{t) is eventually positive holds, we define 
n{9i t ) )r2{t)p '{ t )^  
4/ t (^(0 -  T)g'{ t )p{t)  (4.20) 
for  every T  > 0,  and 
(4.21) 
/(4^(())) ' 
It is easy to see that z{t)  is eventually positive and satisfies 
z '{ t )  = -q{t)p{t)  +  ^ -^z{t)  - f{x ' { 9{t))y[g{t))g '{ t )  
Using (4.14) 
z '{ t )  < -q{t)p{t)  + 
ri(g( t ) ) r 2 ( t )p( t )  
from which we have 
z ' ( i )  < -ç( iMi)  - ri(g( i ) )r2( t )p ' ( ty  (4.22) 4^(g(t)  -T)g ' ( t )p( t )^ '  
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With the same argument used in the proof of the previous theorem we obtain that 
x'{t) > 0 is not possible. To show that the case where x'{t) < 0 is not possible either 
we integrate the equation (4.1) three times as in the proof of the previous theorem 
and see that 
<l{T)f{x{9{ 'r)))dr  < x{t) .  (4.23) 
Since x{t)  is decreasing, f{x)  is increasing, and g{t)  < i it follows from (4.23) that 
f  \ r  1 J  
Jgi t )  r i (^()  \Ju 7-2(1;) J q{r)  dr  < (4.24) /(®(5(0))" 
In view of (4.21) it is easy to see from (4.24) that limi_oo x{t)  > 0 is not possible. 
Moreover limt_oo x{t) = 0 is not also possible, since otherwise 
xigit)) .. 1 1 lim = lim 
t-oo f{x{g{t)))  t-00 f ' {x{g{t)))  /'(O) 
which contradicts (because /'(O) > /i > 0) to (4.21). Thus the proof is complete. 
Theorem 4.2.3 Suppose that  f ' {x)  > /t for  some > 0 and (4-Sl)  holds .  Let  there 
exis t  a  cont inuously  di f ferent iable  funct ion p and an osci l latory funct ion ( j ){ t )  such 
that  
n{g{t))r2{t)p '{ t f  r q{t)p{t)  ^^ t \{g{t)  -  T)g'{ t )p{t)  
for  some X E (0 ,1)  and for  every T  > 0,  and 
dt  = 0 0  
{ ' ' '2{ t ){r i{ t ) ( f>'{ t )y) '  = h{t) ,  ^Ihn ^^*'(4) = 0, î = 0,1,2. 
(4.25) 
(4.26) 
Then the equat ion (4. I )  is  almost  osci l latory.  
Proof: Suppose that there is a nonoscillatory solution x{t)  such that x{t)  is eventu­
ally positive and limt-,» x{t) 7^ 0. Consider the function y{t) defined by 
y{t)  = x{t)  -  (f){ t ) .  (4.27) 
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We can easily see that y( t )  is eventually positive; for if y{t)  is eventually negative, 
then have x(t) < But this contradicts to oscillatory behavior of We also 
see from (4.1) using (4.26 that 
(r2(f)(ri((Mf)yy < 0 (4.28) 
so that y{t) ,  y '{ t ) ,  and y"{t)  are monotone and eventually one-signed. Proceeding as 
before  i t  fol lows that  there  is  a  > 0 such that  for  t>t \  
> 0 and {r-^{t)y '{ t ) )"  < 0. 
Suppose that y '{ t )  is eventually positive. Then since y{t)  is eventually positive 
and increasing, and 4>[t) —+ 0 as f —> oo it follows, in view of (4.27), that there exists 
a. t2 >ti such that 
x{g{t))  > \y{g{t))  for t  > t2.  (4.29) 
Therefore, 
/(«(g(())) > /(^%/W())). (4.30) 
Defining a function z{t)  by 
we see that z{t)  > 0 (oi  t  > and satisfies the equation 
Using (4.30) and the fact that f'(x) > /i > 0 we have 
^'(i) < - tmt)  + ^41) -
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We now proceed as in the proof of the theorem 3.2.1 and obtain a contradiction 
to (4.25). Thus y'{t) must be eventually negative. In that case y{t) decreases to 
a nonnegative number c. Furthermore since limf_.oo (/>(<) = 0, from (4.27) we have 
limt_oo ®(0 = c. Integrating the equation (4.1) three times as we did in the previous 
theorem we find that 
rifàk'à")" Q{T)f{x{9{i ' ) ) )dr  <y{t) .  (4.33) 
From this we conclude that liminft-,» ®(0 = 0. But x{t)  is monotone, so we have 
limi_oo ®(0 = 0. Thus c = 0 and by (4.26) and (4.27) we obtain limt_oo = 0, 
i = 0,1,2, which means that x{t) is strongly monotone. This completes the proof. 
4.2.2 Nonoscillatory behavior 
We conclude with a result concerning the bounded solution of (4.1). Let A, B, 
and C be defined by 
and 
C(t)  = /  
n{s)  
4^) ds.  
r i{s)  
Theorem 4.2.4 Let  f{x)  be nondecreasing and let  Ri  > 0 be a  constant  such that  
r i{ t )  > Ri .  Suppose that  
P  A(() | / t ( ( ) |  i t  < oo, |~(C(i) + A{t)B{t)) \h{t) \dt  < oo, (4.34) 
and 
J A{t) \q{t) \dt  < OO, J {C{t)  + A{t)B{t)) \q{t) \dt  < OO. (4.35) 
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Then the equat ion (4-1)  has a  bounded nonoscUlatory solut ion.  
Proof: From (4.34) and (4.35), one can find a sufficiently large T such that 
(C(t)  + A(t)B(t)mt) l  d t<j  (4.36) 
and 
£°(CW + /l(f)B(i))|,(f)| A < (4.37) 
Let To = inf{g(^) :  t  > T} and let C be the space of continuous functions on [To, oo). 
Let X be a subset of C defined hy X = {x G C : a < x < 2a}. It is clear that X is 
bounded, closed, and convex. We now define an operator S on % by 
^ - r A(a, f)(g(a)/(z(^(6))) - A(3)) (fa if ( > T 
(Sx)( t )  = < 
^-;f°A(a,r)(g(6)/(z(g(6)))-A(6))da iff<T 
where R{s, t )  = C{s)  — C{t)  + A{s){B{t)  — 5(s)). 
claim: S maps X into X, S is continuous, and SX is precompact. It follows 
from the Shauder 's  f ixed point  theorem that  there  exis ts  a  aj  6  X such that  S{x)  = x.  
It is clear that x has the required properties. 
Proof of the claim: 
( i )  S  maps X into X: Let x G X, then 
| (5a:)( i )  -  y |  < 2^ (C{s)  + A{s)B{s)) \q{s) f{x{g{s)))  -  A(a)|  ds ,  
so, 
|(Sx)(i) - yl < 2/.°°(O(') + /l(^)fl(»))(|,(<i)|/(2a) + |k(»)|)j3. 
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From (4.36) and (4.37) it follows that 
l(5»)(() - yl < f 
( i i )  S  is continuous: To see this, let {a;„} be a cauchy sequence in X, and let 
limn-.oo ||®n — ®|| = 0. Clearly a: G A". To prove the continuity of S, one can eas­
ily see that 
||(5a:„)(i) - (<Sa:)(i)|| < 2 ^ (C(a) + A{s)B{s)) \q{s){ f{xn{gis)))  -  f{x{g{s)))) \ds .  
Since, 
l9(^)( / (®(5(5)))  -  /(®(^(5)))) |  < 2f{2a)\q{s) \  
and 
j  (C(a) + >l(s)S(s))|g(s)| ds < oo, 
by Lebesque dominated convergence theorem, in view of the fact that 
jim |/(a;„(s)) - f{x{s)) \  = 0, 
we obtain 
Jiin ||5a:n — «Sa:|| = 0, 
which implies that S is continuous. 
(m) SX is precompact: To prove this, since SX is uniformly bounded, we only need 
to show that it is an equicontinuous family of functions on [To,oo). Let x E X and 
ti > ti. Then 
|(g«)((2) - (Jz)((i)| < 2 r(C(6) + ^(a)B(6))(|g(6)|(/(2a) + |A(a)|) da. (4.38) 
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Since for any e > 0 there exists a Ti > T such that 
2/(2a) (C(3) + yl(a)B(a))|g(6)| < ! 
and 
2^~(CW + /i(3)gW)K(a)|j5<!, 
we see that for any t2 > ti > Ti, 
|(5a:)(i2) — < e for all x E X. (4.39) 
For To < ti < t2 Ti, 
{Sx){t2)  -  iSx){t i )  = -[  R{s , t 2 ){q{s) f{x{g{s)))  -  h{s))ds  
J (g 
+ [ (9(a)/ (zW(a)))  -  h{s))  ds ,  
Jt l  
or, 
{Sx ) { t 2 )  -  {Sx){t i )  = -[  {R{s, t2)  -  R{3, t i ){q{s) f{x{g{3)))  -  h{s))ds  
Jt2 
+ [  R{s, t i ){q{s) f{x{g{s)))  -  h{3))ds .  
Jt i  
In view of the inequality 
| -R( -s,^2) — -^(<5,(1)1 = |C((i) — C{t2)  + A{s){B{t i )  — 5(^2)1 < 1^1 — hl i— 
Ki 
we have 
| (5a:)(^2)  -  (5a;)( f i ) |  < /  A{s) \q{s) \{ f{2a)  + \h{s) \ )  ds  
Jt i i  J t i  
+ 2 hc{ s )  +  A i s ) B { 3 ) M s ) \ { \ f { 2 a )  +  \ h ( s ) \ ) d 4 4 A 0 )  
J t i  
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Using (4.34) and (4.35) in (4.40) we see that, for any given e > 0 there exists a 5 > 0 
such that 
| (5a;)( i2)  -  (<5®)(<i)| < e,  1^2 -  < S,  for all x € X. 
This means that the interval [To, oo) can be divided into a finite number of subin-
tervals on which every (5a:)(^), x G X, has oscillation less than e. Thus SX is an 
equicontinuous family on [(g, oo), and hence it is a compact subset of X. This com­
pletes the proof of our claim. 
Example 4.2.1 Consider the equation 
(e'(e"a:')')' + 30e-'z(</5) = SOe"'. (4.41) 
Since all conditions of Theorem 4.2.4 are met, (4.41) has a bounded nonoscillatory 
solution. In fact x(t) = 1 + is a solution of (4.41). 
4.3 Arbitrary order equations 
4.3.1 Oscillatory behavior 
Theorem 4.3.1 Suppose that  
(a)  XiF{t ,  Zi, 3=2, ...,a:^) > 0 for  XiXi  > 0,  i  = 2,3, 
(b)  |i^(i,ail,a:2> •••)®m)| ^ 1-^(^)2/1)2/2) •••)2/m)| l^i'l — IVih ^ 0, i  — 
1, 2, ..., Tth , 
(c)  There is  an osci l latory funct ion (j)[ t )  such that  
lim = 0 for  i = 0,1, ...,n — 1 and = h{t) .  
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I f  
J F{t ,a ,a ,  . . . ,a)  dt  = oo for  every a  >0,  (4.42) 
then every bounded solut ion x{t)  of  (4-S)  is  osci l latory when n  is  even,  and every 
solut ion x{t)  of  (4-2)  is  almost  osci l latory when n  is  odd.  
Proof: Let x {t)  be a nonoscillatory solution of (4.2) such that limf_oo ®(0 7^ 0 
when n is odd. Without loss of generality, suppose that x{t) > 0 and x{gi{t)) > 0, 
i = l,2,...,m, for t > t\. Setting x{t) = y{t) + (j){t) it follows from (4.2) that 
2 /(")(i) = -F{t ,x[gx{t)) ,x{g2{t)) , . . . ,x{g^{t)))  < 0 (4.43) 
for t  > t i .  It is easy to see that y{t)  is eventually positive. Then y{t)y^"\ t )  < 0 and 
therefore by Lemma 2.1.1, in view of the fact that y{t) is bounded, it follows that 
there  is  a  (g >  t i  such that  for  t  > tz  
>  0 ,  j = 1,2, ...,7i - 1 for n even (4.44) 
and 
(-l)^i/('')(<) > 0, j = 1,2, ...,n - 1 for % odd. (4.45) 
In both cases we have 
lim 2/^''^(<) = 0, J = 1,2, ...,n — 1. (4.46) 
We now integrate (4.2) (n — 1) from t to oo and use (4.46) to arrive at 
( - l )"y ' ( i )  = {s  -  t) ' ' - '^F{s ,x{gi{s)) , . . . ,x{gm{s)))ds .  
Integrating the above equation between T and t ,  t  > T > t2,  we get 
l -my(t)-v(T)]  = 7;^  -  "-r  M9M))dsdr 
> J—^^ j^{ ' -TT' 'F{s ,x(gi(s)) , . . . ,x{g„{s)))ds .  (4.47) 
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Let n be even. Then we see from (4.44) that y '{ t )  > 0 and so limt_oo2/(0 = 
y{oo) > 0 exists. Furthermore limf_.oo = y[oo) > 0. Using (b), (taking a greater 
T if necessary), it is clear that 
f((,a;(gi(()),...,a;(arm(^))) > F(a, ^y(oo),...,^i/(oo)) îoxt>T (4.48) 
Using (4.48) in (4.47) we obtain 
v( t )  -  y{T) > -Tr 'Fis ,  ^y{oc)  ij/Coo)) ds (4.49) 
Letting i + oo in (4.49) we get a contradiction to (4.43. Therefore a:(^) must be 
oscillatory. 
Let n be odd. Then from (4.45), y '{ t )  < 0 and so limt_oo®(0 = linie_oo2/(0 = 
y{oo) > 0. By our assumption y{oo) > 0. This however proceeding as above results 
in a contradiction with (4.43). Therefore either x{t) is oscillatory or else it satis­
fies limf_oo x{t) = 0. If the latter holds, then because of (c) and (4.46) we have 
limt_oo = 0, i = l,2,...,n - 1. This clearly completes the proof. 
In the next theorem we show that if 
l°°t''-^\h{t)\dt<oo (4.50) 
is satisfied and (4.43) fails to hold for some a > 0, then there exists a bounded 
nonosciUatory solution x{t) of (4.2). 
Theorem 4.3.2 Let  (a)-(c)  and (4-50)  hold.  I f  (4-43)  does not  hold,  then (4-^)  has 
a  bounded nonosciUatory solut ion such that  l imj_oo ®(0 7^ 0-
90 
Proof: Let a > 0, and let T > 0 be so large that 
< ^{n — 1)\, (4.51) 
and 
IJ ' t ' ' -^ \h{t) \dt  <^{n-l) l  (4.52) 
Set To = infi<j<m{5f,'(if) : t  > T} and let C be the space of continuous functions on 
[To,oo). Let X be a subset of C defined by 
X = {x Ç. C a/2 < $ < a}. 
It is obvious that X is bounded, closed, and convex. We now define an operator S 
on X by 
(Jz)(() = 
$(() if ( > r 
§ ( r )  i f i < T  
where 
3a foo 
$(() = _ 1)1 / f'(a,a;(^i(a)),a:(^i(a)),...,z(^m(a))) (n - 1) 
(i) S maps X into itself: In fact, for any x E X,  we have 
ds 
4 ' -  (n- l ) l  
' yoo fOO / s"- ' IFlds+ s"- ' lhl  JT  JT  ds 
So using (4.51) and (4.52), it follows from the above inequality that 
l(Sx)(i) - f I < J 
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I.e., 
^ < {Sx){t)  < a.  
( i i )  S  is continuous: To see this, let {a;*,} be a cauchy sequence in X, and let 
limj(._oo ||®fc — «11 = 0. Clearly x € X. To prove the continuity of 5, we easily see 
that 
J T  
where 
It is obvious that limfc_oo G'a.(s) = 0 and G k { s )  <  2a"~^F(s, a, ...,a)|. The above 
relations, (4.51), and the Lebesque dominated convergence theorem gives us 
lim ||5a:jt - 5a:|| = 0, 
*oo 
which implies that S is continuous. 
SX is precompact: To prove this, since SX is uniformly bounded, we only need to 
show that it is an equicontinuous family of functions on [To, oo). Let x E X and 
ti > ti. Then 
2 |(,gz)(f2)-(gz)(fi)|< (n - 1)! [ a" ^F(s,a,...,a)(i5 + [ s" ^|/i(a)|c?5 Jt l  v t \  
(4.53) 
Since for any e > 0 there exists a Ti > T such that 
[  s"~^F{s,a, . . . ,a)ds  < ^  
JTi 4 
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and 
ITi  
we see that if > Tj, then 
|(5a:)(^2) — (5!c)(fi)| < e for all x £ X. (4.54) 
Suppose now To < h < t2 < Ti. Then 
{Sx){h)  -  {Sx){h)  = /•"[( ,  _  ( , )»-•  (n — ij! Jt3 
+ 7^ \û  f [('^ - ^2)" ^ -  {s -  ti) '^~^]h{s)  ds  (n — 1 j! Jt i  
' o^ . i  i ' - t 'T- 'hOds.  
In view of the inequality 
|(s — tiY ^ — (s — ^i)" ^1 < (n — 1)((2 — ^ 
we get 
|(5a:)(i2) - (5a:)(<i)| < {h -  h)[j^  F ds + 3' ' - ' \h{s) \da] 
+ r  s"- 'F ds+ r  3"- ' \h{s) \ds .  
Jt i  J t i  
Clearly, for any given e > 0 there exists a 6 > 0 such that 
|(<Sa:)(i2) — («Sa:)(ii)| < e, 1^2 — fi| <6, for all x G X. 
This means that the interval [To, 00) can be divided into a finite number of subin-
tervals on which every {Sx){t), x E X, has oscillation less than e. Thus SX is an 
equicont inuous family on [fo,oo) ,  and hence i t  is  a  compact  subset  of  X. 
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It follows from the Shauder's fixed point theorem that there exists a a: E % such 
that S{x) = X, It is clear that œ is a bounded nonoscillatory solution of (4.2). 
Corollary 4.3.1 Let  (a)-(c)  and (4-50)  hold.  Then a necessary and suf f ic ient  con­
di t ion in  order that  every bounded solut ion of  (4-8)  be osci l latory i f  n  is  even and he 
e i ther  osci l latory or  such that  
lim x( t )  = 0 
t—oo ^ '  
i f  n  is  odd is  that  
/
oo 
F{t ,  a ,  a ,  . . . ,a)  dt  = oo for  every a  > 0.  
Example 4.3.1 Consider the equation 
so that q{t)  = 6t~'^ ,  f {y)  = y^,  h{t)  = — 3( + !/(''(( — 1)®, and g{t)  = t  — 1.  All 
conditions but (4.43) of Theorem 4.3.2 are satisfied and so the equation (4.55) has a 
bounded nonoscillatory solution. In fact x{t) = l + i~^ is a bounded solution of (4.55). 
Remark. If F is replaced by —F in the equation (4.2), then one can show that 
Theorem 4.3.1, Theorem 4.3.2, and Corollary 4.3.1 hold when the words even and 
odd are interchanged in the conclusions. 
So far we have been concerned with the bounded solutions of (4.2). To treat all 
the solutions it is natural to impose more conditions on the function F in (4.2). We 
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assume that there are continuous functions Q : [(0,00) —> [0,oo) and G : R"^ —> R, 
xiG{xi^X2i...^Xm) > 0 for xixi > 0, i = 2,Z, ...,m such that 
®1, $2) •••) ®m) ^ Ç(01^(®1 ) ®2) •••) ®T7i) I • (4.56) 
In addition, there is a nondecreasing function H  :  R  ^  R ,  u H { u )  > 0 for ^ 0, 
which is superlinear in the sense that 
such that 
liminf > 0, |®,'| > 1^1,4 = (4.58) 
t-.oo -"(îi) 
Theorem 4.3.3 Suppose that  
(1)  There is  a  cont inuously  di f ferent iable  funct ion g {t)  such that  g {t)  < {t , g i {t)} ,  
i = 1,2, g{t) —>• 00, and g'{t) > 0. 
(2)  There is  an osci l latory funct ion p( t )  such that  p^^\ t )  = h{t)  and /)(')(() -+ 00, 
Î — 1,2,  *•• ,  m •  
(S) 
j  t^~^Q(t)  dt  = 00. 
Then every solut ion of  (4-2)  is  osci l latory i fn  is  even,  and is  almost  osci l latory i f  n  
is  odd.  
Proof: Let x{t)  be a nonoscillatory solution of (4.2). We may assume that x{t)  is 
eventually positive, proceeding as in the proof of Theorem 4.3.1 one can easily see 
that  there  is  a  >  to  such,  that  y{t)  = x{t)  — p{t)  > 0 and y^ '^^t)  < 0 for  a l l  t  > t i .  
Since y{t)y^^\t) < 0 and y^'^\t) is not idendically zero on any half-line of the form 
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[^*,c») for some > (g, by application Lemma 2.1.1 there are a and an 
integer number I E {0,l,2,...,n — 1} with ( —1)"~'~^ = 1 such that for ( > (g 
>  0 ,  *  =  1 , 2 , . . . , /  
(-ir'/)(0 > 0, i = /,...,n-1. (4.59) 
Now since 
and 
F { t , a , a ,  . . . , a )  >  Q { t ) G { a , a ,  , . . , a )  
J dt = oo, 
it follows from Theorem 4.3.1 that every bounded solution of (4.2) is oscillatory if n is 
even, and is almost oscillatory if n is odd. Therefore it is enough to show that every 
unbounded solution x{t) of (4.2) is oscillatory. Suppose that x{t) is an unbounded 
nonoscillatory solution of (4.2). Clearly this means that the number I associated with 
y{t) is greater than or equal to one when n is even, and is greater than or equal to 
two when n is odd. Suppose that / 6 {l,2,...,n — 1}. Then by Taylor's theorem for 
S > t > t 2 ,  
Using (4.59) and (4.56) it follows from the above inequality that 
y^'\t)> [ Y—^^l——Q[u)G{x{gi[u)),...,x{grn{u)))du. (4.60) 
JT (n — J — i j! 
Now, since y { t )  is positive and increasing, and p { t )  —> oo as < —> oo, there is a ^3 > 
s u c h  t h a t  f o r  e v e r y  A  6  ( 0 , 1 )  a n d  f o r  e v e r y  t  >  t a ,  
x { 9 i { i ) )  >  Aî/ ( 5 . ( 0 ) .  i  =  1 ) 2 ,  . . . , m  
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and therefore by (1), 
x{9i{ t ) )  > )^y{g{t)) ,  i  = 
In view of the last inequality and the fact that limt_oo y{i)  = oo, taking a larger É3 if 
necessary, it follows from (4.58) that 
where c is a constant. Using (4.61) in (4.60) we have 
{u -  ^)"- ' - i  
> c> 0, (4.61) 
^ _ I _  ^y  Qi-^WiXgiu))  du 
for t  > ^3. So 
!/"'(»(«)) > l" I f ) ! ( 4 . 6 2 )  
Suppose that I  = 1. Then from (4.62) with the help of the fact that g{t)  is 
nondecreasing we obtain 
Multiplying both sides of (4.63) by g'{ t )  and integrating from (3 to 00 we see that 
which contradicts to (4.57) and (3). Thus / = 1 is not possible. If / > 2 then we 
integrate (4.62) multiplied by g'{t) from to t and see that 
/-"(s(f)) > f  Q(n)H{\g(n))  du.  
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Repeating this procedure one can easily see that 
vUm > r 
Multiplying the above inequality by g'{ t ) lH{Xg{t))  and integrating between the lim­
its (3 and 00 we again arrive at the inequality (4.64) and therefore we conclude that 
I cannot be greater than or equal to 2. This last observation clearly completes the 
proof. 
4.3.2 Asymptotic behavior 
In this section we are concerned with the asymptotic behavior for i 00 of 
solutions of the equation (4.2). 
Theorem 4.3.4 Suppose that  
(a)  Q{t)  is  cont inuous and nonnegat ive  on [0,oo) and Q{t)  > 0, 
(b)  there is  an index j  G {1, 2 , . . . , m} such that  g j {t)  < t  and 
g j { t ) ° ' ^ ' ' ~ ^ ^ Q { t ) d t  <  0 0 ,  0 < a < 1, 
|f((,a:i,...,a:m)| < Q{t ) \ x j \ " ,  0 < a < 1, 
(c)S '^  \h{t) \dt  < 00. 
Then the equat ion (4-S)  has solut ions asymptot ic  to  7^""^,  7^0.  
Proof: If a = 1 then the Gronwall's inequality may be employed, as in [48], to 
prove that the above conclusion holds. The proof of this theorem when 0 < a < 1 is 
based on the arguments developed by Kusano [38]. The main tool is a Gronwall-type 
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inequality given by Dahiya and Akinyele [3]. 
In the next theorem we obtain the above conclusion under much weaker condi­
tions. In particular, we remove the restriction on a and weaken the conditions of the 
above theorem. This will be accomplished by employing the Bihari's inequality [6]. 
Theorem 4.3.5 Assume that  4>{t)  i s  a  nonnegat ive  funct ion on [0, oo) and w{x)  > 0 
is  cont inuous for  a:  >  0 and nondecreasing on [0 ,  oo)  such that  
(i) (f){t) is continuous on [0, oo), 
Then the equat ion (4-S)  has solut ions asymptot ic  to  7^" \ 7 7^ 0. 
Proof: Let io > 0 and t  be so large that g j {t)  > By Taylor's theorem applied to 
x^^\t) about to we have 
(a)  f°°  ( j ){ t )dt  < 00,  
(Hi)  there is  an index j  6 such that  g j {t)  < t  and 
œi,...,Xm)! ^ )' 
( iv)  J°°  | / i (<)|  d t  < 00.  
In view of (4.65) it follows from (4.2), j  = 0, that 
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Therefore 
i=o 
+ f"- '  f \h{s) \ds  (4.66) 
J in f to
Taking fo > 1 and letting 
" ' l»'"('o)| + , 
1=0 "''o 
we see from the inequality (4.66) that 
a=Y^ |z(')(( )|  / |/i(^)|«(a 
•_ft «/to 
+ ^  |F(3,a;(a'i(d)),z(92(a)),...,z(a'm(a)))|da. (4.67) 
If we now replace t  by g j { t )  in the equation (4.67) and use (m) we obtain 
Denoting the right hand side of the inequality (4.68) by z{t)  and differentiating with 
respect to t, we have 
z ' ( t )  = (4.69) 
Since w  is nondecreasing and 
it follows from (4.69) that 
z '{ t )  < (f){ t )w{z{t)) ,  
so by integrating between to  and t ,  
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Defining a function fi by 
we see that the inequality (4.70) may be expressed as 
< ^ {z{to))  + f  (^{3)ds .  (4.71) 
V to 
On the other hand, since 
= I , for w > 0, 
w{u) 
Çï{u)  is monotone increasing for > 0, and hece the inverse function f2~^(u) exists 
and is an increasing function. Therefore from (4.71), 
z(i) < !h!~^(f2(a) + f  <j}{s)ds) .  
J to 
Letting 
^{s)  da 
and using the increasing nature of fi~^(tt) it follows that 
z(() < n-X6), 
and hence 
< n-'W. (4.72) 
Now taking j  = n — 1 in  (4.65) we have 
= ®'"~^^(^o) - / F(a,a:(5i(s)),œ(52(-s)),-,®(5'm(a))c?-s 
V <0 
+ [\{s)ds .  (4.73) 
J to 
b = Q,{a)  + J 
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Since 
f  F{ s , x { g i { s ) ) , x { g 2 i s ) ) , . . . , x ( g ,n{ s ) ) d s \  < f  4 > { 3 ) w {Q, ^ { b ) ) d 3  
<  w { C l ~ ^ { b ) )  f  ( l ) { s ) d s < o o  
J to  
and 
I [ /i(a) c(a| < [ |/i(s)|rf5 < oo, 
V  T O  J  T O  
we have from (4.73) as ( ^ oo, 
" i)( i ) -> . t"  ^ { t o ) -  f  F{ s , x { g i { s ) ) , x { g 2 { s ) ) , . . . , x { g m { s ) ) ) d s  + f  h { 3 ) d s .  
Jtn 'io
Choosing to we can make sure that 
a;("-i)(^) ^0 as 4 —> oo. 
This together with (4.72) implies that 
n-l 
x { t )  —>• ^ c,(' as < —> oo, c„_i ^ 0. 
t=0  
Remark. In Theorem 4.3.5, the choice w(«) = liil", where a is any positive number, 
is permitted. In particular, if we choose w{u) = lui", where a > 1, then we still have 
the conclusion of Theorem 4.3.4. 
Example 4.2.1. Consider the equation 
x " ' { t )  + S t - ^ x \ t ^ ' ^ )  =  8r^(3 + i") (4.74) 
so that 
h { t )  =  8i~^(3 +  i^), g { t )  = and F { t ,  x )  =  
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and we may take 
w(u)  = and (p{t)  = 8t~^.  
Because of the form of the function F Theorem 4.3.4 does not apply here, however ac­
cording to Theorem 4.3.5 the equation (4.74) has solutions asymptotic to 7 7^ 0. 
Indeed x{t) = is such a solution of (4.74). 
103 
5. OSCILLATION AND ASYMPTOTIC BEHAVIOR OF 
DIFFERENCE EQUATIONS 
5.1 Introduction 
Difference equations manifest themselves as mathematical models describing real 
life situations in probability theory, statistical problems, stochastic time series, com­
binatorial analysis, number theory, genetics in biology, economics, psychology, etc. 
More importantly, difference equations also appear in the study discretization meth­
ods of differential equations. Several results in the theory of difference equations 
have been obtained as more or less natural discrete analogues of corresponding dif­
ferential equations. Nonetheless, difference equations are not the discrete analogues 
of differential equations, in fact paved the way for the development of the latter. In 
[4] several examples from the diverse fields have been illustrated which are sufficient 
to convey the importance of the serious qualitative as well as quantitative study of 
difference equations. 
In this chapter we study the oscillation and nonoscilation of solutions of a class 
of difference equations. As customary, a sequence {«n} of real numbers is said to be 
nonoscillatory if the terms a„ are eventually positive or eventually negative; other­
wise it is called oscillatory. 
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5.2 Oscillation of neutral difference equations 
We shall derive in this section a number of oscillation criteria, as the discrete 
analogues of those in chapter 2, for the neutral difference equation 
A[a„A'""^(a;n + Pn^rJ] + = 0, (5.1) 
where 5 = ±1 and A is the forward difference operator defined by Aa:„ = — !C„. 
As we shall see in the following development, some of the ideas behind these 
analogs are similar to those employed in chapter 2, but the details are substantially 
different due to discrete nature. 
Let = {0,1,2,...} be the set of natural numbers and N{a) = {a, a +1,...}. For 
simplicity we shall take = 1 and 5 = 1 in the above neutral difference equation. 
So we consider, 
A'"(a:„+p„a:^„)+ ?„/(»<,„) = 0 (5.2) 
{pn} and {g„} are sequence of nonnegative real numbers on N{no) with no > 0, 
and cr„ G N{no) with limn-oo Tn = lim„_oo = oo, and f : R R is continuous 
such that xf{x) > 0 for a: ^ 0. 
By a solution of Eq. (5.2) we mean a sequence which is defined for n > 
minm>o{Tm, (T'm} and satisfies Eq. (5.2) for n sufficiently large. A nontrivial solution 
{a;„} of (5.2) is said to be oscillatory if the terms a:„ are not eventually positive or 
eventually negative. 
The following lemmas used in the proof of the theorems may be considered as 
the discrete analogs of Kiguradze's lemmas stated in chapter 2. 
Lemma 5.2.1 Let  {; /»}  be a  sequence of  real  numbers  on N = {0,1,2,3,...}. Letyn 
and ùk^yn be of  constant  s ign with ÙJ^yn being not  ident ical ly  zero in  any subset  of  
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the  form {ri i ,  111 + 1, . . . }  of  N.  I f  
< 0 (5.3) 
then 
( i )  there is  a  natural  number n2 > Wi such that  the sequences {A^yn},  j  = 1,2, ....n —1 
are of  constant  s ign on + ! ,•••} /  
(a)  there exis ts  a  number I G {0,1,2, ...m — 1} with ( —= 1 such that  
ynA^Vn > 0 for  j  = 0,1, . . . I ,  % > %2 
( - l ) ''~'y„A''y„ > 0 for j = I + 1, n>n2, (5.4) 
(Hi)  for  n  > no >n2 
l!/„+/l > (5-5) [m — ij! 
Proof: From equation (5.3), without loss of generality we assume that y„ > 0, 
A"*î/n < 0 for n > ni > A''. Then A'"~^î/„ is nonincreasing sequence of numbers for 
n > ni and is not constant on any set N{a) for a large. This means that exactly one 
of the following is true; 
(ai) A'^~^yn > 0 for 71 > TCi 
(6i) A^^'Vn < 0 for n > > nj. 
From (6i) together ?/„ > 0, A^yn < 0, it follows that there exists a number ^ 
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such that > 0 for TC > To see this we sum A"'2/n < 0 from rii to 
n twice and obtain 
A"" ^yn+2 - A*" ^2/ni+l — (% — TZl + 1)A'" ^y„^ < 0. 
Letting n —+ oo we have A"^~^yn —*• —oo which proves that A'"~^j/n is eventually 
negative. Likewise, we have A'"~®?/„ < 0 for n > and hence y„ < 0 
for iVg^' > Ni'\ which is a contradiction. Since y„ > 0 for n > ni, then (ai) holds. 
Therefore exactly one of the following possibilities holds true: 
(02) A'"-^i/„ > 0 for 
( 6 2 )  A'"~^?/„ <  0  for n > rii. 
From (02) and (ai) we have A"^~^yn > 0 for n > #^23 > N^l2, which can be seen 
by summing A"^~^yn > 0 from ni to n twice and then letting n —> 0. Analogously, 
we get A^yn > 0 for n > iVj^^ > iVj^\ > • • • > ni for j = 1,2, ...,m - 4. Thus the 
sequences {A^'i/n}, {j = l,...,m — 1), are of constant sign for n sufficiently large. If 
(62) holds, then A'^~^yn is decreasing and A'"~^î/„ > 0 for n > ni. Then exactly one 
of the following is true: 
(as) A'"~^yn > 0 for n >ni 
(63) A"'-^y„ < 0 forn > JVi% > rii. 
Now, we can repeat the above argument and show that {A'^i/»}, (j = 1, ...,m — 1), 
are of constant sign for n sufficiently large. This proves (ï) and (u) of Lemma 5.2.1. 
To prove that (5.5) holds, without loss of generality we can assume that eventu­
ally y„ > 0. Then from (5.4) it follows that 
2n 
-A'^-'y^ = -A'"-'y,„+: + ^ A"^-'yj 
j=n 
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2n 
j=n 
= (n + l)A'"-^2/2n 
> nA^^-'y^n. 
By summing the inequality (5.6) from n to 2n, we have 
2n 
> A"-=2/2»+i + ;^jA 
J=n 
2n 
> nA"'~'y2^n 
j=:n • 
= n(n + l)A'""^y2Sn 
> n^A"'-'y22n. 
Repating the above procedure, we see that 
A'vn > n'"-'-'A"'-'2/2m-,-i„. 
Now since A'~^t/„ > 0, from (5.8) it follows that 
A'-'Vn+l > A^-'Vno + è 
j-no 
i=no 
= A-V-'-'n è i"" 
i=no 
In view of the inequality 
h ~ ^ + l '  
we have 
m — < 
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Repeating the above, we arrive at 
(m — 1)! 
The proof is now complete. 
Lemma 5.2.2 Assume thatyn together with A^yn, j = 1,2, — 1, are of constant 
sign on N{ni). Moreover 
VnATyn > 0. (5.10) 
Then either 
ynA-'yn>0, ; = 1,2,...,m (5.11) 
or one can find a number I, I € {0,1, ...,m — 2}, ( —1)"*"' = 1, such that 
ynA^yn > 0 ,  j — 1 , 2 , . . . , /  
(-l)^'-'î/nA^y„ > 0, ; =Z + l,...,m-2 (5.12) 
and inequality (5.5) is satisfied. 
Proof: There are two possible cases, namely, either > 0 or 2/nA'"~^2/„ < 0. 
If the first of these holds, then by (5.10) we easily conclude that (5.11) holds. If 
< 0, then by Lemma 5.2.1 one can find a number / , / G {0,1, ...,m — 2}, 
(_l)("»-i)-(-i _ go that (5.5) and (5.12) hold. 
Theorem 5.2.1 Suppose that f is increasing, 0 < Pn < 1, is not identically zero 
on N{ni) for any ni > no, and 
£?«/((!-P<r„)c) = oo (5.13) 
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for every c > 0. Then 
(i) every solution of (5.2) is oscillatory when m is even, and 
(a) every solution {x„} of (5.2) is either oscillatory or such that 
liminf a;„ = 0 
n—*00 
when m is odd. 
Proof: Assume, for the sake of a contradiction, that (5.2 has a nonoscillatory solution 
{ « „ } ,  a n d  w e  m a y  a s s u m e  t h a t  { . t „ }  i s  e v e n t u a l l y  p o s i t i v e  b y  r e p l a c i n g  x „  a n d  f { x )  
by —Xn and —f{—x) otherwise. Then there is a positive integer «g > ni, such 
that 
>  0 ,  x ^ ^  > 0  f o r  n  >  7 1 2 -  ( 5 . 1 4 )  
In view of (5.2), setting = a:„ + PnXvn, we have 
z„ > 0, =-g„/(a:^„) < 0, n > «2, (5.15) 
and so by Lemma 5.2.1, there exist an integer I € {0, l,...,m — 1} with m — I even, 
and an integer Ua > n2 such that 
z-nùljzn > 0 for j = 0, 1, .../, n > 713 
(-l)-'~'znA''2„ > 0 for j = / + 1, ...m - 1, n > 713. (5.16) 
Let m be even. Then we see from (5.16) that {z„} is increasing. Using this, 
r„ < 71, and the fact that Xn < Zn it follows that 
Z n  <  - j - p „ Z n ,  71 > 713 
or 
X n < ( l - P n ) Z n ,  n  >  n ^ .  
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Furthermore, since {zn} is positive and increasing sequence of real numbers, there is 
a a constant c > 0 and an integer > ria such that for n > 714 
> c. 
Thus we have 
> (1 -P<r„)c 
and hence 
/(•-Ccrn) > /((I 
If we now sum the difference equation (5.2) from 714 to n and then use the above 
inequality, we get 
A'-'zn+i - + E qjf{{l-p.j)c) < 0. (5.17) 
Letting n ^ 00 in (5.17) and using (5.13), we see that we must have 
A"* ^ Zn —* —00, 
which, however, contradicts to (5.16) and so completes the proof when m i even. 
Suppose that m is odd and liminf„_oo ®n ^ 0. Clearly the number I associated 
with Zn lies in {0,2,4,...,m — 1}. If / > 0, then one can proceed exactly as above 
and obtain a contradiction. Thus I must be zero. In that case, it follows from (5.16) 
that {zn} is a decreasing sequence of real numbers and for n > 713, If the equation 
(5.2) is summed from to n and the fact that > 0 is used in the resulting 
equation, then one can easily see that 
Ê < A—'z,,. (5.18) 
n=n3 
I l l  
Noting that (5.13) implies 
OO 
Y^Qn = 00 
it is clear that from (5.18) we have 
li^inf/(z^^) = 0 
or 
liminfsn = 0. 
n—»oo 
Since this is a contradiction with our assumption, / = 0 is not possible either, and 
hence the proof is complete. 
Example 5.2.1 Consider the equation 
A^(a:„ + ^x„_i)+4a:^_2 = 0, (5.19) 
so that m = 3, = 1/2, = 4, r„ = n - 1, (Tn = n - 2, and f { x )  — a:®. It is easy to 
verify that the conditions of Theorem 5.2.1 are satisfied, and therefore its conclusion 
holds. Indeed, Xn = ( — 1)" is an oscillatory solution of (5.19). 
As in continuous case, we show in the following theorem that if only the bounded 
solutions of the difference equation (5.2) are considered, then the condition (5.13) of 
the above theorem can be replaced by a more relaxed condition without any change 
in the conclusion. Specifically, we have 
Theorem 5.2.2 Suppose that f is increasing, 0 < Pn < I, Qn is not identically zero 
on iV(ni) for any ni > Uq, and 
£n'"-^9„/((l-p^Jc) = oo (5.20) 
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for every c > 0. Then 
(i) every bounded solution {«„} of (5.2) is oscillatory when m is even, and 
(ii) every bounded solution {a:„} is either oscillatory or such that 
liminf a;„ = 0. 
n—+00 
Proof: Proceeding exactly as in the previous theorem and knowing that {z^} is 
bounded, it follows from Lemma 5.2.1 that there exist an integer I 6 {0,1} with 
m — I even, and an integer na > «.2 such that 
Zn/\^Zn > 0 for j = 0,1,n > n3 
(-l)-'~'z„A''z„ > 0 for j = / + 1, ...m - 1, n> 713. (5.21) 
Note that if I were greater than 1, then since 2„, Az„, and would be posi­
tive for n > 713, we would necessarily have had lim„_oo z» = 00 and consequently 
lim„_oo ®n = 00, contradicting to the boundedness of the sequence {a:„}. 
We multiply (5.2) by and then sum from uq to n to obtain 
^ = 0. (5.22) 
j~no j=no 
Applying the summation by parts formula to the first sum on the left hand side of 
the equality (5.22), we obtain 
(Ar-')(A'"-'z,.+i). (5.23) 
j~no j=no 
In view of (5.21), we have (n + l)"*"^A'"~^z„+i > 0 and so (5.23) gives 
^ r-'A-zj. > - f] (Ar-')(A"-'z,.+i). (5.24) 
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Now since 
j=no j=no 
and 
-(A(7i + 2r-')(A—%+2)>0, 
we see from (5.24) that 
^ + (A(no + l)'"-')(A'"-'z„.+i) 
j=no 
+ (5.25) 
j=no 
Repeating this procedure, it follows that 
n m —2 
Ë r-'A"zj > ^(-l)'+XA''<-')(A"-'-'z»,+,) 
j=no 1=0 
+(_l)"-i(m-l)! è Az,•+„_!. (5.26) 
i=no 
Thus, combining (5.22) and (5.26) with the difference equation (5.2) we have 
m —2 
^(-l)'+^(AV-l)(A"'-'-lz„„+i) + (-l)—^^ - l)![z,+m - Zno+m-l] 
1=0 
+  Ê r - W K , ) < 0 .  ( 5 . 2 7 )  j = "0 
Since {zn} is a bounded, if we let n —> oo in (5.27) then it is clear that we must have 
Ê < oo. (5.28) 
j=no 
Let m be even. Then we see from (5.21) that I = 1. Therefore {z„} is increasing. 
Using this, t„ < n, and the fact that a:„ < z„ it follows that 
Zn <  Xn + Pn^n, n > 713 
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or 
«n > (1 - Pn)Zn, U > Ua-
Furthermore, since {z„} is positive and increasing sequence of real numbers, there is 
a constant c > 0 and an integer > riz such that for n > 
> C. 
Thus we have 
.-Can > (1 -P<rn)c 
and hence 
/(«<,„) > /((I -P<r„)c). 
In view of the last inequality, it follows from (5.28) that 
(5.29) 
j=no 
This, since (5.29) contradicts to (5.20), completes the proof of part (i) of the theorem. 
Suppose that m is odd and liminf„_oo®n ^ 0. We first of all note that the 
condition (5.20) implies that 
£ = oo. 
j=no 
This together with (5.28) clearly lead to liminf„_oo /(®o-„) = 0 or liminf„_oo(®n) = 0, 
which is a contradiction with our assumption. Thus, the proof now is complete. 
Theorem 5.2.3 Assume that there are real numbers a and b and an positive integer 
c such that 
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Tn = n — C, —oo < a < Pn < b < —1. 
If 
^n"'~^7„ = oo, (5.30) 
then 
(i) every bounded solution {^n} of (5.2) is oscillatory when m is odd, and 
(ii) every hounded solution {a:„} of (5.2) is either oscillatory or satisfies 
liminf = 0 
n—»oo 
when m is even. 
Proof; Let a:„ be an eventually positive solution of (5.2). Set = Xn + p„Xn-c- H 
Zn is eventually positive, then we have 
X f i  ^ Pn^n—c ^ bXfx—c 
and therefore by induction, 
^ ( b ^ ' X n - k c  
or 
®n+&c ^ ( ^)'®n 
for every positive integer k. Letting A: —> oo in the last inequality leads to 
lim Xk = oo. fc—>oo 
Since this is a contradiction with a:„ being bounded, we conclude that z„ is eventually 
negative. Then by Lemma 5.2.2, since z„ is bounded, there are numbers ni > 0 and 
116 
I G {0,1}, ( — 1)'""' = 1, such that for n > rii 
A^Zn < 0, j = 0,1,2, 
< 0, j = l+l,...,m, (5.31) 
Multiplying (5.2) by n"*"^ and summing from n\ to n as in the previous theorem, we 
have 
m—2 
^(-l)'+XA'<-')(A--:Zno+,) + (-1)'"-H"^-1)![W- Wn,-l] 
1=0 
+ Ê < 0. (6.32) 
j=no 
Since {z„} is a bounded, if we let n —> oo in (5.32) then it is clear that we must have 
Ê < oo. (5.33) 
j = r x o  
From (5.30) and (5.33), it follows that 
liminf Zn = 0. (5.34) 
n—*oo 
Now we shall show that limn-,,» Zn = 0. Clearly, 
^n+c •^n ~ ®n+c 4" (Pn+c l)®n Vn^n—c (5.35) 
Let {%} be such that nA. —+ oo as A: —> oo, and Xn^ —> 0 as A: —> oo. Then from (5.35) 
we get 
0 = lim [a!nn,+c Prn®m-c]* 
«—*00 
As a:„^+c > 0 and -pn^Xn^-c > 0, we see that Pn^Xn^-c —> 0 as A: -> oo. If we now 
use the fact that is bounded and = Xn^ + Pnk^nk-ci we see that 
lim Zn = 0. 
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Note that if m is odd, then I = 1 and consequently z» is negative and decreasing. 
In that case limn_oo = 0 is not possible and therefore a:„ must be oscillatory. 
Suppose that m is even. Then I = 0 and so increases to 0 as n grows to 
infinity. That is, given £ > 0 there exists an Mg > ni such that 
> —e for all n > «2. 
Thus, 
or 
or 
Xn + PnXn-c > for TO > 111 
Xn > —e — bxn-c for n >ni 
— bxn < £ + x„+c for n > ni. 
By induction. 
( — 6) X n  < £ — 6e + • • • + { — b )  '  € + Xn+kc for n > Til. 
If we let M be a bound for x^, then it follows from the last inequality that 
(—6)-*^ — 1 1 
^ , e + Mi-b)-'. (5.36) 
1 + 0  
From (5.36), since limk_oo(—6)"*' = 0 and £ > 0 is arbitrary, we obtain 
lim Xn = 0 
n—*oo 
as required. 
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Theorem 5.2.4 Suppose that pn = p > 0, t„ = n — c, cn = n — d, qn is c periodic, 
and that f is increasing and satisfies 
f { x  +  y )  <  f { x )  +  f { y ) ,  x , y > 0 ,  
f { x  +  y )  >  f i x )  +  f { y ) , x , y < 0 ,  
f { X x )  <  X f { x ) ,  x , \ > 0 ,  
/(A®) > X f { x ) ,  z < 0, A > 0. 
Then 
(i) every solution {a:„} of (5.2) is oscillatory when m is even, and 
(ii) every solution of (5.2) is either oscillatory or satisfies 
lim Xn = 0 
n—*00 
when m is odd. 
Proof: Let a:„ be a nonoscillatory solution of (5.2), say a:„ > 0 for n > ni. Set 
2n = + P®n-C) + pZn-c^ Vn = Wn -\r P^n-c- Then dearly there exists 
712 > n i  such that for n  >  %2, > 0, > 0, and V n  > 0. For n  >  U z ,  since 
A'"Vn = + pùJ^Wn-c 
- A"'Zn + pAZn-c + p[A"'z„_c + pA'"z„_2c] 
= + 2pA"'Zn-c + p'A'"z„_2c 
— •~?n/(®n-c) 2 p Q n f { X n - c - d )  ~  P  Ç n f { X n - 2 c - d )  
and 
/( '^n-<f) — f{Zn-d 4" pZn-c-d) 
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— f { ^ n - d ) ~ ^ P f { ^ n — c - d )  
~  f i ^ n — d  P ^ n — c — d )  4" P f { ^ n ~ c ~ d  4" P ^ n — 2 c — d )  
— f { ^ n ~ d  4" P®n—c—d) 4" P f ( , ^ n — c — d )  "t" P  f  { ^ n — 2 c — d }  
we obtain 
A-t;„ + ç„/K_<i) < 0. (5.37) 
Applying Lemma 5.2.1 to the sequence {«„}, where w„ = or = Wn or = Vn, it 
follows that there are a «3 > 0 and an integer I G {0; 1, ....,n — 1} with (—1)""'"^ = 1, 
such that for n > 
> 0 A: = 0,1,...,/ 
(-l)'^-''-iA'"ti„ >  0  k  =  l , . . . , n - l .  (5.38) 
Now let m be even. Then from (5.38), we see that Un is increasing and A'"~^w„ 
is eventually positive. Therefore 
f{w„-d) > fiiUn^-d), (5.39) 
for n > na, since / is assumed to be increasing. Now we sum (5.37) from «3 to n to 
get 
A — Ê  %  <  0 .  ( 5 . 4 0 )  
J =713 
Because Q n  =  00, we conclude from (5.40) that A'"~^v„ —» —00 This is, of course, 
a contradiction with A'"~^«n being eventually positive. 
Let m be odd. If Z > 0, the argument goes exactly the same as above and obtains 
a contradiction. If / = 0, then, summing (5.37) from «3 to 00 and using (5.38) we get 
-A'""^v„3 + < 0. 
j=n3 
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Thus, 
£• q j f i ^ U j - d )  <  
i="3 
which implies that 
liminf lUn = 0. 
n—*00 
Since Wn is monotone, this means that 
lim Wn = 0. (5.41) 
a—*00 
Using the fact that 
0 ^ ®n ^ ^ ; 
we conclude from (5.41) that • 
lim .T„ = 0. 
n—*00 
This completes the proof of Theorem 5.2.4, 
In the following theorems we restate without proof the above theorems for the 
neutral difference equation (5.1). The proofs can be constructed easily by; (1) using 
Lemma 5.2.1 and Lemma 5.2.2, (2) employing the arguments given in the above 
proofs, and (3) following the proof of the corresponding theorem from chapter 2. 
Theorem 5.2.5 In addition to the conditions of Theorem 5.2.1 assume that the 
terms a» satisfy, a„ > 0 and 
f 1 
Then 
(i) if 6 = 1, every solution {z*} of (5.1) is oscillatory when m is even, and is either 
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oscillatory or such that 
liminf a:„ = 0 
n—*00 
when m is odd, 
(ii) if 6 = —1, every solution {sn} of (5.1) is oscillatory or 
lim Xn = oo 
n—»oo 
when m is odd, and is either oscillatory or else 
• liminf Zn = 0 or lim„_oo »„ = oo 
a—*00 
when m is even. 
Theorem 5.2.6 In addition to the conditions of Theorem 5.2.2 assume that the 
terms satisfy, o„ > 0, Ao„ > 0, and 
f, 1 
Then 
(i) every hounded solution of (5.1) is oscillatory when ( —1)"'5 = 1, and 
(ii) every hounded solution {®n} of (5.1) is either oscillatory or such that 
lim inf.•c„ = 0 
n—»co 
when (—1)'"5 = —1. 
Theorem 5.2.7 In addition to the conditions of Theorem 5.2.3 assume that the 
terms a» satisfy, an > 0, Aa„ > 0, and 
A 1 
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Then 
(i) every hounded solution {®„} of (5.1) is oscillatory when ( —1)™# = —1, and 
(ii) every bounded solution {a:„} of (5.1) is either oscillatory or such that 
liminf ®n = 0 
n—*00 
when (—1)'"5 = 1. 
Theorem 5.2.8 In addition to the conditions of Theorem 5.2.4 assume that the 
terms a» satisfy, a„ > 0 and 
f 1 
Then, the conclusion of Theorem 5.2.5 holds. 
5.3 Asymptotic behavior of difference equations 
In this section we are interested in asymptotic behavior for n —> c» of solutions 
of the difference equation (5.2) when Pn = 0. In fact we will consider equations that 
are more general than (5.2) with = 0. They will be of the form 
à'^Xn + F{n,XaJ = hn, (5.42) 
where (T„ < n, (T„ —» oo as n —> oo, and m > 1. 
The following theorem which is often called the Discrete Taylor theorem is ex­
tracted from [41]. 
Theorem 5.3.1 (Discrete Taylor formula) Let k, n E N{0) and Un be defined 
on N{0). Then 
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The proofs of the theorems in this section are established using Theorem 5.3.1 
and discrete versions of Gronwall and Bihari type inequalities. Since we are not using 
the inequalities exactly as they appear in [41], they are not stated here. Instead, we 
will provide proofs of the inequalities that are used as they show up. 
Theorem 5.3.2 Let there exist a sequence {ç„} of positive real numbers such that 
(1) \ F { n , x ^ J \  <  q „ \ x < , J , a n d  
(2) 
(3) f^hn<oo. 
Then the equation (5.4S) has solutions asymptotic to a ^ 0 as n oo. 
Proof: Let no > 0 be fixed integer and let ni > no be such that (T„ > no. Applying 
Theorem 5.3.1 with k = m and u„ = we get 
- = I "  +T 
Using (5.42) and the inequality 
r^n — rj! r\ 
we have 
m—1 n—Ml—m 
k n i  <  -  n J ' I A ' a : » , !  +  £  ( n  -  5  -  l ) ' " - ^ | F ( 3 , a ; < „ ) |  
t=0 J=ni 
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and therefore 
m—1 n—1 n—1 
I'-Cnl < ^ + X) 
t=0 a=no «=no 
Replacing n by (T„ and letting, in view of (3), 
m—1 00 
c= ja"" ^a:„j +  ^|/t. 
a=no 5=no 
above, we get 
f n  — 1  
I 
3=no 
KJ < < ^ q,\x„ 
Now since (T„ < n, it is clear that 
n  
y n <c + ^ (rT~'^q,y„ V n  =  
—1 Z, <rn\ 
(T 3=no 
We first that j/„ is bounded. To see this, we define a sequence {w»} by 
n—1 
•wn = c + ^ ^no = C. (5.43) 
j=no 
Clearly 
^no — ^no 
and so it can be claimed that Wn > yn, n > no- If we suppose on the contrary that 
the statement is false, then there must exist a A: > no such that 
Wk+i < yk+i and > y, for s < k. 
But then 
k-l 
yk+i - Wk+i < X] - li'i] < 0 
a=no 
Since this is a contradiction, we must have 
wfi ^ 2/n) ^ ^ ^ 0* 
125 
Now, by differencing (5.43), it follows that satisfies 
AWn = (T'^~^qnWn, ^no = C. (5.44) 
It is easy to see that 
= c n (1 + 
3=no 
is the solution of (5.44). Thus we obtain 
n—1 
2/n < C n (1 + C-'g.) < ce^'="0 
j=no 
Using (2), we see that 
' V I oo _m-l_ 
= Un M = ce^'="o ' (5.45) 
We now sum (5.42) from no to n — 1 and get 
+ Y, ^ K-
3=no 5=no 
Using (1), (2), (3), and (5.45), we see that 
n—1 u—1 
\x.  Y1 ^ 3=no flsno 
a=no 
a=no 
and 
I ^ ^ \ h , \  <  co. 
Therefore, 
A'-'Zn -> - E =  E h ,  
n—1 n—1 
I E  ^ E 3=no â=no 
oo 
3=no 5=no 
126 
Choosing no, we can make sure that 
lim ^ 0. 
n—*00 
This and (5.45) clearly imply that as re —> 00, 
Xn —> a 7^ 0. 
Example 5.3.1 Consider the equation 
Gtz 
"*• (n +  l ) { n  +  2)(n + 3)(n + 4)(n3 - + 1)®""' " 
so that F { x , y )  =  — 6 x y / { x  + !)($ + 2)(z + 3)(a; + 4)(a:^ — + 1), /i„ = 0, m = 3, 
and (T„ = n — 1. 
Clearly, 
671 
- (n + l)(n + 2)(n + 3)(n + 4)(?i= - + 1) 
and 
A 2 . _ 671 
2_^n Qn 00, Çn (tj-|. + 2)(n + 3)(n + 4)(7i^ — + 1) 
Since the conditions of Theorem 5.3.2 are satisfied, the equation (5.19) has solutions 
asymptotic to an^, a 7^ 0 as 71 —> 00. In fact, 
1 
Xfi — 72,(7% 1) ~t~ 
71+1 
is a solution of (5.19). 
Remark. The condition (1) imposed on the function F is quite restrictive. For 
example, this theorem can not be applied to the solutions of equations of the form 
A"'a:„ + pnxl^  = 0. 
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In the next theorem we prove that the conclusion of the above theorem holds 
when the condition (1) is replaced by a much weaker condition (1'). In fact the above 
theorem will be a special case of the following. 
Theorem 5.3.3 Let there exist a positive strictly increasing function g defined on 
(0,oo) and let there exist a sequence of positive real numbers such that 
(1') \F{n,x^J\ <(f>ng{^^^),and 
OO 
(2') Y^(t>r,<00, 
(3') < oo. 
Then the equation (5.4S) has solutions asymptotic to a 0 as n oo. 
Proof: Proceeding as in the previous theorem, one can easily show that 
>-.y 
satisfies 
yn < c + 5) j=no 
Denoting the right hand side of this inequality by Wn it follows that 
Au;„ = (l>ng{yn), Wno = C. 
and so 
AWn < <f>ng{'Wn). (5.47) 
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Let G be the solution of 
Since AG{wn) > 0, G is an increasing function, and consequently, G~^ exists and it 
is also an increasing function. In view of (5.47), it follows from 
- G(wJ = ^  
that 
( ? ( W n + l )  —  G { W n )  <  ( j > n -
Summing the last inequality from no to n — 1, we obtain 
G { w n )  —  G ( w „ g )  <  < i > s  
or 
Wn < G~^[G(c) + 'Yh 
3=no 
In view of (2'), letting M  =  G { c )  + (pa and using the increasing nature of the 
function G~^ it follows now that 
Wn < 
and so 
^ < G-XM). 
n 
The remainder of the proof proceeds exactly as in the proof of Theorem 5.3.2. 
Example 5.3.2 Consider the equation 
A 2 1 2 1 + (n — l)^(n^ + 1) . .Q. 
" (n-l)n(n + l)(n + 2)''""-^ " (n-!)%(« +1)(" + 2) ' ^ ' 
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so that F { x , y )  =  y ^ / { x  -  l ) x { x  + l)(z + 2), = 1 + (n — l)^(ra^ + l)/(n — l)®n(n + 
l)(n + 2), m = 2, and (r„ = ra — 1. 
Because of the form of the function F, Theorem 5.3.2 does not apply here. 
However, the conditions of Theorem 5.3.3 are satisfied. Therefore, the equation 
(5.46) has nonoscillatory solutions asymptotic to an, a ^  0 as ra —> oo. In fact, 
X n  = n-\ 
n 
is such a solution of (5.46). 
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