Abstract: Kitaev's model [1, 2] is usually defined in terms of the Drinfeld double. We propose a new version defined in terms of the mirror bicrossproduct quantum group [3] . By some aspects, even though the bicrossproduct quantum group is more complicated than the Drinfeld double, the construction of the new model is actually simpler and relies on the use of a covariant system. We also provide the definition of the ground state of the new Hamiltonian in terms of a tensor network representation.
Introduction
Topological quantum field theories (TQFT) despite being simpler than local quantum field theories contain rich structures interesting both for the mathematical and physical standpoints. Defined in terms of (quasitriangular) Hopf algebras or 'quantum groups', TQFT's in 3d provide models for different frameworks such as quantum gravity (QG) [4] and topological quantum information (TQI) [1] . Each framework comes with its own motivations but they share similar mathematical concepts. For example, in both cases, one deals with a (ribbon) graph decorated by Hopf algebra elements. Furthermore, in the TQI framework, we deal with a Hamiltonian defined in terms of operators acting on the nodes of the graph and the faces. The vacuum state can be interpreted from the quantum gravity perspective as the pure gravity case, whereas the excitations of the -1 -TQI Hamiltonian, used to perform quantum computations, are interpreted as particles with mass or spin depending on their location. In the loop quantum gravity case, on the nodes we have torsion excitations, i.e. spin, whereas on the faces, we have curvature excitations, i.e. mass. The most relevant algebraic structure, for example to deal with representations which classify particles for example and indicate their braiding, is not only the Hopf algebra H but the associated Drinfeld double D(H). Once again, this structure was identified using different arguments in each of the different frameworks. In the TQI case, we deal with the Drinfeld's quantum double of finite dimensional semisimple Hopf algebras (e.g. built from finite groups) [1, 2, 5] whereas in the quantum gravity case, we deal with infinite dimensional Hopf algebras as built from Lie groups or their quantum deformation [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] .
This illustrates how the same structures appear in these differently physically motivated frameworks. One can find more rigorous discussions on how to bridge TQI models with QG models for example in [16] or [17] . Due to these common roots, we can expect fruitful interactions by confronting results obtained in one framework to the other framework.
For example, recently, a dual picture was introduced in the quantum gravity setting where the excitations have been swapped [18] . Even though this was discovered independently, this result could have been guessed in light of the notion of electro-magnetic duality well known in TQI [19] .
The Drinfeld double is in a sense the most commonly used quantum group, however it is not the only one. The bicrossproduct quantum group has been proposed by Majid [3] using motivations from QG. This quantum group is different in nature than the quantum double, that is its representation theory is different. Roughly speaking we can obtain a bicrossproduct quantum group by dualizing half of the Drinfeld double, through a semi-dualization map [20] . For a long time, the universal R-matrix for this quantum group was missing (when it was expected to exist) and was only very recently identified [21] , allowing now for a full use of this quantum group. This new R-matrix is obtained by a Drinfled twist between the quantum double and the bicrossproduct quantum group. Particles corresponding to the irreducible representations of the bicrossproduct quantum group can then be braided using this quasitriangular structure.
The bicrossproduct quantum group has been advocated to be relevant to construct non-commutative space-time in any dimensions in particular in the context of quantum gravity phenomenology [22] . In the study of quantum gravity models formulated in terms of the combinatorial quantization of the Chern-Simons action, these bicrossproduct quantum group also appeared as relevant [23] [24] [25] . From this perspective, the bicrossproduct quantum group is well-motivated from the gravity/Chern-Simons framework. Hence it is natural to ask how it can be useful in the TQI framework. For this we first need to define the analogue of Kitaev's model, in terms of this quantum group instead of the Drinfeld double. This is what we intend to do in the following.
In order to do so we will work with the concept of covariant system (K, A), which consists essentially into a Hopf algebra K and an algebra A which is carries a covariant action of the Hopf algebra K. It is covariant in the sense that A is a module algebra, that is the action is consistent with the product of A. Interestingly the standard Kitaev model in terms of the Drinfeld double is not an example of such covariant system (except for very special graphs), so that we really have a new model. Kitaev model/Hamiltonian is defined in terms of two types of operator, the vertex operator and the face operator, which provide a representation of K. As such, it is usually assumed that K will be constructed in terms of two sub-Hopf algebras, H 1 and H 2 . Each of the operators will then consist in the action of a H 1 or H 2 on A such that they define a representation of K. We will then define a tensor network representation which will allow to express explicitly the ground state of the Hamiltonian. The tensor network states are build from a diagrammatic framework similar to that introduced in [2] .
The scheme of the article goes as follows. In Section I, we provide the general recipe for constructing the Kitaev model in terms of a covariant system. In Section II, we review the definition of the bicrossproduct quantum group and the specific example given in terms of the mirror bicrossproduct. Essentially it is obtained by semi-dualizing the Drinfeld double. This will be the key example of covariant system which we will focus on to build the new Kitaev model. In Section III, we construct explicitly the Kitaev Hamiltonian for such mirror bicrossproduct quantum group. In Section IV, we define the tensor representation of the model, providing in particular the realization of the ground state in this setting.
Kitaev model and covariant system
We present here a general scheme to describe Kitaev lattice models in terms of a covariant system. Let us begin by fixing some notations.
Some notations
We follow conventions for Hopf algebras in [3] . A Hopf algebra or 'quantum group' H is an algebra and a coalgebra, with a linear coproduct ∆ : H → H ⊗ H which is an algebra homomorphism and satisfies (∆ ⊗ id) • ∆ = (id ⊗ ∆) • ∆. We use Sweedler notation for the coproduct so that for all h ∈ H,
. There is also a counit : H → C and an antipode S : H → H defined by (Sh (1) 
We say that an algebra A is an H-module if H acts on A from the left. An algebra A is an H-module algebra if A is a left H-module (i.e. H acts on A from the left) and this action is covariant, i.e.
where is a left action. We refer to the pair (H, A) L (resp. (H, A) R ) as a left (resp. right)covariant system if A is a module algebra under the left (resp. right) action of H. An important fact to be seen later on covariant systems, is that if H acts covariantly on A from the right then one can turn this to a left action of H on A op , according to the relation
By default, when no index L, R is specified, we will deal with a left covariant system. A coalgebra C is a left H-module coalgebra if
We denote by H * the dual Hopf algebra with dual pairing given by the non-degenerate bilinear map , and H cop , H op denote taking the opposite coproduct or opposite product.
Definition of the Kitaev lattice model in terms of a covariant system
Lattice definition: We consider Σ a 2d compact oriented manifold without boundary for simplicity. We will note Γ a discretization of Σ which can be the 1-skeleton of a polytope decomposition noted ∆ Σ , or of the dual of the polytope decomposition ∆ * Σ . We will note V, E, F respectively the set of vertices, edges, faces of ∆ Σ or ∆ * Σ . The vertex will need to be equipped with a cilium which specifies an order for the edges. By convention, we take the inverse trigonometric orientation. In the following, we will consider a site (v, p) of ∆ Σ or ∆ * Σ which consists in a choice of face p and adjacent vertex v. This choice naturally specifies a cilium.
Hilbert space: The states of the theory live on the edges e of Γ. They are given in terms of a finite-dimensional semi-simple Hopf -algebra A which we will note H when Γ is the 1-skeleton of ∆ Σ , or by H * , the dual of H, when Γ is the 1-skeleton of ∆ * Σ . This duality choice allows to implement consistently the Poincaré duality between the two possible decorated graphs. Equipping A with an inner product, thanks to the -structure and a Haar integral, the Hopf algebra is also an Hilbert space. We refer to the Appendix A for some Hopf algebra notations and relevant properties. The total Hilbert space is then given by
A.
-4 -Covariant system choice: The fundamental object for the construction is given by a (left) covariant system (K, A), with A = H or H * . By definition, K is a Hopf algebra 1 acting on A and A is then a module algebra. One can view A as the canonical representation of K.
We require K to be built from two Hopf algebras H 1 and H 2 . This is motivated by the fact that we will define geometric operators which encode each the action of these sub-Hopf algebras, while providing a representation of K.
As a consequence there is a covariant action of H 1 on A and of H 2 on A. Furthermore we demand also that (i) H 2 is equipped with a Haar integral and it is dually paired with A,
(ii) A is equipped with a Haar integral and it is an H 1 -module coalgebra.
From our assumption, we can split the algebra
, where some actions might be trivial. This means that we can use the algebra product · of K to define some natural actions of H 1 on H 2 and vice versa.
The elements h , h (resp. a , a ) are depending on h (resp. a), their exact value given by the specific shape of the product, coproduct and antipode structures of K. We do not specify them further since we do not restrict further the Hopf structure of K in terms of H 1 and H 2 .
Triangle operators: We use the actions of H 1 and H 2 on A to define the triangle operators L ± , T ± which are the basic building blocks of the Kitaev lattice model. The left action of H 1 on A and the left action of H 2 on A are noted respectively L + and
We will also need the corresponding right actions of H 1 and H 2 on A, constructed thanks to the antipodes of A and H i .
Given an oriented edge e, we associate geometrically the action of
• L − to the source of the edge e, and L + to the target of the edge e,
• T − to the face on the left of the edge e, and T + to the face on the right of the edge e. Figure 1 . An oriented edge showing the di↵erent operators on A. We have the left/right actions of H 1 on A associated to the vertices of e and the left/right actions of H 2 on A on the faces delimited by e.
The exact element of H i by which these operators act will depend on the number of edges. Indeed, A is associated to one edge of . However in general we will deal with the action of H 1 and H 2 on many edges. Hence we need to extend the action of H 1 and H 2 to many copies of A, thanks to the coproduct of K.
Geometric operators:
We will focus on specific combinations of the triangle operators -noted respectively A h (v, p) and B a (v, p) to encode their dependence on the site (v, p) -which contain a specific geometric information.
• A h (v, p) encodes the action of H 1 on the states which edges share the vertex v of , starting from the cilium specified by the face p.
• B a (v, p) encodes the action of H 2 on the states which edges delimitate the face f of ⌃ or ⇤ ⌃ , starting from the vertex v.
The choice of triangle operator L + or L (resp. T + or T ) in A v (resp. B f ) depends on the orientation of the edge of interest. Furthermore we have not encoded the dependence in a or h in the triangle operators since it depends heavily on the coproduct of K which we have not specified here.
The important feature of these operators is that they provide a representation of the algebra structure of K, as given in (2.4) when they act on the same site (v, p).
This shows that the graph provides a representation of the quantum group K. Note that to obtain such relation, the coproduct of K is again fully needed. The geometric operators are also expected to satisfy the following properties.
1 Later on, to talk about excitations and braiding, one might require it to be quasi-triangular.
-6 - The exact element of H i by which these operators act will depend on the number of edges. Indeed, A is associated to one edge of Γ. However in general we will deal with the action of H 1 and H 2 on many edges. Hence we need to extend the action of H 1 and H 2 to many copies of A, thanks to the coproduct of K.
• A h (v, p) encodes the action of H 1 on the states which edges share the vertex v of Γ, starting from the cilium specified by the face p.
• B a (v, p) encodes the action of H 2 on the states which edges delimitate the face f of ∆ Σ or ∆ * Σ , starting from the vertex v.
The choice of triangle operator L + or L − (resp. T + or T − ) in A v (resp. B f ) depends on the orientation of the edge of interest. Furthermore we have not encoded the dependence in a or h in the triangle operators since it depends heavily on the coproduct of K which we have not specified here.
if the two vertices v and w do not coincide.
(
if the two faces p and q do not coincide.
Hamiltonian: The vertex and face operators, for each vertex and face of Γ are "summed" over, thanks to the Haar integrals l and k of respectively H 1 and H 2 . We define the "averaged" geometric operators
An important feature of these operators is that they are actually projectors.
We can now define the Hamiltonian of the theory:
By requiring the operators A(v) and B(p) to be self-adjoint, we insure the Hamiltonian to be self adjoint. The last important piece is given by the ground state or protected space of the Hamiltonian (4.12). It is given by the invariant subspace P of H:
The protected space is also a topological invariant of the oriented surface Σ [1, 2] .
Bicrossproduct quantum groups
We briefly review the features of the bicrossproduct construction which are required in the current application and refer the reader to the book [3] for a comprehensive construction of bicrossproduct quantum groups. Some features of semi-simple Hopf algebras are summarized in appendix A and we refer to [3] or [26] for a general background on Hopf algebras. For simplicity, we will always focus on finite dimensional Hopf algebras.
-7 - 
The canonical right action of H * 2
One could also have a different bicrossproduct model via semidualisation where we dualise H 1 to obtain H 2 H * 1 acting on the left on H 1 while H 1 H 2 acts on the right on H * 1 . We refer to [3, 20] for details on these and to [21] for a recent account. These ideas were originally formulated by S. Majid as a new foundation ('quantum born reciprocity') proposed for quantum gravity in the sense that one can exchange configuration and momentum generators in the algebraic structure [27] .
Mirror bicrossproduct Hopf algebra
A well known example of the double cross product is the Drinfeld quantum double D(H) = H H * op , built on H ⊗H * as a vector space 2 . It is given via a double semidirect product by a mutual left coadjoint action of H * op on H and a right coadjoint action of H on H * op which are given respectively by
The coproduct is the tensor product coproduct of the individual Hopf algebras H and
Following the general construction of double crossproduct above, D(H) canonically acts on (H * op ) * = H cop from the left as an algebra and we have (D(H), H cop ) as a left covariant system.
The mirror bicrossproduct for a Hopf algebra
It is easy to see from the previous section that one can obtain this by semidualising the quantum double D(H). The left action of H on H cop and the right coaction of H cop on H given respectively as h a = h (1) aSh (2) ,
The algebra is
which is fully determined by
with the embeddings h → 1 H cop ⊗ h and b → b ⊗ 1 H being algebra morphisms. The coproduct is given by
The Hopf algebra H cop H acts covariantly on H * op from the right according to
and using (2.2), this gives rise to covariant left action on H *
We thus have the right covariant system (H 
Kitaev model for mirror bicrossproduct Hopf algebras
Following Section 2 and [1, 2], our aim is to find local vertex and face operators A h , B a which act on H Γ and represent both copies H, H cop in the mirror product bicrossproduct M (H) so that they satisfy the product in the bicrossproduct H cop H as they interact nontrivially on the intersection of their support. One can find two examples of simple graphs to illustrate the construction in Appendix B.
Lattice and Hilbert space:
We take Γ to be the 1-skeleton of the dual of the polytope discretization ∆ * Σ . Each edge of Γ is decorated by elements of H * . The vector space on which we will represent our geometric operators is therefore the C-vector space
The Hilbert space of the lattice model is generated by assuming that H * is a Hopf C -algebra. The non-degenerate Hermitian inner product on H * is defined by [28, 29] φ|ψ
where l is the normalized Haar integral of H.
Covariant system and triangle operators: We take the covariant system (H cop H, H * ), which is the mirror bicrossproduct acting on H * .
Definition 4.1. The triangle operators for an edge e ∈ Γ, h ∈ H, φ ∈ H * and a ∈ H cop are the linear maps
Here, the operators L + and T + are the canonical left action (3.13) while the L − and T − are right actions obtained from the relations
The inner product (4.1) makes the triangle operators L ± and T ± into -representations with adjoint maps given by
For example, we check this for T a + as follows:
ψ Sa, φ
Similar calculations are done for T − and L ± .
Geometric operators:
Thanks to the triangle operators, we can define the geometric operators. We recall that the site (v, p) defines a cilium and we consider the clockwise orientation. The inner product (4.1) makes the triangle operators L ± and T ± into ?-representations with adjoint maps given by
± . For example, we check this for T a + as follows:
ihSa, (1) 
ihl, i = hSa,
ihl, i
ihSa,
Similar calculations are done for T and L ± .
Thanks to the triangle operators, we can define the geometric operators. We recall that the site (v, p) defines a cilium and we consider the clockwise orientation. (1) Let us consider the site (v, p) of˜ ⌃ with all edges ingoing, and the elements
acting on a vertex v is given by
The antipode is used to change orientation away from the vertex v. In this case the antipode maps the left action L + to the right action L − as indicated in (4.3).
(2) Given a site (v, p) of∆ Σ and the element a ∈ H cop , the face operator
The antipode is used to change orientation away from the vertex v. In this case the antipode maps the left action L + to the right action L as indicated in (4.3).
(2) Given a site (v, p) of˜ ⌃ and the element a 2 H cop , the face operator
is defined as:
...
Note that thanks to the Hermitian inner product, the operators A h and B a are Hermitian since they are tensor products of the L ± and T ± operators, i.e., Proof. We use Figure 2 to proof Theorem 4.3. It is su cient to show that (3.9) holds on this graph. We proceed by a direct calculation, let h 2 H, b 2 H cop and
Note that thanks to the Hermitian inner product, the operators A h and B a are Hermitian since they are tensor products of the L ± and T ± operators, i.e., Proof. We use Figure 2 to proof Theorem 4.3. It is sufficient to show that (3.9) holds on this graph. We proceed by a direct calculation, let h ∈ H, b ∈ H cop and φ i ∈ H * , -12 - where i 2 {1, 2, .., 7}, then we have the LHS evaluated as
ihSa (1) ,
2
(1)
= ha ⌦ h, S(
, (4.6)
.
The RHS gives
= hã ⌦ h (3) , S(
-13 - where i ∈ {1, 2, .., 7}, then we have the LHS evaluated as
Sφ 5 (1)
Sφ 6 (1)
= Sa, φ
, where
-13 -
. This is equal to the LHS computed above.
We consider some simple examples of graphs illustrating again these calculations in Appendix B. When the geometric operators do not act on the site, they essentially commute as states the following lemma.
Lemma 4.4. Let Γ be an arbitrary graph with v, w ∈ V and p, q ∈ F , h, g ∈ H and φ, ψ ∈ H cop , then
Proof. (i). Suppose there exist at least one edge connecting the vertices v and w, and the orientation is from v to w, then we have
This by definition of L ± gives
and
A careful look at the two expressions shows A h (A g (φ)) = A g (A h (φ)), and this can be generalized for any number of edges connecting v and w. Suppose also the incident edges to v and and to w are disjoint, then we have for one incident edge 6) and obviously these two operators are commuting.
(ii) Consider the diagram below with faces p and q sharing a common edge. Then we have
Lemma 4.4. Let be an arbitrary graph with v, w 2 V and p, q 2 F , h, g 2 H and , 2 H cop , then
(ii) B a (v, p) B b (w, q) = B b (w, q) B a (v, p) if the two faces p and q do not coincide.
. A careful look at the two expressions shows A h (A g ( )) = A g (A h ( )), and this can be generalized for any number of edges connecting v and w. Suppose also the incident edges to v and and to w are disjoint, then we have for one incident edge
and obviously these two operators are commuting.
• v p q -14 --14 -that the face operators of the faces p and q are respectively
A straightforward computation shows that the above operators commute.
(iii) Consider a loop with two different sites (v, p) and (v , p ) then the vertex operator for (v, p) and face operator for (v , p ) are respectively
(4.8)
With these operators, one can easily show
. This can be generalised for any graph and easily shown that the vertex and face operators at two different sites commute.
Hamiltonian We are now ready to define the Hamiltonian of the mirror bicrossproduct Kitaev model, provided we can construct projectors out of the geometric operators.
Lemma 4.5. Let l and k be the Haar integrals for H and H cop respectively, then
define a set of projectors.
Proof. Given that there exist l ∈ H and k ∈ H cop satisfying definition (A.4), then we have
This implies for the vertex operator A l (v, p), we have
showing A l (v, p) is a projector. Similarly, this applies to the face operator, i.e, B 2 (p) = B(p). The vertex and face operators were earlier shown to be Hermitian and in Lemma 4.4 were shown to be commuting. Hence the expression (4.12) is a projector and defines the Hamiltonian of the mirror bicrossproduct model.
The Hamiltonian defining the M (H)-model is then given by
As a sum of Hermitian projectors, the Hamiltonian is Hermitian and diagonalizable. We would like now to determine a representation of the ground state P Γ of H. For this we are going to use the tensor network representation.
-15 -We now build the tensor network representation for the mirror bicrossproduct model of Section 4. Our starting point is to provide the diagrammatic framework for the tensor network states built on Γ, decorated by H * . We recall that we consider Σ without any boundary for simplicity. First we are going to determine a diagrammatic calculus. We will define then the notion of tensor trace which allows to evaluate quantities. With all this, we will be able to define the ground state of the Hamiltonian as the invariant space of the operators A(v) and B(p).
Diagrammatic scheme for tensor network states
To each oriented edge of the graph Γ, we associate a tensor as indicated below.
Tensor network representations for Bicrossproduct models
We now build the tensor network representation for the mirror bicrossproduct model of Section 4. Our starting point is to provide the diagrammatic framework for the tensor network states built on , decorated by H ⇤ . We recall that we consider ⌃ without any boundary for simplicity. First we are going to determine a diagrammatic calculus. We will define then the notion of tensor trace which allows to evaluate quantities. With all this, we will be able to define the ground state of the Hamiltonian as the invariant space of the operators A(v) and B(p).
Diagrammatic scheme for tensor network states
To each oriented edge of the graph , we associate a tensor
Here the black dot represents the orientation of the edge inherited from the underlying graph (physical edge Di↵erent orientations of graph edges and loops are related using the relevant antipode.
•
where all these basic diagrams are assumed to be invariant under arbitrary rotations, for instance
Here the black dot represents the orientation of the edge inherited from the underlying graph (physical edge). The black arrows (virtual edges) attached to tensor represents the indices of the tensor. We place a clockwise oriented virtual loop in each face of the graph Γ. A virtual loop determines a face p, to which we associate an element a p ∈ H cop , whereas we associate to each physical edge the element φ e ∈ H * . For any a p ∈ H cop and φ e ∈ H * , we define their canonical pairing by the elementary diagram in Figure 3 .
Tensor network representations for Bicrossproduct models
Diagrammatic scheme for tensor network states
where all these basic diagrams are assumed to be invariant under arbitrary rotations, for instance Different orientations of graph edges and loops are related using the relevant antipode as shown in Figure 4 .
Di↵erent orientations of graph edges and loops are related using the relevant antipode. where all these basic diagrams are assumed to be invariant under arbitrary rotations, for instance All these basic diagrams are assumed to be invariant under arbitrary rotations. For instance see Figure 5 .
graph (physical edge). The black arrows (virtual edges) attached to tensor represents the indices of the tensor. We place a clockwise oriented virtual loop in each face of the graph . A virtual loop determines a face p, to which we associate an element a p 2 H cop , whereas we associate to each physical edge the element e 2 H ⇤ . For any a p 2 H cop and e 2 H ⇤ , we define their canonical pairing by the elementary diagram
Di↵erent orientations of graph edges and loops are related using the relevant antipode.
where all these basic diagrams are assumed to be invariant under arbitrary rotations, for instance Let us now discuss how we can extend these diagrams to higher numbers of edges or faces.
• First if the face p has more edges than e in its boundary we extend the above diagrams as follows. Consider another edge e which shares a common vertex with e. We define a glueing operation as in Figure 6 .
Let us now discuss how we can extend these diagrams to higher numbers of edges or faces.
• First if the face p has more edges than e in its boundary we extend the above diagrams as follows. Consider another edge e 0 which shares a common vertex with e. Then we define a glueing operation by
where the arrows indicate the order in which the coproduct of p is applied to the basic diagrams. The red dot denotes the origin for this coproduct.
Hence in particular, if the face p have many edges for boundary, we first perform a clockwise multiplication of all the elements associated with the edges surrounding the face p and then pair the result with the element a p • Second, the edge e will be in general adjacent to two faces, since there are no boundaries. So for any edge e with adjacent faces p, q, we pick e 2 H ⇤ and a p , a q 2 H cop and define a glueing operation by Figure 6 . Glueing edges with the coproduct of H cop : The arrows indicate the order in which the coproduct of a p is applied to the basic diagrams. The red dot denotes the origin for this coproduct.
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In particular, if the face p have many edges for boundary, we first perform a clockwise multiplication of all the elements associated with the edges surrounding the face p and then pair the result with the element a p .
• e := X (ap) .6) where the arrows indicate the order in which the coproduct of p is applied to the basic diagrams. The red dot denotes the origin for this coproduct.
Hence in particular, if the face p have many edges for boundary, we first perform a clockwise multiplication of all the elements associated with the edges surrounding the face p and then pair the result with the element a p • Second, the edge e will be in general adjacent to two faces, since there are no boundaries. So for any edge e with adjacent faces p, q, we pick e 2 H ⇤ and a p , a q 2 H cop and define a glueing operation by
where the order of coproduct is determined by the orientation of the underlying graph edge. Hence, in particular if the faces p and q have many edges, we have to put together (5.6) and (5.7). If furthermore one loop is outgoing we have to also consider the antipode following (5.3).
An element e can be split into two parts 3 according to
e ⌦
e .
(5.8)
3 This is similar to the ket-bra representation of a matrix.
• Second, the edge e will be in general adjacent to two faces, since there are no boundaries. So for any edge e with adjacent faces p, q, we pick φ e ∈ H * and a p , a q ∈ H cop and define the face glueing operation as in Figure 7 . If the faces p and q have many edges, we have to put together Figure 6 and Figure 7 . If furthermore one loop is outgoing we have to also consider the antipode following Figure 4 .
-17 - Figure 7 . Glueing faces with the coproduct of H cop : The order of coproduct is determined by the orientation of the underlying graph edge.
An element φ e can be split into two parts 3 according to
e . (5.1)
Our contraction rule therefore becomes Our contraction rule therefore becomes
e · · · , a p ih (2) e · · · , a q i.
To the left and right adjacent face of e, we can assign (2) e and S (1) e respectively.
If we need to change the orientation of the edge, we use the antipode of H ⇤ as a direct
To the left and right adjacent face of e, we can assign φ (2) e and Sφ (1) e respectively.
• e a p a q := hS (1) e · · · , a p ih (2) e · · · , a q i.
If we need to change the orientation of the edge, we use the antipode of H ⇤ as a direct consequence of (5.3).
These tensors are then evaluated using the tensor trace which is nothing but the graphical rules we just set up. The fully contracted tensor network, which is a complex number, for a certain ground state of the bicrossproduct model on the graph can be interpreted as a collection of virtual loops in the faces of that have been suitably glued together to form the physical degrees of freedom. .) The dual Hopf tensor trace associated with the graph is the function ttr :
which is defined via diagrams and the evaluation rules (5.2), (5.6) and (5.7). 4 We refer to this as dual Hopf tensor trace as it is dual to the one defined in [? ] in the sense that
-18 -If we need to change the orientation of the edge, we use the antipode of H * as a direct consequence of Figure 4 . ) e · · · , a p ih (2) e · · · , a q i.
-18 -These tensors are then evaluated using the tensor trace which is nothing but the graphical rules we just set up. The fully contracted tensor network, which is a complex number, for a certain ground state of the bicrossproduct model on the graph Γ can be interpreted as a collection of virtual loops in the faces of Γ that have been suitably glued together to form the physical degrees of freedom. which is defined via diagrams and the evaluation rules given in Figures 3, 6 and 7.
Tensor network representation for the bicrossproduct model
We now use the tensor trace to construct the quantum states that will define the protected space.
Definition 5.2. Let φ e , ψ e ∈ H * and a p , b q ∈ H cop . Let Γ the graph embedded in the surface Σ. The Hopf tensor network state on the graph Γ is given by |Ψ Γ ({φ e }; {a p }) := (φe) e∈E Σ I ttr Γ ({φ (2) e }; {a p })
(5.3) 4 We refer to this as dual Hopf tensor trace as it is dual to the one defined in [2] in the sense that Figure 3 . Example of a tensor network, for an hexagonal graph .
We now use the tensor trace to construct the quantum states that will define the protected space. where for e , e 2 H ⇤ and a p , b q 2 H cop we have
ttr ({ (2) e }; {a p })
e i. Consider a face p with a boundary consisting of n edges. A face of Γ, decorated by the Haar integral k, leads to the contribution |Ψ Γ given by Consider a face p with a boundary consisting of n edges. A face of , decorated by the Haar integral k, leads to the contribution | i given by
where we left the other faces specified by a i . Note that the first diagram actually encodes a number since all the tensors have closed legs, whereas the second diagram is the state. This contribution can written in a more explicit form as
(a j )|η 6) where the Haar integrals η i = η ∈ H * . We used (5.5) to write down the contribution to the state |Ψ Γ . To each edge on the left hand side of the above diagram, we labelled it by η (2) . We split η (2) according to (5.1), then assign η (2)(2) and Sη (2) (1) , to the left and right adjacent faces of each edge respectively. To each of the outer nontrivial faces, we evaluate them according to Figure 3 .
The state (5.6) is invariant under the action of B(p):
(a j )|η
We used the definition of the face operator of 4.2 in the first line. In the third line we perform a renumbering on η. The fifth line uses the property of the Haar integral.
Next we consider a vertex v with n ingoing edges. The vertex contribution to Ψ Γ is
We used the definition of the face operator of 4.2 in the first line. In the third line we perform a renumbering on ⌘. The fifth line uses the property of the Haar integral.
Next we consider a vertex v with n ingoing edges. The vertex contribution to is
where once again the first diagram is actually a number since all the tensor legs are contracted and the second diagram is the state. Written in a more explicit form the state contribution is
)(a j )|⌘
)(a j )|η
This is then invariant under the action of A(v):
)(a j ) (Sη
, l (n) |η
)(a j ) 1, l |η
)(a j ) (l)|η
We used the definition of the vertex operator of 4.2 in the first equality. We permute cyclicly the different components of η in the definition of the vertex operator of the first -22 -equality. The third and fourth equalities use the counit property of a Hopf algebra. While the fifth and sixth equalities use the dual pairing properties of (A.4).
Outlook
In this article we proposed for the first time a Kitaev model built not on the Drinfeld double, but instead on the (mirror) bicrossproduct quantum group. Our construction is based on the use of a covariant system. As such it is therefore definitely different than the standard Drinfeld double construction which cannot be expressed in this formalism, except for some trivial graph. In a way the use of a covariant system makes the construction simpler since we always use a covariant action. In the Drinfeld double case, the action (for the L ± ) is only covariant for the simplest graph, and it has to be modified for more general graphs, making the construction less straightforward. We have identified the vertex and face operators and showed that they are projectors as in the standard Kitaev model. We have also identified the ground state of the Hamiltonian, by introducing a tensor network representation.
This new model opens up new directions to explore.
• We have used a specific bicrossproduct model, namely the mirror one. It would be interesting to develop the construction for a more general bicrossproduct model H 1 H 2 , where H i are some Hopf algebras associated to some finite groups for example. A case by case study could be useful to identify how a general bicrossproduct model can be used to define a general bicrossproduct Kitaev model.
• The Kitaev model defined in terms of the Drinfeld double was shown to be related to the combinatorial quantization of Chern-Simons theory based on the Drinfeld double [17] . It would be interesting to see whether this result extends to the bicrossproduct case, namely that our model can be related to the combinatorial quantization of Chern-Simons theory based on the bicrossproduct quantum group. An important step to achieve this was the definition of a Hopf gauge theory for the Drinfeld double [30] . This provides another interesting question to address in the context of the bicrossproduct quantum group. Note that for this construction, we need to have a R-matrix. Thanks to the recent work [21] , we do have some examples of bicrossproduct quantum group with an explicit expression for the R-matrix.
• From the gravity perspective, the vertex and face operators are related to the Gauss constraint and the Flatness constraint, which are usually characterized in terms of symmetries by the Drinfeld double. It would be interesting to determine whether the bicrossproduct case has also some geometrical meaning. The semidualization we use in the present work seems to indicate naively that we dualize Proof. We prove this lemma by showing that the operators A h and B a defined in (B.1) satisfy the multiplication formula (3.9) , that is,
B (h (1) aSh (2) ) A h (3) .
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Proof. We prove this lemma by showing that the operators A h and B a defined in (B.1) satisfy the multiplication formula (3.9) , that is,
We proceed as follows;
= S(h (1) aSh (2) ), φ (2)(1) h (3) , (Sφ (1) )φ (3) φ (2)(2) = h (1) aSh (2) , Sφ (2)(1) h (3) , (Sφ (1) )φ (3) φ (2)(2) = h (1) aSh (2) ⊗ h (3) , Sφ (2)(1) ⊗(Sφ (1) )φ (3) φ (2)(2) = A h B a (φ) (B.2)
Notice that in the first and second equations we used the actions given in (B.1). In the fourth equation we used the pairing property (A.5).
Consider now a graph Γ which consist of two edges connecting each other with associated Hilbert space H Γ = H * ⊗ H * as shown in Figure 10 . Since the covariant action (3.13) defines representations of M (H) on H * , we use it to define module structures on H Γ = H * ⊗ H * . It is important to note that the coproduct (3.10) of the bicrossproduct H cop H is not a tensor product one but rather complicated due to the presence of the coaction (3.7). The covariant actions on H * which form the foundation for the construction of the vertex and face operators are then given by (3.12) .
Using the triangle operators of (4.2), we define respectively the vertex operator and the face operator, which can be seen as two different representations on H Γ at the site (v, p) of Figure 10 . Next we show that the operators A h (v, p) and B a (v, p) indeed define a representation of the algebra M (H) on H ⇤ ⌦ H ⇤ at the site (v, p). -26 - Proof. We prove this lemma first for the loop given in Figure 10 . This is done by a direct calculation, evaluating both side of the straightening formula on arbitrary elements φ, φ ∈ H * . Evaluating the left hand side, we have
φ (2) = Sa, φ (1) φ (1) (h (1) φ (2) ) ⊗ (φ (2) h (2) ) = Sa, φ (1) φ (1) h (1) , (Sφ (2)(1) )φ (2)(3) φ (2)(2) ⊗ h (2) , φ 
) h, (Sφ (2)(1) )φ (2)(3) φ = a ⊗ h, S(φ (1) φ
) ⊗ (Sφ (2)(1) )φ (2)(3) φ ) φ (2)(2) ⊗ φ (2) (2) . (B.6)
We used the definitions of the actions given in (4.2) in the second and fourth equality.
In the third and fifth equality we used the pairing property (A.5). The property (A.6) of the dual pairing was applied in the sixth equality with the property of dual pairing on tensor products (A.4) used in the last equality.
-27 -Computing the right hand side of the lemma, we have B (h (1) aSh (2) ) A h (3) (φ ⊗ φ ) = B (h (1) aSh (2) ) h (3)(1) φ ⊗ φ h (3) (2) = B (h (1) aSh (2) ) h (3)(1) , (Sφ (1) )φ (3) φ (2) ⊗ h (3)(2) , φ
(Sφ (1) ) φ (2) = h (3) , (Sφ (1) )φ (3) φ
(Sφ (1) ) ã (2) φ (2) ⊗ã (1) φ (2) = h (3) , (Sφ (1) )φ (3) φ
(Sφ (1) ) Sã, φ (2)(1) φ (2) (1) φ (2)(2) ⊗ φ (2)(2) = ã, S(φ (1) φ (1) ) h (3) , (Sφ (2)(1) )φ (2)(3) φ (2)(3) (Sφ (2) (1) ) φ (2)(2) ⊗ φ = ã ⊗ h (3) , S(φ (1) φ
) ⊗ (Sφ (2)(1) )φ (2)(3) φ = a ⊗ h, S(φ (1) φ
) ⊗ (Sφ (2)(1) )φ (2)(3) φ , (B.7) whereã = h (1) aSh (2) . The definitions of the actions (4.2) are used in the second and third equality. We used the dual pairing property (A.5) in the third and fourth equality. While in the sixth equality we did a renumbering using coassociativity of the coproduct of φ . In the last equality we used the relation ha = (h (1) aSh (2) )h (3) to establish the equivalence with the last equality of (B.6). The equivalence of (B.6) and (B.7) shows that the operators A h and B a define a representation of H cop H on the loop.
