The surgeon's knowledge of a patient's individual anatomy is critical in skull base surgery. Trainees and experienced surgeons can benefit from surgical simulation; however, current models are expensive and impractical for widespread use. In this study, we report a next-generation mixed-reality surgical simulator. We segmented critical anatomic structures for 3-dimensional (3D) models to develop a modular teaching tool. We then developed a navigation tracking system utilizing a 3D-printed endoscope as a trackable virtual-reality (VR) controller and validated the accuracy on VR and 3D-printed skull models within 1 cm. We combined VR and augmented-reality visual cues with our 3D physical model to simulate sinus endoscopy and highlight segmented structures in real time. This report provides evidence that a mixedreality simulator combining VR and 3D-printed models is feasible and may prove useful as an educational tool that is low cost and customizable.
F unctional endoscopic sinus surgery (FESS) requires rigorous preoperative planning and careful intraoperative dissection of intricate anatomic structures due to each individual's unique anatomy. 1, 2 Image-guided surgery is commonly used in complex cases, in which 3-dimensional (3D) tracking systems determine instrument positions relative to the skull base anatomy shown on visual displays. 3, 4 Although tracking is real-time, studies have shown that complication rates have not significantly decreased. 5 In part, this may be due to a surgeon's technological fatigue in processing high-resolution computed tomography (CT) scans preoperatively and recalling data intraoperatively.
As FESS becomes increasingly sophisticated, the learning curve becomes steeper for trainees. Simulation is integral to medical education, and physical and virtual simulators were shown to decrease operative time and increase patient safety. [6] [7] [8] [9] [10] [11] [12] [13] Cadaveric dissections remain the gold standard, but specimens are costly and not reusable. However, rapid advances and declining costs of virtual reality (VR) technologies have expanded use from computer laboratories to homes and smartphones. VR has been used for surgical training, but the lack of practicality and haptic feedback limits widespread use.
14 Additionally, 3D printing has revolutionized simulation, providing high-resolution models for patient-specific anatomy. [15] [16] [17] [18] [19] [20] Herein, we propose a mixed-reality surgical simulator with an immersive user experience that incorporates patient-specific anatomy and 3D printing for virtual nasal endoscopy.
Methods

Imaging and Segmentation
We received Institutional Review Board exemption from the Human Subjects Protection and Privacy Program at the University of Arizona. A de-identified subject without radiologic sinus disease had existing CT imaging of the head with a SOMATOM Definition Scanner (Siemens, Munich, Germany). Axial sequence parameters comprised 1-mm thickness, 120 kVp, and 1000-millisecond exposure. 3D Slicer was used for manual segmentation. 21, 22 Bone, sinonasal mucosa, internal carotid and anterior ethmoid arteries, optic tracts, and each paranasal sinus were segmented and exported as surface meshes ( Figure 1 ).
Mixed-Reality System Combining 3D Printing and Trackable VR
The 3D-printed skull, as well as an endoscope controller designed in CAD software (computer-aided design), were fabricated with a Zcorp650 printer (3D Systems, Rock Hill, South Carolina). Our tracking system included a VR-capable PC and HTC Vive with 2 Vive trackers (HTC, New Taipei City, Taiwan; Figure 2A ). Trackers were fixed to 3D prints with tripod mounts, and model coordinates/ orientations were mimicked in VR to sync virtual and physical objects ( Figure 2B ). Tracking calibration was validated with a Kolmogorov-Smirnov test to calculate accuracy. The endoscope tip was placed at the nasion, bilateral supra-and infraorbital foramina, and nasal floor, and positional differences were compared between VR and physical models over 5 trials. Additionally, input switches wired to the tracker/endoscope triggered VR events.
VR Surgical Simulation Environment
We developed a virtual operating room using the Unity game engine (version 2017.3; Unity, San Francisco, California). Key environment structures included an endoscopic tower, subject head, and operating table ( Figure  3A) . Virtual endoscope and head coordinates were determined by corresponding 3D prints coupled to Vive trackers. VR controller inputs triggered virtual events, such as toggling degree views of angled endoscopes ( Figure 3B ) and projecting critical landmarks ( Figure 3C ).
Results
We manually segmented CT images into 3D meshes. 3D prints of the segmented skull and CAD endoscope cost approximately $35 in materials and 25 hours of printing time. Subjectively, print resolution accurately modeled the sinonasal cavity. For tracking validation, we compared fiducial points between virtual and physical landmarks on the skull and endoscope controller. Accuracy had mean error of 1.13 cm. In VR, the surgical tower displayed an endoscopic view with dynamic lighting. Finally, VR controls described in the Methods section functioned correctly. Otolaryngology residents and attendings subjectively reported accurate anatomic representations of virtual structures and reliable tracking of controllers. Endoscopes had a representative field of view and were noted to feel and handle similar to live surgery.
Discussion
This is the first study to utilize VR coupled with 3D printing to create an immersive surgical simulation experience. Physical and virtual simulators are ubiquitous in otolaryngology, including FESS. 9, 11, 12, [23] [24] [25] However, VR FESS simulators have been stand-alone systems with exponentially higher cost. Our simulator design enables any training program with a modern PC to acquire materials/ equipment for \$1000. This is also the first study to utilize 3D-printed surgical instruments as custom VR controllers. True haptic feedback was achieved via physical interaction between 3D prints. Additionally, consumer VR equipment tracked objects with adequate precision for virtual endoscopy. Whereas the Vive had controversial reviews for reliable tracking, 26, 27 our preliminary findings were satisfactory for navigation, with accuracy measurements of 1.13 cm, consistent with other reports. 27 However, consumer VR is still not adequate for navigation in live surgery at this time. One limitation was the inability for virtual dissection. When compared with volume rendering-based simulators, [28] [29] [30] real-time mesh manipulation is still under development, and future studies will investigate feasibility.
Our results have exciting implications for future simulation, including resident education or patient-specific preoperative surgical planning for difficult cases. For example, real-time positional tracking that projects augmented reality-based cues on camera displays may provide enhanced visualization of critical structures, thereby warning surgeons prior to intraoperative complications. Previous studies incorporated augmented reality in frontal sinus navigation in cadavers, 31 and this technology could be expanded to any region in the paranasal sinuses and skull base. Finally, equipment could be set up in any enclosed room yet virtually replicate an operating suite, thereby demonstrating portability and cost-effectiveness.
Conclusions
Virtual FESS with consumer VR and 3D-printed surgical instruments provides a novel and cost-effective approach to high-fidelity simulation with haptic feedback. A virtual operating room allows simulation studies to be performed anywhere, thereby allowing portability and accessibility. Future iterations integrating VR or augmented reality could enrich physical simulation.
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