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1.1 SÍNDROME CARDIO-RENAL 
Las alteraciones combinadas del corazón y riñón se clasifican hoy en día como Síndrome 
cardio-renal (SCR). La definición más reciente incluye alteraciones agudas o crónicas donde 
el órgano afectado puede ser primariamente el corazón y secundariamente el riñón o 
viceversa, así se  han clasificado 5 tipos de SCR, como se muestra en la figura 1 (Ronco C et al, 
2010), dependiendo del órgano inicialmente lesionado y la naturaleza aguda o crónica del 






      Figura 1: Clasificación del síndrome cardio-renal 
La fisiopatología del síndrome cardio-renal no se entiende completamente, pero puede 
ser causada por una combinación compleja de activación del sistema neurohormonal, 
disfunción endotelial, proteinuria, estrés oxidativo, toxinas urémicas y otros factores. El 
manejo del síndrome cardio-renal sigue siendo un desafío terapéutico importante en la 
práctica clínica porque muchos de los fármacos usados para controlar la insuficiencia cardíaca 
pueden empeorar la función renal y viceversa (Fu Q et al, 2014; Núñez J et al, 2015). 
 Los factores predisponentes del SCR son fundamentalmente (Lekuona I, 2012): 
 Obesidad: La glomerulopatía asociada a la obesidad ha sido descrita como una 
situación de hiperfiltración en sujetos obesos sin DM que al final lleva a ERC y predispone al 
SCR tipo 1.De forma añadida el Síndrome metabólico en ausencia de DM franca se asocia a un 




Caquexia: problemas combinados del corazón y del riñón se desarrollan en presencia 
de caquexia y sarcopenia y que se asocian a una interrelación de los 2 órganos a través de 
factores como el de necrosis tumoral alfa y otras citoquinas que van a aumentar su 
concentración de 6 a 8 veces. 
Proteinuria: el daño endotelial, mesangial o de los podocitos en presencia de HTA y 
DM va a dar lugar a un exceso de albúmina en la cápsula de Bowman, las células tubulares 
proximales deben reabsorber este exceso lo que las lleva a apoptosis  a pérdida de nefronas y 
a progresión de la enfermedad renal. La albuminuria predice el desarrollo de IC, y en aquellos 
con IC establecida está presente en un 30% de los casos y se asocia con aumento de la 
hospitalización y de la mortalidad. La micro-albuminuria es un marcador de enfermedad renal 
y probablemente un factor patogénico en la progresión de la ERC. 
Retención de solutos urémicos: La uremia causa disfunción de los miocitos alterando 
el movimiento del calcio en el citosol afectando la contracción, contribuye a acelerar la fibrosis 
y el remodelado cardiaco adverso después de un infarto agudo de miocardio. 
Anemia. Es común en la insuficiencia cardiaca y se asocia a incrementos de la 
mortalidad y morbilidad, así como empeoramiento de la función. 
Episodios repetidos de daño renal subclínico. Es altamente probable que algunos 








              
 
Figura 2: Factores predisponentes SRC. Ronco C .  2012  
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Respecto al tratamiento, como no hay uno definitivo disponible, la prevención debe ser 
una estrategia clave. Cualquier paciente con con disfunción del corazón o del riñón corre un 
alto riesgo de desarrollar un SCR. Dada que la congestión juega un papel clave en la 
patogénesis de casi todos los tipos de SRC, prevenir la sobrecarga de volúmen es una parte 
clave de la gestión de los pacientes con este síndrome, además son importantes las estrategias 
de prevención primarias centradas en la modificación de factores de riesgo como la obesidad, 
la hipertensión o la Diabetes Mellitus (Gnanaraj J. et al, 2016). 
 
 
1.2 ENFERMEDAD RENAL CRONICA 
La Enfermedad Renal Crónica (ERC), se ha convertido en un problema de salud mundial, 
encontrándose España, según los datos de la Sociedad Española de Nefrología (SEN), entre 
los países europeos, con alta prevalencia de ERC terminal, y al estar el problema 
estrechamente relacionado con el envejecimiento de la población y la elevada prevalencia 
de diabetes e hipertensión arterial, se prevé que podría aumentar en los próximo años. El 
estudio EPIRCE, sitúa en un 11% la población adulta en España que sufre ERC, en alguno de 
sus estadios. La presencia de ERC se ha relacionado con un riesgo elevado de Insuficiencia 
Renal Crónica terminal (IRCt), enfermedad cardiovascular y muerte (Otero A et al, 2005). 
Ante el previsible aumento de la población con ERC, los esfuerzos se están dirigiendo 
hacia la prevención y detección precoz de la enfermedad, para evitar o enlentecer su 
progresión, por ello en 2002, la National Kidney Foundation estadounidense, a través del 
proyecto K/DOQI, publicó una serie de guías de práctica clínica sobre la evaluación, 
clasificación y estratificación de la ERC, que han sido aceptadas por la mayoría de las 
Sociedades Científicas (National Kidney Foundation, 2002). Los objetivos de estas guías fueron 
los siguientes: 
- La definición de Enfermedad Renal Crónica y su clasificación en estadios a partir del 
valor del filtrado glomerular y la presencia de lesión renal, independientemente de la 
etiología de la misma. 
- Determinar las pruebas de laboratorio más adecuadas para la evaluación de la función 
renal. 
- Asociar los estadios de la función renal con las complicaciones de la ERC. 
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- Estratificar el riesgo de progresión de la ERC y de desarrollar complicaciones 
cardiovasculares. 
Según estas guías, se entiende por Enfermedad Renal Crónica (ERC): 
- La presencia de un filtrado glomerular menor de 60ml/min/1,73m2,  durante un 
tiempo igual o superior a 3 meses. 
- La presencia de lesión renal, con o sin descenso del filtrado glomerular, durante un 
tiempo igual o superior a 3 meses. Por lesión renal, se entiende la presencia de 
alteraciones estructurales o funcionales del riñón, puestas de manifiesto: 
 Directamente por alteraciones histológicas en una biopsia renal. 
 Indirectamente, por la presencia de albuminuria, proteinuria, alteraciones 
en el sedimento urinario, o mediante técnicas de imagen. 
La combinación de ambos criterios, es la base para la clasificación de la Enfermedad 









Se ha seleccionado el valor de corte del filtrado glomerular en 60 ml/min/1.73m2, 
como definición de ERC, porque este valor representa una reducción de más del 50%, respecto 
del valor normal del mismo. 
En los estadios 1 y 2, el valor de filtrado glomerular no es diagnóstico por sí mismo y 
precisa de la presencia de algún marcador asociado a lesión renal. Es más, el estadio 2, en 
ausencia de marcador de lesión renal, se cataloga como “descenso del filtrado glomerular” y 
no como ERC (Soriano, S  2004). 
 
Tabla 1: Clasificación en estadios de la enfermedad renal crónica según las guías 




1.3 ENFERMEDAD CARDIOVASCULAR   
 Se trata de un concepto amplio que engloba al corazón y los vasos sanguíneos. Con 
frecuencia va ligada a la arterioesclerosis, que consiste en una acumulación de grasas y 
colesterol en las arterias en forma de placa, produciendo un engrosamiento de la pared 
arterial, y que con el paso de los años, esta placa disminuye la luz de las arterias. Se produce 
asimismo una pérdida de elasticidad arterial; en el corazón se bloquean de manera progresiva 
las arterias coronarias y sus ramas principales. Se trata de un proceso crónico de lenta 
evolución, y su prevalencia en mayor en hombres que en mujeres. (Newby DE et al, 2012: 
Goldman L et al, 2016; Toth PP et al, 2016) 
 Respecto a los factores de riesgo, no fue hasta finales de los años 40, cuando se inició 
un estudio epidemiológico en una población del estado de Massachusetts, el que ha generado 
la mayor parte de la evidencia sobre el origen de la enfermedad isquémica y con posterioridad 
del resto de enfermedades cardiovasculares con sustrato ateromatoso. Desde 1947 la ciudad 
de Framingham, próxima a Boston fue seleccionada para realizar un estudio comunitario que 
proporcionara información sobre la historia natural de la enfermedad isquémica cardiaca, 
datos de incidencias reales y su pronóstico. Fue el NHBLI (Instituto Nacional de Corazón, 
Pulmón y Sangre) el encargado de dirigirlo, en la figura de Thomas R. Dawber. Inicialmente el 
estudio contó con 5.209 hombres y mujeres de entre 30 y 62 años exentos de enfermedad 
cardiaca y cerebro-vascular. Entre sus avances cabe destacar el haber utilizado un estudio 
prospectivo, que proporcionó una evidencia de asociación causal más potente que los estudios 
clínicos transversales previos, y además dio origen al concepto factor de riesgo, como 
condición que precede al comienzo de la enfermedad y aumenta el riesgo de padecerla 
(Dawber T et al, 1962). Con los años el seguimiento de esta población ha llevado a la 
identificación de los principales factores de riesgo asociados a la enfermedad, como pueden 
ser (Eckel RH et al, 2014): 
 
 Aumento del colesterol: Desde 1961 había reunida suficiente evidencia para asegurar 












Figura 3: Riesgo absoluto  entre mortalidad por cardiopatía isquémica y valores de 
colesterol  total entre distintos países y regiones (Verschuren M et al, 1995). 
 
 Hipertensión arterial: Mucho antes de los estudios de Framingham se conocía la 
relación entre cifras elevadas de presión arterial y mortalidad cardiaca. Se considera 
un factor de riesgo mayor para todas las enfermedades cardiovasculares. 
 
 Tabaquismo: Se evidenció una relación causal con el ictus isquémico y la arteriopatía 
periférica. 
 
 Diabetes Mellitus: Fue la más tardía en identificarse dentro de los factores principales 
para la cardiopatía isquémica, fundamentalmente por el escaso número de pacientes 
diabéticos que participaron inicialmente en el estudio. El seguimiento posterior de los 
pacientes ha podido asociarla con enfermedades cardiovasculares como la arteriopatía 
diabética, la insuficiencia cardiaca y el ictus.   
 
 
 Obesidad: Hoy en día se considera que la acumulación de grasa perivisceral abdominal 
es la que induce mayor riesgo a través de la producción de diversas hormonas u 
mediadores inflamatorios que inducen la resistencia a la insulina, hipertensión arterial, 
cambios en el perfil lipémico y actividad procoagulante, lo que a su vez incremente el 
riesgo de padecer diabetes y enfermedad cardiovascular. 
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 Edad: Las personas mayores tienen un mayor riesgo de sufrir enfermedades del 
corazón. Aproximadamente 4 de cada 5 muertes debidas a una enfermedad cardíaca 
se producen en personas mayores de 65 años de edad. Con la edad, la actividad del 
corazón tiende a deteriorarse. Puede aumentar el grosor de las paredes del corazón, 
las arterias pueden endurecerse y perder su flexibilidad y, cuando esto sucede, el 
corazón no puede bombear la sangre tan eficientemente como antes a los músculos 
del cuerpo.  
 Sexo: En general, los hombres tienen un riesgo mayor que las mujeres de sufrir un 
ataque al corazón. Gracias a sus hormonas sexuales, las mujeres generalmente están 
protegidas de las enfermedades del corazón hasta la menopausia, que es cuando su 




 1.4 FILTRADO GLOMERULAR COMO INDICE DE LA FUNCION RENAL 
        La valoración del filtrado glomerular es el mejor indicador para medir la función renal, la 
monitorización del mismo permite calcular la progresión de la enfermedad renal y también 
ajustar las dosis de los fármacos que se eliminan por vía renal, y evitar así posibles problemas 
de toxicidad. 
        El valor del filtrado glomerular, varía en función de la edad, sexo y la masa corporal, 
siendo 140 ml/min/1,73 m2 el valor considerado normal en individuos adultos, jóvenes sanos 
(Gracia S et al, 2006).  
         La forma ideal de medirlo es a través del aclaramiento de una sustancia, que es el 
volumen del plasma, del que ésta es totalmente eliminada por unidad de tiempo (Swan SK, 
1997). Lo ideal es usar una molécula cuya concentración plasmática sea estable, que sea 
fisiológicamente inerte, que se filtre libremente por el glomérulo renal y que no sea 
sintetizada, reabsorbida, metabolizada ni secretada por el riñón, de forma que toda la cantidad 







         1.4.1 ACLARAMIENTO DE INULINA 
 La inulina es una molécula que cumple con gran parte de las características antes 
mencionadas, y por ello se la considera el “gold-standard” para la medida del filtrado 
glomerular. El problema es que es una molécula exógena que necesita ser perfundida, por lo 
que su medida es muy compleja a nivel del laboratorio clínico (Gracia S et al, 2006; Gómez A et al, 
2009). 
 
1.4.2 CONCENTRACIÓN SÉRICA DE CREATININA 
 La concentración sérica de creatinina, es la medida que se utiliza habitualmente para 
evaluar la función renal, pues tiene una serie de características que se aproximan a las de la 
molécula ideal para la medición del filtrado glomerular; sin embargo está afectada por 
distintas fuentes de variabilidad biológica, como son la edad, el sexo, la raza, la masa muscular 
o el tipo de dieta, múltiples interferencias analíticas e importantes problemas de 
estandarización. Por todos estos inconvenientes, no se debe utilizar únicamente el valor de 
creatinina en sangre para evaluar la función renal (Gowans EM et al, 1988; Swedko PJ et al, 2003). 
 
1.4.3 ACLARAMIENTO DE CREATININA 
 El aclaramiento de creatinina, calculado a partir del valor de la concentración sérica de 
creatinina, y de su excreción en orina de 24 horas, es el método más utilizado como medida 
del filtrado glomerular, sin embargo también tiene una serie de limitaciones (Payne RB, 2000; 
Gracia S et al, 2006) 
- Sobreestima el filtrado glomerular, porque la creatinina, además de ser filtrada por el 
glomérulo renal, es secretada por los túbulos renales. 
- Inconveniente de tener que recoger una orina de 24 horas, con los errores que ello 






  1.4.4 ECUACIONES PARA LA ESTIMACIÓN DEL FILTRADO GLOMERULAR 
 Las ecuaciones desarrolladas para la estimación del filtrado glomerular, han intentado 
eliminar los problemas  anteriormente mencionados para la creatinina y el aclaramiento de 
creatinina. Tratan de obtener una estimación del mismo a partir de la concentración sérica de 
creatinina y de algunas variables demográficas y antropométricas (edad, sexo, peso, talla, 
etnia). La valoración del filtrado glomerular a través de estas ecuaciones es más exacta y 
precisa (Landry DW et al, 2016). 
 La primera ecuación de este tipo que se desarrolló, fue la de Cockcroft-Gault, que lo 
que estimaba era el aclaramiento de creatinina (Cockcroft DW, Gault MH, 1976): 
   
  
 
Hoy en día, la ecuación más utilizada es la del estudio MDRD (Modification of Diet in 
Renal Disease, 1992), que mejora la ecuación de Cockroft-Gault, puesto que esta es una 
estimación del filtrado glomerular (FGR) y no del aclaramiento de creatinina (Stevens LA et al, 
2007). 
En concreto, el FGR viene dado por la siguiente expresión: 
FG estimado = 186 x (creatinina (mg/dl))-1,154 x (edad)-0,203 x (0,742 si mujer) x (1,210 si 
raza    negra) 
A pesar de que hoy en día están en estudio otras ecuaciones, como puede ser la de 
CKD-EPI, la que todas la sociedades científicas recomiendan utilizar es la MDRD-4 (Levey AS et 
al, 1999; Gracia S et al, 2006; Alcázar R, et al, 2008). Informando, siempre que se pida una 
determinación de creatinina, en un análisis de sangre, de este valor, que se informará con el 
valor obtenido siempre que sea inferior a 60 ml/min/1,73 m2 y se informará como mayor de 60 
ml/min/1,73m2, siempre que el resultado obtenido sea superior a ese valor. 
Esto se hace así para homogeneizar los datos, en el sentido que los valores en las dos 
poblaciones sean comparables, es decir, estén medidas en la misma escala; de esta forma, se 
























2.- RELACIÓN HISTÓRICA ENTRE ENFERMEDAD 
CARDIOVASCULAR Y ENFERMEDAD RENAL CRÓNICA: BASES 















Las muertes cardiovasculares atribuidas a la disfunción renal superan en número a las 
muertes por la propia insuficiencia renal en todo el mundo. En 2013 la insuficiencia renal se 
asoció con el 4% de las muertes en todo el mundo, 2,2 millones de fallecimientos. Más de la 
mitad de estas, 1,2 millones fueron cardiovasculares, mientras que solo 0,96 millones fueron 
por enfermedad renal (Thomas B et al, 2017). La figura 4 muestra las muertes atribuidas a la 















La relación entre el riñón y la patología vascular es muy estrecha. El riñón está 
implicado de una forma u otra en el origen de la hipertensión y es fundamental en la 
perpetuación de ésta. Además, el riñón es afectado por la hipertensión, convirtiéndose en un 
órgano de los llamados diana, y su daño, es usado en la valoración del riesgo de estos 
pacientes (Siu AL et al, 2015; Victor RG 2016). Se ha demostrado en diversos estudios 
epidemiológicos que la insuficiencia renal desde estadios muy iniciales es un factor de riesgo 
cardiovascular de primer orden. La gran mayoría de estos pacientes nunca llegarán a diálisis 
pues fallecen antes, de la pérdida de la función renal por causas cardiovasculares. (De Francisco 
A, Gonzalez E, 2004; Inker LA et al, 2015) 
  Los pacientes con insuficiencia renal crónica (IRC) presentan un aumento muy 
importante de la morbimortalidad cardiovascular en relación a la población general. Entre el 
40% y el 75% de los pacientes que comienzan los programas de diálisis tiene enfermedad 
cardiovascular (ECV). La ECV es responsable del 44% de las muertes de pacientes en esta 
Figura 4: Muertes atribuidas a la reducción de la tasa de filtrado glomerular por 100.000 habitantes. 
(Thomas B et al 2017.) 
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situación y constituye, tras los ajustes para edad y sexo, la causa más importante de 
morbilidad cardiovascular y de mortalidad total (Go AS et al, 2004; Tonelli M et al, 2006). 
 La elevada prevalencia de ECV en la población de diálisis sugiere que el daño vascular 
puede comenzar en los estadios iniciales de la enfermedad renal crónica (ERC). Aunque los 
estudios epidemiológicos de la ECV en dichos estadios son escasos, existen evidencias 
crecientes de su interrelación (Levin A et al, 1996). En los informes iniciales de los grandes 
estudios epidemiológicos (Framingham, MRFIT, Multiple Risk Factors Intervention Trial) la 
concentración de creatinina sérica no fue incluida como parámetro de análisis entre los 
posibles factores de riesgo cardiovascular. Los pacientes con ERC, pese a ser un grupo con alto 
riesgo cardiovascular, fueron sistemáticamente excluidos de la mayoría de los ensayos 
terapéuticos clásicos. En los últimos años se han publicado varios estudios que han 
demostrado que los niveles de creatinina sérica ligeramente elevados constituyen un factor de 
riesgo cardiovascular independiente. Se trata de análisis post hoc sobre grupos de pacientes 
con patología cardiovascular asociada. En el estudio HOPE (Heart Outcomes and Prevention 
Evaluation,)(Mann JFE et al, 2001) los 980 enfermos que tenían una creatinina basal mayor o 
igual a 1,4 mg/dl tuvieron una prevalencia de infarto de miocardio, muerte cardiovascular y 
mortalidad total más alta que los 8.307 pacientes con niveles de creatinina menor de 1,4 
mg/dl. Resultados similares se comunicaron en el estudio HOT (Hypertension Optimal 
Treatment) (Ruilope KM et al, 2001). También se han publicado los datos conjuntos de cuatro 
estudios poblacionales básicos (Atherosclerosis Risk in Communities, Cardiovascular Health 
Study, Framingham Heart Study y Framingham Offspring Study) que incluyeron un total de 
22.634 individuos. Tanto basalmente como tras el seguimiento medio de 86 meses, pudo 
comprobarse que los sujetos con ERC, definida en este análisis por un filtrado glomerular (FG) 
estimado < 60 ml/min, tuvieron una mayor prevalencia de morbilidad vascular y mortalidad 
total que aquellos con un filtrado glomerular más alto. La ERC fue por sí misma un factor de 
riesgo CV independiente y tan poderoso como otros factores bien reconocidos como la 
diabetes, la presión arterial (PA) sistólica o la hipertrofia ventricular izquierda (HVI). (Weiner DE 
et al, 2004).  
El informe americano JNC-7 sobre HTA ha considerado, por primera vez, a la 
microalbuminuria elevada y al descenso del filtrado glomerular estimado por debajo de 60 
ml/min como factores de riesgo cardiovascular mayores. (Chovanian AV et al, 2003). 
En la nefropatía diabética y en la nefropatía vascular los mecanismos etiopatogénicos 
de la enfermedad renal y de la ECV son, probablemente, muy similares y el progreso de ambos 
procesos ocurre en muchos casos de un modo simultáneo (Marín R, 2004), como se muestra en 















       
 Figura 5: Estadios evolutivos paralelos de la enfermedad renal crónica y de la enfermedad  
cardiovascular  (Sarnak MJ y Levey AS, 2000). 
 
En el presente estudio se parte de la hipótesis de que es posible encontrar un modelo 
que explique la posibilidad de llegar a tener una disminución del filtrado glomerular (FGR) a 
partir de una serie de marcadores. Para ello, se analizaron una serie de variables que se 
considera que pueden influir en el valor de FGR, lo que se conoce como variables explicativas, 
son las siguientes: 
Leucocitos, Velocidad de sedimentación glomerular en una hora, Colesterol total, 
Transaminasa GOT, Transaminasa GPT, Gamma-glutamil transpeptidasa, Hemoglobina 
glicosilada. 
El uso de estas variables se debe a que tanto los leucocitos como la velocidad de 
sedimentación glomerular son marcadores agudos de inflamación y por tanto estarán elevados 
en cuanto haya una lesión renal. Las transaminasas, son indicadores de una posible alteración 
hepática. Y por último el colesterol elevado como marcador de una posible dislipemia y la 
hemoglobina glicosilada como indicador de Diabetes Mellitus. Ésta última es la principal causa 




























 3.1 OBJETIVO  
El objetivo del presente proyecto es caracterizar en una cohorte de individuos de la 
población del Corredor del Henares, sin patología renal aparente, si el filtrado glomerular 
estimado (FGR) muestra algún tipo de dependencia con los valores de  analitos como: 
 Colesterol.  
 Recuento de leucocitos,  
 Velocidad de sedimentación globular 
 Aquellos asociados a deterioro hepático como la Glutamato-oxalacetato 
transaminasa (GOT), la Glutamato-piruvato transaminasa (GPT) o la Gamma 
glutamil transpeptidasa (GGT).   
 Aquellos asociados al estado de glucemia del individuo como la hemoglobina 
glicosilada. 
De esta manera podríamos ver la posible relación existente en personas que tienen 
valores de analitos asociados a una posible enfermedad cardiovascular elevados, si a su vez 
tienen un valor de FGR que pueda ser sugerente de llegar a desarrollar una enfermedad renal 
crónica. 
Para la consecución del objetivo propuesto se describe a continuación el plan de 
trabajo seguido. 
 
3.2 PLAN DE TRABAJO: 
  
 Solicitud al Comité de Ética de la investigación y de experimentación animal de la 
Universidad de Alcalá, de la autorización para la realización del estudio.  
 
 Selección de pacientes: Para realizar este estudio se dispone de muestras de  9.750 
individuos, obtenidas desde enero de 2013 hasta diciembre de 2015, que parece 
un tamaño más que suficiente para que sea representativo de toda la población de 
referencia.  Se ha tomado la información de todos los pacientes, por lo que no se 
ha utilizado ninguna aleatorización en la selección de individuos. Además, en este 
estudio, cada dato corresponde a un individuo en un momento concreto y no se 
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hace un seguimiento del mismo, por lo que el estudio no puede ser calificado ni 
prospectivo ni retrospectivo. Aunque, desde luego, se trata de un estudio 
observacional en función del objetivo propuesto, del tipo de muestras y del hecho 
que no se ha intervenido en la selección de individuos. Este hecho condiciona que 
no sea necesario un tamaño de muestra mínimo. 
No se aplicarán en este estudio criterios de inclusión o exclusión. No se excluirá ni 
se incluirá a ningún individuo por ninguna característica. Los datos que se recogen 
corresponden a los resultados de análisis de individuos en un laboratorio, sin 
ningún tipo de restricción ni condición. 
 
 Estudio del promedio de los valores de todas las variables explicativas, frente a los 
valores de referencia normales de dichas variables así como el cálculo del error 
estimado de la media. 
 
 Estudio estadístico cruzando los valores de las variables explicativas frente a la 




























En este apartado, se describen las técnicas realizadas en todas las fases del proceso, 
desde la obtención de la muestra sanguínea, pasando por la determinación de las distintas 
pruebas, el uso de la ecuación de estimación del Filtrado Glomerular, MDRD-4, así como la 
elección del método estadístico utilizado para analizar el problema. 
 
4.1.- MÉTODO DE EXTRACCIÓN SANGUINEA 
 La muestra de sangre se obtiene por venopunción en la zona de flexión del antebrazo, 
normalmente en la vena mediana cubital o en la mediana cefálica (Gonzalez de Buitrago JM, 
2.004; Harbert KR, 2013). Una vez realizada la extracción, se llena el tubo correspondiente, con 
ácido etilendiaminotetraacético (EDTA) para la determinación de hemoglobina glicosilada 
(HbA1c), un tubo con citrato sódico para la determinación de la velocidad de sedimentación 
glomerular y un tubo de separación de suero para la determinación del resto de variables 
explicativas. 
 
  4.2.- DETERMINACIÓN DE CREATININA 
 La determinación de creatinina, se hace en el auto analizador OLYMPUS AU 2700 
(imagen 1), mediante una prueba colorimétrica cinética (método de Jaffé) (Jaffé M, 1886). Se 
basa en que en un medio alcalino, la creatinina forma con el ácido pícrico un compuesto de 
coloración amarillo-anaranjada. La velocidad del cambio de la absorbancia a 520/800 nm es 
proporcional a la concentración de creatinina en la muestra. Se puede esquematizar así:  
Creatinina + Ác. Pícrico                             Complejo picrato creatinina  
Se utiliza el calibrador OSR 6578, cuyo valor de creatinina es atribuible al material de 
















      4.3.- DETERMINACION DE HEMOGLOBINA GLICOSILADA (HbA1c) 
 La determinación se hace en el auto analizador ADAMS A1c-HA-8160 (imagen 2), 
mediante la técnica de HPLC (Sacks DB et al, 2011; Lorenzo-Medina M et al, 2013) . 
 El fenómeno de la glicosilación no enzimática se produce al entrar en contacto una 
proteína con una pentosa o una hexosa, creando primero un enlace lábil y luego uno estable. 
El producto resultante experimenta mutaciones en las características físico-químicas y se dice 
entonces que la proteína está glicada. La intensidad de la glicosilación de las hemoglobinas 
depende únicamente del tiempo de exposición de la molécula de la hemoglobina a la glucosa. 
La brevedad de la vida eritrocitaria (120 días máximo) permite solamente realizar las 
dos primeras etapas de la glicosilación: 
 La primera, rápida y aún reversible, produce una base de schiff con formación 
del enlace aldimínico y que está influenciada por la concentración de glucosa en el medio. 
 La segunda, más lenta, consistente en la formación de una fructo-amina, 
mediante un enlace irreversible ceto-amínico, y que refleja la medida de la glucosa durante la 
vida del hematíe. 
                           ESQUEMA DE GLICOSILACIÓN 
 
           VALINA + GLUCOSA                    BASE SCHIFF         CETOAMINA 
    
                                              1ª fase (Lábil)                                      2ª fase (Estable) 
Imagen 1: Auto analizador Olympus AU 2700 
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 Cuando el hemolizado de hematíes se somete a una cromatografía de intercambio 
catiónico en fase reversa, se evidencian cuatro fracciones de hemoglobina, separándose según 











4.4.- DETERMINACION DE LEUCOCITOS 
 La determinación de leucocitos se hace en el auto analizador BC-5380 (imagen 3), 
mediante la técnica de citometría de flujo. Se basa en medir las características de dispersión de 
luz y fluorescencia que poseen las células conforme se las hace pasar a través de un rayo de 
luz. 
Para su análisis por citometría de flujo, las células deben encontrarse de forma individual en 
suspensión en un fluido. El recuento y clasificación de las células sanguíneas se basa en sus 
características morfológicas (Morris M et al, 2016). Las células en suspensión atraviesan un 
finísimo tubo transparente sobre el que incide un fino rayo de luz láser, la luz transmitida y 
dispersada por el paso de las células a través del tubo se recoge por medio de unos 













Los reactivos que se utilizan para la determinación de leucocitos son:  
Envolvente:  
Proporciona un entorno estable para el recuento y la medición de células 
sanguíneas. 
Lisantes 
 El lisante  M-53LEO (I): Sirve para dividir las paredes de los glóbulos rojos y 
coopera con el lisante M-53LH (II) para distinguir entre cuatro tipos de células 
blancas sanguíneas y tiñe los eosinófilos. 
 El lisante M-53LH. 
Limpiadores 
 El limpiador M-53: Se trata de una disolución de limpieza creada para cebar y 
limpiar las líneas fluídicas y los tubos y para eliminar la albúmina en sangre y 
los sedimentos. Se utiliza cada vez que se apaga el equipo para dejar rellenos 
todos los canales. Esto es importante ya que si no se hiciese esto, habría que 
lavar todas las cámaras, lo que implicaría una gran pérdida de tiempo. 
 El limpiador de sondas M-53P: Se utiliza para limpiar el analizador con 
regularidad, normalmente una vez por semana. 
 
Se utilizan también controles, que son productos de sangre completa preparados 
comercialmente, que se utilizan para comprobar que el analizador funciona correctamente. 
Están disponibles en los niveles bajo, normal y alto, pero en el laboratorio solo se utiliza el 
nivel normal. El uso diario del control comprueba el buen funcionamiento del analizador y 
asegura la obtención de resultados fiables.  




4.5.- DETERMINACION DE VELOCIDAD DE SEDIMENTACIÓN GLOMERULAR (VSG) 
 La determinación de Velocidad de Sedimentación Glomerular (VSG), se hace en el 
analizador Therma NE (imagen 4), consiste en determinar la velocidad con que se sedimentan 
los hematíes al colocar la sangre en una columna durante una unidad de tiempo (1 hora). 
Los hematíes poseen una carga electrostática negativa en su membrana que provoca 
fenómenos de repulsión y los mantiene en suspensión sin aglomerarse. En condiciones 
normales, si se coloca la sangre en un tubo en posición vertical, se produce la sedimentación 
de las células en el fondo debido a la acción de la gravedad. Si la carga electrostática disminuye 
por alguna causa, los hematíes tienden a aglomerarse aumentando la V.S.G. Ésta se expresa 
como los milímetros que han descendido la células durante un periodo de tiempo (1 hora). 
El control se realiza por intercomparación de los resultados obtenidos en el analizador 
Therma del laboratorio y un analizador Therma del mismo modelo y fabricante, en un 
laboratorio externo, y mediante un método manual de referencia, que es el método de 
Westergreen. Este control se realiza con una periodicidad de dos muestras semanales, una de 












Imagen 4: Auto analizador Therma NE 
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4.6.- DETERMINACION DE COLESTEROL 
 La determinación de colesterol, se hace en el auto analizador OLYMPUS AU 2700 
(imagen 5), mediante una prueba colorimétrica cinética para cuantificar el colesterol en el 
plasma y suero humanos. En dicho procedimiento, los ésteres de colesterol de una muestra se 
hidrolizan con colesterol esterasa (CHE). El colesterol libre resultante se oxida con oxidasa de 
colesterol (CHO) y se transforma en colesteno-3-uno, produciéndose simultáneamente 
peróxido de hidrógeno (H2O2) que se combina oxidativamente con 4-aminoantipirina y fenol 
en presencia de peroxidasa (POD), para dar lugar a un cromóforo. El colorante de 
quinoneimina roja que se forma puede cuantificarse espectrofotométricamente a 540/600 nm 
como un incremento de la absorbancia. El proceso se puede esquematizar así (Bachorick PS et 
al, 2016): 
 
2 Ésteres de colesterol + 2 H₂O             CHE                       2 Colesterol + 2 ácidos grasos 
 
2 Colesterol + 2 O₂                                   CHO                      2 Colesteno-3-uno + 2 H₂O₂ 
 
2 H₂O₂ + 4-aminoantipirina + fenol         POD                    Quinoneimina + 4 H₂O 
 
Como calibrador se utiliza el System Calibrator, Nº de Cat. 66300. El valor de colesterol 
del calibrador es conforme al material de referencia SRM 909b nivel 1 del National Institute of 
Standards and Technology (NIST) (espectrometría de masa con dilución isotópica). 
 
 
4.7.- DETERMINACION DE TRANSAMINASAS 
 4.7.1.- DETERMINACION DE GLUTAMATO-OXALACETATO TRANSAMINASA (GOT) 
 La determinación de GOT, también llamada aspartato aminotransferasa (AST)  se hace 
en el auto analizador OLYMPUS AU 2700 (imagen 5), mediante una prueba UV cinética, basado 
en las recomendaciones de la Federación Internacional de Química Clínica (IFCC) (Schumann G 
et al, 2002) para cuantificar la aspartato-aminotransferasa del suero y plasma humanos. La GOT 
se encuentra en una amplia diversidad de tejidos (hígado, miocardio, músculo esquelético, 
cerebro, riñones, pulmones, páncreas, eritrocitos y leucocitos, etc.), siendo máxima su 
actividad en el hígado y en el músculo esquelético. La cuantificación de la AST permite 
diagnosticar, diferenciar y controlar la enfermedad hepatobiliar, el infarto de miocardio y el 
deterioro del músculo esquelético. 
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El método de detección se basa en que la GOT cataliza la transaminación del aspartato 
y del 2-oxoglutarato, formando L-glutamato y oxalacetato. 
La adición de fosfato de piridoxal a la mezcla reactiva garantiza la máxima actividad 
catalítica de la AST. La malato-deshidrogenasa (MDH) reduce el oxalacetato a L-malato, en 
tanto que el NADH se transforma en NAD+. La pérdida de absorbencia atribuible al consumo 
del NADH, cuantificada en 340 nm, es proporcional a la actividad de la AST de la muestra. El 
piruvato endógeno se elimina, mediante la reacción de la lactato deshidrogenasa (LDH), 
durante el período de incubación. El proceso se puede esquematizar como: 
 
2-oxoglutarato + L-aspartato           GOT                   L-glutamato + oxalacetato 
 
Oxalacetato + NADH + H⁺                 MDH                 L-malato + NAD⁺ 
  
 Como calibrador se utiliza el System Calibrator, Nº de Cat. 66300, en el modo de 
calibración AB. 
 
4.7.2.- DETERMINACION DE GLUTAMATO-PIRUVATO TRANSAMINASA (GPT)  
 
 La determinación de GPT, también llamada alanina aminotransferasa (ALT), se hace en 
el auto analizador OLYMPUS AU 2700 (imagen 5), mediante una prueba UV cinética, basado en 
las recomendaciones de la Federación Internacional de Química Clínica (IFCC) (Schumann G et al, 
2002) para cuantificar la alanina-aminotransferasa del suero y plasma humanos. La GPT es una 
aminotransferasa, que corresponde a un grupo de enzimas que cataliza la transformación 
reversible de los cetoácidos en aminoácidos mediante transferencia de grupos amino. La GPT 
transfiere el grupo amino desde la alanina al 2-oxoglutarato, para formar piruvato y glutamato. 
La adición de fosfato de piridoxal a la mezcla reactiva garantiza la máxima actividad catalítica 
de la GPT. La reacción del piruvato con el NADH, catalizada por la lactato deshidrogenasa 
(LDH), produce lactato y NAD+. La pérdida de absorbencia atribuible al consumo del NADH, 
cuantificada en 340 nm, es proporcional a la actividad de la GPT de la muestra. El piruvato 
endógeno se elimina durante el período de incubación. El proceso se puede esquematizar 
como: 
 
2-oxoglutarato + L-alanina               GPT                      L-glutamato + piruvato 
 




4.8.- DETERMINACION DE GAMMA GLUTAMIL TRANSPEPTIDASA (GGT) 
 
La determinación de GGT, se hace en el auto analizador OLYMPUS AU 2700 (imagen 5), 
mediante una prueba colorimétrica cinética para cuantificar la γ-glutamil-transferasa en el 
plasma y suero humanos, basada en las recomendaciones de la Federación Internacional de 
Química Clínica (IFCC) (Schumann G et al, 2002). La γ-glutamil-transpeptidasa (GGT) pertenece a 
un grupo de peptidasas que catalizan la transferencia de aminoácidos entre dos péptidos y, en 
consecuencia, actúan a modo de aminoácido transferasas. Esta enzima sólo reacciona ante 
péptidos o compuestos similares que contengan un residuo de glutamato terminal unido al 
resto del compuesto a través del carboxilo terminal. 
 La GGT cataliza la transferencia del grupo γ-glutamílico, entre el sustrato (γ-glutamil-3-
carboxilo-4-nitroanilida) y la glicilglicina, produciendo 5-amino-2-nitrobenzoato. El cambio de 
absorbencia a 410/480 nm, debido a la formación de 5-amino-2-nitrobenzoato, es 
directamente proporcional a la actividad de la GGT de la muestra. Esquema del proceso: 
 
L-γ-glutamil-3-carboxi-4-nitroanilida + glicilglicina          γ–GT          L- γ -glutamilglicilglicina + 5-amino-2-nitrobenzoato 
 
 Como calibrador se utiliza el System Calibrator, Nº de Cat. 66300, en el modo 















4.8.- ELECCIÓN DEL TIPO DE ANÁLISIS ESTADÍSTICO.  
 Los test que se utilizan para el estudio de nuestro problema son los test de 
Regresión logística (Bagley SC et al, 2001, Milton JS, 2001), Probit (Bliss C, 1934, McCullag P et al, 
1989) y LOG-LOG (Paton D et al, 2002; Pourhoseingholi A et al, 2010), porque se ajustan más a 
nuestro problema ya que los modelos de regresión logística tratan de explicar el resultado de 
una variable binaria Y en función de un grupo de variables explicativas. Estos modelos se usan 
muy frecuentemente en estudios médicos en los que se busca explicar la probabilidad de 
enfermar a partir de unas variables explicativas. La diferencia con un modelo de regresión 
múltiple, es que en éste la variable que se quiere explicar se supone que sigue una distribución 
normal, mientras que en el modelo de regresión logística, la probabilidad de que ocurra un 
suceso sigue una distribución binomial, donde la probabilidad de éxito depende de los valores 
de las variables explicativas. 
Una vez hallado el modelo a utilizar, es preciso determinar hasta qué punto las 
variables incluidas son necesarias, para ello se usan varios contrastes: AIC, SC y el test de la 
razón de verosimilitudes. Lo siguiente es ver si el modelo halla una constante o estima 
parámetros, para ello se utilizan tres contrastes: Test de Wald, Scores de Rao y test de 
cociente de verosimilitudes. En el caso de la regresión logística, se estudian las “odds”, para 
cada una de las variables explicativas, es decir, ver si para cada una de ellas el valor de 
probabilidad de éxito aumenta, al aumentar una unidad el valor de la correspondiente variable 
explicativa. Si el valor de la “odd” de una variable explicativa es mayor de 1, significa que al 
aumentar el valor de dicha variable en una unidad, aumenta la probabilidad de que el 
experimento lleve el suceso al éxito. Por último, hay que ver en estos modelos si el ajuste es 
suficientemente bueno, para ello existen varios estadísticos, pero en nuestro caso nos interesa 
el de Hosmer y Lemeshow, ya que tiene observaciones tipo Bernoulli en vez de binomiales. 
Entre los test potencialmente aplicables a nuestro problema que fueron inicialmente 
descartados, cabe citar: 
 Análisis por Componentes Principales: ninguna variable demostró especial relevancia, 
para explicar la variación, en comparación con el resto de variables. Los coeficientes de todas 
las variables son similares. 
 Análisis Multivariante (Clúster): con este análisis se buscaba obtener grupos de 
individuos muy homogéneos, para estudiar las relaciones entre las distintas variables. Pero se 
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vio que en unos casos salían grupos con muy pocos individuos, e incluso alguno con uno solo, y 
en otros casos grupos muy numerosos. 
Análisis de Varianza: el primer impedimento fue tener un número de niveles reducido 
para cada variable, por lo que el problema era muy complicado a nivel computacional. No se 
utilizó porque no se cumplían las condiciones del análisis de varianza, como la normalidad de 
todas las subpoblaciones y la homocedasticidad (igualdad de varianzas). 
 
4.9.- AGRUPACION DE LAS MUESTRAS PARA EL ESTUDIO ESTADISTICO 
Se realizó el estudio agrupando todas las muestras de dos maneras, primeramente se 
hace el estudio de toda la población en conjunto, y posteriormente separándolo por sexos, y 
además debido a que la NKDEP no recomienda utilizar el filtrado glomerular (FGR) en 
pacientes menores de 18 años o mayores de 70 años, se realiza el mismo estudio usando 
solamente las muestras que cumplen ese requisito, primero de toda la población en ese rango 
de edad y posteriormente separándolo por sexos. 
Los valores de las variables explicativas se obtienen de la BBDD del laboratorio, de los 
análisis realizados en multitud de pacientes a lo largo de varios años. En cuanto al valor de FGR 
se obtiene como ya se ha explicado anteriormente, mediante la ecuación MDRD-4, pues la 
valoración del Filtrado Glomerular a través de estas ecuaciones es más exacta y precisa. Como 
esta ecuación ya homogeniza el valor de FGR para hombres y mujeres, en el estudio se ha 
considerado de acuerdo con las guías publicadas por la NKDEP, que había indicios de 
enfermedad renal si el valor de FGR era inferior a 60, para ambas subpoblaciones. 
Se utiliza para la resolución del problema la versión 9.4 del programa estadístico SAS. 
Para la selección del modelo hay que tener en cuenta que en ocasiones se tiene un 
número muy elevado de variables explicativas, y es posible que se pueda conseguir un mejor 
ajuste con un número menor de variables. En SAS hay cuatro procedimientos para determinar 
el modelo más adecuado; en nuestro caso, se ha decidido utilizar el procedimiento de 
selección backward (eliminación hacia atrás); este procedimiento consiste en considerar 
inicialmente todas las variables e ir eliminando en cada paso la variable que aporte menos al 
modelo; para seleccionar esta variable se realiza un contraste sobre cada uno de los 
parámetros y se elige la variable a abandonar el modelo entre las variables cuyo parámetro 
tenga un p-valor menor que un valor prefijado (normalmente 0.05). Una vez que se ha 
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determinado la variable que debe salir, se vuelve a ajustar el modelo con las variables que 
quedan y así sucesivamente hasta que ninguna de las variables del modelo tenga un 
coeficiente significativo. Es una forma de actuar que sigue la misma filosofía que el modelo 
backwards de regresión múltiple.  
Se decidió no recodificar los valores de las variables explicativas; en consecuencia, 
cada individuo tiene una combinación de valores de las variables explicativas que no se 
repetían en otros individuos. Por ello, se tiene una sola observación por cada combinación de 
valores de las variables explicativas y nuestra distribución en cada combinación pasa de ser 
una distribución binomial a una distribución de tipo Bernoulli. Esto influye en el test de bondad 













































5.1.- VALORACIÓN PROMEDIO DE LAS VARIABLES EXPLICATIVAS.  
 Antes de realizar el estudio estadístico propiamente dicho, en el que valoramos si las 
variables explicativas tenían correlación con la estimación del daño renal a través del FGR, 
hemos querido valorar si el promedio de dichas variables se ajusta a los valores de referencia 
utilizados por el laboratorio. Por un lado, lo realizamos de toda la población que intervino en el 
estudio y posteriormente separada por sexo, debido a que ciertos valores de referencia varían 
en función del mismo. A continuación realizamos el mismo estudio teniendo en cuenta 
solamente la población con edades comprendidas entre 18 y 70 años, pues como veremos 
posteriormente en el estudio estadístico, la NKDEP, advierte que el FGR no debe ser utilizado 
como criterio de daño renal en pacientes menores de 18 años o mayores de 70. Del mismo 
modo lo hicimos primero con toda la población comprendida en ese rango de edad, y 
posteriormente separada por sexo. 
El uso de valores de referencia es hoy en día algo imperativo en los laboratorios 
clínicos, pues es la manera de comparar si los resultados obtenidos en los pacientes se 
encuentran dentro de la normalidad, o por el contrario están alterados. El concepto de valor 
de referencia fue diseñado en la década de 1970 por un grupo escandinavo, para a 
continuación ser desarrollado y completado por varias sociedades científicas a nivel mundial, 
especialmente al Federación Internacional de Química Clínica  y Medicina del Laboratorio 
(IFCC-LM), en los años 1980. Más recientemente un grupo de trabajo conjunto del Clinical and 
Laboratory Standards Institute (CLSI) y la IFCC-LM, han revisado todos los documentos 
publicados con anterioridad, y publicado un documento llamado “Definir, establecer y  
verificar intervalos de referencia en el laboratorio clínico: Approved Guideline-Third Edition - 
C28-A3 11-2010” (Henny J, 2011). 
El intervalo de referencia se corresponde con el intervalo especificado de la 
distribución de los valores obtenidos a partir de poblaciones de sujetos sanos. Por lo general se 
establece en un intervalo correspondiente al 95% de la población, centrado en la 
mediana. Puede variar dependiendo de la muestra estándar primaria seleccionada y el método 
utilizado. En algunos casos, se puede seleccionar un solo límite de referencia, por lo general el 
límite superior. La determinación de la referencia de intervalo se basa en cálculos 

























PROMEDIO V Ref inf V Ref sup ERROR ESTAND.
 
 






TOTAL 6.49  1.93 0.02 
HOMBRES 6.71 4-10.6 1.86 0.03 
MUJERES 6.27 3.5-11 1.97 0.03 
TOTAL 18-70 años 6.48  1.89 0.03 
HOMBRES 18-70 
años 
6.74 4-10.6 1.92 0.03 
MUJERES 18-70 
años 

































TOTAL 11  9 0.10 
HOMBRES 8 <20 9 0.13 
MUJERES 13 <25 9 0.13 
TOTAL 18-70 
años 
10  8 0.13 
HOMBRES 18-70 
años 
7 <20 8 0.13 
MUJERES 18-70 
años 
12 <25 8 0.13 
 
 
    
    































    




















VELOCIDAD DE SEDIMENTACION (mm) 
PROMEDIO V Ref sup ERROR ESTAND.
        Figura 7: Promedio de VSG frente a valores de referencia y error estándar. 
Tabla 3: Promedio de VSG frente a valores de referencia y error estándar. 
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TOTAL 193 <200 38 0.38 
HOMBRES 187 <200 38 0.55 
MUJERES 200 <200 36 0.52 
TOTAL 18-70 años 196 <200 38 0.61 
HOMBRES 18-70 
años 
190 <200 39 0.64 
MUJERES 18-70 
años 









































PROMEDIO V Ref sup ERROR ESTAND
Figura 8: Promedio de Colesterol frente a valores de referencia y error estándar. 











TOTAL 0.87 0.5-1.2 0.25 0.003 
HOMBRES 0.99 0.5-1.2 0.26 0.004 
MUJERES 0.74 0.5-1.2 0.17 0.002 
TOTAL 18-70 años 0.85 0.5-1.2 0.22 0.003 
HOMBRES 18-70 
años 
0.98 0.5-1.2 0.21 0.003 
MUJERES 18-70 
años 







































PROMEDIO V Ref inf V Ref sup ERROR ESTAND.
Figura 9: Promedio de Creatinina frente a valores de referencia y error estándar. 
























PROMEDIO V Ref sup ERROR ESTAND.
 
 






TOTAL 25 <40 13 0.13 
HOMBRES 26 <40 13 0.19 
MUJERES 23 <40 12 0.17 
TOTAL 18-70 
años 
25 <40 13 0.21 
HOMBRES 18-70 
años 
26 <40 13 0.21 
MUJERES 18-70 
años 





















Figura 10: Promedio de GOT frente a valores de referencia y error estándar. 










TOTAL 25 <35 19 0.19 
HOMBRES 28 <35 20 0.29 
MUJERES 22 <35 17 0.25 
TOTAL 18-70 
años 
26 <35 19 0.31 
HOMBRES 18-70 
años 
30 <35 20 0.33 
MUJERES 18-70 
años 






































PROMEDIO V Ref sup ERROR ESTAND.
Figura 11: Promedio de GPT frente a valores de referencia y error estándar. 





















PROMEDIO V Ref sup ERROR ESTAND.
 






TOTAL 35  49 0.49 
HOMBRES 43 <50 57 0.82 
MUJERES 28 <40 38 0.54 
TOTAL 18-70 
años 
35  45 0.72 
HOMBRES 18-70 
años 
43 <50 52 0.86 
MUJERES 18-70 
años 






















Figura 12: Promedio de GGT frente a valores de referencia y error estándar. 










TOTAL 5.4 4-6 1.2 0.01 
HOMBRES 5.6 4-6 1.4 0.02 
MUJERES 5.2 4-6 1.0 0.01 
TOTAL 18-70 
años 
5.3 4-6 1.3 0.02 
HOMBRES 18-70 
años 
5.5 4-6 1.5 0.02 
MUJERES 18-70 
años 


































HEMOGLOBINA GLICOSILADA (%) 
PROMEDIO V Ref inf V Ref sup ERROR ESTAND.
Figura 13: Promedio de HBA1c  frente a valores de referencia y error estándar. 




Las tablas 2 a la 9 y las figuras 6 a la 13 muestran los resultados obtenidos, y se puede 
observar que todos los promedios estudiados, excepto el colesterol total en mujeres y la 
gamma glutamil transpeptidasa en hombres, que exceden ligeramente el límite de los valores 
de referencia, se encuentran perfectamente delimitados por dichos valores, siendo además el 
error estándar muy poco significativo.  Los promedios están comparados frente a los valores 
de referencia del laboratorio, y nos muestra que los individuos sobre los que se ha realizado el 




5.2.- ESTUDIO ESTADISTICO 
El estudio se realizó con una muestra de población de 9.750 personas, inicialmente 
incluimos todas las muestras sin ningún tipo de discriminación en función de la edad, y 
analizamos las muestras sin ningún tipo de desagregación por sexo, utilizando tres modelos, 
logit, probit y log-log, a continuación desagregamos por sexo y realizamos el estudio de los tres 
mismos modelos, primero solo a las muestras de hombres y luego solo las muestras de 
mujeres. Posteriormente seleccionamos de inicio solamente aquellas muestras que cumplían 
el criterio de edad de estar entre los 18 y los 70 años, debido a las recomendaciones del 
National Kidney Disease Education Program (NKDEP) de Estados Unidos advierte que el valor 
de FGR no debe ser usada en edades menores a 18 ni mayores a 70 años. (Myers GL et al, 2006), 
y volvimos a realizar el estudio de los tres modelos en la población conjunta y a continuación 
con las muestras desagregadas, por un lado los hombres y por otro las mujeres. A continuación 
se muestran los resultados obtenidos:  
 
       POBLACION CONJUNTA CON EDADES DE 2-99 AÑOS 
 Modelo logit 
En el caso de la población conjunta, sin tener en cuenta las diferencias entre hombres 
y mujeres, tenemos 9.750 datos. El número de individuos con valor FGR inferior a 60 (valor 1) y 









En primer lugar, se estudia cómo se ajustan los datos al modelo. La tabla 11 muestra 
las estimaciones de los parámetros del modelo. 
 
 
En la segunda columna de resultados  de esta tabla se tienen los valores de los 
estimadores de los parámetros beta del modelo. Entonces, la probabilidad de que la variable 
FGR tome un valor significativo (por debajo de 60) viene dado por: 
 
 ( )  
    (                                      )
      (                                      )
 
 
La tercera columna de resultados da las desviaciones estándar de las estimaciones. 
Para comprobar si estas estimaciones pueden ser consideradas distintas de cero, se realiza el 
test de Wald. El valor del estadístico del contraste viene dado en la siguiente columna y el p-
valor correspondiente del contraste viene dado en la última columna. Se puede observar que 














Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. 
A continuación, se estudia para este modelo el contraste de hipótesis nula global 
                                      frente a          
 




Y como en todos los casos se obtiene un p-valor muy pequeño, se concluye que se 
rechaza la hipótesis nula y que es necesario incluir los demás parámetros del modelo.  
Tabla 12: Bondad del ajuste del modelo 
Tabla 13: Contraste de hipótesis nula global 
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La Tabla 14 recoge las “odds” de las distintas variables explicativas. 
 
 
En este caso se observa que las variables Leucocitos, V1Hora, GOT y HBA1C hacen que 
aumente la probabilidad de llegar a desarrollar una enfermedad renal por disminución del FGR 
por debajo de 60, mientras que las otras variables hacen que la probabilidad disminuya.  
Finalmente, falta por comprobar si el modelo se ajusta bien a los datos. Para ello 
consideramos el contraste de Hosmer y Lemeshow (Paul P et al, 2013), cuyos resultados se 
recogen en la tabla 15:  
 
 
Tabla 14: Odds de las variables explicativas 
Tabla 15: Contraste de Hosmer y Lemeshow 
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A partir de esta tabla, se ve que el modelo no es adecuado, por lo que se descarta. 
 
Modelo probit 
Vamos a considerar ahora el modelo probit. Como en el caso anterior tenemos 9750 
datos y el número de éxitos y fracasos es el mismo que en el caso anterior.  
 
 
A continuación se procede a estimar los parámetros del modelo. Estas estimaciones se 
recogen en la siguiente tabla 17:  
 
               
La segunda columna de resultados de esta tabla muestra los valores de los 
estimadores de los parámetros beta del modelo. Nótese que no se han obtenido los mismos 
valores que en el modelo logit, lo que era de esperar ya que se trata de modelos diferentes. 
Tabla 16: Numero de muestras con FGR<60 y FGR>60 
Tabla 17: Análisis de ajuste de los datos al modelo 
54 
 
Entonces, la probabilidad de que la variable FGR tome un valor significativo (por debajo de 60) 
viene dado por la siguiente expresión: 
 
 ( )   (                                      ) 
 
La tercera columna de resultados muestra las desviaciones estándar de las 
estimaciones. Para comprobar si estas estimaciones pueden ser consideradas distintas de cero, 
se realiza el test de Wald. El valor del estadístico del contraste viene dado en la siguiente 
columna y el p-valor correspondiente del contraste viene dado en la última columna. Con estos 
resultados se ve que ninguna de las estimaciones puede considerarse distinta de cero.  
Si ahora observamos la bondad de ajuste del modelo se obtiene la siguiente tabla: 
 
 
Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. 
A continuación, se estudia para este modelo el contraste de hipótesis nula global 









La tabla 19 muestra los valores obtenidos: 
 
 
Como en todos los casos se obtiene un p-valor muy pequeño, se concluye que se 
rechaza la hipótesis nula y que es necesario incluir los demás parámetros del modelo.  
Finalmente, falta por comprobar si el modelo se ajusta bien a los datos. Para ello 




Tabla 19: Contraste de hipótesis nula global 
Tabla 20: Contraste de Hosmer y Lemeshow 
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Tabla 22: Análisis de ajuste de los datos al modelo 
A partir de los datos obtenidos y recogidos en estas tablas, se ve que el modelo sí 
podría ajustar bien los datos, aunque estamos en un p-valor muy cercano al valor límite 0.05. 
Veremos más adelante que es posible conseguir un p-valor mucho más alto en otras 
condiciones; quede claro sin embargo que sí se podría admitir que el modelo probit es capaz 
de explicar los datos de forma bastante satisfactoria. 
 
Modelo log-log 
Pasamos finalmente a estudiar el modelo log-log. La tabla 21, que nos da información 
sobre los datos, es común con la de los otros modelos.  
 
  
En primer lugar, se estudia cómo se ajustan los datos al modelo; se obtiene la siguiente 
tabla de estimaciones de los parámetros del modelo. 
 
 




En la segunda columna de resultados de esta tabla se reflejan los valores de los 
estimadores de los parámetros beta del modelo. Entonces, la probabilidad de que se la 
variable FGR tome un valor significativo (por debajo de 60) viene dado por la siguiente 
expresión: 
 
    (    ( ( )))                                         
 
La tercera columna de resultados corresponde a las desviaciones estándar de las 
estimaciones. Para comprobar si estas estimaciones pueden ser consideradas distintas de cero, 
se realiza el test de Wald. El valor del estadístico del contraste viene dado en la siguiente 
columna y el p-valor correspondiente del contraste viene dado en la última columna. A la vista 
de estos resultados se concluye que todas las estimaciones son distintas de cero. 
Si ahora observamos la bondad de ajuste del modelo se obtiene la siguiente tabla: 
 
  
Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. 
A continuación, se estudia para este modelo el contraste de hipótesis nula global 
                                      frente a          
 





La tabla 24 muestra los siguientes valores: 
 
  
Y como en todos los casos se obtiene un p-valor muy pequeño, se concluye que se 
rechaza la hipótesis nula y que es necesario incluir los demás parámetros del modelo.  
Finalmente, queda por comprobar si el modelo se ajusta bien a los datos. Para ello 




Tabla 24: Contraste de hipótesis nula global 
Tabla 25: Contraste de Hosmer y Lemeshow 
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A partir de estas tablas, se ve que el modelo no ajusta bien con los datos, por lo que se 
descarta también este modelo.  
 
Una vez analizados los datos conjuntos con los tres modelos podemos decir que la 
Bondad de Ajuste de Hosmer y Lemeshow para los datos agregados (la población total sin 
separación por sexos) es difícilmente aceptable, aunque quizá el modelo probit estaría al 
límite de los aceptable con un nivel de significación de 0.05 
 logit(FGR_)= Leucocitos, V1HORA, COL, GOT, GGT, GPT, HBA1C; p-valor=0.0091. 
 probit(FGR_)= Leucocitos, V1HORA, COL, GOT, GGT, GPT, HBA1C; p-valor=0.0527. 
 cloglog(FGR_)= Leucocitos, V1HORA, COL, GOT, GGT, GPT, HBA1C; p-
valor=<0.0001. 
 
En el segundo paso, vamos a realizar el mismo estudio por separado para las 
poblaciones de hombres y mujeres con el objetivo de estudiar diferencias de comportamiento 
en función del sexo. Nótese que FGR toma valores homogéneos, ya que para ello la fórmula 
con la que se calcula (MDRD-4), tiene en cuenta esta diferencia, por ello posibles diferencias 
entre estas dos subpoblaciones serían debidas a diferencias en el modelo. 
 
POBLACION EXCLUSIVAMENTE DE HOMBRES CON EDADES DE 2-99 AÑOS 
Modelo logit 
En el caso de la población conjunta, la población masculina corresponde a 4.820 datos. 
El número de individuos con valor FGR inferior a 60 (valor 1) y con valor FGR superior a 60 
(valor 0) vienen dados por: 
 
Tabla 26: Numero de muestras con FGR<60 y FGR>60 
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En primer lugar, se estudia cómo se ajustan los datos al modelo; se obtiene la tabla 27 
que muestra las estimaciones de los parámetros del modelo. 
 
  
Se observa ya una primera diferencia con el caso de la población conjunta: en este 
caso se han eliminado varias variables del modelo. En concreto, se han eliminado del modelo 
las variables HBA1C, GGT y Leucocitos. Por lo tanto, tenemos ahora un modelo con sólo cuatro 
variables explicativas. En la segunda columna de resultados de esta tabla se recogen los 
valores de los estimadores de los parámetros beta del modelo, que son los que aparecen en la 
fórmula que explica la probabilidad de éxito. Entonces, la probabilidad de que se la variable 
FGR tome un valor significativo viene dado por la siguiente ecuación: 
 
 
 ( )  
    (                                                  )
      (                                                  )
 
 
La segunda columna muestra las desviaciones estándar de las estimaciones. Para 
comprobar si estas estimaciones pueden ser consideradas distintas de cero, se realiza el test 
de Wald; en la tabla 27 se dan primeramente los valores para las variables que deben ser 
eliminadas del modelo, y posteriormente se dan los correspondientes valores para las 




variables que han sido incluidas en la última iteración backwards. El valor del estadístico del 
contraste viene dado en la siguiente columna y el p-valor correspondiente del contraste viene 
dado en la última columna; en la primeras variables los p-valores son grandes, por lo que estas  
no se incluyen en el modelo, mientras que en la siguientes variables los p-valores son 
pequeños y entonces esas se incluyen en el modelo. 





Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. 
A continuación, se estudia para este modelo el contraste de hipótesis nula global 
                                      frente a          
La tabla que se obtiene es: 
 
  
Tabla 28: Bondad del ajuste del modelo 
Tabla 29: Contraste de hipótesis nula global 
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Y como en todos los casos se obtiene un p-valor muy pequeño, se concluye que se 
rechaza la hipótesis nula y que es necesario incluir los demás parámetros del modelo.  
Las “odds” de las distintas variables explicativas vienen dadas en la siguiente tabla. 
 
  
En este caso se ve que las variables V1Hora y GOT hacen que aumente la probabilidad 
de tener la enfermedad, mientras que COL y GPT hacen que la probabilidad disminuya.  
Finalmente, nos queda por observar si el modelo se ajusta bien a los datos. Para ello 
consideramos el contraste de Hosmer y Lemeshow, cuyos resultados aparecen en la siguiente 
tabla: 
 
Tabla 30: Odds de las variables explicativas 
Tabla 31: Contraste de Hosmer y Lemeshow 
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A partir de estos resultados, se ve que el modelo ajusta bien con los datos, bastante 
mejor que el modelo que se tenía para la población conjunta con el modelo probit.  
 
Modelo probit 
Como en el caso anterior, tenemos entonces 4. 820 datos, y la tabla 32 es común con 
el caso anterior.  
 
 
En primer lugar, se estudia cómo se ajustan los datos al modelo; se obtiene la siguiente 
tabla de estimaciones de los parámetros del modelo. 
 
   
Tabla 32: Numero de muestras con FGR<60 y FGR>60 
Tabla 33: Análisis de ajuste de los datos al modelo 
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Nótese las similitudes con el modelo anterior en el sentido de que han sido 
descartadas las mismas variables. En la segunda columna de la segunda tabla se tienen los 
valores de los estimadores de los parámetros beta del modelo óptimo. Entonces, la 
probabilidad de que se la variable FGR tome un valor significativo (por debajo de 60) viene 
dado por la ecuación: 
 ( ( ))                                                      
La segunda columna da las desviaciones estándar de las estimaciones. Para comprobar 
si estas estimaciones pueden ser consideradas distintas de cero, se realiza el test de Wald. El 
valor del estadístico del contraste viene dado en la siguiente columna y el p-valor 
correspondiente del contraste viene dado en la última columna. En las primeras variables 
aparecen p-valores grandes porque se excluyen del modelo. En las siguientes variables los p-
valores son pequeños porque se incluyen en el modelo. Entonces se concluye que todas las 
estimaciones de la segunda tabla son distintas de cero aunque los valores de los parámetros 
son cercanos a cero; esto es debido a que los valores que toman las variables explicativas son 
grandes y entonces el producto toma un valor que es claramente distinto de cero. 
Si ahora observamos la bondad de ajuste del modelo se obtiene la siguiente tabla: 
   
Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. 
A continuación, se estudia para este modelo el contraste de hipótesis nula global para 
los parámetros del modelo considerado (es decir, el reducido) 
                                      frente a          




La tabla que se obtiene es: 
 
   
Y como en todos los casos se obtiene un p-valor muy pequeño, se concluye que se 
rechaza la hipótesis nula y que es necesario incluir los demás parámetros del modelo.  
Finalmente, nos queda observar si el modelo se ajusta bien a los datos. Para ello 




A partir de estas tablas, se ve que el modelo ajusta bastante bien los datos, mejor 
incluso de lo que pasaba con el modelo logit. 
 
Tabla 35: Contraste de hipótesis nula global 





Comenzamos como siempre con los datos de la muestra, con lo que se tiene una tabla común 
con la de los modelos anteriores. 
  
 
En primer lugar, se estudia cómo se ajustan los datos al modelo; se obtienen la siguiente tablas 
de estimaciones de los parámetros del modelo. 
 
   
Tabla 37: Numero de muestras con FGR<60 y FGR>60 
Tabla 38: Análisis de ajuste de los datos al modelo 
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Nótese que en este modelo sí se incluye la variable HBA1C, que había sido descartada 
en los dos modelos anteriores. En la segunda columna de la tabla se tienen los valores de los 
estimadores de los parámetros beta del modelo elegido por el procedimiento backwards. 
Entonces, la probabilidad de que se la variable FGR tome un valor significativo (por debajo de 
60) viene dado por la ecuación:  
    (    ( ( )))                                    
La segunda columna da las desviaciones estándar de las estimaciones. Para comprobar 
si estas estimaciones pueden ser consideradas distintas de cero, se realiza el test de Wald. El 
valor del estadístico del contraste viene dado en la siguiente columna y el p-valor 
correspondiente del contraste viene dado en la última columna. En la tabla 38 aparecen 
primero los p-valores de las variables descartadas y a continuación los p-valores de las 
variables incluidas en el modelo.  
Si ahora observamos la bondad de ajuste del modelo se obtiene la siguiente tabla: 
 
   
Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. 
A continuación, se estudia para este modelo el contraste de hipótesis nula global 
                                      frente a          
 
 





La tabla que se obtiene es:  
 
   
Y como en  los casos anteriores, se obtiene un p-valor muy pequeño, se concluye que 
se rechaza la hipótesis nula y que es necesario incluir los demás parámetros del modelo.  
Finalmente, nos queda por observar si el modelo se ajusta bien a los datos. Para ello 




A partir de estas tablas, al contrario de los otros modelos, se ve que el modelo no 
ajusta bien con los datos, con lo que vamos a descartar este modelo como adecuado. 
Tabla 40: Contraste de hipótesis nula global 




En este caso analizando los datos únicamente de los hombres, lo que observamos es 
que la Bondad de Ajuste de Hosmer y Lemeshow es bastante aceptable tomando el 
modelo probit y también el modelo logit. 
 logit(FGR_) = V1HORA, COL, GOT, GPT; p-valor=0.1979. 
 probit(FGR_) = V1HORA, COL, GOT, GPT; p-valor=0.2159. 
 cloglog(FGR_) = V1HORA, COL, GOT, GPT, HBA1C; p-valor=<0.0001 
 
 
POBLACION EXCLUSIVAMENTE DE MUJERES CON EDADES DE 2-99 AÑOS 
Modelo logit 
Pasamos ahora a estudiar por separado la población de mujeres. En este caso tenemos 4.930 
datos. El número de individuos con valor FGR inferior a 60 (valor 1) y con valor FGR superior a 




En primer lugar, se estudia cómo se ajustan los datos al modelo. La tabla 43 muestra las 










Se observa que es este caso se ha descartado la variable COL en el modelo, pero esto 
no es lo que había ocurrido en el caso de la población masculina ni en el caso de la población 
conjunta. Como en los otros casos, en la segunda columna de esta tabla se tienen los valores 
de los estimadores de los parámetros beta del modelo. Entonces, la probabilidad de que se la 
variable FGR tome un valor significativo (por debajo de 60) viene dado por la ecuación: 
 
 ( )  
    (                                      )
      (                                      )
 
 
La segunda columna da las desviaciones estándar de las estimaciones. Para comprobar 
si estas estimaciones pueden ser consideradas distintas de cero, se realiza el test de Wald. El 
valor del estadístico del contraste viene dado en la siguiente columna y el p-valor 
correspondiente del contraste viene dado en la última columna. Primero aparece el p-valor 
para la variable descartada COL (que es muy grande) y a continuación los p-valores para las 
variables explicativas que se han incluido en el modelo (que son muy pequeños).  
 
 





Observando la bondad de ajuste del modelo se obtiene la siguiente tabla: 
 
  
Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. 
A continuación, se estudia para este modelo el contraste de hipótesis nula global 
                                      frente a          
La tabla que se obtiene es:  
 
  
Y como en todos los casos se obtiene un p-valor muy pequeño, se concluye que se 




Tabla 44: Bondad del ajuste del modelo 












En este caso se ve que todas las variables incluidas en el modelo excepto GPT hacen 
que aumente la probabilidad de tener la enfermedad, mientras que GPT hace que la 
probabilidad disminuya si aumenta su valor.  
Finalmente, nos queda observar si el modelo se ajusta bien a los datos. Para ello 
consideramos el contraste de Hosmer y Lemeshow, cuyos resultados aparecen en la siguiente 
tabla:  
 
Tabla 46: Odds de las variables explicativas 
Tabla 47: Contraste de Hosmer y Lemeshow 
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 A partir de estas tablas, se ve que el modelo no ajusta bien con los datos, con lo que 
vamos a descartar este modelo como adecuado. Nótese la diferencia con la población de 
hombres, en el que el modelo sí ajustaba bastante bien.  
Modelo probit 




En primer lugar, se estudia cómo se ajustan los datos al modelo,  la siguiente tabla 
muestra las estimaciones de los parámetros del modelo. 
 
  
Tabla 48: Numero de muestras con FGR<60 y FGR>60 
Tabla 49: Análisis de ajuste de los datos al modelo 
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Al igual que en modelo logit, se ha descartado la variable COL del modelo. En la 
segunda columna de la segunda tabla se tienen los valores de los estimadores de los 
parámetros beta del modelo. Entonces, la probabilidad de que se la variable FGR tome un 
valor significativo (por debajo de 60) viene dado por la ecuación: 
 ( ( ))                              0.1563HBA1C 
La segunda columna da las desviaciones estándar de las estimaciones. Para comprobar 
si estas estimaciones pueden ser consideradas distintas de cero, se realiza el test de Wald. Al 
igual que en el caso anterior, se puede ver primero que el p-valor para COL es muy grande, 
mientras que para las otras variables explicativas, el p-valor que aparece a continuación es 
muy pequeño. 
Si ahora observamos la bondad de ajuste del modelo se obtiene la siguiente tabla: 
 
  
Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. 
A continuación, se estudia para este modelo el contraste de hipótesis nula global 









La tabla que se obtiene es:  
 
  
Y como en todos los casos se obtiene un p-valor muy pequeño, se concluye que se 
rechaza la hipótesis nula y que es necesario incluir los demás parámetros del modelo.  
Finalmente, nos queda estudiar si el modelo se ajusta bien a los datos. Para ello 




A partir de estas tablas, se ve que el modelo no ajusta bien con los datos, con lo que 
vamos a descartar este modelo como adecuado. Véase que en el caso de la población de 
hombres el modelo sí ajustaba bastante bien, y en la población conjunta se podía llegar a 
aceptar.  
Tabla 51: Contraste de hipótesis nula global 








En primer lugar, se estudia cómo se ajustan los datos al modelo; se obtiene la siguiente 





Tabla 53: Numero de muestras con FGR<60 y FGR>60 
Tabla 54: Análisis de ajuste de los datos al modelo 
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Nuevamente se ha descartado la variable COL. En la segunda columna de la segunda 
tabla se tienen los valores de los estimadores de los parámetros beta del modelo para las 
variables incluidas. Entonces, la probabilidad de que se la variable FGR tome un valor 
significativo (por debajo de 60) viene dado por la ecuación:  
 
    (    ( ( )))                                         
La segunda columna de la segunda tabla da las desviaciones estándar de las 
estimaciones. Para comprobar si estas estimaciones pueden ser consideradas distintas de cero, 
se realiza el test de Wald. El valor del estadístico del contraste viene dado en la siguiente 
columna y en la última el p-valor, muy alto para COL (la variable descartada) y muy pequeño 
para las otras variables.  
Si ahora observamos la bondad de ajuste del modelo se obtiene la siguiente tabla: 
 
  
Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. 
A continuación, se estudia para este modelo el contraste de hipótesis nula global 








La tabla que se obtiene es: 
 
  
Y como en todos los casos se obtiene un p-valor muy pequeño, se concluye que se 
rechaza la hipótesis nula y que es necesario incluir los demás parámetros del modelo.  
Finalmente, nos queda estudiar si el modelo se ajusta bien a los datos. Para ello 






A partir de estas tablas, se ve que el modelo no ajusta bien con los datos, con lo que vamos a 
descartar este modelo como adecuado. 
Tabla 56: Contraste de hipótesis nula global 




En este otro caso teniendo solamente en cuenta la población de mujeres la Bondad de 
Ajuste de Hosmer y Lemeshow para los datos no es aceptable para ninguno de los tres 
modelos 
 logit(FGR_) = Leucocitos, V1HORA, GOT, GGT, GPT, HBA1C; p-valor=<0.0001. 
 probit(FGR_) = Leucocitos, V1HORA, GOT, GGT, GPT, HBA1C; p-valor=0.0004. 
 cloglog(FGR_) = Leucocitos, V1HORA, GOT, GGT, GPT, HBA1C; p-valor=<0.0001. 
 
En definitiva, los tres modelos ajustan mal en el caso de la población de mujeres y 
ajustan bastante mejor en la población de hombres. 
 
 
Se ha visto que los modelos anteriores no son completamente satisfactorios ya que el 
test de Hosmer y Lemeshow no da un p-valor muy grande. Ello parece sugerir que las variables 
explicativas no son capaces de explicar los valores de FGR a partir de estos modelos. Por otra 
parte, el National Kidney Disease Education Program (NKDEP) de Estados Unidos advierte que 
el valor de FGR no debe ser usada en edades menores a 18 ni mayores a 70 años. (Myers GL et 
al, 2006). En consecuencia, se ha decidido repetir el estudio, pero restringiéndonos a la 









POBLACION CONJUNTA CON EDADES DE 18-70 AÑOS 
Modelo logit 
En el caso de la población conjunta, sin tener en cuenta las diferencias entre hombres 
y mujeres; tenemos 7.543 datos. El número de individuos con valor FGR inferior a 60 (valor 1) y 
con valor FGR superior a 60 (valor 0) vienen dados por 
 
 
En primer lugar, se estudia cómo se ajustan los datos al modelo, la tabla 59 muestra las 




Tabla 58: Numero de muestras con FGR<60 y FGR>60 
Tabla 59: Análisis de ajuste de los datos al modelo 
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Podemos observar que las variables GGT y COL se han descartado. En la segunda 
columna de la segunda tabla se tienen los valores de los estimadores de los parámetros beta 
del modelo para las variables incluidas en el mismo. Entonces, la probabilidad de que se la 
variable FGR tome un valor significativo (por debajo de 60) viene dado por la ecuación:  
 
 ( )  
    (                                      )
      (                                      )
 
 
La segunda columna da la segunda tabla da las desviaciones estándar de las 
estimaciones. Para comprobar si estas estimaciones pueden ser consideradas distintas de cero, 
se realiza el test de Wald. El valor del estadístico del contraste viene dado en la siguiente 
columna y el p-valor correspondiente del contraste viene dado en la última columna. Entonces, 
puede verse que el p-valor es grande para las variables descartadas y pequeño para las 
variables que se incluyen en el modelo. 
Si ahora observamos la bondad de ajuste del modelo se obtiene la siguiente tabla: 
 
 
Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. Nótese sin embargo que estas diferencias no son tan 
acusadas como en el caso de usar todos los datos. 
 
 




A continuación, se estudia para este modelo el contraste de hipótesis nula global 
                                      frente a          
La tabla que se obtiene es: 
  
Y como en todos los casos se obtiene un p-valor muy pequeño, se concluye que se 
rechaza la hipótesis nula y que es necesario incluir los demás parámetros del modelo.  




En este caso se ve que todas las variables incluidas en el modelo salvo GPT hacen que 
aumente la probabilidad de tener la enfermedad si aumentan su valor, mientras que GPT hace 
que disminuya.  
 
 
Tabla 61: Contraste de hipótesis nula global 
Tabla 62: Odds de las variables explicativas 
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Finalmente, nos queda por observar si el modelo se ajusta bien a los datos. Para ello 
















A partir de estas tablas, se ve que el modelo ajusta bien los datos, con lo que vamos a 
aceptar el modelo. Nótese que el p-valor es mucho más significativo de lo que se había 















En primer lugar, se estudia cómo se ajustan los datos al modelo. La siguiente tabla 
muestra las estimaciones de los parámetros del modelo. 
 
 
Tabla 64: Numero de muestras con FGR<60 y FGR>60 
Tabla 65: Análisis de ajuste de los datos al modelo 
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Observamos que en este caso se han descartado las variables GGT y COL. En la 
segunda columna de la segunda tabla se tienen los valores de los estimadores de los 
parámetros beta del modelo para las variables incluidas en el mismo. Entonces, la probabilidad 
de que se la variable FGR tome un valor significativo (por debajo de 60) viene dado por la 
ecuación: 
 ( ( ))                              0.05986HBA1C 
La segunda columna de la segunda tabla da las desviaciones estándar de las 
estimaciones. Para comprobar si estas estimaciones pueden ser consideradas distintas de cero, 
se realiza el test de Wald. Y como en casos anteriores, se tiene un p-valor grande para las 
variables descartadas  y pequeño para las variables incluidas en el modelo. . 




Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. 
 
 A continuación, se estudia para este modelo el contraste de hipótesis nula global 
                                      frente a          
 




La tabla que se obtiene es: 
 
 
Y como en todos los casos se obtiene un p-valor muy pequeño, se concluye que se 
rechaza la hipótesis nula y que es necesario incluir los demás parámetros del modelo.  
Finalmente, nos queda observar si el modelo se ajusta bien a los datos. Para ello 




A partir de estas tablas, se ve que el modelo ajusta extraordinariamente bien los datos, 
con lo que vamos a aceptar este modelo como el modelo adecuado para explicar el 
comportamiento de la variable FGR. 
Tabla 67: Contraste de hipótesis nula global 









Comenzamos por las estimaciones de los parámetros.  
 
                
 
Tabla 69: Numero de muestras con FGR<60 y FGR>60 
Tabla 70: Análisis de ajuste de los datos al modelo 
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Nuevamente se han descartado las variables GGT y COL del modelo. Véase que el p-
valor del test de Wald es muy grande, lo que lleva a su exclusión del modelo. Las otras 
variables explicativas sí están incluidas en el modelo ya que el p-valor para el contraste de 
Wald es muy pequeño. En la segunda columna se tienen los valores de los estimadores de los 
parámetros beta del modelo. Entonces, la probabilidad de que se la variable FGR tome un 
valor significativo (por debajo de 60) viene dado por la ecuación:  
 
    (    ( ( )))                                         
 




Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. 
A continuación, se estudia para este modelo el contraste de hipótesis nula global 
                                      frente a          
 
 




La tabla que se obtiene es: 
 
 
Y como en todos los casos se obtiene un p-valor muy pequeño, se concluye que se 
rechaza la hipótesis nula y que es necesario incluir los demás parámetros del modelo.  
Finalmente, nos queda observar si el modelo se ajusta bien a los datos. Para ello 




A partir de estas tablas, se ve que el modelo ajusta bastante bien los datos, aunque no 
es tan bueno como el modelo probit. 
Tabla 72: Contraste de hipótesis nula global 
Tabla 73: Contraste de Hosmer y Lemeshow 
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En este caso vemos que la Bondad de Ajuste de Hosmer y Lemeshow para los datos 
agregados es muy buena especialmente para el modelo probit 
 logit(FGR_) = Leucocitos, V1HORA, GOT, GPT, HBA1C; p-valor=0.3411. 
 probit(FGR_) = Leucocitos, V1HORA, GOT, GPT, HBA1C; p-valor=0.8014. 
 cloglog(FGR_) = Leucocitos, V1HORA, GOT, GPT, HBA1C; p-valor=0.2901. 
 
Vamos ahora a considerar un estudio por separado para la población de hombres y de 
mujeres. 
 
POBLACION EXCLUSIVAMENTE DE HOMBRES CON EDADES DE 18-70 AÑOS 
Modelo logit 
En este caso tenemos 3.657 datos. El número de individuos con valor FGR inferior a 60 









Tabla 74: Numero de muestras con FGR<60 y FGR>60 
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Llama la atención que se han descartado cuatro variables explicativas, con lo que ha 
quedado un modelo muy simple, con sólo tres variables explicativas significativas. En la 
segunda columna de la segunda tabla se tienen los valores de los estimadores de los 
parámetros beta del modelo para las variables incluidas en el mismo. Entonces, la probabilidad 
de que la variable FGR tome un valor significativo (por debajo de 60) viene dado por la 
ecuación:  
 
 ( )  
    (                                        )
      (                                        )
 
 
La segunda columna da las desviaciones estándar de las estimaciones. El test de Wald 
se utiliza para ver qué variables hay que incluir en el modelo. Primero se dan los p-valores 
(grandes) para las variables excluidas y a continuación los p-valores (pequeños) para las 
variables incluidas en el modelo. 
 
 




Si ahora observamos la bondad de ajuste del modelo se obtiene la siguiente tabla: 
 
  
Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. 
A continuación, se estudia para este modelo el contraste de hipótesis nula global 
                                      frente a          
 
La tabla que se obtiene es: 
 
 
Y como en todos los casos se obtiene un p-valor muy pequeño, se concluye que se 
rechaza la hipótesis nula y que es necesario incluir los demás parámetros del modelo.  
 
 
Tabla 76: Bondad del ajuste del modelo 
Tabla 77: Contraste de hipótesis nula global 
93 
 
Las “odds” de las distintas variables explicativas vienen dadas en la siguiente tabla. 
 
  
En este caso se ve que las variables V1HORA y GOT y HBA1C hacen que aumente la 
probabilidad de tener la enfermedad cuando aumentan de valor, mientras que GPT hace que 
la probabilidad disminuya.  
Finalmente, nos queda observar si el modelo se ajusta bien a los datos. Para ello 




A partir de estas tablas, se ve que el modelo ajusta bastante bien los datos. 
Tabla 78: Odds de las variables explicativas 








En primer lugar, se estudia cómo se ajustan los datos al modelo; se obtiene la siguiente 
tabla de estimaciones de los parámetros del modelo. 
 
   
 
Tabla 80: Numero de muestras con FGR<60 y FGR>60 
Tabla 81: Análisis de ajuste de los datos al modelo 
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Es significativo que se han descartado las mismas variables que con el modelo logit. En 
la segunda columna de la segunda tabla se tienen los valores de los estimadores de los 
parámetros beta del modelo para las variables incluidas en el mismo. Entonces, la probabilidad 
de que se la variable FGR tome un valor significativo (por debajo de 60) viene dado por la 
ecuación:  
 ( ( ))                                             
La segunda columna da las desviaciones estándar de las estimaciones. Para comprobar 
si estas estimaciones pueden ser consideradas distintas de cero, se realiza el test de Wald. El 
valor del estadístico del contraste viene dado en las siguientes columnas y los p-valores 
correspondientes del contraste vienen dado en la última columna.  
Si ahora observamos la bondad de ajuste del modelo se obtiene la siguiente tabla: 
   
Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. 
A continuación, se estudia para este modelo el contraste de hipótesis nula global 









La tabla que se obtiene es: 
 
  
Y como en todos los casos se obtiene un p-valor muy pequeño, se concluye que se 
rechaza la hipótesis nula y que es necesario incluir los demás parámetros del modelo.  
Finalmente, nos queda observar si el modelo se ajusta bien a los datos. Para ello 




A partir de estas tablas, se ve que el modelo ajusta bien los datos, aunque no tan bien 
como ocurría en el caso de la población conjunta. 
Tabla 83: Contraste de hipótesis nula global 








La tabla 86 nos muestra las estimaciones de los parámetros del modelo. 
 
   
 
 
Tabla 85: Numero de muestras con FGR<60 y FGR>60 
Tabla 86: Análisis de ajuste de los datos al modelo 
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Este modelo descarta menos variables que los otros dos modelos. Esto dará lugar a un 
modelo más complejo. En este caso, la probabilidad de que se la variable FGR tome un valor 
significativo (por debajo de 60) viene dado por la ecuación:  
    (    ( ( )))                                     
La segunda columna da la segunda tabla da las desviaciones estándar de las 
estimaciones. Y se ha usado el test de Wald para determinar las variables explicativas que 
finalmente se incluyen en el modelo. 
 
Si ahora observamos la bondad de ajuste del modelo se obtiene la siguiente tabla: 
 
   
Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. 
A continuación, se estudia para este modelo el contraste de hipótesis nula global 









La tabla que se obtiene es:  
 
   
Y como en todos los casos se obtiene un p-valor muy pequeño, se concluye que se 
rechaza la hipótesis nula y que es necesario incluir los demás parámetros del modelo.  
Finalmente, nos queda observar si el modelo se ajusta bien a los datos. Para ello consideramos 
el contraste de Hosmer y Lemeshow, cuyos resultados aparecen en la siguiente tabla: 
 
  
A partir de estas tablas, se ve que el modelo no ajusta bien con los datos, con lo que 
vamos a descartar este modelo como adecuado. Véase la diferencia entre este modelo y los 
otros dos: no solamente considera unas variables explicativas diferentes, sino que incluso 
teniendo en cuenta más variables, no es capaz de explicar satisfactoriamente el 
comportamiento de la variable FGR. 
Tabla 88: Contraste de hipótesis nula global 
Tabla 89: Contraste de Hosmer y Lemeshow 
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Con estos resultados podemos decir que la Bondad de Ajuste de Hosmer y Lemeshow 
para los datos correspondientes a los hombres es bastante aceptable tomando el modelo 
probit y también el modelo logit. 
 logit(FGR_) = V1HORA, GOT, GPT; p-valor=0.3498. 
 probit(FGR_) = V1HORA, GOT, GPT; p-valor=0.3858. 
 cloglog(FGR_) = V1HORA, GOT, GPT, HBA1C; p-valor=0.0024. 
 
POBLACION  EXCLUSIVAMENTE DE MUJERES CON EDADES DE 18-70 AÑOS 
Modelo logit 




Se estudia cómo se ajustan los datos al modelo y se obtiene la  tabla 91 de 











    
 
Se observa que se han descartado cuatro variables, lo mismo que pasaba en la 
población de hombres, pero las variables descartadas no coinciden en los dos casos. Esto 
explica que en el modelo con la población global no se hayan descartado tantas variables. En la 
segunda columna se tienen los valores de los estimadores de los parámetros beta del modelo 
para las variables incluidas. Entonces, la probabilidad de que se la variable FGR tome un valor 
significativo (por debajo de 60) viene dado por la ecuación:  
 
 ( )  
    (                                                )
      (                                                )
 
 
La segunda columna da las desviaciones estándar de las estimaciones. El test de Wald 









Si ahora observamos la bondad de ajuste del modelo se obtiene la siguiente tabla: 
    
Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. 
A continuación, se estudia para este modelo el contraste de hipótesis nula global 
                                      frente a          
 
La tabla que se obtiene es: 
 
    
Y como en todos los casos se obtiene un p-valor muy pequeño, se concluye que se 
rechaza la hipótesis nula y que es necesario incluir los demás parámetros del modelo.  
 
 
Tabla 92: Bondad del ajuste del modelo 
Tabla 93: Contraste de hipótesis nula global 
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Las  tabla 94 nos muestra las “odds” de las distintas variables explicativas. 
 
 
En este caso se ve que todas las variables incluidas en el modelo hacen que aumente la 
probabilidad de tener la enfermedad al aumentar su valor.  
Finalmente, nos queda observar si el modelo se ajusta bien a los datos. Para ello 





Tabla 94: Odds de las variables explicativas 
Tabla 95: Contraste de Hosmer y Lemeshow 
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A partir de estas tablas, se ve que el modelo ajusta bien los datos, pero no tan bien 
como ajustaba con la población global y con la población de hombres. 
Modelo probit 




En primer lugar, se estudia cómo se ajustan los datos al modelo y se obtiene la 
siguiente tabla de estimaciones de los parámetros del modelo. 
 
  
Tabla 96: Numero de muestras con FGR<60 y FGR>60 
Tabla 97: Análisis de ajuste de los datos al modelo 
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Nótese que da una información idéntica a la del modelo logit en cuanto a qué variables 
deben ser incluidas en el modelo. Entonces, la probabilidad de que la variable FGR tome un 
valor significativo (por debajo de 60) viene dado por la ecuación:  
 ( ( ))                                                    
La segunda columna nos muestra las desviaciones estándar de las estimaciones. El test 
de Wald explica las razones de excluir unas variables en el modelo y de incluir otras.  
Si ahora observamos la bondad de ajuste del modelo se obtiene la siguiente tabla: 
 
  
Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. 
A continuación, se estudia para este modelo el contraste de hipótesis nula global 
                                      frente a          
La tabla que se obtiene es: 
  
Tabla 98: Bondad del ajuste del modelo 




Y como en todos los casos se obtiene un p-valor muy pequeño, se concluye que se 
rechaza la hipótesis nula y que es necesario incluir los demás parámetros del modelo.  
Finalmente, nos queda observar si el modelo se ajusta bien a los datos. Para ello 




A partir de estas tablas, se ve que el modelo no ajusta bien con los datos, con lo que 
vamos a descartar este modelo como adecuado. El p-valor no es excesivamente pequeño, pero 









La información muestral viene dada por 
 
 
La tabla 102 nos muestra las estimaciones de los parámetros del modelo:  
 




Tabla 101: Numero de muestras con FGR<60 y FGR>60 
Tabla 102: Análisis de ajuste de los datos al modelo 
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Véase que se han descartado las mismas variables que en los otros dos modelos. 
Entonces, la probabilidad de que se la variable FGR tome un valor significativo viene dado por 
la ecuación:  
   (    ( ( )))                                                    
Las variables han sido descartadas o incluidas a partir de los valores del test de Wald. 
Si ahora observamos la bondad de ajuste del modelo se obtiene la siguiente tabla: 
 
   
Se observan los valores de los estadísticos de los contrastes, en el caso en que se 
considera solamente el término independiente (primera columna) y el modelo con todos los 
parámetros del modelo (segunda columna); como los valores en la primera columna son 
mayores que los que aparecen en la segunda columna, esto es indicativo de que el modelo 
necesita los distintos parámetros. 
A continuación, se estudia para este modelo el contraste de hipótesis nula global 
                                      frente a          
La tabla que se obtiene es: 
 
   
Tabla 103: Bondad del ajuste del modelo 




Y como en todos los casos se obtiene un p-valor muy pequeño, se concluye que se 
rechaza la hipótesis nula y que es necesario incluir los demás parámetros del modelo.  
Finalmente, nos queda observar si el modelo se ajusta bien a los datos. Para ello consideramos 
el contraste de Hosmer y Lemeshow, cuyos resultados aparecen en la siguiente tabla: 
 
 
A partir de estas tablas, se ve que el modelo no ajusta tan bien los datos como otros 
modelos, con lo que vamos a descartar este modelo como adecuado. Como en el caso 
anterior, no es un valor excesivamente bajo, pero hemos encontrado otros modelos mejores. 
En este último caso podemos decir que la Bondad de Ajuste de Hosmer y Lemeshow 
para los datos correspondientes a las mujeres es difícilmente aceptable, aunque quizá los 
modelos logit y probit estarían al límite de lo aceptable con un nivel de significación de 0.05 
 logit(FGR_) = Leucocitos, V1HORA, HBA1C; p-valor=0.0933. 
 probit(FGR_) = Leucocitos, V1HORA, HBA1C; p-valor=0.0562. 
 cloglog(FGR_) = Leucocitos, V1HORA, HBA1C; p-valor=0.0671. 
 
Tabla 105: Contraste de Hosmer y Lemeshow 
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 Una vez realizados los estudios con los tres modelos y en las distintas variantes de las 
muestras, podemos resumir lo siguiente: 
Se ha llevado a cabo un estudio de tres modelos diferentes: 
o Modelo de regresión logística o Modelo logit; 
o Modelo probit; 
o Modelo loglog  complementario (cloglog). 
El uso de estos modelos es, porque como hemos comentado anteriormente el método de 
regresión logística busca explicar el resultado de una variable binaria Y en función de un grupo 
de variables explicativas, hemos encontrado otro caso en la bibliografía en el que se utilizaba 
para ver la asociación entre enfermedad renal y enfermedad cardiovascular en Corea, con una 
población de 53.221 hombres con edades entre 21 y 77 años (Ryoo JH et al, 2011) y además se 
usan muy frecuentemente en estudios médicos (Bagley SC et al, 2001) en los que se busca 
explicar la probabilidad de enfermar a partir de unas variables, y los otros dos (probit y log-log) 
nos los ha proporcionado el programa estadístico SAS (SAS Institute Inc. 2014), por ser similares 
al de regresión logística, ser modelos que ya se han usado en otros estudios médicos 
(Pourhoseingholi, A et al, 2010) y nos ha permitido compararlos para ver cuál era el que mejor se 
ajustaba. 
Para las tres modelizaciones se ha utilizado el Procedimiento LOGISTIC haciendo uso de la 
función enlace correspondiente. Como variable respuesta se ha tomado la variable FGR 
categorizada, FGR_, según sea menor a 60 mL/min/1.73 m2 (individuo enfermo crónico renal) o 
mayor o igual a 60 mL/min/1.73 m2 (individuo sano, sin enfermedad crónica renal). El resto de 
las variables (Leucocitos, V1HORA, COL, GOT, GGT, GPT, HBA1C), se han tomado como 
variables explicativas. 
La variable FGR lleva implícita la información relativa al sexo de los individuos, así que en 
un principio no sería necesario realizar un estudio separado para hombres y mujeres. En una 
fase inicial se han tomado 9.750 individuos (hombres y mujeres entre 2 y 99 años), tanto 
agregados como desagregados por sexo y se han ajustado los tres modelos. A continuación se 
ha realizado el mismo estudio pero solamente con la población con una edad comprendida 
entre los 18 y los 70 años, siguiendo las recomendaciones del National Kidney Disease 
Education Program (NKDEP) de Estados Unidos advierte que el valor de FGR no debe ser usada 
en edades menores a 18 ni mayores a 70 años. (Myers GL et al, 2006).   
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El estudio se ha realizado únicamente con población del corredor del Henares, por lo que 
tenemos que tener claro, que los resultados podrían variar fuera de esta población, ya que es 
posible que cualquier otra población frente a la población de estudio no fueran homogéneas 
respecto a las variables del estudio. 
De todos los estudios realizados el que mejor resultados ha ofrecido es el modelo probit 
para la población conjunta entre 18 y 70 años, ya que es el que ha obtenido un p-valor más 
alto (0.8014), y explica bastante bien la probabilidad de éxito a partir de unas variables 
explicativas, y además concuerda con la recomendación del NKDEP de no utilizar el valor de 
FGR en población fuera de ese rango de edad. 
Además se han obtenido valores también bastante aceptables para los modelos probit y 
logit, cuando se ha hecho el estudio sobre la población exclusivamente de hombres, con 
aquellos con una edad comprendida entre 18 y 70 años. Ninguno de los modelos utilizados en 
el estudio con mujeres exclusivamente se ha mostrado válido, y es que aunque hay un estudio 
reciente que indica las diferencias específicas de sexo en la susceptibilidad a enfermedades 
renales (Seppi T et al, 2016), indicando que las hormonas femeninas podrían hacer a las mujeres 
menos susceptibles a desarrollar insuficiencia renal, no está totalmente demostrado esa 
variabilidad, por mucho que sea cierto que la enfermedad renal crónica afecta más a hombres 
que a mujeres.  
A partir de los gráficos que se incluyen a continuación, puede observarse que hay  una 
observación anómala u outlier, que sigue patrones distintos al resto de los individuos ya que 
de acuerdo al modelo probit es el individuo con mayor probabilidad predicha de padecer 
enfermedad crónica renal, pero sin embargo está sano. Los datos correspondientes a este 
individuo son los que se muestran en la tabla 106.  
 
 
   id 
 
Leucocitos V1HORA COL GOT GPT GGT HBA1C FGR_ Sexo 
2026 8.42 4 169 20 21 41 51 sano(>=60) hombre 
 
 









Figura 14: Influencia de cada dato en los valores estimados por el modelo 






















Las figuras 14,15 y 16 muestran de varias maneras la influencia que tienen los distintos 
de la muestra analizada en las estimaciones de los parametros del modelo y podemos observar 
en todas elllas la influencia que tiene la observación anómala, por el error de HbA1C, que se ha 
medido como 51%, cuando la realidad es que debería ser 5,1%, lo que claramente es un error 
de transcripción en la BBDD del laboratorio. Es un dato que influye mucho en las estimaciones, 
y que no cuadra con el modelo por lo que intenta cambiar el modelo para ajustarlo mejor, 
aunque eso implique llegar a tener más error en el resto de los datos. Esto nos permite 
determinar que el modelo elegido es lo suficientemente sensible para detectar cualquier 























Figura 17: Influencia de GOT en los datos. 
















Figura 19: Influencia de Leucocitos en los datos. 

















Las figuras 17, 18, 19, 20 y 21 muestran como influyen las variables explicativas en los 
datos, en el eje horizontal aparecen todos los datos analizados, y en el eje vertical los valores 
de la variable explicativa correspondiente. Los valores en rojo corresponden a los individuos 
que están tienen un valor de FGR mayor de 60 y los que están en azul son los individuos  con 
un valor de FGR menor de 60. A partir de la gráfica se puede observar que en general los 
individuos sanos tienen valores cercanos a 0 y los individuos enfermos tienen valores que en 
general están más separados de 0. En la gráfica de la hemoglobina glicosilada (HbA1C), se 
observa que el gráfico es más pequeño, pero es debido a que hay un individuo con un FGR 
mayor de 60, pero tiene un valor extraordinariamente negativo, lo que afecta a la escala de la 
gráfica.      
Figura 21: Influencia de HbA1C en los datos. 
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En cuanto a la capacidad de predicción del modelo probit(FGR_) basado en las 
variables Leucocitos, V1HORA, GOT, GPT, HBA1C, medida mediante el área de la curva ROC es 






















La figura 20 es la curva ROC o curva de rendimiento diagnóstico. La sensitividad es el 
porcentaje de verdaderos positivos y 1-especificidad es la proporción de falsos positivos. Si el 
modelo es muy malo, acierta al azar (la mitad de las veces) y entonces obtenemos la diagonal. 
Si el modelo fuese perfecto, entonces no hay falsos negativos, es decir, la sensitividad sería 
100% (no habría falsos negativos) y 1-especificidad sería 0% (no habría falsos positivos). Esto 
daría el valor (1,0). En nuestro caso se va individuo a individuo, de forma que se va viendo la 
sensitividad y la 1-especificidad que se va acumulando, de esta forma en el modelo perfecto 
sería una línea que toma el valor 1 siempre (el techo de la gráfica). Lo que se hace para ver si el 
modelo es bueno es calcular el área bajo la curva. En el modelo inútil este área vale 0.5 y en el 
modelo perfecto vale 1 (es un cuadrado). Cuanto más grande sea el valor mejor será el 
modelo. En nuestro caso está sobre 0.66, que es un valor bastante aceptable.  
 
Figura 20: Área bajo la curva. 
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La figura 21 nos muestra los datos de sensitividad y especificidad (Argimon JM et al, 
2000). La sensitividad es la proporción de individuos enfermos (con FGR menor de 60) que 
serían clasificados como enfermos; y la especificidad es la proporción de individuos sanos (con 


















Dado un individuo, este individuo puede estar sano o enfermo. De este individuo 
tenemos unos datos, que nos lleva a un valor de probabilidad a partir de nuestro modelo, sin 
embargo, es posible equivocarse. La curva azul nos dice qué porcentaje de individuos 
enfermos se clasificarían mal en función de la probabilidad que obtiene nuestro modelo. 
Cuando es una probabilidad muy pequeña, entonces es muy probable que lo clasifiquemos mal 
si está enfermo. Y esta probabilidad va disminuyendo cuando va aumentando la probabilidad. 
Con la especificidad va al revés y por eso sale así la curva roja; nos dice qué porcentaje de 
individuos sanos se clasificarían mal. Cuando es una probabilidad muy pequeña, entonces es 
muy probable que lo clasifiquemos bien. Y esta probabilidad va aumentando cuando va 
aumentando la probabilidad. Las dos curvas se cortan en el valor de probabilidad 0.033, lo que 
nos dice el punto a partir del cual hay que clasificar un individuo como sano o enfermo.  
 
 
























1. Se ha encontrado un modelo, que es capaz de explicar o predecir la variabilidad del 
filtrado glomerular, en función de la variabilidad de una serie de analitos (variables 
explicativas) como son: Leucocitos, Velocidad de sedimentación, Hemoglobina 
glicosilada, glutamato oxalacetato transaminasa (GOT), y Glutamato piruvato 
transaminasa. Habiendo descartado el modelo los analitos de Colesterol y Gamma 
glutamil transpeptidasa.  
 
2. El modelo es válido cuando se estudia sobre una población con edades comprendidas 
entre los 18 y los 70 años, lo cual reafirma que el estudio del filtrado glomerular no es 
recomendable en pacientes fuera de ese rango de edad. 
 
3. El modelo no se ajusta cuando analizamos únicamente población de mujeres, lo cual 
abre un campo de estudio para analizar si las hormonas femeninas juegan un  papel 
importante en la prevención del desarrollo de enfermedad renal crónica en mujeres. 
 
4. El modelo propuesto como válido, lo es en una población del Corredor del Henares, 
pero no tiene por qué serlo en otra población, puesto que podrían no ser 
homogéneas. 
 
5. La población estudiada tiene un promedio de las variables explicativas, que se 
encuentra dentro de la normalidad según los valores de referencia, por lo que es una 
población perfectamente válida para el estudio. 
 
6. Dada la influencia que tiene la observación anómala o outlier, podría ser 
recomendable repetir el estudio una vez corregido el valor erróneo, pero siendo una 
única muestra frente a las casi 10.000 del estudio, no creemos que los resultados 
fueran a variar significativamente. 
 
7. Podría ser interesante en un futuro estudio incluir como variable explicativa la fracción 
de colesterol LDL, en vez de la variable colesterol total, por la importancia que tiene 







8. Como conclusión final podemos decir, que dada la importancia que tiene la detección 
precoz de una posible enfermedad renal, para la optimización del tratamiento de la 
misma, los resultados de este trabajo muestran que la utilización de modelos 
matemáticos basados en el análisis de variables explicativas de fácil acceso, pueden 
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