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Abstract
In this paper, we prove a conjecture of Aharoni and Howard on the existence of rainbow
(transversal) matchings in sufficiently large families ℱ1, . . . ,ℱ𝑠 of tuples in {1, . . . , 𝑛}𝑘,
provided 𝑠 > 470.
1 Introduction
Let [𝑛] := {1, . . . , 𝑛}. In this paper, we study families of 𝑘-tuples ℱ ⊂ [𝑛]𝑘. We say that
𝐹 = (𝑓1, . . . , 𝑓𝑘) and 𝐹 ′ = (𝑓 ′1, . . . , 𝑓 ′𝑘), 𝐹, 𝐹 ′ ∈ [𝑛]𝑘, intersect iff for some 1 6 𝑖 6 𝑘 we have
𝑓𝑖 = 𝑓
′
𝑖 . Note that [𝑛]𝑘 can be seen as the complete 𝑘-partite 𝑘-uniform hypergraph with parts
of size 𝑛. The following conjecture was made by Aharoni and Howard [1]:
Conjecture 1. Let 𝑛, 𝑠 and 𝑘 be positive integers. If ℱ1, . . . ,ℱ𝑠 ⊂ [𝑛]𝑘 satisfy |ℱ𝑖| > (𝑠−1)𝑛𝑘−1
for all 𝑖 then there exist 𝐹1 ∈ ℱ1, . . . , 𝐹𝑠 ∈ ℱ𝑠, such that 𝐹𝑖 ∩ 𝐹𝑗 = ∅ for any 1 6 𝑖 < 𝑗 6 𝑠.
We call any such collection of 𝐹𝑖 a rainbow 𝑠-matching. If true, the bound on |ℱ𝑖| in the
conjecture is best possible: consider the families ℱ1 = . . . = ℱ𝑠 = {𝐹 = (𝑓1, . . . , 𝑓𝑘) ∈ [𝑛]𝑘 :
𝑓1 ∈ [𝑠 − 1]}. In their paper, Aharoni and Howard proved this conjecture for 𝑘 = 2, 3. Later,
Lu and Yu [12] proved it for 𝑛 > 3(𝑠− 1)(𝑘 − 1).
The main result of this paper is the proof of Conjecture 1 for all 𝑠 > 𝑠0.
Theorem 1. There exists 𝑠0 such that Conjecture 1 is true for any 𝑠 > 𝑠0.
Although we haven’t put much effort into optimizing 𝑠0, our proof allows us to take 𝑠0 = 470.
The proof of Theorem 1 relies on the idea that intersection of any family with a random
matching is highly concentrated around its expectation. This idea was introduced in the paper
of Frankl and the second author [7] in the context of the Erdo˝s Matching Conjecture (Erdo˝s,
[4]). Let
(︀
[𝑛]
𝑘
)︀
stand for the collection of all 𝑘-element subsets of [𝑛]. The EMC states that
the largest family ℱ ⊂ (︀[𝑛]
𝑘
)︀
with no 𝑠 pairwise disjoint sets for 𝑛 > 𝑠𝑘 has size at most
𝑓(𝑛, 𝑘, 𝑠) := max
{︀(︀
𝑛
𝑘
)︀−(︀𝑛−𝑠+1
𝑘
)︀
,
(︀
𝑠𝑘−1
𝑘
)︀}︀
. The conjecture is proven in some ranges of parameters.
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For somewhat large 𝑛, the best results on the conjecture is due to Frankl [5], who showed the
validity of the conjecture for roughly 𝑛 > 2𝑠𝑘 and Frankl and the second author [7], who showed
the conjecture is valid for 𝑛 > 5
3
𝑠𝑘 and 𝑠 > 𝑠0. For 𝑛 close to 𝑠𝑘, the only nontrivial result is
due to Frankl [6], who showed the validity of the conjecture for 𝑛 < 𝑠(𝑘 + 𝜖), where 𝜖 = 𝜖(𝑘) is
roughly 𝑘−𝑘. A more general problem was studied in [9].
Interestingly, the ’one-family’ version of the conjecture of Aharoni and Howard is almost
trivial. Indeed, let us show that any family ℱ ⊂ [𝑛]𝑘 of size greater than (𝑠 − 1)𝑛𝑘−1 has a
matching of size 𝑠. Consider a perfect matching in [𝑛]𝑘 taken uniformly at random. Obviously,
it consists of 𝑛 edges. Thus, via simple averaging, the expected intersection of ℱ with this
matching is 𝑛 · |ℱ|
𝑛𝑘
> 𝑠 − 1. Therefore, there exists a perfect matching that has at least 𝑠 sets
in the intersection with ℱ . This should explain the intuition behind using the concentration
for the intersections of families with a random matching. Indeed, if for each of the families
ℱ1, . . . ,ℱ𝑠 their intersection with a perfect matching is either of size 𝑠− 1 or 𝑠, then essentially
the same argument as above will imply that we can find a rainbow 𝑠-matching in a fixed perfect
matching, as long as one of the families intersects it in 𝑠 sets.
Huang, Loh and Sudakov [10], as well as Aharoni and Howard [1] suggested the 𝑠-family
analogue of the EMC: any 𝑠 families ℱ1, . . . ,ℱ𝑠 ⊂
(︀
[𝑛]
𝑘
)︀
with min𝑖 |ℱ𝑖| > 𝑓(𝑛, 𝑘, 𝑠) contain a
rainbow 𝑠-matching. (We refer to it as to rainbow EMC later on.) Huang, Loh and Sudakov
proved it in the very same range: for 𝑛 > 3𝑠𝑘2. (Later, their approach was transposed in the
aforementioned paper of Lu and Yu [12] to progress on Conjecture 1. Note here that the bound
𝑛 > 3𝑠𝑘 in the case of [𝑛]𝑘 corresponds to the bound 𝑛 > 3𝑠𝑘2 in the case of
(︀
[𝑛]
𝑘
)︀
since the
ground set has size 𝑛𝑘 in the former case.) The approaches of [5] and [7], unfortunately, do not
seem to work for the rainbow version of the EMC. Using a junta method, Keller and Lifshitz
[11] showed the validity of the rainbow EMC for 𝑛 > 𝑓(𝑠)𝑘, where 𝑓(𝑠) is an unspecified and
a very quickly growing function of 𝑠. Together with Frankl [8], the second author managed
to prove a much better junta approximation for shifted families and to show the validity of
the rainbow EMC for 𝑛 > 12𝑠𝑘(2 + log 𝑠). We also note that the validity of the conjecture for
𝑛 > 𝐶𝑠𝑘 with some large unspecified 𝐶 is announced by Keevash, Lifshitz, Long and Minzer.
In the next section, we give the necessary preliminaries and prove the aforementioned con-
centration inequality. In Section 3, we give the proof of Theorem 1.
2 Concentration for intersections with a random matching
We start with some results concerning the eigenvalues of graphs and their relation to their
quasirandomness properties, as well as concentration results for martingales.
Consider the graph 𝑃𝐺𝑛,𝑘 on the vertex set [𝑛]𝑘 and with the edge set consisting of all pairs
of disjoint sets. It is not difficult to see that 𝑃𝐺𝑛,𝑘 is the direct product of 𝑘 copies of 𝐾𝑛, the
complete graph on 𝑛 vertices. Thus, the adjacency matrix of 𝑃𝐺𝑛,𝑘 is the 𝑘-th Kronecker power
of (𝐽𝑛−𝐸𝑛), the adjacency matrix of 𝐾𝑛. For two 𝑛×𝑛 matrices 𝐴 and 𝐵 with eigenvalues 𝜆𝑖
and 𝜇𝑗, respectively, the eigenvalues of their Kronecker product 𝐴⊗𝐵 are 𝜆𝑖𝜇𝑗.
This implies the following proposition.
Proposition 2. The largest eigenvalue of 𝑃𝐺𝑛,𝑘 is equal to 𝐷 := (𝑛 − 1)𝑘 and the second
largest absolute value of an eigenvalue is equal to 𝜆2 := (𝑛− 1)𝑘−1.
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Proof. This readily follows from the paragraph above and the fact that the adjacency matrix
of 𝐾𝑛 has the form 𝐽𝑛 − 𝐸𝑛 and its eigenvalues are (𝑛− 1), with multiplicity 1, and −1, with
multiplicity (𝑛− 1).
Fix integers 𝑛, 𝑘. Let 𝒢 ⊂ [𝑛]𝑘 be a family and set 𝛼 := |𝒢|/𝑛𝑘. Take two disjoint sets
𝑆1, 𝑆2 ∈ [𝑛]𝑘 uniformly at random and let 𝐴𝑖 be the event that 𝑆𝑖 ∈ 𝒢. Now we will need the
following result of Alon and Chung [2]:
Theorem 3. Let 𝐺 = (𝑉,𝐸) be a 𝐷-regular graph on 𝑚 vertices, let 𝜆2(𝐺) be the second
largest absolute value of the eigenvalues of 𝐺 and let 𝑆 be a subset of vertices 𝐺 of cardinality
|𝑆| = 𝛼𝑚. Then the following holds:⃒⃒⃒⃒
2𝑒(𝑆)
𝐷𝑚
− 𝛼2
⃒⃒⃒⃒
6 𝜆2(𝐺)𝛼(1− 𝛼)
𝐷
,
where 𝑒(𝑆) is the number of edges which join two vertices of 𝑆.
We apply Theorem 3 to the graph 𝑃𝐺𝑛,𝑘. Note that, in our case, P[𝐴1 ∩ 𝐴2] is exactly
the proportion of all edges of 𝑃𝐺𝑛,𝑘 that are contained in 𝒢. We also use that P[𝐴1 ∩ 𝐴2] =
P[𝐴2]− P[𝐴1 ∩ 𝐴2] = 𝛼− P[𝐴1 ∩ 𝐴2]. Putting this together, we get the following.
Proposition 4. |P[𝐴1 ∩ 𝐴2]− 𝛼2|, |P[𝐴1 ∩ 𝐴2]− 𝛼(1− 𝛼)| 6 𝜆2𝛼(1−𝛼)𝐷 = 𝛼(1−𝛼)𝑛−1 .
Next, we state a result on martingales that will be used. In their survey, Chung and Lu
proved the following concentration inequality (cf. [3, Theorems 7.1 and 7.2]):
Theorem 5. Suppose that a nonnegative martingale 𝑋, associated with a filter F, satisfies
Var(𝑋𝑖 | ℱ𝑖−1) 6 𝜑𝑖𝑋𝑖−1
and
|𝑋𝑖 −𝑋𝑖−1| 6𝑀
for 1 6 𝑖 6 𝑛. Here, 𝜑𝑖 and 𝑀 are nonnegative constants. Then for 𝛿 ∈ {−1, 1} we have
P
[︀
𝛿 · (𝑋𝑛 − E𝑋) > 𝜆
]︀
6 exp
(︂
− 𝜆
2
2((E𝑋 + 𝜆)(
∑︀𝑛
𝑖=1 𝜑𝑖) + 𝑀𝜆/3)
)︂
.
2.1 The concentration
Fix integers 𝑛, 𝑘. Let 𝒢 ⊂ [𝑛]𝑘 be a family and set 𝛼 = |𝒢|/𝑛𝑘. Let 𝜂 be the random variable
|𝒢 ∩ℳ|, where ℳ = (𝑀1, . . . ,𝑀𝑛) is chosen uniformly at random out of all ordered perfect
matchings. Clearly, we have E𝜂 = 𝛼𝑛.
The goal of this section is to prove the following theorem.
Theorem 6. For any 𝜆 > 0 and 𝛿 ∈ {−1, 1} the following holds.
P[𝛿 · (𝜂 − 𝛼𝑛) > 2𝜆] 6 2 exp
(︂
− 𝜆
2
𝛼𝑛/2 + 2𝜆
)︂
. (1)
Moreover, for any 𝜇 > 0, 𝜆 > 2√𝛼𝑛 + 1 > 9 and 𝛿 ∈ {−1, 1}, we have
P
[︀
𝛿 · (𝜂 − 𝛼𝑛) > 2𝜆 + 2𝜇] 6 P[︀𝛿 · (𝜂 − 𝛼𝑛) > 1]︀ · 4 exp(︁− 𝜇2
(𝛼𝑛 + 2𝜆)/2 + 2𝜇
)︁
. (2)
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While the first part of the statement is a large deviations statement for 𝜂, the second part of
the statement is a ’conditional large deviations’ result, which tells us that ‘very large deviations
should be much less probable than moderately large deviations’. This part of the statement is
technical, but required in the proof of the main theorem.
Put 𝜂 := 𝜂1 + . . . + 𝜂𝑛 and 𝜂 := 𝜂1 + . . . + 𝜂𝑛/2, where 𝜂𝑖 is the indicator function of the
event 𝐴𝑖 that the set 𝑀𝑖 belongs to 𝒢. (In what follows, we assume that 𝑛 is divisible by 2.
This simplifying assumption only slightly affects the calculations to follow and does not affect
the result.)
Although ultimately we are interested in the behaviour of 𝜂, for technical reasons we need
to deal with 𝜂. To this end, we may relate them as follows.
Proposition 7. Let 𝑎 > 0 be a real number, 𝛿 ∈ {−1, 1}. Then P[𝛿 · (𝜂 − E𝜂) > 2𝑎] 6
2P[𝛿 · (𝜂 − E𝜂) > 𝑎].
Proof. The proof of the inequality for both choises of 𝛿 follows from the easy fact that 𝜂 = 𝜂+𝜂′,
where 𝜂′ is a copy of 𝜂. (Note that 𝜂 and 𝜂′ are, in general, dependent.)
Let 𝑋0, . . . , 𝑋𝑛/2 and 𝑌0, . . . , 𝑌𝑛/2 be the following exposure martingales:
𝑋𝑖 = E[𝜂 | 𝜂1, . . . , 𝜂𝑖] and 𝑌𝑖 = E[𝜂𝑛 | 𝜂1, . . . , 𝜂𝑖].
Note that 𝑋𝑖 =
∑︀𝑖
𝑗=1 𝜂𝑗 + (𝑛/2− 𝑖)𝑌𝑖.
Proposition 8. The following holds for any 𝑖 6 𝑛− 2:
1. Var[E[𝜂𝑛 | 𝜂𝑖+1,𝑀1, . . . ,𝑀𝑖] |𝑀1, . . . ,𝑀𝑖] 6 E[𝜂𝑛|𝑀1,...,𝑀𝑖](𝑛−𝑖−1)2 .
2.
⃒⃒
E[𝜂𝑛 | 𝜂𝑖+1,𝑀1, . . . ,𝑀𝑖]− E[𝜂𝑛 |𝑀1, . . . ,𝑀𝑖]
⃒⃒
6 1
𝑛−𝑖−1 .
Note that in both 1. and 2. we are comparing some functions pointwise, i.e., the inequalities
should hold for any choices of 𝑀1, . . . ,𝑀𝑖 and 𝜂𝑖+1.
Proof of Proposition 8. Fix𝑀1, . . . ,𝑀𝑖 and consider the graph 𝑃𝐺𝑛′,𝑘 on 𝑉 ′ := [𝑛]𝑘∖
⋃︀𝑖
𝑗=1𝑀𝑗
∼=
[𝑛′]𝑘, where 𝑛′ := 𝑛− 𝑖. Put 𝒢 ′ := 𝒢 ∩ 𝑉 ′ and 𝛼′ := |𝒢 ′|/(𝑛′)𝑘. Consider the intersection of 𝒢 ′
with a randomly chosen 𝑛′-matchingℳ′ = (𝑀𝑖+1, . . . ,𝑀𝑛) of sets from [𝑛′]𝑘. Let 𝜂𝑗 and 𝐴𝑗 be
defined as before.
Note that E𝜂𝑛 = E𝜂𝑖+1 = P[𝐴𝑖+1] = 𝛼′. In these terms, we need to show
Var[E[𝜂𝑛 | 𝜂𝑖+1]] 6 𝛼
′
(𝑛′ − 1)2 and
⃒⃒
E[𝜂𝑛 | 𝜂𝑖+1]− 𝛼′
⃒⃒
6 1
𝑛′ − 1 for 𝑖 6 𝑛− 2. (3)
Note that E[𝜂𝑛|𝜂𝑖+1] and Var[𝜂𝑛|𝜂𝑖+1] are both random variables taking two values depending
on the value of 𝜂𝑖+1. Let us first consider the case 𝜂𝑖+1 = 1.
E[𝜂𝑛 | 𝜂𝑖+1 = 1] = E[𝜂𝑛 | 𝐴𝑖+1] = P[𝐴𝑛 | 𝐴𝑖+1] = P[𝐴𝑛 ∩ 𝐴𝑖+1]
P[𝐴𝑖+1]
=
P[𝐴𝑛 ∩ 𝐴𝑖+1]
𝛼′
.
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Then, using Proposition 4, we conclude that⃒⃒
E[𝜂𝑛 | 𝜂𝑖+1 = 1]− 𝛼′
⃒⃒
6 1− 𝛼
′
𝑛′ − 1 . (4)
Next, let us consider the case 𝜂𝑖+1 = 0.
E[𝜂𝑛 | 𝜂𝑖+1 = 0] = P[𝐴𝑛 ∩ 𝐴𝑖+1]
P[𝐴𝑖+1]
=
P[𝐴𝑛 ∩ 𝐴𝑖+1]
1− 𝛼′ .
Similarly, using Proposition 4, we conclude that
|E[𝜂′𝑛 | 𝜂′𝑖+1 = 0]− 𝛼′| 6
𝛼′
𝑛′ − 1 . (5)
From (4) and (5) we conclude that the second part of (3) and thus the proposition holds. Since
P[𝜂𝑖+1 = 1] = 𝛼
′ and P[𝜂𝑖+1 = 0] = 1− 𝛼′, combining (4) and (5), we conclude that
Var[𝜂𝑛 | 𝜂𝑖+1] = 𝛼′ · (E[𝜂𝑛 | 𝜂𝑖+1 = 1]−𝛼′)2+(1−𝛼′) · (E[𝜂𝑛 | 𝜂𝑖+1 = 0]−𝛼′)2 6 𝛼
′(1− 𝛼′)
(𝑛′ − 1)2 6
𝛼′
(𝑛′ − 1)2 .
Now let us note that it is easy to deduce the following corollary:
Corollary 9. The following holds for any 𝑖 6 𝑛− 2:
1. Var[𝑌𝑖+1 | 𝜂1, . . . , 𝜂𝑖] 6 𝑌𝑖
(𝑛− 𝑖− 1)2 .
2. |𝑌𝑖+1 − 𝑌𝑖| 6 1𝑛−𝑖−1 .
Proof. Informally, this corollary follows from Proposition 8 via averaging over all choices of
𝑀1, . . . ,𝑀𝑖 that give the corresponding values of 𝜂1, . . . , 𝜂𝑖 and using the convexity of variance.
Let us give a formal proof. Again, we need to show that a certain inequality between functions
holds pointwise. In what follows, we fix a choice of 𝜂1, . . . , 𝜂𝑖. It is easy to see that
𝑌𝑖+1 = 𝑡
−1∑︁E[𝜂𝑛 | 𝜂𝑖+1,𝑀1 = 𝑀 ′1, . . . ,𝑀𝑖 = 𝑀 ′𝑖 ],
𝑌𝑖 = 𝑡
−1∑︁E[𝜂𝑛 |𝑀1 = 𝑀 ′1, . . . ,𝑀𝑖 = 𝑀 ′𝑖 ],
where both sums are over all tuples (𝑀 ′1, . . . ,𝑀 ′𝑖) of disjoint 𝑘-sets such that 𝑀 ′𝑖 ∈ 𝒢 if and
only if 𝜂𝑗 = 1, and 𝑡 is the number of such tuples. This immediately implies the second part
of the corollary. As for the first part, we derive it below. We apply Jensen’s inequality to
the variance to get the first inequality below and use the first part of Proposition 8 to get the
second inequality:
Var[𝑌𝑖+1 | 𝜂1, . . . , 𝜂𝑖] = Var
[︀
𝑡−1
∑︁
E[𝜂𝑛 | 𝜂𝑖+1,𝑀1 = 𝑀 ′1, . . . ,𝑀1 = 𝑀 ′𝑖 ] | 𝜂1, . . . , 𝜂𝑖
]︀
6 𝑡−1
∑︁
Var
[︀
E[𝜂𝑛 | 𝜂𝑖+1,𝑀1 = 𝑀 ′1, . . . ,𝑀𝑖 = 𝑀 ′𝑖 ] | 𝜂1, . . . , 𝜂𝑖
]︀
6 𝑡−1
∑︁ E[𝜂𝑛 |𝑀1 = 𝑀 ′1, . . . ,𝑀𝑖 = 𝑀 ′𝑖 ]
(𝑛− 𝑖− 1)2
=
𝑌𝑖
(𝑛− 𝑖− 1)2 .
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Corollary 10. For any 𝑖 6 𝑛/2− 1, we have
|𝑋𝑖+1 −𝑋𝑖| 6 3
2
and Var[𝑋𝑖+1 | 𝜂1, . . . , 𝜂𝑖] 6 𝑋𝑖
𝑛
.
Proof. We have 0 6 𝑌𝑖, 𝜂𝑖+1 6 1 and thus −(𝑛/2 − 𝑖 − 1)|𝑌𝑖+1 − 𝑌𝑖| − 𝑌𝑖 6 |𝑋𝑖+1 − 𝑋𝑖| 6
𝜂𝑖+1 + (𝑛/2− 𝑖− 1)|𝑌𝑖+1 − 𝑌𝑖|, which, using part 2 of Corollary 9, implies |𝑋𝑖+1 −𝑋𝑖| 6 32 . As
for the second inequality, using Corollary 9, we can expand it as follows.
Var[𝑋𝑖+1 | 𝜂1, . . . , 𝜂𝑖] = (𝑛/2− 𝑖)2Var[𝑌𝑖+1 | 𝜂1, . . . , 𝜂𝑖] 6 (𝑛/2− 𝑖)
2
(𝑛− 𝑖− 1)2𝑌𝑖 6
𝑛/2− 𝑖
(𝑛− 𝑖− 1)2𝑋𝑖 6
𝑋𝑖
𝑛
.
We note that getting the last inequality is essentially the only reason why we had to deal with 𝜂 instead
of 𝜂 itself.
Now let us apply Theorem 5 to 𝑋𝑛/2 = 𝜂. If we choose 𝜑𝑖 = 1𝑛 , 𝑀 =
3
2
, then we have
P[𝛿 · (𝜂 − 𝛼𝑛/2) > 𝜆] 6 exp
(︂
− 𝜆
2
𝛼𝑛/2 + 2𝜆
)︂
.
Combining this with Proposition 7, we get (1).
Let us deduce (2) from (1). Assume that 𝛿 = 1 and that, for some choice of (𝑀1, . . . ,𝑀𝑛),
we have 𝜂 − E𝜂 > 2𝜇 + 2𝜆. Let 𝑍1, . . . , 𝑍𝑛 be the martingale associated with 𝜂, where
𝑍𝑖 := E[𝜂 | 𝜂1 . . . , 𝜂𝑖].
Then, for some 𝑖, we have 2𝜆− 2 6 𝑍𝑖−𝛼𝑛 6 2𝜆. The latter follows since, as it is not difficult
to see, |𝑍𝑖+1−𝑍𝑖| 6 2. To see that, one just needs to repeat the proof of Corollary 10 with the
obvious changes that we get when passing from 𝜂 to 𝜂.
Take any collection of disjoint edges (𝑀1, . . . ,𝑀𝑖) such that 𝑖 is the first such step. Let us
restrict to the subgraph as in the proof of Proposition 8. Note that, within this restriction, 𝑍𝑖
is a constant from the interval [2𝜆 − 2 + 𝛼𝑛, 2𝜆 + 𝛼𝑛]. We apply the first part of Theorem 6
with 𝑍𝑖 −
∑︀𝑖
𝑗=1 𝜂𝑖 = E𝑍𝑛 −
∑︀𝑖
𝑗=1 𝜂𝑖 6 𝛼𝑛 + 2𝜆 playing the role of 𝛼𝑛. We get that
P
[︀
𝑍𝑛 − 𝛼𝑛 6 0
]︀
6 P[𝑍𝑛 − 𝑍𝑖 6 −2𝜆 + 2] 6 2 exp
(︁
− (𝜆− 1)
2
(𝛼𝑛 + 2𝜆)/2 + 2(𝜆− 1)
)︁
.
Recall that 𝜆 = 2
√
𝛼𝑛 + 1 and that
√
𝛼𝑛 > 4. Then (𝛼𝑛 + 2𝜆)/2 + 2𝜆 − 2 6 8
3
𝛼𝑛 and the
expression in the right hand side above is at most 2 exp(− 4𝛼𝑛
8𝛼𝑛/3
) = 2𝑒−3/2 < 1
2
. The same holds
for any bigger 𝜆. Recall that 𝑍𝑛 has only integer values. Therefore, in these assumptions,
P
[︀
𝑍𝑛 − 𝛼𝑛 > 1
]︀
> 1
2
.
On the other hand, we can similarly see that
P
[︀
𝑍𝑛 − 𝛼𝑛 > 2𝜆 + 2𝜇] 6 P[𝑍𝑛 − 𝑍𝑖 > 2𝜇] 6 2 exp
(︁
− 𝜇
2
(𝛼𝑛 + 2𝜆)/2 + 2𝜇
)︁
.
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Since both displayed formulas are valid for any choice of 𝑖 and (𝑀1, . . . ,𝑀𝑖) for which the
event ‘𝜂−𝛼𝑛 > 3𝜆+ 2𝜇’ has non-zero probability, we can combine the two displayed formulas,
sum them over all possible choices of (𝑀1, . . . ,𝑀𝑖) and get that
P
[︀
𝜂 − 𝛼𝑛 > 2𝜆 + 2𝜇] 6 P[︀𝜂 − 𝛼𝑛 > 1]︀ · 4 exp(︁− 𝜇2
(𝛼𝑛 + 2𝜆)/2 + 2𝜇
)︁
for any 𝜆 > 2√𝛼𝑛 + 1 > 9. The case 𝛿 = −1 is absolutely analogous.
3 Proof of Theorem 1
We argue indirectly. Assume that there exist 𝑠 families ℱ1, . . . ,ℱ𝑠 in [𝑛]𝑘, each of size exactly
(𝑠− 1)𝑛𝑘−1 + 1, and with no rainbow 𝑠-matching. Consider the following random variables:
𝜁𝑖(ℳ) := |ℱ𝑖 ∩ℳ| − 𝑠 + 1,
where ℳ is a uniformly random perfect matching of 𝑘-element sets.
For a fixed perfect matching ℳ = {𝑀1, . . . ,𝑀𝑛}, consider the graph 𝐺(ℳ) with parts
𝐴(ℳ) = {𝑀1, . . . ,𝑀𝑛} and 𝐵 := {ℱ1, . . . ,ℱ𝑠}, where a family is connected to a set from the
matching iff the set belongs to the family. The condition that there is no rainbow 𝑠-matching
in ℱ1, . . . ,ℱ𝑠 translates into the condition that 𝐺(ℳ) does not have a matching of the part
𝐵. Thus Hall’s necessary and sufficient condition for the existence of a matching of 𝐵 must be
violated. An easy consequence of that is that there exists some 𝑗ℳ ∈ {0, . . . , 𝑠− 1}, such that
𝜁𝑖(ℳ) 6 −𝑗ℳ for at least 𝑠 − 𝑗ℳ indices 𝑖 ∈ [𝑠]. To make the definition of 𝑗ℳ unambiguous,
choose 𝑗ℳ to be the largest out of all possible values. We treat 𝑗ℳ as a random variable
depending on ℳ.
We have
𝑠∑︁
𝑖=1
𝜁𝑖(ℳ) · 𝐼[𝜁𝑖(ℳ) 6 0] 6 −𝑗ℳ(𝑠− 𝑗ℳ) (6)
due to the violation of Hall’s condition.
First, let us show that
E[𝜁𝑖 | 𝜁𝑖 > 0] < 3.7
√︀
𝑠 log 𝑠. (7)
For that, we shall employ (2) with 𝜂 := 𝜁𝑖 + 𝑠− 1 and 𝛼𝑛 = |ℱ𝑖|𝑛𝑘 . Put 𝛿 = 1, 𝜆 = 2
√
𝑠 and let
𝜇 > 0. Then we have
P[𝜁𝑖 > 2𝜇 + 4
√
𝑠] 6 P[𝜁𝑖 > 0] · 4 exp
(︁
− 𝜇
2
(𝑠 + 4
√
𝑠)/2 + 2𝜇
)︁
.
Now we rewrite E[𝜁𝑖 | 𝜁𝑖 > 0] as follows for some 𝑋 > 0:
E[𝜁𝑖 | 𝜁𝑖 > 0] = E[𝜁𝑖 · 𝐼[𝜁 < 𝑋] | 𝜁𝑖 > 0] + E[𝜁𝑖 · 𝐼[𝜁 > 𝑋] | 𝜁𝑖 > 0] 6 𝑋 +
∑︁
𝑖>𝑋
P[𝜁𝑖 > 𝑖 | 𝜁𝑖 > 0].
Then, putting 𝑋 =
√
𝑠 log 𝑠 + 4
√
𝑠, we get
E[𝜁𝑖 | 𝜁𝑖 > 0] 6 2
√︀
𝑠 log 𝑠 + 4
√
𝑠 +
∑︁
𝑡>
√
𝑠 log 𝑠: 2𝑡+4
√
𝑠∈N
(2𝑡 + 4
√
𝑠) · 4 exp
(︁
− 𝑡
2
(𝑠 + 4
√
𝑠)/2 + 2𝑡
)︁
6 2
√︀
𝑠 log 𝑠 + 4
√
𝑠 + 4 6 3.7
√︀
𝑠 log 𝑠.
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(In the last two inequalities we use that 𝑠 > 470 and calculated the corresponding expressions
on computer.)
Recall that |ℱ𝑖| > (𝑠− 1)𝑛𝑘−1, and thus E𝜁𝑖 = E[|ℱ𝑖 ∩ℳ|]− 𝑠 + 1 > 0. Then we have
0 <
𝑠∑︁
𝑖=1
E𝜁𝑖 =
𝑠∑︁
𝑖=1
E[𝜁𝑖 | 𝜁𝑖 6 0] · P[𝜁𝑖 6 0] +
𝑠∑︁
𝑖=1
E[𝜁𝑖 | 𝜁𝑖 > 0] · P[𝜁𝑖 > 0].
For simplicity, let us put 𝑥 := ⌊3.7√𝑠 log 𝑠⌋. Combining this with (6) and (7), we get that
0 < −E[𝑗ℳ(𝑠− 𝑗ℳ)] +
𝑠∑︁
𝑖=1
𝑥P[𝜁𝑖 > 0] 6 −E[𝑗ℳ(𝑠− 𝑗ℳ)] + 𝑥E[𝑗ℳ] = −E[𝑗ℳ(𝑠− 𝑥− 𝑗ℳ)]. (8)
At the same time, using that 𝑗ℳ < 𝑠, we get
E
[︀
𝑗ℳ · 𝐼[𝑗ℳ < 𝑠− 𝑥]
]︀
= E𝑗ℳ − E
[︀
𝑗ℳ · 𝐼[𝑗ℳ > 𝑠− 𝑥]
]︀
> E𝑗ℳ − 𝑠P[𝑗ℳ > 𝑠− 𝑥]. (9)
From here, we get the following chain of inequalities (note that we use 𝑗ℳ(𝑠− 𝑥− 𝑗ℳ) > −𝑠𝑥
for 𝑗ℳ 6 𝑠):
E[𝑗ℳ(𝑠− 𝑥− 𝑗ℳ)] = E
[︀
𝑗ℳ(𝑠− 𝑥− 𝑗ℳ) · 𝐼[𝑗ℳ < 𝑠− 𝑥]
]︀
+ E
[︀
𝑗ℳ(𝑠− 𝑥− 𝑗ℳ) · 𝐼[𝑗ℳ > 𝑠− 𝑥]
]︀
> E
[︀
𝑗ℳ · 𝐼[𝑗ℳ < 𝑠− 𝑥]
]︀− 𝑠𝑥P[𝑗ℳ > 𝑠− 𝑥]
(9)
> E𝑗ℳ − 𝑠(𝑥 + 1)P[𝑗ℳ > 𝑠− 𝑥].
Together with (8), this gives
𝑠(𝑥 + 1)P[𝑗ℳ > 𝑠− 𝑥] > E𝑗ℳ. (10)
Note that, by definition, P[𝑗ℳ > 𝑠− 𝑥] 6
∑︀𝑠
𝑖=1 P[𝜁𝑖 6 𝑥− 𝑠]. Combining this with (7) and
(10), we get
𝑠∑︁
𝑖=1
E
[︀
𝜁𝑖 · 𝐼[𝜁𝑖 > 0]
]︀ (7)
6 𝑥E𝑗ℳ
(10)
< 𝑠𝑥(𝑥 + 1)P[𝑗ℳ > 𝑠− 𝑥] 6 𝑠𝑥(𝑥 + 1)
𝑠∑︁
𝑖=1
P[𝜁𝑖 6 𝑥− 𝑠]. (11)
We shall apply (2) to 𝜂 = 𝜁𝑖 + (𝑠− 1). This time, we have 𝛿 = −1, 𝜇 = 𝑠−𝑥−4
√
𝑠
2
, 𝜆 = 2
√
𝑠
we get that
P[𝜁𝑖 6 𝑥− 𝑠] = P[𝜂 − (𝑠− 1) 6 𝑥− 𝑠] 6 P[𝜂 6 𝑠− 2] · 4 exp
(︁
− (𝑠− 𝑥− 4
√
𝑠)2
6𝑠− 4𝑥− 8√𝑠
)︁
6 P[𝜁𝑖 6 −1] · 4𝑒−𝑧(𝑠) 6 −4𝑒−𝑧(𝑠)E[𝜁𝑖 · 𝐼[𝜁𝑖 6 0]], (12)
where 𝑧(𝑠) = (𝑠−𝑥−4
√
𝑠)2
6𝑠−4𝑥−8√𝑠 ∼ 𝑠6 (up to terms of order
√
𝑠 log 𝑠). Combining (11) with (12) and
substituting the value of 𝑥, we get that
𝑠∑︁
𝑖=1
E
[︀
𝜁𝑖 · 𝐼[𝜁𝑖 > 0]
]︀
6 −𝑠𝑥(𝑥 + 1) · 4𝑒−𝑧(𝑠)
𝑠∑︁
𝑖=1
E
[︀
𝜁𝑖 · 𝐼[𝜁𝑖 6 0]
]︀
.
Once 𝑠𝑥(𝑥 + 1) · 4𝑒−𝑧(𝑠) < 1, this contradicts the assumption ∑︀𝑠𝑖=1 E𝜁𝑖 > 0. This happens for
any 𝑠 > 470. It is easy to see that all the other inequalities used in the proof are valid for this
choice of 𝑠. The theorem is proved.
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4 Discussion
As we have mentioned in the introduction, the example ℱ1 = . . . = ℱ𝑠 = [𝑠 − 1] × [𝑛]𝑘−1
shows that the uniform lower bound in Conjecture 1 is tight. In what follows, we explore what
happens if we bound the size of each family separately.
Problem 11. Let 𝑛 > 𝑠 and 𝑘 be positive integers. We call a sequence 𝑓1 6 . . . 6 𝑓𝑠 satisfying
if any ℱ1, . . . ,ℱ𝑠 ⊂ [𝑛]𝑘 with |ℱ𝑖| > 𝑓𝑖 contain a rainbow matching. Which sequences 𝑓1, . . . , 𝑓𝑠
are satisfying?
Theorem 6 easily implies that, for some 𝐶 > 0, the sequence 𝑎1, . . . , 𝑎𝑠 with 𝑎𝑖 := (𝑖 +
𝐶
√
𝑠 log 𝑠)𝑛𝑘−1 is satisfying. (In fact, it implies that with very large probability, for all 𝑖
simultaneously the family ℱ𝑖 intersects a random matching in at least 𝑖 sets.) A modification
of the proof of Theorem 1 implies that the sequence 𝑏1, . . . , 𝑏𝑠 with 𝑏𝑖 := min(𝑖+𝐶
√
𝑠 log 𝑠, 𝑠−
1 + 𝜀)𝑛𝑘−1 is satisfying, where 𝜀 > 0 can be chosen arbitrarily small, and we need to either take
𝐶 > 𝐶0(𝜀) or 𝑠 > 𝑠0(𝜀).
It is tempting to suggest that the sequence 0, 𝑛𝑘−1, . . . , (𝑠 − 1)𝑛𝑘−1 is satisfying. However,
this is not the case. Indeed, even the sequence 𝑐1, . . . , 𝑐𝑠 with 𝑐1 = . . . = 𝑐𝑠−1 = (𝑠− 1)𝑛𝑘−1 −
(𝑛 − 1)𝑘−1 − 1, 𝑐𝑠 = (𝑠 − 1)𝑛𝑘−1, is not. Indeed, fix a set 𝐹 ∈ [𝑠 + 1, 𝑛] × [𝑛]𝑘−1 and consider
the following families: ℱ1 = . . . = ℱ𝑠−1 = [𝑠 − 1] × [𝑛]𝑘−1 ∖ {𝐹 ′ ∈ {1} × [𝑛]𝑘−1 : 𝐹 ∩ 𝐹 ′ = ∅},
ℱ𝑠 = [𝑠− 1]× [𝑛]𝑘−1 ∪ {𝐹}.
Conjecture 2. The sequences 𝑑1, . . . , 𝑑𝑠 with 𝑑𝑖 := min(𝑖+𝐶
√
𝑠 log 𝑠, 𝑠−1)𝑛𝑘−1 and 𝑒1, . . . , 𝑒𝑠
with 𝑒𝑖 := 𝑖 · 𝑛𝑘−1 are satisfying.
Note that the sequence 𝑑1, . . . , 𝑑𝑠 being satisfying implies Conjecture 1.
Finally, we note that we may ask a variant of Conjecture 1 for ℱ1, . . . ,ℱ𝑠 ⊂ [𝑛1] × [𝑛2] ×
. . .× [𝑛𝑘] for 𝑛1 6 . . . 6 𝑛𝑘. There, a natural extremal example would be to fix 𝑠−1 coordinates
in the first part, which is the smallest, and consider the family of all tuples that intersect the
first part in one of those coordinates.
A simple induction argument allows to reduce this, seemingly more general, version of
Conjecture 1, to the case 𝑛1 = . . . = 𝑛𝑘. Let us give a sketch of that. Take families ℱ1, . . . ,ℱ𝑠 ⊂
[𝑛1]× . . .× [𝑛𝑘] that do not contain a rainbow 𝑠-matching. First, using a standard argument, we
may assume that the families are shifted in each part, i.e., if (𝑓1, . . . , 𝑓𝑘) ∈ ℱ𝑖 then (𝑓 ′1, . . . , 𝑓 ′𝑘) ∈
ℱ𝑖 for any 𝑓 ′1, . . . , 𝑓 ′𝑘 satisfying 𝑓 ′𝑗 6 𝑓𝑗 for every 𝑗. Given this, we may proceed by induction
on 𝑘 for fixed 𝑠 and on
∑︀
𝑖 𝑛𝑖 for fixed 𝑠 and 𝑘, as long as 𝑛1 < 𝑛𝑘. We apply the induction
hypothesis to ℱ𝑖(?¯?𝑘) := {(𝑎1, . . . , 𝑎𝑘) ∈ ℱ𝑖 : 𝑎𝑘 ̸= 𝑛𝑘}. It is easy to see that ℱ1(?¯?𝑘), . . . ,ℱ𝑠(?¯?𝑘)
do not contain a rainbow 𝑠-matching, and thus min𝑖 |ℱ𝑖| 6 (𝑠− 1) · 𝑛2 · . . . · 𝑛𝑘−1 · (𝑛𝑘 − 1). At
the same time, for every 𝑖, shiftedness imply that the degree of the element {𝑛𝑘} in the 𝑘-th
part is the smallest among {1, . . . , 𝑛𝑘}, and thus |ℱ𝑖(?¯?𝑘)| > 𝑛𝑘−1𝑛𝑘 |ℱ𝑖|. Combining these two
inequalities, we get that min𝑖 |ℱ𝑖| 6 (𝑠− 1) · 𝑛2 · . . . · 𝑛𝑘, as required.
Acknowledgements: The authors acknowledge the financial support from the Ministry
of Education and Science of the Russian Federation in the framework of MegaGrant no 075-15-
2019-1926.
The research of the second author was directly supported by the IAS Fund for Math,
the Director’s Fund and indirectly supported by the National Science Foundation Grant No.
9
CCF-1900460. Any opinions, findings and conclusions or recommendations expressed in this
material are those of the authors and do not necessarily reflect the views of the National Science
Foundation.
References
[1] R. Aharoni and D. Howard, A Rainbow 𝑟-Partite Version of the Erdo˝s–Ko–Rado Theorem,
Comb. Probab. Comput. 26 (2017), N3, 321–337.
[2] N. Alon and F.R.K. Chung, Explicit construction of linear sized tolerant networks, Discrete
Mathematics 72 (1988), 15–19.
[3] F. Chung, L. Linyuan, Concentration inequalities and martingale inequalities: a survey,
Internet Mathematics 3.1 (2006): 79–127.
[4] P. Erdo˝s, A problem on independent r-tuples, Ann. Univ. Sci. Budapest. 8 (1965) 93–95.
[5] P. Frankl, Improved bounds for Erdo˝s’ Matching Conjecture, Journ. of Comb. Theory Ser.
A 120 (2013), 1068–1072.
[6] P. Frankl, Proof of the Erdo˝s matching conjecture in a new range, Israel Journal of Mathe-
matics 222 (2017), N1, 421–430.
[7] P. Frankl, A. Kupavskii, The Erdo˝s Matching Conjecture and Concentration Inequalities,
arXiv:1806.08855
[8] P. Frankl, A. Kupavskii, Simple juntas for shifted families, to appear in Discrete Analysis,
arXiv:1901.03816
[9] P. Frankl, A. Kupavskii, Beyond the Erdo˝s Matching Conjecture, arXiv:1901.09278
[10] H. Huang, P. Loh, B. Sudakov, The size of a hypergraph and its matching number, Combin.
Probab. Comput. 21 (2012), 442–450.
[11] N. Keller and N. Lifshitz, The Junta Method for Hypergraphs and Chva´tal’s Simplex Con-
jecture, arXiv:1707.02643 (2017).
[12] H. Lu and X. Yu, On rainbow matchings for hypergraphs, SIAM J. Disrete Math. 32 (2018),
N1, 382–393.
10
