We investigate the degree sequences of scale-free random graphs. We obtain a formula for the limiting proportion of vertices with degree d, confirming non-rigorous arguments of Dorogovtsev et al [10] . We also consider a generalisation of the model with more randomisation, proving similar results. Finally, we use our results on the degree sequence to show that for certain values of parameters localised eigenfunctions of the adjacency matrix can be found.
of the model is defined in [6] where, for this mathematically precise version, the result that the number of vertices with degree d follows a power law with index −3 is rigorously proved.
As a way of constructing graphs with degree sequences following power laws with indices other than −3, one possibility is, instead of choosing a vertex with probability proportional to its degree, to choose a vertex with probability proportional to its degree plus some constant q. This is introduced in [10] , where a nonrigorous argument shows that the degree sequence follows a power law with index depending on q and on the other parameters of the model. For some values of the parameters, this is made rigorous in [7] , again for a mathematically precise version of the model of [10] . This is enough to give examples of power laws with all integer indices ≤ −3. See also the more general model of [8] .
In this paper, we use a slightly different mathematically precise version of the model from those defined in [6, 7] , described in section 2. For this model, we rigorously obtain a precise formula for the expected proportion of vertices with degree d, which corresponds to that in [10] , and show that the proportion of vertices with degree d converges to this in probability. This gives examples of power laws with all real indices ≤ −2 and confirms the claim of [10] on the degree sequence.
In the model described in [2] , and also those considered in [6, 7] , each vertex added to the network initially has degree m, where m is a constant. A natural generalisation is to allow the initial degree of new vertices to be independent and identically distributed random variables, and we consider this in section 4, showing that, under fairly mild conditions on the distribution of the random variables, a formula similar to that found in section 3 gives the limiting proportion of vertices with degree d.
In [12] , the spectra of adjacency matrices of various types of random graph, including scale-free graphs, are obtained using simulation. In [11] , the spectrum of a molecular biological network is analysed, and the spectral properties appear to be similar to those of scale-free graphs. Some further work on spectra of complex networks, including scale-free graphs, appears in [9] .
In section 5 we apply our results on the degree sequence to obtain results on the spectra of the adjacency matrices of the graphs. Comparison with the simulation results obtained in [12] suggests that interesting differences in the spectra can result from varying the parameters of the scale-free model.
The basic construction
To construct random scale-free graphs, we use the following construction, based on that in [2] . We take an integer parameter m. Starting from an initial graph G 0 , we then construct a sequence of graphs (G n ) n∈N .
We let m 0 be the number of vertices of G 0 , and let e 0 be the number of edges of G 0 .
To construct G n+1 from G n , we add a new vertex v, and then add m edges between v and vertices of G n . We choose m random vertices W n+1,1 , W n+1,2 , . . . , W n+1,m according to a preferential attachment rule. If δ w,n is the degree of w in G n , then we let W n+1,i = w with probability δ w,n u∈V (Gn) δ u,n independently for each i ∈ {1, 2, . . . , m}.
Note that this allows the possibility that we choose the same vertex more than once, and hence the graphs may have multiple edges.
As a generalisation of this model, we set a constant q and, instead of choosing a vertex with probability proportional to d, we choose it with probability proportional to d + q. That is, if δ w,n is the degree of w in G n , then we let W n+1,i = w with probability
This requires d + q > 0 for all possible vertex degrees d. If each vertex of G 0 has degree at least m then all vertices in all G n will also have degree at least m, so, if we choose an appropriate G 0 , we can use any q ∈ (−m, ∞).
The original model of [2] corresponds to the special case where q = 0.
The number of vertices in G n is obviously n + m 0 . Because m edges are added at each stage, the total number of edges in G n is mn + e 0 , and hence
We define
We note that lim n→∞ c n = 2m + q.
This construction differs from those described in [5, 6, 7] in that a new vertex cannot be connected to itself, so that there are no loops, and that the initial graph G 0 is taken to be a general connected graph rather than from starting from a specific graph. We also note that it is possible to consider the graphs constructed as directed graphs, with edges considered as being from the added vertex to the older vertices, and that this is how the graphs are considered in [7, 10] .
We define the σ-algebra
The degree sequence
We define the random variable A d,n to be the number of vertices of G n with degree d, and we setÃ d,n to be the proportion of vertices of G n with degree n,Ã
and set α d,n = EÃ d,n , the expected proportion of vertices with degree d.
We first prove a simple lemma on convergence of sequences, which we will use in our proofs.
Lemma 1.
For n ∈ N, let x n , y n , η n , r n be real numbers such that
and
• η n > 0, and there exists N 0 such that, for n > N 0 , η n < 1.
Proof. First, we note that, as r n ηn → 0, we can assume r n = 0 for all n, replacing y n with y n + r n ηn .
and so x n → ∞, which is a contradiction. Similarly if x n > x+ for all n ≥ N , then ∞ n=N (x n −x n+1 ) = ∞, which again gives a contradiction. So for n large enough |x n − x| ≤ .
Theorem 2. For each d ≥ m, the expected proportion satisfies
as n → ∞.
In the q = 0 case, this limit is
, as found in [6] .
As in [10] , we note that properties of gamma functions show that, as d → ∞, the formula in Theorem 2 is approximately a power law with index −(3 + q m ). As we can have any value of q ∈ (−m, ∞) (with conditions on G 0 , as described in section 2, if q < 0), this gives all indices in (−∞, −2).
Proof. For 0 ≤ k ≤ m, the probability that W n+1,i = w for exactly k values of i, and so the degree of vertex
Hence, conditional on the value of A d−k,n , the expected number of vertices with degree d in G n+1 and degree
At each stage, one new vertex is added, with degree m.
So,
and hence the proportions satisfy
which, collecting terms in powers of n, is
where
and so the expected proportions satisfy
Because each new vertex has degree m, and, in the model, degrees of vertices can only increase, there can be at most m 0 vertices of degree d, for d < m (the m 0 initial vertices). So
Now,
and because the C d,j,k are constants and
for each d, m, j, so, starting with the d = m case, we can apply Lemma 1 with 
For d > m, we proceed using induction, again using Lemma 1, but with y n =
d+q−1 d+q+
c n m
so, simplifying the product, for d ≥ m,
, and hence in probability, to the limiting expectation
Proof. Rearranging (1), squaring, and grouping terms which are O(n −2 ) as n → ∞,
and hence
whereK d is a constant, for d > m and We now proceed by induction, assuming as our induction hypothesis that Var(
So taking expectations in (10) implies that we can use Lemma 1 again, with 
A variation with random m
We now consider a model where the number of old vertices each new vertex is connected to is a random variable. We define a sequence of independent identically distributed positive-integer-valued random variables (M n ) n∈N , with M n+1 independent of the σ-algebra F n . We also define
This random variable D n corresponds to the constant c n used in the deterministic model.
Theorem 4. If the independent and identically distributed random variables M n have a moment generating function which exists in a neighbourhood of 0, then the expected proportion of vertices of G n having degree d converges to
Proof.
We have
We now remove the conditioning on M n+1 , writing µ = EM n+1 and q m = P(M n+1 = m):
+ which will converge to 0 as n → ∞ if it is finite for some n.
which will exist for n large enough as long as the moment generating function of M 1 exists in a neighbourhood of 0.
So, in (18), the last term converges to 0 as n → ∞ if the moment generating function of M 1 exists in a neighbourhood of 0, so we use Lemma 1, with
Similarly, for d > 1,
As the proportion of vertices of G n with degree d is
n , this is enough to give the result.
High multiplicity of eigenvalues
In [12] , spectra of adjacency matrices of scale-free graphs with m = 5 (and q = 0) were investigated, the results suggesting that the central part of the scaled spectral density converges to a triangular shape. We show that, in contrast, scale-free graphs with certain values of q and m, including m = 2 and q = 0, have strictly localised eigenfunctions with eigenvalue 0, giving a delta function at 0 in the limiting spectral density.
As discussed in [9] , a similar delta function, due to localised eigenfunctions, occurs in the spectral density of graphs with vertices of degree 1. Our results differ in that the localised eigenfunctions can be associated with vertices of degrees other than 1. We begin with a lemma which gives a condition under which the adjacency matrix of a graph will have localised eigenfunctions. • There are no edges of G connecting vertices in A i with vertices in C for any i.
Lemma 5. If we can partition the vertex set of a graph (which may have multiple edges) G into sets
• Proof. We let the adjacency matrix of G be M and let the adjacency matrix of the A i subgraphs beM , and consider the equation M x = λx.
We take an eigenvectorx ofM with eigenvalue λ, and we consider vectors x on the vertices of G satisfying
The condition on the sets A i , x being zero on B and C, andx being an eigenvector ofM with eigenvalue λ ensure that vectors of this form satisfy In what follows Lemma 5 will be used in the case where each A i is a single vertex, and hence the eigenvalue involved is zero. This also applies in the case of the "dead-end vertices" (i.e. vertices with degree 1) discussed in [9] .
Proof. Unless it was one of the m 0 initial vertices, a vertex w was added to the graph at stage n w , and has m edges to vertices W n w ,1 , . . . , W n w ,m . Then each of these neighbours (other than those which were in the set of m 0 initial vertices) has degree at least m + 1. exactly. We set N = max(N 2 , N 3 ).
Lemma 6 shows that for n ≥ N there are no edges between degree 2 vertices. We can also consider the number of the vertices which have degree 3 and have one neighbour of degree 2 (Lemma 6 shows that for n ≥ N they cannot have more than one.) We will call this Z n , and let z n = E(Z n |n ≥ N ), and let ζ n be the expected proportion of such vertices ζ n = z n n + m 0 conditional on n > N . Proof. Given a vertex w of degree 3 in G n , and its neighbour w of degree 2, P(W i = w and W i = w ) = c n n − (5 + 2q) c n n and, given a vertex w of degree 2 in G n , w has degree 3 with a degree 2 neighbour with probability 
