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Abstract
This work, which is subdivided into four self-contained chapters, is concerned with
monotonicity-based methods for inverse parameter reconstruction problems in par-
tial differential equations. The first three chapters address the anomaly detection
problem of electrical impedance tomography. While electrical impedance tomogra-
phy aims on reconstructing the interior conductivity distribution of a conductive
subject from boundary data, the goal of the specific anomaly detection problem is
the reconstruction of areas inside a conductive subject where the conductivity dif-
fers from an expected reference conductivity. The considered boundary data can
be understood as an operator that describes current-voltage measurements. In the
final chapter we prove a novel uniqueness result for the inverse potential problem of
the Schrödinger equation with partial data.
For the development of anomaly detection methods, both known and novel variants
of a monotonicity relation are used. Roughly speaking, these monotonicity relations
show that a pointwise decrease of the conductivity leads to larger boundary data
(in sense of operator definiteness). At first glance, it is not obvious at all whether
the converse of this implication holds also true, i.e., it is not clear whether larger
boundary data could also result from a local decrease of the conductivity in some
parts and a local increase in other parts. Assuming a local definiteness condition for
the conductivity change, which is always fulfilled for piecewise analytic conductivi-
ties, we prove a partial converse of the monotonicity implication that holds for the
case in which the measurements are modeled with the idealized continuum model.
The proof of this result is essentially based on combining a monotonicity inequality
with a known result on the existence of so-called localized potentials.
In the first chapter we develop novel anomaly detection methods for measurement
data modeled with the continuum model. Moreover, fast linearized variants are
presented that only require the computation of reference measurements for one ho-
mogeneous conductivity parameter. We prove that all presented methods are capa-
ble of reconstructing the exact outer shape of conductivity anomalies, even in the
general indefinite case where the conductivity inside the anomaly region differs in
both directions (lager and smaller) from the reference conductivity. Merely a local
definiteness condition has to be fulfilled for the indefinite case.
In realistic electrical impedance tomography settings in which measurement data
is collected on a finite number of electrodes, the reconstruction of the exact outer
shape of anomalies cannot be guaranteed anymore. On top of that, systematic errors
resulting from imprecise knowledge of the setting parameters as well as additional
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random measurement errors need to be taken into account. In the second chapter
we show that nevertheless (under certain conditions) resolution guarantees are prin-
cipally possible for such settings. To model the measurements, we use the complete
electrode model. We introduce the following concept of a resolution guarantee. For
a resolution given by a partition of the imaging subject, a suitable method should
be able to detect all partition elements that are covered by an anomaly and to mark
no false positive partition elements in the anomaly-free case. Based on the idea
of testing worst-case scenarios using an extended monotonicity relation, we derive
simple test criteria that allow to decide whether a desired resolution guarantee is
possible.
In the third chapter we develop a novel hybrid method that does not require the
simulation of reference data but merely a natural contrast condition. We apply an
idealized model for ultrasound modulation that alters the conductivity uniformly
in a test region and we develop a test criterion to check whether the test region
is located inside an anomaly. The test criterion consists of a monotonicity-based
comparison of ultrasound modulated and weighted frequency-difference measure-
ments. For measurement data modeled with the continuum model, we prove that it
can be checked whether the ultrasound induced test anomaly is located inside the
true anomaly or outside its outer boundary. For the shunt model, we show that the
monotonicity test correctly identifies test anomalies located inside the true anomaly.
The reliability of the test to avoid false positive test anomalies essentially depends
on the realization of the shunt model, e.g., on the number and shape of the used
electrodes.
Finally, in the fourth chapter, a local uniqueness result for the inverse potential
problem of the Schrödinger equation with partial boundary data on a Lipschitz
domain is shown. More precisely, we show that positive-valued bounded potentials
that do not completely coincide in a neighborhood of a potentially arbitrarily small
part of the boundary can be distinguished from Cauchy data on this boundary
part provided that a local definiteness condition is fulfilled. The proof is based on
combining a monotonicity inequality and a novel particular result on the existence
of localized potentials.
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Zusammenfassung
Die vorliegende Arbeit, welche in vier in sich geschlossene Kapitel unterteilt ist,
behandelt Monotoniemethoden für inverse Parameteridentifikationsprobleme par-
tieller Differentialgleichungen. Die ersten drei Kapitel befassen sich mit dem De-
tektionsproblem von Leitfähigkeitsanomalien innerhalb der elektrischen Impedanz-
tomographie. Während die elektrische Impedanztomographie die Rekonstruktion
der inneren Leitfähigkeitsverteilung eines leitenden Subjekts aus Randdaten zum
Ziel hat, geht es bei dem speziellen Anomaliedetektionsproblem um die Rekonstruk-
tion von Gebieten innerhalb eines leitenden Subjekts in denen die Leitfähigkeit von
einer erwarteten Referenzleitfähigkeit abweicht. Die betrachteten Randdaten können
dabei als ein Operator verstanden werden, welcher Strom-zu-Spannungsmessungen
beschreibt. Im finalen Kapitel beweisen wir ein neues Eindeutigkeitsresultat für das
inverse Potentialproblem der Schrödingergleichung mit partiellen Randdaten.
Für die Entwicklung von Methoden zur Anomaliedetektion verwenden wir sowohl
bekannte als auch neue Varianten einer Monotonierelation. Anschaulich formuliert,
besagen diese Monotonierelationen, dass eine punktweise Verringerung der Leit-
fähigkeit zu größeren Randdaten (im Sinne einer Definitheitsrelation für Operatoren)
führt. Auf den ersten Blick ist überhaupt nicht ersichtlich, ob die umgekehrte Im-
plikation ebenfalls gilt. Das heißt, es ist nicht klar, ob größere Randdaten auch
aus einer lokalen Verringerung der Leitfähigkeit in einem Bereich und einer lokalen
Erhöhung in einem anderen Bereich resultieren könnten. Unter Voraussetzung einer
lokale Definitheitsbedingung für die Leitfähigkeitsänderung, welche für stückweise
analytische Leitfähigkeiten immer erfüllt ist, beweisen wir eine partielle Umkehrung
zur Implikation der Monotonierelation, die für Randdaten entsprechend dem Conti-
nuum-Model gilt. Der Beweis basiert im Wesentlichen auf der Kombination einer
Monotonieungleichung und einem bekannten Resultat über die Existenz sogenannter
lokalisierter Potentiale.
Im ersten Kapitel entwickeln wir neuartige Methoden zur Anomaliedetektion für
Randdaten entsprechend dem Continuum-Model. Zudem präsentieren wir schnelle
linearisierte Varianten, welche nur die Berechnung von Referenzdaten für einen einzi-
gen homogenen Leitfähigkeitsparameter benötigen. Wir beweisen, dass alle präsen-
tierten Methoden die exakte äußere Form von Anomalien rekonstruieren. Dies gilt
selbst für den allgemeinen indefiniten Fall, bei dem die Leitfähigkeit innerhalb einer
Anomalie nach oben und unten von der Referenzleitfähigkeit abweicht. In diesem
Fall muss lediglich eine lokale Definitheitsbedingung erfüllt sein.
Betrachtet man die elektrische Impedanztomographie in einem realistischen Setting,
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in dem Messdaten auf einer endlichen Anzahl von Elektroden gesammelt werden,
so lässt sich die Rekonstruktion der exakten äußeren Form von Anomalien natür-
lich nicht mehr garantieren. Erschwerend kommt hinzu, dass systematische Fehler,
resultierend aus ungenauer Kenntnis von Settingparametern, sowie zufällige Mess-
fehler berücksichtigt werden müssen. Im zweiten Kapitel zeigen wir, dass Auflö-
sungsgarantien (unter gewissen Voraussetzungen) dennoch auch für solche Settings
prinzipiell möglich sind. Zur Modellierung der Messungen verwenden wir dabei
das Complete-Electrode-Model. Wir führen das folgende Konzept einer Auflösungs-
garantie ein: Für eine gegebene Auflösungspartition des Untersuchungsobjekts soll
ein geeignetes Verfahren in der Lage sein, alle von einer Anomalie überdeckten Par-
titionselemente zu identifizieren und im anomaliefreien Fall keine Partitionselemente
falsch-positiv zu markieren. Basierend auf der Idee Worst-Case-Szenarien mithilfe
einer erweiterten Monotonierelation zu testen, entwickeln wir ein einfaches Testkri-
terium, welches es uns erlaubt, die Möglichkeit einer erwünschten Auflösungsgarantie
zu prüfen.
Im dritten Kapitel entwickeln wir eine neuartige Hybridmethode, die nicht die
Simulation von Referenzdaten benötigt, stattdessen muss lediglich eine natürliche
Kontrastbedingung erfüllt sein. Wir verwenden ein idealisiertes Modell zur Ul-
traschallmodulation, das die Leitfähigkeit gleichmäßig in einer Testregion erhöht.
Zudem entwickeln wir ein Testkriterium, das aus einem monotoniebasierten Ver-
gleich von Ultraschall-modulierten und gewichteten Frequenz-Differenz-Messungen
besteht. Für mit dem Continuum-Model modellierte Messdaten beweisen wir, dass
sich sicher prüfen lässt, ob eine Ultraschall-induzierte Testanomalie innerhalb der
echten Anomalie oder außerhalb ihres äußeren Randes liegt. Für das Shunt-Model
zeigen wir, dass der Monotonietest Testanomalien korrekt identifiziert, falls diese
innerhalb der wahren Anomalie liegen. Die Zuverlässigkeit des Tests falsch-positive
Testanomalien zu vermeiden, hängt im Wesentlichen von der Umsetzung des Shunt-
Models ab, wie z. B. von der Anzahl und der Form der verwendeten Elektroden.
Abschließend wird im vierten Kapitel ein lokales Eindeutigkeitsresultat für das
inverse Potentialproblem der Schrödingergleichung mit partiellen Randdaten auf
einem Lipschitz-Gebiet bewiesen. Genauer gesagt zeigen wir, dass sich positiv-
wertige beschränkte Potentiale, die in einer Umgebung eines Randstücks nicht kom-
plett übereinstimmen, anhand von Cauchy-Daten auf diesem Randstück unterschei-
den lassen, vorausgesetzt eine lokale Definitheitsbedingung ist erfüllt. Der Beweis
basiert auf der Kombination einer Monotonieungleichung mit einem neuen speziellen
Resultat über die Existenz lokalisierter Potentiale.
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Introduction
Partial differential equations are commonly used for describing physical phenomena
such as, e.g., electrical charge distribution, wave or diffuse light propagation. When
all parameters that describe a physical system by a partial differential equation are
known, the behavior of the system can be described from the knowledge of the
solutions of the equation. Conversely, the question arises: can we determine the pa-
rameter of the system by observing its behavior? In many practical applications the
reconstruction of the parameters of a system is a fundamentally important problem
and belongs, in mathematical terms, to the field of inverse problems.
Hadamard took the view that a mathematical model describing a physical phe-
nomenon should have the following properties (see [Had23]). A solution should
exist, the solution should be unique for given input data and the solution should
depend continuously on the input data. When these conditions are satisfied, the
mathematical problem is called well-posed, otherwise it is called ill-posed. Since
there are a many ill-posed inverse problems that are of considerable practical use,
these problems cannot just be ignored as was suggested by Hadamard. Regarding
inverse parameter reconstruction, there are two major goals. Finding a parameter
space such that unique existence of a solution can be shown and applying so-called
regularization strategies to handle noisy data that dramatically affect the inverse
parameter reconstruction in cases where the solution does not depend continuously
on the input data.
This work deals with two severely ill-posed inverse parameter reconstruction prob-
lems in partial differential equations. These are the inverse problem of electrical
impedance tomography (aka inverse conductivity problem) and the inverse poten-
tial problem of the elliptic Schrödinger equation.
Electrical impedance tomography (EIT)
Originally, EIT refers to a medical imaging technique. In this work we will also use
this name to consolidate methods for the inverse conductivity problem not neces-
sarily in a medical context.
The inverse problem of EIT is to reconstruct the conductivity distribution of a
conductive subject from current-voltage measurements taken on its boundary. Let
Ω be the conductive subject and σ be the spatial conductivity distribution. Then
div(σ∇u) = 0 in Ω (0.1)
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models (in conjunction with boundary conditions modeling electric current injection
appropriately) the spatial distribution of the electrical potential u in Ω.
The corresponding forward problem is to compute the mapping that models the
current-voltage measurements. These measurements have been described in the lit-
erature by several different models. In the so-called continuum model (CM) the
boundary data is given by the Neumann-to-Dirichlet operator that models the
current-to-voltage mapping continuously on the whole boundary. While the CM
is appealing for a theoretical point of view, for practical applications, the cur-
rent-voltage measurements should be described by an electrode model that models
the measurements on a finite number of electrodes attached to the boundary of the
subject. For this purpose, in addition to the CM, we use the so-called shunt model
(SM) and complete electrode model (CEM) in this work. The latter seems to be the
most established model predicting measurements up to a high precision (see [SCI92]
for a comparison of the SM and CEM).
In the context of medical imaging, EIT has some potential advantages compared to
other techniques. The conductivity, which one wants to image, is of high physiolog-
ical specificity and the method is both non-invasive and harmless as the patient is
not exposed to radiation such that the method is potentially suitable for long-time
monitoring. Furthermore, the required equipment is comparably cheap and easily
portable. For a broad overview of the EIT and its practical medical or industrial
applications, see, e.g., [HW78, BB84, BS+87, WFN85, NGI88, MBSB96, CIN99,
Bor02, Bor03, Bro03, Lio04, Hol05, Bay06, CKI+07, HHP08, MAF+10, AGL11,
GM08, NJTM12].
The inverse potential problem of the Schrödinger equation
The inverse potential problem of the Schrödinger equation that aims on reconstruct-
ing the potential parameter q of
−∆v + qv = 0 in Ω (0.2)
from the knowledge of the Neumann-to-Dirichlet operator (or Cauchy data) is closely
related to the inverse conductivity problem. For conductivities σ ∈ C2 (Ω), there
is a well-known substitution that reduces the inverse conductivity problem to the
inverse potential problem (see, e.g., [NS10]).
The anomaly detection problem of the EIT
A particular problem in EIT is the detection of anomalies (aka inclusions), which
has attracted growing attention since it has firstly been considered by Friedmann
and Isakov in [Fri87, FI89]. The goal of anomaly detection is the reconstruction
of areas inside a conductive subject wherein the conductivity differs from a given
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reference conductivity. Applications are, e.g., the detection of pathological areas or
material faults in the field of medical imaging or non-destructive material testing,
respectively.
In the following we comment on related work and give a brief classification of the
results presented in this work.
Several reconstruction methods have been designed for the task of anomaly detec-
tion. Essentially, these methods can be classified to the class of iterative or the
class of non-iterative (direct) methods. Typically, iterative methods are in some
way based on a shape evolution strategy (see, e.g., Rahmati et al. [RSP+12] for an
iterative level set-based approach). Due to the fundamental ill-posedness of EIT,
regularization strategies and a high number of iterations are required. Non-iterative
methods have attracted growing attention over the last 3 decades (see [Pot06] for a
overview). To give a brief overview we will list two of the most prominent methods.
These are the factorization method and the enclosure method.
The factorization method was introduced by Kirsch [Kir98, Kir00] for inverse scat-
tering problems and extended to EIT by Brühl and Hanke [BH00, Brü01]. Since then
remarkably further developments have been done (see [Har13] for a recent review).
Within the CM the factorization method reconstructs the outer shape of anomalies
while two major problems have not been entirely solved so far: the method relies
on a range test for which there is no known convergent implementation and the
method has only been justified for the so-called definite case in which the anomaly
conductivity differs only in one direction from the reference conductivity (or cases
in which the conductive subject can be split into two a-priori known regions with
the definiteness property, cf. [Sch09, Har13]).
The enclosure method was introduced by Ikehata [Ike99, Ike00]. Further exten-
sions have been worked out in [BH00, IS00, Ike02, IS04, IIN+07, UW08, IINS10].
The method yields a stable testing criterion (based on the construction of special
probe functions) and does not require the definiteness assumption (see [IIN+07]),
but it reconstructs only the convex hull of anomalies (plus some non-convex features
depending on the probe functions).
Regarding the question whether two conductivities can be distinguished by idealized
noise-free measurements within the CM (Calderón-Problem [Cal80, Cal06]), great
progress has been made, see, e.g., the overview [Uhl08]. Nevertheless, in realistic set-
tings including modeling or measurement errors the reliability of anomaly detection
suffers from the intrinsic ill-posedness of the EIT. Let us list some results that deal
with this challenging issue. The distinguishability of conductivities from finite preci-
sion data has been studied in [SYB84, SB85, Isa86, GIN87, GIN90, PLP93, GKI94].
Results that show strategies to deal with uncertainties in the setting parameters as
the shape of the subject and the contact impedances of the electrodes are presented
in [KLO08, NKK11]. Moreover, there is a recent result on optimal resolutions of
Winkler and Rieder [WR14] and the work of Tamburrino et al. [TVR10] where the
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concept of visible voxels is introduced.
In this work we develop novel monotonicity-based methods for anomaly detection.
These methods are based on definiteness tests that are non-iterative and stable
implementable. Monotonicity-based methods have been firstly developed and nu-
merically tested by Taburrino and Rubinacci [TR02, Tam06]. The underlying mono-
tonicity property on which these methods are based is given by the intuitive and
well-known relation that increasing the conductivity of a subject leads to smaller
voltage measurements on its boundary. More precisely, increasing the conductivity
distribution pointwise leads to smaller measurement operators in the sense of oper-
ator definiteness. Tamburrino and Rubinacci showed that their methods are able to
reconstruct an upper and a lower bound for the anomaly region.
Using Harrach’s concept of localized potentials [Geb08], we derive a partly converse
of the monotonicity relation. This partly converse shows that locally increasing the
conductivity in some part and decreasing it in another part cannot lead to a smaller
measurement operator provided that a local definiteness condition is satisfied (which
is the case for, e.g., piecewise analytic conductivity distributions). Using this result,
we develop novel monotonicity methods that are able to reconstruct the exact outer
shape of inclusions within the CM. Furthermore, we present linearized variants of
our methods that still reconstruct the outer shape of anomalies. At first glance,
this seems to be counterintuitive and surprising, but in fact the linearized methods
implement the result of Harrach and Seo [HS10] that shows that the linearized inverse
conductivity problem does not lose any information on the shape of the anomaly
regions.
Obviously, the reconstruction of the exact outer shape of conductivity anomalies
cannot be achieved within a realistically modeled measurement setting including
systematic modeling and random measurement errors. For such a setting modeled
by the CEM, we introduce a (basic) concept of a rigorous resolution guarantee for
anomaly detection. Using monotonicity-based ideas to test worst-case scenarios, we
show that it is principally possible to rigorously guarantee a certain resolution even
for settings including general (e.g., measurement) errors and in which the reference
conductivity as well as the contact impedances of the electrodes are known only
approximately. To our knowledge the possibility to verify comparable rigorous res-
olution guarantees has not been shown before. Moreover, we derive a validation
criterion to evaluate whether a desired resolution can be guaranteed and we also
describe simple reconstruction algorithms that implement a resolution guarantee if
the validation criterion is satisfied.
In addition, in this work we develop a novel hybrid method which basically uses a
monotonicity-based comparison of weighted frequency-difference EIT (fdEIT) and
ultrasound-modulated EIT (UMEIT) measurements. Weighted fdEIT has been in-
troduced in order to improve the reconstruction stability with respect to model-
ing errors in settings in which no reference (anomaly-free) data is available, see
[SLZ+08, HS09, HSW10]. The hybrid tomography technique UMEIT was introduced
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in [ABC+08]. The additional information that is available in UMEIT eliminates the
major cause of ill-posedness in the reconstruction process, which could greatly in-
crease the image resolution (cf. the related idea of Impedance-Acoustic Tomography
[GS08]). Nevertheless, UMEIT requires information on the measurement geometry.
We show that our method unifies some advantages of weighted fdEIT and UMEIT.
In particular, it does not require the computation of reference measurements and
thus it does not require information on the measurement geometry. At this point,
it has to be noted that we use an idealized model for the ultrasound modulation in
which ultrasound waves can be focused uniformly to certain regions.
Uniqueness of the inverse potential problem with partial data
The final Chapter of this work is devoted to the challenging problem of showing
uniqueness of the inverse potential problem with partial data. We will show that
two different potentials can be distinguished from partial Cauchy data on a possibly
arbitrarily small subset of the boundary provided that a local definiteness condition
is satisfied.
In the following we comment on related work and give a brief classification of the
results presented in this work.
While the uniqueness of the inverse potential problem and the uniqueness of the re-
lated inverse conductivity problem have been extensively studied in the last 30 years
(see, e.g., the seminal works [KV84, KV85, SU87, Nac96, AP06, BB08, HT+13]),
the uniqueness problem from partial boundary data has attracted growing atten-
tion over the last years. For the two-dimensional euclidean space and sufficiently
smooth potentials, we refer to the work of Imanuvilov et al. [IUY10]. This work
shows uniqueness from Cauchy data on an arbitrary relatively open boundary part.
For the three-dimensional euclidean space and bounded potentials, we list some re-
cent work (see also the review of Kenig and Salo [KS14]). We refer to the work of
Kenig et al. [KSU07] for a proof of uniqueness from Cauchy data with Dirichlet and
Neumann data that is supported and measured on different boundary parts, respec-
tively. These boundary parts are required to be front and back faces in some sense
(see also the constructive proof of Nachman and Street [NS10]). In [Isa07] Isakov
proved uniqueness from Cauchy data on a possibly arbitrarily small boundary part
while the remaining boundary part has to be contained in a plane or a sphere. In
[KS12] Kenig and Salo presented a result that unifies and improves the approaches
of [KSU07] and [Isa07]. In particular, they reduced the assumptions regarding the
boundary parts on which the Cauchy data is collected and the remaining boundary
part (if there is such a remaining part).
In this work we prove uniqueness from Cauchy data on an arbitrary relatively open
boundary part for positive-valued potentials. Except the assumption that Ω has to
be a Lipschitz domain, there are no further assumptions to the boundary required:
neither to the boundary part where the Cauchy data is given nor to the remaining
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boundary part. Instead, a local definiteness condition has to be satisfied.
Overview
In Chapter 1 we derive four variants of a non-iterative monotonicity-based anomaly
detection method for EIT where the boundary data is modeled by the CM. We will
treat the following cases separately: the definite case where the conductivity inside
the anomaly region differs only in one direction (smaller or lager) from the back-
ground and the general indefinite case where the conductivity inside the anomaly
region possibly differs in both directions. For each of these cases, a non-linearized
and a “fast” linearized method will be presented. We show that all four monotonicity
methods are able to reconstruct the exact outer shape of anomalies.
Chapter 2 deals with the anomaly detection problem of EIT for boundary data
modeled by the CEM. We introduce a rigorous concept of a resolution guarantee for
realistically modeled settings including systematic and random errors and we show
that rigorous resolution guarantees are principle possible. We derive simple test
criteria that allow to decide whether a resolution guarantee (for a desired resolution)
is possible. Moreover, monotonicity methods (linearized and non-linearized) will be
developed which do achieve the resolution guarantee provided that this guarantee
can be verified with our test criterion.
In Chapter 3 we develop a hybrid anomaly detection method for EIT that makes
use of a monotonicity-based comparison of ultrasound-modulated and weighted
frequency-difference measurements. This method does not require the simulation
of reference measurements. In particular, it does not require information on the po-
sition of the electrodes or the shape of the probed subject. Merely a natural contrast
condition has to be satisfied. Furthermore, we use an idealized model for ultrasound
modulation that alters the conductivity uniformly in a test region and we present
novel monotonicity relations that are used to test whether the test region is located
inside an anomaly. We show that the monotonicity tests are exact for the CM and
we present a heuristic justification for the SM.
In Chapter 4 we study the question whether the potential parameter of the Schrö-
dinger equation on a three-dimensional Lipschitz domain is uniquely determined
by partial Cauchy data on an arbitrarily small open boundary part. We prove an
uniqueness result for positive potentials that fulfill a local definiteness condition.
For this purpose, we combine the monotonicity approach and a novel variant of the
concept of localized potentials.
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Chapter 1
Monotonicity-based shape
reconstruction in EIT
The Sections 1.1 - 1.4 and 1.6 are the Sections 1-5 of the paper [HU] up to minor
changes. c© SIAM. Unauthorized reproduction is prohibited.
1.1 Introduction
We consider the shape reconstruction (aka inclusion or anomaly detection) problem
in electrical impedance tomography (EIT).1 Let Ω describe an electrically conducting
object which contains inclusions in which the conductivity σ(x) differs from an
otherwise known background conductivity. Our aim is to detect these inclusions
from current-voltage measurements on the boundary ∂Ω.
We assume that Ω ⊂ Rn, n ≥ 2, is a domain with smooth boundary ∂Ω and outer
normal vector ν. For ease of presentation, we also assume that Ω is bounded, that
the background conductivity is equal to 1 and that we are given measurements on
the complete boundary ∂Ω. Our results easily extend to inhomogeneous (but known)
backgrounds and partial boundary measurements, cf. Section 1.4.3.
With these assumptions, our goal is to determine the shape of the inclusions, i.e.,
the set supp (σ−1), from knowledge of the Neumann-to-Dirichlet (NtD) operator
Λ(σ) : g 7→ u(g)σ |∂Ω,
where u(g)σ is the solution of
∇ · σ∇u(g)σ = 0 in Ω, σ∂νu(g)σ |∂Ω = g on ∂Ω,
cf. Section 1.2.1 for the precise mathematical setting.
In this chapter we show that supp (σ − 1) can be reconstructed by so-called mono-
tonicity tests, which simply compare Λ(σ) (in the sense of operator definiteness) to
1In an applied context, as in the Chapters 2 and 3, we preferentially use the name anomaly
detection.
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NtD operators Λ(τ) of test conductivities τ . To be more precise, the support of σ−1
can be reconstructed under the assumption that supp (σ − 1) ⊂ Ω has connected
complement. Otherwise, what we can reconstruct is essentially the support together
with all holes that have no connection to the boundary ∂Ω.
Moreover, we show that the test NtD operators Λ(τ) can be replaced (without losing
any information) by their linear approximations using the Fréchet derivative Λ′(1) of
Λ(σ) around the background conductivity. Let us stress that the linearized tests still
exactly recover the inclusion, which is in accordance with the general principle that
the linearized EIT problem still contains the exact shape information, cf. [HS10].
The term monotonicity tests is used because our test criteria are motivated and
partly follow from the simple and well-known monotonicity relation
σ ≤ τ implies Λ(σ) ≥ Λ(τ). (1.1)
It seems quite natural and intuitive to probe the domain with test inclusions using
the implication (1.1). This idea has been worked out and numerically tested in
the works of Tamburrino and Rubinacci [TR02, Tam06]. The main new part that
we present in this chapter is to rigorously justify this natural idea by proving a
non-trivial converse of the implication (1.1). Our proofs are based on the theory of
localized potentials [Geb08].
For a quick impression of our result, let us state it for two frequently considered
special cases (see Examples 1.4.2, 1.4.4, 1.4.8 and 1.4.10). (Note that throughout
this chapter we use the relation symbol ”⊂” instead of ”⊆”, if non-equality of the
two related sets is obvious.)
(a) Let σ = 1 + χD, where D is open and D ⊂ Ω has a connected complement.
Then for every open ball B ⊆ Ω
B ⊆ D if and only if Λ(1 + χB) ≥ Λ(σ)
if and only if Λ(1) + 1
2
Λ′(1)χB ≥ Λ(σ).
(b) Let σ = 1 + χD+ − 12χD− , where D+, D− ⊆ Ω are open, D+ ∩ D− = ∅ and
D+ ∪ D− ⊂ Ω has a connected complement. Then for every closed C ⊂ Ω
with a connected complement
D+ ∪D− ⊆ C if and only if Λ(1 + χC) ≤ Λ(σ) ≤ Λ(1− 12χC)
if and only if Λ(1) + Λ′(1)χC ≤ Λ(σ) ≤ Λ(1)− Λ′(1)χC .
(a) is a special case of the definite case in which either all inclusions have a higher
conductivity or all inclusions have a lower conductivity than the background. (a)
shows how to test whether a small ball B lies inside the inclusion or not. The
inclusion can thus be obtained as the union of all balls that fulfill the test. (b) is a
special case of the more general indefinite case in which the conductivity may differ
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in both directions from the background. Using the result in (b), we can test whether
a large set C contains the inclusions or not. The inclusions can thus be obtained as
the intersection of all these large sets.
Our results show that (under quite general assumptions) monotonicity tests deter-
mine supp (σ − 1) up to holes that have no connection to the boundary ∂Ω.
Several reconstruction methods have been designed for the task of inclusion detec-
tion. There are iterative methods (see, e.g., Rahmati et al. [RSP+12] for an iterative
level set-based approach) and non-iterative methods. In this chapter we introduce
monotonicity-based methods that can be classified as belonging to the class of non-
iterative methods for shape reconstruction problems. Non-iterative shape recon-
struction methods have been studied intensively in the last 3 decades, cf., e.g., the
overview of Potthast [Pot06]. In the context of EIT the inclusion detection problem
was first considered by Friedmann and Isakov [Fri87, FI89]. For the following brief
overview, we restrict ourselves to the two most prominent and elaborated methods
for detecting inclusions of unknown conductivity from the full Neumann-to-Dirichlet
(or Dirichlet-to-Neumann) operator on all or part of the boundary: the factorization
method and the enclosure method.
The factorization method was introduced by Kirsch [Kir98, Kir00] for inverse scat-
tering problems and extended to impedance tomography by Brühl and Hanke [BH00,
Brü01]. For its further developments in the context of EIT, see [HB03, Hyv04, Kir05,
Geb06, GH07, HHP07, NPT07, Geb08, HS08, KG08, LHH08, HH09, HS09, Sch09,
HSW10, AGL11, SK11] and the recent review [Har13]. The factorization method
reconstructs the shape of inclusions (up to holes that have no connection to the
boundary), but two major problems have not been solved so far. First of all, the
method relies on a range test (or infinity test) for which there is no known convergent
implementation (see, however, Lechleiter [Lec06] for a first step in this direction).
Second, the method has only been justified for the definite case (or cases in which the
domain can be split into two a-priori known regions with the definiteness property,
cf. Schmitt [Sch09] and the review [Har13]).
The enclosure method was introduced by Ikehata [Ike99, Ike00]. Further extensions
including the use of the Sylvester-Uhlmann complex geometrical optics solutions
have been worked out in [BH00, IS00, Ike02, IS04, IIN+07, UW08, IINS10]. The
method yields a stable testing criterion and it does not require the definiteness
assumption (see [IIN+07]). However, it does require the construction of special,
strongly oscillating probe functions and only reconstructs the convex hull of the
inclusions (plus some non-convex features depending on the probe functions).
The monotonicity tests presented in this chapter seem to be a particularly simple
and intuitively appealing solution to the long-studied inclusion detection problem.
They characterize the outer shape of the inclusions and not just the convex hull.
They work for the general indefinite case (though the implementation is simpler in
the definite case). Also, they allow a stable implementation (see Remark 1.3.5) and
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their linearized versions do not require solving inhomogeneous forward problems.
The chapter is organized as follows. Section 1.2 introduces the mathematical set-
ting and the concept of inner and outer support. In Section 1.3 we derive the main
theoretical tools for our proofs: monotonicity estimates and localized potentials.
Section 1.4 then contains our main results: the characterization of inclusions by
simple and stable monotonicity tests. Section 1.5 consists of a brief numerical ex-
cursion presenting a simple implementation of a monotonicity-based method for the
definite case.
1.2 Basic notations and support definitions
1.2.1 Basic notations and the mathematical setting
Let Ω ⊂ Rn, n ≥ 2, be a bounded domain with smooth boundary ∂Ω and outer nor-
mal vector ν. L∞+ (Ω) denotes the subset of L∞(Ω)-functions with positive essential
infima. H1 (Ω) and L2(∂Ω) denote the spaces of H1(Ω)- and L2(∂Ω)-functions with
vanishing integral mean on ∂Ω.
The L2(∂Ω)-inner product is denoted by 〈·, ·〉. For two bounded self-adjoint opera-
tors A,B : L2(∂Ω)→ L2(∂Ω), we write
A ≥ B
if it holds in the sense of quadratic forms, i.e.,
〈g, (A−B)g〉 ≥ 0, for all g ∈ L2(∂Ω).
For σ1, σ2 ∈ L∞(Ω), we write σ1 ≥ σ2 if it holds pointwise (a.e.) on Ω.
For σ ∈ L∞+ (Ω), the Neumann-to-Dirichlet (NtD) operator Λ(σ) is defined by
Λ(σ) : L2(∂Ω)→ L2(∂Ω), g 7→ u(g)σ |∂Ω,
where u(g)σ ∈ H1 (Ω) is the unique solution of
∇ · σ∇u(g)σ = 0 in Ω, σ∂νu(g)σ |∂Ω = g on ∂Ω, (1.2)
which is equivalent to∫
Ω
σ∇u(g)σ · ∇v dx =
∫
∂Ω
gv|∂Ω ds for all v ∈ H1 (Ω). (1.3)
The existence of an unique solution is a consequence of the Lax-Milgram theorem.
Furthermore, it is well known that Λ(σ) is a self-adjoint compact linear operator
and that the associated bilinear form is given by
〈g,Λ(σ)h〉 =
∫
Ω
σ∇u(g)σ · ∇u(h)σ dx.
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Λ is Fréchet-differentiable, cf., e.g. Lechleiter and Rieder [LR08] for a recent proof
that uses only the abstract variational formulation (see also [Ike90] for similar re-
sults). Given some direction κ ∈ L∞(Ω), the derivative
Λ′(σ)κ : L2(∂Ω)→ L2(∂Ω)
is the self-adjoint compact linear operator associated to the bilinear form
〈(Λ′(σ)κ) g, h〉 = −
∫
Ω
κ∇u(g)σ · ∇u(h)σ dx.
Note that for κ1, κ2 ∈ L∞(Ω), we obviously have that
κ1 ≤ κ2 implies Λ′(σ)κ1 ≥ Λ′(σ)κ2. (1.4)
The terms piecewise continuous and piecewise analytic are to be understood in the
following sense.
Definition 1.2.1. (a) A subset Γ ⊆ ∂O of the boundary of an open set O ⊆ Rn
is called a smooth boundary piece if it is locally a C∞-surface and O lies on
one side of it, i.e., if for each z ∈ Γ there exists a ball B(z) and a function
γ ∈ C∞(Rn−1,R) such that upon relabeling and reorienting
B(z) ∩ Γ = ∂O ∩B(z) = {x ∈ B(z) | xn = γ(x1, . . . , xn−1)},
O ∩B(z) = {x ∈ B(z) | xn > γ(x1, . . . , xn−1)}.
(b) O is said to have smooth boundary if ∂O is a smooth boundary piece. O is said
to have piecewise smooth boundary if ∂O is a countable union of the closures
of smooth boundary pieces.
(c) A function κ ∈ L∞(Ω) is called piecewise analytic if there exist finitely many
pairwise disjoint subdomains O1, . . . , OM ⊂ Ω with piecewise smooth bound-
aries, such that Ω = O1 ∪ . . . ∪OM , and κ|Om has an extension which is (real)
analytic in a neighborhood of Om, m = 1, . . . ,M .
(d) A function κ ∈ L∞(Ω) is called piecewise continuous if κ is continuous on an
open set O ⊂ Ω and Ω \O is a set of zero measure.
1.2.2 Inner and outer support
We will show that our method reconstructs supp (σ− 1) (the inclusion) up to holes
that cannot be connected to the boundary ∂Ω without crossing the support. For
the precise formulation, we will now introduce the concept of the inner and the
outer support of a measurable function. For the frequently considered case that the
inclusion has a connected complement and the conductivity is piecewise continuous,
the inner and the outer support differ only by the boundary of the support, cf.
Corollary 1.2.5. The following has been inspired by the use of the infinity support
of Kusiak and Sylvester [KS03], cf. also [GH08, HS10].
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Definition 1.2.2. A relatively open set U ⊆ Ω is called connected to ∂Ω if U ∩ Ω
is connected and U ∩ ∂Ω 6= ∅.
Definition 1.2.3. For a measurable function κ : Ω→ R, we define
(a) the support suppκ as the complement (in Ω) of the union of those relatively
open U ⊆ Ω, for which κ|U ≡ 0;
(b) the inner support inn suppκ as the union of those open sets U ⊆ Ω, for which
ess infx∈U |κ(x)| > 0;
(c) the outer support out∂Ω suppκ as the complement (in Ω) of the union of those
relatively open U ⊆ Ω that are connected to ∂Ω and for which κ|U ≡ 0.
The interior of a set M ⊆ Ω is denoted by intM and its closure (with respect to
R
n) by M . If M is measurable, we also define
(d) out∂Ω M = out∂Ω suppχM ,
where χM is the characteristic function of M .
Lemma 1.2.4. For every measurable function κ : Ω → R and every measurable
set M , the following properties hold.
(a) suppκ, out∂Ω suppκ, out∂Ω M ⊆ Ω are closed.
(b) inn suppκ ⊆ Ω is open.
(c) inn suppκ ⊆ suppκ ⊆ out∂Ω suppκ.
(d) out∂Ω (suppκ) = out∂Ω suppκ.
(e) If suppκ ⊆ Ω and Ω \ suppκ is connected then suppκ = out∂Ω suppκ.
(f) If κ is piecewise continuous then suppκ = inn suppκ.
Proof.
(a) and (b) immediately follow from Definition 1.2.3.
(c) If κ = 0 (a.e.) on a relatively open set U ⊂ Ω, then κ = 0 (a.e.) on the open
set U ∩ inn suppκ. From the definition of the inner support, it follows that
U ∩ inn suppκ = ∅. This shows the first inclusion in (c). The second inclusion
is obvious.
(d) follows from the fact that for every relatively open set U ⊆ Ω we have
κ = 0 (a.e.) on U if and only if U ⊆ Ω \ suppκ
if and only if χsuppκ = 0 (a.e.) on U .
(e) Since suppκ ⊆ Ω implies that Ω \ suppκ contains ∂Ω, (e) immediately follows
from (c) and Definition 1.2.3.
(f) Let κ be continuous on an open set O ⊂ Ω, where Ω \ O has zero measure.
14
1.3 Monotonicity and localized potentials
The assertion follows from (a) and (c) if we can show that for every x ∈ Ω
x /∈ inn suppκ implies x /∈ suppκ.
Let x /∈ inn suppκ. Then there exists a relatively open set B ⊂ Ω with x ∈ B
and B ∩ inn suppκ = ∅. Obviously, {ξ ∈ O : κ(ξ) 6= 0} ⊆ inn suppκ so that
κ = 0 on O ∩ B. Since Ω \ O has zero measure, we have that κ = 0 (a.e.) on
B and thus B ∩ suppκ = ∅, which shows the assertion.

As a consequence of Lemma 1.2.4 (e) and (f), we obtain the following corollary.
Corollary 1.2.5. If κ is piecewise continuous, suppκ ⊆ Ω and Ω \ suppκ is con-
nected, then
inn suppκ = suppκ = out∂Ω suppκ.
1.3 Monotonicity and localized potentials
1.3.1 A monotonicity relation
Our main theoretical tools are a monotonicity estimate and the theory of localized
potentials. The following estimate goes back to Ikehata, Kang, Seo, and Sheen
[KSS97, Ike98], cf., also the similar results in Ide et al. [IIN+07], Kirsch [Kir05], and
in [HS09, HS10]. For the convenience of the reader, we state the estimate together
with a short proof that we copy from [HS10, Lemma 2.1].
Lemma 1.3.1. Let σ1, σ2 ∈ L∞+ (Ω) be two conductivities, g ∈ L2(Ω) be an applied
boundary current and u2 := u
(g)
σ2 ∈ H1 (Ω). Then∫
Ω
(σ1 − σ2)|∇u2|2 dx ≥ 〈g, (Λ(σ2)− Λ(σ1)) g〉 ≥
∫
Ω
σ2
σ1
(σ1 − σ2)|∇u2|2 dx. (1.5)
Proof. Let u1 := u
(g)
σ1 ∈ H1 (Ω). From (1.3) we deduce∫
Ω
σ1∇u1 · ∇u2 dx = 〈g,Λ(σ2)g〉 =
∫
Ω
σ2∇u2 · ∇u2 dx
and thus∫
Ω
σ1|∇(u1 − u2)|2 dx =
∫
Ω
σ1|∇u1|2 dx− 2
∫
Ω
σ2|∇u2|2 dx+
∫
Ω
σ1|∇u2|2 dx
= 〈g,Λ(σ1)g〉 − 〈g,Λ(σ2)g〉+
∫
Ω
(σ1 − σ2)|∇u2|2 dx.
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Since the left-hand side is non-negative, the first asserted inequality follows.
Interchanging σ1 and σ2, we obtain
〈g, (Λ(σ2)− Λ(σ1)) g〉
=
∫
Ω
(σ1 − σ2)|∇u1|2 dx+
∫
Ω
σ2|∇(u2 − u1)|2 dx
=
∫
Ω
(
σ1|∇u1|2 + σ2|∇u2|2 − 2σ2∇u1 · ∇u2
)
dx
=
∫
Ω
σ1
∣∣∣∣∇u1 − σ2σ1∇u2
∣∣∣∣2 dx+ ∫
Ω
(
σ2 − σ2
2
σ1
)
|∇u2|2 dx.
Since the first integral on the right-hand side is non-negative, the second asserted
inequality follows. 
We call Lemma 1.3.1 a monotonicity estimate because of the following corollary.
Corollary 1.3.2. For two conductivities σ1, σ2 ∈ L∞+ (Ω),
σ1 ≤ σ2 implies Λ(σ1) ≥ Λ(σ2). (1.6)
Remark 1.3.3. Corollary 1.3.2 already yields a simple monotonicity-based recon-
struction algorithm. Assume that the conductivity in the investigated object is
σ = 1 + χD, where the measurable set D ⊆ Ω describes the unknown inclusion.
Then for all other measurable sets B ⊆ Ω,
B ⊆ D implies Λ(1 + χB) ≥ Λ(σ), (1.7)
so that the set
R :=
⋃
{B ⊆ Ω : B measurable and Λ(1 + χB) ≥ Λ(σ)}
is an upper bound of D.
A numerical approximation of (this upper bound of)D can be calculated by choosing
a number of small balls B = B(z) ⊆ Ω (with center z ∈ Ω and radius  > 0)
and marking all balls where the monotonicity test Λ(1 + χB) ≥ Λ(σ) holds true.
Algorithms based on this idea have been worked out and numerically tested in the
works of Tamburrino and Rubinacci [TR02, Tam06].
Also, Lemma 1.3.1 gives an estimate for the Fréchet derivative of Λ that will be
the basis for linearizing our monotonicity tests without losing shape information (cf.
[HS10] for the origin of this idea).
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Corollary 1.3.4. Let σ ∈ L∞+ (Ω). Let Λ(1) be the NtD operator corresponding
to the background conductivity 1 and let Λ′(1) be its Fréchet derivative (see Subsec-
tion 1.2.1). Then
Λ′(1)(1− σ) ≥ Λ(1)− Λ(σ) ≥ Λ′(1)
(
1
σ
(1− σ)
)
.
Of course, in practical EIT applications, it is not possible to measure boundary
data with infinite precision. Moreover, with a limited number of electrodes on the
boundary of an imaging subject and limited accuracy, we can only obtain a finite-
dimensional approximation to the true NtD operator. Also, we can only calculate
finite-dimensional approximations of the NtD operator for test conductivities (and
their linearized counterparts). Hence, let us comment on the stability of monotonic-
ity tests with respect to such errors.
Remark 1.3.5. Monotonicity/definiteness tests can be stably implemented in the
following sense. Let A ∈ L(H) be a self-adjoint compact operator on a Hilbert
space H and let (Aδ)δ>0 ⊆ L(H) be a family of compact (e.g. finite-dimensional)
approximations with
‖Aδ − A‖L(H) < δ.
Possibly replacing Aδ by its symmetric part, we can assume that Aδ is self-adjoint.
For α > 0, we define the regularized definiteness test
Rα(A
δ) :=
{
1 if 〈Aδg, g〉 ≥ −α‖g‖2 for all g ∈ H,
0 otherwise,
which is equivalent to checking whether the smallest eigenvalue of Aδ is not below
−α.
If A ≥ 0, then 〈Aδg, g〉 ≥ −δ‖g‖2 for all g ∈ H. If A 6≥ 0, then A has a negative
eigenvalue λ < 0 so that 〈Aδg, g〉 ≥ −δ‖g‖2 cannot hold for all g ∈ H for δ < |λ|/2.
Hence,
Rδ(A
δ) =
{
1 if A ≥ 0,
0 if A 6≥ 0 and δ is sufficiently small.
1.3.2 Localized potentials
For each of the monotonicity relations (1.6) and (1.7), we will show that a certain
converse holds true. The main theoretical tool for this result is to use the theory
of localized potentials by Harrach [Geb08] to control the energy terms |∇u|2 in the
monotonicity estimate in Lemma 1.3.1.
Roughly speaking, [Geb08] shows that there exist electric potentials which have
arbitrarily large energy |∇u|2 in some region and arbitrarily small energy in another
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region, as long as the high-energy region can be reached from the boundary without
crossing the low-energy region.
We will make use of the following variant of the result in [Geb08].
Theorem 1.3.6. Let D1, D2 ⊆ Ω be two measurable sets with
intD1 * out∂Ω D2.
Furthermore, let σ ∈ L∞+ (Ω) be piecewise analytic.
Then there exists (gm)m∈N ⊂ L2(∂Ω) such that the solutions (um)m∈N ⊂ H1 (Ω) with
um := u
(gm)
σ of (1.2) fulfill
lim
m→∞
∫
D1
|∇um|2 dx =∞ and lim
m→∞
∫
D2
|∇um|2 dx = 0.
Proof. The proof is a slight adaptation of the one in [Geb08, Sect. 2.2], see also
[Har12] for the general approach.
(a) Reformulation as range (non-)inclusion:
We define the virtual measurement operators Lj (j = 1, 2) by
Lj : L
2(Dj)
n → L2(∂Ω), F 7→ v|∂Ω,
where v ∈ H1 (Ω) solves∫
Ω
σ∇v · ∇w dx =
∫
Dj
F · ∇w dx for all w ∈ H1 (Ω).
Note that this implies ∇ · σ∇v = 0 in Ω \ Dj and if Dj ⊆ Ω, then it also
implies the homogeneous Neumann boundary condition σ∂νv|∂Ω = 0.
It is easily checked that the adjoint operators
L∗j : L
2
(∂Ω)→ L2(Dj)n, j = 1, 2
are given by L∗jg = ∇u|Dj , where u = u(g)σ ∈ H1 (B) solves (1.2).
Now the assertion is equivalent to the statement
@C > 0 : ‖L∗1g‖ ≤ C ‖L∗2g‖ for all g ∈ L2(∂Ω),
which is (see, e.g., [Geb08, Lemma 2.5]) equivalent to the range (non-)inclusion
R(L1) * R(L2). (1.8)
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(b) Proof of the range (non-)inclusion (1.8):
Since intD1 * out∂Ω D2, the set intD1 must intersect one of the sets U in
the definition of the outer support of χD2 . Hence, there exists a set U ⊂
Ω \ out∂Ω D2 with U (relatively) open in Ω, U connected to ∂Ω and U ∩ D1
contains an open ball B. Possibly shrinking the ball, we can assume that
B ⊂ Ω and that (U ∩ Ω) \B is connected.
Let LB denote the virtual measurement operator corresponding to the ball B.
Obviously, B ⊆ D1 implies R(LB) ⊆ R(L1) so that it suffices to prove that
R(LB) * R(L2). (1.9)
To that end let ϕ ∈ R(LB) ∩ R(L2). Then there exist vB, v2 ∈ H1 (Ω) with
vB|∂Ω = ϕ = v2|∂Ω, σ∂νvB|U∩∂Ω = 0 = σ∂νv2|U∩∂Ω and
∇ · σ∇vB = 0 in Ω \B,
∇ · σ∇v2 = 0 in U.
By unique continuation, it follows that vB = v2 in U \B. Hence,
u :=
{
vB in Ω \B,
v2 in B
defines a function u ∈ H1 (Ω) with u = u(0)σ , i.e., ∇ · σ∇u = 0 in Ω and
homogeneous Neumann boundary data σ∂νu|∂Ω = 0. It follows that ϕ =
u|∂Ω = 0 and thus we have shown that R(LB) ∩R(L2) = {0}.
Finally, using unique continuation again, we obtain that L∗B is injective so
that R(LB) is dense in L2(∂Ω). A fortiori, R(LB) 6= {0}, which, together
with R(LB) ∩R(L2) = {0}, proves (1.9) and thus the assertion.

Note that Theorem 1.3.6 also holds for less regular conductivities as long as a unique
continuation property is fulfilled and that localized potentials can be constructed by
solving regularized operator equations, cf. [Geb08].
We now show that (regardless of regularity) the properties of the localized potentials
do not depend on the conductivity in the low-energy region.
Lemma 1.3.7. Let D1, D2 ⊆ Ω be two measurable sets. Let σ, τ ∈ L∞+ (Ω) and
u
(gm)
σ , u
(gm)
τ ∈ H1 (Ω) denote the corresponding solutions of (1.2) for a sequence of
boundary currents (gm)m∈N ⊂ L2(∂Ω).
If supp (σ − τ) ⊆ D2, then
lim
m→∞
∫
D1
∣∣∇u(gm)σ ∣∣2 dx =∞ and lim
m→∞
∫
D2
∣∣∇u(gm)σ ∣∣2 dx = 0
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holds if and only if
lim
m→∞
∫
D1
∣∣∇u(gm)τ ∣∣2 dx =∞ and lim
m→∞
∫
D2
∣∣∇u(gm)τ ∣∣2 dx = 0.
Proof. For both conductivities σ and τ , we define the virtual measurement opera-
tors
L2,σ, L2,τ : L
2(D2)
n → L2(∂Ω),
as in the proof of Theorem 1.3.6. If vσ|∂Ω = L2,σF with F ∈ L2(D2)n and a solution
vσ ∈ H1 (Ω) of∫
Ω
σ∇vσ · ∇w dx =
∫
D2
F · ∇w dx for all w ∈ H1 (Ω),
then vσ also solves∫
Ω
τ∇vσ · ∇w dx =
∫
D2
(F + (τ − σ)∇vσ) · ∇w dx for all w ∈ H1 (Ω).
This shows that R(L2,σ) ⊆ R(L2,τ ). As in the proof of Theorem 1.3.6, this implies
that
∃C > 0 :
∫
D2
∣∣∇u(gm)σ ∣∣2 dx ≤ C ∫
D2
∣∣∇u(gm)τ ∣∣2 dx for all m ∈ N.
By interchanging σ and τ , we obtain that
lim
m→∞
∫
D2
∣∣∇u(gm)σ ∣∣2 dx = 0 if and only if lim
m→∞
∫
D2
∣∣∇u(gm)τ ∣∣2 dx = 0.
Using the same argument on D1 ∪D2, it follows that also
lim
m→∞
∫
D1∪D2
∣∣∇u(gm)σ ∣∣2 dx =∞ if and only if lim
m→∞
∫
D1∪D2
∣∣∇u(gm)τ ∣∣2 dx =∞
so that the assertion follows. 
Remark 1.3.8. Localized potentials can be numerically constructed by solving
regularized operator equations (see [Geb08]) and they can be used to probe for an
unknown inclusion in the spirit of the probe or needle method, cf., e.g., [Ike05,
Ike07]. We briefly sketch the idea on a simple test example. Let us assume that the
conductivity is σ = 1 + χD and that (gm)m∈N is a sequence such that the solutions
(um)m∈N ⊂ H1 (Ω) of ∆um = 0 and ∂νum|∂Ω = gm (i.e., um = u(gm)1 ) fulfill
lim
m→∞
∫
D1
|∇um|2 dx =∞ and lim
m→∞
∫
D2
|∇um|2 dx = 0.
Then the monotonicity estimate in Lemma 1.3.1 yields that
D ⊆ D2 implies |〈gm, (Λ(1)− Λ(σ))gm〉| → 0,
D1 ⊆ D implies |〈gm, (Λ(1)− Λ(σ))gm〉| → ∞.
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Choosing D2 to cover most of Ω and D1 to be, e.g., a small ball inside Ω \D2, one
may thus estimate the shape of D by slowly shrinking D2.
Such an algorithm would however suffer from high computational cost (to construct
a high number of localized potentials) and it is not clear how to check the limit of
〈gm, (Λ(1) − Λ(σ))gm〉 in a numerically stable way. Furthermore, the choice of the
sets D1 and D2 would certainly impose some geometrical restrictions on the shapes
of inclusions that can be recovered.
In the following we take a different approach. The monotonicity methods derived
in the next section do not require the numerical construction of localized potentials.
We will require only the above abstract existence results for localized potentials in
order to show that simple monotonicity tests recover the true (outer) shape of an
inclusion.
1.4 Monotonicity-based shape reconstruction
1.4.1 The definite case
We will now show how the shape reconstruction problem can be solved via simple
monotonicity tests. We start with the definite case, in which the conductivity of the
inclusions is everywhere higher or everywhere lower than the background. We treat
this case separately since it allows a particularly simple reconstruction strategy.
Given a small ball, the following theorems show how to check whether the ball
belongs to the inclusion or not. The proofs of the theorems are postponed until
the end of this subsection. The main idea of this subsection has previously been
summarized in the extended conference abstract [HU10].
Theorem 1.4.1. Let σ ∈ L∞+ (Ω) and σ ≥ 1.
For every open ball B := B(z) and every α > 0,
αχB ≤ σ − 1 implies Λ(1 + αχB) ≥ Λ(σ),
B * out∂Ω supp (σ − 1) implies Λ(1 + αχB)  Λ(σ).
Hence, the set
R :=
⋃
α>0
{B = B(z) ⊆ Ω : Λ (1 + αχB) ≥ Λ (σ)}
fulfills
inn supp (σ − 1) ⊆ R ⊆ out∂Ω supp (σ − 1).
Example 1.4.2. Let σ = 1 + χD, where the inclusion D is open and D ⊂ Ω has a
connected complement. Then for every open ball B ⊆ Ω,
B ⊆ D if and only if Λ(1 + χB) ≥ Λ(σ).
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Note that implementing the monotonicity tests in Theorem 1.4.1 or Example 1.4.2
would be computationally expensive since for each ball B (and possibly also for each
test level α), we would have to solve the EIT equation with a new inhomogeneous
conductivity in order to calculate Λ(1+αχB). The following theorem shows that we
can replace the tests by linearized versions that do not require such inhomogeneous
forward solutions. Since this is a bit counterintuitive, let us stress that the following
result is not affected by the linearization error, no matter how large that may be.
The linearized inverse problem in EIT still contains the exact shape information, cf.
[HS10].
Theorem 1.4.3. Let σ ∈ L∞+ (Ω) and σ ≥ 1.
For every open ball B := B(z) and every α > 0,
αχB ≤ 1
σ
(σ − 1) implies Λ(1) + αΛ′(1)χB ≥ Λ(σ),
B * out∂Ω supp (σ − 1) implies Λ(1) + αΛ′(1)χB  Λ(σ).
Hence, the set
R :=
⋃
α>0
{B = B(z) ⊆ Ω : Λ(1) + αΛ′(1)χB ≥ Λ(σ)}
fulfills
inn supp (σ − 1) ⊆ R ⊆ out∂Ω supp (σ − 1).
Example 1.4.4. Let σ = 1 + χD, where the inclusion D is open and D ⊂ Ω has a
connected complement. Then for every ball B = B(z),
B ⊆ D if and only if Λ(1) + 1
2
Λ′(1)χB ≥ Λ(σ).
Proof of Theorem 1.4.1. Let σ ∈ L∞+ (Ω), σ ≥ 1. Let B = B(z) and α > 0.
Corollary 1.3.2 yields that
αχB ≤ σ − 1 implies Λ(1 + αχB) ≥ Λ(σ).
It remains to show that
B * out∂Ω supp (σ − 1) implies Λ(1 + αχB)  Λ(σ).
Let B * out∂Ω supp (σ − 1). Corollary 1.3.2 yields that shrinking the ball B only
makes Λ(1 + αχB) larger so that we can assume w.l.o.g. that
B ⊆ Ω \ out∂Ω supp (σ − 1).
We have that 1 + αχB is piecewise analytic,
B = intB and out∂Ω supp (σ − 1) = out∂Ω (supp (σ − 1))
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(see Lemma 1.2.4 (d)). Hence, we can apply Theorem 1.3.6 and obtain a sequence
of currents (gm)m∈N ⊂ L2(∂Ω) so that the solutions (um)m∈N ⊂ H1 (Ω) of
∇ · (1 + αχB)∇um = 0 in Ω, (1 + αχB)∂νum|∂Ω = gm,
fulfill
lim
m→∞
∫
B
|∇um|2 dx =∞ and lim
m→∞
∫
supp (σ−1)
|∇um|2 dx = 0.
From Lemma 1.3.1 it follows that
〈gm, (Λ(1 + αχB)− Λ(σ)) gm〉 ≤
∫
Ω
(σ − 1− αχB)|∇um|2 dx
= −α
∫
B
|∇um|2 dx+
∫
supp (σ−1)
(σ − 1)|∇um|2 dx
→ −∞,
and hence Λ(1 + αχB)  Λ(σ). 
Proof of Theorem 1.4.3. Let σ ∈ L∞+ (Ω), σ ≥ 1. Let B = B(z) and α > 0.
For every g ∈ L2(∂Ω) and solution u ∈ H1 (Ω) of
∆u = 0 in Ω, ∂νu|∂Ω = g,
we obtain from Lemma 1.3.1
〈g, (Λ(1) + αΛ′(1)χB − Λ(σ)) g〉 ≥
∫
Ω
(
1
σ
(σ − 1)− αχB
)
|∇u|2 dx.
This shows that
αχB ≤ 1
σ
(σ − 1) implies Λ(1) + αΛ′(1)χB ≥ Λ(σ).
It remains to show that
B * out∂Ω supp (σ − 1) implies Λ(1) + αΛ′(1)χB  Λ(σ).
To show this let B * out∂Ω supp (σ− 1). The linearized monotonicity relation (1.4)
yields that shrinking the ball B only makes Λ(1) + αΛ′(1)χB larger so that we can
assume w.l.o.g. that B ⊆ Ω \ out∂Ω supp (σ − 1). Then
〈g, (Λ(1) + αΛ′(1)χB − Λ(σ)) g〉
≤
∫
Ω
(σ − 1− αχB) |∇u|2 dx = −α
∫
B
|∇u|2 dx+
∫
supp (σ−1)
(σ − 1)|∇u|2 dx
so that the assertion follows using localized potentials for the background conduc-
tivity 1 and the same sets as in Theorem 1.3.6. 
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Remark 1.4.5. If σ ∈ L∞+ (Ω) and σ ≤ 1, then we obtain with the same arguments
that for every open ball B ⊆ Ω and every 0 < α < 1,
αχB ≤ 1− σ implies Λ(1− αχB) ≤ Λ(σ),
B * out∂Ω supp (σ − 1) implies Λ(1− αχB)  Λ(σ),
and for every open ball B ⊆ Ω and every α > 0,
αχB ≤ 1− σ implies Λ(1)− αΛ′(1)χB ≤ Λ(σ),
B * out∂Ω supp (σ − 1) implies Λ(1)− αΛ′(1)χB  Λ(σ).
Remark 1.4.6. An inspection of the proofs shows that the balls can be replaced
by arbitrary measurable sets B with non-empty interior in Theorem 1.4.3 (and the
second part of Remark 1.4.5). For Theorem 1.4.1 (and the first part of Remark 1.4.5),
the sets B must additionally possess a piecewise smooth boundary (so that 1 +αχB
remains piecewise analytic). We comment on further generalizations in Section 1.4.3.
1.4.2 The indefinite case
We now consider the general indefinite case, where σ is no longer required to be ev-
erywhere larger or everywhere smaller than the background conductivity 1. Instead
of testing whether a small test region is part of the unknown inclusions, we will now
test whether a large test region contains the unknown inclusions.
The main idea is the following. Consider a large test region C with connected
complement. If C overlaps the inclusions, a large enough or small enough test
conductivity on C will make the corresponding test NtD operator smaller or larger
than the measured NtD operator, respectively. Hence, if C covers the inclusions,
two monotonicity tests (one with a large and one with a small test level on C) hold
true. On the other hand, if C does not cover the inclusions, we can connect the
non-covered part with the boundary and construct a localized potential with large
energy in the non-covered part and small energy in C. Depending on whether the
conductivity of the inclusions is either larger or smaller than the background in the
non-covered part, this localized potential shows that one of the monotonicity tests
cannot hold true.
However, for this argument we need a local definiteness property. If a conductivity
differs from the background, there must either be a neighborhood of the boundary
where it differs from the background in the positive direction or a neighborhood
where it differs in the negative direction. Note that even C∞-conductivities might
oscillate infinitely and thus violate this property. This property holds, however, if
the conductivity is either piecewise analytic or if the higher-conductivity and lower-
conductivity parts have some distance from each other, and the inner support does
not deviate too much from the true support (which already holds, e.g., for piecewise
continuous functions, see Corollary 1.2.5).
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More precisely, we assume that σ ∈ L∞+ (Ω) is either piecewise-analytic or
supp (σ − 1)+ ∩ supp (σ − 1)− = ∅, inn supp (σ − 1) = supp (σ − 1), (1.10)
where (σ − 1)+ := max{σ − 1, 0}, (σ − 1)− := min{σ − 1, 0}.
Theorem 1.4.7. Let σ ∈ L∞+ (Ω) either be piecewise-analytic or fulfill (1.10).
Then for every set C ⊆ Ω with C = out∂ΩC and every α > 1,
1− α−1
α
χC ≤ σ implies Λ
(
1− α−1
α
χC
) ≥ Λ(σ),
1 + αχC ≥ σ implies Λ (1 + αχC) ≤ Λ(σ)
and
Λ (1 + αχC) ≤ Λ(σ) ≤ Λ
(
1− α−1
α
χC
)
implies out∂Ω supp (σ − 1) ⊆ C.
Hence,
R :=
⋂{
C = out∂Ω C ⊆ Ω, ∃α > 1 : Λ(1 + αχC) ≤ Λ(σ) ≤ Λ
(
1− α−1
α
χC
)}
fulfills R = out∂Ω supp (σ − 1).
We postpone the proof until the end of this subsection and first give an example
and formulate the linearized version.
Example 1.4.8. Let σ = 1 + χD+ − 12χD−, where D+, D− ⊆ Ω are open sets with
D+ ∩D− = ∅ and D+ ∪D− ⊂ Ω has a connected complement.
Then for every closed set C ⊂ Ω with connected complement Ω \ C,
D+ ∪D− ⊆ C if and only if Λ(1 + χC) ≤ Λ(σ) ≤ Λ(1− 12χC).
Theorem 1.4.9. Under the assumptions of Theorem 1.4.7 we have that for every
set C ⊆ Ω with C = out∂ΩC and every α > 0,
1− αχC ≤ 2− 1σ implies Λ(1)− αΛ′(1)χC ≥ Λ(σ),
1 + αχC ≥ σ implies Λ(1) + αΛ′(1)χC ≤ Λ(σ)
and
Λ(1) + αΛ′(1)χC ≤ Λ(σ) ≤ Λ(1)− αΛ′(1)χC implies out∂Ω supp (σ − 1) ⊆ C.
Hence,
R :=
⋂{
C = out∂Ω C ⊆ Ω, ∃α > 0 :
Λ(1) + αΛ′(1)χC ≤ Λ(σ) ≤ Λ(1)− αΛ′(1)χC}
fulfills R = out∂Ω supp (σ − 1).
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Example 1.4.10. Let σ = 1 +χD+ − 12χD−, where D+, D− ⊆ Ω are open sets with
D+ ∩D− = ∅ and D+ ∪D− ⊂ Ω has a connected complement.
Then for every closed set C ⊂ Ω with connected complement Ω \ C,
D+ ∪D− ⊆ C if and only if Λ(1) + Λ′(1)χC ≤ Λ(σ) ≤ Λ(1)− Λ′(1)χC .
Proof of Theorem 1.4.7. Let α > 1 and C = out∂Ω C ⊆ Ω. Then C is closed and
thus measurable so that 1− α−1
α
χC , 1 + αχC ∈ L∞+ (Ω).
Corollary 1.3.2 yields the first two assertions
1− α−1
α
χC ≤ σ implies Λ
(
1− α−1
α
χC
) ≥ Λ(σ),
1 + αχC ≥ σ implies Λ(1 + αχC) ≤ Λ(σ).
It remains to show that out∂Ω supp (σ − 1) * C implies that either
Λ
(
1− α−1
α
χC
)
 Λ(σ) or Λ(1 + αχC)  Λ(σ).
Let out∂Ω supp (σ−1) * C = out∂Ω C. Then there exists a relatively open set U ⊆ Ω
that is connected to ∂Ω where σ|U 6≡ 1 and C ∩ U = ∅.
We first prove the assertion for the case that σ is piecewise analytic. Using the local
definiteness property derived in Corollary 1.6.2 in the appendix (Section 1.6), we
can choose (note that Ω \D2 ⊆ U implies C ⊆ D2)
D1, D2 ⊆ Ω, with D1 = intD1 6⊆ out∂Ω D2 = D2, C ⊆ D2
so that either
(a) σ ≥ 1 on Ω \D2, σ − 1 ∈ L∞+ (D1), or
(b) σ ≤ 1 on Ω \D2, 1− σ ∈ L∞+ (D1).
Replacing D1 with D1 \ out∂ΩD2, we can also assume that D1 ∩D2 = ∅.
Then for the homogeneous conductivity τ = 1, we use Theorem 1.3.6 and obtain
a sequence (gm)m∈N ⊂ L2(∂Ω) so that the solutions (u(gm)τ )m∈N ⊆ H1 (Ω) of (1.2)
fulfill
lim
m→∞
∫
D1
∣∣∇u(gm)τ ∣∣2 dx =∞ and lim
m→∞
∫
D2
∣∣∇u(gm)τ ∣∣2 dx = 0.
Since C ⊆ D2, it follows from Lemma 1.3.7 that the solutions u(gm)τ for the conduc-
tivities τ = 1− α−1
α
χC and τ = 1 + αχC have the same property.
Hence, in case (a) we apply Lemma 1.3.1 with τ = 1 + αχC and obtain (using that
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σ ≥ 1 on Ω \ (D1 ∪D2), D1 ∩D2 = ∅ and C ⊆ D2)
〈gm, (Λ(1 + αχC)− Λ(σ)) gm〉
≥
∫
Ω
1 + αχC
σ
(σ − (1 + αχC))
∣∣∇u(gm)τ ∣∣2 dx
=
∫
Ω\(D1∪D2)
σ − 1
σ
∣∣∇u(gm)τ ∣∣2 dx+ ∫
D1
σ − 1
σ
∣∣∇u(gm)τ ∣∣2 dx
+
∫
D2
1 + αχC
σ
(σ − (1 + αχC))
∣∣∇u(gm)τ ∣∣2 dx
≥
∫
D1
σ − 1
σ
∣∣∇u(gm)τ ∣∣2 dx+ ∫
D2
1 + αχC
σ
(σ − (1 + αχC))
∣∣∇u(gm)τ ∣∣2 dx→∞.
In case (b) we apply Lemma 1.3.1 with τ = 1− α−1
α
χC and obtain (using that σ ≤ 1
on Ω \ (D1 ∪D2) and that C ⊆ D2)〈
gm,
(
Λ
(
1− α−1
α
χC
)− Λ(σ)) gm〉
≤
∫
Ω
(
σ − (1− α−1
α
χC
)) ∣∣∇u(gm)τ ∣∣2 dx
=
∫
Ω\(D1∪D2)
(σ − 1) ∣∣∇u(gm)τ ∣∣2 dx+ ∫
D1
(σ − 1) ∣∣∇u(gm)τ ∣∣2 dx
+
∫
D2
(
σ − (1− α−1
α
χC
)) ∣∣∇u(gm)τ ∣∣2 dx
≤
∫
D1
(σ − 1) ∣∣∇u(gm)τ ∣∣2 dx+ ∫
D2
(
σ − (1− α−1
α
χC
)) ∣∣∇u(gm)τ ∣∣2 dx→ −∞,
which proves the assertion for piecewise analytic conductivities.
Now we prove that the assertion also holds for (not necessary piecewise analytic)
conductivities fulfilling (1.10). It suffices to show that also in this case there exist
D1, D2 ⊆ Ω, with D1 = intD1 6⊆ out∂Ω D2 = D2, C ⊆ D2,
such that either (a) or (b) from above holds.
First note that if supp (σ− 1)+ and supp (σ− 1)− are disjoint compact sets, then
δ := dist
(
supp (σ − 1)+, supp (σ − 1)−) > 0.
σ|U 6≡ 1 implies that there exists a point y ∈ U ∩ supp (σ − 1). Let x ∈ ∂Ω ∩ U .
Since ∂Ω is a smooth boundary and U ∩ Ω is open and connected, we can connect
x and y with a continuous path
γ : [0, 1]→ U, γ(0) = x, γ(1) = y.
Using that U is relatively open, there exists for each t ∈ [0, 1] a ball Bt := B(t)(γ(t))
with radius (t) < δ/2 and Bt ∩ Ω ⊆ U .
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By compactness of γ([0, 1]), we can choose a finite number 0 ≤ t1 < . . . < tN ≤ 1 so
that
γ([0, 1]) ⊂ (Bt1 ∪ . . . ∪BtN ) ∩ Ω.
Since γ(1) = y ∈ supp (σ − 1), there exists a smallest index J for which
BtJ ∩ inn supp (σ − 1) = BtJ ∩ supp (σ − 1) 6= ∅
so that there exists an open set D1 ⊆ BtJ with |σ − 1| ∈ L∞+ (D1).
We define D2 := Ω \ (Bt1 ∪ . . . ∪BtJ ). Then
D1, D2 ⊆ Ω, with D1 = intD1 6⊆ out∂Ω D2 = D2, C ⊆ D2.
Furthermore, sinceBtJ has diameter less than δ, it cannot intersect both supp (σ − 1)+
and supp (σ − 1)− so that either
(a) σ ≥ 1 on Ω \D2, σ − 1 ∈ L∞+ (D1), or
(b) σ ≤ 1 on Ω \D2, 1− σ ∈ L∞+ (D1),
which finishes the proof. 
Proof of Theorem 1.4.9.
If 1 − αχC ≤ 2 − 1σ , then αχC ≥ 1σ (1 − σ) so that (1.4) and Corollary 1.3.4 imply
that
Λ(σ) ≤ Λ(1)− Λ′(1)
(
1
σ
(1− σ)
)
≤ Λ(1)− αΛ′(1)χC .
Likewise, if 1 + αχC ≥ σ, then (1.4) and Corollary 1.3.4 imply that
Λ(σ) ≥ Λ(1)− Λ′(1)(1− σ) ≥ Λ(1) + αΛ′(1)χC .
This shows the first two assertions.
Moreover, Lemma 1.3.1 yields that for all α ∈ R,
〈(Λ(1) + αΛ′(1)χC − Λ(σ))g, g〉 ≥
∫
Ω
(
1
σ
(σ − 1)− αχC
)
|∇u(g)|2 dx
and
〈(Λ(1)− αΛ′(1)χC − Λ(σ))g, g〉 ≤
∫
Ω
(σ − 1 + αχC)|∇u(g)|2 dx,
where u(g) ∈ H1 (Ω) solves ∆u(g) = 0 and ∂νu(g)|∂Ω = g. Hence, the third assertion
follows by using localized potentials for the homogeneous conductivity and the same
sets D1, D2 as in Theorem 1.4.7. 
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1.4.3 Remarks and extensions
Let us comment on some extensions and generalizations of our results. Our as-
sumption that the background conductivity is equal to 1 and that we are given
measurements on the complete boundary ∂Ω have been merely for the ease of pre-
sentation. All our results and proofs remain valid if ∂Ω is replaced by an arbitrarily
small open piece Γ ⊂ ∂Ω and we are given the partial NtD operator
ΛΓ(σ) : L
2
(Γ)→ L2(Γ), g 7→ u(g)σ |Γ,
where u(g)σ ∈ H1 (Ω) is the unique solution of
∇ · σ∇u(g)σ = 0 in Ω, σ∂νu(g)σ |∂Ω =
{
g on Γ,
0 on ∂Ω \ Γ.
In addition, all of our results still hold true when the background conductivity 1 is
replaced by a known piecewise analytic function.
Let us also note that our results require piecewise analyticity for only two purposes:
the existence of localized potentials and the local definiteness property. Localized
potentials exist for less regular conductivities, it only requires that the solutions
of the corresponding elliptic EIT equations satisfy a unique continuation property,
cf. [Geb08]. Local definiteness can hold for quite general functions if additional as-
sumption are made (e.g., that positive and negative part are separated as in (1.10)).
However, we are not aware of any natural function classes beyond piecewise analytic
functions in which a property in the spirit of Theorem 1.6.1 holds without further
assumptions.
1.5 Excursion - Numerical results
Here (and in Chapter 3) the real and imaginary part of a function f : Rn → C are
denoted by <(f) and =(f), respectively.
In this brief excursion we will present some numerical results (for the definite case)
that are based on a simplified and discretized version of the linearized reconstruction
method of Theorem 1.4.3. The implementation of monotonicity-based methods in
realistically modeled electrode settings is considered in Chapter 2 and 3.
The numerical results in this section are generated with MATLAB R© and the com-
mercial FEM-software COMSOL R©.
Below, we present some reconstructions where Ω ⊆ R3 is given by the unit ball and
σ = 1 + χD with an inclusion D ⊆ Ω. For the numerical implementation of our
method, we have to discretize the NtD operators. To this end, let
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S := {g1, g2, . . . , gN}
be an orthogonal system in L2(∂Ω) and let
A := (〈gi, Agj〉)Ni,j=1 ∈ RN×N
denotes the discretized operator corresponding to A ∈ L(L2(∂Ω)).
For the reconstructions in this section, we choose an orthonormal system given by
S := {Y 0n ,
√
2<(Y mn ),
√
2=(Y mn ) : n = 1, 2, . . . , 7, m = 1, 2, . . . , n},
where
Y mn :=
√
2n+ 1
4pi
· (n− |m|)!
(n+ |m|)!P
|m|
n (cos(θ)) exp(imϕ)
are the spherical harmonics with azimuthal and polar angles
ϕ = ϕ(x, y, z) and θ = θ(x, y, z)
and the associated Legendre polynomials
Pmn (x) := (1− x2)
m
2
dm
dxm
Pn(x)
with
Pn(x) :=
1
2nn
(
dn
dxn
(
x2 − 1)n) .
Motivated by Theorem 1.4.3 and Example 1.4.4, we check for each element of a
collection of cubic test inclusions B1, B2, . . . , BM ⊆ Ω filling-out Ω, whether all
eigenvalues of
Λ(1)− Λ(σ) + 1
2
Λ′(1)χBm , m ∈ {1, 2, . . . ,M}
are lager than a regularization parameter α < 0 (cf. Remark 1.3.5). Then the recon-
struction is given by the union of all test inclusions that fulfill this test. To speed up
the evaluation of the test criterion, the integrals required for the calculation of the
Fréchet derivatives Λ′(1)χBm , m = 1, 2, . . . ,M, are evaluated with the midpoint rule.
Furthermore, as in [GH07, Section 3], to increase the precision of the evaluation of
the test criterion, we directly compute the difference
v|∂Ω := (Λ(1)− Λ(σ)) gk
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for gk ∈ S by solving
∇ · (σ∇v) = ∇ · (χD∇u(gk)1 ), σ∂νv|∂Ω = 0
where
u
(gk)
1 =
rn
n
gk with r(x, y, z) = ‖(x, y, z)‖
is the exact solution of (1.2), i.e.,
∆u
(gk)
1 = 0, ∂νu
(gk)
1 |∂Ω = gk.
In addition to reconstructions for noise-free data, as in [GH07, Section 3], we present
reconstructions after adding 0.1% noise on the difference data, i.e.,
Λ(1)− Λ(σ)
is replaced by
(
Λ(1)− Λ(σ)
)
noisy
= Λ(1)− Λ(σ) + 10−3‖Λ(1)− Λ(σ)‖ E‖E‖ ,
where E ∈ RN×N contains randomly distributed entries between −1 and 1.
In accordance with Remark 1.3.5, the regularization parameter α is set to 0 and
−10−3‖Λ(1) − Λ(σ)‖ for the reconstructions with and without noisy data, respec-
tively. In addition, we present reconstructions with a heuristically chosen regular-
ization parameter.
Remark 1.5.1. For the discretized monotonicity test, only the forward implication
of the monotonicity relation remains valid, i.e., a test inclusion will fulfill the test
criterion if it is completely covered by the inclusion. The converse of this implication
is only valid for the non-discretized test, where the existence of localized potentials
follows from Theorem 1.3.6. Nevertheless, Theorem 1.3.6 motivates that the larger
the orthogonal system S, the better the discretized reconstruction. Moreover, as it
can be seen in Figure 1.1 and 1.2, the larger a test inclusion, the better it can be
correctly excluded from the reconstruction, cf. the result of Rubinacci, Tamburrino
and Ventre [RTV06] where the authors propose to test overlapping test inclusions
to increase the resolution of the reconstruction for a monotonicity-based method in
the field of eddy current imaging.
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Example 1.5.2. The inclusion area is
D = {(x, y, z) ∈ R3 : (0.5− ‖(x, y, 0)‖)2 + (z − 0.6)2 ≤ 0.12}.
Some reconstructions are illustrated in Figure 1.1 and 1.3 (a). In Figure 1.1 the
regularization parameter α is chosen in accordance with Remark 1.3.5. In Figure
1.3 (a) α is heuristically chosen.
(a) Noise-free case with h = 0.1. (b) Noise-free case with h = 0.08.
(c) Noise-free case with h = 0.04. (d) Noisy data (0.1%) with h = 0.1.
Figure 1.1: Reconstructions (bright gray) of a torus-shaped inclusion (dark gray and dot-
ted lines), where h denotes the edge size of the cubic test inclusions.
32
1.5 Excursion - Numerical results
Example 1.5.3. The inclusion area is D = D1 ∪D2 with
D1 = {(x, y, z) ∈ R3 : (x− 0.4)2 + (y + 0.4)2 + (z + 0.5)2) ≤ 0.22},
D2 = {(x, y, z) ∈ R3 : (x+ 0.4)2 + (y − 0.4)2 + (z − 0.5)2) ≤ 0.152}.
Some reconstructions are illustrated in Figure 1.2 and 1.3 (b). In Figure 1.2 the
regularization parameter α is chosen in accordance with Remark 1.3.5. In Figure
1.3 (b) α is heuristically chosen.
(a) Noise-free case with h = 0.1. (b) Noise-free case with h = 0.08.
(c) Noise-free case with h = 0.04. (d) Noisy data (0.1%) with h = 0.1.
Figure 1.2: Reconstructions (bright gray) of two ball-shaped inclusions (dark gray and
dotted lines), where h denotes the edge size of the cubic test inclusions.
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(a) Noisy data (0.1%) with h = 0.1
and α = −10−5.
(b) Noisy data (0.1%) with h = 0.1
and α = −10−5.
Figure 1.3: Reconstructions for noisy data with heuristically chosen parameter α.
1.6 Appendix - Local definiteness of piecewise
analytic functions
In this appendix we show that piecewise analytic functions have a local definiteness
property. If they do not vanish identically, then there is either a neighborhood of the
boundary where they differ from zero in the positive direction or a neighborhood
where they differ in the negative direction.
The property follows from the arguments used in the proofs of [Har09, Theorem 4.2]
and [HS10, Lemma 3.7]. However, some subtle and not entirely trivial topological
details were omitted in [Har09, HS10], which is why we give the proof here in full
detail.
Theorem 1.6.1. Let Ω ⊂ Rn, n ≥ 2, be a smoothly bounded domain and let
σ ∈ L∞(Ω) be piecewise analytic. Let U ⊆ Ω be relatively open and connected to ∂Ω
and let σ|U 6≡ 0.
Then we can find a subset V ⊆ U with the same properties on which σ has no change
of sign, i.e.,
(a) V ⊆ Ω is relatively open, V is connected to ∂Ω, V ⊆ U ,
(b) σ|V 6≡ 0 and either σ|V ≥ 0 or σ|V ≤ 0.
Obviously, if a piecewise analytic function is not identically zero, we can find a
neighborhood where it is bounded away from zero. Hence, choosing D2 := Ω \ V ,
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we obtain the following corollary.
Corollary 1.6.2. Under the assumptions of Theorem 1.6.1, we can choose
D1, D2 ⊆ Ω, with D1 = intD1 6⊆ out∂ΩD2 = D2, Ω \D2 ⊆ U,
and either
σ|Ω\D2 ≥ 0, σ|D1 ∈ L∞+ (D1), or
σ|Ω\D2 ≤ 0, −σ|D1 ∈ L∞+ (D1).
In the following let Ω ⊂ Rn, n ≥ 2, be a smoothly bounded domain and σ ∈ L∞(Ω)
be piecewise analytic with respect to
Ω = O1 ∪ . . . ∪OM , ∂Om =
⋃
k∈N
Γkm,
where, w.l.o.g., we assume that every ∂Om consists of infinitely many pieces. Fur-
thermore, let U ⊆ Ω be relatively open and connected to ∂Ω.
Lemma 1.6.3. There exists an open ball B ⊆ Rn such that
B ∩ Ω ⊆ U and B ∩ Ω is connected to ∂Ω,
and for one of the Om and one of its smooth boundary pieces Γkm ⊆ ∂Om,
B ∩ Ω = B ∩Om and B ∩ ∂Ω ⊆ Γkm.
Proof. Since U is relatively open and U ∩∂Ω 6= ∅ , there exists an open ball B′ with
∅ 6= B′ ∩ ∂Ω and B′ ∩ Ω ⊆ U . Furthermore, we can assume that B′ is sufficiently
small such that
∅ 6= S := B′ ∩ ∂Ω ⊆ B′ ∩ ∂Ω ⊆ U.
Ω = O1 ∪ . . . ∪OM implies that
∂Ω ⊆
M⋃
m=1
∂Om =
M⋃
m=1
⋃
k∈N
Γkm and thus S =
⋃
m,k
(
Γkm ∩ S
)
.
By Baire’s theorem, one of the countably many closed sets Γkm ∩ S must have non-
empty interior in S. Hence, for one of the Γkm, there exists an open subball B′′ ⊆ B′
with
∅ 6= B′′ ∩ ∂Ω ⊆ Γkm ∩ U.
Moreover, B′′∩∂Ω must intersect Γkm because of the following dimension theoretical
argument, cf., e.g., the classical book of Hurewicz and Wallman [HW48, Ch. IV, §4].
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Ω ∩ B′′ is an open (neither empty nor dense) subset of the n-dimensional ball B′′.
As a subset of B′′, the boundary of Ω∩B′′ is ∂Ω∩B′′, which shows that ∂Ω∩B′′ is
(n−1)-dimensional (and not of lower dimension). Γkm is a (neither empty nor dense)
open subset of a set that is homeomorphic to Rn−1. Hence, Γkm is (n−1)-dimensional
and Γkm \ Γkm is (n − 2)-dimensional. This shows that B′′ ∩ ∂Ω 6⊆ Γkm \ Γkm so that
there exists an open subball B′′′ ⊆ B′′ with
∅ 6= B′′′ ∩ ∂Ω = B′′′ ∩ Γkm.
Finally, we can shrink B′′′ such that we obtain an open subball B so that B ∩ Ω =
B ∩Om and B ∩ Ω is connected. 
Lemma 1.6.4. Every open ball B ⊆ Rn that intersects a smooth boundary piece
Γkm contains an open subball B′ ⊆ B intersecting Γkm where either
σ|B′∩Om ≥ 0 or σ|B′∩Om ≤ 0.
Proof. We use an argument of Kohn and Vogelius [KV84]. If σ|B∩Om ≡ 0, then the
assumption is trivial. Otherwise, by analyticity, there must be a smallest k ∈ N so
that the normal derivative ∂kν(z)σ(z) is not identically zero for all z ∈ Γkm∩B. Hence,
there is a neighborhood of a point z ∈ Γkm ∩B on which either σ ≥ 1 or σ ≤ 1. 
Now we are ready to prove the local definiteness property.
Proof of Theorem 1.6.1. From Lemma 1.6.3, we obtain an open ball B ⊆ Rn
with
B ∩ Ω ⊆ U, B ∩ Ω is connected to ∂Ω,
and (w.l.o.g.)
B ∩ Ω = B ∩O1, B ∩ ∂Ω ⊆ Γ11.
If σ is not identically zero on O1, then the assertion follows from Lemma 1.6.4.
Otherwise, M > 1 and the set V := B ∩ Ω has the following properties.
(i) V is a relatively open subset of Ω that is connected to ∂Ω,
(ii) V fulfills B ∩ Ω ⊆ V ⊆ U ,
(iii) σ|V ≡ 0.
Obviously, these properties are closed under union so that we can choose V to be
the maximal set fulfilling (i)–(iii).
Now we show that
∅ 6= ∂V ∩ U ∩ Ω ⊆
M⋃
m=1
∂Om. (1.11)
Since V is relatively open in Ω and V ⊆ U , it follows that V ∩ Ω is relatively open
in U ∩ Ω. If ∂V has no intersection with U ∩ Ω, then V ∩ Ω is relatively closed in
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U ∩ Ω so that U ∩ Ω = V ∩ Ω, which contradicts σ|U 6≡ 0. Hence, we obtain that
∂V ∩ U ∩ Ω 6= ∅. To show the second assertion in (1.11), assume that there exists
an element z ∈ ∂V ∩ Ω ∩ U with z ∈ Om for one Om. Then we can choose an open
ball B ⊆ Om ∩ U containing z. Since σ is analytic on B and B ∩ V has non-empty
interior, it follows that σ|B ≡ 0 and hence V ∪ B has the properties (i)–(iii). This
contradicts the maximality of V so that also the second assertion in (1.11) must
hold.
Because of (1.11) we can choose an open ball B′ with B′ ⊆ U ∩ Ω and
∅ 6= S := B′ ∩ ∂V ⊆ B′ ∩ ∂V with S =
⋃
m,k
Γkm ∩ S. (1.12)
Using the same arguments as in the proof of Lemma 1.6.3 it follows that there exists
an open subball B′′′ ⊆ B′ such that
∅ 6= B′′′ ∩ ∂V = B′′′ ∩ Γkm
with a smooth boundary piece Γkm of one Om.
Since ∂Om ⊆
⋃
m′ 6=m ∂Om′ ∪ ∂Ω, equation (1.12) still holds if we restrict the union
to all m′ ∈ {1, . . . ,M} \ {m}. By repeating the above argument (starting with B′′′
instead of B′), we obtain an open subball B′′′′ ⊆ B′′′ with (upon possibly shrinking
B′′′′ again)
∅ 6= B′′′′ ∩ ∂V = B′′′′ ∩
(
Γkm ∩ Γk
′
m′
)
and m′ 6= m.
From the definition of smooth boundary pieces, it follows that (if we choose B′′′′
small enough)
B′′′′ ⊆ (B′′′′ ∩Om) ∪B′′′′ ∩Om′ ,
so that either B′′′′ ∩ Om or B′′′′ ∩ Om′ , but not both, intersects V . W.l.o.g., let
B′′′′ ∩ Om intersect V . Then σ|Om ≡ 0 and using Lemma 1.6.4 we can shrink B′′′′
so that σ|B′′′′∩Om′ is either non-negative or non-positive. Hence, B′′′′ ∪ V fulfills
the above properties (i) and (ii) and it is a proper superset of U . Hence, σ cannot
identically vanish on B′′′′ ∪ V , which shows that B′′′′ ∪ V fulfills the assertion of
Theorem 1.6.1. 
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Chapter 2
Resolution guarantees in EIT
The Sections 2.1 - 2.6 are the Sections 1-6 of the paper [HU15a] up to minor changes.
Furthermore, Section 2.1 is shortened and some parts are slightly reformulated to
provide more mathematical details. c© IEEE. Re-use with permission from B. Har-
rach and M. Ullrich, Resolution guarantees in EIT, 2015.
2.1 Introduction
We will focus on the anomaly (aka inclusion) detection problem of EIT for a real-
istically modeled electrode setting in this chapter. A major challenge is that the
reconstruction process in EIT suffers from the fundamental ill-posedness of the un-
derlying mathematical inverse problem which leads to an enormous sensitivity to
modeling and measurement errors. Due to these inherent instability issues, high
resolution EIT imaging remains an extremely challenging topic. However, several
applications would already greatly benefit from low resolution EIT images, e.g. in the
field of the detection of tumors or hemorrhages in surrounding homogeneous tissue
that has a certain conductivity contrast. For these applications, fast and low-cost
monitoring techniques have to be developed in order to decide which patients should
undergo more extensive diagnosis. For this task, the main concern seems to be the
reliability of EIT images.
In this chapter we show that it is principally possible to give rigorous resolution
guarantees in EIT even in the presence of systematic and random measurement
errors. We consider a measurement setting as in Figure 2.1 where voltage-current
measurements are taken on a number of electrodes attached to the boundary of an
imaging domain Ω. The aim is to detect whether the domain contains one or several
anomalies where the conductivity differs from some normal background range.
We describe a desired resolution by a partition of Ω into disjoint subsets ω1, ω2, . . . ⊆
Ω. We say that a resolution guarantee holds if the measured data contains enough
information to
(a) correctly mark every element ωs that is completely covered by an anomaly,
(b) correctly mark no element if there is no anomaly at all.
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EL
U = R[i,j]V
I = IiA
E1
E2
...
Ej
Ei
ω1 ω2 ω3 ω4 ω5 · · ·
ωs
D
Ω
Figure 2.1: Measurement setting with inclusions D occupying a subset of a subject Ω,
which is decomposed into a partition of subsets ω1, ω2, . . . ⊆ Ω. Driving a
current through the i-th and the L-th electrode, we measure the correspond-
ing voltage R[i,j] (in mV per applied mA) between the j-th and the L-th
electrode. Repeating this for all i and j, we obtain the measurement matrix
R = (R[i,j])i,j=1,...,L−1 ∈ R(L−1)×(L−1). c© 2015 IEEE
In other words, a resolution guarantee ensures that no false positives are detected in
the anomaly-free case, and no false negatives are detected in the case of inclusions
over a certain size. Let us stress that in this chapter we aim to characterize the
resolution up to which an anomaly can be detected. Assumptions (a) and (b) do
not guarantee that the shape of a detected anomaly can be correctly determined up
to a certain resolution. In that sense, the subject of this chapter might be called a
(resolution-based) detection guarantee.
Whether a certain desired resolution can be guaranteed will depend on a number of
facts, including the number and position of electrodes, the measurement pattern, the
inclusion contrast, the modeling and measurement errors. The aim of this chapter
is to derive a validation criterion to evaluate whether a desired resolution can be
guaranteed. We also describe a simple reconstruction algorithm that implements
(a) and (b) above.
Let us comment on the vast literature on identifiability in EIT. In the last decades,
great theoretical progress has been made on the question whether two arbitrary
conductivities can be distinguished by idealized noise-free and continuous mea-
surements (the Calderón-Problem [Cal80, Cal06]). We refer to the seminal works
[KV84, KV85, Nac96, AP06], the overview [Uhl08] and the recent breakthroughs
for partial boundary data [IUY11, KS14]. The distinguishability of conductivities
from finite precision data has been studied in the works of Bates, Gençer, Gisser,
Ider, Isaacson, Kuzuoglu, Lionheart, Newell, Seagar, Paulson, Pidcock and Yeo
[SYB84, SB85, Isa86, GIN87, GIN90, PLP93, GKI94]. Also, let us refer to a recent
result of Winkler and Rieder [WR14] on optimal resolution meshes and to the works
of Kolehmainen, Lassas, Nissinen, Ola and Kaipio [KLO08, NKK11] regarding un-
certainties in the shape of the subject and the contact impedances of the electrodes.
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See also the work of Tamburrino, Ventre and Rubinacci [TVR10] where the concept
of visible voxels is introduced.
Several reconstruction methods have been proposed for anomaly (or inclusion) de-
tection problems, cf., e.g., Potthast [Pot06] for an overview. Arguably, the most
prominent inclusion detection method is the Factorization Method (FM) of Kirsch,
Brühl and Hanke [Kir98, BH00, Brü01], see also the listing in Section 1.1 for further
developments of the FM in the field of EIT. Notably, in the overview [Har13], the FM
is formulated on the basis of monotonicity-based arguments and the recent result
[HU] (presented in Chapter 1) indicates that, for EIT, the FM can be outperformed
by monotonicity-based methods first formulated by Tamburrino and Rubinacci in
[TR02, Tam06].
The main new idea presented in this chapter is to obtain rigorous resolution guaran-
tees by treating worst-case scenarios with monotonicity-based ideas. To our know-
ledge, the results derived herein are the firsts to rigorously quantify the achievable
resolution in the case of realistic electrode measurements in a setting with impre-
cisely known background conductivity, contact impedances and measurement noise.
We believe that this will be useful for designing reliable EIT systems. Our results
may be used to determine whether a desired resolution can be achieved and to quan-
tify the required measurement accuracy. Moreover, our results could be the basis of
optimization strategies regarding the resolution, the driving patterns or the number
and the positions of the electrodes.
The chapter is organized as follows. The measurement setting including systematic
and random errors is introduced in Section 2.2. Section 2.3 presents a monotonicity
relation and motivates how this relation can be used to design inclusion detection
methods. In Section 2.4 we introduce the concept of a rigorous resolution guar-
antee and show how to verify such guarantees by a simple test. We also derive
fast linearized versions of our tests that allow faster verifications at the price of
(possibly) underestimating the achievable resolution. Section 2.5 presents some nu-
merical results for the verification of the resolution guarantees described in Section
2.4. Section 2.6 contains some concluding remarks.
2.2 The setting
The current-voltage measurements can be modeled by the complete electrode model
(CEM) as follows (cf. [SCI92]). Let Ω ⊆ Rn be a bounded domain with piecewise
smooth boundary representing the conductive subject and let σ ∈ L∞+ (Ω) be the
real valued conductivity distribution inside Ω, where L∞+ (Ω) denotes the subset of
L∞(Ω)-functions with positive essential infima.
Electrodes are attached to the boundary of the subject as shown in Figure 2.1.
Their locations are well-separated domains E1, E2, . . . , EL in ∂Ω and their contact
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impedances are denoted by a vector with positive entries
z :=
(
z[1], . . . , z[L]
) ∈ RL+.
The electrodes are assumed to be perfectly conducting.
For each i ∈ {1, 2, . . . , L− 1}, we drive a current Ii with strength 1 mA through the
i-th electrode while keeping the L-th electrode grounded and all other electrodes
insulated (so that the current flows through the grounded L-th electrode).
Then the potentials ui ∈ H1(Ω) and Ui =
(
U
[1]
i , . . . , U
[L]
i
)
∈ RL inside Ω and the
electrodes, respectively, can mathematically be modeled by the unique solution
(ui, Ui) ∈ H of the corresponding variational formulation of the CEM
V [i] =
∫
Ω
σ∇ui · ∇vdx+
L∑
l=1
1
z[l]
∫
El
(
ui − U [l]i
) (
v − V [l]) ds ∀(v, V ) ∈ H, (2.1)
where
H := {(v, V ) ∈ H1(Ω)× RL : V [L] = 0}. (2.2)
For the existence of a unique solution of this variational formulation, cf., e.g., [SCI92,
Hyv04]. Typically, one describes the CEM by the equations (2.3)-(2.6) below, which
are more suitable to show the physical interpretation but have to be understood in
an appropriate weak sense, cf., e.g., [SCI92, Hyv04]. In this formulation, the inner
potentials ui and the electrode potentials Ui fulfill
∇ · σ∇ui = 0 in Ω, (2.3)
with boundary conditions ∫
El
σ (∇ui) · ν dS = δl,i − δl,L, (2.4)
ui|El + z[l]σ (∇ui) · ν|El = const. =: U [l]i (2.5)
for l ∈ {1, 2, . . . , L},
σ (∇ui) · ν = 0 on ∂Ω \
L⋃
l=1
El, (2.6)
and U [L]i = 0, where ν is the outer normal on the boundary of Ω. For a proof of
the equivalence of the variational and equation-based formulation, see, e.g., [SCI92],
where the conductivity is assumed to be sufficiently smooth. All results presented
in this chapter are derived from the variational formulation of the CEM.
To collect measurement data, for each injected current, we measure the voltages
on E1,. . . ,EL−1 against the grounded L-th electrode and thus collect a matrix of
measurements
R(σ, z) :=
(
R[i,j](σ, z)
)L−1
i,j=1
:=
(
U
[j]
i
)L−1
i,j=1
∈ R(L−1)×(L−1). (2.7)
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The matrix R(σ, z) is easily shown to be symmetric.
For such measurements modeled with the CEM, we consider the anomaly detection
problem (cf. Chapter 1), i.e., we try to detect regions (the so-called inclusions) in
Ω where the conductivity differs from a normal background range.1 To allow for
modeling and measurement errors in this context, we make the following setting
assumptions:
(a) Conductivity distribution σ(x): The true conductivity distribution is given
by an inclusion conductivity σD(x) ∈ L∞+ (D) inside an inclusion D ⊆ Ω and
by a background conductivity σB(x) ∈ L∞+ (Ω \D) inside Ω \D, i.e.
σ(x) =
{
σD(x), x ∈ D,
σB(x), x ∈ Ω \D.
(b) Background error  ≥ 0: The background conductivity approximately
agrees with a known positive constant σ0 > 0,
|σB(x)− σ0| ≤  for all x ∈ Ω \D.
(c) Inclusion conductivity contrast c > 0: We assume that we know a lower
bound on the inclusion contrast, i.e., that we know c > 0 with either
(i) σD(x)− σ0 ≥ c for all x ∈ D, or
(ii) σ0 − σD(x) ≥ c for all x ∈ D.
(d) Contact impedances error γ ≥ 0: We assume that we approximately know
the vector of contact impedances z ∈ RL+, i.e., that we know z0 ∈ RL+ with∣∣∣z[l] − z[l]0 ∣∣∣ ≤ γ for all l ∈ {1, 2, . . . , L}.
(e) Measurement noise δ ≥ 0: We assume that we can measure the voltages
R(σ, z) up to a noise level δ > 0, i.e., that we are given Rδ ∈ R(L−1)×(L−1) with
‖R(σ, z)−Rδ‖ ≤ δ.
Possibly replacing Rδ by its symmetric part, we can assume that Rδ is sym-
metric.
1We implicitly assume that all sets that we consider in this chapter (e.g., inclusions or test
inclusions) are at least measurable sets.
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2.3 Monotonicity
Our results are based on the following monotonicity relations that extend results
of Gisser, Ikehata, Isaacson, Kang, Newell, Rubinacci, Seo, Sheen, and Tamburrino
[GIN90, Ike98, KSS97, TR02]. Cf. also the monotonicity relations presented in
Chapter 1 for measurements modeled with the continuum model (CM).
Theorem 2.3.1. For i ∈ {1, 2}, let σi ∈ L∞+ (Ω) be a conductivity distribution and
zi ∈ RL+ be a contact impedances vector. Then
σ1 ≤ σ2, z1 ≥ z2 implies R (σ1, z1) ≥ R (σ2, z2) . (2.8)
The inequalities on the left-hand side of the implication are meant pointwise. The
inequality on the right-hand side has to be understood in the sense of matrix defi-
niteness.
Proof. This follows from the more general Theorem 2.3.2 below. 
Theorem 2.3.1 yields monotonicity-based inclusion detection methods, cf. [TR02].
To present the main idea, consider the simple example where σ = 1 + χD, where
χD is the characteristic function on D, and the vector of the contact impedances
z ∈ RL+ is known exactly.
For a small ball B ⊆ Ω, we define a test conductivity τB = 1 + χB. From the
monotonicity relation of Theorem 2.3.1 we have that
B ⊆ D implies R(τB, z) ≥ R(σ, z).
Hence, the union of all test balls B fulfilling R(τB, z) ≥ R(σ, z) is an upper bound
of the inclusion D.
In Chapter 1 (see [HU] for the published version) we showed that for continuous
boundary data monotonicity methods are actually capable of reconstructing the
exact shape D under rather general assumptions. Moreover, in Chapter 1 it is
shown how to replace the monotonicity tests by fast linearized versions without
losing shape information, see also [HS10].
We cannot expect exact shape reconstructions in settings with a finite number of
electrodes and imprecisely known contact impedances and background conductiv-
ities. However, monotonicity-based arguments will allow us to characterize the
achievable resolution in such settings. For this, we formulate a quantitative ver-
sion of Theorem 2.3.1:
Theorem 2.3.2. For i ∈ {1, 2}, let σi ∈ L∞+ (Ω) be a conductivity distribution
and zi ∈ RL+ be a contact impedances vector. Given w ∈ RL−1, let (vi, Vi) ∈ H be
the corresponding potentials resulting from driving a current of wi through the i-th
electrode, respectively. (Note that this implies a current flux of −∑Ll=1 wl through
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the grounded L-th electrode.) Then∫
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Proof. From the variational formulation of the CEM (2.1), we obtain for i, j ∈
{1, 2},
wTVj =
∫
Ω
σi∇vi · ∇vjdx
+
L∑
l=1
1
z
[l]
i
∫
El
(
vi − V [l]i
)(
vj − V [l]j
)
ds
=: Bi((vi, Vi), (vj, Vj))
and, by linearity, we have that
Vj = R(σj, zj)w, j ∈ {1, 2}.
Hence, it holds that
wT (R (σ2, z2)−R (σ1, z1))w
= wT (V2 − V1)
= 2B1 ((v1, V1) , (v2, V2))−B2 ((v2, V2) , (v2, V2))
−B1 ((v1, V1) , (v1, V1))
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Since the first two summands are non-negative, the first inequality of the theorem
follows.
Interchanging the pairs (σ1, z1) and (σ2, z2) and applying
σ2 |∇ (v2 − v1)|2 + (σ1 − σ2) |∇v1|2
= σ1
∣∣∣∣∇v1 − σ2σ1∇v2
∣∣∣∣2 + σ2σ1 (σ1 − σ2) |∇v2|2
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yields
wT (R (σ2, z2)−R (σ1, z1))w
=
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Since the last two summands are non-negative, the second inequality of the theorem
is proven. 
2.4 Resolution guarantees
In this section we introduce the concept of rigorous resolution guarantees and show
how to verify such guarantees by a simple test. We consider the setting described in
Section 2.2, see also Figure 2.2. Let Id denotes the unit matrix in R(L−1)×(L−1).
Definition 2.4.1. An inclusion detection method that yields a reconstruction DR
to the true inclusion D is said to fulfill a resolution guarantee with respect to a
partition (ωs)Ns=1 ⊆ Ω if
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(i) ωs ⊆ D implies ωs ⊆ DR for s ∈ {1, 2, . . . , N} (i.e., every element that is
covered by the inclusion will correctly be marked in the reconstruction), and
(ii) D = ∅ implies DR = ∅ (i.e., if there is no inclusion then no element will be
marked in the reconstruction).
E1
E2
E3
E4
E5
E6
...
ω1 ω2 ω3 ω4 ω5 · · ·
ωs
D
Ω
Figure 2.2: Setting with a sample inclusion and resolution. c© 2015 IEEE
Hence, if a resolution guarantee holds true, then no false positives are detected in
the anomaly-free case, and no false negatives are detected in the case of inclusions
over a certain size.
Obviously, a resolution guarantee will not hold true for arbitrarily fine partitions.
The achievable resolution will depend on the number of electrodes, the contrast of
the inclusions, the background error, the contact impedances error, and the mea-
surement noise, cf. Section 2.2 (a)-(e).
We will derive a simple test to verify whether a resolution guarantee holds true
for a given partition. To this end, we first consider the case of inclusions that are
more conductive than the background. The analogous results for less conductive
inclusions are summarized in Section 2.4.3. We use the following notations:
σBmin := σ0 − ,
σBmax := σ0 + ,
σDmin := σ0 + c,
zmin := z0 − γ(1, 1, . . . , 1),
zmax := z0 + γ(1, 1, . . . , 1).
2.4.1 Verification of resolution guarantees
To verify whether a resolution guarantee holds true in a given setting, we will apply
the following monotonicity-based inclusion detection method. In the following we
denote the set of eigenvalues of a symmetric square matrix A by eig(A) and we write
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A1 ≥ A2 (or A2 ≤ A1) if the difference A1−A2 of two symmetric square matrices is
positive semidefinite, i.e., if A1 − A2 possesses only non-negative eigenvalues.
Algorithm 2.4.2. Mark each resolution element ωs for which
R(τs, zmax) + δId ≥ Rδ, (2.9)
where
τs := σBminχΩ\ωs + σDminχωs , s ∈ {1, 2, . . . , N}. (2.10)
Then the reconstruction DR is given by the union of the marked resolution elements.
Theorem 2.4.3. The reconstruction of Algorithm 2.4.2 fulfills the resolution guar-
antee if
µ < −2δ ≤ 0 (2.11)
with
µ :=
N
max
s=1
(min (eig (R(τs, zmax)−R(σBmax, zmin)))) . (2.12)
Proof. First let ωs ⊆ D. Then τs ≤ σ and zmax ≥ z. Theorem 2.3.1 implies that
R(σ, z) ≤ R(τs, zmax).
Hence, R(τs, zmax) + δId ≥ Rδ so that ωs will be marked by Algorithm 2.4.2. This
shows that part (i) of the resolution guarantee is satisfied.
To show part (ii) of the resolution guarantee, assume that D = ∅ and DR 6= ∅. Then
there must be an index s ∈ {1, 2, . . . , N} with
R(τs, zmax) + δId ≥ Rδ.
Using Theorem 2.3.1 we obtain
−2δId ≤ R(τs, zmax)− (δId +Rδ)
≤ R(τs, zmax)−R(σ, z)
≤ R(τs, zmax)−R(σBmax, zmin)
and thus µ ≥ −2δ. 
Theorem 2.4.3 gives a rigorous yet conceptually simple criterion to check whether a
given resolution guarantee is valid or not. Given a partition (ωs)Ns=1 and bounds
on the background and contact impedance error, we obtain µ from calculating
R(τs, zmax) and R(σBmax, zmin) by solving the partial differential equations of the
complete electrode model. If this yields a negative value for µ, the resolution guar-
antee holds true up to a measurement error of δ < −µ/2.
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2.4.2 Fast linearized verification of resolution guarantees
Checking the criterion in Theorem 2.4.3 for a partition with N elements requires
the solution of N + 1 forward problems. A less accurate but considerably faster test
can be obtained by replacing the monotonicity tests in Algorithm 2.4.2
R(τs, zmax) + δId ≥ Rδ,
with their linearized approximations
R(σBmin, zmax) + λR
′(σBmin, zmax)(χωs) + δId ≥ Rδ, (2.13)
where λ ∈ R is a suitably chosen contrast level (as defined in Algorithm 2.4.5 or
2.4.9),
R′ (σBmin, zmax) (χωs) = −
(∫
ωs
∇ui · ∇uj dx
)L−1
i,j=1
, (2.14)
where ui and uj are the corresponding solutions (inner potentials) of the CEM intro-
duced in Section 2.2 with interior conductivity σBmin and contact impedances zmax.
One can interpret R′ as the Fréchet derivative of the measurements with respect to
the interior conductivity distribution, cf., e.g., Lionheart [Lio04] or Lechleiter and
Rieder [LR08], but we will not require this in the following.
Remark 2.4.4. The matrix R′ (σBmin, zmax) (χωs) can be expressed in terms of the
sensitivity matrix S that is frequently being used in FEM-based EIT solvers (cf.,
e.g., [CHS13] for a recent work in the context of inclusion detection).
Let (qr)pr=1 be the elements of a FEM discretization of the considered domain Ω.
The sensitivity matrix S ∈ R(L−1)2×p is given by
S =
 S1...
SL−1
 (2.15)
with
Sj =
(
S [i,r]j
)
=
(
−
∫
qr
∇ui · ∇uj dx
)
∈ R(L−1)×p. (2.16)
If each element ωs in the resolution partition is a union of elements qr of the FEM-
discretization, then the entries of R′ can be obtained from summing up the corre-
sponding entries of S as follows:
R′ (σBmin, zmax) (χωs) =
( ∑
r: qr⊆ωs
S [i,r]j
)L−1
i,j=1
. (2.17)
49
Chapter 2. Resolution guarantees in EIT
To choose the parameter λ, we require the additional knowledge of a global bound
σmax ∈ R with
σ(x) ≤ σmax for all x ∈ Ω. (2.18)
Algorithm 2.4.5. Mark each resolution element ωs for which
Ts + δId ≥ Rδ, (2.19)
where
Ts := R(σBmin, zmax) + λR
′(σBmin, zmax)(χωs) (2.20)
and
λ := (c+ )
σBmin
σmax
, s ∈ {1, 2, . . . , N}. (2.21)
Then the reconstruction DR is given by the union of the marked resolution elements.
Theorem 2.4.6. The reconstruction of Algorithm 2.4.5 fulfills the resolution guar-
antee if
µ < −2δ ≤ 0 (2.22)
with
µ :=
N
max
s=1
(min(eig(Ts −R(σBmax, zmin)))). (2.23)
Proof. First let ωs ⊆ D. Given a vector w ∈ RL−1, let uw be the inner potential in
a body Ω with interior conductivity σBmin and contact impedances zmax that results
from driving currents of w1, w2, . . . , wL−1 through the electrodes E1, E2, . . . , EL−1,
respectively. (Note that this implies a current flux of −∑L−1l=1 wl through the
grounded L-th electrode.)
Theorem 2.3.2 yields that
wT (R(σBmin, zmax)−R(σ, zmax))w
≥
∫
Ω
σBmin
σ
(σ − σBmin)|∇uw|2dx,
and since ωs ⊆ D implies σ − σBmin ≥ (c+ )χωs , it follows that
R(σBmin, zmax)−R(σ, zmax) ≥ −λR′(σBmin, zmax)(χωs).
Hence, we obtain from Theorem 2.3.1 that
Ts + δId
= R(σBmin, zmax) + λR
′(σBmin, zmax)(χωs) + δId
≥ R(σ, zmax) + δId ≥ R(σ, z) + δId
≥ Rδ.
Hence, ωs will be marked, which shows that part (i) of the resolution guarantee is
satisfied.
The proof of part (ii) of the resolution guarantee is completely analogous to the
proof of part (ii) in Theorem 2.4.3. 
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2.4.3 Verification for less conductive inclusions
The theory and the results are almost the same in the case that we consider inclusions
that are less conductive than the background. In that case we set
σDmax := σ0 − c < σBmin (2.24)
and consider the following Algorithms 2.4.7 and 2.4.9.
Algorithm 2.4.7. Mark each resolution element ωs for which
R(τs, zmin)− δId ≤ Rδ, (2.25)
where
τs := σBmaxχΩ\ωs + σDmaxχωs , s ∈ {1, 2, . . . , N}.
Then the reconstruction DR is given by the union of the marked resolution elements.
Theorem 2.4.8. The reconstruction of Algorithm 2.4.7 fulfills the resolution guar-
antee if
µ > 2δ ≥ 0 (2.26)
with
µ :=
N
min
s=1
(max (eig (R(τs, zmin)−R(σBmin, zmax)))) .
Proof. The proof of part (i) of the resolution guarantee is analogous to the proof
of part (i) in Theorem 2.4.3.
To show part (ii) of the resolution guarantee, assume that D = ∅ and DR 6= ∅. Then
there must be an index s ∈ {1, 2, . . . , N} with
R(τs, zmin)− δId ≤ Rδ ≤ R(σ, z) + δId.
Using Theorem 2.3.1, we obtain
R(τs, zmin)− 2δId ≤ R(σBmin, zmax),
and thus µ ≤ 2δ. 
Algorithm 2.4.9. Mark each resolution element ωs for which
Ts − δId ≤ Rδ, (2.27)
where
Ts := R(σBmax, zmin) +R
′(σBmax, zmin)(λχωs), (2.28)
λ := −(c+ ), s ∈ {1, 2, . . . , N}. (2.29)
Then the reconstruction DR is given by the union of the marked resolution elements.
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Theorem 2.4.10. The reconstruction of Algorithm 2.4.9 fulfills the resolution guar-
antee if
µ > 2δ ≥ 0 (2.30)
with
µ :=
N
min
s=1
(max (eig (Ts −R(σBmin, zmax)))) . (2.31)
Proof. First let ωs ⊆ D. Given a vector w ∈ RL−1, let uw be the inner potential in
a body Ω with interior conductivity σBmax and contact impedances zmin that results
from driving a current of wj through the j-th electrode, respectively. As in the proof
of Theorem 2.4.6, by applying the Theorems 2.3.1 and 2.3.2, we obtain
wT (R(σBmax, zmin)− δId−Rδ)w ≤ λ
∫
D
|∇uw|2 dx.
This yields
Ts − δId ≤ Rδ.
Hence, ωs will be marked, which shows that part (i) of the resolution guarantee is
satisfied.
The proof of part (ii) of the resolution guarantee is completely analogous to the
proof of part (ii) in Theorem 2.4.8. 
2.5 Numerical results
The numerical results in this section are generated with MATLAB R© and the com-
mercial FEM-software COMSOL R©.
In all examples we use the measurement setup explained in Figure 2.1. Conductiv-
ities and contact impedances are given in Siemens/meter (S/m) and Ohm-square
meter (Ωm2), respectively. The unit of length is meter (m). Currents and voltages
are measured in milliampere (mA) and millivolt (mV), respectively.
2.5.1 Results for academic examples
We consider two measurement setups (see Figure 2.3 and 2.4). For both settings, we
assume that the background conductivity is approximately σ0 = 1 and the contact
impedances are approximately z0 = (1, 1, . . . , 1) ∈ RL. The inclusions conductivity
contrast is assumed to be c = 10.
The results for Figure 2.3 using our non-linearized verification procedure in Theorem
2.4.3 are presented in Table 2.1. Table 2.2 shows the results for Figure 2.3 obtained
from the linearized verification procedure in Theorem 2.4.6 under the additional
assumption that σDmax = 15 is an upper bound on the inclusion contrast.
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The desired resolution shown in the second measurement setup in Figure 2.4 is par-
ticularly ambitious. Using the non-linearized verification method, it is not possible
to guarantee the shown resolution. Under the additional assumption σDmax = 12 on
the upper bound of the inclusion contrast, the resolution can be guaranteed using
the linearized validation method up to the errors given in Table 2.3.
Figure 2.3: Ω = [−1, 1]2 and 36 electrodes are covering 50% of the boundary. The first
electrode E1 is the lowermost one on the right boundary edge and the elec-
trodes are numbered counter-clockwise. c© 2015 IEEE
Figure 2.4: Ω = [−1, 1]2 and 8 electrodes are covering 25% of the lower boundary edge.
The electrodes are numbered from the left to the right. c© 2015 IEEE
Table 2.1: RG validation for Figure 2.3 (non-linearized). c© 2015 IEEE
background error : contact imped. error γ: abs. meas. noise δ:
0% 0% 0.13
0.25% 0% 0.11
0% 0.25% 0.10
0.25% 0.25% 0.088
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Table 2.2: RG validation for Figure 2.3 (linearized). c© 2015 IEEE
background error : contact imped. error γ: abs. meas. noise δ:
0% 0% 0.051
0.25% 0% 0.035
0% 0.25% 0.025
0.25% 0.25% 0.013
Table 2.3: RG validation for Figure 2.4 (linearized). c© 2015 IEEE
background error : contact imped. error γ: abs. meas. noise δ:
0% 0% 0.026
0.05% 0% 0.022
0% 0.05% 0.0036
0.05% 0.05% 0.0022
2.5.2 Results using physiologically relevant parameters
The following setting is motivated by the idea of detecting hemorrhages inside fatty
tissue. The resolution partition and the electrodes are concentrated to the lower
half of a circle-shaped subject Ω. We used physiological parameter values based
on the overview about electric properties of tissue [MPH06]. We assume that the
background conductivity is approximately σ0 = 0.03. The inclusion minimal con-
ductivity contrast is c = 0.43 − 0.03 = 0.4 and the upper bound of the inclusion
conductivity is σDmax = 0.7.
Figure 2.5: Ω is a disk with diameter of 0.05 and 8 electrodes are covering 47% of the
lower half of the boundary. The electrodes are numbered from the left to the
right. The resolution partition covers the lower half of the disk. c© 2015 IEEE
Since realistic values for contact impedances are typically (or can be modeled to be)
much smaller than 1 (cf. [VKV+02]), we assume the contact impedance on each
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electrode to be approximately 0.01.
The results for Figure 2.5 using our non-linearized verification procedure in Theorem
2.4.3 are presented in Table 2.4. Table 2.5 shows the results for Figure 2.5 obtained
from the linearized verification procedure in Theorem 2.4.6.
Table 2.4: RG validation for Figure 2.5 (non-linearized). c© 2015 IEEE
background error : contact imped. error γ: abs. meas. noise δ:
0% 0% 4.4
5% 0% 0.7
0% 5% 4.1
5% 5% 0.6
Table 2.5: RG validation for Figure 2.5 (linearized). c© 2015 IEEE
background error : contact imped. error γ: abs. meas. noise δ:
0% 0% 1.8
1% 0% 0.7
0% 1% 1.8
1% 1% 0.7
2.5.3 Reconstruction guarantees in a region of interest
Our results can be extended to the case where certain areas should be excluded from
the region of interest, e.g., if their background range is known to be violated. As an
example, we will add to the setting in Section 2.5.2 an area ωI consisting of bone
and blood beside fat with a conductivity range of (0.01, 0.7), cf. [MPH06].
The theory in 2.4.1 can be extended as follows. Let σImin, σImax ∈ R+ with
σ(x) ∈ (σImin, σImax) for all x ∈ ωI
be the bounds for the conductivity in the area that is to be excluded from the
region of interest. We apply Algorithm 2.4.2 with the following changes: τs in (2.10)
is replaced by
τs := σBminχΩ\(ωs∪ωI) + σDminχωs + σIminχωI (2.32)
and σBmax in (2.12) (in Theorem 2.4.3) is replaced by
σBmaxχΩ\ωI + σImaxχωI . (2.33)
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Then analogously to the result in Theorem 2.4.3, we obtain a reconstruction guar-
antee where every element covered by the inclusion will be correctly marked and no
element will be marked if there is no anomaly outside of ωI .
We tested this variant on the setting shown in Figure 2.6, where ωI is assumed to
consist of bone and blood beside fat with a conductivity range of (0.01, 0.7). The
results are presented in Table 2.6.
ωI
Figure 2.6: Ω is a disk with diameter of 0.05 and 8 electrodes are covering 47% of the
lower half of the boundary. The electrodes are numbered from the left to the
right. The resolution partition covers the lower half of the disk. The area ωI
allows the presence of bone and blood beside fat. c© 2015 IEEE
Table 2.6: RG (extended version) validation for Figure 2.6. c© 2015 IEEE
background error : contact imped. error γ: abs. meas. noise δ:
0% 0% 2.6
5% 0% 0.3
0% 5% 2.4
5% 5% 0.2
2.6 Conclusion and discussion
We have introduced a rigorous concept of resolution for anomaly detection and
showed that it is principally possible to rigorously guarantee a certain resolution
even for settings that include both, systematic modeling (background and contact
impedance) errors and general (e.g., measurement) errors.
We have derived a constructive method to evaluate the amount of errors up to which
a given desired resolution can be guaranteed. We have also derived a linearized
variant of our method that allows fast validation of resolution guarantees (while still
yielding rigorous results). In that context let us stress that somewhat surprisingly
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the linearized variant does not seem to be always inferior to the non-linearized
variant as the last example in Subsection 2.5.1 shows.
Our results may be used to determine whether a desired resolution can be achieved
and to quantify the required measurement accuracy. Moreover, our results could be
the basis of optimization strategies regarding the resolution, the driving patterns or
the number and the positions of the electrodes.
It would be interesting to extend our approach to explicitly address other systematic
errors, e.g., including the shape of the imaging domain and the position as well as
the shape of the electrodes.
We believe that further investigation and experimental justification of the concept
of resolution guarantees could help improving the reliability of EIT-based anomaly
detection.
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Chapter 3
Combining frequency-difference and
ultrasound-modulated EIT
Up to some modifications the Sections 3.1 - 3.5 are the Sections 1-5 of the paper
[HEU15] that has been submitted to the journal Inverse Problems.
c© IOP. Unauthorized reproduction is prohibited.
3.1 Introduction
In the previous chapter we have shown that some kind of resolution guarantees (for
anomaly detection) are principally possible for electrical impedance tomography
(EIT) settings that include both systematic modeling and random measurement (or
further) errors. In accordance with the numerical results in Section 2.5 this shows
that reliable reconstructions of conductivity anomalies are principally possible for
fairly small modeling and measurement errors. Nevertheless, the following consid-
erations have to be taken into account. The measurements are very insensitive to
changes in the conductivity values away from the electrodes. They do, however,
strongly depend on the measurement geometry, i.e., the position of the electrodes
and the shape of the imaging domain. In most applications it is not feasible to pre-
cisely measure the geometry, and electrodes are frequently placed by hand. Hence,
such modeling or geometry errors present a major challenge for practical EIT appli-
cations.
In this chapter we propose a new measurement setup for anomaly detection and
describe a reconstruction method that is completely unaffected by geometrical mod-
eling errors, as it does not require the knowledge of the position of the electrodes or
the shape of the imaging domain.
The main idea of our new technique is to combine ultrasound-modulated EIT mea-
surements with frequency-difference EIT measurements. We focus an ultrasound
wave on a small region inside the imaging domain to alter the conductivity in the
focusing region. The resulting effect on the EIT measurements is then compared
to the effect of a change in the electric current frequency. This comparison shows
whether the focusing region lies inside a conductivity anomaly or not.
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To decide whether the focusing region lies inside an anomaly, our method utilizes
only the two sets of EIT measurements (with ultrasound-modulation and after the
frequency change) and the ratio of the background conductivity before and after the
frequency change. The latter can be estimated from comparing EIT measurements
before and after the frequency change, as it is done in weighted frequency-difference
EIT (see the references below). The method can be implemented using simple
monotonicity tests, similar as in the Chapters 1 and 2.
The method does not use any forward simulations or explicitly known special solu-
tions, that would depend on the geometry of the setup. Hence, it does not require
any knowledge of the position of the electrodes or the shape of the imaging domain,
and is hence completely unaffected by modeling errors.
We give a complete proof that our method correctly detects whether the focusing
region lies inside an inclusion or not for the case that measurements are modeled by
the continuum model (CM), in which the measurements are given by the Neumann-
to-Dirichlet operator. For the case of measurements on a finite number of electrodes
modeled by the shunt model (SM), we prove that the method correctly identifies
the case where the focusing region lies inside the anomaly. We also give a physical
justification (in the spirit of [HSW10]) that regions outside the anomaly will be
identified correctly if enough electrodes are used for the measurements.
Let us now comment on related works and the origins of our approach. Our new
method is based on a monotonicity-based comparison of weighted frequency-differ-
ence EIT (fdEIT) and ultrasound-modulated EIT (UMEIT) measurements. Mono-
tonicity-based comparisons were first considered as heuristic inclusion detection
methods. They were implemented and numerically tested by Tamburrino and Ru-
binacci [TR02, Tam06]. Recently, they were rigorously justified [HU] (the published
version of Chapter 1) using the concept of localized potentials [Geb08]. Weighted
fdEIT has been introduced in order to improve the reconstruction stability with
respect to modeling errors in settings where no reference (anomaly-free) data is
available, see [SLZ+08, HS09, HSW10]. The hybrid tomography technique UMEIT
was introduced in [ABC+08]. When the measurement geometry is known, UMEIT
allows to measure the interior electrical energy of the subject by altering the conduc-
tivity with a focused ultrasound wave (cf. the related idea of Impedance-Acoustic
Tomography [GS08], where interior energy data is obtained from measuring ex-
pansion effects caused by electrical heating). Knowledge of this additional interior
energy information eliminates the major cause of ill-posedness in the reconstruction
process, which could greatly increase image resolution.
At this point, it has to be noted that the idea of using focused ultrasound waves
in EIT yet has to be experimentally validated. The results in this chapter are
derived under the idealistic assumption of a perfectly focused ultrasound wave that
changes the conductivity in a well-defined ball-shaped region. Of course, in reality,
such a perfect focus cannot be realized and the ultrasound wave will also affect the
conductivity outside the focusing region.
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The chapter is organized as follows. In Section 3.2 we introduce the general setting
of complex conductivity EIT and ultrasound-modulated EIT for the continuous case,
where boundary data is modeled by the CM. Then we develop a monotonicity rela-
tion for the complex conductivity EIT. Using this relation and the concept of local-
ized potentials (see Chapter 1), we derive an anomaly detection result that makes use
of a comparison of measurements at non-zero frequency and ultrasound-modulated
DC measurements. In Section 3.3 we derive the corresponding result for a more re-
alistic electrode measurement setting, where the boundary data is modeled with the
SM. In Section 3.4 we numerically test the anomaly reconstruction method of Sec-
tion 3.3 for two- and three-dimensional settings. Finally, in Section 3.5 we conclude
the chapter with a discussion on its main results.
3.2 Continuous boundary data
3.2.1 The setting
We start by describing the general setting of complex conductivity EIT and ultra-
sound-modulated EIT with continuous boundary data. We consider a bounded
imaging domain Ω ⊂ Rn, n ≥ 2, with piecewise smooth boundary. For x ∈ Ω, let
γω(x) = σω(x) + iωω(x)
denote the complex admittivity of the imaging subject at frequency ω ≥ 0. We
assume that
<(γω) = σω ∈ L∞+ (Ω;R) and =(γω) = ωω ∈ L∞(Ω;R),
where <(·) and =(·) denote the real and imaginary part, the subscript “+” indicates
functions with positive (essential) infima, and throughout this chapter all function
spaces consist of complex-valued functions if not stated otherwise.
Complex EIT measurements consist of applying time-harmonic currents to the sur-
face of the imaging domain and measuring the resulting electric surface potential.
In the CM (see, e.g., [CIN99]), these measurements are described by the Neumann-
to-Dirichlet operator
Λ(γω) : L
2
(∂Ω)→ L2(∂Ω), g 7→ u(g)γω |∂Ω,
where u(g)γω ∈ H1 (Ω) is the unique solution of
∇ · (γω∇u(g)γω ) = 0 in Ω and γω∂νu(g)γω |∂Ω = g. (3.1)
Here, the subspaces of L2(∂Ω)- and H1(Ω)-functions with vanishing integral mean
on ∂Ω are denoted by L2(∂Ω) and H1 (Ω), respectively. ν is the outer normal on ∂Ω.
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The existence of an unique solution is a consequence of the Lax-Milgram theorem.
Furthermore, it is well known that Λ(γω) is a well-defined, linear and compact
operator.
The idea of ultrasound-modulated EIT is to focus an ultrasound wave on a small
part B ⊆ Ω in order to change the density of the material and thus its conductivity
in B, cf. [ABC+08]. A simple, very idealistic model is that the focused ultrasound
wave changes the conductivity from γω to γω(1 +αχB), where α > 0 depends on the
strength of the ultrasound wave and χB is the characteristic function of B. Hence,
ultrasound-modulated EIT measurements can be modeled as
Λ(γω(1 + αχB)).
In this chapter we will compare measurements at a non-zero frequency Λ(γω), ω > 0,
with ultrasound-modulated DC measurements Λ(γ0(1 + αχB)) in order to detect
whether the ultrasound-modulated part B lies inside a conductivity anomaly or
not.
3.2.2 Monotonicity results for the continuum model
We will compare measurements in the sense of operator definiteness. Given a
bounded operator A : L2(∂Ω)→ L2(∂Ω), we define its self-adjoint part by
<(A) := 1
2
(A+ A∗),
where A∗ : L2(∂Ω)→ L2(∂Ω) is the adjoint of A, i.e.,∫
∂Ω
g(Ah) ds =
∫
∂Ω
(A∗g)h ds for all g, h ∈ L2(∂Ω).
Obviously, <(A) is self-adjoint.
For two self-adjoint bounded operators A,B : L2(∂Ω) → L2(∂Ω), we write A ≤ B
if B − A is positive semidefinite, i.e.,∫
∂Ω
g(B − A)g ds ≥ 0 for all g ∈ L2(∂Ω).
For compact operators, this is equivalent to the fact that all eigenvalues of B − A
are non-negative.
Note that the Neumann-to-Dirichlet operator Λ(γω) satisfies∫
∂Ω
gΛ(γω)h ds =
∫
∂Ω
gu(h)γω |∂Ω ds =
∫
Ω
γω∇u(g)γω · ∇u(h)γω dx
and ∫
∂Ω
gΛ(γω)h ds =
∫
Ω
γω∇u(g)γω · ∇u(h)γω dx =
∫
∂Ω
hΛ(γω)g ds.
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In that sense, Λ(γω) is symmetric but generally (for complex γω) not self-adjoint.
In Chapter 1 we have seen that for the case of continuous boundary measurements
and real-valued conductivity functions σ1, σ2 ∈ L∞+ (Ω;R) it holds that∫
Ω
σ2
σ1
(σ1 − σ2)
∣∣∇u(g)σ2 ∣∣2 dx
≤
∫
∂Ω
g (Λ(σ2)− Λ(σ1)) g ds ≤
∫
Ω
(σ1 − σ2)
∣∣∇u(g)σ2 ∣∣2 dx, (3.2)
where u(g)σ2 solves the EIT equation (3.1) with conductivity σ2 and boundary currents
given by g. Hence, we obtain the monotonicity relation
σ1 ≤ σ2 implies that Λ(σ1) ≥ Λ(σ2),
so that an imaging domain with larger conductivity leads to smaller measurements
in the sense of operator definiteness. The monotonicity relation (3.2) goes back to
Ikehata, Kang, Seo, and Sheen [KSS97, Ike98]. It is the basis of many results on
inclusion detection in EIT, cf. [Kir05, IIN+07, HS09, HS10, HSW10, Har13] and
[HU] (presented in Chapter 1).
The following lemma extends the relation (3.2) to complex-valued conductivities
(see also [Kir05, HS09, HSW10] for similar results).
Lemma 3.2.1. Let γ1, γ2 ∈ L∞+ (Ω;R) + iL∞(Ω;R), g ∈ L2(∂Ω), and u(g)γ1 , u(g)γ2 ∈
H1 (Ω) be the corresponding solutions of (3.1). Then∫
Ω
(<(γ2)
<(γ1)<(γ1 − γ2)−
=(γ2)2
<(γ1)
) ∣∣∇u(g)γ2 ∣∣2 dx
≤
∫
∂Ω
g< (Λ(γ2)− Λ(γ1)) g ds ≤
∫
Ω
(
<(γ1 − γ2) + =(γ1)
2
<(γ1)
) ∣∣∇u(g)γ2 ∣∣2 dx.
The proof of Lemma 3.2.1 is postponed to the end of this section.
3.2.3 Detecting inclusions in the continuous case
We assume that the imaging domain consists of a homogeneous background medium
with one or several conductivity anomalies (inclusions) D. For simplicity, we will
present our result for the case that the anomalies possess a constant admittivity
and that the conductivity σω and the permittivity ω do not change with frequency.
More precisely, we assume that D ⊂ Ω is a closed set with connected complement
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and that γ0 and γω are given by
γ0(x) =
{
γ
(Ω)
0 = σΩ for x ∈ Ω \D,
γ
(D)
0 = σD for x ∈ D,
(3.3)
γω(x) =
{
γ
(Ω)
ω = σΩ + iωΩ for x ∈ Ω \D,
γ
(D)
ω = σD + iωD for x ∈ D,
(3.4)
with constants σΩ, σD, Ω, D > 0. We also assume that the anomaly fulfills
DσΩ − ΩσD 6= 0, (3.5)
which is the contrast condition required to detect inclusion in weighted fdEIT, cf.
[HS09, Remark 2.3]. Our results can be formulated under more general conditions
as long as the background conductivities are constant, see Remark 3.2.5 below.
The ratio of the background conductivities is denoted by
α :=
γ
(Ω)
ω
γ
(Ω)
0
= 1 + iω
Ω
σΩ
. (3.6)
We show that the anomaly D can be detected from comparing (ratio-weighted) EIT
measurements at a non-zero frequency ω > 0 with ultrasound-modulated DC mea-
surements, i.e., we can detect D from the knowledge of Λ(γω), Λ(γ0(1 + αχB)) and
the background ratio α. Note that the background ratio α could also be estimated
by additionally taking un-modulated DC measurements Λ(γ0) and comparing them
with Λ(γω) in the same way as in weighted fdEIT, cf. [SLZ+08, HS09, HSW10].
Theorem 3.2.2. Let c := DσΩ−ΩσD 6= 0. For sufficiently small β > 0 and every
open set B ⊆ Ω, it holds that
B ⊆ D if and only if < (αΛ(γω))
{
≤ Λ((1 + βχB)γ0) if c > 0,
≥ Λ((1− βχB)γ0) if c < 0.
(3.7)
The constant β > 0 is sufficiently small if
β ≤
{
Ω
σΩ
C ′ if c > 0,
− D
σD
C if c < 0,
where
C := ω2
c
σDσΩ + ω2DΩ
and C ′ := ω2
σΩ
σD
· c
σ2Ω + ω
22Ω
.
Theorem 3.2.2 shows that, for sufficiently small modulation strengths, the ultra-
sound-modulated DC measurements are larger (c > 0) or smaller (c < 0) than (the
self-adjoint part of ratio-weighted) measurements taken at a non-zero frequency if
and only if the focusing region lies inside the unknown inclusion D. The term larger
and smaller are to be understood in the sense of operator definiteness.
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3.2.4 Proof of the main results for the continuum model
Our proof of Theorem 3.2.2 relies on the monotonicity relation for complex con-
ductivity EIT in Lemma 3.2.1 and the concept of localized potentials developed by
Harrach in [Geb08]. To prove Lemma 3.2.1 we will first show the following auxiliary
result that will also be useful for the case of electrode measurements.
Lemma 3.2.3. Let γ1, γ2 ∈ L∞+ (Ω;R) + iL∞(Ω;R), g ∈ L2(∂Ω), and u1, u2 ∈
H1(Ω) fulfill
∫
Ω
γ1|∇u1|2 dx =
∫
Ω
γ2∇u2 · ∇u1 dx,∫
Ω
γ2|∇u2|2 dx =
∫
Ω
γ1∇u1 · ∇u2 dx.
Then ∫
Ω
(<(γ2)
<(γ1)<(γ1 − γ2)−
=(γ2)2
<(γ1)
)
|∇u2|2 dx
≤
∫
Ω
<(γ2)|∇u2|2 dx−
∫
Ω
<(γ1)|∇u1|2 dx
≤
∫
Ω
(
<(γ1 − γ2) + =(γ1)
2
<(γ1)
)
|∇u2|2 dx.
Proof. Since
0 ≤
∫
Ω
<(γ1)
∣∣∣∣∇u1 − γ2<(γ1)∇u2
∣∣∣∣2 dx
= <
(∫
Ω
γ1|∇u1|2 dx− 2
∫
Ω
γ2∇u2 · ∇u1 dx
)
+
∫
Ω
|γ2|2
<(γ1) |∇u2|
2 dx
= −
∫
Ω
<(γ1)|∇u1|2 dx+
∫
Ω
|γ2|2
<(γ1) |∇u2|
2 dx
=
∫
Ω
<(γ2)|∇u2|2 dx−
∫
Ω
<(γ1)|∇u1|2 dx+
∫
Ω
( |γ2|2
<(γ1) −<(γ2)
)
|∇u2|2 dx,
the first inequality follows from
|γ2|2
<(γ1) −<(γ2) =
<(γ2)2 + =(γ2)2
<(γ1) −<(γ2) =
<(γ2)
<(γ1)<(γ2 − γ1) +
=(γ2)2
<(γ1) .
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Likewise, we obtain
0 ≤
∫
Ω
<(γ1)
∣∣∣∣∇u1 − γ1<(γ1)∇u2
∣∣∣∣2 dx
=
∫
Ω
<(γ1)|∇u1|2 dx− 2<
(∫
Ω
γ1∇u2 · ∇u1 dx
)
+
∫
Ω
|γ1|2
<(γ1) |∇u2|
2 dx
=
∫
Ω
<(γ1)|∇u1|2 dx−
∫
Ω
<(γ2)|∇u2|2 dx+
∫
Ω
( |γ1|2
<(γ1) −<(γ2)
)
|∇u2|2 dx
so that the second inequality follows from
|γ1|2
<(γ1) −<(γ2) = <(γ1 − γ2) +
=(γ1)2
<(γ1) .

We also require the following elementary computation.
Lemma 3.2.4. Let γ0, γω : Ω→ C, β˜ ∈ R and α ∈ C be given by (3.3),(3.4) and
(3.6). Then,
<(γ0)
<(γω/α)<(γω/α− γ0) =
{
0 in Ω \D,
ΩσD
σΩ
C in D,
<(γω/α− γ0) + =(γω/α)
2
<(γω/α) =
{
0 in Ω \D,
DC in D,
<(γω/α− (1 + β˜χB)γ0) =
{−β˜σΩχB in Ω \D,
σD
(
Ω
σΩ
C ′ − β˜χB
)
in D,
<(γω/α− (1 + β˜χB)γ0) + =(γω/α)
2
<(γω/α) =
{
−β˜σΩχB in Ω \D,
DC − β˜σDχB in D,
where
C := ω2
DσΩ − ΩσD
σDσΩ + ω2DΩ
and C ′ := ω2
σΩ
σD
· DσΩ − ΩσD
σ2Ω + ω
22Ω
.
Proof. Let
γ0 =
{
γ
(Ω)
0 = σΩ in Ω \D,
γ
(D)
0 = σD in D,
γω =
{
γ
(Ω)
ω = σΩ + iωΩ in Ω \D,
γ
(D)
ω = σD + iωD in D,
with real-valued constants σΩ, σD, Ω, D > 0 and let
α = γ(Ω)ω /γ
(Ω)
0 = 1 + iω
Ω
σΩ
∈ C.
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Then, by the definition of α,
γω/α− γ0 = 0 in Ω \D and =(γω/α) = 0 in Ω \D
so that
<(γ0)
<(γω/α)<(γω/α− γ0) = 0 in Ω \D,
<(γω/α− γ0) + =(γω/α)
2
<(γω/α) = 0 in Ω \D,
<(γω/α− (1 + β˜χB)γ0) = −β˜σΩχB in Ω \D,
<(γω/α− (1 + β˜χB)γ0) + =(γω/α)
2
<(γω/α) = −β˜σΩχB in Ω \D.
In D we have that
<(γ0) = σD,
<(γω/α) = <
(
γ(D)ω
γ
(Ω)
0
γ
(Ω)
ω
)
= σΩ<
(
σD + iωD
σΩ + iωΩ
)
= σΩ
σDσΩ + ω
2DΩ
σ2Ω + ω
22Ω
,
=(γω/α) = =
(
γ(D)ω
γ
(Ω)
0
γ
(Ω)
ω
)
= σΩ=
(
σD + iωD
σΩ + iωΩ
)
= ωσΩ
DσΩ − ΩσD
σ2Ω + ω
22Ω
.
Hence, in D
<(γω/α− γ0) = σΩσDσΩ + ω
2DΩ
σ2Ω + ω
22Ω
− σD = ω2Ω DσΩ − σDΩ
σ2Ω + ω
22Ω
and
<(γω/α− (1 + β˜χB)γ0) = σD
(
Ω
σΩ
ω2
σΩ
σD
DσΩ − ΩσD
σ2Ω + ω
22Ω
− β˜χB
)
so that
<(γ0)
<(γω/α)<(γω/α− γ0) = ω
2σDΩ
DσΩ − ΩσD
σΩ(σDσΩ + ω2DΩ)
=
ΩσD
σΩ
C,
<(γω/α− (1 + β˜χB)γ0) = σD
(
Ω
σΩ
C ′ − β˜χB
)
.
The last part of the assertion follows from
<(γω/α− γ0) + =(γω/α)
2
<(γω/α)
= ω2Ω
DσΩ − ΩσD
σ2Ω + ω
22Ω
+ ω2σΩ
(DσΩ − ΩσD)2
(σ2Ω + ω
22Ω)(σDσΩ + ω
2DΩ)
= ω2
DσΩ − ΩσD
σ2Ω + ω
22Ω
(
Ω + σΩ
DσΩ − ΩσD
σDσΩ + ω2DΩ
)
= ω2
DσΩ − ΩσD
σ2Ω + ω
22Ω
ω2D
2
Ω + Dσ
2
Ω
σDσΩ + ω2DΩ
= ω2D
DσΩ − ΩσD
σDσΩ + ω2DΩ
= DC
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that also yields
<(γω/α− (1 + β˜χB)γ0) + =(γω/α)
2
<(γω/α) = DC − β˜σDχB.

Now we are ready to prove Lemma 3.2.1 and Theorem 3.2.2.
Proof of lemma 3.2.1. Using∫
∂Ω
gΛ(γ1)g ds =
∫
∂Ω
gu(g)γ1 |∂Ω ds =
∫
Ω
γ1
∣∣∇u(g)γ1 ∣∣2 dx = ∫
Ω
γ2∇u(g)γ2 · ∇u(g)γ1 dx,∫
∂Ω
gΛ(γ2)g ds =
∫
∂Ω
gu(g)γ2 |∂Ω ds =
∫
Ω
γ2
∣∣∇u(g)γ2 ∣∣2 dx = ∫
Ω
γ1∇u(g)γ1 · ∇u(g)γ2 dx,
the assertion immediately follows from Lemma 3.2.3.

Proof of Theorem 3.2.2. Let β˜ := β if c > 0 and β˜ := −β if c < 0. We apply
Lemma 3.2.1 with γ1 := γω/α and γ2 := γ0, and obtain∫
Ω
<(γ0)
<(γω/α)<(γω/α− γ0)
∣∣∇u(g)γ0 ∣∣2 dx
≤
∫
∂Ω
g (Λ(γ0)−< (Λ(γω/α))) g ds
≤
∫
Ω
(
<(γω/α− γ0) + =(γω/α)
2
<(γω/α)
) ∣∣∇u(g)γ0 ∣∣2 dx.
Using the elementary computation in Lemma 3.2.4 it follows that
ΩσD
σΩ
C
∫
D
∣∣∇u(g)γ0 ∣∣2 dx ≤ ∫
∂Ω
g (Λ(γ0)−< (αΛ(γω))) g ds
≤ DC
∫
D
∣∣∇u(g)γ0 ∣∣2 dx. (3.8)
We also apply Lemma 3.2.1 with γ1 := (1 + β˜χB)γ0 and γ2 := γ0, and obtain
∫
B
β˜
1 + β˜
γ0
∣∣∇u(g)γ0 ∣∣2 dx ≤ ∫
∂Ω
g
(
Λ(γ0)− Λ((1 + β˜χB)γ0)
)
g ds
≤
∫
B
β˜γ0
∣∣∇u(g)γ0 ∣∣2 dx. (3.9)
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From this we obtain
ΩσD
σΩ
C
∫
D
∣∣∇u(g)γ0 ∣∣2 dx− ∫
B
β˜γ0
∣∣∇u(g)γ0 ∣∣2 dx
≤
∫
∂Ω
g
(
Λ((1 + β˜χB)γ0)−< (αΛ(γω))
)
g ds (3.10)
≤ DC
∫
D
∣∣∇u(g)γ0 ∣∣2 dx− ∫
B
β˜
1 + β˜
γ0
∣∣∇u(g)γ0 ∣∣2 dx. (3.11)
Additionally, we apply Lemma 3.2.1 with γ1 := γω/α and γ2 := (1 + β˜χB)γ0, and
obtain
∫
Ω
<((1 + β˜χB)γ0)
<(γω/α) <(γω/α− (1 + β˜χB)γ0)
∣∣∇u(g)γ2 ∣∣2 dx
≤
∫
∂Ω
g
(
Λ((1 + β˜χB)γ0)−< (Λ(γω/α))
)
g ds
≤
∫
Ω
(
<(γω/α− (1 + β˜χB)γ0) + =(γω/α)
2
<(γω/α)
) ∣∣∇u(g)γ2 ∣∣2 dx.
For the case B ⊆ D, with Lemma 3.2.4 it follows∫
D
(1 + β˜χB)γ0
<(γω/α) σD
(
Ω
σΩ
C ′ − β˜χB
) ∣∣∇u(g)γ2 ∣∣2 dx
≤
∫
∂Ω
g
(
Λ((1 + β˜χB)γ0)−< (αΛ(γω))
)
g ds (3.12)
≤
∫
D
(DC − β˜σDχB)
∣∣∇u(g)γ2 ∣∣2 dx. (3.13)
(a) We first show that
B ⊆ D implies < (αΛ(γω)) ≤ Λ((1 + β˜χB)γ0) if c > 0
or
B ⊆ D implies < (αΛ(γω)) ≥ Λ((1 + β˜χB)γ0) if c < 0.
If we consider the case where c > 0, then B ⊆ D, β˜ ≤ Ω
σΩ
C ′ and inequality
(3.12) yield ∫
∂Ω
g
(
Λ((1 + β˜χB)γ0)−< (αΛ(γω))
)
g ds ≥ 0
so that < (αΛ(γω)) ≤ Λ((1 + β˜χB)γ0).
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If c < 0, then B ⊆ D, β˜ ≥ D
σD
C and inequality (3.13) yield∫
∂Ω
g
(
Λ((1 + β˜χB)γ0)−< (αΛ(γω))
)
g ds ≤ 0
so that < (αΛ(γω)) ≥ Λ((1 + β˜χB)γ0).
(b) To show that
< (αΛ(γω)) ≤ Λ((1 + β˜χB)γ0) implies B ⊆ D if c > 0
or
< (αΛ(γω)) ≥ Λ((1 + β˜χB)γ0) implies B ⊆ D if c < 0,
we apply the technique of localized potentials [Geb08, HU] (where [HU] is the
paper version of Chapter 1). Let B 6⊆ D and β˜ > 0 if c > 0 or β˜ < 0 if
c < 0. Then we can choose a smaller open subset B′ ⊆ B with B′ ∩ D = ∅.
Since D ⊂ Ω and Ω \ D is connected, we obtain from [HU, Theorem 3.6]
(Theorem 1.3.6) a sequence of currents (gk)k∈N ⊂ L2(∂Ω) so that the solutions
(u(gk))k∈N ⊂ H1 (Ω) of
∆u(gk) = 0, ∂νu
(gk)|∂Ω = gk
fulfill
lim
k→∞
∫
B′
|∇u(gk)|2 dx =∞ and lim
k→∞
∫
D
|∇u(gk)|2 dx = 0.
Since γ0 is constant on Ω\D, [HU, Lemma 3.7] (Lemma 1.3.7) yields that also
the corresponding solutions (u(gk)0 )k∈N ⊂ H1 (Ω) of (3.1) fulfill
lim
k→∞
∫
B′
|∇u(gk)0 |2 dx =∞ and lim
k→∞
∫
D
|∇u(gk)0 |2 dx = 0.
If c > 0, it follows from (3.11) that∫
∂Ω
gk
(
Λ((1 + β˜χB)γ0)−< (αΛ(γω))
)
gk ds→ −∞,
which shows that < (αΛ(γω)) 6≤ Λ((1 + β˜χB)γ0).
If c < 0, it follows from (3.10) that∫
∂Ω
gk
(
Λ((1 + β˜χB)γ0)−< (αΛ(γω))
)
gk ds→∞,
which shows that < (αΛ(γω)) 6≥ Λ((1 + β˜χB)γ0).

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Remark 3.2.5. The theory of Theorem 3.2.2 can be applied to more general com-
plex admittivities. As before, let the imaging domain consists of a homogeneous
background medium with an anomaly region D. Furthermore, let ω > 0 be a fixed
frequency, σΩ and Ω = Ω(ω) be real constants. Then we consider the complex
admittivities (for ω = 0 and fixed ω > 0)
γ0(x) =
{
γ
(Ω)
0 (x) ≡ σΩ for x ∈ Ω \D,
γ
(D)
0 (x) = σˆD(x) for x ∈ D,
γω(x) =
{
γ
(Ω)
ω (x) ≡ σΩ + iωΩ for x ∈ Ω \D,
γ
(D)
ω (x) = σˆD(x) + iωˆD(x) for x ∈ D.
When either
D
σD
>
Ω
σΩ
with σD := ess sup(σˆD) and D := ess inf(ˆD) (3.14)
or
D
σD
<
Ω
σΩ
with σD := ess inf(σˆD) and D := ess sup(ˆD) (3.15)
is fulfilled, Theorem 3.2.2 still holds. It can be easily checked that the inequalities
in (3.12) and (3.13) still hold with (3.14) and (3.15), respectively. Even for complex
admittivities with frequency depend <(γω(x)) = σˆωD(x) as in [HS09], the general
theory of Theorem 3.2.2 can be applied to this case.
3.3 Electrode measurements
3.3.1 The setting
In a realistic setting, the currents will be applied using a finite number of electrodes
El ⊂ ∂Ω, l = 1, . . . ,m (well-separated domains in ∂Ω) that are attached to the sur-
face of the imaging domain. We assume that the electrodes are perfectly conducting
and that contact impedances are negligible (the SM, cf., e.g., [CIN99]). Driving a
current Il ∈ C through the l-th electrode, respectively, with
∑m
l=1 Il = 0, the electric
potential is given by the solution uγω ∈ H1E(Ω) of the variational formulation of the
SM
m∑
l=1
Ilv|El =
∫
Ω
γω∇uγω · ∇v dx ∀v ∈ H1E(Ω), (3.16)
where H1E(Ω) is the subspace of H1-functions that are locally constant on each El,
l = 1, . . . ,m, and these constants sum up to zero. The existence of an unique
solution is a consequence of the Lax-Milgram theorem. Typically, one describes the
SM by the equations (3.17)-(3.20) below that are more suitable to show the physical
interpretation but have to be understood in an appropriate weak sense, cf., e.g.,
[SCI92, Hyv04, SD13]. In this formulation, the inner potential uγω fulfill
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∇ · (γω∇uγω) = 0 in Ω, (3.17)
with boundary conditions ∫
El
γω∂νuγω ds = Il (3.18)
uγω |El = const. (3.19)
for all l = 1, 2, . . . ,m, and
γω∂νuγω = 0 on ∂Ω \
m⋃
l=1
El, (3.20)
where ν is the outer normal on the boundary of Ω. We assume that the voltage-cur-
rent measurements are carried out in the following complete dipole-dipole configu-
ration. Let (jr, kr), r = 1, . . . , N , be a set of electrode pairs with jr 6= kr. For each
of these pairs, r = 1, . . . , N , a current of I = 1 and I = −1 is driven through the
jr-th and the kr-th electrode, respectively. The other electrodes are kept insulating.
The resulting electric potential inside the imaging domain is given by the solution
u
〈r〉
γω ∈ H1E(Ω) of (3.16) with Il = δjrl − δkrl.
While the current is driven through the r-th pair of electrodes, we measure the
required voltage difference on all pairs of electrodes, i.e., between the js and the ks
electrode for all s = 1, . . . , N . We collect these measurements in the matrix
R(γω) =
(
u〈r〉γω |Ejs − u〈r〉γω |Eks
)
r,s=1,...,N
∈ CN×N .
Let us comment on our use of the shunt electrode model. It seems to be widely ac-
cepted that the most accurate electrode model in EIT is the complete electrode model,
cf., e.g., [CIN99], where not only the shunting effects but also contact impedances
between the electrodes and the imaging domain are taken into account (see also
Chapter 2). The effect of contact impedances is often neglected in the case that
voltages are not measured on current driven electrodes. To setup our matrix R, we
do however require that the same electrode pairs are used for measuring voltages and
applying currents, and the three main diagonals in R correspond to measurements
where voltages are measured on non-insulated electrodes.
Contact impedances can also be neglected in the case of DC difference measurements
on point electrodes, see [HHH11]. Since our comparison of two different measure-
ments is widely analogous to difference measurements, we believe that our use of
the SM is justified for sufficiently small electrodes.
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3.3.2 Monotonicity results for the shunt model
As in the continuous case, we will compare measurements in the sense of operator
definiteness. We define the self-adjoint part of a matrix A ∈ CN×N by
<(A) := 1
2
(A+ A∗),
where A∗ ∈ CN×N is the adjoint (conjugate transpose) of A, i.e.,
(Ah)∗g = h∗A∗g for all g, h ∈ CN .
Obviously, <(A) is self-adjoint.
For two self-adjoint matrices A,B ∈ CN×N , we write A ≤ B if B − A is positive
semidefinite, i.e.,
g∗(B − A)g ≥ 0 ∀g ∈ CN .
This is equivalent to the fact that all eigenvalues of B − A are non-negative.
Note that the entries of the measurement matrix R(γω) satisfy
u〈r〉γω |Ejs − u〈r〉γω |Eks =
m∑
l=1
(δjs,l − δks,l)u〈r〉γω |Ekl
=
∫
Ω
γω∇u〈s〉γω · ∇u〈r〉γω dx = u〈s〉γω |Ejr − u〈s〉γω |Ekr .
Hence, R(γω) is a symmetric, but generally (for complex γω) not a self-adjoint ma-
trix. This also implies that <(R(γω)) coincides with the matrix obtained by taking
the real part of each voltage measurement
<(R(γω)) =
(<(u〈r〉γω )|Ejs −<(u〈r〉γω )|Eks)r,s=1,...,N ∈ RN×N .
The monotonicity estimate from the continuous case can be extended to the case of
electrode measurements.
Lemma 3.3.1. Let γ1, γ2 ∈ L∞+ (Ω;R) + iL∞(Ω;R), g = (gr)Nr=1 ∈ CN and u[g]γτ ∈
H1E(Ω) (τ = 1, 2) denote the solution of
m∑
l=1
( ∑
r: jr=l
gr −
∑
r: kr=l
gr
)
v|El =
∫
Ω
γω∇uγω · ∇v dx ∀v ∈ H1E(Ω). (3.21)
Then ∫
Ω
(<(γ2)
<(γ1)<(γ1 − γ2)−
=(γ2)2
<(γ1)
) ∣∣∇u[g]γ2 ∣∣2 dx
≤ g∗< (R(γ2)−R(γ1)) g ≤
∫
Ω
(
<(γ1 − γ2) + =(γ1)
2
<(γ1)
) ∣∣∇u[g]γ2 ∣∣2 dx.
The proof of Lemma 3.3.1 is postponed to the end of this section.
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3.3.3 Detecting inclusions from electrode measurements
We make the same assumptions as for the continuous case in Subsection 3.2.3.
The inclusion (or anomaly) D ⊂ Ω is assumed to be a closed set with connected
complement. γ0 and γω are assumed to be given by
γ0(x) =
{
γ
(Ω)
0 = σΩ for x ∈ Ω,
γ
(D)
0 = σD for x ∈ D,
γω(x) =
{
γ
(Ω)
ω = σΩ + iωΩ for x ∈ Ω,
γ
(D)
ω = σD + iωD for x ∈ D,
with constants σΩ, σD, Ω, D > 0. The anomaly is assumed to fulfill the contrast
condition (3.5), i.e., DσΩ − ΩσD 6= 0. The parameter
α :=
γ
(Ω)
ω
γ
(Ω)
0
= 1 + iω
Ω
σΩ
denotes the ratio of the background conductivities.
Remark 3.3.2. As in Section 3.2 (see Remark 3.2.5), the theory of this section
can be applied to a more general class of complex conductivities.
Our results for continuous boundary data motivate to compare (for sufficiently small
modulation strengths β > 0) the matrix of ultrasound-modulated DC measurements
R((1+βχB)γ0) with the (self-adjoint part of the ratio-weighted) matrix of measure-
ments taken at a non-zero frequency R(γω). This comparison (in the sense of matrix
definiteness) should yield information about whether the focusing region B lies in-
side the unknown inclusion D. In the next subsection we will prove the following
theorem.
Theorem 3.3.3. Let c := DσΩ−ΩσD 6= 0. For sufficiently small β > 0 and every
open set B ⊆ Ω, it holds that
B ⊆ D implies that < (αR(γω))
{
≤ R((1 + βχB)γ0) if c > 0,
≥ R((1− βχB)γ0) if c < 0.
(3.22)
The constant β > 0 is sufficiently small if
β ≤
{
Ω
σΩ
C ′ if c > 0,
− D
σD
C if c < 0,
where
C := ω2
c
σDσΩ + ω2DΩ
and C ′ := ω2
σΩ
σD
· c
σ2Ω + ω
22Ω
.
74
3.3 Electrode measurements
The converse of the implication (3.27) will generally not be true in the case of mea-
surements with a finite number of electrodes. However, when we increase the number
of electrodes used for the measurements, then we can expect that the measurement
matrices R(γω) and R((1 +βχB)γ0) more and more resemble their continuous coun-
terparts, the Neumann-to-Dirichlet operators, cf. the works of Hakula, Hyvönen
and Lechleiter [Hyv04, LHH08, Hyv09]. In fact, we can give the following intuitive
justification in the spirit of [HSW10].
Remark 3.3.4. Let B 6⊆ D and β > 0. If there exists a current pattern g =
(gr)
N
r=1 ∈ CN such that the resulting DC potential
u[g]γ0 :=
N∑
r=1
gru
〈r〉
γ0
possesses a very large energy in B \D and a very small energy in D, then
< (αR(γω)) 6≤ R((1 + βχB)γ0) if c > 0
or
< (αR(γω)) 6≥ R((1− βχB)γ0) if c < 0.
3.3.4 Proof of the main results for electrode measurements
Proof of Lemma 3.3.1.
Let g = (gr)Nr=1 ∈ CN . First note that for τ = 1, 2, by linearity,
u[g]γτ =
N∑
r=1
u〈r〉γτ gr and
N∑
r=1
gr
(
u〈r〉γτ |Ejs − u〈r〉γτ |Eks
)
= u[g]γτ |Ejs − u[g]γτ |Eks .
We thus obtain
g∗R(γ1)g =
N∑
s=1
gs
(
u[g]γ1 |Ejs − u[g]γ1 |Eks
)
=
m∑
l=1
( ∑
s: js=l
gs −
∑
s: ks=l
gs
)
u[g]γ1 |El
=
∫
Ω
γ1∇u[g]γ1 · ∇u[g]γ1 dx =
∫
Ω
γ1
∣∣∇u[g]γ1 ∣∣2 dx
or
=
∫
Ω
γ2∇u[g]γ2 · ∇u[g]γ1 dx
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and likewise
g∗R(γ2)g =
∫
Ω
γ2
∣∣∇u[g]γ2 ∣∣2 dx = ∫
Ω
γ1∇u[g]γ1 · ∇u[g]γ2 dx.
Hence, the assertion follows from Lemma 3.2.3. 
Proof of Theorem 3.3.3 and justification of Remark 3.3.4. Let β˜ := β if
c > 0 and β˜ := −β if c < 0. As in the proof of Theorem 3.2.2, we obtain (from
Lemma 3.2.4 and 3.3.1 instead of Lemma 3.2.4 and 3.2.1)
ΩσD
σΩ
C
∫
D
∣∣∇u[g]γ0 ∣∣2 dx− ∫
B
β˜γ0
∣∣∇u[g]γ0 ∣∣2 dx
≤ g∗
(
R((1 + β˜χB)γ0)−< (αR(γω))
)
g (3.23)
≤ DC
∫
D
∣∣∇u[g]γ0 ∣∣2 dx− ∫
B
β˜
1 + β˜
γ0
∣∣∇u[g]γ0 ∣∣2 dx. (3.24)
For B ⊆ D, as in the proof of Theorem 3.2.2, with γ2 := (1 + β˜χB)γ0 we obtain
∫
D
(1 + β˜χB)γ0
<(γω/α) σD
(
Ω
σΩ
C ′ − β˜χB
) ∣∣∇u[g]γ2 ∣∣2 dx
≤ g∗
(
R((1 + β˜χB)γ0)−< (αR(γω))
)
g (3.25)
≤
∫
D
(DC − β˜σDχB)
∣∣∇u[g]γ2 ∣∣2 dx. (3.26)
If we consider the case c > 0, then B ⊆ D, β˜ ≤ Ω
σΩ
C ′ and inequality (3.25) yield
g∗
(
R((1 + β˜χB)γ0)−< (αR(γω))
)
g ≥ 0
so that < (αR(γω)) ≤ R((1 + β˜χB)γ0).
If we consider the case c < 0, then B ⊆ D, β˜ ≥ D
σD
C and inequality (3.26) yield
g∗
(
R((1 + β˜χB)γ0)−< (αR(γω))
)
g ≤ 0
so that < (αR(γω)) ≥ R((1 + β˜χB)γ0). This proves Theorem 3.3.3.
To justify Remark 3.3.4 we assume that, B 6⊆ D and that there exists g ∈ CN so
that
∫
B\D |∇u[g]γ0 |2 dx is very large and
∫
D
|∇u[g]γ0 |2 dx is very small. Then, with (3.23)
and (3.24) we obtain
g∗
(
R((1 + β˜χB)γ0)−< (αR(γω))
)
g
{
6≥ 0 if c > 0,
6≤ 0 if c < 0.

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3.4 Numerical results
In this section we numerically test the monotonicity relation of Theorem 3.3.3 (for
the practically relevant electrode setting of Section 3.3.1). Moreover, we present
shape reconstructions of conductivity anomalies based on Theorem 3.3.3 and moti-
vated by Remark 3.3.4.
3.4.1 Basic notations and assumptions
We consider electrode settings as described in Section 3.3.1. Let the conductivities γ0
(DC) and γω (AC) inside the imaging subject Ω be as described in Subsection 3.3.3.
Furthermore, let m denote the number of electrodes E1, E2, ..., Em attached to ∂Ω
and let (jr, kr) = (r, r + 1), r = 1, ...,m − 1, and (jm, km) = (m, 1) describe the
dipole-dipole configuration as in the notation of Section 3.3.1. Then, for a ball-
shaped focused ultrasound region B, Theorem 3.3.3 states that
B ⊆ D (3.27)
implies
< (αR(γω))
{
≤ R((1 + βχB)γ0) if c > 0,
≥ R((1− βχB)γ0) if c < 0,
(3.28)
with properly chosen β and c := DσΩ − ΩσD 6= 0. Since the matrices on both
sides of inequality (3.28) are self-adjoint (cf. Section 3.3.2), it suffices to consider the
eigenvalues of the difference operator of these matrices for checking this inequality.
For all numerical results, according to the assumptions of Theorem 3.3.3, the pa-
rameter β is set to
β =
{
Ω
σΩ
C ′ for c > 0,
− D
σD
C for c < 0,
up to the fourth decimal,
where
C := ω2
c
σDσΩ + ω2DΩ
and C ′ := ω2
σΩ
σD
· c
σ2Ω + ω
22Ω
.
The frequency ω is set to 2pi · 100 (Hz). For all numerical tests, the unit of length
is specified in cm while all other units are given by the standard units. For the
numerical results, the finite element method (implemented with MATLAB R© and
the commercial FEM-software COMSOL R©) was used to compute the solutions of
the SM numerically.
3.4.2 Basic monotonicity tests
In this subsection we numerically verify the monotonicity relation of Theorem 3.3.3
for a two- as well as a three-dimensional toy setting. To this end, for a test ball
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B ⊆ D, we check whether all eigenvalues λ1, . . . , λm of
R((1 + βχB)γ0)−< (αR(γω)) or R((1− βχB)γ0)−< (αR(γω))
are non-negative (if c > 0) or non-positive (if c < 0), respectively. Moreover, we
numerically check whether this is not the case for some test balls outside D. Let
us remind that the latter will be the case if the electrode setting is sufficiently
well-chosen in the sense of Remark 3.3.4.
In our numerical tests, we can only expect to determine the eigenvalues λi with a
finite precision up to λδi ∈ (λi− δ, λi + δ) for some δ > 0. To take this into account,
for i = 1, 2, . . . ,m, we test
λi
{
> −δ if c > 0,
< δ if c < 0.
(3.29)
To approximate an error bound δ, we calculate the eigenvalues
λδi1 (si), λ
δi
2 (si), . . . , λ
δi
m(si) with i ∈ {1, 2}
for two FEM discretizations with maximal edge size of the FEM elements given by
s1 and s2 = s1/2. Then we set
δapp := max
j=1,2,...,m
(|λδ1j (s1)− λδ2j (s2)|) (3.30)
as an approximative error bound for the error of the eigenvalues λδ2i (s2) ≈ λi.
In the following, we numerically check the monotonicity relation for a two- as well
as for a three-dimensional toy setting.
Example 3.4.1. We consider the setting illustrated in Figure 3.1. The imaging
domain Ω is a circle with radius 10 centered at (0, 0) and a circular anomaly D
with radius 1.5 is located at (5, 0). On the boundary ∂Ω, there are 16 electrodes
E1, E2, . . . , E16 attached. The admittivity γω is set to
γω =
{
1 + iω · 1 in Ω\D,
1 + iω · 2 in D,
while γ0 ≡ 1 in Ω. We choose β such that
β = 0.9999 ≤ Ω
σΩ
C ′ = 0.9999 . . . (c > 0).
For checking the monotonicity relation, five circular test regions B1, B2, B3, B4 and
B5, with radii 1.25, are centered at (0, 0), (5, 0), (0, 5), (−5, 0) and (0,−5), respec-
tively. Table 3.1 shows the eigenvalues of R((1 + βχBj)γ0) − < (αR(γω)) for j =
1, . . . , 5. Only the eigenvalues of B2 fulfill (3.29). Provided that the approximative
error bound δapp is sufficiently large, the balls B1, B3, B4 and B5 cannot be located
inside the anomaly D. Moreover, B2 is correctly not excluded being a potential subset
of the anomaly.
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D : anomaly
- red area
B2B1
B3
B4
B5
E1
E2
E3
E4· · ·
20cm
Figure 3.1: Ω is a two-dimensional circular domain with anomaly area D, 16 electrodes
E1, . . . , E16 are attached to ∂Ω and B1, . . . , B5 are the five test balls showing
the chosen focused ultrasound regions.
Example 3.4.2. We consider the setting illustrated in Figure 3.2. The imaging
domain Ω is a cylindrical domain with
Ω =
{
(x1, x2, x3) ∈ R3 : ‖(x1, x2, 0)‖ < 10, 0 < x3 < 5
}
and a ball-shaped anomaly D with radius 1.5 is located at (5, 0, 2.5). On the boundary
∂Ω, there are 16 electrodes E1, E2, . . . , E16 attached. The admittivity γω is set to
γω =
{
1 + iω · 1, in Ω\D,
2 + iω · 1, in D,
while
γ0 =
{
1, in Ω\D,
2, in D.
We choose β such that
β = 0.4999 ≤ − D
σD
C = 0.4999 · · · (c < 0).
For checking the monotonicity relation, five test balls B1, B2, B3, B4 and B5, with
radii 1.25, are centered at (0, 0, 2.5), (5, 0, 2.5), (0, 5, 2.5), (−5, 0, 2.5) and (0,−5, 2.5),
respectively. Table 3.2 shows the eigenvalues of R((1 − βχBj)γ0) − < (αR(γω)) for
j = 1, . . . , 5. Only the eigenvalues of B2 fulfill (3.29). As in Example 3.4.1, provided
that the approximative error bound δapp is sufficiently large, the balls B1, B3, B4 and
B5 cannot be located inside the anomaly D. Again, B2 is correctly not excluded being
a potential subset of the anomaly.
79
Chapter 3. Combining frequency-difference and ultrasound-modulated EIT
5c
m
side view
D : anomaly
- red area
B2B1
B3
B4
B5
E1
E2
E3
E4· · ·
20cm
top view
Figure 3.2: Ω is a three-dimensional cylindrical domain with anomaly area D, 16 elec-
trodes E1, . . . , E16 are attached to ∂Ω and B1, . . . , B5 are the five test balls
showing the chosen focused ultrasound regions.
B1 B2 B3 B4 B5
-0.0024 -0.0000 -0.0098 -0.0105 -0.0098
-0.0024 -0.0000 -0.0097 -0.0104 -0.0097
-0.0000 -0.0000 -0.0003 -0.0004 -0.0003
-0.0000 -0.0000 -0.0002 -0.0003 -0.0002
-0.0000 -0.0000 -0.0000 -0.0000 -0.0000
-0.0000 -0.0000 -0.0000 -0.0000 -0.0000
-0.0000 -0.0000 -0.0000 -0.0000 -0.0000
-0.0000 -0.0000 -0.0000 -0.0000 -0.0000
-0.0000 0.0000 -0.0000 -0.0000 -0.0000
-0.0000 0.0000 -0.0000 0.0000 -0.0000
0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000
0.0003 0.0004 0.0005 0.0007 0.0005
0.0006 0.0005 0.0007 0.0009 0.0007
0.0142 0.0048 0.0146 0.0153 0.0146
0.0145 0.0049 0.0148 0.0155 0.0148
Table 3.1: This table presents the eigenvalues of R((1 + βχBj )γ0) − < (αR(γω)),
j = 1, . . . , 5, for Example 3.4.1 with approximative error bound δapp < 0.0024.
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B1 B2 B3 B4 B5
-0.1639 -0.0800 -0.1667 -0.1723 -0.1668
-0.1621 -0.0785 -0.1642 -0.1696 -0.1642
-0.0052 -0.0054 -0.0065 -0.0079 -0.0065
-0.0034 -0.0041 -0.0045 -0.0060 -0.0045
-0.0001 -0.0003 -0.0002 -0.0003 -0.0002
-0.0000 -0.0001 -0.0000 -0.0001 -0.0000
-0.0000 -0.0000 -0.0000 -0.0000 -0.0000
-0.0000 -0.0000 -0.0000 -0.0000 -0.0000
-0.0000 -0.0000 -0.0000 0.0000 -0.0000
0.0000 -0.0000 0.0000 0.0000 0.0000
0.0000 -0.0000 0.0000 0.0000 0.0000
0.0000 -0.0000 0.0000 0.0001 0.0000
0.0001 -0.0000 0.0011 0.0019 0.0011
0.0001 0.0000 0.0017 0.0025 0.0017
0.0169 0.0000 0.0728 0.0788 0.0717
0.0173 0.0000 0.0749 0.0822 0.0753
Table 3.2: This table presents the eigenvalues of R((1 − βχBj )γ0) − < (αR(γω)),
j = 1, . . . , 5, for Example 3.4.2 with approximative error bound δapp < 0.0173.
3.4.3 Shape reconstruction of conductivity anomalies
Based on Theorem 3.3.3, for a two-dimensional setting (Example 3.4.4) and a three-
dimensional setting (Example 3.4.5), we present the reconstructions of an anomaly
region D = D1 ∪ D2 that consists of two separated inclusions D1 and D2 inside a
subject Ω. In both settings the admittivity γω is set to
γω =
{
1 + iω · 2 in Ω\D,
1 + iω · 1 in D,
while γ0 ≡ 1 in Ω. Accordingly, we choose β such that
β = 0.4999 ≤ − Ω
σΩ
C ′ = 0.4999 . . . (c < 0).
For the shape reconstruction examples, we make the following simplifications. First
of all, we consider only the FEM-discretized settings and neglect the discretization
error itself. We take into account only a fairly small computational error δcp that
arises from numerically computing the measurement data (for the FEM-discretized
settings). Second, we test focused ultrasound regions only in appropriately large
neighborhoods of the inclusions D1 and D2. These simplifications are used to re-
duce the otherwise enormous computational costs of solving the numerically rela-
tively ill-conditioned SM. Let us refer to Remark 3.4.3 where we comment on these
simplifications.
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The implementation of the reconstruction method itself, based on Theorem 3.3.3, is
quite simple. For a number of test balls Bj, j = 1, 2, . . . , N , it is checked whether all
eigenvalues λ1, λ2, . . . , λm of R((1 − βχBj)γ0) − < (αR(γω)) fulfill the test criterion
(3.29) introduced in the previous subsection that is
λi = λi(Bj) < δcp (for c < 0 and δcp instead of δapp).
Then, the reconstruction is given by the union of all tested balls that fulfill this
criterion. Provided that the constant δcp is well-chosen (see Remark 3.4.6), the
method correctly identifies all test balls that are completely covered by the anomaly.
Remark 3.3.4 motivates that the more electrodes are used (suitable positioned and
sized), the less false positive test balls the method identifies.
Remark 3.4.3. In practice, testing the monotonicity criterion (3.28) requires only
ultrasound-modulated DC and weighted AC measurements on the same geometry
of interest probed for anomalies and does not require any numerical simulations.
Moreover, for a rough localization of inclusions that are expected to be larger than
a certain size, it suffices to test balls aligned to a coarse grid. Then one can check the
monotonicity criterion for test balls that are aligned to a fine grid only in potentially
relevant regions.
Example 3.4.4. We consider the setting geometry illustrated in Figure 3.3. The
imaging domain Ω is a circle with radius 10 centered at (0, 0) and the anomaly is
given by D = D1 ∪D2, where
D1 =
{
x = (x1, x2) ∈ R2 : ‖x− (−4,−5)‖ ≤ 2, x2 ≥ −5
}
,
D2 = [1, 5]× [4, 7].
On the boundary ∂Ω, there are 16 electrodes E1, E2, . . . , E16 attached. Figure 3.5
presents the reconstruction of the anomaly D.
Example 3.4.5. We consider the setting geometry illustrated in Figure 3.4. The
imaging domain is a cylindrical subject Ω with
Ω =
{
(x1, x2, x3) ∈ R3 : ‖(x1, x2, 0)‖ < 10, x3 ∈ (0, 7)
}
and the anomaly is given by D = D1 ∪D2, where D1 and D2 are cuboids with
D1 = [−6,−5]× [−1, 1]× [3, 4],
D2 = [4, 5]× [4, 5]× [4, 5].
On the boundary ∂Ω, there are 32 electrodes E1, E2, . . . , E32 attached. Figure 3.6
presents the reconstruction of the anomaly D.
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D : anomaly
- red area
E1
E2
E3
E4· · ·
20cm
Figure 3.3: Ω is a two-dimensional circular domain with anomaly areaD and 16 electrodes
E1, . . . , E16 are attached to ∂Ω.
7c
m
side view
D : anomaly
- red area
E1
E2
E3
E4
and E17
and E18
and E19
and E20· · ·
20cm
top view
Figure 3.4: Ω is a three-dimensional cylindrical domain with anomaly area D and 32 elec-
trodes E1, . . . , E32 are attached to ∂Ω. The first 16 and the last 16 electrodes
are located in a lower circular and in an upper circular region, respectively.
Remark 3.4.6. To heuristically determine a value for δcp, we considered the values
λjmax := max
(
eig
(
R((1− βχBj)γ0)−< (αR(γω))
))
(3.31)
for all tested balls Bj. Figure 3.7 shows that there is a noticeable gap between some
values accumulating close to zero and the remaining values. For the reconstructions,
we choose δcp to be a value that is located inside such a gap. The second row of
Figure 3.7 shows two candidates. Since there is no new gap in the rightmost plot,
the second candidate seems to be the better choice.
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(a) Tested balls. (b) Reconstruction.
Figure 3.5: Results for the setting in Example 3.4.4 with δcp = 0.5 · 10−7. The anomaly
area D is framed in red.
(a) Tested balls.
(b) Reconstruction.
Figure 3.6: Results for the setting in Example 3.4.5 with δcp = 0.5 · 10−7. The anomaly
area D is indicated in red on the projection planes.
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Figure 3.7: For Example 3.4.4 and Example 3.4.5, the upper and lower row respectively
show the values λjmax for the tested balls Bj plotted against the indices j.
The plots of the first column show the values λjmax for all test balls. In the
remaining columns, the “+” markers mark the values λjmax inside ranges close
to zero. The dashed red lines present candidates for error bounds δcp.
3.5 Conclusion and discussion
In this chapter we developed a new monotonicity-based anomaly detection method
for EIT that does not require any reference simulations. Instead of using simu-
lated reference measurements, the method is based on comparing weighted frequen-
cy-difference AC measurements and ultrasound-modulated DC measurements. To
compare such measurements we generalized the concept of monotonicity-based test-
ing for the complex conductivity EIT. For the CM, we showed that these monoto-
nicity tests determine whether the focusing region of the ultrasound wave lies inside
the inclusion or not. For the SM, we proved that our method correctly identifies
the case where a focusing region lies inside the anomaly and with Remark 3.3.4 we
justified that the method can be expected to work for a sufficiently large number of
attached electrodes.
There are two main advantages of this method. First of all, no time consuming com-
putations of reference simulations are required. Second, the method does not need a
priory information on the imaging subjects shape or on the electrodes like position
or shape. Especially, the second point is a great advantage. Conventional meth-
ods (that require the computation of reference data) highly suffer from imprecisely
given setting parameters. Regarding the setting geometry, this effect is completely
canceled out in the proposed method.
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Our method requires that the complex conductivity is constant outside the anomaly
region and fulfills a contrast condition. Furthermore, our method relies on an ideal-
ized model for the ultrasound-modulation, i.e., we assume that an ultrasound wave
can be perfectly focused in a test ball such that it uniformly alters the conductivity
in this test ball. In practical applications we cannot expect that the complex con-
ductivity is perfectly constant outside the anomaly region and that the ultrasound
wave can be perfectly focused. Concerning these challenges, we believe that the
concept of worst-case testing, which is used in Chapter 2 (see [HU15a] for the paper
version), might be helpful.
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Chapter 4
Local uniqueness for an inverse
boundary value problem with partial
data
Up to minor changes, the Sections 4.1 - 4.3 and 4.5 are the Sections 1-4 of the paper
[HU15b] that has been submitted to the Proceedings of the American Mathematical
Society.
4.1 Introduction
Let Ω ⊆ Rn, n ≥ 3, be a bounded Lipschitz domain with outer normal ν and L∞+ (Ω)
denote the subset of L∞(Ω)-functions with positive essential infima. We consider
the question whether the potential q ∈ L∞+ (Ω) in the Schrödinger equation
−∆u+ qu = 0 in Ω (4.1)
is uniquely determined by partial boundary data on a possibly arbitrarily small
non-empty relatively open subset Γ ⊆ ∂Ω.
For such a boundary subset Γ ⊆ ∂Ω and q ∈ L∞+ (Ω), the partial boundary data
that we consider in this chapter are given by the local Neumann-to-Dirichlet (NtD)
operator
ΛΓ(q) : L
2(Γ)→ L2(Γ), g 7→ u(g)q |Γ, (4.2)
where u(g)q ∈ H1(Ω) is the unique solution of
−∆u(g)q + qu(g)q = 0 in Ω with ∂νu(g)q |∂Ω =
{
g, on Γ,
0, on ∂Ω \ Γ. (4.3)
The existence of an unique solution is a consequence of the Lax-Milgram theorem.
Furthermore, ΛΓ(q) is easily shown to be a compact self-adjoint linear operator.
In this chapter we will show the following local uniqueness result.
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Theorem 4.1.1. Let q1, q2 ∈ L∞+ (Ω) and V ⊆ Rn be an open connected set with
q1 ≥ q2 on Ω ∩ V and Γ := ∂Ω ∩ V 6= ∅. Then
q1|Ω∩V 6≡ q2|Ω∩V implies ΛΓ(q1) 6= ΛΓ(q2). (4.4)
Moreover, in that case ΛΓ(q2)− ΛΓ(q1) has a positive eigenvalue.
The inverse potential problem of the Schrödinger equation is closely related to the
inverse conductivity problem (Calderón Problem [Cal80, Cal06]). For both problems,
uniqueness from full boundary data on ∂Ω has been extensively studied in the last
30 years. To give a brief overview of prominent contributions, we list Kohn and
Vogelius [KV84, KV85], Sylvester and Uhlmann [SU87], Nachman [Nac96], Astala
and Päivärinta [AP06], Bukhgeim [BB08], Haberman and Tataru [HT+13].
The uniqueness problem from partial boundary data has attracted growing attention
over the last years. Typically, this problem is studied for data of type CDq or CNq on
sets ΓD,ΓN ⊆ ∂Ω, where
CDq :=
{
(u|ΓD , ∂νu|ΓN ) : −∆u+ qu = 0, supp (u|∂Ω) ⊆ ΓD
}
,
CNq :=
{
(u|ΓD , ∂νu|ΓN ) : −∆u+ qu = 0, supp (∂νu|∂Ω) ⊆ ΓN
}
.
Obviously, for potentials q ∈ L∞+ (Ω), the question of uniqueness from data of type
CNq with Γ = ΓD = ΓN is equivalent to the question of uniqueness from the local
NtD operator ΛΓ(q).
Hereafter, we list some recent results. Let us also refer to the overview of Kenig and
Salo [KS14].
For dimension n = 2, Imanuvilov, Uhlmann and Yamamoto showed uniqueness from
data of type CDq in [IUY10], where ΓD = ΓN is an arbitrary open subset in ∂Ω and
the potentials are in C2+α (Ω) for α > 0.
For dimension n ≥ 3, Kenig, Sjöstrand and Uhlmann proved uniqueness from data
of type CDq for q ∈ L∞(Ω) in [KSU07], where ΓD and ΓN are open neighborhoods
slightly larger than a front face and a back face of ∂Ω, respectively. Nachman and
Street presented a constructive proof of this result in [NS10]. In [Isa07] Isakov
proved uniqueness from data of type CDq for q ∈ L∞(Ω), where ΓD = ΓN and the
remaining boundary part is contained in a plane or a sphere. In [KS12] Kenig and
Salo presented a result that unifies and improves the approaches of [KSU07] and
[Isa07]. In particular, they reduced the assumptions on the sets ΓD, ΓN and on a
possibly remaining part, which is the case for ΓD = ΓN 6= ∂Ω.
Theorem 4.1.1 is, to our knowledge, the first result that presents a uniqueness result
for partial data on an arbitrary non-empty relatively open boundary part Γ ⊆ ∂Ω
(with Γ = ΓD = ΓN) for dimension n ≥ 3. Except the assumption that Ω has to
be a Lipschitz domain, there are no further assumptions to the boundary required:
neither to the boundary part Γ nor to the remaining boundary part.
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4.2 Proof of the main result
This chapter is organized as follows. In Section 4.2 we prove Theorem 4.1.1. For
that purpose, we present and combine a monotonicity relation for the local NtD
operator (Lemma 4.2.1) and a new variant of the concept of localized potentials
(Lemma 4.2.2, cf. [Geb08] for the initial concept). The approach of combining these
two concepts has previously been used in [Har09, Har12, HU, HEU15] (where [HU]
and [HEU15] are the paper versions of Chapter 1 and 3, respectively). Lemma 4.2.1
presents a monotonicity inequality that yields a lower bound for the change of the
local NtD operator (in the sense of operator definiteness) caused by a change of
the potential. This lower bound depends on the spatial change of the potential
weighted by the solution of the Schrödinger equation corresponding to the initial
potential. Lemma 4.2.2 shows the existence of so-called localized potentials and al-
lows to control the lower bound of the monotonicity inequality in an appropriate
way.1 The proofs of Lemma 4.2.1 and 4.2.2 are given in Section 4.3 and 4.5, respec-
tively. Section 4.4 presents some unique continuation properties that are needed to
prove Lemma 4.2.2.
4.2 Proof of the main result
Let q1, q2 ∈ L∞+ (Ω), V ⊆ Rn be an open connected set and Γ := ∂Ω ∩ V 6= ∅.
To prove Theorem 4.1.1, we combine a monotonicity inequality for NtD opera-
tors (Lemma 4.2.1) and a result about the existence of localized potentials (Lem-
ma 4.2.2).
Lemma 4.2.1. Let g ∈ L2(Γ) and u1 := u(g)q1 ∈ H1(Ω) be the corresponding solution
of (4.3). Then
〈g, (ΛΓ(q2)− ΛΓ(q1)) g〉L2(Γ) ≥ −
∫
Ω
(q2 − q1)u12 dx. (4.5)
Lemma 4.2.1 is proven in Section 4.3.
Lemma 4.2.2. Let q1  q2 on Ω ∩ V (i.e., q1|Ω∩V ≥ q2|Ω∩V and q1|Ω∩V 6≡ q2|Ω∩V ).
Then there exists a sequence (gm)m∈N ⊂ L2(Γ) such that the corresponding solutions
(um)m∈N :=
(
u
(gm)
q1
)
m∈N
⊂ H1(Ω) of (4.3) fulfill
lim
m→∞
∫
V ∩Ω
(q1 − q2)um2 dx =∞ and lim
m→∞
∫
Ω\V
(q1 − q2)um2 dx = 0. (4.6)
Lemma 4.2.2 is proven in Section 4.5.
1Originally, the concept of localized potentials was used to locally control electrical potentials for
the inverse conductivity problem. Since in this work it is used to locally weight the potentials
of the Schrödinger equation, it seems appropriate to keep with the name “localized potentials”.
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Proof of Theorem 4.1.1. First we apply Lemma 4.2.2 and obtain a g ∈ L2(Γ)
such that the corresponding solution u := u(g)q1 of (4.3) fulfills∫
V ∩Ω
(q1 − q2)u2 dx > 1 and
∫
Ω\V
(q1 − q2)u2 dx > −1.
Now we apply Lemma 4.2.1 and obtain
〈g, (ΛΓ(q2)− ΛΓ(q1)) g〉L2(Γ) ≥ −
∫
Ω
(q2 − q1)u2 dx
=
∫
V ∩Ω
(q1 − q2)u2 dx+
∫
Ω\V
(q1 − q2)u2 dx
> 1− 1 = 0.
This shows that ΛΓ(q2)−ΛΓ(q1) is not negative semidefinite and thus has a positive
eigenvalue. 
4.3 Monotonicity for Neumann-to-Dirichlet maps
Again, let q1, q2 ∈ L∞+ (Ω), V ⊆ Rn be an open connected set and Γ := ∂Ω∩V 6= ∅.
Here, we prove the monotonicity inequality of Lemma 4.2.1. In the context of the
inverse conductivity problem, such monotonicity estimates are well-known, cf., e.g.,
Ikehata, Kang, Seo, and Sheen [KSS97, Ike98]) and the variants presented in the
previous chapters.
Lemma 4.2.1 follows from [Har09, Lemma 4.1]. Since the proof is simple and short,
we include it for the sake of completeness.
Proof of Lemma 4.2.1. Let g ∈ L2(Γ) and ui := u(g)qi ∈ H1(Ω), i ∈ {1, 2}, be the
corresponding solutions of (4.3). Then
bi(ui, w) :=
∫
Ω
∇ui∇w + qiuw dx =
∫
Γ
gw|Γ ds =: l(w) ∀w ∈ H1(Ω), i ∈ {1, 2}.
Using this we consider
〈g, (ΛΓ(q2)− ΛΓ(q1)) g〉L2(Γ)
= l(u2)− l(u1) = b2(u2, u2)− 2b2(u2, u1) + b1(u1, u1)
= −
∫
Ω
(q2 − q1)u21 − (∇(u2 − u1))2 − q2(u1 − u2)2 dx.
Since q2 ≥ 0, the assertion follows. 
Remark 4.3.1. Additionally, an upper bound to the operator change can be de-
rived, see, e.g., [Har09, Lemma 4.1] or cf. the proof of Lemma 1.3.1.
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4.4 Unique continuation properties
Let Ω′ ∈ Rn, n ≥ 3, be a connected open set (e.g., Ω′ = Ω) and q ∈ L∞(Ω′). In
this section we discuss unique continuation properties (UCP) for the Schrödinger
equation
−∆u+ qu = 0 on Ω′ (4.7)
for a given solution space H. In particular, we prove Theorem 4.4.8, which shows
unique continuation from sets of positive measure and plays a key role in the next
section. Note that the assumption n ≥ 3 is needed in the proof of Lemma 4.4.7
Below, we present definitions of three variants of UCP as they are typically for-
mulated for second-order elliptic equations (cf., e.g., the work of Tataru and Koch
[KT01]). Analog definitions are also common for partial differential inequalities.
Definition 4.4.1 (Weak UCP). We say that an equation on Ω′ has the weak unique
continuation property (UCP) for H-solutions if the trivial solution u ≡ 0 is the only
solution in H that vanishes identically on some non-empty open set B ⊆ Ω′.
Definition 4.4.2. A function u ∈ L2loc(Ω′) is said to have a zero of infinite order
at x0 ∈ Ω′ if there exist RN ∈ R+ and CN ∈ R for all N ∈ N with∫
Br(x0)
u2 dx ≤ CNrN for r ≤ RN . (4.8)
Definition 4.4.3 (Strong UCP). We say that an equation on Ω′ has the strong
unique continuation property (SUCP) for H-solutions if the trivial solution u ≡ 0
is the only solution in H that has a zero of infinite order.
Definition 4.4.4 (UCP from sets of positive measure). We say that an equation
on Ω′ has the unique continuation property from sets of positive measure (UCP+)
for H-solutions if the trivial solution u ≡ 0 is the only solution in H that vanishes
identically on some measurable set E ⊆ Ω′ with positive measure.
Remark 4.4.5. (a) It is trivial that
SUCP implies UCP.
(b) It is well-known that H1(Ω′) solutions of equation (4.7) have the SUCP, see,
e.g., the book of Hörmander [Hör94, Theorem 17.2.6]) or the overview on
unique continuation properties for second order elliptic equations of Tataru
and Koch in [KT01].
(c) To show that for equation (4.7)
SUCP implies UCP+,
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is not trivial, cf. the proof of Theorem 4.4.8, where Theorem 4.4.6 plays a key
role.
Theorem 4.4.6. Let u ∈ H1(Ω′) be a solution of (4.7) with u|E ≡ 0, where E ⊆ Ω′
is a measurable set of positive measure. Then u has a zero of infinite order at some
point x0 ∈ E.
This has been shown in several articles for even more general settings (cf., e.g.,
the works of Regbaoui, de Figueiredo and Gossez, Hadi and Tsouli [Reg01, dFG92,
HT01]). Since this result is essential for deriving the result on localized potentials
(Lemma 4.2.2), we will give a compact proof (adapted for our special setting), which
follows the proof of de Figueiredo and Gossez [dFG92].
Before we prove Theorem 4.4.6, we state and prove the following auxiliary lemma.
Lemma 4.4.7. Let u ∈ H1(Ω′) be a solution of (4.7), let Br(x0), B2r(x0) ⊆ Ω′ be
two concentric balls for x0 ∈ Ω′ and let r ∈ (0, 1]. Then there exists a constant c > 0
(independent of r) such that∫
Br(x0)
|∇u|2 dx ≤ c
r2
∫
B2r(x0)
u2 dx. (4.9)
Proof. The solution u fulfills∫
Ω′
∇u∇v + quv dx = 0 for all v ∈ D(Ω′).
Let ϕ ∈ D(Ω′) with supp ϕ ⊆ B2r(x0), ϕ ≤ 1 and ϕ|Br(x0) ≡ 1. It is well-known
that there exists such a function that can be chosen to be rotationally symmetric,
i.e., there exists a function h with ϕ(x) := h(‖x − x0‖). Let ϕ1(x) = h1(‖x − x0‖)
be such functions (ϕ and h) for r = 1. Obviously, |∇ϕ1| is bounded by a constant
s > 0. Hence, we can choose ϕ(x) := h1
(
1
r
‖x− x0‖
)
) such that |∇ϕ| ≤ s/r.
Since D(Ω′) = H10 (Ω′), with v = ϕ2u we obtain∫
Ω′
∇u · (2ϕu∇ϕ+ ϕ2∇u)+ qϕ2u2 dx = 0.
This yields ∫
Ω′
|∇u|2ϕ2 dx ≤ −2
∫
Ω′
(∇u · ∇ϕ)ϕu dx+ ‖q‖∞
∫
Ω′
ϕ2u2 dx.
From the Cauchy inequality it follows that∫
Ω′
|∇u|2ϕ2 dx ≤ 
∫
Ω′
|∇u|2ϕ2 dx+ 1

∫
Ω′
|∇ϕ|2u2 dx+ ‖q‖∞
∫
Ω′
ϕ2u2 dx
≤ 
∫
Ω′
|∇u|2ϕ2 dx+ s
2
r2
∫
B2r(x0)
u2 dx+ ‖q‖∞
∫
B2r(x0)
u2 dx
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for any  ∈ (0, 1) and thus with r ∈ (0, 1] we obtain
∫
Br(x0)
|∇u|2 dx ≤ s
2/+ ‖q‖∞
1− 
1
r2
∫
B2r(x0)
u2 dx.

Proof of Theorem 4.4.6. It is a well-known result of measure theory that almost
every point x0 of a Lebesgue measurable set E ⊆ Rn is a density point of E (see,
e.g., [BR07]), i.e.,
lim
r→0
|E ∩Br(x0)|
|Br(x0)| = 1.
Since E is a set with positive measure, there exists such a density point x0 of E.
Hence, for all  > 0 there exists an R = R() with
|Br(x0) \ E|
|Br(x0)| <  and Br(x0) ⊆ Ω
′ for all r ≤ R. (4.10)
W.l.o.g., we can assume that 0 < r ≤ R ≤ 1. Note that u|E ≡ 0. Then, by applying
the Hölder inequality and the Sobolev inequality for p∗ = 2n/(n− 2), we obtain
∫
Br(x0)
u2 dx =
∫
Br(x0)\E
u2 · 1 dx ≤
((∫
Br(x0)\E
|u|p∗ dx
)1/p∗)2
|Br(x0) \ E|2/n
≤ C2S
∫
Br(x0)
u2 + |∇u|2 dx|Br(x0) \ E|2/n,
where CS > 0 is a constant that comes from the Sobolev inequality.
Hence, with this, CB := |Br(x0)|/rn (which does not dependent on r), (4.10) and
Lemma 4.4.7 we can conclude∫
Br(x0)
u2 dx = C2SC
2/n
B 
2/nr2
(∫
Br(x0)
u2 dx+
c
r2
∫
B2r(x0)
u2 dx
)
and thus ∫
Br(x0)
u2 dx ≤ C2/n
∫
B2r(x0)
u2 dx, (4.11)
where  has to be small enough such that
 ≤
(
2C2SC
2/n
B
)−n/2
(4.12)
and thus (with 0 < r ≤ 1)
C2SC
2/n
B c
1− C2SC2/nB 2/nr2
≤ C := 2C2SC2/nB c.
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Now we define
f(r) :=
∫
Br(x0)
u2 dx
and choose a fixed N ∈ N. In addition, we possibly have to choose a smaller bound
for , i.e.,  > 0 has to be sufficiently small such that inequality (4.12) as well as
C2/n ≤ 2−N (4.13)
is fulfilled. As a consequence of this, R = R(N) =: RN depends on N .
From (4.11) and (4.13) it follows
f(r) ≤ 2−Nf(2r).
By iteration we obtain
f(ρ) ≤ 2−kNf(2kρ) for 2k−1ρ ≤ RN . (4.14)
For given r with 0 < r ≤ RN , we can choose k ∈ N such that
2−kRN ≤ r ≤ 2−(k−1)RN .
With this and (4.14) we obtain
f(r) ≤ 2−kNf(2kr) ≤ 2−kNf(2RN).
Since 2−k ≤ r/RN , with CN := (1/RN)Nf(2RN) it follows that∫
Br(x0)
u2 dx = f(r) ≤ CNrN for r ≤ RN .

Theorem 4.4.8 (Unique continuation from sets of positive measure). The trivial
solution of
−∆u+ qu = 0 (4.15)
is the only H1(Ω′)-solution vanishing on a measurable set of positive measure.
Proof. Theorem 4.4.8 is the combination of the following two results (cf. the work
of Regbaoui [Reg01, proof of Theorem 2.1]).
(a) H1(Ω′)-solutions of (4.15) that vanish on a set of positive measure have zeros
of infinite order, see Theorem 4.4.6.
(b) The trivial solution u = 0 is the only H1(Ω′)-solution of (4.15) that has a zero
of infinite order, see, e.g., the book of Hörmander [Hör94, Theorem 17.2.6].

94
4.5 Localized potentials
4.5 Localized potentials
Again, let q1, q2 ∈ L∞+ (Ω), V ⊆ Rn be an open connected set and Γ := ∂Ω ∩ V 6= ∅.
In addition, as assumed in Lemma 4.2.2, let q1  q2 on Ω ∩ V (i.e., q1|Ω∩V ≥ q2|Ω∩V
and q1|Ω∩V 6≡ q2|Ω∩V ).
Since the open set V ∩Ω is a countable union of closed balls and q1  q2 on Ω ∩ V ,
there exists a closed ball
B ⊆ V ∩ Ω where q1  q2 (4.16)
and V \B is connected.
To prove Lemma 4.2.2, we introduce two operators in Definition 4.5.2 and present
some properties of these operators and their adjoints in Lemma 4.5.3. In the proof
of Lemma 4.5.3 the following theorem and Theorem 4.4.8 play key roles.
Theorem 4.5.1. Let H1, H2 be Hilbert spaces, L ∈ L(H1, H2) and h ∈ H2. Then
h ∈ R(L) if and only if ∃C > 0 : |(h, g)H2| ≤ C‖L∗g‖H1 for all g ∈ H2.
(4.17)
Proof. This is a well-known result from functional analysis (see, e.g., the book of
Bourbarki [Bou03]). For Banach spaces, a proof is given in [FGS07, Lemma 3.4].

Definition 4.5.2 (Virtual measurement operators). Let B ⊆ V ∩Ω be a non-empty
closed ball with q1  q2 on B as in (4.16). The operators LB and LΩ\V are defined
by
LB : L
2(B)→ L2(Γ), f 7→ vB|Γ, (4.18)
LΩ\V : L2(Ω \ V )→ L2(Γ), h 7→ vΩ\V |Γ, (4.19)
where vB, vΩ\V ∈ H1(Ω) are the unique solutions of
−∆vB + q1vB = |q1 − q2|1/2fχB in Ω with ∂νvB|∂Ω = 0, (4.20)
−∆vΩ\V + q1vΩ\V = |q1 − q2|1/2hχΩ\V in Ω with ∂νvΩ\V |∂Ω = 0, (4.21)
or equivalently∫
Ω
∇vB · ∇w + q1vBw dx =
∫
B
|q1 − q2|1/2wf dx for all w ∈ H1(Ω), (4.22)∫
Ω
∇vΩ\V · ∇w + q1vΩ\Vw dx =
∫
Ω\V
|q1 − q2|1/2wh dx for all w ∈ H1(Ω). (4.23)
Lemma 4.5.3. (a) The adjoint operators
L∗B : L
2(Γ)→ L2(B) and L∗Ω\V : L2(Γ)→ L2(Ω \ V ) (4.24)
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fulfill
L∗Bg =
(|q1 − q2|1/2u)∣∣B and L∗Ω\V g = (|q1 − q2|1/2u)∣∣Ω\V , (4.25)
where u := u(g)q1 ∈ H1(Ω) is the corresponding solution of (4.3).
(b) The adjoint operator L∗B is injective and R(LB) = L2(Γ).
(c) R(LB) ∩R(LΩ\V ) = {0}.
(d) R(LB) 6⊆ R(LΩ\V ).
(e) There exists no C > 0 such that ‖L∗Bg‖ ≤ C‖L∗Ω\V g‖ for all g ∈ L2(Γ).
Proof.
(a) For f ∈ L2(B), let v(f)B ∈ H1(Ω) be the solution of∫
Ω
∇v(f)B · ∇w + q1v(f)B w dx =
∫
B
|q1 − q2|1/2wf dx for all w ∈ H1(Ω).
Then, in particular,
LBf = v
(f)
B |Γ.
Furthermore, for g ∈ L2(Γ), let u(g)q1 be the corresponding solution of (4.3).
Then u(g)q1 also solves the equivalent variational formulation∫
Ω
∇w · ∇u(g)q1 + q1wu(g)q1 dx =
∫
Γ
gw|Γ ds for all w ∈ H1(Ω).
Hence, for arbitrary f ∈ L2(B) and g ∈ L2(Γ), it follows that
〈f, L∗Bg〉L2(B) = 〈LBf, g〉L2(Γ) =
∫
Γ
gv
(f)
B |Γ ds
=
∫
Ω
∇v(f)B · ∇u(g)q1 + q1v(f)B u(g)q1 dx
=
∫
B
|q1 − q2|1/2u(g)q1 f dx
=
〈
f,
(|q1 − q2|1/2u(g)q1 ) |B〉L2(B) .
This yields L∗Bg =
(
|q1 − q2|1/2u(g)q1
)∣∣∣
B
.
Analogously, it follows L∗Ω\V g =
(
|q1 − q2|1/2u(g)q1
)∣∣∣
Ω\V
.
(b) First we prove the injectivity of L∗B. Let g ∈ L2(Γ) with L∗Bg = 0 and u :=
u
(g)
q1 ∈ H1(Ω) be the corresponding solution of (4.3). From (a) we obtain
L∗Bg =
(|q1 − q2|1/2u) |B. Since q1 − q2  0 on B, there exists a set E ⊆ B of
positive measure such that |q1− q2|1/2 6= 0 on E. Hence,
(|q1 − q2|1/2u) |E ≡ 0
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implies u|E ≡ 0. From Theorem 4.4.8 it follows that u ≡ 0 on Ω and thus
g = ∂νu|Γ = 0. This shows the injectivity of L∗B and thus R(LB) = N (L∗B)⊥ =
L2(Γ).
(c) Recall that B and Ω \ V are closed in Ω and that V \B is connected. Let
φ = LBf = LΩ\V h ∈ R(LB) ∩R(LΩ\V )
and vB, vΩ\V ∈ H1(Ω) be the corresponding solutions of Definition 4.5.2. First
we show that
vB = vΩ\V on Ω \
(
B ∪ Ω \ V
)
= (Ω ∩ V ) \B. (4.26)
On Ω ∪ V we define the continuations
q :=
{
q1, on Ω,
1, on V \ Ω,
v˜ :=
{
v, on Ω,
0, on V \ Ω and v˜j :=
{
∂xjv, on Ω,
0, on V \ Ω,
where v := vB − vΩ\V .
Obviously, v˜, v˜j ∈ L2(Ω ∪ V ). To verify that v˜ ∈ H1(Ω ∪ V ), it is left to show
∂xj v˜ = v˜j. This can be shown by using
v|Γ = vB|Γ − vΩ\V |Γ = φ− φ = 0.
Let ϕ ∈ D(Ω ∪ V ), then (using integration by parts)∫
Ω∪V
v˜∂xjϕ dx =
∫
Ω
v∂xjϕ dx
= −
∫
Ω
ϕ∂xjv dx+
∫
∂Ω
(ϕv)|Γνj ds
= −
∫
Ω
vjϕ dx = −
∫
Ω∪V
v˜jϕ dx.
Now we continue showing (4.26). Since v = v˜|Ω fulfills∫
Ω
∇v · ∇w + q1vw dx
=
∫
Ω
|q1 − q2|1/2w(fχB − hχΩ\V ) dx for all w ∈ H1(Ω),
it holds ∫
V \B
∇v˜ · ∇ϕ+ qv˜ϕ dx = 0 for all ϕ ∈ D (V \B) .
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We obtain that v˜ (as a function in H1 (V \B)) solves
−∆v˜ + qv˜ = 0 on V \B
and vanishes on V \ Ω. Since V \ Ω is a non-empty open set (V is open and
has a non-empty intersection Γ with the Lipschitz domain Ω) and V \ B is
connected, Theorem 4.4.8 shows that v˜ ≡ 0 on V \B and thus
vB = vΩ\V on (V ∩ Ω) \B.
To finally show φ = 0, we define
u :=
{
vB on Ω \B,
vΩ\V on B.
We can partition test functions (in D(Ω) and H1(Ω)) by using smooth parti-
tions of unity. By this it can be shown that u is an H1(Ω)-function and the
unique solution of
−∆u+ q1u = 0 on Ω,
∂νu|∂Ω = 0.
Hence, u has to be equal to the trivial solution and thus
φ = vB|Γ = u|Γ ≡ 0.
(d) The assertion simply follows from (b) and (c).
(e) Let us assume that there exists a constant C > 0 such that
‖L∗Bg‖ ≤ C‖L∗Ω\V g‖ for all g ∈ L2(Γ).
Then
R(LB) ⊆ R(LΩ\V )
immediately follows from Theorem 4.5.1 and this is a contradiction to (d).

Proof of Lemma 4.2.2. The assertion follows from Lemma 4.5.3:
The trivial case is where L∗Ω\V is not injective. Then there exists an element g ∈
L2(Γ) \ {0} with ‖L∗Ω\V g‖ = 0. By the injectivity of L∗B we have ‖L∗Bg‖ =: cg ≥ 0.
In this case we can set gm := mg for all m ∈ N.
For the case where L∗Ω\V is injective, we derive a suitable sequence (gm)m∈N ⊆ L2(Γ)
as follows. Let Cm = m2 for m ∈ N. Lemma 4.5.3 (e) implies the existence of a
sequence (g′m)m∈N ⊆ L2(Γ) with
‖L∗Bg′m‖ > Cm‖L∗Ω\V g′m‖ for all m ∈ N. (4.27)
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In particular, this implies g′m 6= 0 for all m ∈ N. Since L∗Ω\V is injective, we can set
gm :=
g′m
m‖L∗
Ω\V g
′
m‖ . By multiplying (4.27) with
1
m‖L∗
Ω\V g
′
m‖ , we obtain
‖L∗Bgm‖ > m for all m ∈ N.
Furthermore, it holds
‖L∗Ω\V gm‖ =
1
m
for all m ∈ N.
For both cases, we obtain a sequence (gm)m∈N such that
lim
m→∞
∫
V ∩Ω
(q1 − q2)um2 dx = lim
m→∞
‖L∗Bgm‖2 =∞,
lim
m→∞
∫
Ω\V
(q1 − q2)um2 dx = lim
m→∞
‖L∗Ω\V gm‖2 = 0,
where um := u
(gm)
q1 ∈ H1(Ω) is the corresponding solution of (4.3). 
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