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Chapter 1
Introduction
1.1 General background
Speaker recognition is a task to recognize identity of a speaker from a given speech
sample. In order to get the task done, a speaker recognition system compares the
questioned/unknown speech sample to a reference speech recording with a known
identity. The questioned speech is often referred to as test sample, and the refer-
ence speech as model/reference sample. The comparison for recognition task can
be executed manually and/or automatically by a machine. Manual speaker recogni-
tion task usually compares phonetic and acoustic features from the test and model
samples, commonly by using a spectrogram The comparison in manual speaker
recognition requires a trained professional to carry out the recognition task. While
an automatic speaker recognition uses a certain algorithm to conduct the compari-
son task.
Speaker recognition is one of many technologies known as biometrics: a per-
son recognition system that employs biometric/human biological trace as input.
Other biometrics beside speaker recognition are DNA, fingerprint, footprint, iris,
palm print, blood, and signature recognition. Like in other biometrics, there are
many applications of speaker recognition, including in commercial, governmental
and forensic [74]. Most commercial and governmental applications revolve around
authentication and validation activities. An example of a commercial application is
an authentication procedure for accessing automated teller machine (ATM) that em-
ploys fingerprints or iris recognition system. In governmental applications, speaker
recognition is utilized to validate a person identity at the airport and governmental
offices, e.g., by comparing the person facial features with a picture on his ID card,
a process known as face recognition.
Besides commercial and governmental applications, speaker recognition is also
3
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usable for forensic science. In forensic fields, a bunch of human traces can be
collected from a crime scene. The traces may be in the form of blood stain, hair fol-
licles, fingerprints, footprints, etc. Certain crimes, such as kidnapping, threatening
phone call or drug abuse activities, may leave human speech traces that are gath-
ered by wiretapping the crime scene or telephone conversations. In these type of
crimes, speaker recognition task is needed as a means to find the suspected speaker
from the questioned speech trace.
Speaker recognition is not a recent task in the field of forensics, as it has history
from around half century ago. In 1660, English court accepted a speaker identi-
fication evidence by ear-witness identification method, and it has been used from
time to time since then [72]. Nowadays, this ear-witness method is still presented
in court. Forensic speaker recognition should benefit from the advancement of the
technology in speaker recognition. Some forensic speaker recognition practitioners
focus on phonetic-acoustic methods manually or in combination with automated
system. Others are adopting automatic speaker recognition system for forensic ap-
plications. Nowadays, the concern of using automated speaker recognition system
for forensics is reduced. This is caused by the rapid improvement in the automatic
speaker recognition technology. Diverse studies in the automatic speaker recogni-
tion area have been answering numerous challenges, i.e., text-dependency, channel
mismatch, noise variability, etc.
The application of speaker recognition in forensics has its own challenges, un-
like in the other applications where the speaker cooperates to be identified. It is
very common to find forensic test sample with uncontrolled quality, e.g., disguised
speech, noise contamination, short duration, etc. Meanwhile, the model sample is
usually recorded in a controlled condition, e.g., through suspect interview by the
crime investigators. These recording condition in the test and model samples can
cause a mismatch condition between the samples.
The mismatch condition between test and model samples has always been a
classic problem within the automatic speaker recognition field. With this mis-
match, a speaker recognition system degrades in performance. Many studies have
been carried out to tackle problems in automatic speaker recognition such as text-
dependency [4, 58, 153], noisy speech [136, 121, 96, 110], short duration [98, 45, 81,
68], mismatched recording channel [151, 167, 176, 86, 191, 187], etc. The progress in
automatic speaker recognition has been very good, especially after National Insti-
tute of Standards and Technology (NIST) organizes speaker recognition evaluation
(SRE) almost every year, in which many sites participate in this SRE competi-
tion [128]. This leads to a rapid improvement in the automatic speaker recognition
technologies. Today, the best performance of a speaker recognition system under
standard conditions is around 1–2% equal error rate (EER) [91].
The low error rate achieved by current speaker recognition systems may give
forensic practitioners confidence when using the automated systems in real cases.
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However, the reliability of system output in automatic speaker recognition in foren-
sics might be questionable. In general, forensic science favors likelihood ratio (LR)
as a way to present evidence to court. The reason is because forensic practitioners
as an expert witness are not allowed to be biased when presenting the evidence at
court. The LR representation allows to present the evidence without contamination
from prior information or without requiring decision making process by the expert.
A particular speaker recognition system may or may not produce output scores
in the LR terms. If the system produces non-LR scores, it is important to convert
the scores into LRs. Even if a speaker recognition system produces LR scores, it
has been shown proved that these scores are often misleading in its LR represen-
tation [148]. Therefore, in order to produce more reliable and less misleading LRs,
a task called calibration is needed as an effort to transform raw scores (LR or not)
from automatic speaker recognition systems to calibrated LRs. Not only limited
to the forensic application of speaker recognition, calibration has also become an
interesting field of study in the automatic speaker recognition community, generally.
Ranging from linear calibration [13] to line-up calibration [180], many techniques
of calibration have been proposed.
To summarize, there are two crucial points in using automatic speaker recogni-
tion systems for forensic applications. First, it is important to use a system with
high recognition performance. Problems with sample variabilities, e.g., mismatch
channel and noisy speech, need to be addressed such that the degradation in system
performance is minimized. Second is to make sure that the system is well-calibrated
so that the system output, i.e., LR scores, are more reliable.
This thesis contributes on evaluation and enhancement of a modern speaker
recognition system such that it can be more usable in forensics. The speaker recog-
nition system is a system developed at Radboud University Nijmegen (RUN) and
based on the-state-of-the-art i-vector framework [35, 38]. Evaluation of the speaker
recognition system was carried out thoroughly by taking into account aspects in
both recognition and calibration performances. Duration and noise conditions are
two forensic-motivated conditions investigated within the evaluation. A new ap-
proach in calibration is proposed in order to tackle the two aforementioned vari-
abilities. The approach is called quality measure function (QMF) calibration. Here,
quality measurements from speech, i.e., signal to noise ratio (SNR) and duration
of active speech, are incorporated to the traditional linear calibration. The QMF
calibration was then comprehensively evaluated. Results show that this proposed
method results in improvement in recognition and calibration aspects. In addition,
this thesis includes transfer techniques and approaches from speaker recognition
field, where the concept of calibration is introduced to the face recognition commu-
nity.
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1.2 Research objective
Research in this thesis focuses on evaluation and enhancement of modern speaker
recognition systems for use in forensics. Experiments are inspired by real forensic
conditions where speech samples are recorded using various recording apparatus,
e.g., using microphone or by wiretapping, and taken in various noise duration con-
ditions. Besides system evaluation, focus is also given to likelihood ratio calibration
aspects as it is a proper way to present evidence to court. This research strives for
better modern automatic speaker recognition system to be more usable and more
reliable for its forensic applications.
The highlights of this thesis are to asses the modern speaker recognition systems
in various forensic conditions, and to improve the system performance by proposing
a new calibration approach. To address those problems, there are three research
questions which we want to answer in this thesis:
1. What is the performance of modern automatic speaker recognition systems in
various forensically relevant conditions, i.e., short-duration and noisy speech?
2. How can we enhance the performance and reliability of the modern automatic
speaker recognition systems in the aforementioned forensic conditions via a
novel approach of likelihood-ratio scores calibration?
3. How is the system performance after the proposed novel calibration approach
applied to the system?
The research conducted in this thesis is a part of Bayesian Biometrics for Foren-
sics (BBfor2)1 project. One of the goals of this BBfor2 project is to transfer tech-
nologies between fields in biometrics. Hence, the research questions are augmented
with:
4. How can we introduce the concept of likelihood ratio calibration in speaker
recognition field to other biometrics, i.e., face recognition field?
1.3 Methodology
Three research stages are conducted in order to answer the research questions listed
in Section 1.2. The stages are:
1. First stage: Forensic evaluation.
To answers research question number 1, we evaluated the performance of mod-
ern speaker recognition systems in diverse forensically motivated conditions.
1The BBfor2 is a Marie-Curie Initial Training Network (ITN) project, funded by European
Community’s Seventh Framework Program (FP/2007-2013) under grant agreement no. 238803.
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Using the latest data and cutting edge technologies in speaker recognition,
the evaluation was carried out in various duration conditions starting from 5
to hundreds of seconds, and in noisy conditions with various noise levels and
types. The performance is analyzed in both discrimination and calibration
ability of speaker recognition system.
2. Second stage: Proposal of new calibration approach.
In this stage, a new calibration approach was proposed to answer the prob-
lem that was apparent from the first stage. This stage provides the answer
to research question number 2 and 3. The proposed approach employed a
quality measure function (QMF). The QMF calibration is proposed in order
to improve the discrimination and calibration performance using additional
information about the speech samples, which we call quality measures. The
proposed QMFs are concentrated on two classic challenges in speaker recogni-
tion, short duration and noisy speech, for which duration and signal-to-noise
ratio for the quality measures, respectively.
3. Third stage: Calibration in face recognition.
The last stage is designated to answer a challenge in transfer knowledge, from
the speaker recognition to the face recognition field, that listed in research
question number 4. Likelihood ratio calibration as a common practice in the
speaker recognition was applied to and evaluated for face recognition system.
The benefits of doing calibration for face recognition was explored in this
stage.
1.4 Thesis structure
This thesis is divided into 5 parts:
Part I This part contains general introduction, structure, and general theory used
in the research.
Part II The second part presents the evaluation of modern speaker recognition
systems in various forensically motivated conditions, such as arbitrary dura-
tion and noise level.
Part III In this part we detail the proposed likelihood ratio calibration approach,
using quality measure function (QMF), to improve the system performance.
The proposal is followed by a set of comprehensive evaluations.
Part IV This part delivers the technology transfer from speaker to face recognition
field by introducing the concept of likelihood ratio calibration.
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Part V The last part concludes the whole thesis. It also lists the summary, dis-
cussion and concluding remarks from chapters in Part III and IV.
1.5 Contribution to scientific world
As contributions to the forensic biometrics and speaker recognition fields, a number
of articles have been published and/or presented in various well-known journals
and proceedings in the field. The peer-reviewed publications included in this thesis
provide answers to the research questions in Section 1.2. The publications are:
1. A paper entitled “Evaluation of i-vector speaker recognition systems for foren-
sic applications” [103], presented at the INTERSPEECH 2011 Conference in
Florence, Italy.
In this book: This paper is included in Part II, Chapter 3. It presents the
evaluation of speaker recognition system in forensic motivated conditions, i.e.,
short duration and duration mismatched problems in the model-test segments.
The system was evaluated through basic performance, score distribution anal-
ysis, and calibration experiments.
2. A paper entitled “The effect of noise in modern automatic speaker recognition
system” [104], presented at the 2012 International Conference on Acoustics,
Speech and Signal Processing (ICASSP) in Kyoto, Japan.
In this book: This paper is included in Part II, Chapter 4. It evaluates
and compares performances from several speaker recognition systems: dot-
scoring, linear discriminant analysis (LDA), and probabilistic linear discrimi-
nant analysis (PLDA) systems. The evaluation was conducted under various
noise circumstances that are motivated by real forensic conditions.
3. An article entitled “Quality measure functions for calibration of speaker recog-
nition systems in various duration conditions” [105], published at the IEEE
Transactions on Audio, Speech and Language Processing, vol. 21, pp. 2425–
2438, 2013.
In this book: This article is included in Part III, Chapter 5. In this pub-
lication, calibration technique based on quality measures from speech was
proposed. The proposed method is called quality measure function (QMF)
calibration, because of the method approach by incorporating speech quality
measures into the calibration function. This QMF calibration was proposed
in order to produce more reliable and well-calibrated likelihood ratio scores in
a specific forensic problem for speaker recognition, i.e., duration variability.
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4. A paper entitled “Calibration based on duration quality measures function
in noise robust speaker recognition for NIST SRE’12” [106], presented at the
2013 Biometric Technologies in Forensic Science (BTFS) Conference in Ni-
jmegen, the Netherlands.
In this book: This paper is included in Part III, Chapter 6. Here, the pro-
posed duration QMF calibration [105] was evaluated using NIST SRE 2012
database that contains both duration and noise variabilities. Results suggest
that noise variability in speech affects the speaker recognition performance,
even after the duration QMF calibration applied. This leads to further work
presented in [107].
5. An article entitled “Quality measures based calibration with duration and
noise dependency for speaker recognition” [107], Speech Communication, vol.
72, pp. 126–137, 2015.
In this book: This article is included in Part III, Chapter 7. Based on the eval-
uation of duration QMF in [106], an extended approach to QMF calibration
was proposed in this article. This is due to the fact that the system perfor-
mances suffer from degradation due to the presence of both short duration
and noise in the speech segments, and it is not sufficient for the duration-only
QMF to deal with the noise problem. Both duration and noise variabilities
were included in the proposed QMF calibration formula.
6. An article entitled “Score calibration in face recognition” [102], published at
IET-BMT journal, vol. 3, pp. 246–256, 2014.
In this book: This article is included in Part IV, Chapter 8. The article
presents a study about score calibration in a face recognition system. Un-
like in the speaker recognition field, score calibration is relatively new to the
face recognition community. Therefore, it is proved to be beneficial to the
community, especially for making use of face recognition systems in forensics.
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Chapter 2
Theoretical Background
This chapter provides general theory used in this thesis. The first section briefly
explain the speaker and face recognition systems as part of biometrics. The history
and state-of-the-art technologies in the fields are detailed in this section. In the
second section, the likelihood ratio and calibration theories are presented in their
relation to speaker recognition in forensics. In the last section, the performance
measures used to evaluate the systems in this thesis are specified.
2.1 Biometrics
Biometrics is the science of establishing the identity of an individual based on the
physical, chemical or behavioral attributes of a person [74]. The term ‘biometric’
may also be used for referring a system in which the input is in the form of a set of
biometric traits and the output match the traits to a person or a subject attributed
to it. Biometrics can be seen as a process to identify information related to identity
of a person based on his physiology and/or behavior information, and not based
on what the person know or what he possess externally, e.g., PIN Number and ID
card. Real biometric systems are not only found in science fiction movies, they are
a reality now [140].
Based on the human traits, biometrics can be categorized as behavioral and
physiological. Identity information in biometrics might be extracted from physio-
logical traits such as DNA, ear-prints, fingerprints, palm-prints, and retina and iris
patterns. In contrast, behavioral biometrics use behavioral human traits such as
gait, signature, and keystroke as their inputs. In the middle ground, speech and
facial images used in speaker and face recognition systems are categorized as both
physiological and behavioral traits.
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In terms of its operating modes, biometrics are used for two purposes, namely
identification and verification. In the verification mode, a set of samples sourced
from one known person is compared to one sample from an unknown source. In
the identification mode, N comparisons are carried out by comparing one unknown
sample to N samples from different sources whose identities are known. Both
modes can be applied to many of biometrics applications. The verification mode
may handle a question like: “Is this person truly X?”, which can be used for access
control to a personal account, e.g., when logging in to an ATM machine or personal
computer. Meanwhile, identification mode can be employed to answer a question
like: “Is this person in the database?”. Some of the applications for this scenario
are in access control to a secured room used by many people, border control, and
corpse identification. Thus, one way of grouping the applications of biometrics is
into three main groups that are commercial, governmental, and forensic [76].
Extracting identity related information from a given biometric trace is the nature
of biometrics. A biometrics system can be used to identify missing persons after
mass disaster, verify the identity of a suspected person in a certain crime activity,
and forensic evaluation of biometric evidence at court [120]. This has become the
main interest in forensic application of biometrics, e.g., in providing evidence to
court, or when identifying suspects. In forensics, biometrics can be used in both
modes, identification and verification.
History of forensic science closely tied to the history of biometrics system de-
velopment. Around 1970’s and 1980’s, the very first fingerprint recognition system
was developed and implemented [123, 83]. In the 1990’s, speaker, face, and gait
recognition gained new interests from the biometrics field, due to the advancement
in audio-video recording technology [27, 20, 52, 19, 29, 163]. Weight, width, pro-
portions, hair, gender, race, skin color, and clothing characteristics were considered
as soft biometric trace in 2001 [74]. All of these areas of biometrics have prominent
application in the forensic field.
Due to similar applications of different biometrics, it is natural that technol-
ogy transfer occurs between biometrics. For example, palm-prints and fingerprints
recognition systems share similar image-based processing procedures to deal with
their input images. DNA recognition is considered as a matured biometric technol-
ogy and offers high accuracy. The DNA recognition system normally use probability
theory to present their output. This is due to the main application of DNA recogni-
tion in forensic field. The same probability framework should therefore be adapted
to other biometrics which are also used in forensics such as speaker, fingerprints,
iris, and face recognition systems.
In the following subsections, two of the many biometrics that are of interest to
this thesis will be detailed. The first one is speaker recognition, and the second one
is face recognition. Both systems are within the scope of the research in this thesis,
with speaker recognition as the main focus of the research.
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2.1.1 Speaker Recognition
A speaker recognition system works by extracting information associated with
speaker identity sourced from a certain speech segment. As biometric trait, speech is
categorized as both physiological and behavioral traits. In physics terms, the voice
pattern can be seen as a product of source filter model of vocal cord and supra-
laryngeal vocal tract [44, 53]. The history of speaker recognition dates back from
1954 when the idea of interaction between human and machine emerged [142, 165].
In speaker recognition, two set of samples are compared. The first one is known as
model, train, known, or reference speech, while the second is called as test, unknown,
or questioned speech.
Human speech is also considered as a behavioral biometric trait because the
speech sample produced by human can be influenced by many factors such as
background, health and emotion conditions of the speaker. This results in a chal-
lenge to biometrics based on human voice, or speaker recognition. Traditionally,
a speaker recognition system is developed under controlled conditions with clean
speech. Problems start to occur when the speaker recognition system is used in
real life circumstances under unfavorable conditions, being exposed to variabilities
in the speech signal not encountered before. There are two types of variabilities in
speech samples, the intra-speaker and inter-speaker variabilities. The intra-speaker
variability includes variation of speech originated from same speaker, while the inter-
speaker variability portrays variation between different speakers. The main task of
speaker recognition system is to differentiate speakers. Therefore, it is important
for a speaker recognition system to widen the effect of the inter-speaker variability
while minimizing the effect of the intra-speaker variability. Many techniques in
speaker recognition are designed to do this task [69, 170, 87, 191].
In speaker recognition, intra-speaker variability is present in textual context,
recording session/channel, noise and duration. The development of speaker recog-
nition system has been aimed at making the technology more text-, language-,
gender-, and session-independent. However, the effect of noise and duration are
still challenging, especially in the cases of very noisy speech or speech with short
duration. Besides problems with intra-speaker variability, mismatching conditions
between model and test segments is a common cause for a drop in speaker recog-
nition performance. The model and test segments may differ in duration length,
background noise condition, recording devices, etc. Current studies show that even
mismatch in noise and duration conditions between model and test segments of
speech may severe the speaker recognition system performance [103, 104]. A chal-
lenge of a completely different kind is formed by impersonation of somebody else’s
voice and various forms of disguised speech [3, 92].
Based on the variation in lexical information carried within the speech signal,
speaker recognition can be categorized into text-independent and text-dependent
14 CHAPTER 2. THEORETICAL BACKGROUND
speaker recognition. A text-dependent system, where the lexical content of the test
sample is known a priori and is often the same as that of the training sample,
is mostly used for security and authentication because the potential accuracy is
a higher than a text-independent system [71, 70]. However, a text-independent
system, where no assumptions are made about the lexical content of the test sample,
is more of an interest to the forensic application, for which the speech content
are often different when spoken in the unknown sample, e.g., from wiretapped
recording, from when spoken in the known sample, e.g., from recording in the
interview/investigations scenario.
Features extracted from speech signal can be in the form of prosodic features
(pitch, loudness), metrical features (stress/relative loudness, rhythm), temporal fea-
tures, phonetic information, acoustic-phonetic features (amplitude, pitch and for-
mant), or highly dimensional acoustic features from speech processing (e.g., MFCC
and filter banks). Based on these many different feature types, speaker recognition
can also be grouped into phonetic-acoustic based system, fully automatic, or the
hybrid of the phonetic-acoustic and automatic approaches [6].
There are four main stages in an automatic speaker recognition system: pre-
processing, feature extraction, acoustic speaker modeling, and pattern matching/
classification [150]. Firstly, in the preprocessing stage, a set of speech signals is
treated in a way so it can be forwarded to the speaker recognition system. Usually,
a tool speech activity detection (SAD)1 is deployed here. This tool is useful to retain
active speech part of the sample and separate it from the non-active speech/silent
part. The non-speech parts contain no information about the speaker and typically
make modeling the speaker harder. In addition, noise-filtering tools are sometimes
utilized in this preprocessing stage as well.
The second stage is the feature extraction stage where the speaker characteristics
are extracted from the speech signals. There are various ways to represent the
short-time spectrum of the speech signal. The one most generally used in speech
processing is formed by Mel-frequency Cepstral Coefficients (MFCC). The MFCC
feature was originally designed to do a speaker-independent speech recognition [33].
However, it has now become the most used feature text-independent and text-
dependent speaker recognition. The MFCC features can be computed for any speech
sound and convey information about the physical aspects of the speech signal [6].
The last two stages, speaker modeling and classification are employed at train-
ing and recognition time, respectively. In these stages, various statistical mod-
eling and classification techniques are employed in order to get the intra- and
inter-speaker variabilities of speakers. The techniques include: Gaussian Mixture
Model (GMM) and Universal Background Model (UBM) [153, 152], Hidden Markov
1Also known as ‘voice activity detection,’ but this term is somewhat confusing, because we
want to still detect unvoiced parts of speech
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Model (HMM) [127, 7], Artificial Neural Networks (ANN) [45], Vector Quantiza-
tion (VQ) [168], Support Vector Machine (SVM) [21], Linear Discriminant Analysis
(LDA) and Probabilistic LDA (PLDA) [145], Within-Class Covariance Normaliza-
tion (WCCN) [69], and many more.
For the experiments in this thesis, a speaker recognition system based on i-vector
modeling is used [36]. The system used features consisting of 19 MFCCs plus log en-
ergy extracted from speech audio signals every 10 ms using a 20 ms analysis window.
These features were augmented with its delta and double-delta values. Speech ac-
tivity detection was implemented in the same manner as described in [115] which is
based on two-Gaussian energy model. Finally, feature warping [136] was applied to
all features using a 5-second analysis window. Gender-dependent, 2048-component
UBMs were trained using data sourced from a number of corpora. Many techniques
were employed for the modeling and classification stages, including dot-scoring [171],
within-class covariance normalization (WCCN) [69], LDA and PLDA [145], etc.
2.1.2 Face Recognition
Face recognition is a branch of biometrics that extracts identity information from
facial images. This field developed rapidly in the last decade due to the availability
of cameras as in CCTV system, mobile phones, laptop computers, etc. Variation in
facial images can be caused by pose, facial appearance, age, lighting condition and
expression [160]. Automated face recognition can be applied to search watch-list of
interesting people or potential suspects from a surveillance camera [135].
As mentioned in [158], facial images can be considered as a “good” modality
compared to others. Face recognition might be the most common personal recog-
nition used by human to identify people’s identity. In forensic application, face
recognition can come in handy, given the wide-spread availability of security cam-
era [75]. Often, video/image samples can be gathered from a certain crime scene.
In 1966, the very first paper about the development of an automatic face recogni-
tion system was published [9]. The first fully automatic face recognition system is
developed in [79]. Then in [143], it has been reported that a face recognition system
has been used for a real forensic purpose.
There are many challenges in developing a face recognition system. These chal-
lenges include facial aging, facial marks (e.g., mole, birthmarks, scar, and tattoo),
forensic sketch recognition, face recognition in video (e.g., pose and angle), near-
infrared face recognition (from surveillance camera), and many others [75]. In its
application to forensics, face recognition can be used to narrow down suspects.
However, the performance still needs to be improved upon, before it can be used
for identification/verification of a criminal suspect.
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2.2 Likelihood ratio, calibration and forensics
Evidence reporting in forensics requires the speaker recognition outputs to be pre-
sented as likelihood ratio so as to adhere to modern fact finding conventions in
court [43]. An ideal system should be able to produce well-calibrated likelihood
ratios. The likelihood ratio (LR) can be formulated as:
LR =
P (E|Hp, I)
P (E|Hd, I) (2.1)
where E is the speech trace from a crime scene, Hp and Hd as prosecution and
defense hypothesis, respectively, and I represents other circumstances relevant to
the case. In a forensic case, posterior odds can be calculated by the fact finder, i.e.,
judge or jury, by using the LR and prior odds from other evidences related to the
case. This can be done with Bayes’ formulation as the following [26]:
posterior odds = LR× prior odds
P (Hp|E, I)
P (Hd|E, I) =
P (E|Hp, I)
P (E|Hd, I) ×
P (Hp|I)
P (Hd|I) (2.2)
The Daubert ruling (1993) in the United States mentions that a testimony from
an expert witness should be based on scientific knowledge. The ruling has four
points:
1. Is the evidence based on a testable theory or technique;
2. Has the theory or technique been peer reviewed;
3. In the case of particular techniques, does it have a known error rate and
standard controlling the technique operation;
4. Is the underlying science generally accepted?
The Daubert ruling replaced the Frye ruling (1923) that did not cover all the four
points in Daubert ruling. The likelihood ratio is believed to include all four points
of Daubert ruling. Therefore, the forensic community is convinced that LR is the
proper way of reporting scientific evidence to court [119, 41, 61, 118, 149, 62].
According to [173], the likelihood ratio is good for presenting evidence in court
because it uses the Bayesian interpretation of probability, and therefore can be
used:
1. to assist scientists to assess the value of scientific evidence.
2. to help jurists to interpret judicial facts, and
2.2. LIKELIHOOD RATIO, CALIBRATION AND FORENSICS 17
3. to clarify the respective roles of scientists and of members of the court.
Here, the likelihood ratio is viewed as a measure of the evidence values. Equa-
tion (2.2) shows that the LR is produced by an expert witness. The court is then
combines the LR with some prior odds, e.g., information from another evidence.
The court is also the one who makes decision (posterior odds), not the expert.
The likelihood ratios (LRs), or often mentioned as LR scores, should have a
proper probabilistic meaning. There must be a way to check that this probabilistic
meaning is correct. This is carried out by doing calibration using a collection of LRs.
Calibration in speaker recognition, i.e., likelihood ratio calibration, is a process in
which the scores s (raw scores) from recognizer are transformed into calibrated log-
likelihood ratios (LLR). Some of the calibration technique in speaker recognition are
linear calibration [17] and line-up calibration [180]. Linear calibration is considered
to be the most common type of calibration with the transformation formulated as:
LLR = w0 + w1s (2.3)
where w0 and w1 as parameters for calibration that are optimized through logistic
linear regression using a set of training materials [17, 179, 15]. Here, w0 is also
known as offset parameter, and w1 as a scaling parameter as it is attached directly
to the raw scores s. For proper calibration results, it is important to use disjoint
databases for training the calibration parameters and evaluation, such that the
training and evaluation databases are not sharing the same speech material and
have disjoint speaker sets.
The concept of calibration was firstly proposed in the context of weather fore-
casting [34]. In the speaker recognition field, calibration is specifically highlighted
through the concept of a proper scoring rule in speaker recognition [17, 22]. An auto-
matic speaker recognition system must produce reliable likelihood ratios in order to
be used for evaluating and presenting evidence to court. Scores from an automatic
speaker recognition system should be calibrated in order to produce more reliable
and less misleading likelihood ratios [148]. This paper illustrates the necessity of
performing likelihood ratio calibration when using automatic speaker recognition
system in forensics.
Calibration can be carried out either in a parametric or non-parametric way.
One of the non-parametric calibration methods uses the Pool Adjacent Violators
(PAV) algorithm which finds the optimal non-linear calibration for the training
data itself [196], but it more often used for evaluating the quality of calibration
Logistic regression is a parametric calibration method [139]. It can not only be
used to calibrate a single system (raw scores to LLRs transformation), but also
to fuse multiple systems. In this thesis we have used two calibration toolkits:
Bosaris [16], and its predecessor FoCal [13]. Both use logistic regression and the
PAV algorithm in doing calibration and evaluation of the quality of calibration. It
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also provides functions that normally used to evaluate speaker recognition system,
such as plotting Detection Error Trade-off (DET) curve or computing performance
measures in speaker recognition.
In this thesis, the calibration is carried out using linear approach. Additionally,
an approach using quality measure functions (QMF) is proposed as an extension to
the linear calibration [105, 107]. Another type of calibration called shared scaling or
categorical calibration is also introduced through this thesis [105, 102]. In the shared
scaling calibration, trials under different conditions get their own offset parameter,
while the scaling calibration parameter is shared between all conditions. The main
goal of any calibration method above is to produce calibrated 2 LRs (or LLRs).
2.3 Performance measures
In performing a speaker recognition task, there are two hypotheses that are con-
sidered, the prosecution hypothesis (Hp) and the defense hypothesis(Hd). The Hp
typically states that the speakers in the reference recording and the questioned
recording are the same, whereas Hd typically states that the speakers are different.
Trials in for which Hp is true is often referred to as target trials. Trials for which Hd
is true are known as non-target trials. In the forensic application of speaker recog-
nition, the judge or juries are making the decision as to which hypothesis should be
accepted, i.e., based on the posterior odds built from a prior odds and likelihood
ratios produced by an expert. This has been formulated in Equation (2.2) through
a Bayesian framework.
Before evaluating a speaker recognition system, it is important to know the
types of errors that might occur in when employing such a system. There are two
types of error in speaker recognition, false alarm (or missed rejection) and missed
detection. These errors are often presented in the form of probabilities, namely PFA
for false alarm probability and Pmiss for probability of a miss. On the one hand,
false alarm errors occur when a non-target trial is misclassified, i.e., the decision is
“same speaker” when Hd is actually true. On the other hand, a miss occurs when a
target trial is misclassified, i.e., the decision is “different speaker” when Hp is true.
An evaluation to a speaker recognition system must determine both error rates,
the false alarm and missed detection. One of the most common ways to express a
speaker recognition system’s performance in a single figure is by using a detection
cost function, which can be formulated as
Cdet = CmissPmissPtar + CFAPFA(1− Ptar) (2.4)
In Cdet, the effect of the errors PFA and Pmiss are weighted through costs CFA and
Cmiss [40, 146]. The selection of the cost parameters CFA and Cmiss should be based
2Detailed definition of calibrated LR can be found in [181], and in the appendix in [105].
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on the intended application of the system. Therefore, both cost parameters are often
referred to as application-dependent cost parameters, and the Cdet measurement as
an application-dependent evaluator. Both cost parameters represent the cost of
one kind of error. In forensic application, CFA can be viewed as the cost of putting
an innocent citizen in jail, while Cmiss as the cost of having a real perpetrator
living a free life. Besides the cost parameters, false alarm and misses probabilities,
there is another important factor in computing Cdet. This factor is Ptar or a prior
probability that a target trial happens in the application (related to the prior odds
of Hp versus Hd).
In order to make a decision whether the samples are originated from “same
speaker” or “different speakers”, a threshold must be set. This will lead to particular
values of PFA and Pmiss for a given system and set of trials. There is a trade-off
between the probabilities of the two errors when the threshold varies. This can be
seen through graphs called detection error trade-off (DET) plot or receiver operating
characteristic (ROC) curve. An example of a DET plot is presented in Figure 2.1.
Given a DET plot, there is one point where a particular Cdet is minimum, named
Cmindet . If a threshold can be set, before evaluation, such that Cdet is the minimum
achievable Cdet, the system can be called as a well calibrated system. More often
than not, the set threshold is not optimal for the evaluation data, and this can be
seen as a classical calibration error. A different cost function, with different CFA,
Cmiss, and Ptar, needs a different threshold for its optimum Cdetvalue. This is not
practical in cases where the cost function changes, e.g., because the prior changes.
Such a change would require re-calibration if the system. In forensic situations,
the cost function is not even know a priori, as it is effectively determined in the
court process. Therefore, we need a generalization of the cost function approach to
calibration.
A cost function is characterized by effective prior Oeff :
Oeff = Cmiss
CFA
Ptar
1− Ptar (2.5)
If the scores from a speaker recognizer are well calibrated LLRs, then − log(Oeff)
is the optimal decision threshold [17], regardless of the cost function parameters.
This means that the Cdet value here is actually the minimum Cdet, or C
min
det . If
a speaker recognition cost parameters are changed due to its application, a new
decision threshold must be computed such that it will lead to the optimal Cdet.
This process needs no further work from the recognition system, which means that
the user/evaluator can do this instead. However, by calibrating the raw scores from
recognizers into well-calibrated LLRs, the system can perform optimally at any cost
function. This becomes the importance of score calibration for speaker recognition.
The advantage of well-calibrated LLRs is that the user/evaluator can decide
what the cost function is. The system does not need to find a new optimum thresh-
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Fig. 2. A DET-plot, obtained from Fig. 1. The line shows the trade-off of false alarm
against miss probability as the threshold increases from the lower-right to upper-left
corner. The rectangle indicates the operating point of the decisions made, corresponding
to the surface of the grey areas in Fig. 1. Further, the Equal Error Rate (EER) and
the operating point the ‘minimum DCF’ (see Sect. 2.3) are indicated. For d′, see the
text.
Figure 2.1: An example of a detection error trade-off (DET) plot [179].
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old for each and every cost function possible. The well-calibrated LLRs always lead
to an optimum decision for all possible cost functions. In forensic application, the
expert does not know the prior of the evidence yet. This prior, Ptar, will lead to
a specific cost function. Therefore, a forensic expert should always produce well-
calibrated LLRs from the speaker recognition system, such that it can be used for
all possible priors. For this reason, calibration turns into a concern for forensic
expert in using speaker recognition system.
There are several other metrics to characterize the performance of a speaker
recognition system. One of these measures is equal error rate, denoted here as
E= or abbreviated as EER. In computing the EER, the threshold is adapted, af-
ter evaluation, such that it has same false alarm and miss rejection probabilities
(Pmiss = PFA). The EER is one of the simplest and most common measure used to
show discrimination performance of biometrics, including speaker recognition. In
computing EER, there is no need to calibrate, therefore no additional calibration
data is necessary. That is why EER is often used by engineers developing speaker
recognition systems. Lowering the EER generally lowers error rates everywhere on
the DET, because it is the hardest/worst point if one considers a range of cost
functions by varying the prior. This is because in the EER point, the prior gives
the least amount of information about the decision. Another measure for discrimi-
nation is half total error rate (HTER) that is commonly used in the face recognition
field. The HTER is a cost function Cdet with CFA = Cmiss = 1 and Ptar = 0.5.
Operating points of EER and HTER are close to each other.
In the speaker recognition evaluation (SRE) conducted by NIST, Cdet is nor-
mally used for performance evaluation. In the NIST SRE year 2010, Cdet values
computed with CFA = Cmiss = 1, and Ptar = 0.001. Prior to NIST SRE 2010, Cdet
parameterized by CFA = 1, Cmiss = 10, and Ptar = 0.01. In the NIST SRE 2012,
Cprimary measure are used in the evaluation as a weighted combination of Cdet for
two different cost functions:
Cprimary =
1
2
(
Cdet,1 + Cdet,2
)
(2.6)
with both Cdet,1 and Cdet,2 are characterized by CFA = Cmiss = 1, Ptar,1 = 0.01 and
Ptar,2 = 0.001. The research throughout this thesis are mainly focused on database
for speaker recognition from NIST. Many challenges are offered by NIST, including
channel variation (microphone, telephone, interview), short duration, noise, and
languages.
While Cprimary concentrates on exactly 2 cost functions, a measure called cost
of log likelihood ratio calibration, Cllr, measures the system performance for all
possible cost functions. This way, Cllr offers performance measure over all possible
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priors [17, 179]. The Cllr metric can be computed as:
Cllr =
1
NHp
NHp∑
i=1
log2
(
1 +
1
LRi
)
+
1
NHd
NHd∑
j=1
log2
(
1 + LRj
)
(2.7)
where NHp and NHd are the number of scores (LRs) in the prosecution and defense
hypothesis, or also known as target and non-target scores, respectively. For a test
set, an optimal calibration of LLRs can be found, e.g., by implementing pool-
adjacent-violators (PAV) algorithm. This gives a minimum achievable Cllr, or often
referred to as Cminllr . The relation of C
min
llr to Cllr is similar to relation of C
min
det
to Cdet. The C
min
llr represents only the discrimination performance of the speaker
recognizer. A measure noted by Cmc or cost of mis-calibration:
Cmc = Cllr − Cminllr (2.8)
is ofter used to represent the calibration loss of the recognizer. As a calibration
sensitive measure, Cllr can be seen as a scalar summary of goodness of log-likelihood-
ratio [179].
Part II
Evaluation of modern
speaker recognition systems
in various forensic motivated
conditions
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Chapter 3
System evaluation in various
duration conditions
Published as: M. I. Mandasari, M. McLaren, and D. A. van Leeuwen. Evaluation
of i-vector speaker recognition systems for forensic application. In Proceedings of
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Abstract
This paper contributes a study on i-vector based speaker recognition systems and
their application to forensics. The sensitivity of i-vector based speaker recognition is
analyzed with respect to the effects of speech duration. This approach is motivated
by the potentially limited speech available in a recording for a forensic case. In this
context, the classification performance and calibration costs of the i-vector system
are analyzed along with the role of normalization in the cosine kernel. Evaluated on
the NIST SRE-2010 dataset, results highlight that normalization of the cosine kernel
provides improved performance across all speech durations compared to the use of
an unnormalized kernel. The normalized kernel is also found to play an important
role in reducing mis-calibration costs and providing well-calibrated likelihood ratios
with limited speech duration.
Keywords: i-vector, speaker recognition, forensics, calibration, short utterances
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3.1 Introduction
One of the potential application areas of automatic speaker recognition is inves-
tigation and evidence reporting in forensics. In a typical case scenario, a victim
may have received a threatening phone call. The recording of this phone call (re-
ferred to as the trace) may then be compared to a database of speech samples of
known criminals to produce a ranked list of potential suspects. In this scenario the
speaker recognition system is used for investigation purposes. When a suspect of
the crime is found (by the aforementioned search or other means), an automatic
speaker recognition system can be used to establish the degree of support that the
suspect is the author of the recorded sample—this is referred to as evidence report-
ing. The speaker recognition system in this case must be well-calibrated and should
report the strength of evidence as a likelihood ratio so as to adhere to modern fact
finding conventions in court [43].
The forensic scenario is very challenging for speaker recognition for several rea-
sons. The quality of the trace (e.g., signal-to-noise ratio) can not be controlled and
is not known, and the duration of the speech sample can vary from a few seconds
to several hours. Further, the recording conditions are often not precisely known
making the calibration of the speaker recognition system difficult. These circum-
stances typically vary from case to case such that finding speech data for system
calibration that is representative of the trace conditions becomes a laborious pro-
cess. An ideal system would be able to produce well-calibrated likelihood ratios
without sensitivity to factors such as trace quality and duration, thus allowing each
forensic cases to be treated with the same calibrated system.
A speaker recognition system that was reported to exhibit good calibration char-
acteristics during the recent NIST Speaker Recognition Evaluations (SRE) [130] was
the state-of-the-art i-vector framework [36]. An i-vector is a compact representation
of an utterance extracted from a low-dimensional total variability subspace trained
via factor analysis. I-vectors are subject to inter-session compensation before per-
forming speaker detection using a cosine kernel.
In this paper, we investigate the effects of speech duration on the calibration
of the i-vector framework for speaker recognition. Focus is given to the the clas-
sification performance and calibration costs of the i-vector system that has been
developed and calibrated using the homogeneous duration speech dataset. Analy-
sis is expected to highlight where the i-vector framework is sensitive to variations
such as speech duration and its mismatch to the dataset used in calibration. Such
sensitivities may trivially be dealt with by conditioning the calibration data on ex-
actly the same duration characteristics as the trial at hand [117, 190]. This may be
relatively easy for the duration factor studied in this paper, but will be less trivial
for factors like signal to noise ratio and room acoustics. As to alleviate the need
for this potential laborious process, we hope that by characterizing the duration-
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dependence of the i-vector system, it will be possible to design methods for dealing
with this type of calibration issue.
This paper is structured as follows. Section 3.2 defines calibration and its role
in the context of forensics. Section 3.3 details the speaker recognition system,
speech data sources and experimental setup. The results and analysis are given in
Section 3.4.
3.2 Calibrating Similarity Scores
For forensic evidence reporting, scores from an automatic speaker recognition sys-
tem must have the interpretation of a likelihood ratio (LR) in the forensic sense,
LR =
P (E|Hp, I)
P (E|Hd, I) (3.1)
where E is the trace (incriminating recording), Hp and Hd represent the prosecution
and defense hypotheses respectively, and I denotes other circumstances relevant to
the case. Likelihood ratios can be used in court by the fact finder (judge or jury)
to compute the posterior odds,
P (Hp|E, I)
P (Hd|E, I) = LR×
P (Hp|I)
P (Hd|I) (3.2)
where the second factor is the prior odds determined by the court after considering
other evidence. Calibration (i.e., converting scores to likelihood ratios) is a difficult
task, but the most common way is to use a linear transformation of the scores [13].
Calibration then involves optimizing this transformation using a development set
of scores to minimize
Cllr =
1
NHp
NHp∑
i=1
log2(1 +
1
LRi
) +
1
NHd
NHd∑
j=1
log2(1 + LRj) (3.3)
where NHp and NHd are the number of comparisons in the two hypothesis re-
spectively. The Cllr provides an estimation of the calibration error over all priors.
Readers are directed to [17] and [179] for further details on calibration and Cllr.
3.3 Experimental method and data
3.3.1 Speaker recognition system
Features were extracted from audio samples by calculating 19 MFCCs plus log
energy from speech audio signals every 10 ms using a 20 ms analysis window. These
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features were augmented with delta and double-delta coefficients. Speech activity
detection (SAD) was implemented in the same manner as described in [115]. Finally,
feature warping [136] was applied to all features using a 5-second analysis window.
Gender-dependent, 2048-component UBMs were trained using data sourced from
Switchboard II: Phase 3, Switchboard Cellular (Parts 1 & 2), Fisher English and
NIST SRE 2004–2006 corpora.
The i-vector system for which we will study the calibration behavior w.r.t. dura-
tion follows the framework described by Dehak et al. [36]. A single dataset compiled
from the aforementioned datasets and additional interview data sourced from the
NIST 2008 SRE follow-up corpus was used for development of the i-vector system
including total variability subspace, LDA transform and WCCN matrix training. A
total variability subspace of 400 dimensions was used to extract i-vectors for all rel-
evant speech segments. LDA was used to reduce these i-vectors to 200 dimensions
after which WCCN was employed to further reduce the effects of channel variability
thereby following the typical i-vector recipe as detailed in [36].
Comparison of two i-vectors (referred to as the train and test i-vectors) was
conducted using a cosine kernel. Throughout this study, the beneficial effect of
cosine kernel normalization [35] is investigated in the context of performance and
calibration. Cosine kernel normalization can be viewed as a re-centering of the i-
vector space based on a set of held-out i-vectors. Normalization was implemented
using the same dataset used for i-vector system development mentioned above.
3.3.2 Evaluation and calibration data
We use NIST SRE-2010 evaluation data [130] to characterize the performance of
our i-vector system. Although our system has been developed to deal with a variety
of recording, speaking style and vocal effort conditions [115], in this work we con-
centrate on the telephone trials (a.k.a. ‘condition 5’) as this condition appears most
relevant to the forensic cases. We use the ‘extended core test’ trial list distributed
by NIST after the official submission deadline, which consists of 416119 trials, as
this leads to better error measurement statistics than the original trial list that has
far fewer trials.
The core condition consists of 5-minute conversations, where each conversation
side was typically found to contain 80 seconds of active speech. In order to study
the effect of duration, we synthesized test and train data sets of 5, 10, 20, 40 seconds
by truncating the feature streams after SAD1. For consistency in our results, the
conversation sides that contained less that 40 seconds of nominal speech using our
speech detection algorithm were discarded from all results reported in this work.
1Note that we did not use the data form the ‘10 second’ training and test conditions from NIST,
because these have not been distributed in the ‘extended’ version, and moreover, we wanted to
study duration dependence in a wider range of durations.
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Ideally, we would have used NIST SRE-2008 data for the purpose of score cali-
bration performed in Section 3.4.3. However, as this was used in the development
of the i-vector system, we reverted to splitting the SRE-2010 extended trial list in
two halves, each with a disjoint set of 204 target speakers. One half was then used
for training the calibration parameters, and the other for the purpose of evaluation.
3.3.3 Experimental setup
Experiments were carried out using evaluation data with a speech duration of
d = 5 s, 10 s, 20 s, 40 s as well as full length utterances. An exhaustive set of du-
ration combinations were trialled so as to adequately analyze the effect of duration
mismatch in the i-vector system. Here, we also varied whether or not cosine kernel
normalization was applied. Along with performance properties, the characteristics
of the target and non-target score distributions were analyzed.
The last set of experiments concern system calibration. Linear calibration was
performed using the FoCal toolkit [13], where scores for training the calibration
parameters were sourced from the calibration portion of the full-full train-test du-
ration combination (as defined in Section 3.3.2). The calibration parameters (an
offset and a linear scaling) were learned using logistic regression, and applied to
the evaluation half of the trials of all the different duration conditions. Thus, there
was no overlap between target speakers in calibration training and evaluation, but
there was a mismatch between the duration of the segments used for calibration
and evaluation.
3.3.4 Performance characterization
Discrimination performance of our system is reported in terms of EER and Cmindet ,
with Cmiss = 10, CFA = 1, Ptar = 0.01. These are the ‘traditional’ NIST cost
parameters used for the short duration conditions in SRE-2010 involving 10-second
segments and all SREs prior to 2010. In order to study how well our system was
calibrated, we used Cllr [17, 179] and Cllr − Cminllr , the latter showing the costs of
the log-likelihood due to mis-calibration A system is deemed well-calibrated when
it has a low mis-calibration cost and is, therefore, able to provide more reliable
likelihood ratio values.
3.4 Results
In this section, we present and analyze the performance of our i-vector system with
respect to varying speech duration in terms of classification performance, corre-
sponding effects on score distributions and mis-calibration cost. The use of both
cosine kernel and normalized cosine kernel scoring is investigated.
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Table 3.1: Minimum DCF and EER value of several duration combination trials in
normalized i-vector system.
Duration (sec)
Train Test Cmindet EER (%)
full full 0.016 3.11
full 40 0.019 3.92
full 20 0.024 4.89
full 10 0.035 7.39
full 5 0.049 10.88
40 40 0.024 4.81
20 20 0.038 7.67
10 10 0.063 14.68
5 5 0.088 24.23
3.4.1 Basic performance results
As an initial starting point, we investigate the effect of varying utterance dura-
tion on the performance of the i-vector based speaker recognition system. The
corresponding EER values for both cosine kernel conditions are presented in Fig-
ure 3.1. It can be observed that the error rate increases as the train and test
duration is reduced, which characterizes the typical behavior of most classifiers in
speaker recognition [117, 190]. Noteworthy is the symmetry of the EERs around the
point of matched train and test duration in Figure 3.1—that is, the i-vector system
provided comparable EER when the train and test durations are swapped. This
characteristic is distinct from other classifiers that typically treat the train speech
segments different to the test speech segments. The symmetry of the i-vector sys-
tem, therefore, contributes a simplistic configuration in that a distinction between
train or test utterance does not have to be made when dealing with speech samples
of mismatched duration.
Observing EER trends in Figure 3.1, we see that the i-vector system with a nor-
malized kernel has, in general, better performance across all duration combinations
than the unnormalized kernel. This is of interest as the cosine kernel normalization
was based solely on a full-length utterance dataset. Other classifiers such as support
vector machines and joint factor analysis (JFA) require that the dataset used for
score normalization be matched to the evaluation condition in order to maintain
reasonable classification performance [117, 190]. Although not shown here, similar
trends between the unnormalized and normalized system were also found in terms
of Cmindet .
To better analyze the system performance at specific train and test durations,
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Table 3.2: Statistics of the standard deviation of the target and non-target score
distributions across all duration combinations.
Score Cosine Norm. Cosine
Distribution µ σ µ σ
Target 0.084 0.002 17.5 1.16
Non-target 0.082 0.004 14.8 0.63
Cmindet and EER values from several duration combinations are presented in Table 3.1.
From the matched train-test duration combination trials, it can be observed that
the system performance is reduced by close to a factor of two as the duration of
speech is halved. Full-length utterance training, on the other hand, provides a
more graceful reduction in the system performances. These trends, along with the
symmetrical behavior of the i-vector system, are of particular interest in forensic
evidence reporting where long speech samples can be collected from a suspected
speaker in an interview scenario, while the trace may be of uncontrolled duration.
3.4.2 Score distributions
We performed experiments to analyze the system score distributions by looking at
the mean and standard deviation of the target and non-target scores with respect
to varying train and test durations. Figure 3.2 shows the mean of both scores
distributions from these experiments when using the unnormalized and normalized
cosine kernels. It can be seen from Figure 3.2(a) that there is a negative shift in both
score distributions of the unnormalized system as the speech length is reduced. In
contrast, Figure 3.2(b) indicates that the normalized system provides a relatively
stable non-target score mean along with a more uniform separation between the
target and non-target scores.
Table 3.2 details the mean and standard deviation of the standard deviations
of the target and non-target score distributions when using both kernels in the i-
vector system. Limited fluctuation occurs in the standard deviation of the score
distributions as indicated by the low σ relative to the average standard deviation µ.
Thus, the standard deviation of the i-vector scores have a limited sensitivity to the
length of speech duration and the application of the cosine kernel normalization.
3.4.3 Calibration experiments
A well-calibrated system is required when using an automatic speaker recognition
system in forensic application for presenting evidence to court. Here we analyze the
calibration in terms of the extra costs Cllr due to mis-calibration
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Figure 3.1: The EER from the i-vector system using different cosine kernels with
respect to train and test speech duration.
The values of Cllr representing several duration conditions for the female speak-
ers are shown in Table 3.3, where the breakdown in discrimination (Cminllr ) and
mis-calibration (Cllr − Cminllr ) can be appreciated. The mis-calibration cost rapidly
increased in the unnormalized system as speech duration was reduced, driving the
costs up to far beyond Cllr = 1. Note that a non-informative system, producing
LR = 1 for any input trial, has Cllr = 1, so for short durations this calibration would
be considered very poor. The mis-calibration costs for both cosine kernels are de-
picted graphically in Figure 3.3. By comparing Figure 3.3(a) and Figure 3.3(b), it
can be observed that the mis-calibration cost is reduced dramatically w.r.t. normal-
ization in the cosine kernel scoring. Nonetheless, even in the case of the normalized
kernel, the full-utterance calibration produced damaging log likelihood-ratios for
the shorted durations (cf. Table 3.3).
3.5 Conclusions
In this paper we analyzed the effect of a quality factor from the speech signal (in
this case utterance duration) to the performance of a modern speaker recognition
system in terms of discrimination and calibration. We used fixed calibration param-
eters trained on scores from full-length utterance trials. This showed that duration
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Figure 3.2: The mean of the target and non-target score distributions from i-vector
systems using different cosine kernels
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Figure 3.3: Mis-calibration cost for female trials using different cosine kernels with
respect to train and test speech duration
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Table 3.3: Cllr and C
min
llr values for female scores with respect to train and test
speech duration for the i-vector system using both unnormalized and normalized
cosine kernels.
Duration Cosine Norm. Cosine
Train Test Cllr C
min
llr Cllr C
min
llr
full full 0.15 0.14 0.13 0.12
full 40 0.28 0.18 0.17 0.16
full 20 0.71 0.22 0.26 0.19
full 10 2.09 0.31 0.54 0.28
full 5 4.10 0.39 1.07 0.37
40 40 0.54 0.21 0.22 0.19
20 20 2.22 0.32 0.48 0.30
10 10 5.48 0.51 1.02 0.50
5 5 8.45 0.70 1.62 0.73
variation has quite an influence on the quality of the LR, in some cases producing
Cllr costs larger than one which indicates that such a system should not been used
in those duration conditions. Normalization of the cosine kernel was found to be
helpful, particularly in the reduction of calibration costs for this i-vector system.
There are ways to deal with this calibration phenomenon. One is to re-calibrate
for every possible duration condition using development data of matching duration,
which can be laborious and does not generalize trivially to other quality factors or
very long duration conditions. A better way would be to include the quality factor
in the calibration model as ‘side information,’ which still needs calibration data of
similar conditions, but hopefully the calibration model can interpolate for unseen
duration conditions. Our future work includes the investigations on such calibration
models, and extending the analysis to other quality factors such as signal to noise
ratio and room acoustics.
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Chapter 4
System evaluation in various
noise conditions
Published as: M. I. Mandasari, M. McLaren, and D. A. van Leeuwen. The effect
of noise on modern automatic speaker recognition systems. In Proceedings of In-
ternational Conference on Acoustics, Speech and Signal Processing (ICASSP), p.
4249–4252. IEEE, Kyoto-Japan, 2012.
Abstract
Motivated by the application of speaker recognition in forensic area, this paper
presents a study on noise robustness of several automatic speaker recognition sys-
tem approaches, ranging from simple dot-scoring and a standard i-vector system
with cosine distance scoring to a state-of-the-art i-vector Probabilistic Linear Dis-
criminant Analysis (PLDA) system. Using the recent NIST 2010 Speaker Recog-
nition Evaluation (SRE) data, the systems are analyzed in added noise conditions
with a range of signal to noise ratios. Various experiments were conducted to study
the influence of the noise on the speech activity detection and Wiener filtering in
the front-end of the system.
Keywords: speaker recognition, i-vector, PLDA, noise conditions, forensics.
4.1 Introduction
Traditionally, automatic speaker recognition systems are developed and tested in a
clean speech environment. However, in many applications of speaker recognition,
37
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the speech samples provided to the system may suffer from some background noise.
In noisy conditions, the performance of speaker recognition system is expected to
drop, especially in a low signal-to-noise ratio (SNR) situation [121, 39, 90].
In the last decade, some research has studied the behavior of speaker recog-
nition systems in noisy speech conditions [121], and a number of techniques has
been proposed make speaker recognition systems more noise-robust [39, 90, 164].
However, to the best of our knowledge, there has been no research reported yet on
the noise-robustness of the modern i-vector speaker recognition approach that has
recently become mainstream in this field. Encouraged by many reports on good
performance offered by the i-vector system in clean speech conditions, we are in-
terested to see how the i-vector system behaves when the SNR ratio becomes less
favorable.
As a continuation of previous work on the system evaluation in short duration
conditions [103], and motivated by the application of automatic speaker recogni-
tion to forensics, this paper presents a study on i-vector based speaker recognition
systems in noisy speech conditions. In forensic cases, a speaker recognition system
can be utilized for preparing legal evidence to the court by processing a speech
sample recorded from the crime scene (speech trace) and comparing this to speech
material from the suspect. In a specific forensic case scenario, the speech trace can
be corrupted by noise or other various forms of deterioration to the signal. Often,
an incriminating recording is made using a telephone in a car (engine, wheel rolling
and wind noise) or in a cafe´ or public place (voice babble and music background
noise). The effect of environmental noise on the recording is at least twofold. On
one hand, the noise is added to the speech signal at the transducer, leading to a
lower SNR at the receiver’s end. Additionally, this may reduce the coding efficiency
in case a speech compression system is used, e.g., with GSM calls, which may lead
to non-linear distortions in the speech signal. On the other hand, the Lombard
reflex in human speakers will cause the speaker to change the vocal effort, in an
unconscious effort to increase the SNR at the receiver’s end (thus counteracting the
first mentioned effect) but simultaneously changing their voice’s spectral charac-
teristics. An attempt to study the latter effect has been carried out in one of the
NIST SRE-2010 evaluation conditions where the vocal effort of speaker’s was ma-
nipulated without inducing additional noise in the recording [130]. In this study we
concentrate on the effect of the lowering of the SNR through added noise, ignoring
the effects of the Lombard reflex at this point.
Using the most recent NIST Speaker Recognition Evaluation data (SRE 2010)
[130], a set of experiments was carried out in order to study the behavior of several
state-of-the-art speaker recognition systems in noisy speech conditions. Perhaps
one of the most under-valued components of any speaker recognition system is the
Speech Activity Detection (SAD) algorithm. This process acts at the very front-
end of the processing chain, and is likely to be influenced by added noise. In a first
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experiment we therefore look at the influence of noise on a full speaker recognition
system compared to one where the SAD component is given an “oracle” clean
speech version of the signal. In a second experiment we compare three different
systems with different forms of channel compensation and speaker modeling: a
simple dot-scoring system with channel compensation, a standard i-vector system
using LDA followed by WCCN and cosine distance scoring, and finally a state-of-
the-art PLDA i-vector system. In a third experiment we study whether our systems
favor “matched” noise conditions for the training and test segment, or whether
they perform better if any of the two segments contains clean speech. In a final
experiment, we investigate whether a Wiener filter at the front-end can alleviate
some of the drop in performance due to added noise.
The paper is structured as follows. Section 4.2 details the baseline speaker recog-
nition systems presented in this paper. Section 4.3 defines databases used for our
experiments, and how our noisy speech database was generated. The experimental
results and analysis are given in Section 4.4.
4.2 Baseline speaker recognition systems
4.2.1 Feature extraction and UBM training
All systems use the same feature extraction stage. We extract 20 MFCCs (in-
cluding C0) using a 20 ms analysis window with 10 ms overlap. Augmented with
delta and double-delta coefficients, we form 60 dimension features. A two-Gaussian
energy-based SAD algorithm (see Section 4.2.2) discards the silence frames, and
then each feature dimension is feature-warped [136] using a 5-second analysis win-
dow. Gender-conditioned, 2048-component UBMs were trained using telephony
speech from Switchboard II: Phase 3, Switchboard Cellular (1&2), Fisher English
and NIST SRE 2004–2006 corpora.
4.2.2 Speech Activity Detection (SAD)
An energy-based SAD algorithm [116, 114] was used to determine the speech frames
in an audio signal. This process involved training a two-component Gaussian Mix-
ture Model (GMM) from the log-energy of the audio signal. Samples below the
mean of the non-speech Gaussian were iteratively removed and the GMM retrained
until the variance of the speech Gaussian was less than fives times that of the non-
speech Gaussian. Speech frames were found by applying a threshold of 1.3 standard
deviations below the speech Gaussian mean to the log-energy signal. The audio was
considered to contain no speech if no samples remained or the difference between
Gaussian means was less than 4.
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4.2.3 Dot-scoring system
The first reference system was based on a fast, linear scorer to approximate GMM
likelihoods using a simple inner product of a model and a test vector in a simi-
lar manner to SDV’s NIST SRE-2008 submission [171]. This system reflects the
behavior of the more traditional GMM-UBM approach. Techniques that were in-
corporated to improve robustness of the dot-scoring system included ZT-score nor-
malization and channel compensation using 50 dimensions estimated from the NIST
SRE 2004 and Switchboard data sets.
4.2.4 I-vector extraction and LDA system
The i-vector speaker recognition system follows the framework proposed in [38]. An
i-vector is a representation of speech utterance in a low dimensional Total Variability
(TV) subspace in which both speaker and channel variation reside. I-vectors were
extracted from a 400-dimensional TV space that was trained using the same collec-
tion of speech databases as used in UBM training. Our second reference system was
used in previous work [103], and consists of a traditional i-vector approach, using
200-dimensional LDA for separating speakers followed by Within-Class Covariance
Normalization (WCCN) [69] and utilizing normalized cosine distance scoring [35].
4.2.5 Probabilistic Linear Discriminant Analysis (PLDA)
The third and most state-of-the-art system is based on Probabilistic Linear Dis-
criminant Analysis (PLDA) modeling, following a similar approach to [59]. PLDA
is a probabilistic approach that models the distribution of i-vectors as a multivari-
ate Gaussian. Thus, the model can be used to directly compute the likelihood ratio
of two i-vectors originating from the same speaker versus originating from different
speakers. Our system incorporates WCCN and i-vector length normalization [54]
prior to PLDA which has been shown to dramatically improve recognition perfor-
mance. This system framework is capable of obtaining the best performance in the
NIST 2010 SRE conditions involving telephone, interview and microphone speech.
4.2.6 Wiener filter
We investigate the use of Wiener filtering to help reduce noise in the audio signal.
Wiener filtering has been shown to be beneficial to the performance in NIST condi-
tions involving ‘microphone’ and ‘interview’ speech while not harming performance
when applied to telephone speech [114]. The filter relies on SAD in order to obtain
an estimate of the stationary noise spectrum. We use the same SAD algorithm as
detailed in Section 4.2.2, however, a non-iterative process is used and the criteria to
determine a silent audio segment were not applied to ensure that part of the signal
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was defined as noise. Further, the mean of the speech Gaussian was set as the noise
threshold. The noise spectrum for Wiener filtering was estimated from frames with
log-energy below this threshold.
4.3 Databases
4.3.1 Evaluation data
As evaluation data, we use NIST SRE-2010 with extended core trials as detailed
in the evaluation protocol [130] to characterize the noise robustness of our speaker
recognition systems. The experiments focus on the condition 5 which involves
416119 trials using telephony speech, as this condition is most suitable to simulate
forensic cases for speaker recognition. In this paper, the system discrimination
performance is reported in the terms of equal error rate (EER) and Cmindet , with
Cmiss = 10, CFA = 1 and Ptar = 0.01.
4.3.2 Noise data
The NIST evaluation data is typically recorded in clean conditions. We therefore
obtain our noisy speech segments by adding noise from a noise database, NOI-
SEX [184], a commonly used noise database in speech technology. Since we are
motivated by the type of speech encountered in forensic application, we use ‘bab-
ble’ and ‘interior car noise’. These noise types are considered to be the among the
most commonly encountered in the speech recording from forensic speech trace. In
particular, babble noise is perhaps the hardest type noise to deal with in speaker
recognition and other speech technology fields in general, because it has a very sim-
ilar spectral characteristics as the speech from the target speaker. The babble noise
in NOISEX was recorded in a canteen room with average sound level of 88 dBA.
The interior car noise ‘volvo’ was recorded inside a car driving at a speed of 120
km/h on the asphalt road in rainy conditions.
4.3.3 Adding noise to audio signals
The noisy utterances used in this paper are made by adding a noise signal from
NOISEX database into the utterance trials in the NIST SRE-2010 database for
signal-to-noise ratios (SNR) 0, 5, 10, 15 and 20 dBA. Because the noise can be
spectrally shaped quite differently from the signal it is masking, it does not suffice
to simply use the linear level of the signal and noise. Rather, we need to spectrally
weight the noise spectrum according to the signal it is masking in order to compute
the level of the noise. To this end, we use the standard A-weighting of sound level,
which is a filter based on the characteristics of the human ear and includes the
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Table 4.1: PLDA i-vector results comparing the effect of Noisy or Clean speech on
speech activity detection for a range of SNRs.
SNR SAD Babble Car
(dBA) Speech Cmindet EER(%) C
min
det EER(%)
0
Noisy .0960 30.37 .0670 15.18
Clean .0991 31.54 .0266 5.20
10
Noisy .0946 26.26 .0498 10.39
Clean .0602 13.92 .0187 3.60
20
Noisy .0371 7.23 .0440 7.64
Clean .0276 5.30 .0164 3.14
spectral region where the majority of speech energy is observed. The dBA level
of a speech utterance was computed only from active speech frames after having
applied SAD. The noise files from NOISEX were truncated to the same length as
the target speech utterance and a starting point defined based on the utterance
name to induce randomness (thus preventing any potential algorithm development
depending on the exact shape of the noise). The noise signal was then scaled to
reach the desired SNR before it was added to the speech signal.
4.4 Results
The following experiments aims to characterize the noise-robustness of modern
speaker recognition systems. Firstly, the effect of noise of automatic SAD is ana-
lyzed after which we compare the general system performance of our current PLDA
i-vector system to the alternate classifiers. Experiments then analyze the use of
both clean and noisy speech in trials to determine the effect of mismatch. Finally,
Wiener filtering is employed in an attempt to improve system performance in the
context of noisy speech.
4.4.1 Speech activity detection algorithm evaluation
In the first experiment, we analyze the noise-robustness of our SAD algorithm.
To this end, we extracted features from a noisy speech sample (see Section 4.3.3)
and then used the clean or the same noisy speech sample for the purpose of SAD.
Table 4.1 presents the recognition results from the PLDA i-vector system comparing
Clean and Noisy SAD options in babble and car noise conditions. It should be noted
that in the presence of severe babble noise, our SAD algorithm failed to detect
speech in a considerable number of utterances, namely due to the criteria enforced
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in Section 4.2.2. Scores from trials involving these utterances were excluded from
the results reported in Table 4.1.
Comparing the two SAD options in Table 4.1 it can be observed that the Cmindet
and EER when using SAD based on noisy speech was considerably higher than
SAD based on clean speech. In the 0 dBA babble noise condition, however, similar
performance was obtained between the two SAD conditions. It is expected that
this occurred due to the exclusion of a number of trials for which features were not
extracted leaving only features in which speech was more readily detectable due
to a higher dynamic range in speech relative to the babble noise. These findings
indicate that our SAD algorithm is not robust against noise, with result that it
gives a large contribution to worsen the system performance in the noisy speech
condition.
Based on the above analysis of our SAD algorithm, the experiments in Sec-
tion 4.4.2 and Section 4.4.3 are presented for the SAD based on clean speech signal.
This decision is motivated by a forensic scenario in which the manual segmentation
or speech labeling may be performed when encountering noisy speech.
4.4.2 The effect of noise on modern recognizers
In this section we compare the behavior of three modern speaker recognition systems
on various noisy speech conditions. Figure 4.1 depicts the EER performance metric
of the state-of the art PLDA and LDA i-vector systems and the traditional dot-
scoring system across a range of signal-to-noise ratios. All experiments were carried
out using SAD based on clean speech during feature extraction.
In Figure 4.1, the solid lines correspond to the babble noise conditions, while
the dashed lines correspond to the car noise conditions. It is clear from Figure 4.1
that all systems performed better in the presence of car noise as opposed to the
more challenging babble noise. This can be explained in consequence of the fact
that babble noise has same spectral shape as speech signal, which made this type
of noise harder to deal with.
Focusing on the babble noise condition, the performance of the dot-scoring sys-
tem dropped severely from the reference point even at a relatively high SNR of 20
dBA. In contrast, the i-vector systems offered a more gradual degradation in per-
formance at the high SNRs. In the babble noise condition, both i-vector systems
with PLDA and LDA classifiers were found to have same performance trends across
all SNR levels, with the PLDA classifier consistently offering superior performance.
The effect of car noise across all three systems was found to offer similar perfor-
mance trends to those observed with babble noise, albeit to a lesser degree. In the
presence of car noise, the relative EER drop of i-vector systems was approximately
10–20 % for every −5 dB step, compared to 40–60 % in the babble noise condition.
It can observed from the plot that i-vector based speaker recognition systems are
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Figure 4.1: System performance in terms of EER for dot-scoring, PLDA and LDA
i-vector systems in Babble and Car noise conditions.
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Table 4.2: EER (%) for matched and mismatched noise condition in trial sides for
PLDA and dot-scoring (Dot) systems.
SNR Babble Car
(dBA) Match Mismatch Match Mismatch
PLDA
0 31.54 26.48 5.20 3.26
10 13.92 9.29 3.60 2.59
20 5.30 3.42 3.14 2.60
Dot
0 41.16 28.97 14.98 5.38
10 25.65 12.39 10.24 4.30
20 13.48 5.80 7.53 4.21
relatively robust to car noise while babble noise present a considerable problem to
the system. This was not the case, however, for the dot-scoring system where it
can be observed that the EER for both i-vector systems in the noisiest condition (0
dBA) was lower than the Dot-scorer with a SNR of 20 dBA. This analysis indicates
that the noise robustness of automatic speaker recognition technology progresses
along with improved algorithms and computational efficiency.
4.4.3 Mismatch noise conditions
In the previous section we presented results when both sides of a trial were degraded
by noise. For clarity, we refer to this as a ‘matched’ noise condition. In this section,
we present results on ‘mismatched’ noise conditions in which a clean speech signal
was used for the train side and noisy speech for the test side. Motivation for
mismatched evaluation comes from the forensic scenario in which a suspect interview
can be recorded in a controlled environment while the conditions of the speech trace
recording are typically uncontrolled. The EER from PLDA i-vector and the dot-
scoring systems under matched and mismatched noise conditions are presented in
Table 4.2.
Table 4.2 shows that the EER from the PLDA system for mismatched trials was
consistently and considerably lower than for matched trials in both noise conditions.
Similar trends were observed in the dot-scoring results despite the presumption that
speaker recognition systems tend to perform worse in mismatch noise condition tri-
als [90]. In fact, the relative performance improvement from mismatched conditions
over matched conditions in the Dot-scorer was greater than that observed in the
PLDA system. However, the PLDA system maintained a considerable improvement
over dot-scoring performance.
These results indicate that mismatched noise conditions do not adversely affect
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Table 4.3: Results when using Clean and Noisy speech to obtain speech frames for
Wiener filtering and feature selection at a SNR of 10 dBA for the PLDA i-vector
system.
Wiener Feature Babble Car
SAD SAD Cmindet EER(%) C
min
det EER(%)
N/A
Clean
.0602 13.92 .0187 3.60
Noisy .0550 12.11 .0181 3.42
Clean .0553 12.22 .0187 3.54
N/A Noisy .0946 26.26 .0498 10.39
Noisy Filtered .0994 23.28 .0180 3.59
recognition performance. Rather, the presence of clean speech in one of the trial
sides can significantly improve system performance.
4.4.4 Noise reduction through Wiener filtering
Results in previous sections illustrated the performance deterioration of the PLDA
i-vector speaker recognition system in noisy speech conditions. In this section we
investigate whether the straightforward approach of Wiener filtering can help reduce
this deterioration. Given an estimation of noise component of an audio signal,
Wiener filtering has the ability to reduce the perceived noise in a signal by removing
the spectral average of the noise. As detailed in Section 4.2.6, we employ our
SAD algorithm to obtain this noise estimation. Consequently, two independent
SAD processes are involved in the front-end feature extraction process: Wiener
filtering SAD and Feature SAD to select features corresponding to speech frames.
We investigate the effect of noise on both of these SAD processes.
Table 4.3 details results from the PLDA i-vector system when evaluating noisy
(SNR of 10 dBA) and subsequently Wiener-filtered speech. Note that ‘N/A’ in-
dicates that Wiener filtering was not applied. In the case of Feature SAD using
clean speech, it was observed that Wiener filtering offered a marginal improvement
over unfiltered noisy speech in the babble noise scenario, irrespective of the speech
used for Wiener SAD. In the case of car noise, however, the effect of Wiener fil-
tering was negligible. Results using Feature SAD based on noisy or filtered speech
are indicative of an automatic speaker recognition system in which speech labels
nor clean speech are provided. In this scenario, the babble noise results were only
marginally improved through the application of Wiener filtering. It is expected
that the effect of Wiener filtering is limited in this case due to the perceived noise
spectrum being closely representative of the speech spectrum. In the case of car
noise, however, Wiener filtering provided a significant improvement. In fact, using
4.5. CONCLUSIONS 47
noisy speech for Wiener SAD provided comparable results to those obtained used
Feature SAD based on clean speech. These results indicate that Wiener filtering
improves the robustness of our energy-based SAD algorithm in the presence of car
noise. However, Wiener filtering is not sufficient to reduce the effects of noise in the
PLDA i-vector based system motivating further research into more advanced noise
reduction techniques to address the detrimental effects of noise.
4.5 Conclusions
This paper evaluated the recent i-vector framework for speaker recognition based
on PLDA in various noise conditions in comparison to other previous systems.
Results indicate that the state-of-the-art i-vector framework is more noise robust
than traditional GMM-UBM (i.e., dot scoring) methods. The i-vector framework
was found to offer some robustness to added car noise, in which the EER doubled
under very noisy 0 dBA SNR condition. Babble noise, however, posed a more
significant problem. The application of Wiener filtering provided little benefit,
thus motivating further research into noise-robust modeling techniques for speaker
recognition.
results lead us towards an idea that automatic speaker recognition is getting
more applicable along with the improvement of technology in this field.
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Abstract
This paper investigates the effect of utterance duration to the calibration of a mod-
ern i-vector speaker recognition system with probabilistic linear discriminant analy-
sis (PLDA) modeling. A calibration approach to deal with these effects using quality
measure functions (QMFs) is proposed to include duration in the calibration trans-
formation. Extensive experiments are performed in order to evaluate the robustness
of the proposed calibration approach for unseen conditions in the training of cali-
bration parameters. Using the latest NIST corpora for evaluation, results highlight
the importance of considering the quality metrics like duration in calibrating the
scores for automatic speaker recognition systems.
Keywords: calibration, quality measures, duration, forensics, speaker recogni-
tion, i-vector, PLDA.
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5.1 Introduction
The traditional challenges associated with speaker recognition system can be at-
tributed to the within-speaker variability of recorded speech signals. Within-speaker
or intra-speaker variability [188] refers to the changes that occur in the recorded
speech produced by a single speaker. In speaker recognition, the source of within-
speaker variability may originate from the language spoken by the speakers, speech
register, vocal effort, emotion, background noise, duration of speech samples, record-
ing channel and encoding, and the reverberation conditions. The within-speaker
variation has been shown to reduce the performance of speaker recognition sys-
tem [104, 103, 47, 82, 121, 166].
In the real application of speaker recognition, there is a high likelihood of having
different conditions between the reference (or model) and test recordings. For ex-
ample, in a forensic scenario, the test recording might originate from a wire-tapped
telephone conversation with the reference speech recorded in the interview session.
Another example is in biometric authentication where differences may occur in the
reverberation and/or background noise conditions between the enrollment of the
speaker and actual authentication attempts.
There are a number of ways in dealing with the problem of within-speaker
variability in speaker recognition. Since the Gaussian mixture model (GMM) was
proposed for text-independent speaker recognition in the 1990’s [153], there has been
a strong focus on channel compensation and normalization strategies in feature,
score and model domains [5, 136, 69, 35, 115, 54, 11]. These strategies were proposed
to improve system robustness to the within-speaker variability problems.
Along with the development of speaker recognition technology, short duration
cases have always been one of many problems that lead to the system performance
degradation. As the speech duration is reduced, the system performance tends to
follow suit. This is due to the lack of information provided by the short duration of
speech samples. In [47, 82, 103] for example, we can find related studies to discrim-
ination performance of speaker recognition systems in short duration conditions.
Even though it is reported in [38] that the i-vector system performance is less sen-
sitive to short utterances compared to previous techniques such as support vector
machine (SVM) and joint factor analysis (JFA), performance still degrades in the
presence of short duration as presented in [103, 82].
There has been numerous studies in the speaker recognition field in order to solve
the short duration problem. In [78], the duration variability problem in speaker
recognition is tackled using the duration pattern extracted from the automatic
speech recognition prior to the modeling and scoring process. In [46], the short
duration problem is addressed by doing logistic regression and fusion from several
speaker recognizers.
Almost invariably, the research studying the effects of (shorter) duration in
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Figure 5.1: Score distributions of NIST SRE’10 det-5 database for before and af-
ter conventional linear calibration [13] performed in the model/test (sec) duration
conditions.
speaker recognition have concentrated on the consequences to the discrimination
performance, which can be seen from the reported the performance in terms of the
calibration-insensitive equal error rate or minimum decision cost function. How-
ever, for deployment of speaker recognition systems, the calibration of the scores is
equally important [40]. Traditional understanding of calibration is the capability
of the system to choose a threshold for detection optimally in terms of minimum
expected costs. However, in the last decade the concept of calibration has been
generalized to a wider range of the detection-error trade-off [12, 17, 179] with the
introduction of the calibrated likelihood ratio and accompanying evaluation metrics
such as Cllr [17] and the empirical cross entropy [148]. Presentation of recognition
results in terms of calibrated log-likelihood-ratios is not only required for applica-
tion in forensic evidence evaluation [63], but also presents a speaker comparison
result in an application-independent way to the user [17, 179]. For the first time in
the National Institute of Standards and Technology (NIST) Speaker Recognition
Evaluations (SRE) in 2012 [131] it was required to submit a recognition score as a
54 CHAPTER 5. DURATION QMF CALIBRATION
calibrated log-likelihood-ratio.
In our previous work [103], we evaluated i-vector based speaker recognition
system with LDA modeling in terms of both discrimination and calibration perfor-
mances on various duration conditions. However, in that study, we did not propose
any technique to address this duration variability problem. This paper is a contin-
uation of that work in which we propose a way to address the variability problem
during calibration of the speaker recognition system.
The proposed calibration technique that is introduced in this paper is inspired
by the concept of quality measures presented in [55, 56]. Here, the quality measure is
defined as “knowing the quality of what you have,” which in our case are the speech
segments used for speaker recognition. We treated the duration as not only the
source of the within-speaker variability, but also as the quality measure or quality
factor of speech samples.
Using quality measures of speech to improve the system performance is not
a new thing in the speaker recognition field. It is mentioned in [56] that there
are four stages in recognition process where the engagement of quality measures is
potentially possible in order to improve the system performance: feature extraction,
model training, score computation and score fusion. In [49], the quality measures
are incorporated in a speaker recognition system in the modeling stage. Here,
the authors introduced a technique for combining quality measure information in
the system by classifying trials based on speaker adaptation transforms from an
automatic speech recognition, and training fusion separately for each of those trial
class. The incorporation of quality measures in the score fusion is quite popular in
the field with most studies focusing on bi-modal person recognition1 [28, 93, 8, 50].
In this paper, we use the duration of model and test segments of speech as the
quality measures to improve the calibration performance of the speaker recognition
system in various duration conditions. As can be seen from Figure 5.1, the dura-
tion variability in speaker recognition system affects the distribution of scores. By
keeping the model segment duration as full and reducing the duration of the test
segment, the target scores distribution approaches the non-target scores distribution
(see the ‘before calibration’ column). By training a typical score calibration tech-
nique [13] on full duration segments for model and test, we arrive at the right column
in Figure 5.1. When we calibrated the scores from shorter duration conditions us-
ing the parameters trained from the longer duration, the large score shift between
training and evaluation materials in calibration causes large mis-calibration cost.
One way of dealing with the score shift in calibration is by using discrete classes for
the quality conditions, and effectively training separate calibration parameters for
any of the possible combinations of quality conditions between train and test. This
was, for instance, carried out for the NIST SRE 2008 by several groups [178, 171]
1Person recognition based on two biometric modalities (speech, face, fingerprints, etc.).
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in a calibration implementation coined bi-linear fusion of side-information. These
ideas materialized later in the well-known BOSARIS toolkit [16] that can be used
for calibrating speaker recognition scores with such side-information. This side-
information can be used for quality measures, but inherently as discrete classes.
The new approach taken in this paper is that we model the effect of continuous
quality measures to the calibration in low-parameter continuous functions. This is
an attempt to capture the relation between a range of quality measure values and
the calibration process in a single function, with the potential to both interpolate
and extrapolate unseen quality measure values and model the interaction between
quality measurements from train and test. We named this proposed calibration
technique Quality Measure Function or QMF calibration. Please note that we use
duration as an example quality measure, but that the approach can also be applied
for other measures, such as the signal-to-noise ratio. In this paper, we present
the results from a number of linear calibration experiments in various duration
conditions on a modern i-vector based speaker recognition system with probabilistic
linear discriminant analysis (PLDA) modeling [145, 162, 37]. Besides the proposed
QMF calibration, we also report the calibration performance using other linear
calibration techniques such as matched, mismatched, stacked scores, and shared
scaling, as comparison to QMF calibration. The proposed approach does not only
show improved performance in dealing with duration variation of speech utterances,
but also shows some robustness in calibration towards extrapolated durations.
This paper provides an overview of automatic speaker recognition system con-
figuration used for the experiments in Section 5.2. Databases explanation and
calibration performance metrics are presented in Section 5.3. In Section 5.4, all
linear calibration approaches analyzed in this paper are explained. The experiment
results discussed in Section 5.5, and Section 5.6 concludes the paper.
5.2 Automatic Speaker Recognition System
Text-independent speaker recognition system technologies have consistently been
improving in the past decades [91]. Speaker recognition systems based on Gaus-
sian mixture model (GMM) speaker modeling were proposed in 1995 [153], and
became a fundamental approach for speaker recognition with the introduction of
the universal background model (UBM) around 2000 [152]. Several milestones in
the GMM-UBM based system development were achieved by the researchers sub-
sequently. Support vector machines (SVM) [21] and joint factor analysis (JFA) [85]
techniques were introduced from 2003–2007. Both of these are examples of super-
vector approaches [91]. Recently, the mainstream in the text-independent based
speaker recognition system has moved more towards compact representations of
the utterance in subspaces, known as i-vectors [38].
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The text-independent speaker recognition system used in this paper is based
on subspace modeling of i-vectors using probabilistic linear discriminant analysis
(PLDA). This section presents a brief explanation of i-vector extraction and PLDA
modeling.
5.2.1 I-vectors
The speaker recognition system used in this paper follows the i-vector framework
that was proposed in [38, 35]. The i-vector is a compact representation of the
speech utterance in a low-dimensional space. This space contains both speaker and
channel/session variability so that our speaker- and session-dependent Gaussian
mean supervector M can be modeled as:
M = m + Tw (5.1)
where m is the speaker- and session-independent mean supervector of the UBM, T
is a low-rank matrix that defines the low-dimensional space, and w is our identity
vector or so-called i-vector.
The speaker- and session-dependent mean supervector in i-vector speech rep-
resentation is very similar to in the JFA speaker representation [84]. The main
difference between the i-vector and JFA modeling is that JFA defines separate
speaker and session subspaces, while these factors of variability are combined in a
single space T in i-vector representation.
5.2.2 Probabilistic Linear Discriminant Analysis
Probabilistic linear discriminant analysis is a probabilistic approach that models
the i-vectors distribution with a Gaussian assumption [145, 162, 37]. Computed
scores from the PLDA model are directly in the form of a ratio of the likelihoods
that the enrollment and test i-vectors come from the same speaker and different
speakers, respectively. The PLDA method implemented in our system is similar to
the approach in [18].
The PLDA models the distribution of i-vectors as the sum of Gaussians for
the speaker-dependent term, µ + Φyk and an utterance dependent term Γzr + r
with r = 1, . . . , R utterances for a speaker k [145, 11]. The overall mean of the
training vectors is denoted by µ and the matrices Φ and Γ are composed of the
bases for between-speaker and within-speaker subspaces, respectively. The yk and
zr are positioning the i-vector in between-speaker and within-speaker subspaces,
respectively, and r is a Gaussian residual error term with covariance Σ.
In the context of PLDA model, the hypothesis testing becomes evaluation of the
probabilities if the two i-vectors w1 and w2, traditionally named enrollment/model
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and test, are generated by the same speaker, H1, or by different speakers, H2. This
can be formulated as:
s =
P (w1,w2|H1)
P (w1,w2|H2) (5.2)
It is shown in [144] and [11] that the likelihoods can be computed analytically
as:
s =
N (w12 | µ2,Σp)
N (w12 | µ2,Σd)
, (5.3)
where w12 is formed by stacking i-vectors w1 and w2 and µ2 by stacking µ twice,
and the covariance matrices for the same and different speakers are obtained by
using the matrix expressions:
Σp =
[
ΦΦT + ΓΓT + Σ ΦΦT
ΦΦT ΦΦT + ΓΓT + Σ
]
(5.4)
Σd =
[
ΦΦT + ΓΓT + Σ 0
0 ΦΦT + ΓΓT + Σ
]
(5.5)
5.2.3 Experimental Setup
Features were extracted from audio samples by calculating 19 MFCC2 parameters
and the log energy of speech signal using 20 ms analysis windows every 10 ms. These
were augmented using delta and double delta coefficients over 9 frames forming
a feature vector of 60 dimension. Speech activity detection (SAD) is performed
using a two-Gaussian energy based algorithm as described in [115] and [114]. After
SAD, short time Gaussianization is applied using a 5 second analysis window [136].
Finally, a gender-dependent UBM of 2048 components were applied. The UBM was
trained on the NIST SRE-2004, 2005, and 2006, Switchboard II and Switchboard
Cellular (1 & 2) and Fisher English databases.
In this paper, we used a gender-dependent 400-dimensional i-vector space which
was trained on the same data as the UBM training. I-vector length normaliza-
tion [54] and within class covariance normalization (WCCN) [69] were applied prior
to PLDA3 for optimal performance of our system [104]. We used optimal settings of
200 speaker factors and 50 session factors in applying PLDA4. Subspace matrices
in PLDA for both speaker and session spaces are trained using the same databases
for i-vector space training, this time using the speaker labels.
2Mel frequency cepstral coefficients.
3We did not apply LDA prior to PLDA modeling.
4The dimension of speaker and session factors are the number of components in Φ and Γ,
respectively. See Section 5.2.2 for further explanations.
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5.3 Evaluation Databases and Metrics
5.3.1 NIST Speaker Recognition Evaluation Protocols
For over one decade, the National Institute of Standard and Technology (NIST) have
set the standard for evaluation of text independent speaker recognition systems.
The general goal of the NIST SRE is to push the technology in the field of text
independent speaker recognition forward. At regular intervals, a number of research
groups participate with their most advanced technology in speaker recognition, and
disclose their findings in the workshop following the evaluation. [64]
In our experiments, we used data and protocols from NIST SRE-2008 [129]
and 2010 [130]. We focus on utterances from telephone-telephone conversation
in English, which are known as ‘det-7’ and ‘det-5’ conditions in SRE-2008 and
2010, respectively. Calibration performance is evaluated on the SRE-2010 trials
(extended list) with the calibration parameters trained on the SRE-2008 trials.
The experimental results presented in this paper concentrate on male trials only.
The number of trials we used from SRE-2008 are 769 target and 10 050 non-target
trials, and for SRE-2010, 3 601 target and 226 818 non-target trials, respectively.
5.3.2 Utterances Duration and Truncation Procedure
In the NIST SRE database, the length of utterances vary in duration. In order
to obtain segments for short duration conditions, all utterances from the database
were truncated to d = 5, 10, 20, and 40 seconds. The truncation process was carried
out from the beginning point of the utterances at the feature level after SAD and
before short term Gaussianization, so that the duration d represents the length of
active speech from the utterances. Utterances that have active speech duration less
than 40 seconds were excluded from the experiments in order to have the same
number of trials in every duration condition.
The original segments from the NIST SRE database without any truncation form
the full condition in this paper. From the full condition features and the features
obtained by truncation, we have five test sets with different duration conditions
in both model and test segment collections. Twenty five trial lists are formed
by combining the model and test sides from every duration condition for both
SRE-2008 and 2010 data sets. This set of 25 trial lists is often referred to as
25 duration conditions in this paper. We use the notation ‘〈duration of model
segment〉/〈duration of test segment〉 condition,’ in which duration is measured in
seconds or ‘full’.
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Figure 5.2: E= (%) from NIST SRE-2008 det-7 (dashed lines) and NIST SRE-2010
det-5 (solid lines) databases for male trials in all 25 duration conditions.
5.3.3 General Discrimination Performance
We have measured the discrimination performance of our PLDA based i-vector
system on both the SRE-2008 and 2010 core condition, for trial sets of telephone
channel, male speakers. The system’s discrimination performance in terms of equal
error rate5 E= is presented in Table 5.1 and depicted in Figure 5.2. In general, the
system shows lower E= for SRE-2008 than for SRE-2010, in all duration conditions.
In our previous work [103], we have shown that our i-vector based speaker recog-
nition system has a symmetrical behavior regarding the duration of trials, which is
what is expected because model and test segments in the i-vector framework are
treated completely the same and the scoring is symmetrical. However, in the most
extreme difference between model and test segment durations (5/full and full/5 con-
ditions), we observe a little difference in E= between those conditions. We surmise
that this phenomena occurs because of the way NIST decides which utterances are
the part of the model or the test segments in their evaluation protocols.
5Equal error rate is the error rate at the operating point of a detection system where the
probability of false acceptance and probability of false rejection are equal.
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Table 5.1: General System Performance of NIST SRE-2008 and NIST SRE-2010
for male gender in terms of E= (%).
E= (%) for NIST SRE-2008, det-7
and (NIST SRE-2010, det-5)
XXXXXXXXXXModel
Test
5 10 20 40 full
5
22.79 18.31 13.27 11.69 10.62
(23.33) (19.05) (14.66) (12.33) (10.93)
10
16.14 11.07 7.20 6.00 5.47
(18.36) (13.17) (9.36) (7.52) (6.17)
20
11.28 6.91 4.25 2.97 2.97
(14.49) (9.48) (6.24) (4.87) (3.81)
40
7.96 5.18 3.06 2.39 1.74
(11.66) (7.01) (4.40) (3.35) (2.48)
full
7.09 4.27 2.53 1.86 1.33
(11.09) (5.71) (3.48) (2.55) (1.87)
Figure 5.3 presents the target and non-target scores distribution for SRE-2008
and 2010 databases for full/full duration condition. The figure shows that the scores
distribution between the two databases are fairly similar. However, the scores shift
from one database to the next, this is a phenomenon known as ‘data set shift’ [147].
This score shifting will result in lower calibration performance, when using one
set (SRE-2008) for calibration of the other (SRE-2010). We may therefore expect
some calibration loss using any form of calibration of scores, in this paper we restrict
ourselves to linear calibration of scores.
5.3.4 Evaluation Metrics for Calibration Performance
To evaluate the calibration performance of the speaker recognition system in gen-
eral, we use two basic measures Cllr and C
min
llr . The metric Cllr is the cost of the
log-likelihood-ratio, a metric that measures calibration over the entire range of ef-
fective priors, which has both an interpretation in terms of detection cost functions
Cdet(Oeff), where Oeff are the effective prior odds, and an information theoreti-
cal interpretation [17]. The metric Cminllr is the same metric, but after an optimal
transformation of scores that minimizes Cllr under the condition that the order of
scores stay the same, i.e., the score to likelihood function is monotonously rising.
From these basic metrics, we derive the absolute and relative mis-calibration costs,
or calibration loss. For an introduction to Cllr, see [179].
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Figure 5.3: Score distribution for NIST SRE-2008 (µtar = 5.8±24.5, µnon = −95.2±
26.1) and NIST SRE-2010 (µtar = 0.6± 20.7, µnon = −88.8± 24.6) of target (star)
and non-target (snon) uncalibrated scores.
The metric Cllr can be evaluated empirically for a supervised set of evaluation
log-likelihood-ratios xi (in our case SRE-2010) using
Cllr =
1
2Ntar
∑
i∈tar
log2(1 + exp(−xi))
+
1
2Nnon
∑
j∈non
log2(1 + exp(xj))
(5.6)
with xi and xj running over the number of target trials (Ntar) and non-target trials
(Nnon) respectively, i.e., trials for which either H1 or H2 is true.
The absolute (Cmc) and relative (Rmc) calibration loss, or mis-calibration cost,
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are defined as:
Cmc = Cllr − Cminllr , (5.7)
and
Rmc =
Cmc
Cminllr
=
Cllr
Cminllr
− 1 (5.8)
The value for minimum cost of the log-likelihood-ratios, Cminllr , can be obtained
by isotonic regression. An efficient method for this is known as the pool adjacent
violators (PAV) algorithm as explained in [17] which has relations to the receiver
operating characteristic convex hull (ROC-CH) [14]. All metrics share the same
property, that lower values are indicate better performance. Here, Cllr integrates
both discrimination and calibration performance, where Cminllr only reveals discrim-
ination performance. The mis-calibration costs Cmc and Rmc only show calibration
performance.
5.4 Score Calibration
In many mathematical formulations of speaker recognition, including PLDA based
systems, recognition scores are computed as likelihood ratios. However, due to a
number of modeling assumptions that are probably incorrect, most notably the as-
sumption of frame independence, these computed scores do not have a direct proper
probabilistic interpretation. Using such uncalibrated scores in court as calibrated
likelihood ratios will be misleading [62]. However, there is a number of ways in
which we can transform the uncalibrated scores into log-likelihood-ratios, a process
known as calibration and in which the field of speaker recognition has extensive ex-
perience, specifically in comparison to other biometric technologies. A remarkable
property of calibrated log-likelihood-ratios ` is relates to the probability density
function of itself (for a derivation of this, see the appendix),
` = log
P (` | H1)
P (` | H2) . (5.9)
The metric Cllr can measure the validity of this property empirically for a set of
evaluation trials.
In this paper we restrict ourselves to linear calibration transformations6, i.e., the
function that is used to convert our uncalibrated scores s into calibrated likelihood
6It is presented in [109] that the scores calibration can be conducted by doing simple normaliza-
tion (like Z- or T-norm), isotonic regression, etc. besides the linear logistic regression. One of the
authors is also contributed in the proposing of line-up calibration method for speaker recognition
system which is not a form of linear calibration [180].
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ratios x is
x = w0 + w1s (5.10)
where w0 is the offset of the transformation and w1 is a scaling parameter. Both the
offset and scaling parameters can be obtained by optimization on a development set.
An effective method for this optimization is logistic regression [139] training which
uses an objective function quite closely related to Cllr [17]. For implementation
of this linear calibration, we utilized FoCal toolkit [13] and the sretools analysis
package [177].
There are 5 linear calibration approaches discussed in this paper which we re-
fer to as ‘mismatched,’ ‘matched,’ ‘stacked,’ ‘shared scaling’ and ‘duration quality
measure function’ (QMF). All of these approaches are explained in the following
subsections. The goal of this research is to describe the problems of duration for cal-
ibration (mismatched, matched and stacked scores), to understand the effects of du-
ration to the calibration parameters (shared scaling), and to design low-parameter
models to account for these effects in calibration (duration quality measures).
5.4.1 Calibration using Mismatched and Matched Duration
Conditions
Both mismatched and matched approaches employ the scores transformation de-
fined in equation (5.10), which consists of two weighting parameters w0 and w1. In
the mismatch approach, the two calibration parameters are trained in the full/full
duration condition from the SRE-2008 calibration set. These parameters are then
applied to all 25 duration conditions of the SRE-2010 evaluation set. This approach
is called mismatched because the presence of many duration-mismatched conditions
between the calibration and evaluation data, i.e., the calibration parameters remain
trained on the full/full condition even if they are applied to, e.g., the 40/20 seconds
condition for evaluation. This is a 2-parameter calibration, and we expect it to be
the worst performing based on previous work on an LDA i-vector system [103].
In the matched approach, calibration parameters are trained on each of 25 dura-
tion conditions in the SRE-2008 calibration set. This approach uses 50 calibration
parameters, 25 pairs of weighting parameters w0 and w1. Each of these weighting
pairs are then applied to the corresponding matched condition in the SRE-2010
evaluation data. One may consider this as a “poor-man’s” solution, because it
does not rely on understanding the effect of the quality measures on calibration,
but requires to match the quality of the calibration data with the conditions under
evaluation. For (shorter) duration, this may actually be feasible (although perhaps
not very practical), but for other quality factors such as language, reverberation or
background noise level and type, this may be less than trivial. In the more realistic
forensic cases, it may not always be possible to find training calibration material
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that match the condition of evaluation data. The matched approach needs 50 pa-
rameters, and we expect this to outperform most other methods, simply because
the only reason for mis-calibration is the data set shift, which is hard to deal with
anyway.
5.4.2 Calibration using Stacked Scores
In the case of mismatched duration, the training calibration condition used (full/full)
is quite peripheral to the conditions used in evaluation. The purpose of the stacked
scores approach is to understand the potential of two-parameter linear calibration if
calibration training data shows the same variability as the evaluation. The stacked
scores approach uses all available data for calibration in all 25 conditions in order to
train a single set of transformation parameters according to (5.10). Similarly to the
mismatched approach, this single set of 2 calibration parameters is applied to all
duration conditions of the evaluation data. We expect that this approach performs
better, on average, than the mismatched approach.
5.4.3 Calibration using Shared Scaling
Keeping in mind that we would like to design a calibration function that takes
duration of model and test segments into account, we want to study the effect of
duration on the shift parameter w0 while keeping the scaling w1 constant. This
approach is somewhat between stacked scores and matched approaches. We stack
all calibration trials, but use a single scaling parameters (w1) while allowing for a
duration-dependent offset parameter (w0) for each of the 25 duration conditions.
This approach is similar to the ‘side information’ calibration technique mentioned
earlier that was employed in the NIST SRE-2008 in order to deal with varying
language and transducer [178]. We expect this approach to be almost as good as
the matched approach, because of its many parameters. However, this is not an
approach we would like to propose as a viable method of dealing with continuous
quality factors in general, but rather as an inspiration for designing quality measure
functions. To this effect, the 25 offset parameters are presented in Figure 5.4. The
behavior study of the calibration parameters presented in the figure becomes the
foundation of the duration quality measures approach that we propose in the next
section.
5.4.4 Linear Calibration with Duration Quality Measure Func-
tions
Finally, we propose a calibration approach for calibration in various duration con-
ditions that models the effect of calibration in a low-parameter model. The general
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Figure 5.4: Offset parameters distribution across all duration conditions from shared
scaling calibration approach. This distribution has a saddle-plane shape.
score transformation model is:
x = w0 + w1s+Q(dm, dt, w2, . . .) (5.11)
where Q(dm, dt, w, . . . ) is the quality measure function (QMF) that is related to
duration of model segment dm and duration of test segment dt. We propose four
QMFs for improving the global calibration performance in various duration condi-
tions in Table 5.2.
The results on calibration using shared scaling (cf. Figure 5.4 (further explained
in Section 5.5) shows that the larger magnitude of offset parameters (w0) occurs
where the difference between model and test segments duration are larger. The
first two QMFs, Q1 and Q2, model this behavior. These two functions, however,
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Table 5.2: Duration quality measure functions (QMFs) proposed for calibration on
various duration conditions.
n QMF: Qn(dm, dt, . . .)
Additional
parameters
1 Q1 = w2
∣∣∣∣log dmdt
∣∣∣∣ w2
2 Q2 = w2 log
2 dm
dt
w2
3 Q3 = w2 log
dm
dc
log
dt
dc
w2, dc
4
Q4 = w2
(
log
dm
dc
+ log
dt
dc
)2
−w3
(
log
dm
dc
− log dt
dc
)2 w2, w3, dc
do not model any difference in offset where model and test segments have the same
duration. Observing Figure 5.4 there clearly is a dependency on the duration even
for dm = dt. Therefore, the QMFs Q3 and Q4 were proposed in order to better
model the offset parameters behavior from the shared scaling approach.
The mathematical form of Q3 and Q4 are modeled after the saddle-like shape
of the surface in Figure 5.4. In general, a two-dimensional saddle function can be
described by
f(y, z) = α · y2 − β · z2, (5.12)
with αβ > 0. In our case, we use a rotated version of the axes y and z which
work with log-duration, and placing the origin at dc = 20 s for both model and test
durations, so that
y = log
dm
dc
+ log
dt
dc
, (5.13)
z = log
dm
dc
− log dt
dc
. (5.14)
The rotation is because the distribution of offset parameters has the saddle plane
shape which lies along the diagonal axis of dm and dt as depicted in Figure 5.4. By
using y and z defined in (5.13), the QMFs that model the saddle-plane Q3 and Q4
from Table 5.2 can be found with
w2 = 2(α+ β), (5.15)
w3 = α− β. (5.16)
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Table 5.3: Minimum cost of log-likelihood-ratio calibration Cminllr
of NIST SRE-2010 det-5 condition for the matched, mismatched, and stacked scores
calibration techniques.
PPPPPPPdm
dt 5 10 20 40 full
5 0.695 0.581 0.476 0.416 0.372
10 0.572 0.428 0.321 0.264 0.223
20 0.470 0.319 0.219 0.171 0.138
40 0.401 0.248 0.156 0.119 0.094
full 0.351 0.210 0.122 0.090 0.071
The third QMF Q3 is the case where α = β, i.e., forcing the ‘tails’ at the extremes
full/5 and 5/full to go as much up as the ones at 5/5 and full/full go down. The
parameter dc is fixed in our experiments to 20 seconds as it is the center of our
saddle-shaped parameter distribution (as seen in Figure 5.3)
The proposed QMFs are not designed to handled the condition where duration
goes to zero. In this extreme condition, the speaker recognition system should
output ` = 0 as there is no speaker information, and hence both hypotheses are
equally likely. The log-duration dependence of the QMFs in Table 5.2 is inspired
by Figure 5.4, which has logarithmic axes, and may find some further motivation
in the observation that the number of unique phones found in a random speech
sample scales logarithmically with duration over a fairly wide range [68].
5.5 Experiment Results
The calibration results for all linear calibrations mentioned in previous section are
presented in Table 5.9, and analyzed in the paragraphs 5.5.2 until 5.5.5. Table 5.4
is the summary of Table 5.9 in where we take the average µ and standard deviation
σ across all 25 duration conditions for each calibration technique7.
5.5.1 Discrimination performance based on Mis-calibration
The minimum achievable values Cminllr were measured and showed in Table 5.3 for
all 25 duration conditions in the SRE-2010 evaluation set. The numbers presented
in Table 5.3 are the Cminllr values from all calibration techniques but the QMFs
7We took the averaging approach to summarize the results instead of pooling the scores then
computing the calibration metrics. This is due to the pooling method that causing Cmc less
sensitive because of the pooled Cminllr is increasing.
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approach. The Cminllr values on the full/full QMFs calibration are slightly differ-
ent to what is presented in the table due to the effect of variable duration in the
full/full condition. As explained in Section 5.3.4, Cminllr is a representation of dis-
crimination loss [179]. Thus, it has similar information as E= that it is presented in
Section 5.3.3. We can observe Cminllr is increasing as the duration of model/test seg-
ments are decreasing. Note that Cminllr stays the same after linear calibration applied
unless Cminllr is computed on pooled scores over all 25 duration conditions, because
the pooling makes Cminllr sensitive to “relative calibration” between the duration
conditions. Further, linear calibration will have an effective objective to minimize
Cllr, but we know beforehand that C
min
llr is a lower bound to this.
5.5.2 Calibration using Mismatched and Matched
approaches
In this section, we compare the calibration performance from the mismatched and
matched approaches. The calibration results for these two approaches are presented
in the top sections of Table 5.9. In the mismatched condition, where we trained
calibration parameters on the full/full duration condition only, the mis-calibration
values are higher, as the durations of model or test segments are shorter, and
deviate more from the calibration condition. The highest mis-calibration values are
present when there is a large difference between the duration in model and test
segments. These results confirm that by training the calibration parameters using
a data set which is not representative of evaluation data in the sense of speech
segments duration, the calibration performance is not very good.
The matched calibration approach is an easy solution to come up with the
deficiency of mismatched approach by simply matching the duration condition of
training calibration data to the evaluation data. As presented in Table 5.4, the
calibration system performance using matched approach totally surpass the mis-
matched approach based on the mis-calibration values. The average mis-calibration
values from all 25 duration conditions drops from 0.084 for mismatched to 0.006
for matched. This is of course an expected effect, but it is interesting to note here
that the effect on mis-calibration cost in the PLDA system is much smaller than in
the i-vector LDA system reported on our earlier work [103]. For the LDA system,
we had observed average mis-calibration values Cmc = 0.494 and Rmc = 141 % over
all 25 duration conditions following the mismatched calibration approach. This
shows that with the classifier in i-vector systems becoming better at discrimination
(going from LDA with cosine distance scoring via normalized cosine to PLDA with
probabilistic scoring), the calibration behavior improves as well.
Even though the matched calibration approach offers a very good calibration
performance, the training process within this approach can be tough because we
have to match the condition of our training data to the evaluation data. This
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Table 5.4: Resume of Table 5.9: Calibration performance over all linear calibration
approaches in terms of the mean µ and standard deviation σ of all 25 duration
conditions.
Approach
Cllr Cmc Rmc (%) n∗)pµ σ µ σ µ σ
Mismatched .385 .216 .084 .063 26.20 14.86 2
Matched .307 .173 .006 .002 2.62 1.35 50
Stacked Scores .317 .177 .016 .013 7.60 7.76 2
Shared Scaling .313 .173 .012 .005 5.46 3.42 26
Duration Q1 .312 .175 .011 .007 5.47 5.08 3
Duration Q2 .312 .175 .011 .007 5.26 5.04 3
Duration Q3 .311 .177 .010 .008 4.10 2.54 3
Duration Q4 .311 .177 .010 .009 4.11 2.56 4
∗)np = number of calibration parameters.
condition matching might not possible in an extreme condition such as when we
have only limited amount of training data in which we do not have long enough
duration to match the evaluation data condition.
5.5.3 Calibration using Stacked Scores
The experiment results of the stacked scores approach is presented in the third
section of Table 5.9. Compared to the mismatched approach, the stacked calibration
results is generally better in terms of mis-calibration results over all 25 duration
conditions. The mis-calibration metrics in the condition where the duration of
model and test segments have large difference (i.e., 5/full and full/5 conditions)
are lower in the staked scores approach than in the mismatched approach. These
results show that the stacked scores calibration works generally better than the
mismatched approach even though we have to sacrifice the calibration performance
in the longer duration condition.
The average values of mis-calibration using the stacked scores approach is 0.016,
still a notable increase over the optimal value of 0.006 found using the matched
approach. This is due to a fact that in the stacking calibration, we only use 2
calibration parameters even though we had more training data available compared
to the matched approach, while in the matched approach, we use 50 calibration
parameters in total. Hence, there is room for improvement for the system calibration
performance in various duration conditions, where we can have a good performance
with using only a small number of calibration parameters. In order to find out
about the pattern of calibration parameters with respect to duration of model/test
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Table 5.5: Offset parameters in shared scaling approach for all 25 duration condi-
tions (µ = 0.236, σ = 0.586).
dm / dt 5 10 20 40 full
5 -0.346 -0.022 0.372 0.877 1.552
10 -0.189 0.114 0.322 0.645 1.085
20 0.153 0.294 0.110 0.094 0.285
40 0.680 0.471 -0.037 -0.340 -0.402
full 1.235 0.660 -0.103 -0.669 -0.934
segments, we will now present the results for shared scaling calibration which are
discussed in the next section.
5.5.4 Calibration using the shared scaling approach
This section presents the experimental results on calibration using the shared scaling
approach. This experiment was performed to demonstrate the relation between the
bias term (offset parameter) of linear calibration and the speech segment duration.
This formed the inspiration of the proposed duration quality measure function which
explained in Section 5.5.5. The 25 offset parameters trained from this calibration
approach is presented in Table 5.5 and have been shown before in Figure 5.4. The
standard deviation of this 25 offset parameters is 0.511. This means that there is a
large variability of offset parameters due to the variation of duration condition in
the calibration.
From Table 5.4, the average of mis-calibration values of the shared scaling8 ap-
proach is 0.010 which is better than the stacked scores calibration results. Despite
its low average of mis-calibration costs, the shared scaling approach requires a large
number of calibration parameters (26) which need to be trained. As indicated ear-
lier, the motivation was to use the offset parameters (cf.Figure 5.4) to find a simpler
calibration technique with few calibration parameters and comparable calibration
performance. In the next subsection, we present the duration quality measures
calibration results.
8The calibration experiment results for shared scaling are not shown in Table 5.9 because this
calibration method is carried out only as an inspiration for QMF design, and not as a calibration
method per sec.
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5.5.5 Calibration using the Duration Quality Measures Ap-
proach
This section presents the results of duration quality measure calibration which is
based on the QMFs proposed in Section 5.4.4. As can be seen from the average
of mis-calibration values of all 25 duration conditions in Table 5.4, all of the pro-
posed duration QMFs offer better calibration performance than the stacked scores
approach. It has also comparable performance to the shared scaling approach, even
though the duration QMF approaches use only 3 or 4 calibration parameters. By
adding 1 or 2 extra parameters in the duration QMF approach, it provides much
better calibration performance than the 2-parameter mismatched or stacked scores
approaches. The differences in Rmc are statistically significant at p < 0.05, as
tested in a one-sided paired t-test9 [154]. The results for this t-test are presented
in Table 5.6.
Presented in Table 5.4, there are differences in performance which are offered
by each of the proposed duration QMFs. The first two functions, Q1 and Q2, have
similar calibration performance trend in terms of mis-calibration values, while the
last two functions, Q3 and Q4, have almost identical calibration performance trend.
In terms of the average of mis-calibration values of all 25 duration conditions, Q3
and Q4 offer slightly better calibration performance than the Q1 and Q2 functions,
but it has bigger variance. A one-sided paired t-test shows that Q3 and Q4 have
statistically significantly lower Rmc than Q1 at the p < 0.05 level as presented in
Table 5.6.
In the mis-calibration metrics of the proposed QMFs shown in Table 5.9, Q1
and Q2 functions have better calibration performance at the 5/5 duration condition,
while it has worse calibration performance at the full/full condition compared to the
Q3 and Q4 functions. In general, Q3 and Q4 functions have lower mis-calibration
value across all duration conditions except for 3 conditions, which are 5/5, 5/10
and 10/5. From this observation, we summarize that the Q3 and Q4 functions
have better performance than the Q1 and Q2 functions except in the conditions in
which the model and/or test segments contain 5 second of duration. Even though
there are slight differences between the calibration performance among the proposed
duration QMFs, all of them bring improved results in the calibration performance of
the system compared to the stacked calibration technique, as revealed by one-sided
paired t-tests we carried out.
The score distributions of calibrated scores from the mismatched and Q4 cal-
ibrations are presented in Figure 5.5 to analyzed how the QMFs can give better
performance in calibration with duration variability problem. As can be seen from
the figure, the calibrated scores from mismatched technique are shifted further to
the left when the test segment duration is decreased. In the calibrated scores using
9via R programming language.
72 CHAPTER 5. DURATION QMF CALIBRATION
−15 −10 −5 0 5 10 15
0
0.05
0.1
0.15
0.2
fu
ll/f
ul
l
−15 −10 −5 0 5 10 15
0
0.05
0.1
0.15
0.2
fu
ll/4
0
−15 −10 −5 0 5 10 15
0
0.05
0.1
0.15
0.2
fu
ll/2
0
−15 −10 −5 0 5 10 15
0
0.05
0.1
0.15
0.2
fu
ll/1
0
−15 −10 −5 0 5 10 15
0
0.05
0.1
0.15
0.2
Scores
fu
ll/5
 
 
Mismatched; Target
Mismatched; Non−target
QMF4; Target
QMF4; Non−target
Figure 5.5: Calibrated scores distribution for target and non-target trials from the
mismatched (dashed line) and Q4 (solid line) calibrations.
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Table 5.6: p-values from one-sided paired t-test in comparing Rmc values over all 25
duration conditions for calibration approach in side-A and side-B with alternative
hypothesis: side-A gives “greater” Rmc values than side-B calibration approach.
XXXXXXXXXXside-A
side-B p-values (p) based on Rmc metric
Q1 Q2 Q3 Q4
Mismatched 4.6×10−6 3.9×10−6 3.8×10−7 3.8×10−7
Stacked scores 1.1×10−2 2.3×10−3 6.7×10−3 8.0×10−3
Q1 - 2.1×10−1 3.3×10−2 4.3×10−2
Q2 7.9×10−1 - 6.3×10−2 7.5×10−2
Q3 9.7×10−1 9.4×10−1 - 5.5×10−1
Q4 9.6×10−1 9.3×10−1 4.5×10−1 -
the Q4 function, however, the QMF is able to normalized the duration effect in the
scores distribution. Therefore, the Q4 calibrated scores is pushed back to the center
of the log likelihood ratio (LLR) axis (LLR = 0).
We further evaluate the robustness of proposed QMF calibration to the mis-
matched channel problem. We applied the same calibration parameters used to
calibrate NIST SRE’10 det-5 condition to the det-3 condition. Since the calibra-
tion parameters were trained in the NIST SRE’08 det-7 (telephone-telephone), the
evaluation on NIST SRE’10 det-3 (interview-telephone) is therefore incurring ‘mis-
matched channel’ challenge in calibration. The average of Cllr values from all 25
duration conditions in det-3 trial set are 0.550 (mismatched); 0.376 (matched);
0.380 (stacked scores); 0.379 (Q1 and Q2); and 0.375 (Q3 and Q4). The Cllr values
from det-3 evaluation deviate by similar amount for each of the calibration tech-
niques compared to the det-5 results. In addition, similar trends in performance are
observed across all calibration techniques. These results show that the QMF cali-
bration is robust in dealing with duration variability, even though the mismatched
channel problem occurs in the calibration process.
5.5.6 Extrapolation Experiment
In this section, we will present the results from our extrapolation experiments on
the duration QMF calibration approach. The extrapolation experiments were per-
formed in order to test the robustness of the calibration approach to unseen values of
the quality measures. There are two experiments in which we tested extrapolation
performance of our proposed duration QMF calibration:
• Short missing : Calibration parameters were trained by using only 16 duration
conditions by excluding durations of 5 s present in the model and/or test
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Table 5.7: The extrapolation experiment results in the short missing and long
missing conditions for stacked scores and all duration QMFs calibration approaches.
Calibration Short missing Long missing
approach: Cllr Cmc Rmc (%) Cllr Cmc Rmc (%)
Mismatch* .628 .147 34.09 .261 .076 28.98
Match* .489 .008 1.67 .192 .006 3.78
Stacked scores .519 .038 8.35 .207 .022 13.06
Q1* .493 .012 2.24 .196 .011 9.06
Q1 Extrapolation .504 .022 4.51 .197 .011 9.86
Q2* .495 .013 2.56 .195 .010 8.45
Q2 Extrapolation .503 .021 4.08 .204 .017 11.28
Q3* .496 .015 2.72 .193 .007 5.21
Q3 Extrapolation .509 .027 5.00 .194 .009 5.96
Q4* .497 .015 2.78 .193 .007 4.98
Q4 Extrapolation .510 .029 5.30 .194 .008 5.78
* No extrapolation experiments applied in this approach.
segments.
• Long missing : Calibration parameters were trained by using only 16 duration
conditions by excluding conditions in which full condition present in the model
and/or test segments.
These trained calibration parameters were then applied in evaluation to the nine
duration conditions which were not seen in the calibration training. These extrap-
olation experiments were conducted for all four duration QMFs, and the results of
these experiments are presented in Table 5.7 for both short missing and long miss-
ing extrapolations. The calibration metrics presented in Table 5.7 are averaged
over the nine extrapolation conditions.
In order to be able to compare the performance of all calibration approaches
in the extrapolation experiments, Figure 5.6 depicts the mis-calibration rate values
for every observed duration conditions in the short and long missing extrapolations.
In both extrapolations, the system calibration performance drops compared to the
experiments with calibration training on all 25 duration conditions. This may
be expected because there is still an obvious duration mismatch. However, the
extrapolated QMFs show a lot better performance than the stacked scores approach
that did have access to the missing duration conditions.
In the short missing extrapolation, the Q2 function has the best extrapolation
performance compared to the other QMFs based on the average of mis-calibration
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Figure 5.6: Mis-calibration rate values Rmc of extrapolation experiments on various
calibration approaches in (a) long missing and (b) short missing conditions. Note
that in the matched approach, extrapolation is not applicable.
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values which are presented in Table 5.7. The Q1 function has the next best per-
formance, and both Q1 and Q2 perform statistically significantly better than the
stacked calibration technique based on one-sided paired t-test similar to what we
did for the results in Section 5.5.5. As presented in Table 5.7, the Q3 and Q4
functions do not perform as well as the other two in this extrapolation experi-
ment, perhaps because they utilizes a too complex duration QMFs. Specifically in
the short duration condition such as 5/5, Q3 and Q4 functions give limited per-
formance improvement, similar to what we observed in the all duration training
condition from the last paragraph of Section 5.5.5.
In the long missing extrapolation, in contrary, the Q3 and Q4 functions of-
fer statistically significantly better extrapolation performance compared to the Q2
function, as we determined by a one-sided paired t-test. As it is mentioned in Sec-
tion 5.5.5, the Q3 and Q4 functions are, in fact, performing well in the presence
of longer duration in both model and test segments. However, inspecting the dif-
ference of mis-calibration average between the duration QMF approach for the full
training and extrapolation experiment, the Q1 and Q2 functions show only a 0.001
and 0.003 absolute mis-calibration increase, respectively. This is not very much and
comparable to the increase found in Q3 and Q4 which shows the robustness of all
proposed QMFs to unseen duration condition in calibration.
In general, the trend of the extrapolation results for both short missing and long
missing for all duration QMFs indicate good extrapolation performance: in almost
every evaluated condition in the extrapolation experiment, the calibration perfor-
mance is better than the calibration performance of the stacked scores approach.
We conclude that the proposed duration QMF approaches have successfully main-
tained a good calibration performance in the various duration conditions at the
cost of adding at most two extra parameters in scores transformation for calibra-
tion, even if the durations have to be extrapolated beyond the range of durations
seen in calibration training.
5.5.7 Comparison of Duration QMFs and k-means
approaches
This section contrasts our proposed duration QMFs to other calibration techniques
that also include quality measures. We use two contrasting approaches: calibra-
tion through k-means clustering of duration conditions and calibration via side-
information using the BOSARIS toolkit [16]. Calibration through k-means cluster-
ing uses discrete calibration classes (clusters of duration) based on the duration in
model and test segments. In applying calibration on the evaluation set, the param-
eters from the cluster closest to the evaluation train and test durations are used.
The BOSARIS approach is the current common practice performing calibration for
speaker recognition systems, and allows duration to be ‘fused in’ as side-information
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Table 5.8: Calibration performance in random truncated scores using stacked scores,
k-means clustering, BOSARIS, and proposed QMFs approaches.
Calibration approach Cllr C
min
llr Cmc Rmc (%) E= (%) np
Stacked scores* 0.318 0.317 0.001 0.34 9.28 2
k-means clustering 0.312 0.311 0.002 0.48 9.19 50
BOSARIS 0.315 0.313 0.001 0.43 9.23 17
QMF 1 0.313 0.311 0.001 0.39 9.26 3
QMF 2 0.312 0.311 0.001 0.41 9.23 3
QMF 3 0.311 0.310 0.001 0.30 9.18 3
QMF 4 0.311 0.310 0.001 0.29 9.18 4
* Stacked scores does not include quality measures in calibration.
in the calibration step. In other parts of this paper, the calibration experiments
were carried out using the FoCal toolkit, which is the predecessor of BOSARIS
toolkit.
In order to evaluate the calibration approaches compared in this section, we
generated a set of test segments with uniformly random durations in both model
and test, ranging from 5 seconds to full length durations from the NIST SRE-
2010 det-5 condition. The scores were then calibrated and evaluated using stacked
scores, k-means clustering, BOSARIS, and QMFs approaches. In the k-means clus-
tering approach, we use 25 clusters corresponding to the duration combinations
used earlier, i.e., the calibration parameters were taken from the ‘Matched Dura-
tion Condition’. In evaluation, the calibration parameters were used corresponding
to the closest duration combination, e.g., a trial between a 12.5 s train segment and
a 23.2 s test segment was calibrated with the (10 s, 20 s) calibration parameters from
the Matched Duration Condition.
In the BOSARIS side-information, we used discrete classes for duration in both
train and test as indicator vectors, e.g., for the example above the indicator vec-
tors for train and test are vm = (0, 1, 0, 0, 0)
T and vt = (0, 0, 1, 0, 0)
T respectively.
BOSARIS uses these in a bilinear fashion to train a symmetric offset matrix V using
a term vTmVvt. As such, it is a symmetricized version of the k-means approach.
The calibrations results of these comparisons are presented in Table 5.8. As
can be seen from the Cmc values, all calibration approaches produce very low mis-
calibration cost with k-means clustering has the highest cost. However, based on the
E= and C
min
llr values, the QMFs have generally better discrimination performance
than other approaches. The Q1 and Q2 the best performance in both calibration
and discrimination shown by all performance metrics presented in Table 5.8. With a
much smaller number of calibration parameters employed in the calibration process,
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the proposed duration QMF approach can at least matches the performance of other
techniques that also incur information of duration quality measures in calibration,
e.g., with k-means clustering approach.
5.6 Conclusion
Using a simple modification in the linear scores transformation for calibration by
adding a quality measure function of duration is an easy and straight-forward idea
to improve the calibration performance of speaker recognition system. This is ob-
served from the calibration performance of the proposed duration quality measures
approach and its comparison with other linear calibration approaches. Four dura-
tion quality measure functions are proposed and evaluated in this paper. All of them
have their own advantages in counteracting the duration variability problem in cal-
ibration. Based on the one-sided paired t-test, all proposed QMFs perform statisti-
cally significantly better than the stacked scores calibration, and the saddle-shaped
Q3 and Q4 functions offer better performance compared to the wedge-shaped Q1
in terms of Rmc. We have also shown from the extrapolation experiments that the
duration quality measures approach is fairly robust against the calibration problem
of unseen duration condition in the calibration.
Future work in the topic of calibration with QMF technique includes using other
quality measures such as background noise level which can be quantified as signal
to noise ratio (SNR). Evaluation of the proposed duration QMFs are planned using
different databases with more variation in duration conditions. With encouraging
results achieved from the good calibration performance offered by QMF technique,
further research on this topic is highly encouraged.
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Appendix
In this appendix we will derive (5.9) following an argument put forward by Niko
Bru¨mmer. The relation is well-known by forensic statisticians, but we are not aware
of any published derivation. The basic premise is that the likelihood ratio `(x, y)
for a speaker recognition system comparing speech samples x and y
` =
P (x, y | H1)
P (x, y | H2) (5.17)
is well-calibrated if it results in the same posterior distribution over H, whether ` or
the speech input (x, y) is given. This means that all speaker comparison information
is encoded in `:
P (H|`) = P (H|x, y). (5.18)
Applying Bayes’ rule, and converting to the log odds domain this becomes
log
P (`|H1)P (H1)
P (`|H2)P (H2) = log
P (x, y|H1)P (H1)
P (s, y|H2)P (H2) , (5.19)
where in the odds domain the factors with P (`) and P (x, y) cancel. In (5.19)
the prior odds P (H1)/P (H2) cancel as well, so that with the definition of the log
likelihood ratio (5.17) we have
log
P (`|H1)
P (`|H2) = log
P (x, y|H1)
P (x, y|H2) = `, (5.20)
which proves (5.9).
Table 5.9: Calibration results of linear calibration approaches in terms of Cllr
Cmc and Rmc for all 25 duration conditions.
Cllr Cmc Rmc ( %)
Calibration: dm/dt 5 10 20 40 full 5 10 20 40 full 5 10 20 40 full
Mismatched
5 .771 .684 .603 .591 .600 .076 .103 .127 .174 .228 10.96 17.73 26.68 41.84 61.19
10 .668 .521 .398 .346 .308 .096 .093 .078 .081 .086 16.81 21.63 24.26 30.72 38.64
20 .600 .403 .267 .205 .163 .130 .084 .049 .034 .025 27.59 26.32 22.33 19.77 18.02
40 .571 .328 .187 .134 .101 .170 .081 .031 .015 .007 42.34 32.49 20.15 12.59 7.67
full .568 .294 .145 .098 .074 .217 .084 .024 .008 .004 61.71 40.25 19.32 8.49 5.53
Matched
5 .701 .586 .482 .423 .380 .006 .005 .006 .007 .008 0.82 0.86 1.18 1.64 2.18
10 .581 .435 .326 .270 .231 .009 .007 .005 .006 .009 1.63 1.59 1.63 2.33 3.94
20 .480 .324 .223 .176 .144 .010 .005 .005 .004 .005 2.04 1.72 2.23 2.57 3.84
40 .410 .252 .160 .124 .099 .009 .004 .005 .005 .005 2.25 1.68 2.92 4.27 5.21
full .360 .214 .127 .095 .074 .008 .004 .005 .005 .004 2.42 2.01 3.88 5.02 5.53
5 .752 .595 .484 .437 .415 .057 .014 .008 .021 .043 8.16 2.41 1.67 4.97 11.57
Stacked
10 .586 .434 .326 .272 .233 .014 .006 .006 .008 .011 2.46 1.37 1.76 2.92 4.94
scores
20 .478 .324 .227 .180 .147 .008 .006 .009 .009 .009 1.68 1.75 4.05 5.26 6.15
40 .421 .256 .168 .134 .112 .020 .008 .013 .016 .018 4.88 3.22 8.14 13.20 19.15
full .392 .219 .133 .107 .096 .040 .009 .011 .017 .025 11.42 4.52 9.38 19.20 35.70
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Table 5.9 cont’d: Calibration results of linear calibration approaches in terms
of Cllr Cmc and Rmc for all 25 duration conditions.
Cllr Cmc Rmc ( %)
Calibration: dm/dt 5 10 20 40 full 5 10 20 40 full 5 10 20 40 full
5 .731 .597 .484 .424 .378 .036 .015 .007 .007 .006 5.21 2.64 1.55 1.78 1.63
Duration 10 .586 .451 .328 .271 .232 .014 .023 .008 .007 .009 2.49 5.41 2.47 2.46 3.85
QMF 20 .477 .328 .232 .178 .151 .007 .009 .013 .007 .011 1.49 2.79 6.16 4.00 8.24
Q1 40 .408 .254 .165 .126 .109 .007 .007 .009 .008 .015 1.71 2.63 5.93 6.48 15.96
full .355 .215 .135 .102 .085 .006 .007 .014 .013 .014 1.64 3.34 11.83 14.45 20.63
5 .735 .597 .486 .426 .381 .040 .016 .010 .009 .007 5.76 2.71 2.03 2.23 1.82
Duration 10 .586 .440 .329 .272 .232 .015 .012 .009 .008 .007 2.54 2.70 2.68 3.00 3.26
QMF 20 .480 .328 .227 .178 .148 .010 .010 .009 .007 .009 2.06 3.04 3.90 4.02 6.22
Q2 40 .410 .256 .165 .128 .107 .009 .008 .009 .009 .013 2.13 3.16 5.88 7.75 13.85
full .356 .214 .132 .102 .087 .006 .006 .011 .012 .016 1.74 3.03 9.51 13.17 23.44
5 .740 .603 .485 .424 .379 .045 .022 .009 .008 .007 6.46 3.75 1.89 1.83 1.81
Duration 10 .591 .436 .326 .271 .231 .020 .008 .005 .006 .008 3.44 1.95 1.58 2.42 3.59
QMF 20 .479 .324 .226 .179 .146 .009 .005 .008 .008 .008 1.90 1.55 3.54 4.72 5.59
Q3 40 .408 .254 .167 .129 .102 .007 .006 .011 .010 .007 1.74 2.59 7.36 8.84 7.83
full .356 .215 .132 .099 .077 .006 .006 .010 .008 .005 1.67 3.04 8.51 8.32 6.58
5 .743 .604 .485 .424 .378 .048 .022 .009 .008 .006 6.94 3.85 1.87 1.84 1.66
Duration 10 .592 .436 .326 .271 .231 .020 .008 .005 .007 .008 3.54 1.79 1.59 2.49 3.45
QMF 20 .479 .323 .227 .180 .146 .009 .005 .008 .009 .007 1.87 1.49 3.88 5.10 5.39
Q4 40 .408 .254 .168 .130 .101 .007 .007 .012 .011 .007 1.75 2.68 7.92 9.28 7.31
full .355 .215 .132 .099 .077 .006 .006 .010 .007 .004 1.68 2.94 8.43 8.07 5.86
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Chapter 6
Evaluation of duration
quality measure functions
with noise contaminated data
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based on duration quality measures function in noise robust speaker recognition
for NIST SRE’12. In Proceedings of Biometric Technologies in Forensic Science
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Abstract
This paper presents the performance evaluation of i-vector and PLDA based speaker
recognition system which incorporate quality measures function (QMF) in linear
calibration. Evaluated on the recent NIST SRE’12 corpus, the linear calibration
with QMF as the additional term shows a positive gain in the system performance
compared to the conventional linear calibration with only two terms. Based on
the equal error rate values measured from our I4U evaluation trial set, the QMF
calibration approach shows 10 – 37 % relative improvement compared to the con-
ventional linear calibration. It is shown that by adding 1 – 2 extra parameters in
the linear calibration through QMF approach, there is a potential to improve the
calibration and discrimination performances of a speaker recognition system.
Keywords: Calibration, duration, quality measures, QMF, speaker recognition.
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6.1 Introduction
In a specific field such as forensic speaker identification [133], calibration is very
important in order to make the scores produced by an automatic speaker recognition
system more reliable. By presenting calibrated scores in the likelihood ratio form,
results can be used as legal evidence in court [62]. In the more general field of
speaker recognition, the significance of calibration is becoming more recognized by
the community. Especially in the 2012 edition of the speaker recognition evaluation
(SRE) from the National Institute of Standard and Technology (NIST), calibration
is an interesting topic to be discussed amongst the researchers in the field [131].
This is because of the requirement by NIST to participants to express their system
output in the log-likelihood-ratio form.
The NIST SRE’12 provides plenty of challenges to its participants. In terms
of quality measures of speech samples, there are two problems addressed in this
year evaluation, duration variation (20–160 s) and noisy speech conditions. This
year’s evaluation also includes new performance measure called primary cost that
is defined as the average of Bayes error rates from two detection cost functions.
To address some of the interesting problems offered by the SRE’12 evaluation,
this paper presents the performance analysis from calibration that is based on the
duration quality measures function (QMF) approach.
The duration QMF for calibration in speaker recognition system is proposed
in [105]. In this approach, we add the QMF as an extra term in the linear cali-
bration. Evaluated on the NIST SRE’08 and SRE’10 corpora with truncations to
shorter duration, it has been observed that QMF calibration is robust in the con-
ditions where speech duration varied. In this paper, motivated by the challenging
NIST SRE’12 protocol, we use the QMF approach as a simple yet robust technique
to deal with the duration variability effect on the discrimination and calibration
performance of speaker recognition system.
This paper presents the speaker recognition system and corpora descriptions
in Section 6.2 and Section 6.3, respectively. Calibration methods are detailed in
Section 6.4 and performance measures are listed in Section 6.5. Experiment results
are discussed in Section 6.6. This paper is concluded in Section 6.7.
6.2 Speaker Recognition System
System configuration of speaker recognition in this paper is fairly similar with the
configuration in the latest papers of the authors [104, 105]. The system is based
on i-vector [35] framework and probabilistic linear discriminant analysis (PLDA)
modeling [145, 18]. The main difference is that there is an inclusion of speech
enhancement algorithm with a dynamic noise suppression rule [157] in the system
used for this paper. For this noise suppression purpose, we did noise estimation
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through improved minima controlled recursive averaging (IMCRA) [30], and Wiener
filter is applied on the amplitude spectrum as a soft mask.
Spectral features used in this system is 60 dimensional MFCCs which consist
of 19 base MFCCs and log energy, augmented with deltas and double deltas. The
features are extracted every 10 ms using 30 ms window. To enhance the features
quality, a feature-warping was applied [136]. A speech activity detection (SAD) is
implemented to extract the active speech frames from the features [114]. Gender-
dependent with 2048 components UBM (universal background model) was trained
using NIST SRE 2004–2006, Switchboard Cellular phase 1 and 2, and Fisher English
corpora.
The i-vectors were trained using a low dimensional (400 dimensions) matrix that
defines both the speaker and channel subspaces. Linear discriminant analysis (LDA)
projection was applied in order to reduce the i-vectors dimension to 200. Prior to
PLDA modeling, the i-vectors were processed by i-vector centering, within-class
covariance normalization (WCCN) and length-normalization.
6.3 Corpora
The speaker recognition system calibration performance is evaluated using NIST
SRE’12 corpus. There are three different datasets used in the experiments. The
first two is the Dev-I4U (development) and Eval-I4U (evaluation) sets from I4U1
trials list [155]. The third dataset used in the experiments is the evaluation set
from NIST SRE’12 trials list which refers to Eval-SRE’12 set in this paper. For
this NIST SRE 2012 evaluation, we made three sub-selections of the core-test core-
training condition for different noise levels, based on the 5 common conditions
(cc’s) defined in the evaluation plan, using version 1 of the trial key. The first level,
“noise”, consisted of all telephone and microphone speech, without noise addition,
that were not recorded in a noisy environment (the intersection of cc1 and cc2 with
trials from cc5 removed). For the two noisy conditions, “15 dB” and ‘6 dB,” we
selected trials from cc3 and cc4 with added noise of types “babble” and “HVAC”
at 15 dB and 6 dB, respectively.
We divided each dataset into 3 different subsets based on the noise conditions in
the test segments of the trials listed as clean (no-alteration), 15 dB and 6 dB noise-
levels subsets. The number of trials for target and non-target scores are presented
in Table 6.1. Partitioning the results with respect to SNR is intended for analysis
of the calibration sensitivity with duration function to SNR-levels in test segments.
In the training of calibration parameters, the scores were pooled without noting the
1I4U is a joint effort from 9 research Institutes and Universities across 4 continents in joining
the NIST SRE’12 evaluation. The lists are available via http://lands.let.ru.nl/~saeidi/I4U.
tgz
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Table 6.1: Number of trials in the Dev-I4U, Eval-I4U and Eval-SRE’12 sets for
female gender and “unknown” non-target trials.
Set
Noise Number of Trials
condition Target Non-target
Clean 6621 2118521
Dev-I4U 15 dB noisy 6621 2118521
6 dB noisy 6621 2118521
Clean 6921 2997225
Eval-I4U 15 dB noisy 6921 2997225
6 dB noisy 6921 2997225
Clean 4353 120223
Eval-SRE’12 15 dB noisy 2913 7908
6 dB noisy 2912 7908
SNR-levels. Only the unknown non-target2 trials are included in the experiments,
and we focus our experiments on female speakers. By looking at the durations of
utterances in the NIST SRE’12 database (a histogram is provided in Figure 6.2), we
see there is a high variability in duration, therefore performing consistent calibration
is a very challenging task.
6.4 Calibration
All calibrations performed for the experiments in this paper are based on the linear
transformation of scores into calibrated log likelihood ratio scores. There are two
calibration approaches used. The first approach is conventional linear calibration
with two parameters, and the second approach is linear calibration that applies
quality measures function (QMF) as an extra linear term in calibration.
6.4.1 Linear calibration
In the linear calibration, we transform a set of raw scores s which produced from
the speaker recognition system to a set of calibrated scores ` using a linear trans-
formation
` = w0 + w1s, (6.1)
where w0 is the offset/gain parameter and w1 is the scaling parameter of calibration.
In this paper, this two parameterized linear calibration is referred to as conventional
2This is done for compatibility results with earlier SRE protocols. [131]
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calibration approach.
In the experiment, calibration parameters are trained in a set of scores, and
then applied to another set of scores to be evaluated. In this paper, the calibration
parameters are trained in the Dev-I4U set (including all noise condition subsets) and
applied to all sets which are Dev-I4U, Eval-I4u and Eval-SRE’12. The parameters
for both conventional and QMF calibration approaches were trained via logistic
regression [139] using FoCal toolkit3.
6.4.2 Quality Measure Function
Quality measures function or QMF calibration is proposed by the authors in [105]
and it was analyzed for the SRE’08 and SRE’10 corpora. This calibration approach
basically is a linear calibration technique with several extra parameters in the lin-
ear transformation. It also includes the quality measures of speech utterance in
the calibration, in this case, the duration of active speech. The QMF calibration
approach is applied via linear scores transformation that can be formulated as:
` = w0 + w1s+Q(dm, dt, w2, . . .) (6.2)
with Q(dm, dt, w2, . . .) as the function that defines quality measures we use for
calibration, and dm and dt as the duration of active speech (after SAD) in the
model and test segments, respectively. There were multi-sessions enrollment in the
NIST SRE’12, thus we use sum of the duration of utterances in model segments as
dm .
There are four QMFs proposed in [105] and all of this QMFs are analyzed in
this paper as well. The four QMFs are presented in Table 6.2. All QMFs are
modeled from the behavior of the calibration parameters of linear score transfor-
mation (scaling parameters) in various duration conditions of the model and test
segments. Figure 6.1 depicts the behavior of the scaling parameters across duration
of model and test segments. The first two QMFs, Q1 and Q2 are formed in order to
model the large deviation of the scaling parameters when there is a large difference
(mismatched) between the model and test segments. The last two QMFs, Q3 and
Q4 are modeled from the saddle-plane like of the scaling calibration parameters in
calibration which is presented in Figure 6.1 with dc = 20 s.
6.5 Performance Measures
There are five performance measures used to characterized the speaker recogni-
tion system performance of discrimination and classification, namely equal error
3Software is available at https://sites.google.com/site/nikobrummer/focal
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Table 6.2: Duration quality measure functions (QMFs) proposed for calibration on
various duration conditions.
n QMF: Qn(dm, dt, . . .)
Additional
parameters
1 Q1 = w2
∣∣∣∣log dmdt
∣∣∣∣ w2
2 Q2 = w2 log
2 dm
dt
w2
3 Q3 = w2 log
dm
dc
log
dt
dc
w2, dc
4
Q4 = w2 log
dm
dc
log
dt
dc
+
w3
(
log2
dm
dc
+ log2
dt
dc
) w2, w3, dc
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Figure 6.1: The saddle-plane shape of calibration (offset) parameters in various
duration conditions on the model and test segments [105].
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rate (E=), primary cost from NIST SRE’12 (Cprimary), cost of log likelihood ratio
calibration (Cllr), minimum Cllr (C
min
llr ), and the mis-calibration cost (Cmc).
6.5.1 Equal Error Rate
Equal error rate or E= is the error rate of a binary-classifier when the probability
of the false-acceptance rate and false-rejection rate is equal at a certain point in
the detection error trade-off (DET) curve. The E= was computed using sretools
analysis package4 in R using relative operating point convex hull (ROC-CH) ap-
proach.
6.5.2 Primary cost for the NIST SRE’12
For this year’s speaker recognition evaluation, NIST announced new detection cost
function or Cdet that is referred to Cprimary. Unlike the previous evaluations, the
SRE’12 cost function is a combination of two costs, the cost of NIST SRE’10 (Ptar =
1/1000) and another cost with greater prior than SRE’10 (Ptar = 1/100). Each of
these Cdet is computed using
Cdet =Cmiss × Ptar × Pmiss|tar
+ CFA × (1− Ptar)× (PFA|non,known · Pknown
+ PFA|non,unknown · (1− Pknown))
(6.3)
with Cmiss = CFA = 1. Because in the experiments, we used only unknown
non-target trials5, Equation (6.3) becomes
Cdet = Cmiss × Ptar × Pmiss|tar + CFA × (1− Ptar)× PFA|non. (6.4)
The Cdet values are computed using BOSARIS
6 toolkit via Bayes error rate com-
putation.
6.5.3 Cost of Log Likelihood Ratio Calibration (Cllr)
As the calibration performance measures, we use cost of likelihood ratio calibration
or Cllr [179]. The metric Cllr can be empirically computed by
Cllr =
1
Ntar
∑
i∈tar
log2(1 + e
−`i ) +
1
Nnon
∑
j∈non
log2(1 + e
`j ) (6.5)
with `i and `j as the calibrated log likelihood ratio scores for the target and
non-target trials, respectively. Besides Cllr , we also use two other measures for
4Software is available at https://sites.google.com/site/sretools/
5This corresponds to Pknown = 0 for our experiments.
6Software is available at https://sites.google.com/site/bosaristoolkit/
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calibration namely Cminllr or the minimum value of Cllr and Cmc or mis-calibration
cost which is defined as the difference between Cllr and C
min
llr . The metric C
min
llr
was computed using isotonic regression through pool adjacent violators (PAV) al-
gorithm [17].
6.6 Results
Results of the calibration experiments conducted in this paper are presented in
Table 6.3. Generally in all evaluated datasets, the system tends to perform slightly
better in 15 dB noise condition or 6 dB noise condition (in Cmc measure). This
is because each of the original NIST segments which are included in the I4U lists
has two noise variants included in the training of PLDA and enrollment data. The
system is biased to perform better in the slightly noisy conditions compared to the
unaltered (clean) condition.
The details of results analysis in Table 6.3 are divided into two parts: the
Dev- and Eval-I4U sets, and Eval-SRE’12 set. Those analysis are discussed in the
following.
6.6.1 Results on I4U Trials List
In this subsection, we present the analysis of calibration experiment results on the
Dev-I4U and Eval-I4U sets. In the Dev-I4U set results, one can observe from Ta-
ble 6.3 that all QMF calibrations give lower values across all performance measures
than the linear calibration on all noise subsets. This is expected because when we
applied the calibration parameters trained on the Dev-I4U set to the Dev-I4U set
itself (self-calibration).
In the Eval-I4U set results, the QMF calibrations perform well across all per-
formance measures when we compared it to the linear calibration results. Table 6.3
shows that all the QMF calibrations outperform the linear calibration in terms of
Cminllr and E= performance measures. Based on these two performance metrics, Q1
appears to be the best QMF that provides the best discrimination performance
compared to the linear calibration and all other QMF calibrations. The Q1 calibra-
tion results in absolute reduction of 0.28 %, 0.47 %, and 0.82 % in the E= compared
to the conventional linear calibration on the clean, 15 dB and 6 dB conditions, re-
spectively. This equals to 10 – 37 % relative improvement in performance.
In the mis-calibration cost or Cmc metric, the QMFs calibration only perform
better than the linear calibration in the clean condition. Even though the Cmc
values for the 15 dB and 6 dB noise conditions for the QMF calibrations are not
lower than the linear calibration, still the Cllr and C
min
llr values of QMF calibra-
tions are already better than the conventional linear calibration. Using the Cllr and
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Figure 6.2: Distributions of active speech duration from utterances in the I4U and
NIST SRE’12 trials.
Cprimary measures, the QMF calibrations perform better than the linear calibra-
tion in general, with the Q1 and Q3 performances slightly surpass the Q2 and Q4
calibrations. Evaluated on the Eval-I4U set, the QMF calibrations offer better per-
formance than the conventional linear calibration based on the observations from
all five performance measures.
Comparing all four QMFs for calibration, Table 6.3 shows that the Q4 per-
forms the best when calibrations applied in the Dev-I4U set while Q1 performs the
best in the Eval-I4U set. This results indicate that the more complex Q4 function
that model the saddle-plane of calibration parameters distribution does not neces-
sary generalize better than the more simple function such as Q1. The Q4 training
has clearly over-fitted to the calibration development set (Dev-I4U). On the other
hand, the simple Q1 function can be easily and effectively implemented in the
cross-calibration 7. Regardless of which QMF is the best for calibration, all QMF
calibrations indicate better performances in terms of discrimination and calibration
when it is compared to the case where duration information are dismissed.
6.6.2 NIST SRE’12 Evaluation Results
The experimental results on the evaluation set from NIST SRE’12 (Eval-SRE’12)
are slightly different from results on the Dev-I4U and Eval-I4U sets. As presented in
7Applying the calibration parameters which were trained on one set to another set, in this case,
from the Dev-I4U set do the Eval-I4U set.
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Table 6.3, the QMF calibrations only surpass the linear calibration performance in
the 6 dB noise condition subset. In other noise subsets, applying QMF calibrations
does not seem to give better performance than the linear calibration. To better
understand why this is happening, we had a look into the duration distributions of
I4U and NIST SRE’12 segments in more details.
In Figure 6.2, the duration distributions of utterances included in the I4U and
NIST SRE’12 lists are depicted. The durations in the plot is the durations of
active speech samples for each utterances after the SAD applied. As can be seen
from Figure 6.2, there is quite a difference between the duration distribution of
utterance in the I4U and NIST SRE’12 trials lists. The duration distribution of
I4U trials list is more concentrated with mean around 90 s of active speech, while
the distribution of NIST SRE’12 trials list is more distributed across all duration
with a lot of weight in the short duration region.
The difference in range and distribution of duration between the development
and Eval-SRE’12 set may be a cause for the QMFs not working very well, but more
likely, the ‘data set shift’ that occurs with every NIST evaluation may be the most
important reason. Indeed, the absolute error rates have gone up strongly from Dev-
I4U and Eval-I4U to Eval-SRE’12. The subtle changes to the calibration that the
QMFs try to make may be lost in the dramatic changes that take place when the
data set changes as drastically as it did in going from SRE’10 to SRE’12—despite
the fact that all speakers were known in advance. We have some hope, however,
that we will be able to get calibration more in line with the SRE’12 material by
looking at other quality factors as well.
Table 6.3: System performance in terms of Cllr , C
min
llr , Cmc , E=
and Cprimary on the Dev-I4U, Eval-I4U and Eval-SRE’12 sets.
Set
Noise Calibration Method
cond. N.A.* O** Q1 Q2 Q3 Q4
Cost of log-likelihood ratio calibration (Cllr )
Dev
Clean 4.373 0.195 0.183 0.183 0.192 0.178
I4U
15 dB 2.918 0.078 0.070 0.070 0.071 0.069
6 dB 6.100 0.115 0.100 0.099 0.103 0.098
Eval
Clean 3.045 0.170 0.148 0.157 0.161 0.172
I4U
15 dB 1.713 0.082 0.078 0.087 0.072 0.110
6 dB 4.338 0.104 0.089 0.098 0.088 0.117
Eval
Clean 11.099 0.194 0.300 0.601 0.306 0.505
SRE’12
15 dB 5.199 0.133 0.183 0.199 0.145 0.256
6 dB 8.310 0.179 0.212 0.232 0.180 0.279
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Table 6.3 cont’d: System performance in terms of Cllr , C
min
llr ,
Cmc , E= and Cprimary on the Dev-I4U, Eval-I4U and Eval-SRE’12
sets.
Set
Noise Calibration Method
cond. N.A.* O** Q1 Q2 Q3 Q4
Minimum value of Cllr (C
min
llr )
Dev
Clean 0.134 0.134 0.130 0.129 0.130 0.129
I4U
15 dB 0.066 0.066 0.057 0.057 0.058 0.058
6 dB 0.102 0.102 0.089 0.088 0.092 0.087
Eval
Clean 0.113 0.113 0.102 0.105 0.106 0.104
I4U
15 dB 0.052 0.052 0.034 0.036 0.037 0.039
6 dB 0.086 0.086 0.057 0.061 0.065 0.064
Eval
Clean 0.163 0.163 0.163 0.266 0.188 0.244
SRE’12
15 dB 0.119 0.119 0.129 0.135 0.122 0.145
6 dB 0.163 0.163 0.173 0.180 0.165 0.194
Mis-calibration cost (Cmc )
Dev
Clean 4.239 0.061 0.054 0.054 0.062 0.050
I4U
15 dB 2.852 0.013 0.013 0.013 0.013 0.011
6 dB 5.998 0.014 0.011 0.011 0.011 0.011
Eval
Clean 2.932 0.057 0.046 0.051 0.055 0.068
I4U
15 dB 1.661 0.029 0.044 0.051 0.036 0.071
6 dB 4.251 0.018 0.032 0.037 0.023 0.052
Eval
Clean 10.936 0.031 0.137 0.335 0.118 0.262
SRE’12
15 dB 5.080 0.014 0.054 0.064 0.023 0.111
6 dB 8.147 0.016 0.039 0.052 0.016 0.085
Equal error rate (E= ) in %
Dev
Clean 3.43 3.43 3.34 3.33 3.33 3.32
I4U
15 dB 1.65 1.65 1.35 1.35 1.40 1.36
6 dB 2.53 2.53 2.25 2.24 2.33 2.17
Eval
Clean 2.78 2.78 2.50 2.53 2.55 2.56
I4U
15 dB 1.27 1.27 0.80 0.81 0.86 0.93
6 dB 2.21 2.21 1.39 1.48 1.57 1.64
Eval
Clean 4.22 4.22 4.36 7.19 5.01 6.43
SRE’12
15 dB 2.85 2.85 3.15 3.31 2.88 3.67
6 dB 4.14 4.14 4.40 4.47 4.12 5.11
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Table 6.3 cont’d: System performance in terms of Cllr , C
min
llr ,
Cmc , E= and Cprimary on the Dev-I4U, Eval-I4U and Eval-SRE’12
sets.
Set
Noise Calibration Method
cond. N.A.* O** Q1 Q2 Q3 Q4
Primary cost for NIST SRE’12 (Cprimary )
Dev
Clean 0.219 0.219 0.173 0.177 0.205 0.171
I4U
15 dB 0.155 0.155 0.153 0.154 0.152 0.163
6 dB 0.249 0.249 0.235 0.240 0.236 0.252
Eval
Clean 0.174 0.174 0.204 0.381 0.236 0.382
I4U
15 dB 0.148 0.148 0.135 0.137 0.133 0.160
6 dB 0.254 0.254 0.205 0.215 0.205 0.258
Eval
Clean 0.393 0.393 0.485 1.000 0.693 1.000
SRE’12
15 dB 0.340 0.340 0.371 0.377 0.343 0.411
6 dB 0.456 0.456 0.484 0.494 0.451 0.533
* N.A. : Not applicable or no-calibration performed
** O : Conventional linear calibration using w0 and w1
6.7 Conclusion
Using our development set Dev-I4U to calibrate both the development (self-calibration)
and our evaluation set Eval-I4U, the QMF calibration approaches provide a signif-
icant performance improvement in both discrimination and calibration. This is
observed in all performance metrics used to measures the performance. By adding
one or two extra parameters in calibration via the QMF approaches, the system per-
formance based on E= improves by 37 % relative to linear calibration without QMF.
However, from the calibration results on the Eval-SRE’12 set using Pknown = 0, this
does not hold. We surmised that in applying a QMF, it is important that the devel-
opment set matches the evaluation set in terms of duration range and distribution,
so that it can give a positive improvement in the system performance. From the
problem revealed by the different duration conditions in the Eval-SRE’12 set from
the Dev-I4U set for training calibration, our future works include the truncation
utterances from the development set or simulate the duration effect such that it can
be used to better model the duration distribution in the SRE’12 evaluation set.
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Abstract
This paper studies the effect of short utterances and noise on the performance of
automatic speaker recognition. We focus on calibration aspects, and propose a cal-
ibration strategy that uses quality measures to model the calibration parameters.
We carry out the proposed calibration by using simple Quality Measure Functions
(QMFs) of duration and measured signal-to-noise-ratio from speech segments. We
test the effectiveness of the approach using two databases, the development set of the
I4U collaboration for the NIST Speaker Recognition Evaluation (SRE) 2012, and
the evaluation test material of NIST SRE 2012 itself. In comparison with conven-
tional linear calibration, results show that the proposed QMF approach successfully
improves the system performance in terms of both discrimination and calibration.
Keywords: quality measure function, calibration, speaker recognition, duration,
noise
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7.1 Introduction
Short duration and background noise have always been challenging problems in
speaker recognition. In the presence of these challenges, a speaker recognition sys-
tem tends to degrade in performance, even if it is equipped with the most advanced
and modern technology in the field. This degradation is caused by the lack of
information in the short duration condition, and the obstruction of speech infor-
mation in the occurrence of noise. Many studies have been carried out to evaluate
this performance degradation due to short duration [103, 68, 159, 81, 80, 117] and
noise [104, 174, 121, 90] in speaker recognition.
In order to deal with the short duration and noise, various methods have been
proposed to improve the speaker recognition system performance. The short du-
ration condition is often dealt within the modeling stage of the speaker recogni-
tion [189, 46, 88], or by employing compensation or normalization in the score
domain [68, 105, 137]. Contrary, most of the research towards handling noise in
speaker recognition operate at the feature extraction stage. A number of noise
robust features such as prosodic [96] and auditory [164] features are used as al-
ternatives to the well-known Mel-frequency cepstrum coefficient (MFCC) features.
In addition, modeling and scoring methods have been proposed, e.g., sub-band
likelihood scoring [90, 89], universal compensation (UC) model [122], and missing
data technique in universal background model (UBM) [110]. Further, the general
approach of multi-condition training allows the model to capture observed noisy
conditions [57]. Recently, well-known techniques widely used in robust automatic
speech recognition, e.g., vector Taylor series (VTS), have been adopted for noise
robust speaker recognition [97].
Currently, the combined conditions of short duration and noise have drawn
the attention of the speaker recognition community because of their prominent
appearance in the most recent National Institute for Standard and Technology
(NIST) Speaker Recognition Evaluation (SRE) in 2012. For almost two decades,
NIST has been conducting SREs every 1–2 years. Since 2008, participants are
requested to report their scores as calibrated log-likelihood-ratios (LLRs). This has
many desirable properties, such as the ability to use the scores for a wide range
of applications without the need for tuning a decision threshold [17]. Specifically,
the likelihood-ratio (LR) is the preferred form of representing a speaker comparison
result in a forensic case [26, 63, 125]. The calibrated LLR must not be confused with
LLR scores computed internally in the automatic speaker recognition system, as it
has been shown that these raw LLR scores have a misleading LR interpretation [60,
62, 63]. For proper LLR interpretation, the raw need to be transformed into LLRs,
a process that is known as calibration [15, 139, 51]. The duration and noise variation
affect not only the discrimination performance, but also the calibration performance
of speaker recognition [103, 106].
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This paper proposes to amend the conventional linear score calibration approach
by informing the calibration step on quality of a test signal in terms of noisiness and
duration. We first find an appropriate function of the measured active duration of
speech and signal-to-noise ratio (SNR) dubbed as quality measure function (QMF)
to be added in linear calibration. In contrast to side-information concept where
precise information on coding, transmission, etc is available, quality metric attempts
to quantitatively measure active speech duration and signal-to-noise ratio. In this
paper we build on top of utterance duration QMF [106] in order to study the
joint effect of SNR and test utterance duration in calibration. Next, we propose
new QMFs to explain the joint effect of test utterance duration and SNR in score
domain and use it to improve the speaker recognition performance in terms of both
discrimination and calibration.
This paper is organized in the five following sections. In Section 7.2, all cali-
bration approaches carried out are explained. Section 7.3 details the configuration
of our speaker recognition system, performance measures and databases used in
the experiments. Section 7.4 presents the experiment results and its analysis, and
Section 7.5 concludes this paper.
7.2 Score Calibration
Calibration is a process of transforming speaker recognition raw scores into cali-
brated LLRs [181]. In this paper, we limit ourselves by using an affine calibration
transformation
x′ = w0 + w1x (7.1)
to transform raw score x to calibrated score x′ using two parameters, offset w0 and
scaling w1 parameter. This two-parameterized linear calibration is referred to as
conventional linear calibration in this paper, and has proved to be working very
well in many NIST SREs [15].
The concept of including quality measures into score calibration for improving
system performance can be found in numerous works in literature [68, 105, 106, 55,
56, 49, 93, 8]. Similarly to our previous work [105, 106], we include quality measures
of speech using quality measure function (QMF) approach. In this approach, the
quality measures {q1, q2, . . .} are modeled using a function Q(q1, q2, . . .). This func-
tion of quality measures, Q, is integrated in the conventional score calibration (7.1)
as an additional term
x′ = w1x+Q(q1, q2, . . .), (7.2)
where we have absorbed the offset w0 into the QMF. In other words, the calibration
model assumes that the effect of the quality measures can be modeled as a shift in
scores that are only dependent on the measurements. In training the calibration
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Table 7.1: Number of speakers, speech segments and trials in modified development
(DEV) and evaluation (EVAL) sets of I4U for male-only speakers. These numbers
are the same for each duration-noise condition and all of the trials are pooled
together when reporting an overall performance with variable duration and noise
level on I4U set.
DEV Dataset EVAL Dataset
Speech segment: Model Test Model Test
Number of speakers 680 828 723 803
Number of segments 5,475 6,501 9,730 7,078
Scores: Target Non-target Target Non-target
Number of trials 4,801 4,415k 4,997 5,112k
parameters, the contemporary cross-entropy objective function [179] is utilized to
estimate the weight for scores and corresponding quality measures at the same
time. It is shown in our previous work [105] that the QMF approach can improve
the calibration performance for the quality measure duration of the speech segments.
In this paper, we extend our studies of the QMF calibration implementation to both
duration and noise quality measures, which were challenging factors in the recent
NIST SRE 2012.
7.2.1 Duration and noise variation in speaker recognition
data
The simultaneous capture of duration and signal-to-noise-ratio variability in speech
segments was first addressed in the context of NIST SRE in 2012, where these
conditions were announced in the evaluation plan. In preparing for the evaluation,
the I4U1 [155] consortium created development and evaluation data sets to study
these variabilities. We used this I4U dataset along with the original NIST SRE
2012 [131] for this study.
The I4U data sets are divided into two parts, DEV (development) and EVAL
(evaluation). Speakers that are present in training part of the DEV set are mostly
present in training part of the EVAL set. The test part of DEV and EVAL sets
are disjoint. EVAL set training speakers resemble closely to the NIST SRE’12
target speakers. For conciseness, this study is only limited to male speakers, for
which we have provided some statistics in Table 7.1. For SRE 2012 experiments, we
1I4U is a joint effort from 9 research Institutes and Universities across 4 continents in join-
ing the NIST SRE’12 evaluation. The lists are available via http://cls.ru.nl/~saeidi/file_
library/I4U.tgz
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use the extended trial sets [131] and we use only non-target trials that are unknown
(Pknown = 0), i.e., these speaker do not occur in the training data. This choice makes
the performance insensitive to the ‘compound to simple LLR transformation’ [183]
and comparable to pre-2012 performance metrics. The NIST SRE 2012 has defined
five ‘common conditions’. Because there are no unknown non-target trials for male
speakers in common condition (cc) -4 and cc-5, we carry out evaluation only for
cc-1, cc-2 and cc-3 conditions. For cc-2, we use only trials that contain artificially-
added noisy speech and exclude all trials from speech with real-incurred noise (the
ones occurring in the cc-5 trials). This is because there are no unknown non-targets
in the cc-5 condition, and including cc-5 trials would favor a bias of the calibration
towards the target scores.
In order to simulate the duration and noise variability, we truncated and added
noise to the I4U test segments while letting the train segments unaltered. The
truncation is applied by removing the last frames of each segment to produce active
speech durations d of 5, 10, 20 and 40 seconds. Two noise types are used in the
experiments, a more stationary noise from heating, ventilation and air-conditioning
(HVAC) and babble noise as a challenging non-stationary noise example. We ob-
tained noisy segments by using FaNT2 at five intended SNR-levels 0, 5, 10, 15 and
20 dB. In this way, we obtain 30 duration-noise conditions of I4U trials that consist
of five duration and six noise conditions. The duration conditions are the four trun-
cated conditions and full (un-truncated) utterances, and the noise conditions are
based on the five intended noise levels and clean (no-noise) speech. In presenting
the results, these 30 duration-noise conditions are jointly referred to as DEV and
EVAL. If a set of experiments contain only truncated-clean conditions, it is referred
to as DEV-clean and EVAL-clean. Similarly, if it contains only full duration but
noise contaminated test segments, it is referred to as DEV-full and EVAL-full.
7.2.2 Duration and noise variation modeling
To model the effect of various quality measures on calibration, shared scaling [105]
or categorical [102] calibration approach is carried out. In the shared scaling calibra-
tion, we model the scaling parameter, w1, shared between all conditions described
by the quality measures, while the offset parameter, w0, varies with each condition.
Trained on the entire DEV set, the offset parameters from shared-scaling calibra-
tion are presented in Figure 7.1. If we let the intended SNR constant while varying
the test duration, a linear pattern of the offset parameters and log2 of duration d
can be seen as depicted in Figure 7.1(b). Similarly, in Figure 7.1(a), a more-or-less
linear pattern is found between the offset parameters and the truncated intended
2Available at http://dnt.kr.hsnr.de/download.html
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SNR level γ∗i , defined as
γ∗i =
{
γi if γi ≤ 25 dB
25 dB if γi > 25 dB
, (7.3)
where γi is the original intended SNR. Hence, the clean (no added noise) condition
is represented as γ∗i = 25 dB, which appear to fit reasonably well in the linear
dependence. Based on these observations, we model the duration-based QMF, Qd,
and noise-based QMF, Qn, as
Qd = w0 + wd log2(d) , (7.4)
Qn = w0 + wn γ , (7.5)
where wd and wn are calibration parameters related to d and γ, respectively. Based
on Equation (7.3), we let
γ =
{
γm if γm ≤ 25 dB
25 dB if γm > 25 dB
, (7.6)
with γm as the measured SNR level from the speech segment.
Figure 7.1(c) presents the three-dimensional relation between offset parameters,
active speech duration and intended SNR. The shape of the surface in Figure 7.1(c)
suggests that a linear interaction model between quality metrics shall be a good ap-
proximation for the bias term in linear calibration. We can model a combined QMF
by a linear interaction of the two quality measures and then add a multiplicative
non-linear term using
Q1 = Qd +Qn
= w0 + wd log2(d) + wn γ, (7.7)
and
Q2 = Qd +Qn + αQdQn
= w0 + wd log2(d) + wn γ + wdn γ log2(d), (7.8)
where wdn is an additional calibration parameter that models the non-linear inter-
action α of duration and noise quality measures. If the linear interaction model of
Q1 is a good fit to the DEV set scores (and quality metrics), the contribution of
αQdQn term will be small compared to the one from Qd +Qn.
Besides quality measure function (QMF) calibration, there are three other ap-
proaches employed in this paper, namely mismatched, matched and pooled scores [105].
The mismatched, matched and pooled scores calibrations employ the two-parameter
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Figure 7.1: Offset parameter from shared scaling calibration trained on DEV set.
conventional linear calibration in (7.1), but with different training sets in calibra-
tion. The calibration parameters in mismatched calibration are trained on the
full-clean condition only, while the parameters in the pooled scores calibration were
trained from the entire DEV set that includes all duration-noise conditions. In the
matched calibration, the two parameters, w0 and w1, are trained separately for each
of the 30 duration-noise conditions resulting in a total of 60 calibration parameters.
7.3 Experiment Setup
7.3.1 Speaker Recognition Configuration
For the experiments in this study we used the Radboud University Nijmegen speaker
recognition system developed for NIST SRE 2012 [155]. In the front-end of our sys-
tem, the speech signals are first enhanced using maximum likelihood estimate of
short-time spectral amplitude (ML-STSA) [111] in which the noise is estimated
on-line using the improved minima controlled recursive averaging (IMCRA) pro-
posed in [30]. Then, 19 base MFCCs are extracted from frames of 20 ms windowed
speech every 10 ms, appended with log energy and augmented with delta and delta-
delta resulting in 60-dimensional feature vectors [105]. We used stabilized weighted
linear prediction as noise robust method in spectrum estimation [156]. Speech ac-
tivity detection (SAD) [114] is employed to discard non-speech frames and feature
warping [136] is applied on final features. In the experiments including duration
truncation, the feature warping is applied after truncation.
A gender-dependent UBM with 2048 components is trained using a subset of
NIST SRE 2004–2006, Switchboard cellular phase 1 and 2, and Fisher English cor-
pora. We train our i-vector extractor [38] with the same data as for UBM with
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400-dimensions. In post-processing of utterance-level i-vectors, we used linear dis-
criminant analysis (LDA) projection to enhance separability of classes (speakers)
and reduce the i-vectors dimension to 200. Prior to probabilistic linear discriminant
analysis (PLDA) modeling, we remove the mean, perform whitening using within-
class covariance normalization (WCCN) and normalize the length of i-vectors. The
enrollment speech are neither truncated nor noise contaminated, and simply av-
eraged over multiple i-vectors per speaker. Truncated and noisy versions of all
i-vectors available for enrollment of speaker in our I4U-DEV set are used for train-
ing LDA and PLDA.
7.3.2 Performance Measures
Four performance measures are used to evaluate the performance of speaker recog-
nition system in this paper. The first measure is equal error rate (E=) the point on
the Receiver Operating Characteristic (ROC) where the probabilities of miss and
false alarm, Pmiss and PFA, are equal. It is a measure of discrimination performance
of recognition system. The second measure is called cost of LLR (Cllr) [17], and
can be formulated as:
Cllr =
1
2Ntar
Ntar∑
i=1
log2(1 + exp(−xi))
+
1
2Nnon
Nnon∑
j=1
log2(1 + exp(xj)) , (7.9)
with Ntar and Nnon as the number of target and non-target trials, and xi and xj
as target and non-target scores, respectively. Cllr measures both calibration and
discrimination at all operating points along the ROC. It is a proper scoring rule [34],
and is similar to a cross-entropy measure. The normalization makes the quantity
interpretable as the average amount of information, expressed in bits, that the
system was incapable to extract from a speaker comparison trial. The metric Cllr
can further be separated into two terms, minimum Cllr (C
min
llr ) and mis-calibration
cost (Cmc):
Cllr = C
min
llr + Cmc. (7.10)
The value Cminllr is obtained after re-calibration of the test data by shifting each score
to minimize Cllr while maintaining the original order of the scores. It is equivalent
to determining the minimal detection cost for all possible cost functions [17, 179].
Hence Cminllr is another measure for discrimination capability, while Cmc = Cllr −
Cminllr , shows calibration ability of a speaker recognition system integrated over all
operating points. Well-calibrated systems have a low Cmc.
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Another performance measure used in this paper is primary cost (Cprimary),
proposed in the NIST SRE’12 evaluation plan [131] and defined as
Cprimary =
1
2
(
Cnorm(pi1) + Cnorm(pi2)
)
, (7.11)
parameterized by pi1 and pi2, and normalized detection cost Cnorm is
Cnorm(pi) = Cdet(pi)/Cdefault. (7.12)
The traditional detection cost [40] Cdet has the cost parameters Ptar, the a-priori
probability of a target speaker, and Cmiss and CFA the costs for miss and false
alarm, respectively. It is a weighted sum of Pmiss and PFA, the miss and false alarm
probabilities obtained after making a Bayes’ minimum expected cost decision3
Cdet = PtarCmissPmiss + (1− Ptar)CFAPFA, (7.13)
The normalizing default cost Cdefault is associated with a recognizer that bases the
decision on the prior only,
Cdefault = min
{
CmissPtar, CFA(1− Ptar)
}
. (7.14)
The cost parameters can conveniently be combined to the effective prior odds
β−1
β−1 =
Cmiss
CFA
Ptar
1− Ptar , (7.15)
that relate to the effective prior pi introduced in (7.12)
β−1 =
pi
1− pi , (7.16)
which reduces (7.12) for β > 1 to [182]
Cnorm(pi) = Pmiss + βPFA. (7.17)
In the SRE’12 evaluation, two operating points pi1 = .01 and pi2 = .001 are used,
resulting from Ptar = .01 and .001, respectively, and constant Cmiss = CFA = 1.
We define the average piprimary =
1
2 (pi1 + pi2) = .0055 which is the average effective
prior of the two NIST SRE 2012 primary operating points used in Cprimary.
Finally, we use the traditional Cdet with pidet = .0917 using Cmiss = 10, CFA = 1
and Ptar = 0.01 from pre-2010 NIST SREs. The calibration parameters in all
approaches, w0, w1, wd, wn and wdn, are trained using Bosaris toolkit [16] on
the DEV set, which uses a cross entropy optimization criterion. In training the
calibration parameters, we use the effective prior of pidet = .0917 corresponding to
the NIST SRE 2010 cost function. In evaluating the performance using Cprimary
the respective piprimary = .0055 is used in training the calibration parameters.
3The threshold of the log likelihood ratio in a Bayes’ minimum expected cost decision lies at
log β of (7.15)
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7.3.3 Variation in duration and signal-to-noise-ratio for NIST
SRE 2012
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Figure 7.2: Distribution of active speech duration and measured SNR for common
condition 1–3 in the male trials of NIST SRE’12 evaluation.
For interpreting the results in the next section, it is instructive to study the
distribution of the quality factors for the NIST SRE 2012 data. The histogram
of measured SNR4 γm and active duration d after SAD for first three common
conditions in SRE 2012 is presented in Figure 7.2. As can be seen from the figure,
the active speech duration and noise levels are distributed differently across different
common conditions (cc). There are a lot of segments with short duration (d <
40 sec) and low SNR (γm < 30 dB) in cc-1, covering a relatively high variability in
both quality metrics. Meanwhile, cc-2 consists of mostly very clean utterances with
γm > 40 dB. In contrast, in cc-3, we see predominantly longer duration segments
(d > 50 sec) with low SNR (γm < 20 dB).
4The SNR is measured using stnr tool from NIST
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7.4 Results
In this section, we present the results of our experiments and analyze the system
performance in terms of discrimination and calibration. The calibration parameters
were trained on the DEV and applied to EVAL and SRE’12 scores. The DEV and
EVAL sets contain 30 duration-noise conditions to simulate the condition in NIST
SRE 2012 data.
7.4.1 Results for the I4U EVAL set
In this subsection we pool all of the scores from different duration and SNR condi-
tions and present the recognition results for all trials in the EVAL set in Table 7.2.
The results are provided for mismatched, matched, pooled scores and four proposed
QMFs, the Qd, Qn, Q1 and Q2. We use measured SNRs in the QMFs, even though
for this data we would happen to know the applied SNR. Comparing the first three
approaches, matched calibration gives the best performance. This is expected be-
cause the matched calibration uses 30 pairs of w0 and w1 calibration parameters.
On the other hand, the mismatched approach results in Cllr > 1, showing the im-
plication of duration and noise to the speaker recognition calibration performance:
even though the system can partially discriminate target from non-target scores
(E= < 50 %), Bayes’s decision based on the log-likelihood-ratio would on average
lead to worse error rates than based on the prior alone (Cllr > 1).
All four proposed QMFs in Table 7.2 show positive improvements in E=, C
min
llr ,
Cmc and Cllr values compared to the pooled scores and mismatched approach.
The biggest performance improvement can be seen in the Cmc measures where
there is over 25% relative improvement on Q1 and Q2 approaches compared to
the pooled scores calibration. The close performance obtained using Q1 and Q2
is suggesting that the simple linear model of Qd + Qn is sufficient for modeling
the duration and SNR dependencies in terms of our experiments. Even though
only 1–3 extra calibration parameters need to be trained, the proposed QMFs give
better discrimination and calibration performance. Moreover, unlike the matched
calibration approach that has far more parameters which are needed to be trained,
QMF approaches can be applied to the conventional linear calibration with the
possibilities of interpolation and extrapolation. This is shown in our previous study
of QMF calibration [105] where this calibration approach offer superior performance
to other approaches when dealing with unseen data conditions, e.g., in the case of
interpolated and extrapolated conditions in calibration.
As mentioned in Section 7.2, calibration parameters were optimized at two differ-
ent operating points for the effective prior, pidet and piprimary. When the calibration
is optimized at pidet, the system performance in terms of Cprimary gets worse. As
shown in Table 7.3, there is 6–11% relative system improvement regarding Cprimary
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Figure 7.3: Normalized Bayes error rate plot for EVAL set when matched calibration
applied and optimized at both pidet and piprimary.
values when the system is optimized at the piprimary compared to when it is opti-
mized at pidet operating point. This happens because Cprimary is associated with
much lower effective prior compared to Cdet, and therefore the recognition needs to
operate at a very low false alarm region. Therefore, it is reasonable to train the cal-
ibration parameters at piprimary when we want to evaluate the system performance
using Cprimary measure.
This effect can be studied in a normalized Bayes error rate (NBE) plot in Fig-
ure 7.3 [16]. The normalized Bayes error-rate plot is a convenient way of visualizing
calibration performance of a speaker verification system over a representative range
of operating points [14]. It generalizes the familiar NIST decision cost function to
cover all of the values of Cmiss, CFA and Ptar in a single plot. In Figure 7.3, along
the vertical axis is plotted Cnorm form (7.12), as a function of the logit
5 of the
5logit p = log p
1−p
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effective prior pi. Vertical lines denote the various operating points at which Cnorm
is evaluated in Cdet or Cprimary. One can observe how, for different configuration
of the calibration, the total normalized detection costs vary with the prior. In Fig-
ure 7.3, the curves differs only because of difference in calibration. At the pi1 and
pi2 operating points, Cnorm is lower when calibration is optimized at piprimary than
when it is optimized at pidet. Because Cprimary is just the average of Cnorm at the
two operating points associated with Cprimary, training the calibration parameters
using piprimary as prior results in lower Cprimary.
It is interesting to compare the results at specific operating points, Cdet and
Cprimary, with results that integrate over all points (Cllr and derivatives). The
QMFs perform better than pooled scores for overall metrics, but show a small
degradation for specific operating points at low false alarm rate.
7.4.2 NIST SRE’12 Results
The results for the evaluation on the male trials for SRE 2012 are shown in Table 7.4,
separated for cc-1 through cc-3. All cc’s have different properties in the duration
and noise variation as shown in Figure 7.2. Detailed in Section 7.3.3, it is discovered
that cc-2 consists of mostly clean utterances with varying duration, cc-3 has longer
duration segments with low SNR, and cc-1 includes high variability in both quality
measures. Calibration parameters were trained using a prior pidet, except for the
columns Cprimary and C
min
primary where calibration was trained using a prior piprimary.
Both Q1 and Q2 calibrations were applied to all evaluated cc’s. As can be
seen from Table 7.4, both QMFs improve the system performance in cc-1 across all
measures but Cdet. Because the Q1 and Q2 are designed to model both duration and
noise variability at the same time, and cc-1 has such variability, both QMFs offer
performance improvement in this condition compared to other ones and calibration
approaches. The E= reduced from 8.23% in the mismatched and pooled calibration
to 7.59% in the Q1 and Q2.
In contrast to the cc-1 condition, the cc-2 and 3 have different duration and noise
circumstances and it is possible to tailor the QMFs further. In these cc’s, various
different strategies were applied. Rather than imposing the Q1 and Q2 that deal
with both duration and noise variability at the same time, we apply only duration
related QMFs for cc-2 and noise related QMFs for cc-3. Because the majority of
trials in cc-2 have high SNRs, we applied the Q1 and Q2 calibrations using SNR
level γ˜ = 18 dB. The γ˜ is the median of SNR levels in the training dataset, DEV.
Similar to cc-2, Q1 and Q2 are applied using d˜ = 20 sec in cc-3. In addition, Qd
calibration is applied to cc-2 and Qn for cc-3. The approach Qd,clean means the Qd
calibration was trained using the DEV-clean dataset. Similarly, the Qn,full is the
Qn calibration that was trained on the DEV-full. All applied QMF approaches are
summarized in Table 7.5.
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Figure 7.4: Normalized Bayes error rate plot for SRE’12 cc-2 scores after pooled
scores, Qd, and Qd,clean calibration optimized at (a) pidet and (b) piprimary. In
the legend, FA DR30 refers to “the point at which there are 30 false alarms”.
According to Doddington’s rule of 30 [40], 30 errors are required in order to have
90% confidence that the true error rate lies within 30% of the measured error rate.
Towards the left of DR30 point, there are less than 30 FA errors.
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In the cc-2 condition, comparing the duration-related QMFs, Q1n˜, Q2n˜, Qd and
Qd,clean, and the Q1–Q2 approaches, various trends can be observed over all per-
formance measures. The Qd,clean approach, for example, gives lowest E= compared
to any other QMFs. The Qd calibration offers best performance in terms of Cllr
measure, while the Q1 and Q2 are good at Cdet evaluation. In terms of Cprimary,
Qd,clean results in best performance even though it has high Cllr value. This dis-
crepancy occurs because the calibration is only trained on limited data, DEV-clean
set, while the cc-2 still has several speech segments with low SNR as depicted in
Figure 7.2. To further investigate this discrepancy, the NBE plots of cc-2 scores are
presented in Figure 7.4 for pooled, Qd and Qd,clean. It is shown from Figure 7.4(b)
that Qd,clean results in lower Cnorm at pi1 and pi2 compared to Qd, which leads to
lower Cprimaryof Qd,clean. However, this does not apply to all possible operating
points besides pidet and piprimary points, as it is shown in Figure 7.4(a). This results
in higher Cllr value of Qd,clean compared to Qd, even though it gives lower Cprimary
value.
In the cc-3, all QMFs offer performance improvement over all performance mea-
sures. The most apparent improvements are in the Cmc and Cllr measures in the
Q1 and Q2 approaches. These two approaches reduce 39% of Cmc and 14% of Cllr
relative to the pooled scores. The noise-related QMFs, Q1d˜, Q2d˜, Qn and Qn,full,
are on par with the Q1 and Q2. Except for Cprimary, Q1 and Q2 offer better per-
formance compared to any other QMF approaches. The lowest Cprimary value is
achieved by Qn,full approach. These results indicate that all QMFs offer improved
performance in dealing with noise variation in cc-3 data of NIST SRE 2012.
7.5 Conclusion
In this paper we propose and evaluate the QMF calibration approaches using dura-
tion and noise variability in speaker recognition. The proposed QMFs offer better
discrimination and overall calibration performance across all evaluated common
conditions in SRE’12 (cc-1 to cc-3) and EVAL sets. In comparison to matched
approach that requires training of a multitude of calibration parameters, QMF ap-
proach gain the performance improvement by adding only 1–3 extra parameters in
calibration. The quality measure functions Q add a natural extension to conven-
tional linear calibration.
The approach presented in this paper is based on quality metrics extracted
directly from signal domain measurements. It is also possible to train classifiers
to detect different levels of noise and reverberation from i-vectors [48, 113]. This
method, termed as universal audio categorization (UAC) defines the quality metrics
as a vector of posterior probabilities explaining how likely it is for an utterance to
belong to different classes of quality. Like any trained model, UAC can behave
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unpredictability in facing conditions not modeled a priori. It is deemed that using
the function forms presented in this paper for utterance duration and SNR, would
complement calibration techniques built upon UAC.
As shown with results on SRE 2012 data, Q1 and Q2 are good solutions to im-
prove the system performance provided there is enough variability in both duration
and signal to noise ratio. However, if one of the variations is missing, a quality
measure does not add to the calibration performance, it fact, it makes it worse.
Thus, we see that in cc-2, where there is no variation in signal to noise ratio, Qd is
a better solution than Q1 and Q2. Similarly, Qn is a good choice for cc-3 that has
low SNRs, and it does not perform worse than Q1 and Q2 that include duration
modeling. Our results indicate that knowing the behavior and variability of evalu-
ation data plays an important role in choosing an optimal Q function in the QMF
calibration approach for a given application scenario. In the end it boils down to
the fact that the priors are essential for optimal system performance, and in our
case, the priors are noise and duration variations in the evaluation data.
Further, we have seen that QMFs are more effective for calibration over a broader
range of priors, like Cllr. If calibration is evaluated on only a single or few operating
points, as is the case with Cdet and Cprimary, it is hard to design a QMF that
outperforms a calibration approach where the variation in quality occurs in the
training data.
Finally, we want to note that QMF calibration can be extended to other kind
of quality measures of speech and it is not only limited to the duration and noise
problems addressed in this research.
Table 7.2: Performance of EVAL scores after calibration.
Calibration
E=(%) C
min
llr Cmc Cllr C
min
det Cdet C
min
primary Cprimary
Number of
approach parameters
Mismatched 13.25 .406 .719 1.125 .461 .503 .590 .657 2
Matched 11.14 .349 .022 .370 .454 .495 .590 .594 60
Pooled scores 13.25 .406 .034 .441 .461 .503 .590 .630 2
Qd 12.81 .397 .031 .428 .467 .514 .592 .632 3
Qn 12.72 .394 .029 .423 .478 .524 .592 .632 3
Q1 12.11 .381 .025 .407 .488 .532 .595 .636 4
Q2 12.12 .382 .025 .407 .488 .532 .596 .636 5
Table 7.3: Values of Cprimary on the EVAL scores after calibration optimized at pidet and piprimary.
Calibration pidet piprimary
approach Cminprimary Cprimary C
min
primary Cprimary
Mismatched 0.590 0.697 0.590 0.657
Matched 0.588 0.629 0.590 0.594
Pooled scores 0.590 0.707 0.590 0.630
1
11
Table 7.4: Performance of SRE’12 scores after calibration for common condition 1–3.
cc
Calibration
E=(%) C
min
llr Cmc Cllr C
min
det Cdet C
min
primary Cprimary
Number of
approach parameters
cc-1
Mismatched 8.23 .256 .261 .518 .266 .318 .399 .487 2
Pooled scores 8.23 .256 .042 .298 .266 .325 .399 .459 2
Q1 7.59 .242 .037 .278 .303 .356 .397 .459 4
Q2 7.59 .241 .037 .278 .303 .355 .400 .461 5
cc-2
Mismatched 11.46 .342 .503 .846 .417 .461 .578 .644 2
Pooled scores 11.46 .342 .025 .368 .417 .467 .578 .627 2
Q1 10.85 .330 .052 .382 .416 .418 .575 .639 4
Q2 10.89 .331 .051 .382 .415 .416 .575 .637 5
Q1n˜ 10.85 .331 .028 .359 .416 .444 .574 .627 4
Q2n˜ 10.85 .331 .028 .359 .416 .445 .574 .627 5
Qd 10.94 .332 .023 .355 .416 .452 .574 .626 3
Qd,clean 10.70 .328 .175 .503 .426 .428 .574 .594 3
cc-3
Mismatched 5.67 .203 .222 .426 .158 .174 .259 .340 2
Pooled scores 5.67 .203 .082 .285 .158 .204 .259 .313 2
Q1 5.62 .194 .050 .244 .153 .170 .246 .309 4
Q2 5.61 .194 .050 .245 .153 .169 .247 .311 5
Q1d˜ 5.63 .196 .068 .264 .153 .234 .246 .303 4
Q2d˜ 5.63 .196 .068 .264 .153 .233 .246 .303 5
Qn 5.63 .196 .072 .268 .153 .240 .246 .303 3
Qn,full 5.64 .193 .071 .264 .159 .194 .252 .276 3
1
12
Table 7.5: Summary of the QMF function, training set, and quality measures implemented for each QMF approach
on NIST SRE 2012 data, with results presented in Table 7.4.
QMF Calibration QMF Training Duration Noise
Approach Function Set Quality Quality
duration-and- Q1 Q1 DEV d γ
noise-based QMFs Q2 Q2 DEV d γ
Q1n˜ Q1 DEV d γ = γ˜ = 18 dB
duration-based Q2n˜ Q2 DEV d γ = γ˜ = 18 dB
QMFs Qd Qd DEV d N.A.
Qd,clean Qd DEV-clean d N.A.
Q1d˜ Q1 DEV d = d˜ = 10 sec γ
noise-based Q2d˜ Q2 DEV d = d˜ = 10 sec γ
QMFs Qn Qn DEV N.A. γ
Qn,full Qn DEV-full N.A. γ
1
13
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Transfer knowledge from
speaker recognition field to
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Chapter 8
Score calibration in face
recognition
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Abstract
This paper presents an evaluation of the verification and calibration performance of
a face recognition system based on inter-session variability modeling. As an exten-
sion to calibration through linear transformation of scores, categorical calibration is
introduced as a way to include additional information about images for calibration.
The cost of likelihood ratio, which is a well-known measure in the speaker recogni-
tion field, is used as a calibration performance metric. Results on the challenging
MOBIO and SCface databases indicate that linearly calibrated face recognition
scores are less misleading in their likelihood ratio interpretation than uncalibrated
scores. In addition, the categorical calibration experiments show that calibration
can be used not only to improve the likelihood ratio interpretation of scores, but
also to improve the verification performance of a face recognition system.
Keywords: forensic face recognition, likelihood ratio, calibration, linear score
transformation.
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8.1 Introduction
Face is one of the common biometric modalities that is used by humans to perform
person recognition [10]. Due to advancements of audio-visual recording equipment
in recent years, cameras are used regularly in our everyday life. Taking photos
or videos of people became popular as camera technology for mobile devices (e.g.,
smart phones and tablets) rapidly improved. In the security sector, surveillance
cameras are often used to monitor public places such as train stations, airports,
shopping malls and hospitals. The availability of digital images from these cameras
has stimulated the development of technologies to process them. One of these
technologies is automatic face recognition, i.e., a technology to recognize a person’s
identity from his or her facial image [135].
Automatic face recognition in biometrics has applications that can be divided
into 3 main groups: commercial, governmental and forensic applications [77]. An
example of commercial face recognition is the user authentication process that is
performed by mobile devices and personal computers. In governmental applications,
automatic face recognition systems may be used in biometric passport verification or
border control activities. For both commercial and government related applications,
the subjects usually cooperate with the system. In forensic applications, digital
image evidence can be recovered from surveillance operations that often involve
closed circuit television (CCTV) cameras. In contrast to commercial applications,
subjects in forensic face recognition generally do not cooperate with the system
while such evidence is captured. Rather, they are either unaware of the system or
are deliberately uncooperative, for example by hiding or disguising themselves with
hats, sunglasses or masks.
Sometimes, crime scenes are watched by eyewitnesses, who may later be called
upon to identify suspects. One problem of eyewitnesses is that their memory can be
influenced by misleading information presented after the crime occurred [195, 99]. In
cognitive psychology, this effect is called the misinformation effect paradigm [100].
Therefore, eyewitness testimonies should not be taken as the only source of infor-
mation to decide whether or not the suspect is the perpetrator.
When a crime scene is monitored by a CCTV camera, the captured images
are commonly compared to facial images from potential suspects of the crime by
forensic experts. On one hand, humans tend to perform better than an automatic
based system when recognizing familiar faces [42, 19], but on the other hand it has
been shown that automatic face recognition systems surpass human performance
when comparing unfamiliar faces in difficult illumination conditions [134]. Hence,
automatic systems for forensic face recognition should be used to assist forensic
experts.
Several challenges emerge when images captured from mobile devices or CCTV
cameras are used for face recognition. Issues that influence recognition performance
8.1. INTRODUCTION 119
include low resolution in the captured images, the pose of the subject, partial oc-
clusions of the subject’s face and variable illumination [73]. To address these issues,
various techniques have been developed including image preprocessing to reduce
illumination effects [172], feature normalization [186, 136] and inter-session vari-
ability (ISV) modeling [192]. Score normalization techniques, such as zero and
test score normalization (ZT-norm), have also been shown to improve verification
performance [193].
Generally, automatic face recognition systems compute a similarity score be-
tween a given probe sample and a model from a known identity. In authentication
or verification applications of automatic face recognition, this score is compared to
a threshold to classify the trial as either a client or an impostor. In forensic applica-
tions, interpreting the score is more complicated because legal decisions cannot be
made directly by the automatic face comparison system but rather should be made
by a judge or jury in court, after integrating information including several pieces
of evidence. If the outcome of the face comparison should be presented in court,
a favorable way to express it is in form of a likelihood ratio, i.e., a relative likeli-
hood of the following two competing hypotheses [26]: a) the probe image (e.g., from
CCTV) came from the suspect (prosecution hypothesis HP ) or b) it originated from
someone else (defense hypothesis HD). It is reported that uncalibrated likelihood
ratios can be misleading in their interpretation for forensics application [149, 148].
The approach that can be taken to tackle this issue is calibration [149, 17], a pro-
cess to transform raw scores computed by automatic face recognition systems into
calibrated likelihood ratio scores.
In the field of speaker recognition, calibration is used in the speaker recognition
evaluation (SRE) that is regularly held by the American National Institute for
Standards and Technology (NIST) to verify advances of the technology for speaker
detection systems and measuring its performance [131]. In other forensic biometric
fields such as fingerprint, earmarks and signature recognition, calibration is used to
transform raw scores from biometric systems to likelihood ratios [61, 25, 24]. To
our knowledge, there is only limited literature available that discusses calibration
for scores produced by automatic face recognition systems [61, 141].
In previous works on face recognition, we proposed a session variability reduction
method through ISV modeling [192], and a score normalization technique via ZT-
norm implementation [193] to the face recognition system. These works only focus
on improving the system verification performance. Unlike the previous works, in
this study we also focus on the calibration performance and introducing calibration
techniques for face recognition systems. Experiments are carried out using a face
recognition system based on ISV modeling, with and without ZT-norm, and on two
challenging facial image databases: mobile biometrics (MOBIO) and surveillance
camera face (SCface). We evaluate both verification and calibration performances,
before and after linear calibration is applied to the scores. We then introduce
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categorical calibration as a way to utilize additional information about facial images
for calibration. With categorical calibration, we show that not only calibration, but
also verification performance can be improved. In the discussion, we examine the
effects of calibration on score distributions produced by the face recognition system.
One important aspect of the research in this paper is that we provide the source
code for all experiments, evaluations, tables and plots that are shown in Section 8.7.
All experiments solely rely on open source software and are, therewith, entirely
reproducible.
The remainder of this paper is structured as follows: the face recognition system
is explained in more detail in Section 8.2, followed by introduction of likelihood ratio
calibration in Section 8.3 and metrics used to evaluate the system performance in
Section 8.4. In Section 8.5, we present databases and evaluation protocols. The
experimental setup is detailed in Section 8.6. Finally, the results of all experiments
are discussed in Section 8.7, and Section 8.8 concludes the paper.
8.2 Face recognition
Automatic face recognition is the task of recognizing people from their facial images.
There are several challenges that influence automatic face recognition systems, like
facial expressions, different illumination conditions, partial occlusions of the face,
non-frontal pose and low image resolution.
Before the person shown in an image can be identified, the face has to be de-
tected. Since we want to investigate face recognition, rather than face detection, we
use the hand-labeled eye positions that are provided with the databases (cf. Sec-
tion 8.5) to geometrically normalize the images. Images are then photometrically
enhanced to reduce the influence of illumination, e.g. using the method introduced
in [172].
From these preprocessed images, features that are useful for face recognition are
extracted. Over the last few decades, numerous algorithms have been developed
to extract different kinds of features like eigenfaces [175], local binary patterns [1],
scale invariant feature transform (SIFT) features [95] and Gabor features [32]. In
addition, the way to extract features from raw pixel values has also been stud-
ied [31]. Using these features, a recognition algorithm is then executed, for example
linear discriminant analysis [198], the Bayesian intra-personal/extra-personal clas-
sifier [124], support vector machines [138], elastic bunch graph matching [194], or
local Gabor binary pattern histogram sequences [197]. In this work we focus on a face
recognition system that was one of the best performing systems in [67], which relies
on an inter-session variability (ISV) modeling in a Gaussian mixture model (GMM)
framework using discrete cosine transform (DCT) block features.
To ensure reproducibility and comparability of our face recognition system, we
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Figure 8.1: The process of extracting DCT block features from a geometrically
normalized image.
strictly follow the evaluation protocols defined by the MOBIO and SCface databases
and solely use open source software [2, 67] to run our experiments. The database
protocols define the setup of the face verification experiment by dividing the images
into three groups: training set, development set and evaluation set. First, facial
features are extracted from all images of the database. Next, the images from
the training set are used to adapt the face recognition system to the conditions
of the database. Then, for each client in the development set, the features of one
or more of the client’s images are used to enroll a client model. The features of
the remaining images from the development set are used to probe the system by
computing similarity scores between client models and probe features. Finally, the
scores from the evaluation set are computed in a similar way. These scores can be
directly used to compute the recognition performance of the system, but they can
also be further processed by score normalization, e.g. ZT-norm, or score calibration.
8.2.1 UBM-GMM modeling of DCT block features
As in [192], the features extracted from the preprocessed images are DCT block
features. After the image is decomposed into several overlapping blocks, DCT fea-
tures ~xb are extracted from each of the blocks. This extraction process is visualized
in Figure 8.1.
In contrast to most approaches to face recognition, these features are not con-
catenated into a single long feature vector, but each feature is taken to be an
independent observation of the same person. To enroll a model of a client, the dis-
tribution of DCT block features from one or more images from the client is modeled
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by a Gaussian mixture model (GMM). The enrollment process to create the client-
specific GMM is twofold. Firstly, a client-unspecific GMM – the so-called universal
background model (UBM) λUBM – models the distribution of features from an inde-
pendent set of training images that does not include images from clients. Secondly,
the client-specific GMM λc is created by adapting the means of the UBM to the
features of the client’s enrollment features [192] while keeping the same covariance
matrices as the UBM.
8.2.2 Inter-session variability (ISV) modeling
The ISV modeling technique was originally inspired by the speaker recognition
field [191]. This technique involves estimating a linear subspace in GMM supervec-
tor space to capture the effects of image variations (due to, e.g., illumination, pose,
facial expression, occlusion) and accounts for these variations during client model
enrollment. The enrolled client-specific GMMs thereby isolate a client-specific com-
ponent from image-dependent components in GMM supervector space. This mod-
eling technique has been shown to improve stability against these image-dependent
variations. For details, readers are directed to [192].
During the deployment (test) phase, the DCT features ~xp = {~xp,b}Bb=1 for all
blocks b of a probe image are extracted, and an estimate is made of how well the
probe features can be explained by a certain client model λc. Specifically, this is
achieved by computing the average log likelihood ratio (LLR) score:
h(~xp, λc) =
1
B
B∑
b=1
log
p(~xp,b | λc)
p(~xp,b | λUBM ) . (8.1)
This score, thus, compares the likelihood that the client model λc generated the
observations (HP ) versus the likelihood that they were generated by the universal
background model, λUBM (HD).
8.2.3 ZT score normalization
After score computation, we employ ZT score normalization (ZT-norm), which was
also adopted from the speaker verification field [199]. ZT-norm incorporates both
client-centric Z-norm and probe-centric T-norm [5]. The goal of ZT-norm is to
make the score independent of the current client or probe.
Both Z- and T-norm convert a raw score h to a normalized score h′ by subtract-
ing an average impostor score µ and dividing it by its standard deviation σ:
h′ =
h− µ
σ
. (8.2)
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The difference between Z- and T-norm is how impostor scores are computed. For
Z-norm, these scores are computed between the currently tested client model λc
and all probe images from the cohort, whereas for T-norm, scores are computed
between the current probe ~xp and all cohort client models.
Finally, ZT-norm is a combination of first applying Z-norm and then applying
T-norm afterward, which was shown to perform well for face recognition [193]. It
should be noted that the ZT-norm score transformation removes any log-likelihood
ratio properties that the scores may have had before transformation.
8.3 Likelihood ratio calibration
Using an automatic face recognition system for forensic applications, it is important
to ensure that scores are output in the form of likelihood ratios. Even if face
recognition algorithms are designed to produce likelihood ratio scores, due to various
reasons like score normalization or imbalanced training data, this goal might not be
directly achieved. One way to give likelihood ratio properties to the face recognition
scores is through calibration, which is described as “the act of defining the mapping
from score to log-likelihood-ratio” [17].
8.3.1 Likelihood ratios for forensic face recognition
Experts argue that reporting a likelihood ratio is a sound way of presenting scientific
evidence to court. A likelihood ratio (LR) expresses the ratio of two likelihoods.
For forensics, this is the ratio of the likelihoods of observing the evidence E in two
competing hypothesis: the prosecution hypothesis HP and the defense hypothesis
HD:
LR =
P (E | HP )
P (E | HD) . (8.3)
For forensic face recognition, these two competing hypotheses can be defined as:
• HP : probe ~xp originates from the client c, and
• HD: probe ~xp originates from someone else.
For numerical stability reasons, the likelihood ratio is taken in the logarithmic
domain, forming the log likelihood ratio (LLR).
8.3.2 Linear score transformation
One way to perform calibration in a binary classification process like face verification
is through linear calibration [15]. This calibration process linearly transforms raw
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scores produced by a face recognition system to calibrated likelihood ratio scores.
The linear transformation used to calibrate raw scores h (or h′ after ZT-norm) to
calibrated LLR’s ` is:
` = w0 + w1h, (8.4)
where w0 is the offset parameter and w1 is the scaling parameter. These two
parameters are obtained from the scores of the development set of the database via
logistic regression.
Finally, the trained calibration parameters are applied to the scores of the eval-
uation set. In this way, calibration transfers knowledge about the whole score
distribution from the development set to the evaluation set, in order to improve the
interpretability of the resulting calibrated scores.
8.3.3 Categorical calibration
In this paper, we introduce a technique called categorical calibration to the face
recognition field. This calibration technique is an extension of linear calibration de-
scribed above that replaces the single offset parameter w0 with a set of N category-
dependent offset parameters w0,i. Assuming that there are N distinct probe image
categories Q = {qi}Ni=1 and that, therefore, probe features ~xp that produced score
h belong to a certain category q, scores transformation using categorical calibration
can be formulated as:
` =
N∑
i=1
δq,qiw0,i + w1h , (8.5)
where δ is the Kronecker delta:
δq,qi =
{
1 if q = qi
0 if q 6= qi . (8.6)
Categorical calibration is motivated by a calibration technique in speaker recog-
nition that employs side information [178]. In categorical calibration, the categories
can be in the form of quality measures [55, 56] of the image such as subject pose,
illumination condition, resolution, facial expression, etc. In this paper, we use
distance between camera and subject to determine the category of probe images.
Unlike conventional linear calibration, an improvement in verification performance
is possible through categorical calibration. This is because the rank order of scores
is invariant under (8.4) but not under (8.5).
8.4 Performance Measures
Two types of metrics are used to measure the verification performance of our face
recognition system. The metrics are verification cost (Cver) and probability of false
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rejection (Pfr), both of which measure performance at different locations in the
ROC curves, as well as the cost of log likelihood ratio (Cllr), which assesses the
whole ROC curve. In this section, we introduce these measures in more detail. For
all metrics, lower values indicate better system performance.
8.4.1 Verification cost
The verification cost Cver is a binary-classification system performance measure,
which is defined as:
Cver(θ) = Ptar × CFR × FRR(θ)
+ (1− Ptar)× CFA × FAR(θ) ,
(8.7)
where Ptar is the prior probability that the probe image is of the client, CFR and
CFA are the weighted cost of false reject and false alarm errors, respectively, and θ
is the decision threshold of the system. This metric is analogous to detection cost
(Cdet) in the speaker recognition field [40]. It measures the verification cost at a
single operating point of the DET-curve [108] or at a certain false rejection rate
(FRR) or false acceptance rate (FAR) point.
If the prior probability Ptar = 0.5 and the same weighting cost for CFR and CFA
are used (CFR = CFA = 1), (8.7) becomes:
Cver(θ) =
FRR(θ) + FAR(θ)
2
. (8.8)
This function is identical to the half total error rate (HTER), which is a well-known
evaluation measure commonly used in face recognition [193, 66]. In our experiments,
we use two different ways to determine a threshold θ. First, the optimal threshold
θ∗ is computed based on the development and evaluation set independently, by
minimizing:
θ∗ = arg min
θ
Cver(θ) . (8.9)
In this paper, we refer to the minimum verification cost as Cminver = Cver(θ
∗).
To give a more realistic and unbiased evaluation of the verification cost on the
evaluation set, we also compute the optimal threshold θ∗ based on the development
set and compute the Cver of the evaluation set at that threshold. For brevity, we
simply call this value Cver.
In addition to the Cver measure, we also report the FRR at the threshold, where
the FAR = 1% as probability of false rejection (Pfr) for both development and
evaluation set. Both Cminver and Pfr are solely discrimination performance measures
that are insensitive to linear calibration.
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8.4.2 Cost of log likelihood ratio
The last performance measure used in this paper is the cost of log likelihood ra-
tio (Cllr). Unlike Cver and Pfr, the Cllr is an application-independent verification
measure [181]. Usually, in face and speaker verification systems, hard decisions are
made by thresholding the scores. The Cllr includes the concept of expected cost
and soft Bayes decision. This metric can be seen as an integral over all cost func-
tions Cver in (8.7) that is parameterized by Ptar, CFR and CFA, thereby assessing
calibration at all thresholds θ.
The metric Cllr is a performance measure commonly used in speaker recognition,
e.g., in the NIST SRE plan [131]. It can be interpreted as a scalar measure that
summarizes the quality of the likelihood ratio scores [16]. The Cllr is formulated as:
Cllr =
1
2Ntar
∑
hi∈{htar}
log2(1 + exp(−hi))
+
1
2Nnon
∑
hj∈{hnon}
log2(1 + exp(hj)) ,
(8.10)
where Ntar and Nnon are the number of client and impostor trials, respectively.
The Cllr value can be expressed as the sum of a minimum Cllr value referred to as
discrimination loss, Cminllr , plus calibration loss, Cmc:
Cmc = Cllr − Cminllr , (8.11)
Discrimination loss Cminllr and calibration loss Cmc indicate the verification and
calibration performances of a system, respectively [179]. To compute a meaningful
value of Cllr, it is important that the scores are interpretable as likelihood ratios
and, therefore, calibration is required before computing this measure.
The Cllr can also be seen as a validity measure of a biometric system, in that
it indicates the quality and validity of the likelihood ratios produced by the sys-
tem [126]. The interpretation of Cllr values are presented in Table 8.1. A perfect
verification system has Cllr = 0, while a reference system has Cllr = 1. The perfect
verification system always produces L = −∞ for impostor scores and L = ∞ for
client scores. In contrast, the reference system always produces L = 0, i.e., it does
not add any information in the forensic decision process. When a verification sys-
tem has Cllr > 1, it is considered to be badly calibrated. The scores produced by
this system are misleading if interpreted as likelihood ratios. If the calibration loss
Cmc is removed from the Cllr value, we find the discrimination loss is 0 ≤ Cminllr < 1.
A well-calibrated system has 0 ≤ Cllr < 1 and produces well-calibrated likeli-
hood ratios. A well-calibrated likelihood ratio ` has the interesting property that
“the likelihood ratio of the likelihood ratio is the likelihood ratio”, which is referred
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Table 8.1: The interpretations of Cllr values for system performance and likelihood
ratio scores [179].
Cllr value
System perf.
interpretation
Special LLR properties
0 Perfect verification
system.
L = −∞ for impostors and L =∞ for clients.
0 < Cllr < 1 Well-calibrated system. −∞ < L <∞ and LLRs are well-calibrated.
1 Reference verification
system.
L = 0 for impostors and clients.
Cllr > 1 Badly calibrated
system.
No LLR interpretation possible.
(a) MOBIO (b) SCface
Figure 8.2: Example images of the (a) MOBIO and (b) SCface databases. In (b)
the first image shows an enrollment sample, while remaining images are from the
close, medium and far condition, respectively.
to as idempotence [181, 105]:
` = log
P (` | HP )
P (` | HD) . (8.12)
This explains that the log likelihood ratio of log likelihood ratio ` is the log likelihood
ratio ` itself. One implication of (8.12) is that for ` = 0, the likelihoods of both HP
and HD are equal.
8.5 Databases and protocols
We evaluate face verification and calibration performance on two challenging image
databases. Since we want to evaluate performance in forensic cases and there is
no publicly available forensic database, we chose the MOBIO [112] and SCface [65]
databases that contain images that are as close as possible to real forensic data.
Samples of facial images from the databases are presented in Figure 8.2. In order
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Table 8.2: Number of client and impostor scores in MOBIO and SCface.
Database Protocol
(Client / Impostor trials)
Development set Evaluation set
MOBIO
male (2,520 / 57,960) (3,990 / 147,630)
female (1,890 / 32,130) (2,100 / 39,900)
SCface
close (220 / 9,460) (215 / 9,030)
medium (220 / 9,460) (215 / 9,030)
far (220 / 9,460) (215 / 9,030)
combined (660 / 28,380) (645 / 27,090)
to have unbiased evaluations (see [101] for effects of biased evaluations), the clients
of each database are divided into three different sets:
1. A training set: images of this set are used to learn the parameters of the face
recognition algorithm. Here, model training uses two thirds of this training
data, while the remaining third is used as cohort images and cohort clients
for ZT score normalization. In total, we use 9600 and 688 facial images of 50
and 43 identities for MOBIO and SCface, respectively.
2. A development set: these images are used to optimize meta-parameters of
the algorithm. The scores obtained with this set are also used to train score
calibration parameters.
3. An evaluation set: these images are used to compute the final verification and
calibration performances.
8.5.1 MOBIO
The mobile biometrics (MOBIO) database [112] is a multi-modal face and speech
database containing video recordings from mobile devices. The database was col-
lected in order to capture real-world scenarios for face and speaker authentication.
In this paper, we use image data extracted from the database1.
The 150 clients of the MOBIO database are divided into training set (50), de-
velopment set (42) and evaluation set (58 persons). The training set is further split
into 34 clients that are used to train the face recognition system, and 16 persons in
the ZT-norm cohort.
The database is accompanied by two protocols, which are based on gender:
male and female. Client models are enrolled using features from 5 facial images
1http://www.idiap.ch/dataset/mobio
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per identity. Finally, client and impostor scores are computed by probing all client
models with all probe images. The number of client and impostor trials are listed in
Table 8.2. Due to the low number of clients in the training set, the training of the
face recognition system and the ZT-norm is always performed gender-independently.
However, calibration is executed gender-dependently, following the gender-split as
specified in the protocols.
8.5.2 SCface
The surveillance camera face (SCface) database [65] represents an indoor monitor-
ing scenario. The probe images were captured from different surveillance cameras
with three subject-to-camera distances: 1 meter (close), 2.6 meters (medium) and
4.2 meters (far). With about 10 pixels inter-eye-distance, the far condition has the
lowest image resolution, while the close condition has a viewing angle slightly from
above (cf.Figure 8.2(b)). As is often the case in real surveillance applications, client
models are each enrolled from a single high-quality frontal mug-shot photograph.
In total, the number of clients in the SCface database is 130. They are split
into sets of 43 subjects for training, 44 for development and 43 for evaluation. The
training clients are split up into 29 clients that are used to train the face recognition
system and 14 identities in the cohort. There are four protocols defined: close,
medium, far and combined. The combined protocol includes all images from the
close, medium and far conditions. Again, all probe images are compared to all client
models, leading to the number of client and impostor trials listed in Table 8.2.
8.6 Experimental setup
In this section, we describe the setup of the face recognition system and calibration.
We execute experiments on both databases independently. For each database, the
face recognition system is adapted to the training set of the database and the cohort
images are taken only from the corresponding training set. The parameters for the
face recognition experiments, explained in more detail in this section, are optimized
to the development set of each database separately. Here we use the same algorithm
configuration as in [193]. Except where stated otherwise, ZT score normalization
always uses cohort images across all conditions, i.e., gender-independent for MOBIO
and distance-independent for SCface.
Importantly, all results are generated solely using open source software. The
face recognition algorithm, the linear calibration of scores, the verification and cal-
ibration metrics, as well as the image database interfaces rely on the open source
signal-processing and machine learning toolbox Bob [2]2. The face recognition and
2http://www.idiap.ch/software/bob
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linear calibration experiments are conducted with the FaceRecLib [67]3 which im-
plements the evaluation protocols for the databases. The calibration module inside
Bob is adapted from Bosaris [16], a toolkit for calibrating, fusing and evaluating
scores from binary classifiers. All results, figures, tables and plots presented in this
paper can be reproduced using the provided software package4.
8.6.1 Face recognition
The first step of the image processing chain for face recognition is image prepro-
cessing. After geometrical alignment using the hand-labeled eye positions that are
provided with the databases, the eye positions in the resulting gray-scale image are
horizontally aligned at 16 pixels from the top and separated by 33 pixels, with a
resulting image resolution of 64 × 80 pixels. To reduce the effects of illumination,
the images of the MOBIO database are photometrically normalized [172].
The preprocessed images are split into overlapping blocks of 12 × 12 pixels for
MOBIO and 20 × 20 pixels for SCface, sampled with the minimum step size of 1
pixel [193]. Thus, a total of B = 3657 or 2745 blocks are generated from each image
in the MOBIO or SCface database, respectively.
Each image block is normalized such that pixel values have zero mean and unit
variance. Then, from each image block a set of DCT features [23] is extracted, and
the 45 (MOBIO) or 66 (SCface) lowest frequency components are retained. Finally,
the coefficients of all blocks in every image are again normalized to zero mean and
unit variance [193].
For the face recognition system, a separate UBM is computed for each of the
two databases. To train the linear ISV subspace, we use the same training data
as for UBM creation. As in [193], we selected a subspace of 320 dimensions for
MOBIO and 80 dimensions for SCface.
8.6.2 Calibration
Two calibration conditions are evaluated in the MOBIO database. These condi-
tions are based on gender division into male and female subsets. The calibration
parameters are computed from the scores of the development set of each gender
independently. Afterward, calibration is applied to the scores of the evaluation set
with corresponding gender.
Four distance conditions in the SCface database, which are close, medium, far
and combined , are evaluated. Besides conventional linear calibration, we also apply
categorical calibration to the combined scores of SCface. In this categorical cali-
bration experiment, additional information about facial images, i.e., the distance
3http://pypi.python.org/pypi/facereclib
4http://pypi.python.org/pypi/xfacereclib.paper.IET2014
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Table 8.3: Verification performance using raw and ZT-normalized scores, evaluated
on MOBIO and SCface.
(All numbers in %)
Dataset dev/eval
Dev. set Eval. set
Cminver Pfr C
min
ver Cver Pfr
Raw scores
MOBIO
a. male 3.90 9.52 7.10 7.26 17.44
b. female 5.84 13.07 11.86 12.69 37.71
SCface
a. close 10.66 30.91 10.57 10.82 35.81
b. medium 11.19 38.64 8.08 8.91 33.02
c. far 19.39 73.64 19.99 20.45 73.95
d. combined 17.03 52.27 16.39 16.41 51.01
ZT-norm
MOBIO
a. male 3.87 10.28 6.52 6.77 17.42
b. female 6.87 18.84 10.21 14.78 35.57
SCface
a. close 7.14 27.27 8.10 8.74 35.35
b. medium 9.32 36.36 6.90 7.48 32.56
c. far 18.40 74.55 19.66 20.51 76.28
d. combined 12.56 45.15 12.23 12.44 44.81
between surveillance camera and subject is used. Specifically, the distances close,
medium and far are used to form the set of probe image categories Q.
8.7 Results
This section describes the results of our face recognition and score calibration ex-
periments. Evaluated on the MOBIO and SCface databases, the verification per-
formance of the face recognition system is observed with and without ZT-norm.
Afterward, calibration is applied to both raw and ZT-normalized scores. Categori-
cal calibration is shown to be beneficial for both the discrimination and calibration
performance of SCface scores. At the end of this section, we present detailed anal-
ysis of the effect of calibration on score distributions.
8.7.1 Evaluation of verification performance before calibra-
tion
The verification performance of the face recognition system for both MOBIO and
SCface is presented in Table 8.3. The performance is expressed in terms of Cminver
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Table 8.4: Verification performance for the SCface database showing the impacts
of (a) using all conditions for the ZT-norm cohort and (b) computing the threshold
on the combined set without ZT-norm.
(a) ZT-norm with combined cohort
Protocol Cminver (dev) C
min
ver (eval) Cver Pfr
close 7.14% 8.10% 8.27% 29.77%
medium 9.32% 6.24% 6.61% 26.51%
far 18.40% 20.07% 20.78% 78.60%
(b) Threshold on combined set
Protocol Cminver Cver
close 10.57% 14.68%
medium 8.08% 13.75%
far 19.99% 20.79%
and Pfr for the development and evaluation set. Additionally, the unbiased Cver
measure is given for the evaluation set, where the optimal threshold θ∗ from the
development set is taken into account.
For the MOBIO database, the verification results for development and evalua-
tion set differ. While in the development set the Cminver values range around 4 % for
male and 6 % for female clients, they are 7 % and 11 %, respectively, in the evalua-
tion set. This is similar to what has been observed in [193, 66]. ZT-norm improves
the Cminver values for the evaluation set, but not for the development set of MOBIO
female data. In this condition, there seems to be shift of scores from development
to evaluation set, which causes relatively large differences between Cminver and Cver.
In addition, ZT-norm seems to only maintain the Pfr values.
For the SCface database, the four protocols close, medium, far and combined
are evaluated. In Table 8.3, ZT-norm is performed using only cohort images from
the corresponding distance condition. The close and medium images with sufficient
image resolution provide Cminver error rates in the order of 10 %, while in the far
condition the error rates are roughly doubled. In general, ZT-norm improves veri-
fication performance moderately, especially for the combined protocol where error
rates are reduced by up to 4 % after ZT-norm. This positive gain of ZT-norm can
be observed across all performance measures in Table 8.3.
Motivated by the last observation, we repeated the ZT-norm experiments using
cohort images across all distance conditions. The results of this experiment are
shown in Table 8.4(a). Interestingly, nearly all error rates dropped remarkably,
except for the far condition, which seems to be little effected. Additionally, we
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Table 8.5: Calibration performance after linear calibration of the raw and ZT-
normalized scores of the evaluation set of MOBIO and SCface.
Dataset cond. Raw scores ZT-norm
(eval. set) Cminllr Cllr Cmc C
min
llr Cllr Cmc
MOBIO:
a. male .254 .278 .024 .236 .257 .021
b. female .392 .473 .080 .360 .483 .122
SCface:
a. close .343 .378 .034 .261 .287 .026
b. medium .284 .313 .029 .205 .243 .038
c. far .625 .669 .034 .636 .664 .028
d. combined .503 .523 .020 .419 .432 .013
tested how the selection of the threshold influences performance. In Table 8.3, the
threshold is computed for each distance condition independently. In Table 8.4(b),
a single threshold for all conditions is selected. Clearly, the performance on the
evaluation set drops seriously, especially for the medium and close conditions5.
The observation from the last two experiments is that integrating additional
information about the images, e.g., the subject-to-camera distance into the face
recognition system improves verification, but this is apparently not true for all
steps of the face recognition tool chain. Therefore, in the following calibration
experiments, we use the best setup for the SCface database: ZT-norm uses cohort
images across all distance conditions, while the threshold is based on distance-
dependent scores.
8.7.2 Calibration performance evaluation
In order to study the effect of calibration on face recognition, the system perfor-
mance is evaluated using the Cllr measure. The evaluated scores are the calibrated
likelihood ratios from the evaluation sets of MOBIO and SCface. The Cllr measure
is composed of the sum of two metrics: the discrimination loss Cminllr , which reflects
the minimum loss due to verification errors, and the calibration loss Cmc, which
reflects the additional cost of mis-calibration The calibration experiment results
are presented in Table 8.5. In general, Cminllr values after ZT-norm are lower than
those of raw scores, which indicates that better verification performance is offered
by the ZT-norm scores. In the MOBIO database, for the ZT-norm scores there are
7 % and 8 % relative improvements in Cminllr compared to raw scores for male and
5Since Cminver is independent of the threshold, its values are identical in Tables 8.3 and 8.4(b).
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Table 8.6: The Cver(theta-0) values before and after calibration is applied to the
ZT-normalized scores in the evaluation set of MOBIO and SCface.
Cver(θ0)
Dataset Cminver Cver Before After
calibration calibration
MOBIO:
a. male 6.52% 6.77% 35.93% 6.65%
b. female 10.21% 14.78% 38.08% 13.64%
SCface:
a. close 8.10% 8.27% 26.37% 8.22%
b. medium 6.24% 6.61% 26.22% 6.42%
c. far 20.07% 20.78% 30.13% 20.62%
d. combined 12.23% 12.44% 27.57% 12.64%
female genders, respectively. For SCface, the system with ZT-norm has improved
Cminllr discrimination performance compared to the raw system in most distance
conditions. Stable performance is observed in far condition, while significant rel-
ative improvements are shown for other distance conditions, ranging from 17 % in
the combined condition to 40 % for close. These observations are in line with the
results reported in Section 8.7.1.
Table 8.5 shows that ZT-normalization improves Cllr compared to raw scores,
except for the female condition in MOBIO. Apparently, applying ZT-norm results
in an improved Cminllr , but not necessarily an improved Cmc. This means that
applying ZT-norm reduces discrimination loss, while the effect of calibration loss
(Cmc) results in an inferior Cllr for the female subset of MOBIO compared to the
raw scores.
Table 8.6 presents the verification cost Cver at threshold θ0 = 0, which is com-
puted before and after calibration for the ZT-normalized scores from the evalua-
tion set of MOBIO and SCface. Threshold θ0 = 0 is selected as it represents the
application-independent threshold for well-calibrated likelihood ratio scores. In Ta-
ble 8.6, it is clearly shown that the Cver(θ0) values after calibration are far lower
than before calibration. Mostly, Cver(θ0) values are in the order of the Cver values
or even lower, which shows that calibration can produce well-calibrated likelihood
ratios from the ZT-normalized scores that are produced by our face recognition
system.
From our evaluation using Cllr, it has been found that ZT-norm is favored to
increase face recognition performance in general. Through calibration, raw scores
from the face recognition system have been successfully converted into log likelihood
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Table 8.7: Verification and calibration performance of the ZT-normalized scores of
the SCface combined protocol before calibration and after linear and categorical
calibration.
Calibration
#par. Cminllr Cllr Cmctechnique
none 0 .419 .736 .317
linear 2 .419 .432 .013
categorical 5 .392 .406 .014
Cminver Cver Cver(θ0) Pfr
none 12.23% 12.44% 27.57% 44.81%
linear 12.23% 12.44% 12.64% 44.81%
categorical 11.59% 12.11% 11.83% 47.13%
ratio scores so that θ0 = 0 becomes a valid threshold as measured by the verification
performance metric Cver.
8.7.3 Categorical calibration in SCface
In the experiment with categorical calibration, we include the distance information
of SCface images as categories Q = {close,medium, far} to improve calibration and
verification performance of the face recognition system. For categorical calibration,
the scores from the combined distance condition with ZT score normalization are
used.
The results of this categorical experiment are presented in Table 8.7. In the
first row, the values of Cllrand Cmc are presented for uncalibrated scores for the
sake of completeness. The reader should bear in mind that the metric Cllr is only
meaningful for evaluating scores with a likelihood ratio interpretation.
Comparing the performance of linear and categorical calibration, the latter pro-
vides a relative reduction in Cminllr and Cllr of around 6 %. In general, including
category information through categorical calibration improves verification perfor-
mance. Based on the Cver values in Table 8.7, categorical calibration has success-
fully improved verification performance compared to linear calibration, by 5.2 % in
Cminver and 2.7 % in Cver. Similarly, categorical calibration performs well in terms
of Cver(θ0) with relative improvement of 6.4 %. In terms of Pfr, however, the cat-
egorical calibration can only maintain the system verification performance. This
effect might be explained by the fact that categorical calibration focuses on the
overlapping part of the score distributions, and not on the tail belonging low FAR
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Figure 8.3: Score distributions for MOBIO male and SCface combined before and
after calibration, both before (raw) and after ZT score normalization (ZT-norm).
values.
The findings in this categorical calibration experiment show that the categorical
calibration technique, in general, offers better face recognition performance in both
verification and calibration compared to the linear calibration technique.
8.7.4 Discussion
In the previous sections, we analyzed the verification and calibration performance
of the face recognition system with regards to the use of ZT-norm. It was shown
that ZT-norm, in general, helps to improve the verification performance. Further-
more, both linear and categorical calibration were applied to the scores, resulting
in improved calibration performance. In this section, we further analyze the effect
of calibration with respect to the distribution of client and impostor scores.
The score distributions for the evaluation set of both MOBIO and SCface before
and after calibration are presented in Figure 8.3. The distributions are depicted for
the male gender in MOBIO and the combined distance condition in SCface. ZT-
norm affects distribution of uncalibrated scores for both MOBIO and SCface (first
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Figure 8.4: Distributions of scores from SCface with ZT-normalization before cali-
bration, after linear calibration and after categorical calibration.
column of Figure 8.3). Generally, both raw and ZT-normalized impostor scores
assemble around score value 0 before calibration. For SCface, the raw scores show
a high peak compared to the ZT-normalized uncalibrated scores.
Depicted in the second column of Figure 8.3, the distributions of calibrated LLR
scores represent the behavior of well-calibrated log likelihood ratios. One indicator
is the intersection between the score distribution of clients and impostors, which lies
near the likelihood ratio ` = 0. This corresponds to the properties of well-calibrated
log likelihood ratio ` explained in (8.12).
In addition to the analysis of score distributions before and after linear calibra-
tion, we present the score distributions after categorical calibration. In Figure 8.4,
the score distributions for the SCface evaluation set with ZT-norm are depicted
before calibration, after linear calibration and after categorical calibration. Both
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linear and categorical calibration scale and shift the score distributions such that
the intersection of the client and impostor distributions lies closer to ` = 0. Espe-
cially for the categorical calibration, all three different distance conditions intersect
exactly at ` = 0. This shows that both calibration techniques have successfully
produced well-calibrated likelihood ratios from the ZT-normalized scores. As de-
scribed previously, a common scaling parameter w1 is utilized in (8.5) for all cate-
gories, close, medium and far , while a different offset w0,i is used for each category.
Figure 8.4 illustrates how this extra information and flexibility in calibration results
in improved separation and distribution of scores, ultimately leading to improved
verification and calibration performance.
8.8 Conclusion
In this paper, we presented evaluations of calibration of a face recognition system
based on inter-session variability modeling on the MOBIO and SCface databases.
Calibration produces scores in the form of likelihood ratios. We performed cat-
egorical calibration on the SCface database with subject-to-camera distance as a
category. We showed that categorical calibration improves face recognition perfor-
mance in terms of calibration and verification compared to a system with linear
calibration, by incorporating additional information about the probe images in the
calibration process.
Through this paper, we hope to encourage further research in the area of cali-
bration for face recognition using the categorical calibration technique, since it can
be applied to other categories such as pose, illumination and expression to reduce
the impact of these image variations from the face recognition process. Researchers
are encouraged to utilize our open source software package, which is easily under-
standable, well-documented and tested.
Part V
Conclusion
139

Chapter 9
Summary, conclusion and
future research
9.1 Summary
In Chapter 3 and 4, we analyzed the performance of speaker recognition systems
under the influence of speech quality, i.e., speech duration and noise conditions.
Both qualities are chosen motivated by real forensic cases. In a specific forensic
case involving speaker recognition, the speech trace might be short in duration
and/or recorded in a very noisy environment.
We investigated the effect of speech duration to the performance of i-vector
based speaker recognition system in Chapter 3. The investigation of the system
was accomplished along with the role of normalization in the cosine kernel scor-
ing. The evaluation was carried out using NIST SRE 2010 database, in both full
duration condition and in truncation of 5, 10, 20 and 40 seconds. Results showed
that the normalization of cosine kernel provides improvement in performance across
all speech duration conditions. We also found that high mis-calibration costs oc-
curred when the system is evaluated on short duration conditions, 5 and 10 seconds.
This became a motivation of the works presented in Chapter 5, where we include
duration quality into calibration to lower the system mis-calibration cost.
In Chapter 4, we investigated the noise-robustness of various speaker recognition
systems. The evaluated systems were the traditional GMM-UBM (dot-scoring)
system, and i-vector based systems embedded with LDA and PLDA modeling. We
evaluated the systems using NIST SRE 2010 database, contaminated with noises
at SNR levels 0, 5, 10, 15 and 20 dB. The noise types were babble and interior car
noises, the types of noise which are commonly encountered in real forensic cases.
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Results suggested that the more recent i-vector PLDA based system is more noise
robust than the traditional GMM-UBM system. The i-vector PDLA system offered
3.26% E= at 0 dB SNR level for car noise. In this chapter, we also investigated
the influence of noise on the speech activity detection with results that motivating
further research into noise-robust modeling techniques in the front-end of speaker
recognition.
Both duration and noise variabilities in speech cause the system performance to
degrade. One of many solutions to these is our proposed quality measure function
(QMF) calibration approach that we detailed in Part III. First, we proposed four
duration QMFs in Chapter 5. Then, QMFs with both duration and noise depen-
dency were proposed in Chapter 7, to tackle problems detected in Chapter 6 where
we use duration QMFs for noisy speech data.
Before we proposed duration QMFs, we investigated various other linear calibra-
tion approaches in Chapter 5. The approaches were matched, mismatched, stacked
scores and shared scaling calibrations. The system used was an i-vector PLDA
system, and it was evaluated using similar truncation set up as in Chapter 3. The
four proposed QMFs were found to be significantly better than the stacked score
calibration . Through extrapolation experiments, it is also shown that the proposed
QMFs are fairly robust towards unseen duration conditions. It is evident that du-
ration QMFs that we proposed have their own advantages in dealing with duration
problems in calibration.
In Chapter 6, we evaluated the duration QMFs from Chapter 5 using recently
released NIST SRE 2012 database. The database Contains both duration and noise
variabilities in its speech segments, and it was divided into three different datasets:
Dev-I4U, Eval-I4U and Eval-SRE’12. Calibration parameters was trained using
the Dev-I4U, applied to all datasets. Through the duration QMF approaches, E=
could improve up to 37% compared to the conventional linear calibration in the
Eval-I4U dataset. However, the results did not hold from the calibration point of
view. We suspected that both speech variabilities, i.e., duration and noise, in the
NIST SRE’12 database influenced the system performance up to the point that our
duration QMFs could not handle.
Results in Chapter 6 inspired the proposal of QMFs that include both duration
and noise factors. Our proposed duration- and noise-dependent QMFs are specified
in Chapter 7, and evaluation in datasets with similar setup as in Chapter 6. The
proposed QMFs offer better discrimination and overall calibration performances
across all evaluated datasets, i.e., cc-1 to cc-3 in SRE’12 dataset and the Dev-I4U
dataset. We also found that knowing the behavior of data variability is very handy
in choosing suitable QMF to improve the system performance. Finally, another
take out from Chapter 7 is that the QMF calibration approach can be extended
to other kind of quality measures besides duration and noise that presented in this
book.
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Part IV of this book contains an article about score calibration in face recogni-
tion. Here, we introduced the concept of calibration to the face recognition com-
munity, using methods and databases well-known in the area. In Chapter 8, We
detailed the purpose of calibration, and presented several calibration techniques
which are unfamiliar to the face recognition community. This kind of knowledge
transfer between research fields are highly encouraged to benefit both communities.
9.2 Conclusion
The influence of various forensically relevant speech conditions were investigated
related to speaker recognition system performance. The evaluation was carried out
using systems with cutting edge technologies, recent databases in the field, and
numerous duration and noise variability conditions in speech. The results show
that the system performances degraded in the presence of short duration and very
high noisy conditions. It also proved that the system degradation is smaller for
systems with newer technologies. Results suggest that as the technology in speaker
recognition field advanced, the ability of modern speaker recognition system in
forensic motivated conditions is also progressing.
In real forensic cases, it is very likely that the speech samples are limited in
quality, e.g., having short duration and extremely noisy. In such cases, the per-
formance of speaker recognition system is prone to be corrupted. To enhance the
system performance, we proposed quality measure function (QMF) calibration ap-
proach, in which we include quality measures of speech, such as duration and signal
to noise ratio (SNR), to the calibration formula. Results from a set of comprehen-
sive evaluations demonstrate that the proposed QMF calibration can improve the
system performance in terms of both discrimination and calibration abilities. The
QMF calibration has been proven to successfully dealing with duration and noise
variabilities in speech, while still maintaining to produce well-calibrated likelihood
ratio as system outputs. Further, to use the proposed QMF calibration, we just
need to add it as an extra term to the conventional linear calibration. Due to this
practical ability, the QMF calibration can be easily extended to other speech quality
measures besides active speech duration and SNR that are presented in this book.
One of the contributions of this book is to introduce the concept of likelihood
ratio calibration to the other field in biometrics, i.e., face recognition. By using well-
known database and recent face recognition technologies in the area, the calibration
experiments were conducted. The results of this knowledge transfer indicate the
importance of doing calibration to the face recognition system, especially when
considering its applications in forensics.
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9.3 Future research
This thesis investigates the evaluation and calibration of likelihood ratio in speaker
recognition system for forensic application. The scope of research includes the eval-
uation of speaker recognition in various forensic motivated condition, i.e., short
duration and noisy speech. The thesis introduce a calibration approach that was
proposed by including quality measurements of speech into calibration formula.
Hence, the approach is named quality measure function (QMF) [106, 107]. In the
recent NIST speaker recognition evaluation 2016 [132], non-linear forms of calibra-
tion, e.g., s-cal in FoCal/Bosaris [13, 16], were found to be superior compared to the
linear calibration. Therefore, it is very interesting to investigate the performance
of QMF approach when it is extended to the non-linear calibration formula. The
proposed QMF calibration in this thesis covers only two quality measures of speech,
i.e., duration and noise conditions. Besides the two aforementioned measures, there
are many other quality measures . Some of them are related to bandwidth and
average spectral characteristic such as: linear prediction (LP) based measures and
weighted spectral slope measures [94]. Generalization of QMF calibration towards
class-band type of quality measures, e.g., gender and language, are also very inter-
esting to explore as it is unclear of how the QMF function will look like.
Speaker recognition is a rapidly growing field of research. In 2010-2011, the
i-vector framework for speaker recognition was introduced [38], then it became the
common practice in the field. Not long after the proposal of the i-vector framework,
deep neural networks (DNN) were brought in to the speaker recognition field [161,
169, 185]. In this thesis, speaker recognition systems based on i-vector framework
were used for the evaluation and calibration of likelihood ratio. By upgrading or
changing the systems using new frameworks, e.g., DNN, curiosity will spark. For
example, questions such as “How will such systems behave in forensic conditions?”
and “How well-calibrated the scores are?” will arise. In any case, regardless of which
algorithm/framework used for speaker recognition, it is very important to always
evaluate the system performance and its likelihood-ratio calibration supposing that
the system will be applied for forensic purposes.
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