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Subjecting a many-body localized system to a time-periodic drive generically leads to delocal-
ization and a transition to ergodic behavior if the drive is sufficiently strong or of sufficiently low
frequency. Here we show that a specific drive can have an opposite effect, taking a static delocalized
system into the MBL phase. We demonstrate this effect using a one dimensional system of inter-
acting hardcore bosons subject to an oscillating linear potential. The system is weakly disordered,
and is ergodic absent the driving. The time-periodic linear potential leads to a suppression of the
effective static hopping amplitude, increasing the relative strengths of disorder and interactions.
Using numerical simulations, we find a transition into the MBL phase above a critical driving fre-
quency and in a range of driving amplitudes. Our findings highlight the potential of driving schemes
exploiting the coherent destruction of tunneling for engineering long-lived Floquet phases.
A key obstacle in the search for new non-equilibrium
quantum phases of matter is the tendency of closed quan-
tum many-body systems to indefinitely absorb energy
from a time-periodic driving field. Thus, in the long
time limit, such systems generically reach a featureless
infinite-temperature-like state with no memory of their
initial conditions [1–8]. Interestingly, this infinite tem-
perature fate can be avoided by the addition of disorder
[9–13]. Sufficiently strong disorder added to a clean inter-
acting system may lead to a many-body localized (MBL)
phase [14–18] which does not allow transport of energy
and particles. The MBL phase can persist in the pres-
ence of a weak, high-frequency drive [9–13]. Periodically
driven systems in the MBL phase retain memory of their
initial conditions for arbitrarily long times. Thus, they
can support non-equilibrium quantum phases of matter,
including some which are unique to the non-equilibrium
setting [19–30].
Generically, subjecting an MBL system to a periodic
drive increases the localization length [9–11]. If the driv-
ing is done at sufficiently low frequencies or high ampli-
tudes, it may even cause the system to exit the MBL
phase. This delocalization effect is caused by transitions
such as photon-assisted hopping, which are mediated by
the periodic drive. These transitions conserve energy
only modulo ~ω, and can therefore lead to new many-
body resonances which destabilize localization.
An oscillating linear potential (henceforth an AC elec-
tric field) has a more subtle effect, as it can effectively
suppress the hopping amplitude between adjacent lattice
sites. This effect, called dynamical localization [34] or
coherent destruction of tunneling [35], has been imple-
mented in cold atoms [36–38], and can be used for ex-
ample to induce a transition from a superfluid to a Mott
insulator [39, 40]. In non-interacting systems, dynami-
cal localization can be employed to tune the localization
properties and relaxation dynamics of one dimensional
disordered lattices [41–45]. In an interacting disordered
system, we expect the suppression of the hopping am-
plitude to increase the relative strengths of disorder and
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Figure 1. Phase diagram showing the MBL phase induced
by time-periodic driving. Hardcore bosons with nearest-
neighbor interactions on a weakly disordered 1D lattice en-
ter an MBL phase when driven by an AC electric field above
a critical driving frequency and in a range of driving am-
plitudes. The horizontal axis corresponds to the AC field’s
amplitude A, measured by the effective hopping amplitude
Jeff/J = J0 (A/ω) where J0 is the zeroth Bessel function.
Only values of A/ω ≥ 0 up to the first minimum of J0 are
shown. The vertical axis corresponds to the driving frequency.
The phase boundaries are extracted from finite-size scaling
of quasi-energy level statistics (see Figs. 2,4, and Supplemen-
tal Material [31]); the solid line is a guide to the eye. In-
set: schematic undriven phase diagram as a function of dis-
order W/J and interactions U/J , as numerically obtained by
[32, 33]. The cross marks the parameters chosen for our sim-
ulations; the red arrow indicates the effective change of pa-
rameters due to the suppression of Jeff by the periodic drive.
interactions, potentially driving a static delocalized sys-
tem towards the MBL phase (Fig. 1, inset). However,
it is unclear to what extent the phenomenon of dynam-
ical localization, obtained to lowest order in inverse fre-
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2quency expansions, still applies in interacting systems,
where these expansions often diverge in the thermody-
namic limit at any finite driving frequency [7, 46, 47].
Here, we demonstrate that an AC electric field af-
fects disordered many-body systems very differently than
generic time-periodic drives. In fact, we show that an er-
godic (delocalized) system subjected to an AC electric
field may transition into the MBL phase. Our results
are summarized in Fig. 1, displaying the phase diagram
of a one dimensional many-body system which would be
ergodic in the absence of driving. Our main finding is a
driving-induced MBL phase emerging in a range of driv-
ing amplitudes above a critical driving frequency.
Model. We consider interacting hardcore bosons hop-
ping on a disordered one dimensional lattice with periodic
boundary conditions at half filling. The particles hop
between neighboring sites with a hopping amplitude J ;
they interact with nearest-neighbor repulsion U , and are
subject to random on-site potentials Vi drawn uniformly
and independently from the interval [−W,W ]. The static
Hamiltonian in the absence of driving therefore takes the
form:
Hstat (J, U,W ) =J
∑
i
(
cˆ†i+1cˆi + h.c.
)
+
+
∑
i
Vinˆi + U
∑
i
nˆinˆi+1
(1)
Variants of this model have been studied extensively
[17, 32, 33, 48], and feature a transition to a many-body
localized phase for sufficiently strong disorder. Specifi-
cally, starting from any point in the phase diagram in
the space of normalized disorder W/J and interactions
U/J , and decreasing the hopping amplitude J , leads to
the MBL phase (Fig. 1).
We investigate the effect of subjecting this static sys-
tem to an AC electric field. We work in a gauge where
the AC electric field is induced by a temporally oscillat-
ing, spatially uniform vector potential, rather than by a
scalar potential. Using periodic boundary conditions, our
system is thus equivalent to a ring penetrated by an os-
cillating magnetic flux. Parameterizing the electric field
as E(t) = A cos (ωt), the Peierls substitution [49] yields
a complex phase for the hopping amplitude, replacing
cˆ†i+1cˆi in Eq. (1) with cˆ
†
i+1cˆie
−iAω sin(ωt).
Intuitively, the AC field can lead to an effective sup-
pression of the hopping amplitude J due to destructive
interference. This effect can be directly seen by consid-
ering the time-averaged Hamiltonian:
Heff =
Tˆ
0
Hdriven (t) dt = Hstat (Jeff , U,W ) . (2)
While the disorder and interaction terms remain un-
changed, time-averaging the oscillating phase yields a
renormalized effective hopping amplitude Jeff/J =
J0 (A/ω), where J0 is the zeroth Bessel function. Ex-
panding in Fourier modes we obtain:
H(t) = Heff +
∑
n 6=0
Jn(A/ω)cˆ†i+1cˆie−iωnt + h.c.
 , (3)
where Jn are the Bessel functions of order n. For fixed
V , U , we denote by Jc the critical hopping amplitude for
localization in the undriven model Hstat. When |Jeff |
is larger than Jc, the time-averaged Hamiltonian Heff is
delocalized [50]. Therefore, for |Jeff | > Jc we expect the
driven system to remain in the delocalized phase.
For |Jeff | < Jc, the time-averaged Hamiltonian Heff
enters the MBL phase, and we expect the driven sys-
tem to become localized above a critical frequency [9–
11, 51]. The drive consists of a sum of local operators.
Eigenstates of Heff coupled by such a local operator can
only differ within a range of the order ξ of the operator’s
support [52–55], where ξ is the localization length. Ab-
sorption of energy from the drive is therefore expected to
be suppressed if the driving frequency is larger than the
typical local spectrum of a subsystem of size ξ [9]. Con-
sequently, the critical frequency for inducing localization
should be minimal when the rescaled driving amplitude
A/ω is tuned to a root of the Bessel function (Jeff = 0).
In this case, Heff is trivially localized with ξ = 1, and
commutes with the particle occupations ni. With in-
creasing |Jeff |, the localization length ξ becomes larger,
and the local spectrum grows accordingly. We therefore
expect the critical frequency to increase with |Jeff |, until
it diverges at |Jeff | = Jc where Heff delocalizes.
Numerical simulations. To establish the existence of
the driving-induced MBL phase, we tune the parame-
ters of our static Hamiltonian to the delocalized phase:
U = 1.5J , W = 2J . We then test whether it becomes
localized for various driving frequencies and amplitudes
near the first root of the zeroth Bessel function, (A/ω)∗.
Specifically, we examine the quasi-energy level statis-
tics of the evolution operator over one driving period
U (T ) = Pe−i
´ T
0
H(t)dt (up to a system size L = 16),
and the relaxation in time of an initially prepared prod-
uct state (up to L = 20). We first establish localization
for strong driving at high frequencies, and then look at
the effect of lower frequencies.
Finite-size scaling of quasi-energy level statistics. We
compute U (T ) by exponentiating H (t) at discrete time-
steps (120 equally spaced steps) using exact diagonal-
ization (ED). We then diagonalize U (T ) to obtain the
quasi-energies α, and focus on the gaps between sub-
sequent quasi-energies δα = α+1 − α. The ratio be-
tween subsequent gaps averaged over the quasi-energy
spectrum 〈r〉 = min(δα,δα+1)max(δα,δα+1) measures the energy level
repulsion, and distinguishes between the MBL and de-
localized phases [10, 17, 46]. The MBL phase features
3delocalized
MBL
Figure 2. Finite-size scaling of quasi-energy level statistics
as a function of driving amplitude at high driving frequency
(ω = 5J). At weak driving the average level statistics pa-
rameter 〈r〉 increases with system size and approaches the
Wigner-Dyson value 〈r〉 ≈ 0.53 corresponding to the delo-
calized phase. As the driving amplitude increases and the
effective hopping is more strongly suppressed, this trend is
reversed: the level statistics parameter decreases with system
size, approaching the Poisson value 〈r〉 ≈ 0.39 which corre-
sponds to the localized phase. Further increase of driving
amplitude leads to a revival of the effective hopping with an
opposite sign, restoring the delocalized phase (only values of
A/ω ≥ 0 up to the first minimum of J0 are shown). Error bars
indicate one standard deviation of the average, with averaging
performed over at least 1000, 200, 100 disorder realizations for
L = 10, 12, 14 respectively.
uncorrelated Poisson level statistics with a level spacings
parameter 〈r〉POI ≈ 0.39. The delocalized phase is er-
godic and features Wigner-Dyson statistics with energy
level repulsion and therefore a larger value 〈r〉COE ≈ 0.53
corresponding to the circular orthogonal ensemble (COE)
of random matrices.
We begin by considering a fixed frequency ω = 5J and
increasing driving amplitudes, see Fig 2. We observe a
sharp change in the scaling of the level statistics with the
system size as we increase the driving amplitude. When
the system is weakly driven, the level statistics parameter
becomes larger as the system size is increased, approach-
ing the delocalized value 〈r〉COE ≈ 0.53 in a similar man-
ner to the undriven case [32]. However, at sufficiently
strong driving the effective hopping Jeff/J = J0 (A/ω)
is suppressed, and this trend is reversed: the level statis-
tics parameter decreases as the system size is increased,
approaching the MBL value 〈r〉POI ≈ 0.39. Thus, the
drive induces a transition from the delocalized phase into
the MBL phase. At even stronger driving amplitudes
|Jeff | rises again, and the delocalized phase is recovered.
We estimate the critical values of Jeff for the transitions
between the MBL and ergodic phases (marked in Fig. 1)
at the crossing of the curves for different system sizes L
(see Supplemental Material [31]) according to finite-size
scaling.
The width (standard deviation) of the many-body
spectrum of Hstat in the system sizes we studied with
ED is comparable to the driving frequency. This renders
resonant absorption of energy from the drive less promi-
nent than in the thermodynamic limit. To confirm the
existence of the driving-induced localized phase, we study
larger systems by propagating an initial density pattern
in time.
Relaxation of an initial product state. We initialize
our system in an arbitrary product state of site occupa-
tions. We take the system to be at half filling, and dis-
tribute L/2 particles randomly among its L sites while
keeping the rest of the sites empty. We then evolve this
state for a long time by acting on it with the exponential
of the Hamiltonian at discrete time steps (120 steps per
period for over 1500 driving periods), and follow the site
occupations 〈nˆi (t)〉. In the absence of driving, the par-
ticles spread throughout the system, such that the occu-
pation in each site eventually revolves around 〈nˆi〉 ≈ 0.5
(Fig. 3a, bottom), as expected for an ergodic system
[56, 57].
When we evolve the same state with a strong drive at
high frequency (ω = 5J), the particles remain mainly in
their initial positions for the duration of our simulations
(Fig. 3a, top). This indicates long-term memory of the
initial conditions, a signature of the MBL phase, as ex-
pected from the ED results. Following [13, 57–61], we
differentiate between the MBL and delocalized phases
by tracking the evolution of the generalized imbalance,
which measures the correlation between the current and
initial density patterns,
I (t) = 4
L
L∑
i=1
〈ψ (0)|
(
nˆi (t)− 1
2
)(
nˆi (0)− 1
2
)
|ψ (0)〉 .
(4)
The imbalance generalizes a technique used in recent cold
atom experiments, which studied the relaxation of an
initially prepared charge-density-wave [58, 59].
In the absence of driving, the system is ergodic, and
the density pattern becomes uncorrelated with the initial
pattern. Thus, the imbalance decays to a value which
decreases with system size (Fig. 3b, c). When a drive of
appropriate frequency and amplitude is applied, memory
of the initial occupancy pattern persists for long times,
and the imbalance stabilizes on a finite value independent
on the system size (I ≈ 0.6 for ω = 5J , Jeff = 0).
Thus, in the strong driving regime the system fails to
thermalize, indicating that an MBL phase is induced by
the driving field.
Critical driving frequency. Tuning the rescaled driv-
ing amplitude A/ω to the first root of J0 (such that
Jeff = 0) and repeating the level statistics analysis for
varying frequencies, we find a minimal critical frequency
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Figure 3. Relaxation of the occupation imbalance starting from a product state. (a) Example of site occupations 〈ni〉 at long
times with a strong high-frequency drive (top; ω = 5J , A/ω = (A/ω)∗ corresponding to Jeff = 0) vs. an undriven system
(bottom) starting from the same initial product state and disorder realization (middle). The occupations are averaged over
103T < t < 1.5 × 103T with error bars indicating one standard deviation accounting for fluctuations in that duration. (b)
Imbalance [see Eq. (4)] as a function of time with (top) vs. without (bottom) a strong high-frequency drive (ω = 5J , Jeff = 0),
averaged over disorder realizations and random initial product states (1000 instances for L = 10, 500 for 12 ≤ L ≤ 18 and 200
for L = 20). The imbalance is measured at each simulation step and shown on a linear time scale up to t = 10T , after which
it is measured at stroboscopic times t = nT only and shown on a logarithmic time scale. While in the absence of driving site
occupations become uncorrelated with their initial values, in the driven case they remain highly correlated. (c) Final imbalance
as a function of system size (log-log scale), averaged over 1.4 × 103T < t < 1.5 × 103T ; error bars indicate one standard
deviation of the average over disorder realizations. The final imbalance decreases with system size in the absence of driving
(slope= −2.4± 0.2), whereas it is insensitive to system size when the drive is applied (slope= 0.04± 0.03).
for inducing localization with the driving field we consid-
ered. For our choice of model parameters, our numerical
results indicate that this critical frequency is ωc ≈ 4J . As
shown in Fig. 4, below this frequency, the level statistics
delocalized
MBL
Figure 4. Quasi-energy level statistics 〈r〉 as a function of
driving frequency for A/ω = (A/ω)∗ corresponding to Jeff =
0. The changing trend in the scaling of 〈r〉 with system size
indicates a critical frequency ωc (≈ 4J for our parameters)
above which driving-induced localization occurs.
parameter 〈r〉 tends to its delocalized value as the system
size increases. Indeed, evolving random product states at
ω = 3.5J and Jeff = 0, the generalized imbalance decays
slowly to a value which decreases with increasing system
size (see Fig. S1 in [31]).
We now fix the driving frequency slightly below ωc
(specifically, we took ω = 3.5J) and apply a drive at
increasing amplitudes. The level statistics parameter 〈r〉
increases with system size for all driving amplitudes near
the first root of J0, indicating that the system is ergodic
(see Fig. S2 in [31]). As expected, the critical frequency
for inducing the MBL phase in our system increases with
increasing |Jeff |, as can be seen from the phase diagram
in Fig. 1. Finally, we find qualitatively similar results
when the driving amplitude is tuned near the second root
of J0 or when a square-wave drive is used (for details, see
[31]).
Discussion. We have shown that subjecting an er-
godic system to a periodic drive can induce a transition
into the MBL phase, providing an interesting example
for the emergence of integrability in an ergodic system
due to the addition of a drive. It would be interesting to
understand how the phase diagram (Fig. 1) depends on
the strength of disorder and interactions, and specifically,
whether MBL can be induced in our model starting from
arbitrarily weak disorder. Especially interesting are pos-
5sible generalizations to higher dimensions, for example by
using circularly polarized electromagnetic fields in two di-
mensions [62]. Most importantly, our results open new
possibilities for inducing exotic out-of equilibrium phases
in weakly disordered systems using methods which are
readily accessible in cold atom systems [36, 38, 59].
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Note added: During the completion of this manuscript,
we became aware of a recent work [63] which finds lo-
calization enhancement in the driven quantum random
energy model.
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7SUPPLEMENTAL MATERIALS:
DRIVING-INDUCED MANY-BODY
LOCALIZATION
A. Relaxation of initial product states at low
frequencies
In addition to the increase of the level statistics pa-
rameter with system size, the lack of localization at low
driving frequencies is also manifested in the relaxation
of initial product states of particle occupations. When
these states are driven at ω = 3.5J , their generalized im-
balance decays to a value which decreases with system
size (Fig. S1), as in the undriven case. Note that the de-
cay as a function of time is slower when compared to the
decay in the undriven case. Presumably, this is due to
the proximity to the MBL transition [60] for this value
of the driving frequency. As the driving frequency ap-
proaches the speculated critical frequency ωc ≈ 4J , the
remaining imbalance at long times declines much slower
with system size (Fig. S1 inset). The quick flattening of
the slope in the inset of Fig S1, for a small change of driv-
ing frequency, provides an independent corroboration for
the value of the critical frequency.
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Figure S1. Imbalance as a function of time for Jeff = 0
[A/ω = (A/ω)∗] at a low driving frequency ω = 3.5J . The
imbalance at long times decays with system size, indicating
that the system is in the delocalized phase as expected from
level statistics analysis. This is in contrast to the localized
case for ω = 5J (Fig. 3 in the main text), where the long-time
imbalance does not depend on system size. Inset: imbalance
at long times (averaged over 1.4× 103T < t < 1.5× 103T ) as
a function of system size for different driving frequencies. Er-
ror bars indicate one standard deviation over disorder realiza-
tions. The values for the slopes are −0.91±0.04, −0.33±0.12,
−0.15 ± 0.06 for ω = 3.5J , 3.75J , 4J respectively. The di-
minishing slope as the driving frequency approaches ω = 4J
indicates slowing down of the dynamics, due to the proximity
to the transition into the MBL phase.
B. Phase boundaries between the ergodic and
MBL phases
The phase boundaries in Fig. 1 were obtained by finite-
size scaling of the quasi-energy level statistics 〈r〉. Exam-
ples of such data are given in Figs. 2, 4, S2. Namely, a
consistent increase of 〈r〉 with system size is interpreted
as an indication for the ergodic phase, while a consistent
decrease of 〈r〉 with system size is interpreted as an indi-
cation for the MBL phase. Error bars indicate parameter
ranges where the trend in level statistics with increasing
system size is not statistically significant (according to
the error bar for 〈r〉, as shown for example in Figs. 2, 4,
S2).
delocalized
MBL
Figure S2. Quasi-energy level statistics as a function of driv-
ing amplitude at different driving frequencies. When the
driving frequency is lowered, the range of driving amplitudes
which induce many body localization narrows around (A/ω)∗
corresponding to the first root of J0, for which Jeff = 0. At
ω = 4J , the level statistics parameter at (A/ω)∗ changes very
slowly with system size, indicating proximity to the critical
frequency; at a lower frequency ω = 3.5J , the level statis-
tics parameter tends to the delocalized value at any driving
amplitude A/ω > 0 up to the first minimum of J0.
C. Level statistics as a function of driving
amplitude at low frequencies
At ω = 5J we found driving-induced many-body local-
ization in a range of driving amplitudes around (A/ω)∗,
corresponding to the first zero of J0, and for which
Jeff = 0 (Fig. 2 in main text). We expect this range
to narrow for lower driving frequencies, and to vanish al-
together for ω < ωc ≈ 4J ; at these frequencies, the drive
fails to induce localization even at Jeff = 0 (Fig. 4).
Indeed, when we perform finite-size scaling of the level
statistics as a function of driving amplitude at frequen-
cies lower than 5J , we find that the range of localization-
inducing driving amplitudes continuously narrows, and
all but shrinks to a point Jeff = 0 at ω = 4J (Fig. S2
left, middle). Below this frequency, the level statistics
parameter increases with system size for any driving am-
plitude A/ω > 0 up to the first minimum of J0 (Fig. S2
8right), indicating that the drive fails to induce localiza-
tion for this range of driving amplitudes.
D. Driving-induced many-body localization beyond
the first minimum of J0
So far, we have analyzed a range of driving amplitudes
0 ≤ A/ω ≤ (A/ω)min, where (A/ω)min is the first mini-
mum of the Bessel function (bright green in Fig. S3b).
We performed additional simulations which suggest a
qualitatively similar phase diagram at higher driving am-
plitudes. Specifically, we obtained the finite-size scaling
of the quasi-energy level statistics for driving amplitudes
corresponding to the interval between the first minimum
of J0 to its next maximum (dark green in Fig. S3b). The
result of this analysis also shows localization in a range
of driving amplitudes above a critical driving frequency.
To determine the critical driving frequency for values of
A/ω corresponding to (A/ω)∗∗, the second root of J0, we
varied the driving frequency while tuning the driving am-
plitude such that A/ω remains fixed. The results, shown
in Fig S3a, indicate that the critical driving frequency for
inducing MBL at (A/ω)∗∗ is ωc ≈ 3.25J , which is lower
compared the one found at the first root (ωc ≈ 4J).
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Figure S3. Driving-induced MBL at a driving amplitude cor-
responding to (A/ω)∗∗, the second root of J0 (A/ω). (a)
Finite-size scaling of quasi-energy level statistics as a func-
tion of driving frequency. The critical frequency at the sec-
ond root (ωc ≈ 3.25J) is smaller than the one found at the
first root, ωc ≈ 4J . (b) Plot of the zeroth Bessel function
J0: bright green indicates the amplitude range considered in
the main text, additional simulations performed at the dark
green amplitude range show qualitatively similar results. (c)
Values of the various Bessel functions Jn at the first root
(A/ω)∗ (light green) vs. second root (A/ω)∗∗ (dark green) of
J0 (A/ω), indicating the values of the non-zero Fourier modes
of the Hamiltonian when the time-averaged Hamiltonian has
no hopping term, Jeff = 0. The values of the negative orders
are related by J−n (A/ω) = (−1)nJn (A/ω).
E. Inducing MBL with a square-wave electric field
Our analysis so far focused on an AC electric field oscil-
lating in time as E(t) = A cos(ωt). However, the effective
hopping in Heff is suppressed also for other functional
forms for periodic time dependence of the AC electric
field. We tested the possibility to induce an MBL phase
with a square-wave AC electric field:
E (t) =
{
A 0 ≤ t < T/2
−A T/2 ≤ t < T (S1)
Such a field can be used for exact dynamical local-
ization in models with hopping beyond nearest-neighbor
[37, 64]. In our model, performing the Peierls substitu-
tion and time-averaging the acquired phase leads to the
effective hopping amplitude:
Jeff/J = e
−ipi2 Aω · sinc
(
piA
2ω
)
(S2)
Again, finite-size scaling of quasi-energy level statis-
tics shows localization in a range of driving amplitudes
around Jeff = 0 (here obtained at A/ω = 2) below a
critical driving frequency ω ≈ 3.5J (Fig. S4).
Figure S4. Finite-size scaling of quasi-energy level statistics
〈r〉 for the square-wave electric field (S1). Left: as a function
of rescaled driving amplitude A/ω at a fixed driving frequency
ω = 5J . Right: as a function of driving frequency for A = 2ω,
corresponding to Jeff = 0 for the square-wave drive [see Eq.
(S2)] .
