, an agricultural engineering school in Montpellier, has introduced an applied training session in metrology for its students. This was undertaken by the CIRAD metrology platform in partnership with the agrifood technology platform of the Qualisud Joint Research Unit. The session comprises two hour workshops during which students can apply the basic notions required for metrological monitoring of the quantities "temperature" and "weight". To that end, standard weights, a temperature calibration device comprising a thermostatically controlled calibration oil bath (uncertainty at k = 2 of 0.14 • C) and a standard temperature probe with an accuracy of ±0.01
Introduction
CIRAD, a French agricultural research centre for international development, is a French public industrial and commercial establishment placed under the dual authority of the Ministry of Higher Education and Research, and the Ministry of Foreign and European Affairs. Along with countries in the South, CIRAD takes up the international challenges of agriculture and development.
CIRAD's activities cover the life sciences, social sciences and engineering sciences applied to agriculture, food and the environment. In order to guarantee the reliability of research results, CIRAD has deployed a metrology platform.
CIRAD is very actively involved in training French and overseas students and young researchers. Indeed, it
Correspondence: gilles.calchera@cirad.fr is a major partner for several graduate schools in the field of agronomy and is a founding member of Agreenium (www.agreenium.org). It was in connection with training activities at SupAgro -Institut des régions chaudes (IRC), an agricultural engineering school in Montpellier, that the metrology platform, in partnership with the agrifood technology platform of the Qualisud Joint Research Unit, set up an applied training session in metrology intended for students. By way of two hour workshops, students could apply the basic notions associated with the metrological monitoring of the quantities "temperature" and "weight".
In the first workshop, students carried out several tests on a precision balance: accuracy, repeatability, off-centre load and linearity. The purpose of the second workshop was to have students estimate the uncertainty associated with the temperature value of the water in a water bath.
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The purpose of this workshop was to place students in a situation where they had to deal with the degree of reliability of values provided by a precision balance, a measuring instrument that is very widely used in laboratories. The capacity of the balance used was 110 g, with a resolution of 1 mg and a verification scale [1] of 10 g (e = 10 d).
The students were asked the following question: What is the estimation of doubt surrounding the measurement when weighing on this balance?
The students were provided with standard weights for the purpose (Fig. 1) .
The nominal values and accuracy classes for these standard weights were as follows:
-100 g in F1 (±0.50 mg); -50 g in F1 (±0.30 mg); -1 g in F1 (±0.10 mg).
At the start of the exercise, the teaching scenario was as follows: the students shared their points of view regarding the situation and an instructor guided them to choose the right procedure.
Initially, consideration was given to the general condition of the balance (cleanness, spirit level, tare, etc.). The students were then led to ask themselves certain questions, such as:
-has the balance been switched on for a few minutes? -do the COFRAC calibrated standard weights correspond to the operating range of the balance in question? -is the balance in the right environmental conditions: no draughts, vibration, heat source, stability of the base, etc.?
Particular attention was paid to the standard weights which were handled with care using "precision" gloves. The students were then asked to carry out a methodological verification using the weights provided.
This verification comprised four tests:
-accuracy; -repeatability; -off-centre load; -linearity.
The instructor explained the good practices expected during the different tests. For example, the accuracy test consisted in delicately placing the standard weight in the middle of the balance platform and repeating the operation several times, without establishing the tare between the different measurements. An accuracy error could thus be estimated. This was the mean of the values read minus the conventionally true value of the standard weight used. A standard error of repeatbility could also be estimated. The off-centre load test was carried out by positioning the 50 g standard weight in the middle of the platform. The balance was then tared. The test consisted in moving the standard weight to the four corners of the platform to check that the balance display always indicated "0.000 g". An off-centre load error could thus be determined.
Additionally, a linearity test may be proposed. This involves carrying out a series of increasing, then decreasing measurements using the standard weights, without returning to zero between measurements.
These two hours of practical work enabled the students to become aware of the sources of uncertainty associateed with the weighing operation and determine a conformity zone for using the balance [2] .
Lastly, the capability of the standard masses in relation to the accuracy class of the balance to be checked was calculated [3] to make the students aware of the importance of checking the metrological coherence of their equipment.
Practical work specific to the metrological verification of a water bath
The purpose of this second workshop was to have the students consider the different influence quantities involved in measuring the temperature of a water bath containing water at 37
• C (water bath heat setting). The following equipment was provided:
-heating element and temperature regulator for the bath setting; -stirrer; -perforated plate for probe positioning; -8 pt 100 temperature probes; -calibration oil bath; -standard temperature probe.
The technical specifications of the eight probes provided for the students were as follows (Fig. 2) .
These eight probes did not undergo metrological confirmation (calibration and verification). Each pair of students was given a temperature probe and drew up an experimental plan validated by the instructor.
The device was designed in such a way that the temperature probes could be positioned at different points in the bath and at different immersion depths. Special rubber bungs were used to ensure the stability of the probes (Fig. 3) . The heterogeneity of the bath and the operating uncertainty of the different probes could thus be studied.
The equipment tested was a heated or cooled, temperature-regulated bath. The bath volume was around 25 L and the temperature setting was fixed at 37.0
• C. The probe positioning plate provided made it possible to choose probe positions in accordance with the volume and technology of the bath (stirrer, heating element) so as to be able to observe the highest gradients.
The entire experiment was carried out at room temperature (around 23
• C). The first stage proposed consisted in listing the parameters influencing bath temperature measurement. In order to simplify the experimental plan, and for reasons of teaching time, it was hypothesized that the bath was perfectly stable. Likewise for any drift in the eight thermometers.
The main paremeters likely to be worth characterizing [4, 5] were as follows:
-deviation from setting; -indication error; -homogeneity; -stability.
Some preliminary measurements at different immersion levels were used to determine the minimum probe depth to be respected. This was a depth of at least 20 mm. All the tests were carried out at a probe immersion depth of 30 mm.
The second stage consisted in estimating each standard uncertainty that might influence measurement. The regulated temperature setting of the bath was 37.0
• C. The resolution was 0.1
• C. The probe was positioned on one of the sides of the water bath and completely immersed in the water. The measurement was stable over time to within the resolution.
In addition, a stirrer was placed near the heating element. The eight Pt 100 probes were positioned by choice using the perforated plate provided for the purpose. Each hole in the plate, which could take one probe, was coded: four rows (A to D) and ten columns (1 to 10). These different positions were used to take temperature measurements throughout the whole volume of the water bath so as to be able to map it.
An initial configuration was chosen (Fig. 4) . The probes were numbered 1 to 8 and were placed in given positions at an immersion depth of 30 mm. The first results are presented in Figure 5 .
These first results revealed an average difference of −0.65
• C compared to the bath setting value.
In addition, the standard uncertainty corresponding to the homogeneity of the bath could be estimated (u homogeneity ). The following figure was taken: maximum error of 0.6
• C between the eight points of the bath at time t.
We used a type B method and chose a uniform distribution [6]: equivalent probability of being between a null deviation and the maximum deviation of 0.6
• C and null probability of being outside that range.
The instructor compiled all the tests carried out by the students in a computer file already configured for the pupose, to process all the possible sources of uncertainty. This restitution of the tests undertaken by the students made it possible, in particular, to focus on the definition of some metrological terminology [1] . This file was also used to determine the type of uncertainty (A or B) and the type of propagation law involved (in this case it was a rectangular distibution R).
In addition, the resolution of the thermometers used by the students was 0.1
• C. The standard uncertainty arising from the resolution of the thermometers could therefore be evaluated (u resolution TH ).
A type B method and a uniform distribution was chosen: for example, for the temperature of 37.0
• C, the value could be between 36.95
• C and 37.05 • C. We had an equivalent probability of being between these two values and there was no probability of being outside this range
In addition, the standard uncertainty of measurement repeatability arising from a thermometer could be estimated (u Repeatability ). This standard uncertainty was assessed by a type A method. The measurement could be repeated around ten times and the experimental standard deviation measurered. Here, we adopted S = 0.03
• C. The measurement was carried out once therefore:
The accuracy of the thermometers was unknown. In fact, as the eight thermometers had not been calibrated beforehand, it was impossible to know their respective accuracy error. The instructor therefore emphasized the importance of the calibration certificate even though the probes were new. In addition, the students were told to reverse the positions of the two probes giving the maximum temperature deviation (Fig. 5) .
The results are shown in the table (Fig. 6 ). This test made it possible to check that the deviation found came primarily from the thermometer and less from the probe position. It was therefore paramount to know the accuracy of each probe.
For that purpose, the students were provided with a calibration oil bath (−30
• C to 125 • C). A standard thermometer with a resolution of 0.001
• C was also available with its calibration certificate.
It was thus possible to calibrate the Pt 100 probes, [7, 8] , by placing the eight probes and the standard probe inside the oil bath (Fig. 7) .
This calibration revealed the accuracy errors of each probe. The following table gives the calibration results (Fig. 8) .
Calibration revealed a significant accuracy error for one of the eight probes. Indeed, the accuracy error for probe No. 4 was +0.4
• C. Without correction, the extent of the possible values was ± MTE or 2 MTE. The MTE fixed for the eight thermometers was ±0.6
• C. In this case, we chose a type B method and a uniform distribution:
These different uncertainty components could then be combined [6] to estimate the water bath temperature measurement uncertainty. The students were not asked to carry out this measurement but it was given to them so that they could see the order of magnitude of the measurement uncertainty. The calculation gave the following result: u measurement = 0.1732 2 + 0.02887 2 + 0.6928 2 + 0.03 2 u measurement = 0.715
Calibration uncertainty extended to k = 2 was rounded off to two significant figures and revised up: U measurement = ±1.5
• C. For example, the expression of the result for probe No. 1 was as follows (for a water bath setting of 37.0
• C):
By studying the effect of the different uncertainty sources on this measurement, it was found that accuracy was the preponderant factor of the overall bath temperature uncertainty. It was therefore paramount to integrate the accuracy error of the probes after their calibration. It was henceforth possible to adjust the probes in line with the accuracy errors found. The mean of the eight adjusted probes was calculated and the results are shown (Fig. 9) .
The mean of the eight adjusted values for the eight probes was used to determine the mean deviation from the temperature setting value. The deviation was −0.58
• C. This result made it possible to adjust the bath setting value. The adjustment recentred the setting value on the target value of 37.0
• C. Thanks to this calibration, the new bath setting value could therefore be fixed at 37.6
• C. After stabilization of the bath at the setting of 37.6
• C and adjustment of the Pt 100 probes, the extended overall uncertainty of the temperature measurement was reduced from U = ±1.5
• C (at k = 2) to U = ±0.36
• C (at k = 2). For example, the expression of the result for probe No. 1 could now be as follows:
T measurement = (37.0 ± 0.4)
• C (at k = 2).
It was thus possible to divide measurement uncertainty by at least a factor of 3.
Conclusion and prospects
These two workshops thus made it possible to explain the metrology approach required to master measurements and thereby the ensuing results. The teaching scenario adopted placed the students in a situation where they put into
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The creation of this training module was coherent with the organization's remit to train through research and for research in countries of the South. The use of instruments and quantities widely used in diverse contexts in the South means that it is suitable for and transferrable to developing countries.
