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Abstract
Let Ω be a bounded domain with C2-smooth boundary in an n-dimensional oriented Riemannian man-
ifold. It is well known that for the biharmonic equation 2u = 0 in Ω with the condition u = 0 on ∂Ω ,
there exists an infinite set {uk} of biharmonic functions in Ω with positive eigenvalues {λk} satisfying
uk + λk ∂uk∂ν = 0 on ∂Ω . In this paper, by a new method we establish the Weyl-type asymptotic formula
for the counting function of the biharmonic Steklov eigenvalues λk .
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1. Introduction
Spectral asymptotics for partial differential operators have been the subject of extensive re-
search for over a century. It has attracted the attention of many outstanding mathematicians and
physicists. Beyond the beautiful asymptotic formulas that are intimately related to the geomet-
ric properties of the domain and its boundary, a sustaining force has been its important role in
mathematics, mechanics and theoretical physics (see, for example, [4–7,9,18,20,21,29,33,34,37,
40–43,52]).
Let (M, g) be an oriented Riemannian manifold of dimension n with a positive definite metric
tensor g, and let Ω ⊂ M be a bounded domain with C2-smooth boundary ∂Ω . Assume  is a
E-mail address: liugqz@bit.edu.cn.0001-8708/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
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Steklov eigenvalue problem:
⎧⎪⎨
⎪⎩
2gu = 0 in Ω,
u = 0 on ∂Ω,
gu+ λ∂u
∂ν
= 0 on ∂Ω,
(1.1)
where ν denotes the inward unit normal vector to ∂Ω , and g is the Laplace–Beltrami operator
defined in local coordinates by the expression,
g = 1√|g|
n∑
i,j=1
∂
∂xi
(√|g|gij ∂
∂xj
)
.
Here |g| := det(gij ) is the determinant of the metric tensor, and gij are the components of the
inverse of the metric tensor g.
The problem (1.1) has nontrivial solutions u only for a discrete set of λ = λk , which are called
biharmonic Steklov eigenvalues (see [11,22,34] or [49]). Let us enumerate the eigenvalues in
increasing order:
0 < λ1  λ2  · · · λk  · · · ,
where each eigenvalue is counted as many times as its multiplicity. The corresponding eigenfunc-
tions ∂u1
∂ν
, ∂u2
∂ν
, . . . ,
∂uk
∂ν
, . . . form a complete orthonormal basis in L2(∂Ω) (see, Proposition 3.5).
It is clear that λk can be characterized variationally as
λ1 =
∫
Ω
|gu1|2 dR∫
∂Ω
(∂u1
∂ν
)2 ds
= inf
v∈H 10 (Ω)∩H 2(Ω)
0= ∂v
∂ν
∈L2(∂Ω)
∫
Ω
|gv|2 dR∫
∂Ω
( ∂v
∂ν
)2 ds
,
λk =
∫
Ω
|guk|2 dR∫
∂Ω
(
∂uk
∂ν
)2 ds
= max
F⊂H 10 (Ω)∩H 2(Ω)
codim(F)=k−1
inf
v∈F
0= ∂v
∂ν
∈L2(∂Ω)
∫
Ω
|gv|2 dR∫
∂Ω
( ∂v
∂ν
)2 ds
, k = 2,3,4, . . .
where Hm(Ω) is the Sobolev space, and where dR and ds are the Riemannian elements of
volume and area on Ω and ∂Ω , respectively.
In elastic mechanics, when the weight of the body Ω is the only body force, the stress function
u must satisfy the equation 2u = 0 in Ω (see, p. 32 of [47]). In addition, the boundary condition
in (1.1) has an interesting interpretation in theory of elasticity. Consider the model problem
(see [11]): ⎧⎨
⎩
2u = f in Ω,
u = 0, u+ (1 − σ)ι∂u
∂ν
= 0 on ∂Ω, (1.2)
where Ω ⊂ R2 is an open bounded domain with smooth boundary, σ ∈ (−1,1/2) is the Poisson
ratio and ι is the mean curvature of the boundary ∂Ω . Problem (1.2) describes the deformation u
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x ∈ Ω . The Poisson ratio σ of an elastic material is the negative transverse strain divided by the
axial strain in the direction of the stretching force. In other words, this parameter measures the
transverse expansion (respectively, contraction) if σ > 0 (respectively, σ < 0) when the material
is compressed by an external force. We refer to [23,48] for more details. The restriction on the
Poisson ratio is due to thermodynamic considerations of strain energy in the theory of elasticity.
As shown in [23], there exist materials for which the Poisson ratio is negative and the limit case
σ = −1 corresponds to materials with an infinite flexural rigidity (see, p. 456 of [48]). This limit
value for σ is strictly related to the eigenvalue problem (1.1). Hence, the limit value σ = −1,
which is not allowed from a physical point of view, also changes the structure of the stationary
problem (1.2): For example (see [11]), when Ω is the unit disk and λ1 = (1 − σ)ι = 1 − σ = 2,
(1.2) either admits an infinite number of solutions or it admits no solutions at all, depending on f .
Besides having an important role in biharmonic analysis, problem (1.1) is also closely related
to inverse problems in partial differential equations (cf. Calderón [3]). This connection is due to
the fact that the set of the eigenvalues for the biharmonic Steklov problem is the same as that
of the well-known “Neumann-to-Laplacian” map for biharmonic equation (this map associates
each normal derivative ∂u/∂ν defined on the boundary ∂Ω to the restriction (u)|∂Ω of the
Laplacian of u for the biharmonic function u on Ω , where the biharmonic function u is uniquely
determined by u|∂Ω = 0 and (∂u/∂ν)|∂Ω ).
In the general case the eigenvalues λk cannot be evaluated explicitly. In particular, for large
k it is difficult to calculate them numerically. In view of the important applications, one is inter-
ested in finding the asymptotic formulas for λk as k → ∞. However, for a number of reasons
it is traditional in such problems to deal with the matter the other way round, i.e., to study the
sequential number k as a function of τ . Namely, let us introduce the counting function A(τ)
defined as the number of eigenvalues λk less than or equal to a given τ . Then our asymptotic
problem is reformulated as the study of the asymptotic behavior of A(τ) as τ → +∞.
In order to better understand our problem (1.1) and its asymptotic behavior, let us mention the
Steklov eigenvalue problem for the harmonic equation
{
gv = 0 in Ω,
∂v
∂ν
+ ηv = 0 on ∂Ω, (1.3)
where η is a real number. This problem was first introduced by V.A. Steklov for bounded do-
mains in the plane in [43]. (The reader should be aware that “Steklov” is also often transliterated
as “Stekloff”.) His motivation came from physics. The function v represents the steady state
temperature on Ω such that the flux on the boundary is proportional to the temperature (in two
dimensions, it can also be interpreted as a membrane with whole mass concentrated on the bound-
ary). For the harmonic Steklov eigenvalue problem (1.3), in a special case in two dimensions,
Å. Pleijel [36] outlined an investigation of the asymptotic behavior of both eigenvalues and the
eigenfunctions. In 1955, L. Sandgren [41] established the asymptotic formula of the counting
function B(τ) = #{ηk | ηk  τ }:
B(τ) ∼ ωn−1τ
n−1
(2π)n−1
∫
n−1 ds as τ → +∞, (1.4)∂Ω
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lim
τ→+∞
B(τ)
τn−1
= ωn−1
(2π)n−1
∫
∂Ω
n−1 ds,
where ωn−1 is the volume of the unit ball of Rn−1, and the integral is over the boundary ∂Ω .
This asymptotic behavior is motivated by the similar one for the eigenvalues of the Dirichlet
Laplacian. The classical result for the Dirichlet (or Neumann) eigenvalues of the Laplacian on a
smooth bounded domain is Weyl’s formula (see [4,7] or [51]):
N(τ,Ω) ∼ ωn
(2π)n
(
vol(Ω)
)
τn/2 as τ → +∞, (1.5)
where N(τ,Ω) is the number of the Dirichlet (or Neumann) eigenvalues of domain Ω less than
or equal to a given τ . In the case of two-dimensional Euclidean space, Pleijel [35] in 1950 proved
an asymptotic formula for the eigenvalues Ξ2k of a clamped plate problem:
⎧⎨
⎩
2u−Ξ2u = 0 in Ω,
u = ∂u
∂ν
= 0 on ∂Ω. (1.6)
Grubb [15] and Ashbaugh, Gesztesy, Mitrea and Teschl [2] obtained Weyl’s asymptotic formula
for the eigenvalues Λk of the buckling problem in Rn:
⎧⎨
⎩
2u+Λu = 0 in Ω,
u = ∂u
∂ν
= 0 on ∂Ω. (1.7)
Note that for the Dirichlet eigenvalues, the Neumann eigenvalues, the buckling eigenvalues and
the square root of the clamped plate eigenvalues in a fixed domain, their counting functions have
the same asymptotic formula (1.5) (see, for example, [4,15,26,50,51]).
It is worth noting that for the harmonic Steklov eigenvalue problem (1.3), we can immediately
obtain a better asymptotic formula with remainder. In fact, we first define the pseudodifferential
operator P : H 1/2(∂Ω) → H−1/2(∂Ω) as follows:
For any φ ∈ H 1/2(∂Ω), we define Pφ := (( + )−1 ∂v
∂ν
)|∂Ω , where v satisfies
{
gv = 0 in Ω,
v = φ on ∂Ω,
and  > 0 is a sufficiently small constant. This is just the well-known Dirichlet-to-Neumann map,
and it has the same eigenvalues as the Steklov eigenvalue problem (1.3) with  being replaced
by  + . We take coordinates near any point x0 ∈ ∂Ω so that locally Ω = {(x′, xn), xn > 0}
and ∂
∂xn
= ∂
∂ν
. It was known (see, for example, [44] or 7.11 of [46]) that the principal symbol of
the pseudodifferential operator P is p0(x′, ξ ′) = (+ )−1
√∑n−1
i,j=1 gij (x′)ξiξj . So, we have the
following asymptotic formula (see, for example, [17,19] or [2])
2166 G.Q. Liu / Advances in Mathematics 228 (2011) 2162–2217B()(τ ) = 1
(2π)n−1
( ∫
∂Ω
ds
∫
{ξ ′∈T ∗
x′ (∂Ω)|p0(x′,ξ ′)<1}
dξ∗
)
τn−1 +O(τn−2)
= 1
(2π)n−1
( ∫
∂Ω
ds
∫
((x′)+)−1(
√∑n−1
i,j=1 gij (x′) ξi ξj )<1
dξ∗
)
τn−1
+O(τn−2) as τ → +∞.
Since (n−1)×(n−1) matrix (gij (x′)) is positive definite, there exists an (n−1)×(n−1) matrix
C(x′) = (cij (x′)) such that tC(x′)(gij (x′))C(x′) = (δij ), where δij is the Kronecker delta. Note
that dξ∗ =√det((gij (x′))(n−1)×(n−1)) dξ1 · · ·dξn−1 in each fiber of T ∗(∂Ω), which is a vector
space of dimension n− 1. With the change of variables ξj =∑n−1k=1 cij (x′)ζk , we obtain
∫
((x′)+)−1(
√∑n−1
i,j=1 gij (x′)ξi ξj )<1
dξ∗
=
∫
{(ζ1,...,ζn−1)∈Rn−1|
√
ζ 21 +···+ζ 2n−1<(x′)+}
∣∣detC(x′)∣∣√det(gij (x′))dζ1 · · ·dζn−1
=
∫
{(ζ1,...,ζn−1)∈Rn−1|
√
ζ 21 +···+ζ 2n−1<(x′)+}
dζ1 · · ·dζn−1 = ωn−1
(

(
x′
)+ )n−1.
Therefore
B()(τ ) = 1
(2π)n−1
ωn−1τn−1
∫
∂Ω
( + )n−1 ds +O(τn−2) as τ → +∞.
Letting  → 0, we get
B(τ) = ωn−1τ
n−1
(2π)n−1
∫
∂Ω
n−1 ds +O(τn−2) as τ → +∞.
However, it remains open to explicitly give the principal symbol of the corresponding pseudo-
differential operator for the biharmonic Steklov eigenvalue problem (1.1).
The study of asymptotic behavior of the biharmonic Steklov eigenvalues is much more diffi-
cult than that of the harmonic Steklov eigenvalues. It had been a challenging problem in the past
50 years. The main stumbling block that lies in the way is the estimates for the distribution of
the boundary eigenvalues for biharmonic equations with suitable boundary conditions. Some im-
portant works have contributed to the research of this problem, for example, L.E. Payne [34],
J.R. Kuttler and V.G. Sigillito [22], A. Ferrero, F. Gazzola and T. Weth [11], Q. Wang and
C. Xia [49], and others.
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function of the biharmonic Steklov eigenvalues. The main result is the following:
Theorem 1.1. Let (M, g) be an n-dimensional oriented Riemannian manifold, and let Ω ⊂M
be a bounded domain with C2-smooth boundary ∂Ω . Then
A(τ) ∼ ωn−1τ
n−1
(4π)n−1
∫
∂Ω
n−1 ds as τ → +∞, (1.8)
where A(τ) is defined as before.
Corollary 1.2. Let (M, g) be an n-dimensional oriented Riemannian manifold, and let Ω ⊂M
be a bounded domain with C2-smooth boundary ∂Ω . If, in problem (1.1),  ≡ 1 on ∂Ω , then
λk ∼ (4π)
(
k
ωn−1(vol(∂Ω))
)1/(n−1)
as k → +∞. (1.9)
We outline the idea of the proof of Theorem 1.1. First, we make a division of Ω¯ into subdo-
mains (by dividing ∂Ω into sufficiently small parts, then taking a depth σ > 0 (small enough)
in the direction of inner normal of ∂Ω to form a finite number of n-dimensional subdomains).
Under a sufficiently fine division of ∂Ω (also σ sufficiently small), gik and  can be replaced
by constants because their variant will be small, so that the corresponding subdomains whose
partial boundaries are situated at the ∂Ω can be approximated by Euclidean cylinders. Next, we
construct three Hilbert spaces of functions and some self-adjoint linear transformations whose
eigenfunctions are just the Steklov eigenfunctions with corresponding boundary conditions. It
can be shown that these Steklov eigenvalue problems have the same boundary conditions on the
base of each cylinder as the original one in problem (1.1) but they have relevant boundary con-
ditions on the other parts of a cylinder. In particular, on each cylindrical surface, these boundary
conditions will be one of the three forms u = gu = 0, gu = ∂(gu)∂ν = 0 and ∂u∂ν = ∂(gu)∂ν = 0.
The main purpose of constructing such Steklov problems is that when putting together such
cylinders, we can obtain global upper and lower estimates for the counting function A(τ) of
the original Steklov problem (i.e., A0(τ )  A(τ)  Ad(τ)  Af (τ) for all τ > 0, see Sec-
tions 3, 6). For each Euclidean cylinder, by using a cubical net we can divide the base of the
cylinder into (n− 1)-dimensional cubes and some smaller parts which intersect boundary of the
base, so that we get n-dimensional parallelepipeds and some smaller n-dimensional cylinders.
As for the n-dimensional parallelepiped, we can explicitly calculate the Steklov eigenfunctions
and eigenvalues by separating variables, and then we can compute the asymptotic distribution of
eigenvalues by means of the well-known variational methods used by H. Weyl [52], R. Courant
and D. Hilbert [7] in the case of the membranes. Meanwhile, for each small n-dimensional cylin-
der, by introducing a nice transformation we may map it into a special cylinder whose counting
functions of Steklov eigenvalues can also be estimated. Finally, applying normal coordinates sys-
tem at a fixed point of each subdomain of a division and combining these estimates, we establish
the desired asymptotic formula for A(τ). Note that the Holmgren uniqueness theorem for the
solutions of elliptic equations plays a crucial role in this paper.
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bounded domains with piecewise smooth boundaries. In Section 3, we define various self-adjoint
transformations on the associated Hilbert spaces of functions, and give the connections between
the eigenfunctions of self-adjoint transformations and the Steklov eigenfunctions (corresponding
to different kinds of boundary conditions). Section 4 is dedicated to deriving the explicit formu-
las for the biharmonic Steklov eigenvalues and eigenfunctions in an n-dimensional rectangular
parallelepiped of Rn, which depends on a key calculation for the solutions of biharmonic equa-
tions. The counting functions of Steklov eigenvalues for general cylinder of the Euclidean space
are dealt with in Section 5. In the final section, we prove Theorem 1.1 and Corollary 1.2 on
Riemannian manifolds.
2. Compact trace lemmas
An n-dimensional cube in Rn is the set {x ∈ Rn | 0 xi  a, i = 1, . . . , n}.
Let f be a real-valued function defined in an open set Ω in Rn (n 1). For y ∈ Ω we call f
real analytic at y if there exist aβ ∈ R1 and a neighborhood U of y (all depending on y) such
that
f (x) =
∑
β
aβ(x − y)β
for all x in U . We say f is real analytic in Ω , if f is real analytic at each y ∈ Ω .
Let Ω together with its boundary be transformed pointwise into the domain Ω ′ together with
its boundary by equations of the form
x′i = xi + fi(x1, . . . , xn), i = 1,2, . . . , n, (2.1)
where the functions fi and their first order derivatives are Lipschitz continuous throughout the
domain, and they are less in absolute value than a small positive number . Then we say that the
domain Ω is approximated by the domain Ω ′ with the degree of accuracy .
Let (M, g) be a Riemannian manifold. A subset Γ of (M, g) is said to be an (n − 1)-
dimensional smooth (respectively, real analytic) surface if Γ is nonempty and if for every point x
in Γ , there is a smooth (respectively, real analytic) diffeomorphism of the open unit ball B(0,1)
in Rn onto an open neighborhood U of x such that B(0,1)∩{x ∈ Rn | xn = 0} maps onto U ∩Γ .
An (n − 1)-dimensional surface Γ in (M, g) is said to be piecewise smooth (respectively,
piecewise real analytic) if there exist a finite number of (n− 2)-dimensional smooth surfaces, by
which Γ can be divided into a finite number of (n − 1)-dimensional smooth (respectively, real
analytic) surfaces.
A subset F of L2(Γ ) is called precompact if any infinite sequence {uk} of elements of F
contains a Cauchy subsequence {uk′ }, i.e., one for which∫
Γ
(uk′ − ul′)2 ds → 0 as k′, l′ → ∞. (2.2)
From here up to Section 5, let M be an n-dimensional Riemannian manifold with real analytic
metric tensor g.
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that M is a set of functions u in H 10 (D)∩H 2(D) for which∫
D
|gu|2 dR (2.3)
is uniformly bounded. Then the set { ∂u
∂ν
| u ∈M} is precompact in L2(∂D).
Proof. Put
Λ∗1(D) = inf
u∈H 10 (D)∩H 2(D)
∫
D
|gu|2 dR∫
D
|∇gu|2 dR . (2.4)
We claim that Λ∗1(D) > 0. In fact, by applying Green’s formula (see, for example, [4] or [41])
and Schwarz’s inequality we see that for any u ∈ H 10 (D)∩H 2(D),
(∫
D
|∇gu|2 dR
)2
=
∣∣∣∣
∫
D
−u(gu)dR
∣∣∣∣
2

(∫
D
u2 dR
)(∫
D
|gu|2 dR
)
,
i.e.,
∫
D
|∇gu|2 dR∫
D
|u|2 dR 
∫
D
|gu|2 dR∫
D
|∇gu|2 dR , (2.5)
where ∫
D
|∇gu|2 dR =
∫
D
gik(x)
∂u
∂xi
∂u
∂xk
√|g|dx.
Since the first Dirichlet eigenvalue λ1(D) is positive for the bounded domain D, i.e.,
0 < λ1(D) = inf
u∈H 10 (D)
∫
D
|∇gu|2 dR∫
D
|u|2 dR , (2.6)
we find by (2.5) and (2.6) that Λ∗1(D) > 0, and the claim is proved.
From (2.6) and (2.4) we obtain that
∫
D
|u|2 dR  1
λ1(D)
∫
D
|∇gu|2 dR for all u ∈ H 10 (D) (2.7)
and ∫
|∇gu|2 dR  1
Λ∗1(D)
∫
|gu|2 dR for all u ∈ H 10 (D)∩H 2(D). (2.8)D D
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dimensional surface. For each fixed i (i = 1, . . . ,m), we choose a smooth (n − 1)-dimensional
surface Γ ′ ⊂⊂ D such that ∂Γ ′i = ∂Γi and Γi ∪ Γ ′i bounds an n-dimensional Lipschitz domain
D′i satisfying D′i ⊂⊂ D ∪ Γi . Note that u = 0 on Γi for u ∈ H 10 (D)∩H 2(D) (see, for example,
p. 62 of [25] or Corollary 6.2.43 of [16]). It follows from the a priori estimate of the elliptic
operators (see, for example, Theorem 9.13 of [13]) that there exists a constant Ci > 0 depending
only on n, Γi , D′i and D such that
‖u‖H 2(D′i )  Ci
(‖u‖L2(D) + ‖u‖L2(D)). (2.9)
By assumption, we have
∫
D
|u|2 dR  C˜ for all u ∈M, where C˜ > 0 is a constant. According
to (2.7), (2.8) and (2.9), we see that for every u ∈M,
‖u‖H 2(D′i )  C
′′
i , (2.10)
where C′′i > 0 is a constant depending only on n, Γi , D′i , D and C˜. Since D′i is a domain with
Lipschitz boundary in (M, g), it follows from the Neumann trace theorem (see, p. 16 of [2],
p. 127 of [30], [14] or Chapters V, VI of [8]) that
∂
∂ν
∣∣∣∣
Γi
= ν · ∇g :M→ L2(Γi)
is precompact for each i (i = 1, . . . ,m). Consequently, we obtain that { ∂u
∂ν
| u ∈M} is precompact
in L2(∂D). 
Lemma 2.2. Let (M, g) be a real analytic Riemannian manifold, and let D ⊂ (M, g) be a
bounded domain with piecewise smooth boundary. Suppose Γ1 is a domain in ∂D with ∂D −
Γ¯1 = ∅ and assume that Γ2 is an (n − 1)-dimensional real analytic surface in ∂D satisfying
Γ¯2 ⊂⊂ ∂D− Γ¯1. Assume E is a set of functions u in Kd(D) = {u | u ∈ H 2(D), u = 0 on Γ1, u =
∂u
∂ν
= 0 on Γ2} for which
∫
D
|gu|2 dR (2.11)
is uniformly bounded. Then the set { ∂u
∂ν
|Γ1 : u ∈ E} is precompact in L2(Γ1).
Proof. Since ∂D is piecewise smooth, it follows that Γ1 can be divided into a finite number of
smooth (n − 1)-dimensional surfaces. Without loss of generality, we let Γ1 itself be a smooth
(n− 1)-dimensional surface. Put
λΓ1(D) = inf
v∈Kd(D), ∫ |v|2 dR=1
∫
D
|gv|2 dR∫ |v|2 dR . (2.12)
D D
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Kd(D), i.e.,
∫
D
|gvm|2 dR → λΓ1(D) as m → +∞
with
∫
D
|vm|2 dR = 1. Then, there is a constance C > 0 such that
‖gvm‖L2(D)  C, ‖vm‖L2(D)  C for all m. (2.13)
Let {Dl} be a sequence of Lipschitz domains such that D1 ⊂ D2 ⊂ · · · ⊂ Dl ⊂ · · · ⊂⊂ D ∪
Γ1 ∪ Γ2, ⋃∞l=1 Dl = D, and Γ1 ∪ Γ2 ⊂ ∂Dl for all l. It follows from the a priori estimate for
elliptic equations (see, for example, Theorem 9.13 of [13]) that there exists a constant C′l > 0
depending only on n, Dl , D, Γ1 and Γ2, such that
‖vm‖H 2(Dl)  C′l
(‖gvm‖L2(D) + ‖vm‖L2(D)). (2.14)
From this and (2.13), we see that
‖vm‖H 2(Dl)  C′′l for all m,
where C′′l is a constant depending only on n, Dl , D, Γ1, Γ2 and C. For each l, by the Banach–
Alaoglu theorem we can then extract a subsequence {vl,m}∞m=1 of {vm}, which converges weakly
in H 2(Dl) to a limit u, and converges strongly in L2(Dl) to u. We may assume that {vl+1,m}∞m=1
is a subsequence of {vl,m}∞m=1 for every l. Then, the diagonal sequence {vl,l}∞l=1 converges
weakly in H 2 to u, and strongly converges to u in L2, in every compact subset E of D. It is
obvious that ‖u‖L2(D) = 1. Since the functional
∫
Dl
|gu|2 dR is lower semicontinuous in the
weak H 2(Dl) topology, we have
∫
Dl
|gu|2 dR  lim
k→∞
∫
Dl
|gvk,k|2 dR,
so that
∫
D
|gu|2 dR = lim
l→∞
∫
Dl
|gu|2 dR  lim
l→∞
(
lim
k→∞
∫
Dl
|gvk,k|2 dR
)
 lim
l→∞
(
lim
k→∞
∫
D
|gvk,k|2 dR
)
= λΓ1(D).
For each fixed l, since vk,k → u weakly in H 2(Dl), we get that vk,k → u strongly in Hr(Dl) for
any 0 < r < 2. Note that ∂vk,k
∂ν
|Γ2 = 0 and vk,k|Γi = 0 for i = 1,2. It follows that u|Γ1 = 0 and
u|Γ = ∂u |Γ = 0. Therefore u ∈ Kd(D) is a minimizer.2 ∂ν 2
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∫
D |gu|2 dR∫
D |u|2 dR
= 0. Then
gu = 0 in D. Since the coefficients of the Laplacian are real analytic in D, and since Γ2 is a
real analytic surface, we find with the aid of the regularity for elliptic equations (see, Theorem A
of [32], [31] or [1]) that u is real analytic up to the partial boundary Γ2. Note that u = ∂u∂ν = 0
on Γ2. Applying Holmgren’s uniqueness theorem (see, Corollary 5 on p. 39 in [38] or p. 433
of [45]) for the real analytic elliptic equation gu = 0 in D, we get u ≡ 0 in D. This contradicts
the fact
∫
D
|u|2 dR = 1, and the claim is proved. Therefore we have
∫
D
|u|2 dR  1
λΓ1(D)
∫
D
|gu|2 dR for u ∈ Kd(D). (2.15)
According to the assumption, there is a constant C′′ such that
‖gu‖L2(D)  C′′ for all u ∈ E. (2.16)
Again, applying the a priori estimate for the elliptic equations in some (fixed) subdomain Dl ⊂⊂
D ∪ Γ1 ∪ Γ2 (see, Theorem 9.13 of [13]), we obtain that
‖u‖H 2(Dl)  C′l
(‖gu‖L2(D) + ‖u‖L2(D)), (2.17)
where the constant C′l is as in (2.14). By (2.15)–(2.17), we get that for every u ∈ E,
‖u‖H 2(Dl)  C′′′,
where C′′′ > 0 is a constant depending only on n, Dl , D, Γ1, Γ2 and C′′. It follows from the
Neumann trace theorem (see, p. 16 of [2], [14] or [28]) that { ∂u
∂ν
|Γ1 : u ∈ E} is precompact in
L2(Γ1). 
The following two results will be needed later:
Proposition 2.3. (See, p. 12 of [41].) Let Π0 be an isometric transformation which maps a
Hilbert space H0 onto a subspace Π0H0 of another Hilbert space H, so that
〈
u0, v0
〉0 = 〈Π0u0,Π0v0〉 for all u0, v0 ∈H0.
Suppose that G0 and G are two non-negative, self-adjoint, completely continuous linear trans-
formations on H0 and H respectively, such that
〈
G0u0, v0
〉0 = 〈GΠ0u0,Π0v0〉 for all u0, v0 ∈H0.
Then
μ0k  μk for k = 1,2,3, . . . ,
where {μ0k} and {μk} are the eigenvalues of G0 and G, respectively.
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H=H1 ⊕H2 ⊕ · · · ⊕Hp
and that the self-adjoint, completely continuous linear transformation G maps every Hj into
itself,
GHj ⊂Hj , j = 1,2,3, . . . , p.
Denote by Gj the restriction of G to Hj . Then the set of eigenvalues of the transformation G
(each eigenvalue repeated according to its multiplicity) is identical to the union of the sets of
eigenvalues of G1, . . . ,Gp .
3. Some completely continuous transformations and their eigenvalues
Let (M, g) be an n-dimensional real analytic Riemannian manifold and let D ⊂ M be a
bounded domain with piecewise smooth boundary Γ . Suppose that  is a non-negative bounded
function defined on Γ or only on a portion Γ of Γ (measure Γ =
∫
Γ
ds > 0) and assume that∫
Γ
 ds > 0. In case Γ = Γ we denote Γ0 = Γ − Γ¯ , and assume that Γ00 is a real analytic
(n− 1)-dimensional surface in Γ0.
If Γ = Γ (measure Γ0 > 0), we denote
K(D) =
{
u
∣∣∣ u ∈ H 10 (D)∩H 2(D), and ∂u∂ν = 0 on Γ00
}
,
Kd(D) =
{
u
∣∣∣ u ∈ H 2(D), u = 0 on Γ, and u = ∂u
∂ν
= 0 on Γ00
}
.
If Γ = Γ , we denote
N(D) = {u ∣∣ u ∈ H 10 (D)∩H 2(D)}.
It follows from the property of H 10 (Ω) (see, for example, p. 62 of [25] or Corollary 6.2.43 of
[16] or [30]) that u = 0 on ∂D for any u ∈ H 10 (Ω) (therefore, we always have that u = 0 on Γ
for any u ∈ K(D) or N(D)).
We shall also use the notation
〈u,v〉 =
∫
D
(gu)(gv)dR, u, v ∈ K(D) or Kd(D) or N(D).
The bilinear functional 〈u,v〉 can be used as an inner product in each of the spaces K(D),
Kd(D) and N(D). In fact, 〈u,v〉 is a positive, symmetric, bilinear functional. In addition, if
〈u,u〉 = 0, then gu = 0 in D. In the case u ∈ K(D) or N(D), by applying the maximum
principle, we have u ≡ 0 in D. In the case u ∈ Kd(D), since u = ∂u
∂ν
= 0 on Γ00, we find by
Holmgren’s uniqueness theorem (see, Corollary 5 on p. 39 in [38]) that u ≡ 0 in D. Closing
K(D), Kd(D) and N(D) with respect to the norm ‖u‖ = √〈u,u〉, we get the Hilbert spaces
(K,‖ · ‖), (Kd ,‖ · ‖) and (N ,‖ · ‖), respectively.
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[u,v] =
∫
Γ

∂u
∂ν
∂v
∂ν
ds
and
〈u,v〉 = 〈u,v〉 + [u,v], (3.1)
where u,v ∈ K(D) or u,v ∈ Kd(D) or u,v ∈ N(D). It is clear that 〈u,v〉 is an inner product in
each of the spaces K(D), Kd(D) and N(D).
Lemma 3.1. The norms
‖u‖ =√〈u,u〉
and
‖u‖ =√〈u,u〉
are equivalent in K(D), Kd(D) and N(D).
Proof. Obviously, ‖u‖  ‖u‖ for all u in K(D) or Kd(D) or N(D). In order to prove the
equivalence of the two norms, we first consider the case in linear space N(D). It suffices to show
that ‖u‖ is bounded when u belongs to the set
M= {u ∣∣ u ∈ N(D), ‖u‖  1}.
It follows from Lemma 2.1 that MΓ := { ∂u∂ν | u ∈ M} is precompact in L2(Γ ). This im-
plies that there exists a constant C > 0 such that
∫
Γ
( ∂u
∂ν
)2 ds  C for all u ∈ M. Therefore,
[u,u] = ∫
Γ
( ∂u
∂ν
)2 ds is bounded in M, and so is ‖u‖2 = 〈u,u〉 + [u,u]. Similarly, applying
Lemmas 2.1, 2.2 we can prove the corresponding results for the spaces K(D) and Kd(D). 
From Lemmas 2.1, 2.2, it follows that
∣∣[u,u]∣∣= ∣∣∣∣
∫
Γ

(
∂u
∂ν
)2
ds
∣∣∣∣ C〈u,u〉 for all u in K(D) or Kd(D) or N(D).
Therefore, [u,v] is a bounded, symmetric, bilinear functional in (K(D), 〈·,·〉), (Kd(D), 〈·,·〉)
and (N(D), 〈·,·〉). Since it is densely defined in (K, 〈·,·〉), (Kd , 〈·,·〉) and (N , 〈·,·〉), respec-
tively, it can immediately be extended to (K, 〈·,·〉), (Kd , 〈·,·〉) and (N , 〈·,·〉). We still use
[u,v] to express the extended functional. Then there is a bounded linear transformation G()K of
(K, 〈·,·〉) into (K, 〈·,·〉) (respectively, G()Kd of (Kd , 〈·,·〉) into (Kd , 〈·,·〉), G
()
N of (N , 〈·,·〉)
into (N , 〈·,·〉)) such that
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(respectively,
[u,v] = 〈G()Kd u, v〉 for all u and v in Kd, (3.3)
[u,v] = 〈G()N u,v〉 for all u and v in N ). (3.4)
Lemma 3.2. The transformations G()K , G()Kd and G
()
N are self-adjoint and compact.
Proof. Since [u,v] is symmetric, we immediately get that the transformation G()K , G()Kd and
G
()
N are all self-adjoint. For the compactness, we only discuss the case for the transformation
G
()
K . It suffices to show (see, p. 204 of [39]):
From every sequence {um} in K(D) which is bounded
‖um‖  constant, m = 1,2,3, . . . , (3.5)
we can pick out a subsequence {um′ } such that
〈
G
()
K (um′ − ul′), (um′ − ul′)
〉 → 0 when m′, l′ → ∞. (3.6)
Applying Lemma 2.1 with the aid of (3.5), we find that the sequence { ∂um
∂ν
} is precompact in
L2(Γ), so that there is a subsequence {um′ } such that
∫
Γ
(
∂(um′ − ul′)
∂ν
)2
ds → 0 as m′, l′ → ∞.
Therefore
[um′ − ul′ , um′ − ul′ ] =
∫
Γ

(
∂(um′ − ul′)
∂ν
)2
ds → 0 as m′, l′ → ∞,
which implies (3.6). This proves the compactness of G()K . 
Except for the transformations G()K , G
()
Kd and G
()
N , we need to introduce corresponding trans-
formations GK, GKd and GN by the inner product 〈·,·〉. Since
0 [u,u] 〈u,u〉 for all u in K(D) or Kd(D) or N(D), (3.7)
there is a bounded linear self-adjoint transformation GK of (K, 〈·,·〉) (respectively, GKd of
(Kd , 〈·,·〉), GN of (N , 〈·,·〉)) such that
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(respectively,
[u,v] = 〈GKd u, v〉 for all u and v in Kd , (3.9)
[u,v] = 〈GN u,v〉 for all u and v in N ). (3.10)
Lemma 3.3. The transformations GK, GKd and GN are positive and compact.
Proof. From [u,u]  0 for any u ∈ K or Kd or N , we immediately know that GK, GKd and
GN are positive. The proof of the compactness is completely similar to that of Lemma 3.2. 
It follows from Lemma 3.3 that GK (respectively, GKd , GN ) has only non-negative eigenval-
ues and that the positive eigenvalues form an enumerable sequence {μK} (respectively, {μKd },
{μN }) with 0 as the only limit point.
Theorem 3.4. The transformations G()K and GK (respectively, G()Kd and GKd , G
()
N and GN )
have the same eigenfunctions. If μK and μK (respectively, μKd and μKd , μN and μN ) are
eigenvalues corresponding to the same eigenfunction we have
μK =
μK
1 +μK
(3.11)
(respectively,
μKd =
μKd
1 +μKd
, (3.12)
μN =
μN
1 +μN
). (3.13)
Proof. We only prove the case for the GK (a similar argument will work for GKd and GN ).
Since G()K is positive, we can easily conclude that the inverse (1 + G()K )−1 exists and is a
bounded self-adjoint transformation. By virtue of (3.2), (3.8) and (3.1), we have
〈
G
()
K u,v
〉 = [u,v] = 〈GKu,v〉
= 〈GKu,v〉 +
〈
GKG()K u,v
〉
(u, v ∈K). (3.14)
It follows that
GK = G()K
(
1 +G()K
)−1
, (3.15)
from which the desired result follows immediately. 
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(N , 〈·,·〉)) of the transformation GK (respectively, GKd , GN ) at least one of which corresponds
to a non-vanishing eigenvalue. Then u and v are orthogonal if and only if the ∂u
∂ν
|Γ and ∂v∂ν |Γ
are orthogonal in L2(Γ), that is,
[u,v] =
∫
Γ

∂u
∂ν
∂v
∂ν
ds = 0. (3.16)
Proof. Without loss of generality, we suppose that u is the eigenfunction corresponding to the
eigenvalue μ = 0. Then
[u,v] = 〈GKu,v〉 = μ〈u,v〉,
which implies the desired result. 
We can now prove
Theorem 3.6. Let D ⊂ (M, g) be a bounded domain with piecewise smooth boundary Γ . As-
sume that Γ00 is an (n − 1)-dimensional surface in Γ − Γ¯ . If u is an eigenfunction of the
transformations G()K or G()N with eigenvalue μ = 0, then u has derivatives of any order in D
and is such that ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
2gu = 0 in D,
u = 0 on Γ,
∂u
∂ν
= 0 on Γ00, gu = 0 on Γ − (Γ ∪ Γ00),
gu+ γ ∂u
∂ν
= 0 on Γ, with γ = 1
μ
.
(3.17)
Proof. Let {uj } be a sequence of functions in K(D) such that ‖uj − u‖ → 0 as j → ∞. We
first claim that
uj → u in L2(D). (3.18)
In fact, since uj ∈ H 10 (D)∩H 2(D), it follows from (2.7) and (2.8) that∫
D
|uj − ul |2 dR  1
λ1(D)
∫
D
∣∣∇g(uj − ul)∣∣2 dR for any j and l, (3.19)
∫
D
∣∣∇g(uj − ul)∣∣2 dR  1
Λ∗1(D)
∫
D
∣∣g(uj − ul)∣∣2 dR for any j and l, (3.20)
where λ1(D) and Λ∗1(D) are defined as in (2.6) and (2.4), respectively. Since
∫
D
|g(uj −
ul)|2 dR → 0 as j, l → +∞, we find by (3.19) and (3.20) that
∫
D
|uj − ul |2 dR → 0 as
j, l → +∞. Therefore the claim is proved.
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domain with smooth boundary such that E¯ ⊂ U ∩ D. Let f be a function in C40(E). Then, by
Green’s formula (see, for example, p. 6 of [4]), we have
〈un,f 〉 =
∫
E
(gun)(gf )dR =
∫
E
un
(
2gf
)
dR,
so that
〈u,f 〉 =
∫
E
u
(
2gf
)
dR. (3.21)
Now by assumption, G()K u = μu with μ = 0 and ∂f∂ν = 0 on Γ , and hence we have
μ〈u,f 〉 = 〈G()K u,f 〉 = [u,f ] = 0. (3.22)
Since p is arbitrary in D, it follows from (3.21) and (3.22) that
∫
D
u
(
2gf
)
dR = 0 for all f ∈ C40(D).
By applying Green’s formula again, we get
∫
D
(gu)(gf )dR = 0 for all f ∈ C40(D), (3.23)
i.e., u is a weak solution of 2gu = 0 in D (see [13]). It follows from the interior regularity of
elliptic equations that u ∈ C∞(D), and in the classic sense
2gu = 0 in D. (3.24)
In exactly the same way, the corresponding result can be proved for G()N .
Next, suppose that  is continuous. That the boundary conditions of (3.17) hold follows from
Lemma 2.1 and Green’s formula. In fact, if
G
()
K u = μu,
then u|Γ = 0 and ∂u∂ν |Γ00 = 0, and that
∫
Γ

∂u
∂ν
∂v
∂ν
ds = μ
∫
D
(gu)(gv)dR for all v ∈K(D).

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1
μ
∫
Γ

∂u
∂ν
∂v
∂ν
ds =
∫
D
(
2gu
)
v dR −
∫
Γ
(gu)
∂v
∂ν
ds +
∫
Γ
∂(gu)
∂ν
v ds,
for all v ∈K(D), where ∂(gu)
∂ν
∈ H−3/2(Γ ) (see [2]). Thus
∫
D
(
2gu
)
v dR −
∫
Γ
(
gu+ 1
μ

∂u
∂ν
)
∂v
∂ν
ds
−
∫
Γ−(Γ∪Γ00)
(gu)
∂v
∂ν
ds +
∫
Γ
∂(gu)
∂ν
v ds = 0 (3.25)
for all v ∈ K(D). Note that v|Γ = 0 and ∂v∂ν |Γ00 = 0, and that ∂v∂ν |Γ and ∂v∂ν |Γ−(Γ∪Γ00) run
throughout space L2(Γ) and L2(Γ − (Γ ∪ Γ00)), respectively, when v runs throughout space
K(D). This implies that
gu = 0 on Γ − (Γ ∪ Γ00), and gu+ 1
μ

∂u
∂ν
= 0 on Γ.
Therefore, (3.17) holds. In a similar way, we can prove the desired result for GN . 
Theorem 3.7. Let (M, g) be a real analytic Riemannian manifold, and let D ⊂ (M, g) be
a bounded domain with piecewise smooth boundary Γ . Assume that Γ00 is a real analytic
(n− 1)-dimensional surface in Γ − Γ¯ . If u is an eigenfunction of the transformations G()Kd
with eigenvalue μ = 0, then u has derivatives of any order in D and is such that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2gu = 0 in D,
u = 0 on Γ,
u = ∂u
∂ν
= 0 on Γ00,
gu = 0 and ∂(gu)
∂ν
= 0 on Γ − (Γ ∪ Γ00),
gu+ κ∂u
∂ν
= 0 on Γ, with κ = 1
μ
.
(3.26)
Proof. If G()Kd u = μu, then we have that u = 0 on Γ and u = ∂u∂ν = 0 on Γ00, and that
∫
Γ

∂u
∂ν
∂v
∂ν
ds = μ
∫
D
(gu)(gv)dR for all v ∈Kd(D). (3.27)

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∫
D
(
2gu
)
v dR +
∫
∂D
∂(gu)
∂ν
v ds −
∫
Γ−(Γ∪Γ00)
(gu)
∂v
∂ν
ds
−
∫
Γ
(
gu+ 1
μ

∂u
∂ν
)
∂v
∂ν
ds = 0 for all v ∈ Kd(D). (3.28)
By taking all v ∈ C∞0 (D), we obtain 2gu = 0 in D. Note that v|Γ = 0 and v|Γ00 = ∂v∂ν |Γ00 = 0,
and that v|Γ−(Γ∪Γ00) and ∂v∂ν |Γ−Γ00 run throughout the spaces L2(Γ − (Γ ∪Γ00)) and L2(Γ −
Γ00), respectively, when v runs throughout the space Kd(D). Thus we have
gu = 0 and ∂(gu)
∂ν
= 0 on Γ − (Γ ∪ Γ00),
u+ 1
μ

∂u
∂ν
= 0 on Γ. 
Theorem 3.8. Let (M, g), D and Γ00 be as in Theorem 3.7. Assume that ςk and κk are the k-th
Steklov eigenvalues of the following problems:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2gu = 0 in D,
u = 0 on Γ,
u = ∂u
∂ν
= 0 on Γ00,
∂u
∂ν
= 0 and ∂(gu)
∂ν
= 0 on Γ − (Γ ∪ Γ00),
gu+ ς∂u
∂ν
= 0 on Γ
(3.29)
and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2gu = 0 in D,
u = 0 on Γ,
u = ∂u
∂ν
= 0 on Γ00,
gu = 0 and ∂(gu)
∂ν
= 0 on Γ − (Γ ∪ Γ00),
gu+ κ∂u
∂ν
= 0 on Γ,
(3.30)
respectively. Then ςk  κk for all k  1.
Proof. For 0  α  1, let uk = uk(α, x) be the normalized eigenfunction corresponding to the
k-th Steklov eigenvalue λk for the following problem:
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2guk = 0 in D,
uk = 0 on Γ,
uk = ∂uk
∂ν
= 0 on Γ00,
αguk + (1 − α)∂uk
∂ν
= 0 and ∂(guk)
∂ν
= 0 on Γ − (Γ ∪ Γ00),
guk + λk∂uk
∂ν
= 0 on Γ.
(3.31)
It is easy to verify (cf. p. 410 or Theorem 9 on p. 419 in [7]) that the k-th Steklov eigenvalue
λk = λk(α) is continuous on the closed interval [0,1] and differentiable in the open interval
(0,1), and that uk(α, x) is also differentiable with respect to α in (0,1) (cf. [12]). We will denote
by ′ the derivative with respect to α. Then
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2gu
′
k = 0 in D,
u′k = 0 on Γ,
u′k =
∂u′k
∂ν
= 0 on Γ00,
guk + αgu′k −
∂uk
∂ν
+ (1 − α)∂u
′
k
∂ν
= 0 and ∂(gu
′
k)
∂ν
= 0 on Γ − (Γ ∪ Γ00),
gu
′
k + λ′k
∂uk
∂ν
+ λk∂u
′
k
∂ν
= 0 on Γ.
(3.32)
Multiplying (3.32) by uk , integrating the product over D, and then applying Green’s formula, we
get that for 0 < α < 1
0 =
∫
D
(
2gu
′
k
)
uk dR =
∫
D
(
2guk
)
u′k dR −
∫
∂D
(guk)
∂u′k
∂ν
ds
+
∫
∂D
u′k
∂(guk)
∂ν
ds −
∫
∂D
uk
∂(gu
′
k)
∂ν
ds +
∫
∂D
(
gu
′
k
)∂uk
∂ν
ds
= −
[∫
Γ
(guk)
∂u′k
∂ν
ds +
∫
Γ−(Γ∪Γ00)
(guk)
∂u′k
∂ν
ds
]
+
[∫
Γ
(
gu
′
k
)∂uk
∂ν
ds +
∫
Γ−(Γ∪Γ00)
(
gu
′
k
)∂uk
∂ν
ds
]
=
[∫
Γ
(
λk
∂uk
∂ν
)
∂u′k
∂ν
ds +
∫
Γ−(Γ∪Γ00)
(
1 − α
α
∂uk
∂ν
)
∂u′k
∂ν
ds
]
+
∫
Γ
(
−λ′k
∂uk
∂ν
− λk∂u
′
k
∂ν
)
∂uk
∂ν
ds
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∫
Γ−(Γ∪Γ00)
(
− 1
α
guk + 1
α
∂uk
∂ν
− 1 − α
α
∂u′k
∂ν
)
∂uk
∂ν
ds
= −λ′k
∫
Γ

(
∂uk
∂ν
)2
ds +
∫
Γ−(Γ∪Γ00)
[(
1 − α
α2
)
∂uk
∂ν
+ 1
α
∂uk
∂ν
]
∂uk
∂ν
ds
= −λ′k
∫
Γ

(
∂uk
∂ν
)2
ds +
∫
Γ−(Γ∪Γ00)
(
1
α
∂uk
∂ν
)2
ds,
i.e.,
λ′k(α) =
∫
Γ−(Γ∪Γ00)(
1
α
∂uk
∂ν
)2 ds∫
Γ
(
∂uk
∂ν
)2 ds
> 0 for all 0 < α < 1.
This implies that λk is increasing with respect to α in (0,1). Note that if we change the α from
0 to 1, each individual Steklov eigenvalue λk increase monotonically from the value ςk which is
the k-th Steklov eigenvalue of (3.29) to the value κk which is the k-th Steklov eigenvalue (3.30).
Thus, we have that ςk  κk for all k. 
Conversely, the following proposition shows that a sufficiently smooth function satisfying
(3.17) (respectively, (3.26)) is an eigenfunction of G()K or G
()
N (respectively, G
()
Kd ).
Proposition 3.9. Let D be a bounded domain with piecewise smooth boundary. Assume that u
belongs to C4(D¯).
(a) If Γ = Γ and u satisfies (3.17), then u ∈ K and u is an eigenfunction of G()K with the
eigenvalue μ = γ−1,
G
()
K u = γ−1u. (3.33)
(b) If Γ = Γ and u satisfies (3.26), then u ∈ Kd and u is an eigenfunction of G()Kd with the
eigenvalue μ = κ−1,
G
()
Kd u = κ−1u. (3.34)
(c) If Γ = Γ and u satisfies (3.17), then u ∈ N and u is an eigenfunction of G()N with the
eigenvalue μ = γ−1,
G
()
N u = γ−1u. (3.35)
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there is a function u in C4(D¯) satisfying
⎧⎨
⎩
2gu = 0 in D, u = 0 on Γ,
∂u
∂ν
= 0 on Γ00, and gu = 0 on Γ − Γ00.
(3.36)
By multiplying the above equation by u, integrating the result over D, and using Green’s formula,
we derive
0 =
∫
D
u
(
2gu
)
dR =
∫
D
|gu|2 dR −
∫
Γ
u
∂(gu)
∂ν
ds +
∫
Γ
(gu)
∂u
∂ν
ds
=
∫
D
|gu|2 dR.
This implies that gu = 0 in D. Since u = 0 on Γ , by the maximum principle we get that u = 0
in D. The claim is proved.
In view of assumptions, we see that u ∈K. By (3.17) and Green’s formula, it follows that for
an arbitrary v ∈ K(D)
〈
G
()
K u,v
〉 = [u,v] = ∫
Γ

∂u
∂ν
∂v
∂ν
ds
= −γ−1
∫
Γ
(gu)
∂v
∂ν
ds = −γ−1
∫
Γ
(gu)
∂v
∂ν
ds
= −γ−1
[∫
Γ
∂(gu)
∂ν
v ds −
∫
D
(gu)(gv)dR +
∫
D
v
(
2gu
)
dR
]
= γ−1
∫
D
(gu)(gv)dR = γ−1〈u,v〉.
Therefore,
〈
G
()
K u− γ−1u,v
〉 = 0 for all v ∈ K(D),
which implies (3.33). By a similar way, we can prove (b).
(ii) Γ = Γ . We claim that there is no eigenvalue γ = 0. If it is not this case, then there is a
function u in C4(D¯) satisfying
⎧⎨
⎩
2gu = 0 in D,
u = 0 on Γ,
gu = 0 on Γ.
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{
gv = 0 in D,
v = 0 on Γ.
By the maximum principle it follows that v = 0 in D. Thus, we have
{
gu = 0 in D,
u = 0 on Γ,
so that u = 0 in D.
Now, if u is a solution of (3.17) with eigenvalue γ > 0, proceeding as in (i), we can prove that
u ∈N and (3.35) holds. 
Remark 3.10. Each of transformations GK, G

Kd and G

N corresponds to a biharmonic Steklov
problem given by the quadratic forms
〈u,u〉 =
∫
D
|gu|2 dR
and
[u,u] =
∫
Γ

(
∂u
∂ν
)2
ds
and the function classes of K, Kd and N , respectively. The eigenvalues γk and κk of these
biharmonic Steklov problems are given by
γk and κk = 1/μk, k = 1,2,3, . . . . (3.37)
Since 0 is the only limit point of μk , the only possible limit points of γk and κk are +∞.
4. Biharmonic Steklov eigenvalues on an n-dimensional rectangular parallelepiped
Let D = {x ∈ Rn | 0  xi  li , i = 1, . . . , n} with boundary Γ , and let Γ + = {x ∈ Rn | 0 
xi  li when i < n, xn = 0}. Let Γ ln = {x ∈ Rn | 0 xi  li when i < n, xn = ln}. Our first pur-
pose, in this section, is to discuss the biharmonic Steklov eigenvalue problem on n-dimensional
rectangular parallelepiped D:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
2u = 0 in D,
u = 0 on Γ,
∂u
∂ν
= 0 on Γ ln, u = 0 on Γ − (Γ + ∪ Γ ln),
u+ γ ∂u = 0 on Γ + ,  = constant > 0 on Γ + .
(4.1)∂ν
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u = X(x1, . . . , xn−1)Y (xn).
Since
u = (n−1X(x1, . . . , xn−1))Y(xn)+ 2∇X(x1, . . . , xn−1) · ∇Y(xn)
+ (X(x1, . . . , xn−1))Y ′′(xn) = (n−1X(x1, . . . , xn−1))Y(xn)
+ (X(x1, . . . , xn−1))Y ′′(xn)
and
2u = (2n−1X(x1, . . . , xn−1))Y(xn)+ 2(n−1X(x1, . . . , xn−1))Y ′′(xn)
+ (X(x1, . . . , xn−1))Y ′′′′(xn),
where
n−1X(x1, . . . , xn−1) =
n−1∑
i=1
∂2X
∂x2i
,
we find by 2u = 0 that
(
2n−1X(x1, . . . , xn−1)
)
Y(xn)+ 2
(
n−1X(x1, . . . , xn−1)
)
Y ′′(xn)
+ (X(x1, . . . , xn−1))Y ′′′′(xn) = 0,
so that
2n−1X(x1, . . . , xn−1)
X(x1, . . . , xn−1)
+ 2 n−1X(x1, . . . , xn−1)
X(x1, . . . , xn−1)
Y ′′(xn)
Y (xn)
+ Y
′′′′(xn)
Y (xn)
= 0. (4.2)
Differentiating (4.2) with respect to xn, we obtain that
2
n−1X(x1, . . . , xn−1)
X(x1, . . . , xn−1)
[
Y ′′(xn)
Y (xn)
]′
+
[
Y ′′′′(xn)
Y (xn)
]′
= 0.
The above equation holds if and only if
n−1X(x1, . . . , xn−1)
X(x1, . . . , xn−1)
= − [
Y ′′′′(xn)
Y (xn)
]′
2[Y ′′(xn)
Y (xn)
]′ = −η
2, (4.3)
where η2 is a constant. Therefore, we have that
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and
[
Y ′′′′(xn)
Y (xn)
]′
− 2η2
[
Y ′′(xn)
Y (xn)
]′
= 0.
From (4.4), we get
2n−1X(x1, . . . , xn−1) = −η2n−1X(x1, . . . , xn−1) = η4X(x1, . . . , xn−1). (4.5)
Substituting this in (4.2), we obtain the following equation
Y ′′′′(xn)− 2η2Y ′′(xn)+ η4Y(xn) = 0. (4.6)
It is easy to verify that the general solutions of (4.6) have the form:
Y(xn) = A coshηxn +B sinhηxn +Cxn coshηxn +Dxn sinhηxn. (4.7)
By setting Y(0) = Y(ln) = 0, Y ′(0) = 1, Y ′(ln) = 0, we get
Y(xn) =
( −ηl2n
sinh2 ηln − η2l2n
)
sinhηxn +
(
sinh2 ηln
sinh2 ηln − η2l2n
)
xn coshηxn
+
(
ηln − (sinhηln) coshηln
sinh2 ηln − η2l2n
)
xn sinhηxn. (4.8)
It is well known that for the Dirichlet eigenvalue problem
{
n−1X(x1, . . . , xn−1)+ η2X(x1, . . . , xn−1) = 0 in Ω,
u = 0 on ∂{(x1, . . . , xn−1) ∣∣ 0 xi  li , i = 1, . . . , n− 1}, (4.9)
there exist the eigenfunctions
X(x1, . . . , xn−1) = c
(
sin
m1π
l1
x1
)
· · ·
(
sin
mn−1π
ln−1
xn−1
)
, (4.10)
which correspond to the eigenvalues
η2 =
n−1∑(miπ
li
)2
, where mi = 1,2,3, . . . .i=1
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u = (X(x1, . . . , xn−1))Y(xn)
= c
(
sin
m1π
l1
x1
)
· · ·
(
sin
mn−1π
ln−1
xn−1
)[( −ηl2n
sinh2 ηln − η2l2n
)
sinhηxn
+
(
sinh2 ηln
sinh2 ηln − η2l2n
)
xn coshηxn
+
(
ηln − (sinhηln) coshηln
sinh2 ηln − η2l2n
)
xn sinhηxn
]
. (4.11)
Since
Y ′′(0) = 2η
(
ηln − (sinhηln) coshηln
sinh2 ηln − η2l2n
)
and Y ′(0) = 1,
we obtain
(u)|xn=0 =
(
n−1X(x1, . . . , xn−1)
)
Y(0)+ (X(x1, . . . , xn−1))Y ′′(0)
= 2η
(
ηln − (sinhηln) coshηln
sinh2 ηln − η2l2n
)
X(x1, . . . , xn−1),
and
∂u
∂ν
∣∣∣∣
Γ +ρ
= X(x1, . . . , xn−1),
so that
u+ γ ∂u
∂ν
= 0 on Γ +
with
γ = 2ηln
ln
(
(sinhηln) coshηln − ηln
sinh2 ηln − η2l2n
)
.
Our second purpose is to discuss the biharmonic Steklov eigenvalue problem on the n-
dimensional rectangular parallelepiped D:
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
2u = 0 in D,
u = 0 on Γ + , u =
∂u
∂ν
= 0 on Γ ln,
∂u
∂ν
= ∂(u)
∂ν
= 0 on Γ − (Γ + ∪ Γ ln),
u+ ς∂u = 0 on Γ + ,  = constant > 0 on Γ + .
(4.12)∂ν
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form (4.7). According to the boundary conditions of (4.12), we get that the problem (4.12) has
the solutions
u(x) = u(x1, . . . , xn)
= c
(
cos
m1π
l1
x1
)
· · ·
(
cos
mn−1π
ln−1
xn−1
)
Z(xn),
where m1, . . . ,mn−1 are whole numbers, and Z(xn) is given by
Z(xn) =
( −βl2n
sinh2 βln − β2l2n
)
sinhβxn +
(
sinh2 βln
sinh2 βln − β2l2n
)
xn coshβxn
+
(
βln − (sinhβln) coshβln
sinh2 βln − β2l2n
)
xn sinhβxn, (4.13)
β = [∑n−1i=1 (miπ/li)2]1/2 with ∑n−1i=1 mi = 0. Since ∂u∂ν |Γ +ρ = X(x1, . . . , xn−1), (u)|xn=0 =
(X(x1, . . . , xn−1))Z′′(0) and Z′′(0) = 2β(βln−(sinhβln) coshβln
sinh2 βln−β2l2n
), we get u + ς ∂u
∂ν
= 0 on Γ + ,
where
ς = 2βln
ln
(
(sinhβln) coshβln − βln
sinh2 βln − β2l2n
)
.
5. Asymptotic distribution of eigenvalues on special domains
5.1. Counting function A(τ)
In order to obtain our asymptotic formula, it is an effective way to investigate the distribution
of the eigenvalues of the transformation GK (respectively, GKd , GN ) instead of the transforma-
tions G()K (respectively, G
()
Kd , G
()
N ). By (3.11)–(3.13) and (3.37) we obtain
μk = (1 + λk)−1, k = 1,2,3, . . . , (5.1)
where μk denote the k-th eigenvalue of GK or GKd or GN , and 1λk is the k-th eigenvalue of
G
()
K or G
()
Kd or G
()
N . (More precisely, λk = γk for G()K and G()N , and λk = κk for G()Kd .) Since
A(τ) =∑λkτ 1, we have
A(τ) =
∑
μk(1+τ)−1
1. (5.2)
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Let D be an n-dimensional rectangular parallelepiped, gij = δij in the whole of D¯,  =
constant > 0 on one face Γ + of the rectangular parallelepiped and  = 0 on Γ − Γ + , i.e.,
D = {x ∈ Rn | 0 xi  li , i = 1, . . . , n}, Γ + = {x ∈ Rn | 0 xi  li when i < n, xn = 0}, and
Γ00 = Γ ln = {x ∈ Rn | 0 xi  li when i < n, xn = ln}. Without loss of generality, we assume
li < ln for all i < n.
For the above domain D, except for the K(D) and Kd(D) in Section 3, we introduce the
linear space of functions
K0(D) =
{
u
∣∣∣ u ∈ H 10 (D)∩H 2(D)∩C∞(D¯), ∂u∂ν = 0 on Γ00, u = 0 on Γ −
(
Γ + ∪ Γ00
)}
.
Clearly,
K0(D) ⊂ K(D) ⊂ Kd(D). (5.3)
Closing K0, K and Kd with respect to the norm ‖u‖ = √〈u,u〉, we obtain the Hilbert spaces
K0, K and Kd , and
K0 ⊂K ⊂Kd . (5.4)
According to Lemma 3.3, we see that the bilinear functional
[u,v] =
∫
Γ +

∂u
∂ν
∂v
∂ν
ds (5.5)
defines self-adjoint, completely continuous transformations G0, G and Gd on K0, K and Kd ,
respectively (cf. Section 3). Obviously,
〈
G0u,v
〉= 〈Gu,v〉 for all u,v in K0,
〈Gu,v〉 = 〈Gdu,v〉 for all u,v in K,
from which we deduce immediately by Proposition 2.3 that
μ0k  μk  μdk , k = 1,2,3, . . . , (5.6)
where {μ0k} and {μdk } are the eigenvalues of G0 and Gd , respectively. Hence
A0(τ )A(τ)Ad(τ) for all τ, (5.7)
where
A0(τ ) =
∑
μ0(1+τ)−1
1 (5.8)k
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Ad(τ) =
∑
μdk(1+τ)−1
1. (5.9)
We shall estimate the asymptotic behavior of A0(τ ) and Ad(τ). It is easy to verify (cf. Theo-
rems 3.6, 3.7) that the eigenfunctions of the transformations G0 and Gd , respectively, satisfy
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
2u = 0 in D,
u = 0 on Γ,
∂u
∂ν
= 0 on Γ ln, and u = 0 on Γ − (Γ + ∪ Γ ln),
u+ γ ∂u
∂ν
= 0 on Γ + ,  = constant > 0 on Γ + ,
(5.10)
and ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
2u = 0 in D,
u = 0 on Γ + , u =
∂u
∂ν
= 0 on Γ ln,
∂(u)
∂ν
= 0 and u = 0 on Γ − (Γ + ∪ Γ ln),
u+ κ∂u
∂ν
= 0 on Γ + ,  = constant > 0 on Γ + .
(5.11)
As being verified in Section 4, the functions of form
u(x) = c
(
sin
m1π
l1
xl
)
· · ·
(
sin
mn−1π
ln−1
xn−1
)
Y(xn) (5.12)
are the solutions of the problem (5.10), where m1, . . . ,mn−1 are positive integers, and Y(xn) is
given by (4.8). Since the functions in (5.12) have derivatives of any order in D, it follows from
Proposition 3.9 and Theorem 3.4 that they are eigenfunctions of the transformation G0 with
eigenvalues (1 + γ )−1, where
γ = 2ηln
ln
(
(sinhηln) coshηln − ηln
sinh2 ηln − η2l2n
)
, η =
[
n−1∑
i=1
(
miπ
li
)2]1/2
. (5.13)
Note that the normal derivatives
∂u
∂ν
= c
(
sin
m1π
l1
x1
)
· · ·
(
sin
mn−1π
ln−1
xn−1
)
, (5.14)
when m1, . . . ,mn−1 run through all positive integers (see, Section 4), form a complete system
of orthogonal functions in L2(Γ + ). It follows from Proposition 3.5 that if m1, . . . ,mn−1 run
through all positive integers, then the functions (5.12) form an orthogonal basis of the subspace
of K0, spanned by the eigenfunctions of G0, corresponding to positive eigenvalues. That is, when
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through all positive eigenvalues of G0.
Similarly, for the problem (5.11), the eigenfunctions {uk} of the operator Gd on Kd , corre-
sponding to non-zero eigenvalues, form an orthogonal basis of the subspace of Kd . The non-zero
eigenvalues of Gd are μdk = (1 + κk)−1, where κk is the k-th Steklov eigenvalue of (5.11).
In order to give the upper bound estimate of Ad(τ), we further introduce the following Steklov
eigenvalue problem
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
2u = 0 in D,
u = 0 on Γ + , u =
∂u
∂ν
= 0 on Γ ln,
∂u
∂ν
= 0 and ∂(u)
∂ν
= 0 on Γ − (Γ + ∪ Γ ln),
u+ ς∂u
∂ν
= 0 on Γ + ,  = constant > 0 on Γ + .
(5.15)
Let ςk be the k-th eigenvalue of (5.15). By Theorem 3.8, we have
ςk  κk for all k  1. (5.16)
We define
μ
f
k =
1
1 + ςk , A
f (τ) =
∑
μ
f
k(1+τ)−1
1. (5.17)
It follows from (5.16) and (5.17) that
Ad(τ)Af (τ) for all τ. (5.18)
We know (cf. Section 4) that the problem (5.15) has the solutions of form
u(x) = c
(
cos
m1π
l1
x1
)
· · ·
(
cos
mn−1π
ln−1
xn−1
)
Z(xn), (5.19)
where m1, . . . ,mn−1 are non-negative integers with
∑n−1
i=1 mi = 0, and Z(xn) is given by (4.13).
This implies that if m1, . . . ,mn−1 run through all non-negative integers with
∑n−1
i=1 mi = 0, then
ς = 2βln
ρln
(
(sinhβln) coshβln − βln
sinh2 βln − β2l2n
)
, β =
[
n−1∑
i=1
(
miπ
li
)2]1/2
(5.20)
runs throughout all eigenvalues of problem (5.15).
We first compute the asymptotic behavior of Af (τ). By (5.17), (5.20) and the argument as
on p. 44 of [52] or p. 373 of [7] or pp. 51–53 of [41], Af (τ) = the number of (n − 1)-tuples
(m1, . . . ,mn−1) satisfying the inequality
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ln
(
(sinhβln) coshβln − βln
sinh2 βln − β2l2n
)
 τ, (5.21)
where m1, . . . ,mn−1 are non-negative integers with
∑n−1
i=1 mi = 0. By setting
t (s) = 2s
(
(sinh s) cosh s − s
sinh2 s − s2
)
, (5.22)
we see that
lim
s→+∞ t (s)/s = 2.
We claim that for all s  1,
t ′(s) = 2
[−3s(sinh2 s)+ 3s2(sinh s) cosh s + (sinh3 s) cosh s − s3(sinh2 s + cosh2 s)
(sinh2 s − s2)2
]
> 0.
In fact, let
θ(s) = −3s(sinh2 s)+ 3s3(sinh s) cosh s + (sinh3 s) cosh s − s3(sinh2 s + cosh2 s).
Then
θ(1) > 0, and
θ ′(s) = −3(sinh2 s)− 4s3(sinh s) cosh s + 3(sinh2 s) cosh2 s + sinh4 s
= 4(sinh s)[sinh3 s − s3 cosh s]> 0 for s  1.
This implies that θ(s) > 0 for s  1. Thus, the function t (s) is increasing in [1,+∞). Denote by
s = h(t) the inverse of function t (s) for s  1. Then
lim
t→+∞
h(t)
t
= 1
2
.
Furthermore, we can easily check that
h(t) ∼ t
2
+O(1) as t → +∞. (5.23)
Note that, for s  1, the inequality t (s) t is equivalent to s  h(t). Hence (5.21) is equivalent
to
βln  h(lnτ ),
which can be written as
n−1∑
(mi/ li)
2 
[
1
πln
h(lnτ )
]2
, mi = 0,1,2, . . . . (5.24)i=1
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n−1∑
i=1
(zi/ li)
2 
[
1
πln
h(lnτ )
]2
.
Since Af (τ) + 1 just is the number of those (n − 1)-dimensional unit cubes of the z-space that
have corners whose coordinates are non-negative integers in the ellipsoid (see, VI. §4 of [7]).
Hence Af (τ) + 1 is the sum of the volumes of these cubes. Let V (τ) denote the volume and
T (τ) the area of the part of the ellipsoid situated in the positive octant zi  0, i = 1, . . . , n − 1.
Then
V (τ)Af (τ)+ 1 V (τ)+ (n− 1) 12 T (τ), (5.25)
where (n− 1) 12 is the diagonal length of the unit cube (see, [7] or [41]). Since
V (τ) = ωn−12−(n−1)l1 · · · ln−1
[
h(lnτ )
πln
](n−1)
,
by (5.23), we get that
V (τ) ∼ ωn−1(4π)−(n−1)l1 · · · ln−1n−1τn−1 +O
(
τn−2
)
as τ → +∞. (5.26)
Note that
T (τ) ∼ constant · τn−2. (5.27)
It follows that
lim
τ→+∞
Af (τ)
τn−1
= ωn−1(4π)−(n−1)l1 · · · ln−1n−1,
i.e.,
Af (τ) ∼ ωn−1
(4π)n−1
∣∣Γ + ∣∣n−1τn−1 as τ → +∞, (5.28)
where |Γ + | denotes the area of the face Γ + .
Next, we consider A0(τ ). Similarly,
2ηln
ln
(
(sinhηln) coshηln − ηln
sinh2 ηln − η2l2n
)
 τ, (5.29)
is equivalent to
ηln  h(lnτ ),
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n−1∑
i=1
[mi/li]2 
(
h(lnτ )
πln
)2
, mi = 1,2,3, . . . .
Similar to the argument for Af (τ), we find (see also, [26] or §4 of [7]) that
#
{
(m1, . . . ,mn−1)
∣∣∣ n−1∑
i=1
(
mi
li
)2

(
h(lnτ )
πln
)2
, mi = 1,2,3, . . .
}
∼ ωn−1
(4π)n−1
∣∣Γ + ∣∣n−1τn−1 as τ → +∞,
i.e.,
lim
τ→+∞
A0(τ )
τn−1
= ωn−1
(4π)n−1
∣∣Γ + ∣∣n−1. (5.30)
Noting that  = 0 on Γ − Γ + , by (5.7), (5.18), (5.28) and (5.30), we have
A(τ) ∼ ωn−1τ
n−1
(4π)n−1
∫
Γ
n−1 ds as τ → +∞. (5.31)
5.3. A cylinder D whose base is an n-polyhedron of Rn−1 having n− 1 orthogonal plane
surfaces and gij = δij
Lemma 5.1. Let D(r) = Γ (r) × [0, ln], r = 1,2, where Γ (1) = {(x1, . . . , xn−1) ∈ Rn−1 | xi  0
for 1 i  n− 1, and ∑n−1i=1 xili  1}, and Γ (2) is an (n− 1)-dimensional cube with side length
l = max1in−1 li . Assume that Γ (r)00 = Γ (r) × {ln}, r = 1,2. Assume also that  is a positive
constant on Γ (r) , r = 1,2. If l < ln, then
ς
f
k
(
D(1)
)
 ςfk
(
D(2)
) for k = 1,2,3, . . . , (5.32)
where ςfk (D(r)) (similar to ς of (3.29) in Theorem 3.8) is the k-th Steklov eigenvalue for the
domain D(r).
Proof. Let v(r)k be the k-th Neumann eigenfunction corresponding to α
(r)
k for the (n − 1)-
dimensional domain Γ (r) (r = 1,2), i.e.,
⎧⎪⎨
⎪⎩
v
(r)
k + α(r)k v(r)k = 0 in Γ (r) ,
∂v
(r)
k = 0 on ∂Γ (r) .
(5.33)
∂ν
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u
(r)
k (x) =
(
v
(r)
k (x1, . . . , xn−1)
)(
Z(r)(xn)
)
in D(r),
where Z(r)(xn) is as in (4.13) with β being replaced by
√
α
(r)
k . It is easy to verify that u
(r)
k (x)
satisfies
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2u(r)k = 0 in D(r),
u
(r)
k = 0 on Γ (r) ,
u
(r)
k =
∂u
(r)
k
∂ν
= 0 on Γ (r)00 ,
∂u
(r)
k
∂ν
= ∂(u
(r)
k )
∂ν
= 0 on ∂D(r) − (Γ (r) ∪ Γ (r)00 ),
u
(r)
k + ςfk
(
D(r)
)

∂u
(r)
k
∂ν
= 0 on Γ (r) ,
(5.34)
with
ς
f
k
(
D(r)
)= 2
√
α
(r)
k ln
ln
(
(sinh
√
α
(r)
k ln) cosh
√
α
(r)
k ln −
√
α
(r)
k ln
sinh2
√
α
(r)
k ln − α(r)k l2n
)
. (5.35)
It follows from pp. 437–438 of [7] that the k-th Neumann eigenvalue α(1)k for the domain Γ
(1)

is at least as large as the k-th Neumann eigenvalue α(2)k for the domain Γ
(2)
 . Recalling that
2s( (sinh s) cosh s−s
sinh2 s−s2 ) is increasing when s  1, we get
ς
f
k
(
D(1)
)
 ςfk
(
D(2)
)
, k = 1,2,3, . . .
if l < ln. Here we have used the fact that
√
α
(2)
k ln  1 since any Neumann eigenvalue for Γ
(2)
 has
the form
∑n−1
i=1 (
miπ
l
)2. In other words, if l < ln, then the number Af (τ) of eigenvalues less than
or equal to a given bound τ for the domain D(1) is at most equal to the corresponding number of
eigenvalues for the domain D(2). 
Similarly, we can easily verify that the number Af (τ) of eigenvalues less than or equal to a
given bound τ for an arbitrary n-dimensional rectangular parallelepiped D is never larger than
the corresponding number for an n-dimensional rectangular parallelepiped of the same height
with its base an (n − 1)-dimensional cube whose side length is at least equal to the largest side
length of the base of D.
5.4. D is a cylinder and gij = δij
Let D be an open n-dimensional cylinder in Rn, whose boundary consists of an (n − 1)-
dimensional cylindrical surface and two parallel plane surfaces perpendicular to the cylindrical
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surfaces, which we call Γ + , and that  is positive constant on Γ + and vanishes on Γ − Γ + .
We let the plane surface Γ + be situated in the plane xn = 0 and let another parallel surface
Γ ln be situated in the plane {x ∈ Rn | xn = ln}. We now divide the plane xn = 0 into a net
of (n − 1)-dimensional cubes, whose faces are parallel to the coordinate-planes in xn = 0. Let
Γ1, . . . ,Γp be those open cubes in the net, closure of which are entirely contained in Γ + , and
let Qp+1, . . . ,Qq be the remaining open cubes, whose closure intersect Γ + . We may let the
subdivision into cubes be so fine that, for every piece of the boundary of Γ + which is contained
in one of the closure cubes, the direction of the normal varies by less than a given angle ϑ , whose
size will be determined later. (This can be accomplished by repeated halving of the side of cube.)
We can make the side length l of each cube be less than ln. Furthermore, let Dj (j = 1, . . . , p)
be the open n-dimensional rectangular parallelepiped with the cube Γj as a base and otherwise
bounded by the “upper” plane surface Γ ln of the cylinder D¯ and planes parallel to the coordinate-
planes x1 = 0, . . . , xn−1 = 0 (cf. [41]).
We define the linear spaces of functions
K =
{
u
∣∣∣ u ∈ H 10 (D)∩H 2(D), ∂u∂ν = 0 on Γ ln
}
,
K0j =
{
uj
∣∣∣ uj ∈ H 10 (Dj )∩H 2(Dj )∩C∞(D¯j ), ∂uj∂ν = 0 on Γ lnj , and
uj = 0 on ∂Dj −
(
Γj ∪ Γ lnj
)}
(j = 1, . . . , p)
with the inner products
〈u,v〉 =
∫
D
(u)(v)dR +
∫
Γ

∂u
∂ν
∂v
∂ν
ds for u,v ∈ K,
〈uj , vj 〉j = 〈uj , vj 〉j + [uj , vj ]j =
∫
Dj
(uj )(vj ) dR +
∫
Γj

∂uj
∂ν
∂vj
∂ν
ds for uj , vj ∈ K0j ,
respectively. Closing K and K0j with respect to the norms ‖u‖ =
√〈u,u〉 and ‖uj‖j =√〈uj ,uj 〉j , we obtain the Hilbert spaces K and K0j (j = 1, . . . , p), respectively. Clearly, the
bilinear functionals
[u,v] =
∫
Γ

∂u
∂ν
∂v
∂ν
ds,
[uj , vj ]j =
∫
Γj

∂uj
∂ν
∂vj
∂ν
ds (j = 1, . . . , p),
define self-adjoint, completely continuous transformations G and G0 on K and K0 byj j
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G0j uj , vj
〉
j
= [uj , vj ]j for uj and vj in K0j , (5.37)
respectively. By defining a space
K0 =
p∑
j=1
⊕K0j =
{
u0
∣∣ u0 = u1 + · · · + up, uj ∈K0j}
with its inner product
〈
u0, v0
〉= p∑
j=1
〈uj , vj 〉j , (5.38)
we find that the space K0 becomes a Hilbert space. If we define the transformation G0 on K0 by
G0u0 = G01u1 + · · · +G0pup for u0 = u1 + · · · + up in K0, (5.39)
we see that G0 is a self-adjoint, completely continuous transformation on K0. If we put
[
u0, v0
]= p∑
j=1
[uj , vj ]j , (5.40)
we find by (5.37)–(5.40) that
〈
G0u0, v0
〉= [u0, v0] for all u0 and v0 in K0. (5.41)
Let us define a mapping of K0 into K. Let u0 = u1 + · · · + up , uj ∈ H 0j , be an element of K0
and define
u = Π0u0, (5.42)
where u(x) = uj (x), when x ∈ D¯j , and u(x) = 0, when x ∈ D¯ −⋃pj=1 D¯j . Clearly u ∈ K and
thus (5.42) defines a transformation Π0 of K01 ⊕ · · · ⊕K0p into K. It is readily seen that
[
Π0u0,Π0v0
]= [u0, v0] for all u0 and v0 in K0, (5.43)
and
〈
G0u0, v0
〉= 〈GΠ0u0,Π0v0〉 for all u0 and v0 in K0. (5.44)
By (5.43) and (5.44), we find by applying Proposition 2.3 that
μ0  μk for k = 1,2,3, . . . .k
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A0(τ )A(τ). (5.45)
The definition of G0 implies that
G0K0j ⊂K0j (j = 1, . . . , p), (5.46)
and
G0u0 = G0j u0, when u0 ∈K0j . (5.47)
From (5.40), (5.41), (5.46), (5.47) and Proposition 2.4, we obtain
A0(τ ) =
p∑
j=1
A0j (τ ), (5.48)
where A0j (τ ) is the number of eigenvalues of the transformation G
0
j on K0j which are greater or
equal to (1 + τ)−1. Because D¯j (j = 1, . . . , p) is an n-dimensional rectangular parallelepiped
we find by (5.30) that
A0j (τ ) ∼ ωn−1(4π)−(n−1)|Γj |n−1τn−1 as τ → +∞, (5.49)
where |Γj | denotes the area of the face Γj of Dj . By (5.48) and (5.49) we infer that
A0(τ ) ∼ ωn−1(4π)−(n−1)
p∑
j=1
|Γj |n−1τn−1 as τ → +∞. (5.50)
Next, we shall calculate the upper estimate of A(τ). Let P¯j (j = p + 1, . . . , q) be the n-
dimensional rectangular parallelepiped with the cube Q¯j as a base and otherwise bounded by
the “upper” plane surface Γ ln of the cylinder D¯ and planes parallel to the coordinate-planes
x1 = 0, . . . , xn−1 = 0. The intersection P¯j ∩ D¯ is a cylinder D¯j (j = p + 1, . . . , q), with Γ¯j :=
Q¯j ∩ Γ¯ + as a base. Obviously
D¯ =
q∑
j=1
D¯j . (5.51)
We first define the linear spaces of functions
Kd =
{
u
∣∣∣ u ∈ H 2(D), u = 0 on Γ, u = ∂u
∂ν
= 0 on Γ ln
}
,
Kdj =
{
uj
∣∣∣ uj ∈ H 2(Dj ), uj = 0 on Γj , uj = ∂uj = 0 on Γ lnj
}
(j = 1, . . . , q)
∂ν
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〈u,v〉 =
∫
D
(u)(v)dR +
∫
Γ

∂u
∂ν
∂v
∂ν
ds, (5.52)
and
〈uj , vj 〉j =
∫
Dj
(uj )(vj ) dR +
∫
Γj

∂uj
∂ν
∂vj
∂ν
ds, (5.53)
respectively. Closing Kd and Kdj with respect to the norms ‖u‖ =
√〈u,u〉 and ‖uj‖j =√〈uj ,uj 〉j , we obtain Hilbert spaces Kd and Kdj (j = 1, . . . , q), and then we define the Hilbert
space
Kd =
q∑
j=1
⊕Kdj =
{
ud
∣∣ ud = u1 + · · · + uq, uj ∈Kdj } (5.54)
with its inner product
〈
ud, vd
〉= q∑
j=1
〈uj , vj 〉j . (5.55)
The bilinear functional
[uj , vj ]j =
∫
Γj

∂uj
∂ν
∂vj
∂ν
ds (j = 1, . . . , q) (5.56)
defines a self-adjoint, completely continuous transformation Gdj on Kdj given by
〈
Gdj uj , vj
〉
j
= [uj , vj ]j for all uj and vj in Kdj . (5.57)
The self-adjoint, completely continuous transformation Gd on Kd is defined by
Gdud = Gd1u1 + · · · +Gdquq for ud = u1 + · · · + uq in Kd . (5.58)
With
[
ud, vd
]= q∑
j=1
[uj , vj ]j , (5.59)
we find by (5.55), (5.57)–(5.59) that
〈
Gdud, vd
〉= [ud, vd] for all ud and vd in Kd . (5.60)
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ud = Πu = u1 + · · · + uq,
where uj (x) = u(x), when x ∈ D¯j . It can be easily verified that
〈Πu,Πv〉 = 〈u,v〉 for all u and v in K, (5.61)
and
〈Gu,v〉 = 〈GdΠu,Πv〉 for all u and v in K. (5.62)
From (5.61)–(5.62), with the aid of Proposition 2.3, we obtain
μk  μdk for k = 1,2,3, . . . ,
and hence
A(τ)Ad(τ). (5.63)
By GdKdj ⊂Kdj (j = 1, . . . , q), and Gdud = Gdj ud when ud ∈Kdj , we get
Ad(τ) =
q∑
j=1
Adj (τ ), (5.64)
where Adj (τ ) is the number of eigenvalues of the transformation G
d
j on Kdj which are greater
than or equal to (1 + τ)−1. Further, we define Afj (τ ) similar to (5.15) and (5.17), i.e.,
A
f
j (τ ) =
∑
μ
f
k(1+τ)−1
1 with μfk =
1
1 + ςk ,
where ςk is the k-th Steklov eigenvalue of the following problem
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
2uj = 0 in Dj,
uj = 0 on Γj , uj = ∂uj
∂ν
= 0 on Γ lnj ,
∂uj
∂ν
= ∂(uj )
∂ν
= 0 on ∂Dj −
(
Γj ∪ Γ lnj
)
,
uj + ς∂uj
∂ν
= 0 on Γj ,  = constant > 0 on Γ + .
From Theorem 3.8, it follows that
ςk  κk for all k  1,
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Adj (τ )A
f
j (τ ) for all τ and j = 1, . . . , q, (5.65)
where 11+κk is the k-th eigenvalue of the transformation G
d
j . Since D¯j (j = 1, . . . , p) is an n-
dimensional rectangular parallelepiped, we find from (5.28) that
A
f
j (τ ) ∼ ωn−1(4π)−(n−1)|Γj |n−1τn−1 (j = 1, . . . , p). (5.66)
It remains to estimate Afj (τ ) (j  p + 1). According to the argument on pp. 438–440 of [7],
each of the (n−1)-dimensional domains Γj is bounded either by n−1 orthogonal plane surfaces
of the partition (the diameter of the intersection of any two plane surfaces lies between l and 3l),
and an (n − 2)-dimensional surface of the boundary (see, in two-dimensional case, Fig. 5 on
p. 439 of [7]), or by 2n − 3 orthogonal plane surfaces of the partition (the diameter of the in-
tersection of any two plane surfaces lies between l and 3l), and a surface of the boundary ∂Γ
(see, in two-dimensional case, Fig. 6 on p. 439 of [7]). The number q − p is evidently smaller
than a constant C/ln−2, where C is independent of l and depends essentially on the area of the
boundary ∂Γ . Now, we take any point on the boundary surface of Γj and take the tangent plane
through it. This tangent plane together with the plane parts of ∂Γj bounds an n-polyhedron of
R
n−1 with a vertex at which n− 1 orthogonal plane surfaces meet (see, Fig. 5 on p. 439 of [7] in
two dimensions), e.g., if ϑ is sufficiently small it forms an (n− 1)-dimensional n-polyhedron of
R
n with a vertex having n− 1 orthogonal plane surfaces (the diameter of the intersection of any
two plane surfaces is also smaller than 4l), or else an (n− 1)-dimensional 2(n− 1)-polyhedron
of Rn−1 (see, Fig. 6 on p. 439 of [7] in two-dimensional case), the diameter of the intersection of
any two plane surfaces (except for the top inclined plane surface) of the 2(n− 1)-polyhedron is
also smaller than 4l; the shape of the result domain depends on the type to which Γ¯j belongs. We
shall denote the result domains by S′j . The domain Γj can always be deformed into the domain
S′j by a transformation of the form (2.1), as defined in Section 2. In the case of domains of the
first type, let the intersection point of n − 1 orthogonal plane surfaces be the pole of a system
of pole coordinates r , θ1, θ2, . . . , θn−2, and let r = f (θ1, θ2, . . . , θn−2) be the equation of the
boundary surface of Γ , r = h(θ1, θ2, . . . , θn−2) the equation of the inclined plane surface of the
n-polyhedron of Rn−1 having a vertex of n− 1 orthogonal plane surfaces. Then the equations
θ ′1 = θ1, θ ′2 = θ2, . . . , θ ′n−2 = θn−2, r ′ = r
h(θ1, θ2, . . . , θn−2)
f (θ1, θ2, . . . , θn−2)
represent a transformation of the domain Γj into the n-polyhedron S′j of Rn−1. For a domain of
the second type, let xn−1 = h(x1, . . . , xn−2) be the equation of top plane surface of the 2(n− 1)-
polyhedron and let xn−1 = f (x1, . . . , xn−2) be the equation of the boundary surface of Γ . We
then consider the transformation
x′1 = x1, . . . , x′n−2 = xn−2, x′n−1 = xn−1
h(x1, . . . , xn−2)
f (x1, . . . , xn−2)
.
If we assume that the side length l of cube in the partition is sufficiently small, and therefore
the rotation of the normal on the boundary surface is taken sufficiently small, then the transfor-
mations considered here evidently have precise the form (2.1), and the quantity denoted by  in
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exists a number δ > 0 depending on  and approaching zero with , such that
∣∣∣∣αk(S
′
j )
αk(Γj )
− 1
∣∣∣∣< δ uniformly for all k,
where αk(Γj ) and αk(S′j ) are the k-th Neumann eigenvalues of Γj and S′j , respectively. Accord-
ing to the argument as in the proof of Lemma 5.1 (i.e., (5.35)), we see that
ς
f
k (Ej ) =
1
ln
t
(
ln
√
αk(Γj )
)
, ς
f
k
(
E′j
)= 1
ln
t
(
ln
√
αk
(
S′j
))
,
where t (s) is given by (5.22), and ςfk (Ej ) and ςfk (E′j ) (similar to ς of (3.29)) are the k-th
Steklov eigenvalue for the n-dimensional domains Ej = Γj × [0, ln] and E′j = S′j × [0, ln],
respectively. Recalling that the function t = t (s) is continuous and increasing for s  1, we get
that there exists a constant δ′ > 0 depending on  approaching zero with , such that
∣∣∣∣ς
f
k (E
′
j )
ς
f
k (Ej )
− 1
∣∣∣∣< δ′.
In other words, the corresponding k-th Steklov eigenvalues for the n-dimensional domains Ej =
Γj × [0, ln] and E′j = S′j × [0, ln] differ only by a factor which itself differs by a small amount
from 1, uniformly for all k. Therefore, the same is true also for the corresponding numbers
A
f
Ej
(τ ) and Af
E′j
(τ ) of the eigenvalues less or equal to the bound τ .
The domain E′j is either a cylinder whose base is an n-polyhedron of Rn−1 having n − 1
orthogonal plane surfaces with its largest side length smaller than 4l or a cylinder whose base
is a combination of such an n-polyhedron of Rn−1 and an (n − 1)-dimensional cube with sides
smaller than 3l; it follows from the estimates for E′j (cf. (5.25)–(5.27)) and Lemma 5.1 that if l
is taken sufficiently small, the number AfEj (τ ) from some τ on satisfies the inequality
A
f
Ej
(τ ) < C1l
n−1τn−1 +C2ln−2τn−2
where C1, C2 are constants, to be chosen suitably. Thus, AfEj (τ ) can be written as A
f
Ej
(τ ) =
θ(C3ln−1τn−1 + C4ln−2τn−2), where θ denotes a number between −1 and +1 and C3, C4 are
constants independent of l, j and τ . It follows that
q∑
j=p+1
A
f
Ej
(τ ) = τn−1
[
θC3(q − p)ln−1 + θC4(q − p)ln−2 1
τ
]
.
As pointed out before, (q − p)ln−2 <C; therefore, for sufficiently small l, (q − p)ln−1 is arbi-
trarily small and we have the asymptotic relation
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τ→+∞
q∑
j=p+1
A
f
Ej
(τ )
τn−1
=  (l), (5.67)
where  (l) → 0 as l → 0. For, we may choose the quantity l arbitrarily, and by taking a suffi-
ciently small fixed l, make the factors of τn−1 in the previous equalities arbitrarily close to zero
for sufficiently large τ . Since
AdEj (τ )A
f
Ej
(τ ) for j = p + 1, . . . , q, (5.68)
we get
lim
τ→+∞
∑q
j=p+1 A
d
Ej
(τ )
τn−1
 lim
τ→+∞
∑q
j=p+1 A
f
Ej
(τ )
τn−1
=  (l). (5.69)
From (5.45), (5.50), (5.63), (5.65), (5.66), (5.67), (5.68) and (5.69), we obtain
ωn−1(4π)−(n−1)n−1
p∑
j=1
|Γj | lim
τ→∞
A(τ)
τn−1
 lim
τ→∞
A(τ)
τn−1

(
ωn−1(4π)−(n−1)n−1
p∑
j=1
|Γj |
)
+ (l). (5.70)
Letting l → 0, we immediately see that ∑pj=1 |Γj | tends to the area |Γ| of Γ and
liml→0  (l) = 0. Therefore, (5.70) gives
A(τ) ∼ ωn−1
(4π)n−1
∣∣Γ + ∣∣n−1τn−1 as τ → +∞, (5.71)
or
A(τ) ∼ ωn−1τ
n−1
(4π)n−1
∫
Γ
n−1 ds as τ → +∞. (5.72)
Remark 5.2. In the above argument, we first made the assumption that the boundary ∂Γ of Γ
was smooth. However, the corresponding discussion and result remain essentially valid if ∂Γ is
composed of a finite number of (n− 2)-dimensional smooth surfaces.
6. Proofs of main results
Lemma 6.1. Let gij and g′ij be two metric tensors on manifold M such that
∣∣gij − g′ ij ∣∣< , i, j = 1, . . . , n (6.1)
and
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∣∣∣∣ 1√|g| ∂∂xi
(√|g|gij )− 1√|g′|
∂
∂xi
(√∣∣g′∣∣g′ ij )∣∣∣∣ , i, j = 1, . . . , n (6.2)
for all points in D¯, where D is a bounded domain in M. Let
μ1  μ2  · · · μn  · · · > 0 and μ′1  μ′2  · · · μ′n  · · · > 0
be positive eigenvalues of G and G′, respectively, where G and G′ are given by
〈Gu,v〉 =
∫
Γ

∂u
∂ν
∂v
∂ν
ds, for u and v in K,
〈
G′u,v
〉′ = ∫
Γ

∂u
∂ν
∂v
∂ν
ds′, for u and v in K′.
Then
(1 + M˜)−(n+1)/2(max{(1 + M), (1 + M˜)(n+1)/2})−1μk  μ′k
 (1 + M˜)(n+1)/2(min{(1 − M), (1 + M˜)−(n+1)/2})−1μk, for k = 1,2,3, . . . , (6.3)
where M˜ and M are constants depending only on g, g′, ∂gij
∂xl
,
∂gij
∂xl
,
∂g′ij
∂xl
,
∂g′ ij
∂xl
and D¯.
Proof. It follows from (6.1) that there exists a positive constant M˜ independent of  and depend-
ing only on gij , g′ ij and D¯ such that
(1 + M˜)−1
n∑
i,j=1
gij ti tj 
n∑
i,j=1
g′ ij ti tj  (1 + M˜)
n∑
i,j=1
gij ti tj
for all points in D¯ and all real numbers t1, . . . , tn. Thus we have
(1 + M˜)−n/2√|g|√∣∣g′∣∣ (1 + M˜)n/2√|g|,
which implies (see pp. 64–65 of [41]) that
(1 + M˜)−n/2 dR  dR′  (1 + M˜)n/2 dR
and
(1 + M˜)−(n+1)/2 ds  ds′  (1 + M˜)(n+1)/2 ds.
Thus
(1 + M˜)−(n+1)/2[u,u] [u,u]′  (1 + M˜)(n+1)/2[u,u]. (6.4)
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ωij = g′ ij − gij , θij = 1√|g′|
∂
∂xi
(√∣∣g′∣∣g′ ij )− 1√|g| ∂∂xi
(√|g|gij ),
we immediately see that
max
x∈D¯
|ωij |  and max
x∈D¯
|θij | .
Thus, for any u ∈K0(D) or u ∈Kd(D), we have
g′u =
n∑
i,j=1
(
ωij + gij
) ∂2u
∂xi∂xj
+
n∑
i,j=1
[
θij + 1√|g|
∂
∂xi
(√|g|gij )] ∂u
∂xj
,
so that
g′u−gu =
n∑
i,j=1
[
ωij
∂2u
∂xi∂xj
+ θij ∂u
∂xj
]
.
It follows that
|g′u−gu| 
(
M1
∣∣∇2gu∣∣+M2|∇gu|),
where |∇2gu|2 is defined in an invariant ways as
∣∣∇2gu∣∣2 = ∇ l∇ku∇l∇ku = gplgkq
(
∂2u
∂xk∂xl
− Γ mkl
∂u
∂xm
)(
∂2u
∂xp∂xq
− Γ rpq
∂u
∂xr
)
,
and M1 and M2 are constants depending only on g, g′,
∂gij
∂xl
,
∂gij
∂xl
,
∂g′ij
∂xl
,
∂g′ ij
∂xl
and D¯. Thus,
∫
D
|g′u−gu|2 dR  22
(
M21
∫
D
∣∣∇2gu∣∣2 dR +M22
∫
D
|∇gu|2 dR
)
. (6.5)
Note also (see, Sections 2, 5) that Λ01(D)Λd1(D), where
Λ01(D) = inf
v∈K0(D), ∫D |∇gv|2 dR=1
∫
D
|gv|2 dR∫
D
|∇gv|2 dR , (6.6)
Λd1(D) = inf
v∈Kd(D), ∫ |∇ v|2 dR=1
∫
D
|gv|2 dR∫ |∇ v|2 dR , (6.7)
D g D g
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Θ01 (D) = inf
v∈K0(D), ∫D |∇2gv|2 dR=1
∫
D
|gv|2 dR∫
D
|∇2gv|2 dR
, (6.8)
Θd1 (D) = inf
v∈Kd(D), ∫D |∇2gv|2 dR=1
∫
D
|gv|2 dR∫
D
|∇2gv|2 dR
. (6.9)
Clearly, Θ01 (D)  Θd1 (D). As in the proofs of Lemmas 2.1, 2.2, it is easy to prove the exis-
tence of the minimizers to (6.7) and (6.9), respectively. Therefore, we have that Λd1(D) > 0 and
Θd1 (D) > 0. (Suppose by contradiction that Λd1(D) = 0 and Θd1 (D) = 0. Then gu = 0 in D
for the corresponding minimizer u ∈ Kd(D) in both cases. By applying Holmgren’s uniqueness
theorem for the minimizer u ∈ Kd(D) in both cases, we immediately see that u ≡ 0 in D. This
contradicts the assumption
∫
D
|∇gu|2 dR = 1 or
∫
D
|∇2gu|2 dR = 1 for the minimizer u ∈ Kd(D)
in the corresponding cases.) Combining these inequalities, we obtain
∫
D
|g′u−gu|2 dR  22
(
M21
Θ01 (D)
+ M
2
2
Λ01(D)
)∫
D
|gu|2, for u ∈ K0(D)
and
∫
D
|g′u−gu|2 dR  22
(
M21
Θd1 (D)
+ M
2
2
Λd1(D)
)∫
D
|gu|2 for u ∈ Kd(D).
Thus we have that, for all u ∈ K0(D) or u ∈ Kd(D),
(1 − M)
∫
D
|gu|2 dR 
∫
D
|g′u|2 dR  (1 + M)
∫
D
|gu|2 dR,
where M is a constant depending only g, g′, ∂gij
∂xl
,
∂gij
∂xl
,
∂g′ij
∂xl
,
∂g′ ij
∂xl
and D¯. That is,
(1 − M)〈u,u〉  〈u,u〉′  (1 + M)〈u,u〉. (6.10)
By (6.4) and (6.10) we obtain that, for all u ∈ K0(D) or u ∈ Kd(D),
(1 + M˜)−(n+1)/2[u,u]
(max{(1 + M), (1 + M˜)(n+1)/2})(〈u,u〉 + [u,u])
 [u,u]
′
〈u,u〉′ + [u,u]′ 
(1 + M˜)(n+1)/2[u,u]
(min{(1 − M), (1 + M˜)−(n+1)/2})(〈u,u〉 + [u,u]) ,
which implies (6.3). 
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elementary sense of the term; the length of any line in Γ˜ is to the corresponding length in Γ as
h to 1), and let Γ00 = Γ × {σ } and Γ˜00 = Γ˜ × {hσ }. It is easy to verify that
Λd1(D˜) = h−2Λd1(D), Θd1 (D˜) = Θd1 (D),
where D = Γi × [0, σ ], D˜ = Γ˜ × [0, hσ ], and Λd1(D) and Θd1 (D) are defined as in (6.7) and
(6.9), respectively.
Lemma 6.3. Let G and G′ be the continuous linear transformations defined by
〈Gu,v〉 =
∫
Γ

∂u
∂ν
∂v
∂ν
ds for u and v in K0(D) or Kd(D)
and
〈
G′u,v
〉′ = ∫
Γ
′ ∂u
∂ν
∂v
∂ν
ds for u and v in K0(D) or Kd(D),
respectively. Let
μ1  μ2  · · · μk  · · ·> 0 and μ′1  μ′2  · · · μ′k  · · ·> 0
be the positive eigenvalues of G and G′, respectively. If  ′, then
μk  μ′k for k = 1,2,3, . . . . (6.11)
Proof. Since  ′, we see that for any u ∈ K0(D) or Kd(D),
〈Gu,u〉
〈u,u〉 =
∫
Γ
( ∂u
∂ν
)2 ds
〈u,u〉 + ∫
Γ
( ∂u
∂ν
)2 ds

∫
Γ
′( ∂u
∂ν
)2 ds
〈u,u〉 + ∫
Γ
′( ∂u
∂ν
)2 ds
= 〈G
′u,u〉′
〈u,u〉′ ,
which implies (6.11). 
Proof of Theorem 1.1. (a) First, let (M, g) be a real analytic Riemannian manifold, and let the
boundary ∂Ω of Ω be real analytic. We divide the domain Ω¯ into subdomains in the following
manner. It is clear that the boundary ∂Ω of the domain Ω is the union of a finite number of
closed pieces Γ¯1, . . . , Γ¯p (without common inner point on the surface). Let U be a coordinate
neighborhood which contains Γ¯j , let xi = xi(Q) and ai = ai(νQ) be the coordinates of a point
Q in Γ¯j and the interior Riemannian normal νQ at Q, respectively. We define the subdomain Dj
and surface Γ σj by
Dj =
{
P
∣∣ x(P ) = x(Q)+ ξna(νQ), Q ∈ Γj , 0 < ξn < σ}
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Γ σj =
{
P
∣∣ x(P ) = x(Q)+ σa(νQ), Q ∈ Γj},
where σ is a positive constant. The closure of Dj is
D¯j =
{
P
∣∣ x(P ) = x(Q)+ ξna(νQ), Q ∈ Γ¯j , 0 ξn  σ}. (6.12)
By the assumption, each Γ¯j , which is contained in a coordinate neighborhood, can be represented
by equations
xi = ψi(ξ1, . . . , ξn−1) (6.13)
with real analytic functions ψi , i.e., it is the imagine of the closure Υ¯j of an open domain Υj of
R
n−1
. Hence, if σ is sufficiently small, the definitions have a sense and the formula
x(P ) = x(Q)+ ξna(νQ), Q ∈ Γ¯j , 0 ξn  σ (6.14)
defines a real analytic homeomorphism of a neighborhood of the image of D¯j in Rn given by
the coordinates x and a neighborhood Uj of the closed cylinder F¯j in Rn defined by F¯j =
{ξ | (ξ1, . . . , ξn−1) ∈ Υ¯j , 0  ξn  σ }. Moreover, the domains D¯1, . . . , D¯p have no common
inner points and the remainder D0 = Ω −⋃pj=1 D¯j of Ω has a finite number of connected parts.
Note that the boundary of D¯0 contains no part of ∂Ω .
Let us define the spaces K = K(Ω), K and the transformation G as in Section 5. We shall
investigate the asymptotic behavior of A(τ) with regard to transformation G on space K. More-
over, we define the function spaces
K0j =
{
uj
∣∣∣ uj ∈ H 10 (Dj )∩H 2(Dj )∩C∞(D¯j ), ∂uj∂ν = 0 on Γ σj , and
u = 0 on ∂Dj −
(
Γj ∪ Γ σj
)}
,
H 00 =
{
u0
∣∣∣ u0 ∈ H 10 (D0)∩H 2(D0), ∂u0∂ν = 0 on ∂D0
}
,
Kdj =
{
uj
∣∣∣ uj ∈ H 2(Dj ), uj = 0 on Γj , uj = ∂uj
∂ν
= 0 on Γ σj
}
(j = 0,1, . . . , p),
and the bilinear functionals
〈uj , vj 〉j =
∫
Dj
(guj )(gvj ) dR (j = 0, . . . , p), (6.15)
[uj , vj ]j =
∫
Γ

∂uj
∂ν
∂vj
∂ν
ds (j = 1, . . . , p), [u0, v0] = 0, (6.16)j
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〈uj , vj 〉j = 〈uj , vj 〉j + [uj , vj ]j (j = 0, . . . , p), (6.17)
where uj , vj ∈ K0j or Kdj . Closing K0j and Kdj with respect to the norm |uj |j =
√〈uj ,uj 〉j ,
we get the Hilbert spaces K0j and Kdj (j = 0, . . . , p). In the same manner as in Section 5 we
can define the Hilbert spaces K0 and Kd , and then define the positive, completely continuous
transformations G0, Gd , G0j and G
d
j on K0, Kd , K0j and Kdj , respectively. Consequently, we can
prove
A0(τ )A(τ)Ad(τ) for all τ, (6.18)
and
A0(τ ) =
p∑
j=0
A0j (τ ), A
d(τ ) =
p∑
j=0
Adj (τ ), (6.19)
where A0(τ ), Ad(τ), A0j (τ ) and A
d
j (τ ) are the numbers of eigenvalues of the transformations
G0, Gd , G0j and G
d
j on K0, Kd , K0j and Kdj which are greater than or equal to (1 + τ)−1,
respectively.
Since [u0, u0]0 = 0 for all u0 ∈ K00 or Kd0 and 〈G00u0, u0〉0 = 〈Gd0u0, u0〉0 = [u0, u0]0, we im-
mediately find that G00 = Gd0 = 0, so that A00(τ ) = Ad0(τ ) = 0 (τ  0). Thus we need to estimate
A0j (τ ) and A
d
j (τ ) for those domains Dj , where
∫
Γj
 ds > 0.
We can choose a finer subdivision of ∂Ω by subdividing the domains Υ¯j into smaller ones,
e.g. by means of a cubical net in the coordinates ξ . According to p. 71 of [41], by performing a
linear transformation Φ of the coordinates we can choose a new coordinate system (η) such that
gil(η¯) = δil (i, l = 1, . . . , n),
for one point η¯ ∈ Tj , where Tj := Φ(Υj ). Setting φi = ψi ◦Φ−1 and a˜i = ai ◦Φ−1, we see that
xi(P ) = φi(η1, . . . , ηn−1)
+ ηna˜i
(
ν(η1, . . . , ηn−1)
)
, for (η1, . . . , ηn−1) ∈ T¯j , 0 ηn  σ (6.20)
defines a real analytic homeomorphism from E¯j to the image of D¯j , where E¯j = {η =
(η1, . . . , ηn) | (η1, . . . , ηn−1) ∈ T¯j , 0 ηn  σ } is a cylinder in Rn. (This can also be realized by
choosing a (Riemannian) normal coordinates system at the point η¯ ∈ Tj for the manifold (M, g)
(see, for example, p. 77 of [24]) such that a(ν(η)) = (0, . . . ,0,1) and by using the mapping
(6.20).) If we denote the new subdomains of ∂Ω by Γ¯j as before, it is clear that we can always
choose them and σ (i.e., by letting σ sufficiently small and further making a finer subdivision of
∂Ω , see p. 71 of [41]), so that,
2210 G.Q. Liu / Advances in Mathematics 228 (2011) 2162–2217∣∣g′ il(η′)− gil(η¯)∣∣< , i, l = 1, . . . , n, (6.21)∣∣∣∣ 1√|g(η′)|
∂
∂xi
(√∣∣g(η′)∣∣gil(η′))− 1√|g(η¯)| ∂∂xi
(√∣∣g(η¯)∣∣gil(η¯))∣∣∣∣< , i, l = 1, . . . , n, (6.22)
for any given  > 0, and all points η′ ∈ E¯j . The inequalities (6.21) imply that
(1 + M˜j )−1
n∑
i=1
t2i 
n∑
i,l=1
gil
(
η′
)
ti tl  (1 + M˜j )
n∑
i=1
t2i (6.23)
for all points η′ ∈ E¯j and all real numbers t1, . . . , tn, where M˜j is a positive constant depending
only on gil and E¯j (cf. Lemma 6.1). This and formula (128) of [41] say that
(1 + M˜j )−n/2|Tj | |Γj | (1 + M˜j )n/2|Tj |, (6.24)
where
|Γj | =
∫
Tj
√
g(η) dη1 · · ·dηn−1, |Tj | =
∫
Tj
dη · · ·dηn−1
are the Riemannian and Euclidean areas of Γj and |Tj |, respectively.
Next, we consider the Hilbert spaces K0j and Kdj . When transported to E¯j , the underlying
incomplete function spaces K0j and K
d
j are
K0j =
{
u
∣∣∣ u ∈ H 10 (Ej )∩H 2(Ej )∩C∞(E¯j ), ∂u∂ν = 0 on T σj , and
u = 0 on ∂Ej −
(
Tj ∪ T σj
)}
and
Kdj =
{
uj
∣∣∣ uj ∈ H 2(Ej ), uj = 0 on Tj , uj = ∂uj
∂ν
= 0 on T σj
}
,
respectively. The inner product, which is similar to Section 5, is defined by
〈u,v〉j =
∫
Ej
(gu)(gv)
√
g(η) dη1 · · ·dηn +
∫
Tj

∂u
∂ν
∂v
∂ν
√
g(η) dη1 · · ·dηn−1
and the transformations G0j and G
d
j are defined by
〈
G0j u, v
〉
j
=
∫
T

∂u
∂ν
∂v
∂ν
√
g(η)dη1 · · ·dηn−1, for u,v in K0j ,j
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〈
Gdj u, v
〉
j
=
∫
Tj

∂u
∂ν
∂v
∂ν
√
g(η) dη1 · · ·dηn−1, for u,v in Kdj ,
respectively.
Put

j
= inf
Γ¯j
 and ¯j = sup
Γ¯j
, (6.25)
and let us introduce the inner products
〈u,v〉
j
=
∫
Ej
(gu)(gv)dη1 · · ·dηn +
∫
Tj

j
∂u
∂ν
∂v
∂ν
dη1 · · ·dηn−1
and
〈u,v〉j =
∫
Ej
(gu)(gv)dη1 · · ·dηn +
∫
Tj
j
∂u
∂ν
∂v
∂ν
dη1 · · ·dηn−1
in the spaces K0j and K
d
j , respectively. By closing these spaces in the corresponding norms,
we get Hilbert spaces K0j and K
d
j . Furthermore, we obtain the positive, completely continuous
transformations G0j and G
d
j on K0j and K
d
j , which are given by
〈
G0j u, v
〉
j
=
∫
Tj

j
∂u
∂ν
∂v
∂ν
dη1 · · ·dηn−1, for u and v in K0j (6.26)
and
〈
G
d
j u, v
〉
j
=
∫
Tj
j
∂u
∂ν
∂v
∂ν
dη1 · · ·dηn−1, for u and v in Kdj , (6.27)
respectively.
Let μk(G0j ) be the k-th positive eigenvalue of G
0
j and so on. According to Lemma 6.1 and
Remark 6.2, Λd1(Dj ) and Θ
d
1 (Dj ) have uniformly positive lower bound when repeated taking
finer division of D (in fact, by repeated halving the side length of every rectangular parallelepiped
in the partition net of the coordinates η for each cylinder Ej , we see that Λd1(Dj ) will tend to
+∞, and that Θd1 (Dj ) will have a positive lower bound). This implies that the corresponding
positive constants M˜j and Mj have uniformly upper bound when we further divide the domain
D into finer a division, where M˜j is defined as before, and Mj is a constant independent of 
and depending only on g, ∂gim , ∂g
im
and E¯j as in Lemma 6.1. Denote by cj () the maximum∂xl ∂xl
2212 G.Q. Liu / Advances in Mathematics 228 (2011) 2162–2217value of (1 + M˜j )(n+1)/2(max{(1 + Mj ), (1 + M˜j )(n+1)/2}) and (1 + M˜j )(n+1)/2(min{(1 −
Mj ), (1 + M˜j )−(n+1)/2})−1. Obviously, cj () → 1 as  → 0. By virtue of (6.21) and (6.22), it
follows from Lemmas 6.1 and 6.3 that
μk
(
Gdj
)
 cj ()μk
(
G¯dj
) (6.28)
and
μk
(
G0j
)
 cj ()−1μk
(
G0j
)
, (6.29)
so that
Adj (τ ) A¯dj
(
cj ()τ + cj ()− 1
)
and
A0j (τ )A0j
(
cj ()
−1τ + cj ()−1 − 1
) (6.30)
where A¯dj (τ ) and A
0
j (τ ) respectively are the numbers of eigenvalues of the transformation G¯
d
j
and G0j which are greater than or equal to (1 + τ)−1. By (6.18) and (6.19), we obtain
∑
j
A0j
(
cj ()
−1τ + cj ()−1 − 1
)
A(τ)

∑
j
A¯dj
(
cj ()τ + cj ()− 1
)
. (6.31)
Finally, we shall apply the results of Section 5 to estimate A0j (τ ) and A
d
j (τ ). Note that
A
d
j (τ )A
f
j (τ ) for all τ > 0, (6.32)
where A¯fj is defined similarly to (5.15)–(5.17). It follows from (5.49), (5.66), (6.32) and (5.69)–
(5.71) that
lim
τ→+∞
A0j (τ )
τn−1
 ωn−1(4π)−(n−1)|Tj |n−1j (6.33)
and
lim
A¯
f
j (τ )
n−1  ωn−1(4π)
−(n−1)|Tj |¯n−1j , (6.34)τ→+∞ τ
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we find that
lim
τ→∞A(τ)τ
−(n−1)  ωn−1(4π)−(n−1)c˜j ()
∑
j
n−1j |Γj |,
and
lim
τ→∞
A(τ)τ−(n−1)  ωn−1(4π)−(n−1)c˜j ()−1
∑
j
n−1
j
|Γj |,
where c˜j () = (1 + M˜j )n/2cj ()n−1. Note that  is Riemannian integrable since it is non-
negative bounded measurable function on ∂Ω . Therefore, letting  → 0, we obtain the desired
result that
A(τ) ∼ ωn−1τ
n−1
(4π)n−1
∫
∂Ω
n−1 ds as τ → +∞. (6.35)
(b) Next, since a C2-smooth metric g can be approximated in C2 by a metric g′ which is
C2-smooth on M and piecewise real analytic (i.e., g′ is C2-smooth and g′ is composed of a
finite number of real analytic metric tensors) in any compact submanifold of (M, g) such that
∣∣g′ il − gil∣∣< , i, l = 1, . . . , n,∣∣∣∣ 1√|g′ |
∂
∂xi
(√∣∣g′∣∣g′ il )− 1√|g| ∂∂xi
(√|g|gil)∣∣∣∣< , i, l = 1, . . . , n,
for all points in D¯, with any given  > 0. In addition, any bounded domain D with C2-smooth
boundary can also be approximated (see, the definition in Section 2) by domain D′ with C2-
smooth and piecewise real analytic boundary. Thus, the methods of Lemma 6.1 and (a) still work
in this case, so that we can estimate the eigenvalues for g′ il in D′ . But for these eigenvalues
(6.35) is true. Therefore, letting  → 0 and noticing that ds′ → ds, we get that (6.35) also holds
for the C2-smooth metric gil and D.
(c) With the same arguments as in the case (b), we immediately see that the formula (1.8) is
still true for a bounded domain with a piecewise C2-smooth boundary in a C1-smooth Rieman-
nian manifold. 
Remark 6.4. Our method in the proof of Theorem 1.1 is new and significantly different from
that of [41]. In [41] Sandgren used a technique of Lipschitz image of a convex subset for the
harmonic Steklov problem. In our proof, Γj needn’t be the imagine of a convex subset. Next, in
order to estimate Ad(τ), we introduce a new counting function Af (τ) as done in Section 5. In
addition, we use the uniform boundedness of the constants Mj and M˜j to estimate the asymptotic
behavior for any finer division according to Lemma 6.1.
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A(λk) ∼ ωn−1λ
n−1
k
(4π)n−1
(
vol(∂Ω)
)
as k → +∞. (6.36)
Since A(λk) = k, we obtain (1.9), which completes the proof. 
Remark 6.5. When Ω = B (the unit ball in Rn, n 2) and  = 1 on ∂B, we can link Weyl-type
formula (1.4) with formula (1.8), in which all the eigenvalues of (1.3) and (1.1) are explicitly
known. In fact, for each integer k  1, let
Dk
(
R
n
)= {u ∈ C∞(Rn) ∣∣u = 0 in Rn, u homogeneous polynomial of degree k − 1}.
It follows from p. 252 of [30] that
dimDk
(
R
2)= {1 if k = 1,2 if k  2,
and
dimDk
(
R
n
)= 2(k − 1)+ n− 2
n− 2
(
k + n− 4
n− 3
)
for n 3 and k  1.
Then for all k = 1,2,3, . . . , the following conclusions hold:
(i) The eigenvalues of (1.3) are η˜k = k − 1 with multiplicity dimDk(Rn); and for all ψ˜k ∈
Dk(R
n), the function ψ˜k|∂B is an eigenfunction corresponding to η˜k .
(ii) The eigenvalues of (1.1) are λ˜k = n+ 2(k− 1) with the multiplicity dimDk(Rn); and for all
ψ˜k ∈Dk(Rn), the function φ˜k := ∂((1−|x|2)ψ˜k(x))∂ν |∂B is an eigenfunction corresponding to λ˜k
(see Theorem 1.3 of [11]).
From the conclusions above, we immediately obtain
λk = n+ 2ηk for all k = 1,2,3, . . . ,
where ηk and λk are the k-th harmonic Steklov eigenvalue and biharmonic Steklov eigenvalue
for B, respectively. Now, by virtue of
2
(n− 1)! =
nπn− 12
(2π)n−1Γ (n−12 + 1)Γ (n2 + 1)
= ωn−1
(2π)n−1
(
vol(∂B)
)
,
we arrive at
G.Q. Liu / Advances in Mathematics 228 (2011) 2162–2217 2215B(η˜k) = #{k | ηk  η˜k} =
k∑
i=1
dimDi
(
R
n
)
=
k−1∑
j=0
(n+ 2j − 2)(n+ j − 3)!
(n− 2)! j !
= (2(k − 1)+ n− 1)(k + n− 3)(k + n− 4) · · · k
(n− 1)!
= 2
(n− 1)!
(
η˜k + n− 12
)
(η˜k + n− 2)(η˜k + n− 3) · · · (η˜k + 1)
= ωn−1
(2π)n−1
(
vol(∂B)
)(
η˜k + n− 12
)
(η˜k + n− 2)(η˜k + n− 3) · · · (η˜k + 1)
= ωn−1
(2π)n−1
(
vol(∂B)
)[
η˜
(n−1)
k +
(n− 1)2
2
η˜n−2k + · · · +
(n− 1)!
2
]
.
For any τ > 0, we have [τ ] = η˜k for some positive integer k, where [τ ] is the integer part of τ .
Thus,
B(τ) = B(η˜k) = ωn−1
(2π)n−1
(
vol(∂B)
)[(
τ + (η˜k − τ)
)n−1
+ (n− 1)
2
2
(
τ + (η˜k − τ)
)n−2 + · · · + (n− 1)!
2
]
= ωn−1
(2π)n−1
(
vol(∂B)
)[
τn−1 + o(τn−1)] as τ → +∞.
Noticing that (also see Lemma 4.2 of [11])
A(λ˜k) = #{k | λk  λ˜k} = #{k | n+ 2ηk  λ˜k} = B
(
λ˜k − n
2
)
= ωn−1
(2π)n−1
(
vol(∂B)
)[( λ˜k − n
2
)n−1
+ (n− 1)
2
2
(
λ˜k − n
2
)n−2
+ · · · + (n− 1)!
2
]
= ωn−1
(4π)n−1
(
vol(∂B)
)[
λ˜n−1k + o
(
λ˜n−1k
)]
as λ˜k → +∞,
we consequently obtain
A(τ) = ωn−1
(4π)n−1
(
vol(∂B)
)[
τn−1 + o(τn−1)] as τ → +∞,
as required.
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