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THE NUMBER OF CYCLES IN A RANDOM PERMUTATION
AND THE NUMBER OF SEGREGATING SITES
JOINTLY CONVERGE TO THE BROWNIAN SHEET
HELMUT H. PITTERS
Abstract. Consider a random permutation of {1, . . . , ⌊nt2⌋} drawn according
to the Ewens measure with parameter t1 and let K(n, t) denote the number of
its cycles, where t ≡ (t1, t2) ∈ [0, 1]2.
Next, consider a sample drawn from a large, neutral population of haploid
individuals subject to mutation under the infinitely many sites model of Kimura
whose genealogy is governed by Kingman’s coalescent. Let S(n, t) count the
number of segregating sites in a sample of size ⌊nt2⌋ when mutations arrive at
rate t1/2.
Our main result is a coupling of the above two models such that one has weak
convergence of processes,{
(K(n, s), S(n, t))− (s1s2, t1t2) logn√
logn
, s, t ∈ [0, 1]2
}
→ {(B(s),B(t)), s, t ∈ [0, 1]2},
as n→∞, where B is a one-dimensional Brownian sheet. This generalises and
unifies a number of well-known results.
2010 Mathematics subject classification. 60B10, 60B15, 60F17 (primary), 60J70
(secondary)
Keywords: random permutation, Ewens measure, segregating sites, coupling,
Brownian sheet, law of large numbers, functional central limit theorem
1. Introduction and results
We review some classical limit theorems on the number of cycles in a Ewens
permutation and the number of segregating sites. Next we present our results that
generalise these theorems.
1.1. (Functional) Central limit theorems.
1.1.1. Number of cycles in a random permutation. For a natural number n ∈ N :=
{1, 2, . . .} let Sn denote the symmetric group of permutations of [n] := {1, . . . , n}.
For any permutation σ ∈ Sn let #σ denote the number of cycles in σ. Random
permutations and their cycle structure have been studied extensively and have a
long history. One of the most celebrated families of probability measures on Sn
is the so-called Ewens measure parameterised by some parameter t1 > 0. We say
The author acknowledges financial support by the DFG RTG 1953.
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that Σ(n) ≡ Σ(n, t1) is governed by the Ewens(n, t1) distribution on Sn if for any
σ ∈ Sn
P{Σ(n) = σ} = t
#σ
1
tn1
1{σ ∈ Sn}.(1)
In this case we write Σ(n) ∼ Ewens(n, t1). Here for any event A, 1A denotes its
indicator which equals one if A occurs and zero otherwise.
Remark 1. Our notation differs from the notation in the literature where the pa-
rameter t1 is usually denoted by θ.
In what follows we focus on K(n) := #Σ(n), the number of cycles in the random
permutation Σ(n). More particularly, we are mostly interested in the asymptotic
behaviour of K(n) for large n. However, for properties of K(n) for fixed n the
reader is referred to [1, Section 5.2]. Clearly, both Σ(n) and K(n) depend on the
parameter t1, but we drop this dependency in our notation until later.
Korwar and Hollander [19] proved a strong law of large numbers
K(n)
logn
→a.s. t1,(2)
as n→∞, where→a.s. denotes almost sure convergence. For t1 = 1 Goncharov [13]
and Shepp and Lloyd [22] proved, using generating functions, the central limit
theorem
K(n)− log n√
log n
→d N,(3)
as n → ∞, where →d denotes convergence in distribution and N is a stan-
dard Gaussian random variable. This central limit theorem was also shown by
Feller [12] and Rényi [21] via the Lindeberg-Feller central limit theorem, and by
Kolchin [17, 18] using a representation with random allocations of particles into
cells. To proceed we need more sophisticated notation, namely for t ≡ (t1, t2) ∈
[0, 1]2 let K(n, t) denote the number of cycles in Σ(⌊nt2⌋, t1). Hansen [15] proved
a functional central limit theorem, namely weak convergence on the Skorokhod
space D[0, 1] to the Wiener measure as n→∞ of the process{
K(n, t)− t1t2 log n√
t1 log n
, t ∈ [0, 1]
}
.(4)
Alternative proofs of this result were given by Donnelly, Kurtz and Tavaré [8], and
Arratia and Tavaré [2]. For the special case t1 = 1 this functional central limit
theorem was obtained earlier by DeLaurentis and Pittel [7].
We can now state our first result, Theorem 1, which is a functional central limit
theorem for K(n) in the coupling of K(n, t) in both parameters n and t that we
provide in Section 1.1.3. Theorem 1 generalises and unifies the asymptotic results
on K(n) in the literature that we have cited above.
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Theorem 1 (Functional CLT for the number of cycles). As n→∞ we have weak
convergence of processes{
K(n, t)− t1t2 logn√
log n
, t ∈ [0, 1]2
}
→ {B(t), t ∈ [0, 1]2}(5)
on the space D2 in the S-topology, where B is a one-dimensional Brownian sheet
on the unit square.
The definition of the space Dq, q ∈ N, and the S-topology is reviewed in Sec-
tion 3.2. We now turn to the second model, the number of segregating sites.
1.1.2. Number of segregating sites. In large neutral populations of haploid individ-
uals the genealogy of a sample of n individuals is often modeled by Kingman’s
n-coalescent, and there are rigorous mathematical results justifying this approxi-
mation. A verbal description of this stochastic process is as follows. Picture the
individuals in the sample labeled 1, . . . , n, with a line of descent emanating from
each individual and growing at unit speed. At rate one any pair of individuals
merges, i.e. their lines of descent merge into a single line representing the most
recent common ancestor of this pair. After the first merger the process continues
with n− 1 lines of descent following the same dynamics as before. It is clear from
this description that the genealogy of a sample of n individuals may be represented
as a (random) rooted tree with n leafs labeled 1, . . . , n. For a formal definition of
Kingman’s coalescent see section 2.
In addition to the genealogy mutations are modeled as follows. Condition-
ally given the genealogical tree (or coalescent tree), throw down points onto the
branches of the tree (identified with intervals of the real line) according to a Poisson
point process with constant intensity t1/2 > 0, the so-called mutation rate. Each
point of the Poisson process is then interpreted as a mutation affecting any leaf
(the individual in the sample) with the property that the unique path connecting
the leaf to the root of the tree crosses said mutation. A formal way to define this
procedure is to identify Kingman’s coalescent with a random ultrametric space on
which a Poisson process can then be defined. However, this is beyond the scope of
this article, and we refer the interested reader to Evans’ lecture notes [11] instead.
We restrict ourselves to the infinitely many sites model of Kimura [16]. Accord-
ing to Kimura’s model each mutation is thought of as acting on one of infinitely
many sites, i.e. each jump of the Poisson process on the tree introduces a mutation
on a site where no mutation was previously observed. For detailed expositions of
probabilistic models for the evolution of DNA sequences the interested reader is
referred to Durrett [9], Etheridge [10], and Tavaré [26].
Let S(n, t) denote the number of segregating sites in Kingman’s ⌊nt2⌋-coalescent
with mutations arriving at rate t1/2, and set S(n) ≡ S(n(t1, 1)). Watterson [27]
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showed a law of large numbers,
S(n)
logn
→a.s. t1 as n→∞,(6)
and a central limit theorem
S(n)− ES(n)
Var(S(n))
→d N as n→∞,(7)
where N denotes a standard Gaussian random variable. This CLT can be proved
using the triangular array form of the Central Limit Theorem, cf. [9, Theorem
1.23]. However, (7) is implied by Theorem 2. In fact, our proof of 2 implies that
convergence in (7) holds for all moments.
We can now state our second result, Theorem 2, which also relies on the coupling
provided in Section 1.1.3. Theorem 2 generalises and unifies the asymptotic results
on S(n) of Watterson cited above.
Theorem 2 (Functional CLT for the number of segregating sites). As n→∞ we
have weak convergence of processes{
S(n, t)− t1t1 log n√
logn
, t ∈ [0, 1]2
}
→ {B(t), t ∈ [0, 1]2}(8)
on the space D2 in the S-topology, where B is a one-dimensional Brownian sheet.
1.1.3. A coupling and joint convergence. We now give a coupling of the above two
models before we turn to our main result on the joint convergence of (K(n), S(n)).
Let P denote a Poisson Point Process on R2+ with intensity λ ⊗ 12λ, where λ
denotes Lebesgue measure on R. Moreover, let Ln denote the total length of the
n-coalescent tree with the agreement that L1 := 0. Now, for any t ∈ R2+ and k ≥ 2
set
Mk(t1) := #(P ∩ [Lk−1, Lk)× [0, t1)),(9)
and
Bk(t1) := 1{Mk(t1) ≥ 1}.(10)
Theorem 3. The number of mutations appearing while the coalescent has k lin-
eages is equal in distribution to Mk(t1), and (Mk(t1))k≥2 is a sequence of indepen-
dent geometric random variables whereMk has success parameter (k−1)/(t1+k−1).
Consequently, (Bk(t1))k≥2 is a sequence of independent Bernoulli random variables
such that Bk(t1) has success parameter t1/(t1 + k − 1). Moreover,
K(n, t) =d 1 +
⌊nt2⌋∑
k=2
Bk(t1), S(n, t) =d
⌊nt2⌋∑
k=2
Gk(t1).(11)
Henceforth we take (11) as the definition of K(n, t) and S(n, t). In particular,
in this coupling we have K(n, t) ≤ 1 + S(n, t) almost surely.
We turn to our main result.
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Theorem 4. As n→∞ we have weak convergence of processes
{
(K(n, s), S(n, t))− (s1s2, t1t2) logn√
logn
, s, t ∈ [0, 1]2
}
→ {(B(s),B(t)), s, t ∈ [0, 1]2},
(12)
on the space D4 in the S-topology, where B is a one-dimensional Brownian sheet
on the unit square.
Finally, we turn to some results on S(n) for fixed sample size n. These results
are essential for our proofs of the various functional central limit theorems, and
we consider them to be interesting in their own right.
1.2. Finite sample size. In this Section we compute the higher order cumulants
of S(n), so let us first recall the notion of a cumulant. Let X be a real random
variable whose moment generating function MX(s) = Ee
sX exists for |s| < δ and
some δ > 0. Recall that the cumulant generating function of X is defined by
KX(s) := logMX(s). The coefficient cj in the power series expansion KX(s) =∑∞
j=1 cjs
j/j! near 0 is called the jth cumulant of X, denoted Cj (X). The reader
unfamiliar with cumulants is referred to Section 3.1 where we review the basic
properties of cumulants that we need for our proofs.
To derive the cumulants of S(n) it is helpful to compute the cumulants of the
negative binomial distribution. As we have not been able to find the latter cu-
mulants in the literature, we provide them in the following Proposition. It turns
out that the higher order cumulants of the negative binomial distribution can be
expressed in terms of the polylogarithm. The polylogarithm of non-integral order,
also known as Jonquières function, is defined for complex s and u ∈ (−1, 1) by
Lis (u) :=
∑
l≥1
ul
ls
.(13)
In what follows we will consider the polylogarithm of negative order, i.e. the
special case where −s ∈ N0 := {0, 1, . . .}.
Let G be a random variable supported on N0 such that G has probability mass
function
P{G = k} =
(
a+ k − 1
k
)
(1− p)apk, p ∈ [0, 1), a > 0, k ∈ N0.(14)
We say that G has a negative binomial distribution with parameters a and p.
Proposition 1 (Cumulants of negative binomial distribution). Let G be a random
variable with negative binomial distribution with parameters a > 0 and p ∈ [0, 1).
Then the ith cumulant of G is given by
Ci (G) = aLi1−i (p) .(15)
In particular, EG = ap/(1− p), and Var(G) = ap/(1− p)2.
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With this Proposition at hand a direct calculation yields the cumulants of S(n)
that we record in our next Theorem.
Theorem 5 (Cumulants of number of segregating sites). The ith cumulant of the
total number S(n) of segregating sites is given by
Ci (S(n)) =
n−1∑
k=1
Li1−i
(
t1
k + t1
)
=
i∑
b=1
{
i
b
}
(b− 1)!tb1H(b)n−1,(16)
where H
(b)
n :=
∑n
k=1 1/k
b, n ∈ N b > 0, denotes the generalized harmonic number,
and
{
i
b
}
is the Stirling number of the second kind counting the number of partitions
into b nonempty blocks of a set of size i. In particular, we have
ES(n) = t1Hn−1,(17)
Var(S(n)) = t1Hn−1 + t
2
1H
(2)
n−1,(18)
in agreement with [9, equations (1.20) and (1.22)], with Hn := H
(1)
n .
Upon inspection of the higher order cumulants of S(n) in theorem 5 one may
wonder about the behaviour of S(n) ≡ S(n, 1, t1) for large values of t1. In fact, as
a consequence of theorem 5 we find the following result.
Theorem 6. As t1 →∞ one has convergence in distribution and convergence of
all moments
S(n, (1, t1))
t1/2
→d Ln,(19)
where Ln is the total length of the Kingman n-coalescent tree.
For any sequence (ij)j∈[d] we write |i| :=
∑
j ij .
2. Background on Kingman’s coalescent
Kingman’s coalescent Π = {Π(t), t ≥ 0} is a Markov process with state space
the set partitions of the set of integers, N, defined as follows. For any n ≥ 2 the
restriction Πn = {Πn(t), t ≥ 0} of Π to [n] is a Markov process on the partitions of
[n] such that a transition from π to π′ occurs at unit rate if π′ can be obtained by
merging two blocks in π, and no other transitions occur. This is referred to as the
natural coupling of the Πn, n ≥ 2. We refer to Πn as the n-coalescent. Though it
is interesting to study the behaviour of K(n, t) and S(n, t) in the natural coupling,
in what follows we will focus on the temporal coupling only that we now explain.
Defining
Tk := inf{t ≥ 0: #Π(t) = k} k ≥ 1,
to be the first time that Π reaches a state of k blocks,
τk := Tk − Tk−1 k ≥ 2,(20)
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denotes the time spent in a state of k blocks by Π, and τ2, τ3, . . . is a sequence
of independent exponentials such that τk has parameter
(
k
2
)
. Moreover, the total
length of the n-coalescent tree is given by
Ln :=
n∑
k=2
kτk.(21)
From the definition it is immediate thatΠn and the restriction of {Π(Tn+t), t ≥ 0}
to [n] are equal in distribution, which is sometimes referred to as the temporal
coupling. In what follows we will focus on this temporal coupling only, though it
is interesting to study the behaviour of S(n, t) and K(n, t) in the natural coupling.
We can write the number of segregating sites, S(n), as
S(n) =
n∑
k=2
Mk,(22)
where Mk counts the number of segregating sites appearing while Π has k blocks.
In terms of the coalescent tree, Mk is the number of mutations falling on the k
parts of branches of length τk each, hence the M2,M3, . . . are independent. If
Π is in a state of k blocks, the probability to see a mutation before a merger is
t1/(t1 + k − 1) since a mutation occurs at rate kt1/2, whereas a merger happens
at rate
(
k
2
)
. Consequently, Mk is a geometric random variable supported on N0
with success probability (k − 1)/(t1 + k − 1), thus has mean t1/(k − 1). Put
differently, in the sequence of independent Bernoulli trials corresponding to Mk
a “success” corresponds to a coalescent event while a “failure” corresponds to a
mutation event. It is now immediate that S(n) has mean t1Hn−1 and variance
t21H
(2)
n−1 + t1Hn−1.
Alternatively, the conditional distribution of Mk given τk is Poisson with param-
eter t1kτk/2 for which we write
(Mk|τk) ∼ Poisson(t1kτk/2).(23)
This second perspective on the distribution of Mk as a mixture distribution turns
out to be fruitful for our study of higher order cumulants of S(n), and in fact
suggested the coupling that we provide in Section 1.1.3.
3. Preliminaries
In this Section we introduce some notation and collect some notions and facts
from various fields such as cumulants, multiparameter processes and their conver-
gence criteria, and we review the definition of the Brownian sheet. The reader
interested in the proofs is either assumed to know the following facts, or to get
acquainted with them, as we will use them repeatedly, often without mention.
A partition of a set A is a set, π say, of non-empty pairwise disjoint subsets of
A whose union is A. The members of π are called the blocks of π. Let #A denote
the cardinality of A and let PA denote the set containing all partitions of A.
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3.1. Cumulants. Recall the definition of univariate cumulants in Section 1.2. We
first collect some well-known examples of cumulants that we will need in the sequel.
Example 1. a) Normal distribution. Let X be a mean µ, variance σ2 > 0 normal
random variable. Then X has moment generating function MX(s) = exp(µs+
σ2s2/2), thus KX(s) = µs+ σ
2s2/2, and
Cj (X) =


µ j = 1
σ2 j = 2
0 else.
b) Poisson distribution. Let N be a Poisson random variable with mean λ > 0.
Then KN(s) = λ(e
s − 1), therefore, for any j ∈ N, Cj (N) = λ.
c) Gamma distribution. Let T be a random variable following a gamma distri-
bution with parameters α, β > 0, that is for s < β, MT (s) = (1 − s/β)−α,
KT (s) = −α log(1− s/β), and therefore Cj (T ) = α(j − 1)!/βj.
Next, we review multivariate cumulants and state some of their properties. Prop-
erties of cumulants can be expressed in many ways, but we find the language of
partition lattices to be particularly well suited for this purpose. For this reason
we largely follow the approach in [23], which to the best of our knowledge is the
first study of cumulants in terms of the partition lattice. The partition lattice of
[n] is the set P[n] together with the partial order ≤ defined by setting π ≤ π′ iff
any block in π is contained in some block of π′.
Let X and Y be real random variables whose moment generating functions
exist in a neighbourhood of zero. For j ∈ N, a, b ∈ R we have i) Cj (X + b) =
Cj (X) if j ≥ 2, ii) Cj (aX) = ajCj (X), and iii) the independence of X, Y implies
Cj (X + Y ) = Cj (X) + Cj (Y ). To shed more light on the structure of univariate
cumulants, one should study them as special cases of multivariate cumulants as
follows.
More generally, consider a vector (X1, . . . , Xd) of real random variables and sup-
pose that the radius of convergence of its moment generating functionM(X1,...,Xd)(s) :=
E exp(
∑d
l=1 slXl), s ∈ Rd, is δ > 0.The cumulant generating function of (X1, . . . , Xd)
is defined to beK(X1,...,Xd)(s) := logM(X1,...,Xd)(s), and the joint cumulant Ci1,...,id (X1, . . . , Xd)
of order (i1, . . . , id) ∈ Nd is the coefficient ci1,...,id in the series expansionK(X1,...,Xd)(s) =∑
i1,...,id≥1
ci1,...,id
∏d
j=1(s
ij
j /ij!) in s near 0. Often in the literature C1,...,1 (X1, . . . , Xd)
is called the joint cumulant of (X1, . . . , Xd), and we also denote it by C (X1, . . . , Xd) .
Clearly, the joint cumulant is invariant under permutation of its entries, i.e. C (X1, . . . , Xd) =
C (Xπ1, . . . , Xπd) for any permutation π of [n]. Notice that in the special case
where X1 = X2 = · · · = Xd = X, C (X1, . . . , Xd) = Cd (X). The joint cumulant
is a multilinear operator, i.e. for any random vector (Xij)i∈[d],j∈[ei], and any real
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numbers (aij)i∈[d],j∈[ei] we have
C

 ∑
j1∈[e1]
a1j1X1j1 , . . . ,
∑
jd∈[ed]
adjdXdjd

 = ∑
j1∈[e1]
· · ·
∑
jd∈[ed]
a1j1 · · · adjdC (X1j1 , . . . , Xdjd) .
Moreover, if there exists a proper subset ∅ 6= B ( [d] of [d] such that {Xb : b ∈ B}
is independent of {Xb : b ∈ [d] \B}, then C (X1, . . . , Xb) = 0.
There are settings where the joint distribution of (X1, . . . , Xd) may be intri-
cate, but there exists another random quantity, Y say, such that the conditional
distribution (X1, . . . , Xd|Y ) is considerably “simpler” than the unconditional dis-
tribution, e.g. in the sense that there is a simple generating model for the condi-
tional distribution. A natural question to ask is whether the conditional cumulant
C (X1, . . . , Xd|Y ) , which denotes the cumulant of the conditional distribution of
X1, . . . , Xd given Y, can be used to compute C (X1, . . . , Xd) . For d = 1 this is the
familiar tower property of conditional expectation, EX = E[E[X|Y ]]. For d = 2
and X1 = X2 = X the answer is given by C2 (X) = C1 (C2 (X|Y ))+C2 (C1 (X|Y )),
which is nothing but the familiar identity
Var(X) = EVar(X|Y ) + Var(E[X|Y ]),
also referred to as law of total variance. The following general identity is due
to Brillinger [6]. Some authors call it the law of total cumulance, which in our
notation reads as follows.
Proposition 2 (Law of total cumulance; Proposition 4.4 in [23]).
C (X1, . . . , Xd) =
∑
π∈P[d]
C (C (Xb : b ∈ B|Y ) : B ∈ π) .(24)
In what follows the notation a[i times] is a shorthand for i consecutive symbols
“a” seperated by commas.
3.2. Multiparameter processes and convergence criteria. We borrow some
notation and terminology from [3] on multiparameter processes.
For q ∈ N let T1, . . . , Tq denote subsets in [0, 1], each of which contains {0, 1}
and is either finite or [0, 1]. Set T := T1 × T2 × · · · × Tq, and call
⋃q
p=1 T1 × · · · ×
Tp−1 × {0} × Tp+1 × · · · × Tq the lower boundary of T. Let X = {X(t) : t ∈ T} be
a stochastic process whose state space is some linear space E (in our case this will
be R) endowed with a norm ‖·‖. The sample paths of X are assumed to be smooth
enough to permit each of the supremal quantities defined below to be computed
by running the time indices involved through countable dense subsets. For any p
and any t ∈ Tp define X(t)(p) : T1 · · ·Tp−1 × Tp+1 × · · · × Tq → E by
X(t)(p)(t1, . . . , tp−1, tp+1, . . . , tq) := X(t1, . . . , tp−1, t, tp+1, . . . , tq).
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A block B in T is a subset of the form (s, t] =×p(sp, tp] with s = (s1, . . . , sq),
t = (t1, . . . , tq) ∈ T. The set×ρ6=p(sρ, tρ] is called the pth face of B = (s, t]. Disjoint
blocks B,C are p-neighbours if they abut and have the same pth face. For any
block B = (s, t] let
X(B) :=
∑
ǫ1∈{0,1}
· · ·
∑
ǫq∈{0,1}
(−1)q−
∑
p ǫpX(s1 + ǫ1(t1 − s1), . . . , sq + ǫq(tq − sq))
(25)
be the increment of a stochastic process {X(t), t ∈ T} around B.
Let β > 1, γ > 0, and let µ be a finite measure on T. We assume that µ
assigns measure zero to the lower boundary of T. Say that (X, µ) satisfies condition
C(β, γ), if
P{m(B,C) ≥ λ} ≤ λ−γ(µ(B ∪ C))β(26)
for all λ > 0 and every pair of neighbouring blocks B,C in T, where m(B,C) :=
min(|X(B)|, |X(C)|). Condition C(β, γ) is implied by the frequently used moment
condition
E[|X(B)|γ1 |X(C)|γ2] ≤ (µ(B))β1(µ(C))β2,(27)
where the gammas and betas satisfy γ1 + γ2 = γ, β1 + β2 = β.
We turn to criteria for weak convergence of multiparameter processes as can be
found in [3].
A function x : T → R is called a step function if x is a linear combination
of functions of the form t 7→ 1E1×···×Eq(t), where each Ep is either a left-closed,
right-open subinterval of [0, 1], or the singleton {1} and where 1E denotes the
indicator of the set E. Then Dq is defined to be the uniform closure of the vector
subspace of simple functions in the space of all bounded functions from T to R. We
work with a metric topology on Dq (S-topology) which coincides with Skorokhod’s
topology J1 for q = 1. Let Λ denote the group of transformations λ : T → T
of the form λ(t1, . . . , tq) = (λ1(t1), . . . , λq(tq)), where each λp : [0, 1] → [0, 1] is
continuous, strictly increasing, and fixes zero and one. The Skorokhod distance
between x, y ∈ Dq is defined via
d(x, y) := inf{min(‖x− yλ‖, ‖λ‖) : λ ∈ Λ},
where ‖x− yλ‖ := sup{|x(t)− y(λ(t))| : t ∈ T} and ‖λ‖ := sup{|λ(t)− t| : t ∈ T}.
Dq is separable with respect to the metric topology and complete, and the Borel
sigma-algebra Dq coincides with the sigma algebra generated by the coordinate
mappings, cf. [4,25]. A sequence (Xn)n≥1 ofDq-valued processes is said to converge
in the S-topology to a Dq-valued process X, written Xn → X, if Ef(Xn) → Ef(X)
for all S-continuous bounded functions f : Dq → R.
We will now present some criteria of weak convergence of Dq-valued processes
from Bickel and Wichura [3]. For any finite S ⊆ T define πS : Dq → RS by
πS(x) = (x(s))s∈S. Let T denote the collection of subsets of T of the form
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U1×· · ·×Uq, where each Up contains zero and one and has countable complement.
For each Dq-valued process X set
TX := {t ∈ T : π{t} is continuous a.s. with respect to the law of X on (Dq,Dq)}.
[4, 25] show TX ∈ T . A partition of T is called a δ-grid if each element of the
partition is a “left-closed, right-open” rectangle of diameter at least δ > 0, and
define w′δ : Dq → R by
w′δ(x) := inf
∆
max
G∈∆
sup
s,t∈G
|x(t)− x(s)|,
where the infimum is taken over all δ-grids ∆ in T .
Let (Xn)n≥1, and X be Dq-valued processes, and suppose that X is continuous
at the upper boundary of T.
Theorem 7 ([3, 24]). Let (Xn)n≥1 be Dq-valued processes. In order that the se-
quence (Xn) converges weakly, it is necessary and sufficient that
• (πS(Xn)) converges weakly, for all finite subsets S of some member τ of T ,
and
• plimδ limnw′δ(Xn) = 0
and then Xn →d X, where the distribution of the Dq-valued processX is determined
by πS(Xn) → πS(X) for all finite S ∈ τ ∩ TX . Here the second condition means
limδ↓0 lim supn P{w′δ(Xn) ≥ ε} = 0 for all ε > 0.
Now define w′′δ : Dq → R by
w′′δ (x) := max
p
w
′′(p)
δ (x),
where
w′′δ (x) := sup{min(‖x(t)(p) − x(s)(p)‖, ‖x(u)(p) − x(t)(p)‖) : s ≤ t ≤ u, u− s ≤ δ},
for p ∈ [q]. Here for each p ∈ [q] and t ∈ Tp x(t)(p) is defined by
x(t)(p)(t1, . . . , tp−1, tp+1, . . . , tq) := x(t1, . . . , tp−1, tp, tp+1, . . . , tq).
A corollary from this result is as follows.
Corollary 1. Let (Xn)n≥1 and X be Dq-valued processes, and suppose that X is
continuous at the upper boundary of T . Then in order that Xn → X, it is necessary
and sufficient that
πS(Xn) → πS(X) for all finite subsets S of some member τ of T ,(28)
plimδ lim
n
w′′δ (Xn) = 0.
Here is another criterion that is more useful for calculations.
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Theorem 8 (Theorem 3 in [3]). Suppose that each Xn vanishes along the lower
boundary of T , and that there exist constants β > 1, γ > 0 and a finite nonnegative
measure µ on T with continuous marginals such that (Xn, µ) satisfies condition
C(β, γ) for each n. Then the tightness condition (28) holds.
However, it turns out that Theorem 8 is not flexible enough to cover our case.
Simply put, condition C(β, γ) holds for any n and any two neighbouring blocks
B,C ⊆ [0, 1]2, except when one of these blocks has one corner s 6= 0 in the
open disk of radius log 2/ logn centred at zero, and the other corner outside of
this disk. We therefore need the following extension of Theorem 8 given right
after the proof of [3, Theorem 3]. For each n, suppose that there exists a subset
Tn = Tn,1 × · · · × Tn,q of T such that
(1) Tn,p contains 0 and 1 for each n (1 ≤ p ≤ q),
(2) w′′δ (Xn) may be computed using Tn as the time set (instead of T ),
(3) Tn becomes dense in T as n grows large, and
(4) condition C(β, γ) holds for blocks whose corner points lie in Tn.
We refer to the above convergence criteria as the Bickel-Wichura conditions.
3.3. Brownian sheet. Recall that a Gaussian process on a non-empty index set
T is a family X := {X(t) : t ∈ T} of Gaussian random variables such that for
any sequence t1, . . . , td ∈ T, d ∈ N, and any a ∈ Rd,
∑d
k=1 akX(tk) follows a
Gaussian law. We say that X is centred if all its marginals have zero mean. A one-
dimensional Brownian sheet on R+ := [0,∞) is a two-parameter, centred Gaussian
process B = {B(t), t ∈ R2+} with covariance function
Cov(B(s),B(t)) = min(s1, t1)min(s2, t2) for all s, t ∈ R2+.(29)
4. proofs
We turn to the proofs of our results.
4.1. Finite sample size. We write
{
n
k
}
for the (n, k)th Stirling number of the
second kind counting the number of partitions into k blocks of a set of size n. In
order to prove Proposition 1 we need the following Lemma.
Lemma 1. For the polylogarithm of negative order we have
Li−n (u) =
n∑
k=0
k!
{
n+ 1
k + 1
}(
u
1− u
)k+1
(n ∈ N0).(30)
Proof. We prove the statement by induction on n. The polylogarithm of order zero
is nothing but the geometric series, hence for n = 0 we have Li0 (u) =
∑
l≥1 u
l =
u/(1−u) in agreement with the right hand side in (30). To conclude the induction
NUMBER OF CYCLES IN RANDOM PERMUTATIONS 13
step, suppose that the statement holds for some nonnegative integer n. Taking the
derivative of the polylogarithm with respect to u yields the recursion
d
du
Li−n (u) =
d
du
∑
l≥1
ulln =
∑
l≥1
ul−1ln+1 = u−1
∑
l≥1
ulln+1 = u−1Li−(n+1) (u) .
This recursion together with the initial value Li0 (u) completely determines the
polylogarithm of negative order. If we can show that the right hand side in (30),
M−n(u) :=
n∑
k=0
k!
{
n + 1
k + 1
}(
u
1− u
)k+1
(n ∈ N0),
satisfies the same recursion, the claim follows. Notice that for m ∈ N
d
du
um(1− u)−m = mum−1(1− u)−m +mum(1− u)−m−1
= u−1
(
m
(
u
1− u
)m
+m
(
u
1− u
)m+1)
.
Therefore,
d
du
M−n(u) =
d
du
n∑
k=0
k!
{
n+ 1
k + 1
}(
u
1− u
)k+1
= u−1
n∑
k=0
k!
{
n + 1
k + 1
}(
(k + 1)
(
u
1− u
)k+1
+ (k + 1)
(
u
1− u
)k+2)
= u−1
n∑
k=0
(k + 1)!
{
n + 1
k + 1
}(
u
1− u
)k+1(
1 +
u
1− u
)
=
1
u(1− u)
n∑
k=0
(k + 1)!
{
n+ 1
k + 1
}(
u
1− u
)k+1
= u−1M−(n+1)(u),
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where the last equation is seen as follows. Recall for k > 0 the recurrence relation{
n+1
k
}
=
{
n
k−1
}
+
{
n
k
}
k for the Stirling numbers of the second kind. This implies
M−(n+1)(u) =
n+1∑
k=0
k!
{
n+ 2
k + 1
}(
u
1− u
)k+1
=
n+1∑
k=0
k!
{
n+ 1
k
}(
u
1− u
)k+1
+
n+1∑
k=0
k!(k + 1)
{
n+ 1
k + 1
}(
u
1− u
)k+1
=
n+1∑
k=1
k!
{
n+ 1
k
}(
u
1− u
)k+1
+
n∑
k=0
(k + 1)!
{
n + 1
k + 1
}(
u
1− u
)k+1
,
since
{
n+1
0
}
=
{
n+1
n+2
}
= 0. Moreover, we have
n+1∑
k=1
k!
{
n + 1
k
}(
u
1− u
)k+1
=
n∑
k=0
(k + 1)!
{
n+ 1
k + 1
}(
u
1− u
)k+2
=
u
1− u
n∑
k=0
(k + 1)!
{
n+ 1
k + 1
}(
u
1− u
)k+1
,
and consequently,
M−(n+1)(u) =
1
1− u
n∑
k=0
(k + 1)!
{
n+ 1
k + 1
}(
u
1− u
)k+1
.

Proof. (of Proposition 1) Let τ denote a random variable with Gamma(α, β) dis-
tribution. Conditionally given τ let X be a random variable following a Poisson(τ)
distribution. Recall that the jth cumulant of a random variate with Poisson(α)
law is α for all j ∈ N, and the jth cumulant of a random variate that obeys
a Gamma(α, β) law is α(j − 1)!/βj, j ∈ N. As we have seen earlier, choosing
β := p/(1 − p), X and N are equal in distribution. Using this construction and
applying the law of total cumulance, Proposition 2, we find
Ci (X) = C (X [i times]) =
∑
π∈P[i]
C (C#B (X|τ) : B ∈ π) =
∑
π∈P[i]
C (τ : B ∈ π)
=
∑
π∈P[i]
C#π (τ) = α
i∑
b=1
(b− 1)!
βb
{
i
b
}
= αLi1−i (p) .

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Knowledge of the formula in Propostion 1 for the cumulant of the negative
binomial distribution can guide one to find an alternative proof via the cumulant
generating function of N .
Proof. (second proof of Proposition 1) The moment generating function of N is
given by
EetN =
(
1− p
1− pet
)α
(t < − log p).
Thus, the cumulant generating function of N is
logEetX = α log
1− p
1− pet = α(log(1− p)− log(1− pe
t)).
Now, for t < − log p, using the Taylor series of the ordinary logarithm around 1,
log 1
1−x
=
∑
k≥1 x
k/k for −1 ≤ x < 1, one obtains
− log(1− pet) =
∑
k≥1
(pet)k
k
=
∑
k≥1
pk
k
∑
l≥0
(tk)l
l!
=
∑
l≥0
tl
l!
∑
k≥1
pkkl−1
=
∑
k≥1
pk
k
+
∑
l≥1
tl
l!
Li1−l (p) = − log(1− p) +
∑
l≥1
tl
l!
Li1−l (p) ,
and the claim follows. 
We now turn to the cumulants of S(n).
Proof. (of Theorem 5) Recall thatMk follows a geometric distribution with success
probability (k − 1)/(k − 1 + t1). Hence, as in the proof of Proposition 1 we have
Ci (Mk) =
i∑
b=1
{
i
b
}
(
t1
k − 1)
b(b− 1)! = Li1−i
(
t1
k − 1 + t1
)
,
Since the summands Mk in (22) are independent, we have
Ci (S(n)) =
n∑
k=2
Ci (Mk) =
i∑
b=1
{
i
b
}
tb1(b− 1)!
n−1∑
k=1
1/kb.(31)
The claim follows. 
We are now ready to prove theorem 6.
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Proof. (of theorem 6) It suffices to show convergence of all higher order cumulants.
For j ∈ N we have as t1 →∞
Cj
(
t−11 S(n, (1, t1))
)
= t−j1
j∑
b=1
{
j
b
}
(b− 1)!tb1H(b)n−1
→ (j − 1)!H(j)n−1 =
n∑
k=2
(j − 1)!
(k − 1)j = Cj
(
1
2
Ln
)
,
since Ln = 2
∑n
k=2Ek/(k − 1), where (Ek) is an i.i.d. sequence of standard expo-
nentials. 
4.2. (Functional) Central limit theorems. We turn to the proofs of our main
results, the functional central limit theorems and the coupling given in Theorem 3
that they rest upon.
Proof. (Proof of theorem 3) Recall that Lk − Lk−1 = kτk is the total length of
branches created when the coalescent has exactly k lineages, thus (Mk(t1)|τk) obeys
as Poisson law with parameter kτkt1/2, i.e. (Mk(t1))2≤k≤n is a sequence of indepen-
dent geometric random variables whereMk has success parameter (k−1)/(t1+k−1).
Clearly, (Bk(t1))2≤k≤n is a sequence of independent Bernoulli random variables
such that Bk(t1) has success parameter t1/(t1 + k − 1). However, setting
K(n, (t1, 1)) := 1 +B2(t1) + · · ·+Bn(t1)(32)
we see that K(n) := K(n, (t1, 1)) is equal in distribution to the number of cycles in
a Ewens(t1) partition by Feller’s coupling. In particular, we have K(n) ≤ 1+S(n)
a.s. in this coupling. 
4.2.1. Number of segregating sites. The next Lemma shows that convergence in (8)
holds in the sense of finite-dimensional distributions. In order to see this, we need
to know the asymptotic behaviour of the higher order cumulants of the length Ln
of the n-coalescent tree. This is given by
Cj (Ln) = (j − 1)!2j
n∑
k=2
(k − 1)−j
{
∼ 2 logn j = 1,
→ (j − 1)!2jζ(j) j > 1.(33)
as n→∞, cf. [20].
Lemma 2 (Convergence of finite-dimensional distributions). As n→∞ we have
weak convergence of finite-dimensional distributions, and convergence of all mixed
moments of the finite-dimensional distributions
{S (n, t), t ∈ R2+} → {B(t), t ∈ R2+}.(34)
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Proof. We first show that the joint cumulants of the finite-dimensional distri-
butions of {S (n, t), t ∈ R2+} converge weakly as n → ∞ towards the finite-
dimensional distributions of the Brownian sheet B. Fix k ∈ N, t(1), . . . , t(k) ∈ R2+,
and let tˆ := t1 ∧ · · · ∧ tk. Fix i := (i1, . . . , ik) ∈ Nk such that |i| > 1. Now,
Ci
(
S (n, t(1)), . . . ,S (n, t(k))
)
= C
(
S (n, t(1))[i1 times], . . . ,S (n, t
(k))[ik times]
)
= (log n)−|i|/2Ci
(
S(n, t(1)), . . . , S(n, t(k))
)
= (log n)−|i|/2
∑
B∈P[|i|]
C
(
C
(
S(n, ϑ(b)) : b ∈ B∣∣L(k)n ) : B ∈ π) ,
where ϑ(b) is defined to equal t(l) if il ≤ b < il+1, and L(k)n := (L
⌊nt
(1)
2 ⌋
, . . . , L
⌊nt
(k)
2 ⌋
).
With a slight abuse of notation, we write (Po(X1), . . . , Po(Xk)) for a random
sequence in Rd such that conditionally given (X1, . . . , Xk) (with all entries Xl non-
negative) the Po(X1), . . . , Po(Xk) are independent, and Po(Xl) follows a Poisson
law with parameter Xl. Then
C
(
S(n, ϑ(b)) : b ∈ B∣∣L(k)n )
= C
(
Po
(
ϑ
(b)
1
2
L
⌊nϑ
(b)
2 ⌋
)
: b ∈ B
∣∣∣∣∣L(k)n
)
= C
(
Po
(
ϑˆB1
2
L
⌊nϑ
(b)
2 ⌋
)
+ Po
(
ϑ
(b)
1 − ϑˆB1
2
L
⌊nϑ
(b)
2 ⌋
)
: b ∈ B
∣∣∣∣∣L(k)n
)
with the summands above being independent, thus setting ϑˆB := min{ϑ(b) : b ∈ B},
= C
(
Po
(
ϑˆB1
2
L
⌊nϑ
(b)
2 ⌋
)
: b ∈ B
∣∣∣∣∣L(k)n
)
= C
(
Po
(
ϑˆB1
2
L
⌊nϑˆ
B
2 ⌋
)
+ Po
(
ϑˆB1
2
(L
⌊nϑˆ
B
2 ⌋
− L
⌊nϑ
(b)
2 ⌋
)
)
: b ∈ B
∣∣∣∣∣L(k)n
)
= C
(
Po
(
ϑˆB1
2
L
⌊nϑˆ
B
2 ⌋
)
: b ∈ B
∣∣∣∣∣L(k)n
)
= C#B
(
Po
(
ϑˆB1
2
L
⌊nϑˆ
B
2 ⌋
)∣∣∣∣∣L(k)n
)
=
ϑˆB1
2
L
⌊nϑˆ
B
2 ⌋
,
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and therefore,
Ci
(
S (n, t(1)), . . . ,S (n, t(k))
)
= (log n)−|i|/2
∑
P[|i|]
C
(
ϑˆB1
2
L
⌊nϑˆ
B
2 ⌋
: B ∈ π
)
= (log n)−|i|/2
∑
P[|i|]
(
∏
B∈π
ϑˆB1
2
)C
(
L
⌊nϑˆ
B
2 ⌋
: B ∈ π
)
= (log n)−|i|/2
∑
P[|i|]
(
∏
B∈π
ϑˆB1
2
)C
(
L⌊ntˆ2⌋ + (L⌊nϑˆB2 ⌋ − L⌊ntˆ2⌋) : B ∈ π
)
= (log n)−|i|/2
∑
P[|i|]
(
∏
B∈π
ϑˆB1
2
)C#π
(
L⌊ntˆ2⌋
)
∼ (logn)−|i|/2tˆ1tˆ2 log n
→
{
tˆ1tˆ2 |i| = 2,
0 otherwise,
as n→∞, where we used (33) in the second to last line. We used here the fact that
the process {Ln, n ∈ N} has independent increments. In particular, this implies
that B has covariance function Cov(B(s),B(t)) = min(s1, t1)min(s2, t2). The fact
that the marginals of B are centred follows from the central limit theorem (7). 
We now verify the Bickel-Wichura conditions for weak convergence of {S (n, ·)}.
Setting Tn := Tn,1 × Tn,2 with
Tn,p :=
{
[0, 1] if p = 1,
{0} ∪ [ log 2
logn
, 1] if p = 2,
(35)
the extension of Theorem 8 applies to {S (n, ·)}.
Proposition 3. Each S (n, ·) by definition vanishes along the lower boundary of
T . Moreover, for any α1, α2 ∈ [0, 1] and any two neighbouring blocks B,C in the
unit square whose corner points lie in Tn
E[|S (n,B)|2|S (n, C)|2] ≤ 25
4
(λ2(B))α1(λ2(C))α2(36)
for each n, where λ2 denotes Lebesgue measure on R2.
Our first step in the proof of Proposition 3 is to upper bound the left hand side
in (36) by the mean of increments of the process t 7→ L⌊t⌋. The second step is then
to upper bound these increments. To achieve this, it is useful to introduce the
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following distribution functions. Fix n ∈ N. Define Fn : [0, 1]→ R+ by
Fn(t) :=
H∗⌊nt⌋−1
log n
t ∈ [0, 1],(37)
where we set H∗n :=
∑n
k=2 1/k for n ≥ 1, and H∗0 := 0. In particular H∗1 = 0, since
we agree on empty sums to equal zero.
Lemma 3. The function Fn is a distribution function on [0, 1].
Proof. Clearly, Fn(0) = 0, Fn(1) = H
∗
n−1/ logn, and Fn is right-continuous and
nondecreasing. 
In what follows let µn denote the finite measure on the Borel sets of [0, 1] induced
by Fn, that is for t ∈ [0, 1] one has µn((0, t]) = Fn(t).
Lemma 4. Fix n ∈ N arbitrarily. Then for any t ∈ [0, 1],
Fn(t) ≤ t.(38)
Consquently, for any Borel set A ∈ B([0, 1]) in [0, 1]
µn(A) ≤ λ(A),(39)
where λ denotes Lebesgue measure on R.
As a consequence of this Lemma, for s < t we have H∗⌊nt⌋−H∗⌊ns⌋ ≤ (t− s) logn
provided that ns ≥ 1.
Proof. We show a stronger statement than (38). Fix n ∈ N and t ∈ [0, 1]. Then
H∗⌊nt⌋ =
⌊nt⌋∑
k=2
1
k
=
∫ ⌊nt⌋
1
dx
⌈x⌉ ≤
∫ nt
1
dx
x
= t logn,
and thus Fn(t) ≤ t. To see the second claim of the Lemma, define the collection
L := {A ∈ B([0, 1]) : µn(A) ≤ λ(A)}
of Borel sets on [0, 1] whose µn-measure is bounded above by their Lebesgue mea-
sure. Clearly, [0, 1] ∈ L . If (Ak) are disjoint sets in L , then
µn
(⋃
Ak
)
=
∑
k
µn(Ak) ≤
∑
k
λ(Ak),
thus
⋃
Ak ∈ L , and L is a λ-system. It is well known that E := {(0, t] : 0 ≤ t ≤ 1}
is a π-system, and we have E ⊆ L from the first part of this Lemma. The
second claim now follows, since B([0, 1]) = σ(E ) ⊆ L by Dynkin’s π-λ theorem,
cf. [5, Theorem 3.2], where σ(E ) denotes the sigma algebra generated by E . 
For m,n ∈ N such that m ≤ n call H(b)m,n := ∑nk=m 1/kb the (m,n)th trimmed
Harmonic number of order b. In particular, Hn = H1,n and H
∗
n = H2,n. We will
need a simple Lemma on trimmed Harmonic numbers.
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Lemma 5. For natural numbers m,n, b, b1, . . . , bl ∈ N such that b1 + · · ·+ bl ≤ b
and m ≤ n it holds that
H(b)m,n ≤ H(b1)m,n · · ·H(bl)m,n.(40)
In particular, for b ≥ 2 one has H(b)m,n ≤ H2m,n.
Proof. We have
H(b)m,n =
n∑
k=m
1/kb ≤
n∑
k1=m
· · ·
n∑
kl=m
1
kb11 · · · kbll
= H(b1)m,n · · ·H(bl)m,n.

We can now prove Proposition 3.
Proof. (of Proposition 3) Suppose B = (s(1), s(2)], C = (t(1), t(2)] ⊆ [0, 1]2 are two
neighbouring blocks in the unit square with corner points in tn. By definition the
increment of S (n, ·) around B is
S (n,B) = S (n, s(1)) + S (n, s(2))−S (n, (s(1)1 , s(2)2 ))−S (n, (s(2)1 , s(1)1 ))
= (logn)−
1
2
[
#(P ∩ [L
⌊ns
(1)
2 ⌋
, L
⌊ns
(2)
2 ⌋
)× [s(1)1 , s(2)1 ))−
s
(2)
1 − s(1)1
2
(L
⌊ns
(2)
2 ⌋
− L
⌊ns
(1)
2 ⌋
)
]
.
Setting L∗(n, s) := (L
⌊ns
(1)
2 ⌋
, L
⌊ns
(2)
2 ⌋
), we find
E[|S (n,B)|2|L∗(n, s)] = Var(S (n,B)|L∗(n, s))
= (log n)−1Var
(
#(P ∩ [L
⌊ns
(1)
2 ⌋
, L
⌊ns
(2)
2 ⌋
)× [s(1)1 , s(2)1 )) | L∗(n, s)
)
= (log n)−1
s
(2)
1 − s(1)1
2
(L
⌊ns
(2)
2 ⌋
− L
⌊ns
(1)
2 ⌋
).
In complete analogy, one obtains
E[|X(n, C)|2|L∗(n, t)] = (logn)−1 t
(2)
1 − t(1)1
2
(L
⌊nt
(2)
2 ⌋
− L
⌊nt
(1)
2 ⌋
).
Since the number of points of P in disjoint patches of the plane are independent,
the tower property of conditional expectation implies
E[|Xn(B)|2|Xn(C)|2] = (log n)−21
4
(s
(2)
1 − s(1)1 )(t(2)1 − t(1)1 )E(L
⌊ns
(2)
2 ⌋
− L
⌊ns
(1)
2 ⌋
)(L
⌊nt
(2)
2 ⌋
− L
⌊nt
(1)
2 ⌋
).
(41)
Recall that for random variables X, Y with first and second moments the Cauchy-
Buniakovsky-Schwarz inequality yields (EXY )2 ≤ EX2EY 2, and therefore EXY ≤√
Var(X) Var(Y ). Thus
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(logn)−2E(L
⌊ns
(2)
2 ⌋
− L
⌊ns
(1)
2 ⌋
)(L
⌊nt
(2)
2 ⌋
− L
⌊nt
(1)
2 ⌋
)
≤ (logn)−2
√
Var(L
⌊ns
(2)
2 ⌋
− L
⌊ns
(1)
2 ⌋
) Var(L
⌊nt
(2)
2 ⌋
− L
⌊nt
(1)
2 ⌋
)
Notice that for any m, l ∈ N such that l ≤ m we have
√
Var(Lm − Ll) ≤
m∑
k=l+1
√
Var(
2Ek
k
) = E(Lm − Ll).
Consequently,
(logn)−2E(L
⌊ns
(2)
2 ⌋
− L
⌊ns
(1)
2 ⌋
)(L
⌊nt
(2)
2 ⌋
− L
⌊nt
(1)
2 ⌋
)
≤ (logn)−2(H
⌊ns
(2)
2 ⌋−1
−H
⌊ns
(1)
2 ⌋−1
)(H
⌊nt
(2)
2 ⌋−1
−H
⌊nt
(1)
2 ⌋−1
).
If s(1), t(1) > 0, then s
(1)
2 , t
(1)
2 ≥ log 2/ logn, since s(1), t(1) ∈ Tn by assumption, and
so
≤ (log n)−2(H∗
⌊ns
(2)
2 ⌋−1
−H∗
⌊ns
(1)
2 ⌋−1
)(H∗
⌊nt
(2)
2 ⌋−1
−H∗
⌊nt
(1)
2 ⌋−1
)
= µn((s
(1)
2 , s
(2)
2 ])µn((t
(1)
2 , t
(2)
2 ])
≤ λ((s(1)2 , s(2)2 ])λ((t(1)2 , t(2)2 ]),
where we used the definition of µn and (39). If s
(1)
2 = 0, then since s
(2)
2 ≥
log 2/ logn, which again follows from the assumption that s(2) ∈ Tn,
H
⌊ns
(2)
2 ⌋−1
−H
⌊ns
(1)
2 ⌋−1
= H
⌊ns
(2)
2 ⌋−1
≤ 1 +H∗
⌊ns
(2)
2 ⌋−1
≤ 1 + s(2)2 log n,
hence
(log n)−1(H
⌊ns
(2)
2 ⌋−1
−H
⌊ns
(1)
2 ⌋−1
) ≤ 1
logn
+ s
(2)
2 ≤ 5s(2)2 .
And the same calculation applies to t(1).
To summarise, we obtain
E[|S (n,B)|2|S (n, C)|2] ≤ 25
4
λ2(B)λ2(C),
where λ2 denotes Lebesgue measure on R2. The claim follows. 
Proof. (of Theorem 2) Fix β1, β2 ∈ (1/2, 1) arbitrarily. By Proposition 3 we have
for any two neighbouring blocks B,C ⊆ [0, 1]2 with corner points in Tn
E|S (n,B)|2|S (n, C)|2 ≤ 25
4
(λ2(B))β1(λ2(C))β2
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for each n. Thus by the extension of Theorem 8 with Tn as defined in (35) the tight-
ness condition (28) holds, and the convergence of (S (n, ·)) follows from Corollary
1. 
4.2.2. Number of cycles in a random permutation. We now show weak convergence
of the sequence (K (n, ·)) as n→∞ to the one-dimensional Brownian sheet.
Proof. (of Theorem 1) In order to establish the proof, we want to make use of
our result on the convergence of S (n, ·) to the one-dimensional Brownian sheet,
Theorem 2.
Recall that S(n, t) =
∑⌊nt2⌋
k=2 Mk(t1). Setting
∆(n, t) :=
⌊nt2⌋∑
k=2
(Bk(t1)−Mk(t1)) = K(n, t)− S(n, t)− 1,
we have
K(n, t)− t1t2 logn√
logn
=
S(n, t)− t1t2 log n√
log n
+
1 +∆(n, t)√
logn
.
According to Theorem 2 the first summand on the right hand side in the last
display converges in D2 in the S-topology to the one-dimensional Brownian sheet.
To conclude our proof, it is enough to show
sup
t∈[0,1]2
∣∣∣∣∆(n, t)√logn
∣∣∣∣→d 0
as n → ∞. The reason for this is that the metric d that induces the Skorokhod
topology is bounded above by the uniform metric (cf. page 150 in [4]), and an
application of [4, Theorem 4.1]. Notice that for fixed t ∈ [0, 1]2 the sequence of
processes (M(n)) defined by M(n) := ∆(n, t)−E∆(n, t) is an L2-bounded martin-
gale, i.e. supn EM(n)
2 < ∞, since EM(n)2 = Var(∆(n, t)) ≤ ∑nk=2Var(Mk(t1) −
Bk(t1)) ≤ 5ζ(2), where we used Var(Mk(t1)− Bk(t1)) = t21(t21 + 3t1(k − 1) + (k −
1)2)/((k − 1)2(k − 1 + t1)2) ≤ 5/(k − 1)2, as an elementary calculation shows.
Now, |∆(n, t)| ≤ ∑nk=2(Mk(1) − Bk(1)) ≤ S(n) − K(n), and E|∆(n, t)| ≤∑n
k=2 E(Mk(1)−Bk(1)) converges as n→∞, as E(Mk(1)−Bk(1)) = 1/((k−1)k).
Consequently, by the martingale convergence theorem, cf. [14, Section 1.3], M(n)
and thus ∆(n, t) converges a.s. to some finite limit. The claim follows. 
4.2.3. Joint convergence. We show our main result, Theorem 4, by first proving
convergence of finite-dimensional distributions, followed by the proof of tightness
of (K (n, ·),S (n, ·)).
Lemma 6. For s, t ∈ [0, 1]2 fixed arbitrarily, as n→∞,
Cov(K (n, s),S (n, t))→ (s ∧ t)1(s ∧ t)2.(42)
As a consequence, Corr(K (n, t),S (n, t)) converges to one as n→∞.
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Proof. We have Cov(K (n, t),S (n, s)) = (log n)−1Cov(K(n, t), S(n, s)). Let {Hk(t), k ∈
N, t ≥ 0} be a family of random variables with the same distribution as {Mk(t), k ∈
N, t ≥ 0}. We can write
K(n, t) =
⌊nt2⌋∑
k=2
1{Mk(t1) ≥ 1}
=d
⌊nt2⌋∑
k=2
1{Mk((s ∧ t)1) ≥ 1}+
⌊nt2⌋∑
k=2
1{Mk((s ∧ t)1) = 0, Hk(t1 − (s ∧ t)1) ≥ 1},
where the last sum may in fact be zero, and where there is some dependence
between the Mk and Hk that we will not further specify. Similarly, we have the
decomposition into
S(n, s) =
⌊ns2⌋∑
k=2
Mk(s1) =d
⌊ns2⌋∑
k=2
Mk((s ∧ t)1) +
⌊ns2⌋∑
k=2
Hk(s1 − (s ∧ t)1),
where again the last sum in the last line may be zero. Putting everything together,
we obtain
Cov(K(n, t), S(n, s)) = Cov(K(n, s ∧ t), S(n, s ∧ t))
(43)
+ Cov

⌊n(s∧t)2⌋∑
k=2
1{Mk((s ∧ t)1) = 0, Hk(t1 − (s ∧ t)1) ≥ 1}, S(n, s ∧ t)

 .(44)
Fix u, h ∈ [0, 1] such that u+ h ≤ 1. Then
Cov(Mk(u), Bk(u)) = EMk(u)− EMk(u)EBk(u)
= EMk(u)P{Mk(u) = 0}
=
u
k − 1
k − 1
u+ k − 1 =
u
u+ k − 1 .
A simple calculation using the asymptotics of the digamma function shows that
(logn)−1 Cov(K(n, s ∧ t), S(n, s ∧ t)) → (s ∧ t)1(s ∧ t)2. Similarly, noticing that
Mk(u)1{Mk(u) = 0, Hk(h) ≥ 1} is zero almost surely, and using the fact that the
events Mk(u) = 0, Hk(h) ≥ 1 are negatively correlated,
|Cov(Mk(u),1{Mk(u) = 0, Hk(h) ≥ 1})|
= EMk(u)P{Mk(u) = 0, Hk(h) ≥ 0}
≤ EMk(u)P{Mk(u) = 0}P{Hk(h) ≥ 0},
which, together with another simple calculation using the asymptotics of the
digamma function shows that the second summand in (43) vanishes as n → ∞.
This shows the claim. 
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We need another Lemma in order to show our main result.
Lemma 7. Fix t ∈ [0, 1]2. Then we have convergence in L2
S (n, t)−K (n, t) L2→ 0(45)
as n→∞.
Proof. We first show convergence in L1, namely
‖S (n, t)−K (n, t)‖1 = E|S (n, t)−K (n, t)|
= (log n)−1/2E|
⌊nt2⌋∑
k=2
(Mk(t1)− 1{Mk(t1) ≥ 1})− 1|
≤ (logn)−1/2
⌊nt2⌋∑
k=2
t21
(k − 1)(t1 + k − 1) + (logn)
−1/2 → 0
as n→∞. Moreover, using Lemma 6 and Lemma 2, as n→∞,
Var(S (n, t)−K (n, t)) = Var(S (n, t)) + Var(K (n, t))− 2Cov(S (n, t),K (n, t))
→ 0.
Now conclude convergence in L2, since ‖X‖22 = Var(X)+‖X‖21 for any real random
variable X ∈ L2. 
We are now ready to show convergence of the finite-dimensional distributions of
the process (K ,S )(n, s, t) ≡ (K (n, s),S (n, t)).
Proposition 4. Fix d ∈ N and t(1), . . . , t(d), s(1), . . . , s(d) ∈ [0, 1]2. Then we have
convergence of finite-dimensional distributions
((K ,S )(n, s(1), t(1)), . . . , (K ,S )(n, s(d), t(d)))→d ((B(s(1)),B(t(d))), . . . , (B(s(d)),B(t(d))))
(46)
where {B(t), t ∈ [0, 1]2} denotes a one-dimensional Brownian sheet on the unit
square.
Proof. Due to the Cramér-Wold device it is enough to show that for any a, a′ ∈ Rd
one has convergence in distribution∑
l
alK (n, s
(l)) +
∑
l
a′lS (n, t
(l))→d
∑
l
alB(s
(l)) +
∑
l
a′lB(t
(l))
as n→∞. The fact that the first (second) summand on the left hand side of the
last display converges to the first (second) summand of the right hand side follows
from the Cramér-Wold device.
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Lemma 7 implies that for any t ∈ [0, 1]2, K (n, t) − S (n, t) converges to zero
in probability, hence the same is true for
∑
l al(S (n, t
(l))−K (n, t(l))). Moreover,
again applying the Cramér-Wold device,∑
l
alK (n, s
(l)) +
∑
l
a′lS (n, t
(l)) +
∑
l
al(S (n, s
(l))−K (n, s(l)))
=
∑
l
alS (n, s
(l)) +
∑
l
a′lS (n, t
(l)) →d
∑
l
alB(s
(l)) +
∑
l
a′lB(t
(l)),
as n→∞. By Slutsky’s theorem, as n→∞∑
l
alK (n, s
(l)) +
∑
l
a′lS (n, t
(l)) →d
∑
l
alB(s
(l)) +
∑
l
a′lB(t
(l)).

We are now left to show tightness of (K ,S )(n, s, t) in order to conclude our
main result. To this end we again employ the Bickel-Wichura criterion.
Define Tn := Tn,1 × Tn,1 × Tn,3 × Tn,4 by
Tn,p :=
{
[0, 1] p ∈ {1, 3}
{0} × [ log 2
logn
, 1] p ∈ {2, 4}.(47)
Lemma 8. For any α1, α2 ∈ [0, 1], and any two neighbouring blocks B,C and
B′, C ′ in the unit square such that the corner points of B × B′ and C × C ′ lie in
Tn we have
E‖(K ,S )(n,B × B′)‖22‖(K ,S )(n, C × C ′)‖22 ≤ 25(λ2(B))α1(λ2(C))α2(48)
for each n ∈ N.
Proof. Notice that ‖(K ,S )(n,B,B′)‖22 = (K (n,B))2+ (S (n,B′))2. Recall that
by definition S(n,B) counts the points of the Poisson process P that fall into the
block B. Since K(n, t)− 1 ≤ S(n, t), we have
K (n,B) ≤ S (n,B),
so K(n,B) only counts some of the points of P that fall into B, and
‖(K ,S )(n,B,B′)‖22 ≤ (S (n,B))2 + (S (n,B′))2 = ‖(S ,S )(n,B,B′)‖22.
By Proposition 3
E‖(K ,S )(n,B,B′)‖22‖(K ,S )(n, C, C ′)‖22 ≤ 4E|S (n,B,B′)|2|S (n, C, C ′)|2
≤ 25(ν(B ×B′))α1(ν(C × C ′))α2 ,
where ν is a finite measure on the Borel sets of [0, 1]4 defined by ν(B × B′) :=
λ2(B) + λ2(B′) for any Borel sets B,B′ in [0, 1]2. 
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We can now apply the extension of Theorem 8 with Tn as defined in (47) to
obtain tightness of (K (n, ·)− (log n)−1/2,S (n, ·)), as this process vanishes on the
lower boundary of Tn. Applying Proposition 3 our main result, Theorem 4, follows.
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