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$ OMMAIRE
Les avancements des dernières décennies clans le domaine de l’informatique
permettent l’utilisation de méthodes statistiques de plus en plus complexes clans
plusieurs domaines d’application. Le domaine de l’imagerie numérique en fait
partie sans contredit. En effet, le traitement d’images numériques est devenu
essentiel clans plusieurs domaines, mentionnons seulement l’imagerie médicale,
l’imagerie satellite oti la robotique. Dans chacun de ces domaines, des décisions
doivent être prises basées sur des images, et le traitement d’images vise à améliorer
la prise de ces décisions. Les champs de recherche en imagerie sont très vastes et
variés, pour notre part nous nous concentrons sur l’aspect de la segmentation
d’une image naturelle.
La segmentation d’images est une étape préliminaire pour beaucoup cl’ap
plications en vision informatique comme la reconnaissance d’objets ou bien la
reconstruction d’images en 3D. Elle consiste à partitionner l’image en régions
possédant ne ou des caractéristiques communes.
Dans ce mémoire, nous présentons un modèle statistique bayésien basé sur
l’article de Destrempes, Mignotte et Angers (2005) pour segmenter une image
selon les couleurs. Ce travail vise à évaluer l’impact du choix de la fonction de
perte dans la segmentation résultante. Le modèle proposé utilise les champs de
Markov cachés conjointement avec un modèle a pmorz de Potts pour modéliser
statistiquement l’image. L’estimation du modèle est conduite par 1’ algorithme
EM et les méthodes numériques de Monte Carlo avec chaînes de IVlarkov et de
Monte Carlo avec fonction d’importance.
Mots clés Estimation bayésienne, champs aléatoires de lVlarkov cachés.
IVICMC, simulations.
SUMMARY
The recent advances in computer technology allow t.he use of more complex
statistical proceclures in many fields of application such as digital irnagery. Image
processing lias become essential in rnany applications like medical imagery, sa
tellite imagery or robot vision. In each of these fielcis, decisions are macle baseci
011 images anci the role of image processing is to improve the quality of those
clecisions. Image processing lias many ramifications, we will concentrate only on
image segmentation.
Image segmentation is frequently seen as a pre-processing step for rnany hi
gher level tasks in computer vision such as object recognition and 3D image
reconstruction. The segmentation of an irïlage consists in partitioning the latter
in regions sharing the same properties.
In this thesis we will present a color-haseci Bayesian statistical segmentation
model that takes its roots in the paper of Destrempes, Mignotte Arigers (2005).
We will be trying to evaluate the impact of the loss function on the resulting
segmentation. The statistical moclel consists of an hiciden IVlarkov ranclom fielci
moclel anci a Potts prior on the underlying segmentation. Estimating the moclel is
clone through the E1VI algorithm and the Monte Carlo Markov ChailI and Monte
Carlo with importance sampling numerical methocls.
Keywords Bayesian estimation, hiclden Markov ranclom fielcls, MCMC,
simulations.
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INTRODUCTION
Les avancements des dernières décennies dans le domaine de l’informatique
permettent l’utilisation de méthodes statistiques de plus en plus complexes clans
plusieurs domaines d’application. Le domaine de l’imagerie numérique en fait
partie sans contredit. En effet, le traitement d’images numériques est devenu
essentiel clans plusieurs domaines, mentionnons seulement l’imagerie médicale,
l’imagerie satellite oti la robotique. Dans chacun de ces domaines, des décisions
doivent être prises basées sur des images, et le traitement d’images vise à améliorer
la prise de ces décisions. Les champs de recherche en imagerie sont très vastes et
variés, pour notre part nous nous concentrons sur l’aspect de la segmentation
d’une image naturelle.
Le travail présenté dans ce mémoire est fortement basé sur le modèle sta
tistique présenté dans l’article de Destrempes, Mignotte et Angers (2005). Dans
cet article, un modèle statistique bayésien est présenté pour répondre au pro
blèine de segmentation d’une image selon les couleurs observées. Les nouveautés
présentes clans ce modèle sont, entre autres, l’utilisation d’un modèle de vrai
semblance bêta au lieu d’un modèle gaussien et l’introduction d’une contrainte
globale sur le nombre de régions dans l’image, basée sur la loi cubique pour la
taille des régions. Comme dans plusieurs articles, un modèle de Potts est utilisé
comme modèle a priori sur la segmentation (voir Wu, 1982). L’estimation des
paramètres du modèle de segmentation est faite selon une nouvelle approche ap
pelée Exploration/Sélection/Estimation, ou ESE, et consiste en un algorithme de
maximisation perniettant de trouver le Imiaxinnun a posteriori (MAP). Lors du
processus de publication, un des arbitres a questionné l’effet de la fonction de
perte dans le modèle bayésien sur la segmentation résultante. Nous utilisons ainsi
5le modèle statistique développé pal Destrempes et al. (2005) pou; caractériser
une image à Partir duquel nous tentons (le répondre à la cluestion suivante quel
est 1’impact du choix de la fonction de perte en segmentation cl’iniages en utilisant
un modèle de couleurs?
La segmentation d’images est une étape préliminaire pour beaucoup cl’ap
plications en vision informatique comme la reconnaissance dobjets ou bien la
reconstruction d’un objet en trois dimensions â partir d’images en 2D. Prenons
par exemple la reconnaissance d’objets, cette tâche est très utile en robotique
industrielle comme par exemple lorsqu’un robot analyse certaines composantes
pour identifier des anomalies. La reconnaissance d’objets est également utilisée
pour chercher des images à l’intérieur d’une large banque d’images. Pour tontes
ces tâches d’analyses supérieures, la segmentation est une étape préalable très
importante, premièrement puisqu’elle simplifie le niveau d’information contenu
dans l’image et deuxièmement puisqu’elle cible dans l’image des zones partageant
tine même propriété.
Ainsi, nous pouvons voir la segmentation cl’tme image connue la partition de
celle-ci en un ensemble de régions possédant, une ou (les caractérisques communes.
De manière générale, la segmentation peut être faite selon trois caractèrisques de
l’image ou bien une combinaison de celles-ci. Ces dernières sont les couleurs,
les textures et les formes. Dans le travail présenté clans ce mémoire, nous nous
limitons à la segmentation selon les couleurs.
Bien évidemment, il existe plusietirs approches pour segmenter une image.
Nous adoptons une approche bayésienne basée sur les champs aléatoires de I\/Iar
kov cachés (Hidclen Markov Random Fielcls, HI\/IRF). La combinaison des champs
de Markov cachés avec la théorie de la décision bayésienne nous fournit, un cadre
de segmentation formel qui incorpore l’information sur les régions sous-jacentes
et la couleur observée à chaque pixel. Les champs de I\’Iarkov cachés sont des
outils puissants de plus en plus utilisés en vision informatique, en reconstruction
d’images et en reconnaissance vocale. Les premiers auteurs à utiliser les HMRf
clans un cadre de segmentation d’images sont Geman et Geman (1984) et Besag
(1986). Ils ont pu démontrer l’utilité et la puissance de ceux-ci pour résoudre
6le problème de segmentation cFuiie image. Lutilité de la théorie de la décision
bayésienne vient, du fait que nous traitons le problème de segmentation comme un
problème statistique inverse. En effet. nous supposons un champ aléatoire caché
modélisant la segmentation des régions à partir duquel l’image observée aurait
été engendrée. Le problème inverse vient du fait que cette segmentation n’est pas
connue et nous tentons de l’estimer à partir de l’image. Ainsi, le paradigme de
Bayes nous donne un cadre statistique pour inclure des contraintes e pTZOT sur
la forme et la taille des régions clans l’image.
Plusieurs méthodes furent proposées potir estimer un modèle basé sur les
champs de I\larkov cachés. La majorité des méthodes proposées consistent. en des
algorithmes itératifs où les paramètres sont mis à jour en fonction de l’information
à chaque étape de la procédure. Dans les premiers travaux de Besag (1986) un
tel algorithme itératif appelé 1CM est proposé. Dans Destrempes et aÏ. (2005)
une approche bayésienne non décisionnelle basée sur le maximum e posteriori
(MAP) est utilisée et un algorithme de maximisation appelé ESE est. développé.
D’autres approches comme le recuit simulé (voir Hajek. 1988) ou le recruit simulé
aclapt.atif (voir Laksshmanan et Derin, 1989) furent. proposées pour estimer la
segmentation au sens du MAP. Un autre algorithme itératif fréquemment utilisé
en segmentation d’images est l’algorithme Elvi. Ce dernier est utilisé clans Belongie
et aÏ. (1998) et des variantes de ce dernier sont utilisées entre autre dans Nasios et
Bors (2004) où une approche variationnelle du EM est proposée et dans Wu, Yang
et Chan (2003). L’algorithme Elvi est plus intense au sens calculatoire que le ESE
par exemple, mais il nous fournit un cadre bien connu dans le domaine statistique.
Ainsi, nous utilisons une approche par l’algorithme EM clans ce travail.
La structure du mémoire va comme suit t au premier chapitre nous décrivons
les concept.s statistiques et mathématiques nécessaires à la compréhension de la
modélisation d’une image. Nous caractérisons l’image ati sens mathématique en
introduisant la notion de champ aléatoire et décrivons brièvement le domaine de
représentation des couleurs. Nous introduisons ensuite les champs aléatoires de
JVlarkov cachés dans le contexte du traitement d’images et décrivons l’approche
zproposée clans Destrempes et ai. (2005). finalement. nous expliquons les méthodes
numériques qui seront utilisées po’ir estimer le modèle proposé.
Au chapitre 2 nous expliquons brièvement la théorie de la décision bayésienne
et décrivons les fonctions de perte que nous proposons. Ensuite. nous proposons
une approche décisionnelle bayésienne basée sur le modèle de Destrempes et ai.
(2005). Dails ce chapitre, nous verrofls également l’approche sélectionnée pour
évaluer la convergence des méthodes MCMC.
Finalement, ati troisième chapitre nous expliquons la méthode d’analyse en
grappe qui est utilisée pour fusionner les régions et discutons des aspects pratiques
des critères d’arrêt pour les méthodes MCI\/IC et l’algorithme EM. Pour terminer,
nous présentons des résultats de simulations sur des images synthétiques pour




Dans ce chapitre, nous définissons les concepts de base en traitement d’images
qui vont nous permettre de modéliser statistiquement une image. Dans un premier
temps, nous décrivons le cacÏre général mathématique clans lequel nous définissons
une image. Les notions de pixel, voisinage et clique seront brièvement expliquées
de manière à comprendre comment nous pouvons modéliser ces données. Nous
décrivons également certains systèmes de référence pour représenter une couleur
et plus particulièrement le système Lah qui sera utilisé clans ce mémoire.
Dans un deuxième temps. nous définissons le modèle de segmentation d’une
image selon un modèle de couleurs développé clans Destrempes, Mignotte et An
gers (2005). Nous expliquolls les grandes lignes du cadre statistique utilisé clans
cet article et nous expliquons brièvement la méthode ESE qui y fut développée
pour maximiser une fonction.
Finalement, nous passons en revue les méthodes d’estimation numérique que
nous utilisons pour estimer les différents paramètres du modèle. Notis utilisons
une approche basée sur l’algorithme EM pour estimer la segmentation de l’image.
Nous définissons alors le problème de segmentation d’une image comme un pro
blème statistique inverse et nous motivons l’utilisation de l’algorithme Ei\’I dans
un tel contexte. Nous décrivons également les méthodes d’estimation numérique
de Monte Carlo avec fonction d’importance et l’algorithme de Metropolis-Hasting
que nous utiliserons pour estimer les paramètres du modèle.
91.1. ELÉMENTS EN TRAITEMENT D’IMAGES
Dans cette section, nous définissons les concepts de base en imagerie et en
statistique qui nous permettent de modéliser mathématiquement une image. Nous
voulons tout d’abord décrire en langage mathématique ce qu’est une image et
ensuite définir certaines propriétés statistiques et mathématiques de celle-ci. Tout
au long de cette section, nous utilisons un exemple bien simple pour illustrer
chacun de ces concepts.
1.1.1. Définition mathématique d’une image
Dans ce mémoire, nous définissons mathématiquement une image comme un
champ aléatoire stationnaire.
Définition 1.1.1. Un champ aléatoire Y
= { s E Q} est un objet aléatoire
sur un ensemble d’indices à deux dimensions, tel que
— Q = {(i,j)1 < j < n, 1 < j < m} est un ensemble d’indices de points sur
une grille rectangulaire;
pour chaque point s = (i,j) e Q, appelé pixel ou site, Y3 est une variable
aléatoire à valeur réelle;
et le champ aléatoire Y est caractérisé par une Jonction de densité conjointe
f(Y) pour le cas d’un champ aléatoire continu ou d’une Jonction de masse
conjointe p(Y) dans le cas d’un champ aléatoire discret.
Définition 1.1.2. Un champ aléatoire est dit stationnaire s’il est invariant par
rapport aux translations, c’est-à-dire que sa fonction de densité conjointe dépend
uniquement de la distance entre les sites et non pas de leur position absolue.
Dans le cas d’une image représentée par un champ aléatoire stationnaire noté
Y, à chaque site s la variable aléatoire Y3 prend une valeur sur un domaine V, où
V est un compact. La dimension p dépend du fait que nous observons une image
en noir et blanc (p 1) ou bien une image en couleur (p = 3). Pour une image
en noir et blanc, Y3 est un singleton dans V, c’est-à-dire que le niveau de gris est
représenté par une variable aléatoire en une dimension. Dans le cas d’une image
en couleur, Y5 est un triplet dans V3.
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Pour une image en couleur. le domaine V dépend (te la manière dont nous
représentons la couleur. Il existe plusieurs systèmes de référence pour représenter
les couleurs. le plus connu étant le système RGB. Nous expliquons plus en détail
à la section 1.1.4 ces systèmes de référence. Pour une image en noir et blanc,
le domaine V se résume à l’intervalle [0, 2.55] fl N. De manière générale, nous
normalisons toujours l’espace de représentation sur le domaine [0, i] pour les
images en couleurs et sur [0, 1] pour les images en noir et blanc.
Sur le plan mathématique, nous pouvons voir le support de l’image Y comme
un graphe Q où les noeuds s correspondent aux pixels et les arrêtes sont repré
sentées par le système de voisinage. Nous verrons à la section 1.1.2 le détail des
systèmes de voisinage.
1.1.2. Voisinage
Nous introcltusolls clans cette section la notion de voisinage en imagerie. Nous
utilisons la notation N(s) pour définir le voisinage clii pixel s. Comme il a été
introduit à la section précédente, le système de voisinage représent.e les arrêtes
qui relient tes noeuds du graphe. Nous définissons un voisinage en termes mathé
maticynes de la manière suivante.
Définition 1.1.3. Soit s et t deïrr noeuds du graphe Q et les sous-ensembles N(.)
Ïes voisinages associés, ators N(s) est un voisinage de s si et seulement si
(1) s
(2)tEN(s)séN(t).
Les systèmes de voisinage les plus usuels sont les systèmes hiérarchiques. Ces
systèmes représentent toujotirs une région symétrique circulaire autour du pixel
s et sont inclusifs, c’est-à-dire que le voisinage d’ordre h du pixel s est toujours
inclus dans son voisinage d’ordre h + 1. Voir la figure 1.1.1 pour un exemple de
voisinage hiérarchique. De plus, un système de voisinage hiérarchique doit avoir la
même structure pour tous les pixels de l’image sauf possiblement aux frontières.
Il existe trois manières de traiter les points stir les frontières.
Ï’
(1) Frontière libre t Nous considérons les pixels à l’extérieur du cloniaine de
limage comme étant manquants. Les points sur les frontières contiennent
donc moins de voisins que ceux à l’intérieur de l’image.
(2) Frontière périodique t L’image est répétée clans toutes les directions selon
un modèle toroïclal. De cette manière, les pixels de la frontière de droite
deviennent adjacents à ceux de la frontière de gauche par exemple et de
même pou; les frontières inférieure et supérieure.
(3) Frontière étendue t Les points sur les frontières sont dupliqués sur les
colonnes et. les rangés extérieures. En d’autres mots, l’image est agrandie
avec les mêmes valeurs que celles qui sont. observées aux frontières.
Dans ce mémoire, nous considérons que l’approche par frontières libres. Ainsi, les
ensembles de voisins des pixels aux frontières auront une cardinalité inférieure à
celle des pixels intérieurs.
Définition 1.1.4. Le voisinage d’ordre h du pixet s est dflni comme tous tes
putts compris dans un cercle de rayon 2! centré au perd s.
Les systèmes de voisinage hiérarchiques les pins utilisés sont. les systèmes
clorclre 1 et 2. Le voisinage «ordre 1 d’un pixel s est défini comme l’ensemble
des pixels à l’intérieur d’un cercle de rayon Ï autour de s. Le système d’ordre 1
se résume aux pixels adjacents verticalement ou horizontalement à s.
Considérons l’exemple de la figure 1.1.1 qui représente une image de 5 x 5
pixels, le voisinage de premier ordre de 53,3 est donné par
N1(s33) {52,3, 3,2, 53,4, 51,3}.
De même, pour mi pixel aux front.ières, disons son voisinage de premier ordre
est. donné par Ni(si,i) {51,2,52,1}.
Nous définissons le voisinage d’ordre 2 d’un pixel s conimne l’ensemble des
pixels compris à l’intérieur d’un cercle de rayon centré en s. Ce système
de voisinage se résume aux pixels adjacents verticalement, horizontalement ou
diagonalement à s.
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FIGuRE 1.1.1. Image de 5x5 pixels avec un exemple d’un voisinage
hiérarchique d’ordre 1 et «ordre 2
Si nous reprenons l’exemple précédant, le voisinage de deuxième ordre de
est donné par
J2(5;3,:3) {592, 893, 2,4, 3,2, 33,4, 4,2, 543, S44}.
Comme nous avons mentionné précédemment, nous pouvons remarquer que N1 (53 3) C
N2(s3,3). Tout au long du travail présenté dans ce mémoire, nous utilisons le voi
sinage d’ordre 2 pour nos modèles.
1.1.3. Cliques et fonction d’énergie
Après avoir défini un système de voisinage, nous pouvons construire un sys
tème de cliques C par rapport au système de voisinage Nt.).
Définition 1.1.5. Une clique e E C est un sous-graphe du support de t’image Y
où tous ses éléments sont voisins tes uns des autres. Par convention, un singleton
{ s} de Q est également une clique.
Notons Ck l’ensemble des cliques de cardinalité k, c’est-à-dire les cliques conte
nant k pixels. La figure 1.1.2 montre les cliques associées aux voisinages d’ordre 1
et 2. Si nous retournons à l’exemple de la figure 1.1.1, pour un voisinage d’ordre
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cieux, les cliques de carclinalité 2 contenant le pixel $1,1 sont données par
c2(si,1) {(s, $1,2), (Si.i, $2,1), (Si,i, 32,2)1
Les cliques de carclinalité 3 et 4 contenant le pixel i sont données respectivement
par
c3(si,i)
= 1,2, 52,1), (5i.i, 1,2, 52,2), (51,1, 2,1, 52,2)}
c4(si,i)
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FIGuRE 1.1.2. Cliciues associées aux voisinages d’ordre 1 et 2 (voir
Maître, 2003)
Pour chaque clique e, nous définissons une fonction de potentiel l’l qui dépend
uniquement de la valeur des pixels qui constituent la clique c.
Définition 1.1.6. Soit A l’ensemble des valeurs que peut prendre te champ aléa
toire X, Q te support du champ et #(Q) ta cardinatité de Q, alors U est définie
comme U A#(°)
— R+ tet que
(1) U 0 si e n’est pas une cÏique
(2,) pour deux configurations x et x’ ators,
.x8=xVsEc = U(x)=U(x’).
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Nous définissons l’énergie globale de l’image comme la somme des potentiels
de toutes les cliques composant 1’ image. c’est- à-dire
u =
cC
L’énergie locale pour un pixel s est définie par la somme des potentiels de toutes
les cliques qui contiennent le pixel s
l/S= U.
cCsCc
Nous référons à l’exemple 1.1.1 pour illustrer l’énergie globale dans un cadre
concret.
1.1.4. Systèmes de représentation
La colorimétrie est la science cjui étudie la vision des couleurs. Un des grands
pas historiques en compréhension de la perception des couleurs vient de Maxwell
(1831-1879) qui reprit l’étude célèbre de Newton de la décomposition de la lumière
par un prisme. Il montra qu’il est possible de recréer la couleur blanche qu’avec
trois couleurs, soient le rouge, le vert et le bleu. Ainsi, le principe de trichTornie
est né. Par la suite nous démontrons que toute couleur peut être recréée à partir
d’un mélange de trois couleurs primaires correctement choisies. Par contre, ce
dernier postulat ne garantit pas que pour trois primaires fixés, on pourra recréer
toutes les couleurs. Certaines couleurs vont nécessiter un changement des trois
primaires. Pour plus de détails du le sujet, voir Marion (1997).
Comme nous avons mentionné à la section 1.1.1, le système de représentation
le plus habituel pour une couleur est le système RGB. Ce système est celui qui
est utilisé par la plupart des écrans de télévision réguliers. De manière générale,
l’espace RGB est la représentation sur trois plans de la composition de l’image en
rouge (Red), vert (Green) et bleu (Blue). Nous pouvons nous demander pourquoi
ces trois couleurs en particulier. Des études ont montré que pour obtenir une pa
lette de couleur la plus vaste possible, il faut premièrement des couleurs primaires
indépendantes, c’est-à-dire qu’aucune d’elles peut être recréée à partir des deux
autres et elles doivent être le plus éloignées les unes des autres clans le spectre.
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Il fut ainsi convenu universellement que le rouge, le vert et le bleu sont de bons
candidats.
Le domaine par défaut du système RGB est [0, 255] fl N pour chaque compo
sante. De manière générale, nous normalisons l’image sur le domaine [0, i] pour
faciliter le traitement numérique. Nous pouvons visualiser le système RGB comme
un cube en trois dimensions (voir la figure 1.1.3).
Wli fie
C255.255255)
FIGuRE 1.1.3. Cube RGB
Un des problèmes reliés à l’utilisation du système RGB en traitement d’images
est la notion de distance entre deux couleurs. En effet, prenons deux couleurs qui
sont très près en terme de distance euclidienne dans le cube RGB; la différence
perçue par l’oeil entre les deux couleurs peut être très grande et vice versa pour
deux couleurs très semblables visuellement, ces dernières peuvent être très dis
tantes dans le cube. Nous disons alors que le système RGB n’est pas perceptuette
ment uniforme. Nous allons voir plus loin que certains systèmes de représentation
tentent de corriger cette non-uniformité perceptuelle.
Comme nous avons déjà mentionné, il existe plusieurs systèmes de représen
tation des couleurs, par exemple les espaces RGB, XYZ, H$V, YIQ, Luv, Lab




système de représentation nons donnera un nouveau système valide. De cette ma
nière. plusieurs dérivés du système RGB on été conçus pour répondre à certains
besoins technologiques clans différents domaines. Nous ne présentons ici que les
espaces qui nous seront utiles, soient les systèmes XYZ, YIQ et Lab.
Le système XYZ fut développé par la CIE (Commission Internationale de
l’clairage) en 1931 pour remplacer les coordonnées RGB car il est impossible de
représenter toutes les couleurs visibles par des valeurs positives des composantes
R, G et B. La composante Y du système XYZ a été intentionnellement conçue
pour représenter la luminescence, ou la luminosité de la couleur. La luminescence
est définie en physique comme l’intensité d’une source quelconque. Prenons par
exemple mie image en niveau de gris, puisqu’il n’y a aucun apport en terme de
couleur, tout ce que nous observons est la luminescence.
Le système YIQ est une transformation de l’espace RGB développé pour la
transmission de signaux télévision. La composante Y représente la luminescence
exactement comme pour le système XYZ. Cette dernière composante se voit at
tribuer plus d’espace clans le signal transmis car l’oeil humain est pius sensible à
une variation dans la luminescence que clans la couleur. Les images télévisées ainsi
obtenues sont plus nettes à catise de l’emphase mise sur cette caractéristiqtie.
Tous les systèmes mentionnés précédemment ne soiit pas perceptuellement
uniformes. Plusieurs systèmes ont été proposés par la CIE pour tenter de résoudre
ce problème. Un de ces systèmes est la représentation Lab qui fut développée
en 1976 par la CIE. Ce dernier est une transformation non linéaire du système
XYZ. La représentation visuelle du système Lai) est cependant plus difficile que
pour le système RGB. La composante L correspond à la luminescence ou bien la
luminosité de la cotileur. Si nous fixons a et b, alors nous obtenons la variation de
L sur les niveaux de gris. La composante a représente la variation vert-rouge et
la composante b la variation jaune-bleu. Le domaine de chaque composante n’est
plus le même, L varie sur [O, 100] et a et b varient sur [—60, 60]. Encore une fois,
chacune des composantes sera normalisée sur le domaine [0, 1].
Pour faire le passage du système RGB au système Lab, il faut premièrement
passer par le système XYZ. Pour ce faire, nous avons besoin des cieux premières
‘T
coordonnées projectives des trois composantes R, G et B de référence notée res
pectivement (xv, Pc), (x9, y9) et (xb, Yb) ainsi ciue des composantes du blanc de
référence Xn, Yv et Z (nous pouvons également donner ses coordonnées prO










où t = r, g, et b. Notons que la somme des coordonnées projectives donne toujours
1, voilà pourquoi nous donnons uniquement: que les deux premières coordonnées.
Le passage entre les cieux systèmes se fait par le procitut matriciel suivant





i/I= 89X9 S9Y9 S9Z9
$bXb SbYb SbZb






et la forme est la même pour le vert (X9, Y, Z9) et le bleu (Xb, Yb, Zb). Les com
posantes $r, S9 et 5b sont obtenues par le produit matriciel suivant
XYZ
(Sr 5g sb) = (x yw zu7) x9 Y z9
XbYbZb
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TABLE&U 1.1.1. Coordonnées projectives des trois couleurs pri






Il n’y a pas de définition physique ou perceptuelle unique de la couleur blanche.
Le blanc est défini comme ce que nous considérons être la lumière blanche. Sou
vent, le blanc de référence représente la lumière la pius blanche que peut pro
duire un appareil (voir http ://developer.apple.com/documentation/QuickTime/
REF/refVectors.21.htm). Ainsi, nous voyons que le blanc de référence peut dé
pendre de l’appareil, de l’écran ou du moniteur qui est utilisé, et par conséquent,
il n’est pas unique. Le transfert entre le système RGB et XYZ clans Matlab est ef
fectué par rapport au blanc de référence D65. Ce dernier fut développé par la CIE
de manière a approximer la lumière naturelle du jour. Les coordonnées projectives
pour les trois couleurs primaires utilisées par IVIatlab ainsi que pour le blanc de
référence D65 sont données dans le tableau 1.1.1 (voir www.brucelindbloom.com).
IViaintenant voici comment passer du système XYZ au système Lab







f t’/ si Y/7 > 0,008856;
7,787t+ 16/116, sinon,
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et X14’, }jy et Zw sont les composantes du blanc de référence.
1.1.5. Champs aléatoires de Markov et champs de Gibbs
Nous présentons dans cette section les bases de la théorie des champs de Mar
kov. Ces derniers sont des outils importants de notre modèle, ainsi il est important
de bien comprendre leur fonctionnement. Toutes les définitions et théorèmes de
cette section proviennent de Maftre (2003) et de Won et Gray (2004).
1.1.5.1. Définition d’un champ de Markov
Les premiers travaux sur les champs de Markov ont commencé dans les années
50. Depuis les travaux de Geman et Geman (1984) et Besag (1986), l’utilisation de
ces derniers a beaucoup évoluée en imagerie pour les problèmes de segmentation
et de restoration d’images.
Considérons z9 la valeur de la variable aléatoire X au pixel s et z8 =
l’ensemble des valeurs pour tous les pixels excepté le site s. Un champ de Markov
est alors défini comme suit.
Définition 1.1.7. Un champ aléatoire X est dit un champ de Markov si et seule
ment si la probabilité conditionnelle locale en un site n’est fonction que de la
configuration du voisinage du site considéré, c’est-à-dire
Pr(X9 = x8Ix) = Pr(x. = xeIzt,t E N(s)).
Une manière simple d’interpréter la propriété markovienne est que la valeur
que prend un pixel ne dépend que des valeurs de ses voisins. II est intéressant
de remarquer que pour une définition de voisinage qui s’étend sur l’image au
complet, tout champ aléatoire a la propriété d’être markovien.
Comme il est mentionné dans Maître (2003), l’hypothèse markovienne s’ap
plique bien au cas des images naturelles vu leur composition par des zones re
lativement homogènes. Ce modèle peut cependant être moins applicable pour
certaines images synthétiques.
1.1.5.2. Équivalence avec les champs de Cibbs
Commençons tout d’abord par définir ce qu’est un champ de Gibbs.
20
Définition 1.1.8. Un champ aléatoire X est un champ aléatoire de Gibbs (ou
un champ aléatoire avec une mesure de Gibbs) si sa distribution conjointe est de
la forme
P(X = x) exp(—U(x)), (1.1.1)
où U(x)
=
avec C te système de cliques associé au voisinage N(.) et
Z une constante de normalisation appetée jonction de partition.
Notez que l’équation (Lii) est dite mesure ou distribution de Gibbs. Il est
intéressant (le noter ici que la définition d’un champ aléatoire de Gibbs ne dépend
pas du choix de la fonction de potentiel choisie. Ainsi, l’utilisateur peut construire
sa propre définition de potentiel de manière à mettre l’emphase sur une caracté
ristique particulière de l’image, en autant que la distribution résultante reste une
probabilité. La constante de normalisation Z est donnée par
Z = Zexp(—U(x)),
où la sommation est prise sur l’ensemble des configurations possibles. Il est facile
de voir que cette constante n’est pas calculable en pratique pour un champ de
dimension deux de taille raisonnable. Prenons totit simplement une image de taille
512 x 512 262144 qui ne prend due des valeurs binaires, c’est-à-dire A = {1, 2}.
Dans ce cas simple, nous avons que Card(A#(O)) 2262144 = 1,6 x 1078913.
Exemple 1.1.1. L exemple suivant provient de Won et Gray (2004) et illustre
l’impact du choix de la fonction de potentiel. Nous voulons montrer ici com
ment nous pouvons construire une fonction de potentiel selon le but du problème.
Prenons les deux configurations d’images binaires de ta figure 1.1.4. Supposons
que nous voulons trouver le ratio des probabilités des configurations Pr(X =
x(2))/ Pr(X = x(’)) et que nous ne sommes intéressés qu’aux cliques horizon
tales de cardinalité deux pour un système de voisinage de premier ordre. Ii est
facile de voir qu’il y a seulement 12 cliques horizontales de cardinalité deux pour
ces images de 4 x 4 pixels. Définissons la fonction de potentiel comme suit




1 0 1 0
1010
L9
1 1 1 1
O O C) O
1 1 1 1
--9-
ta) (b)
FIGURE 1.1.4. (a) Configuration (b) Configuration x2 (Von
et Gray, 2004)
Les probabilités de chacunes des cieux covfigurations sont données par
P(X x’) = exp {Uc(x(’))} = exp(—12r),
cEC
P(X = x2) = exp {ZUC(x2))} = exp(12r).
cC
Le ratio des deux probabilités est ainsi donné par
P(X = x(2)) exp(12T)
P(X = x(b) exp(—12T) exp(24T).
Donc, si nous posons T 1, nous pouvons conclure que la configuration x2 est
environ 2,6 x 1010 fois pins probable que la configuration x(. Le résultat n’est
pas surprenant compte tenu de la configuratzon horizontale de t’image 2. Si nous
nous étions intéressés aux cliques verticales a’u lieu des cliques horizontales, nous
aurions tes mêmes résultats mais avec tes signes inverses pour chaque configura
tion.
Nous pourrions définir de ta même manzère plusieurs fonctions de potentiel
pour faire ressortir différentes caractéristiques de l’image.
Avec ces définitions en main, il est maintenant possible d’établir le lien qui
existe entre les champs de Markov et les champs de Gibbs. Le théorème de
Hammersley-Clifford établit cette relation dans le cas discret.
Théorème 1.1.1. Soit Q un graphe fini ou dénombrable, N(.) un système de
voisinage borné et A un espace d’états discrets, alors X est un champ de Markov
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‘Ïeiatiue7neTlt à Nt.) et Pr(X i) > O Vi E A#(°) si et seulement si X est un
champ de Gibbs de potentiel associà à N(.).
Le théorèirie précédent est très important pour mettre en relation les pro
babilités conditionnelles locales et globales. En effet, si nous désirons calculer
Pr(X8 = i5X8 = is), nous avons que
.
Pr(X=i)Pr(X5 xX = x
= Pr(Xs =
— exp(_U(i8,xs))/Z
— ZeCA exp(—U(e, i))/Z
— exp(_U(x3,xs))
— ZCEAexptU(e,x)
avec A l’ensemble des états que peut prendre X. Si nous définissons l’énergie
locale comme
U5(xx,t E N(s)) = U(x8,x,t E N(s)) =
ceCisEc cCsc
alors nous pouvons voir qtie seulement les voisins interviennent. L’énergie globale
de l’image peut maintenant s’écrire comme
U(x)= (
cCCsc cCsc \cECjsc j
Réécrivons maintenant la probabilité conditionnelle du site s par rapport au reste
de l’image comme
Pr(X8 = =
exp (— [Z scUc(i)] —





L’expression précédente est très utile eu ce sens qu’elle nous permet d’éviter le
calcul de la fonction de partition en passant par la probabilité locale en chaque
site. Cette probabilité locale ne faisant intervenir que les sites voisins au pixel s,
nous retrouvons ainsi la propriété markovienne. Tous les algorithmes de simulation
d’un champ markovien sont basés sur cette relation. L’équation (1.1.2) est souvent
appelée pseudo-vraisemblance.
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1.1.5.3. Application au cas de la segmentation
Attardons-nous maintellant à l’application des champs de Markov au problème
de segmentation d’une image dans un cadre bayésien. Posons Y {Y} un champ
aléatoire continu de couleurs dont nous observons une réalisation y et X = {X}
un champ aléatoire de Markov discret d’étiquettes non observé qui prend ses
valeurs clans l’ensemble fini A {ei, e2,
..., ek}. Puisque les observations y ne sont
pas une réalisation du champ X, nous parlons ainsi de champ aléatoire de Markov
caché pour X. Le but de la segmentation dans le contexte bayésien est de retrouver
une réalisation de X basée sur les observations y. Nous nous intéressons donc
à la probabilité a posteriori Pr(X y) qui à l’aide de la règle de Bayes
est donnée par




L’hypothèse markovienne sur X suppose que nous avons un modèle a priori de
la forme
Pr(X
- ) - exp(-U())
avec une certaine fonction de potentiel U. Nous pouvons exprimer la fonction a
posteriori sous la forme suivante






5-2 U(). Nous voyons que la distribution a
posteriori reste une distribution de Gibhs. Ainsi, par le théorème de Hammersley
Clifforci nous avons que le champ X conditionnellement à y est un champ de
Markov.
L1.6. Modèle isotropique de Potts
Nous avons défini les champs de Gibbs par rapport à une fonction de poten
tiel. Plusieurs modèles peuvent être utilisés pour modéliser a priori le champ de
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Markov caché X. Dans notre cas, nous utilisons un modèle isotropique de Potts
à deux dimensions donné par
f(x)=Z)exP —rE(1—6(xs,xt)) , (1.1.3)
t <8,t> J
où la sommation est prise sur toutes les paires de voisins, r > O un paramètre et
6 la fonction delta de Kronecker. Le dénominateur Z(r) représente la fonction de
partition qui est donnée par
Z(r) = Eexp {_r E (1— 6(xxfl}.
z
U est à rappeler ici que la sommation est prise sur toutes les configurations pos
sibles.
Comme r> O, nous remarquons que le modèle favorise les régions plus homo
gènes. Le modèle de Potts est une généralisation du modèle d’Ising qui a été dé
veloppé à l’origine pour modéliser l’attraction de particules en ferro-msgnétisme
en physique statistique. Ce dernier permet seulement deux classes d’étiquettes
pour la variable aléatoire X.
Il est également possible de considérer différentes pondérations pour le pars
mètre r selon les cliques considérées. En effet, certains auteurs proposent entre
autre une pondération de l’ordre 1/s/ pour les cliques diagonales pour un voi
sinage d’ordre 2 pour tenir compte de la distance euclidienne dans le plan. Pour
notre part, nous n’effectuons pas de distinction entre les directions dans nos mo
dèles.
Nous référons le lecteur à la section 6.1.6 de l’ouvrage de Maître (2003) pour
des exemples de simulations de champs aléatoires de Markov pour différentes
fonctions de potentiel.
1.2. APPROCHE DÉVELOPPÉE PAR DESTREMPES et aL (2005)
Dans cette section nous décrivons brièvement la méthode de segmentation
d’une image introduite dans Destrempes et aL (2005) et les applications à un
modèle de couleur.
25
1.2.1. Système de représentation des couleurs
Comme nous l’avons vu précédemment, l’espace RGB est rarement utilisé en
traitement d’images. Dans Destrempes et aÏ. (2005), le système de représentation
des couleurs qui est utilisé est le système YIQ. Ui modèle de vraisemblance sera
appliqué à chacune des composantes de l’image et la segmentation sera effectuée
conjointement sur le triplet de couleurs. Ainsi, mie clécorrélation de l’image par
rapport à ses trois composantes est nécessaire. La clécorrélation du cube est effec
tuée en appliquant tout d’abord le clifféomorphisme (0, 1)? — W où p = 3, tel
que (c) = tanlf’(2— 1), sur chadllne des composantes Ys normalisées sur [0,1].
La modélisation est ensuite effectuée sur les composantes décorrélées ‘u5 données
par
‘u5 (I/v) ((y5) — +
Où VQ) est le vecteur moyenne des composailtes transformées (y5) du segment k
et une matrice orthogonale de clécorrélation. L’inclice k fait référence ati fait
que la décorrélation est. effectuée indépendemment pour chaque classe de l’image.
Le clifféomorphisme —‘ est. utilisé pour s’assurer qu’après la rotation du cube
nous soyons toujours clans l’espace (0, 1)P.
1.2.2. Modèle statistique bayésien
Le contexte est toujours celui des champs de I\’Iarkov cachés, c’est-à-dire que
nous observons tin champ aléatoire Y et nous posons tin champ de Markov caché
X sous-jacent à l’image. La vraisemblance Pr(yx) est définie par le produit sur
tous les noeuds du graphe P(y5x5), c’est-à-dire qtte sachant x, les obser
vations y sont indépendantes. Dans Destrempes et aÏ. (2005), les composantes
transformées u sont modélisées par des densités bêta,
B (Us,r,r, t3k,r, X5 k),
avec r E {1, 2, 3} les trois composantes du système YIQ et B(X, c, /3) donné par
B(xo’, /3) = X1(1 - X)1, (1.2.1)
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où x (0, 1), c, /3 > O et F est la fonction gamma définie par F(z)
= I° e_vvz_ldv.
Nous utilisons la notation 0k,r et pour bien mettre en évidence la dépendance
de la fonction de vraisemblance sur la classe k auquel appartient le pixel s. Par
hypothèse d’indépendance suite à la clécorrélation, la vraisemblance pour le pixel
s est donnée par
= k) llB(ns,rk,r,k,r,xs k).
La valeur des étiquettes r est modélisée a priori par un modèle isotropique
de Potts tel que décrit à la section 1.1.6 avec un système de voisinage d’ordre
2 et mie contrainte potir identifier les classes allouées. Rappelons que le modèle
est défini à l’équation (1.1.3). La contrainte sur le nombre de classes passe par
un vecteur y de taille K qui prend la valeur 1 si la classe est allouée et O sinon.
Le vecteur y est évidemment contraint à allouer au n;oins une classe, c’est-à-dire
1 < < K. Une segmentation x est dite admise par si toutes les classes
ek de x satisfont ii = 1. Soit y) 1-’(k) nous définissons alors la contrainte
par fl5 t.’). La segmentation c est donc modélisée a priori par
Z(T,V)exP{_T (1 _(x8xt))}flx(5v).
<s.t> s
Dans Destrempes et aÏ. (2005), le paramètre T est fixé à 1, la densité a priori ne
dépend donc que du paramètre y.
Un autre élément est ajouté au modèle. Nous ajoutons une contrainte globale
sur la segmentation pour restreindre le nombre de régions dans l’image. Cette
contrainte est basée sur la fonction d’énergie p donnée par
p(x) = wnC2 + [2 1og(R(x) + log(1
— 1/GD] (1.2.2)
où R(x), i = 1 . . . n sont les n régions connectées dans l’image associées à x. Une
région R(c) est dite connectée si chaque pixel s R(x) adiriet au moins un
voisin de même étiquette de région. De plus, R(x), i = 1 ... n est le nombre de
pixels de chacune de ces n régions connectées, w un paramètre fixé à 1 ou O dans
Destrempes et aÏ., (2005) et G la taille de l’image. Lorsque le paramètre w est
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fixé à 1, la contrainte globale favorise une segmentation avec moins de régions
connectées et l’inverse lorsciu’il est fixé à 0.
Comme il est mentionné dans Destrempes et al. (2005), il est à noter que
la fonction de partition Z(T, y) augmente à un rythme exponentiel lorsque nous
augmentons le nombre de classes allouées. Ceci est tel qu’il devient impossible de
comparer des vraisemblances lorsque nous avons un nombre différent de régions.
Pour tenir compte de ce fait, nous insérons un terme clans la fonction d’énergie
qui vient annuler la fonction de partition. Notis définissons ainsi p(x, y)
= p() —
log(Z(r, y)). La contrainte globale sur la segmentation est donc donnée par
La contrainte globale peut être incluse soit clans le modèle a priori ou dans la
fonction de perte, les résultats seront les mêmes. Dans l’approche de Destrempes
et at. (2005), elle est incluse clans la fonction de perte.
1.2.3. Contexte décisionnel
La fonction de perte considérée dans Destrempes et al. (2005) est la fonction
de perte dichotomique 0-1 pondérée par la contrainte globale. Pour alléger la
notation, définissons les paramètres du modèle de vraisemblance par (F
= (, )
et ceux du modèle a priori par ‘I’ = (r, y). La fonction de perte est donc donnée
par
L(e, 9) 1 — 9),
où e = (X, (F, ‘I’), 9 (, , ) et la fonction de Kronecker pour des variables
discrètes oti la fonction delta pour des variables continues.
Nous avons maintenant un modèle bayésien complètement spécifié. Nous cher
chons maintenant à estimer les paramètres du modèle. Pour résumer avec la no
tation simplifiée, nous avons la vraisemblance du modèle de champs aléatoires de
Markov cachés donnée par Pr(ye) = Pr(yX, (F). L’estimateur bayésien est alors
défini comme




= arg min f L(e, 9) Pi(0)de. (1.2.3)
Puisque Pr(y) fe Pr(ye) Pr(e)de ne dépend pas de on a que l’équation
1.2.3 se résume à
(y)
= (, ,) arg max e’’ Pr(yr, ) Pr(x).
x,b
L’est.imateur obtenu est ainsi un maximum a poste’rwr’ pondéré par la contrainte
globale. Comme il est mentionné dans Destrempes et al. (2005), les méthodes
existantes pour maximiser cette fonction dans un tel contexte comme le recuit
simulé ou le recuit simulé aclaptatif ont ou bien trop de paramètres pour être
suivies ou bien convergent vers une solution sous optimale.
1.2.4. Estimation du modèle
Une nouvelle méthodologie appelée Exploration/ Sélection/ Estimation (ESE)
est proposée dans l’article pour optimiser les paramètres du modèle. Cette der
nière est une généralisation de l’algorithme Exploration/Sélection (E/S) de fran
çois (2002). Nous u’effectuons ici qu’un bref survol de la méthodologie; nous
référons à Destrempes et al. (2005) pour de plus amples détails sur la procédure.
Un peu comme l’algorithme EM, le ESE est uiie procéchire itérative qui utilise
le vecteur de données complètes (x, y), c’est-à-dire que nous supposons le champ
des étiquettes x connu et estimons , les paramètres du modèle de vraisemblance,
par maximum de vraisemblance. Une fois les estimateurs du maximum de vrai
semblance (EMV) calculés, nous cherchons
(x* *) = arg max e’P(yc, jl)P(c/)).
Comme il a déjà été mentionné à la section 1.2.2, le paramètre T dans le modèle de
Potts étant fixé à 1, le paramètre se résume au vecteur des étiquettes allouées
y. Le problème se réduit donc à minimiser la fonction
f(x, y) = p() — log(P(yx, )) + T (1 ))
<s,t>
sur l’espace A de toute les réalisations (x, y) telles que x est alloué par y.
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Dans Destrempes et aÏ. (2005), la segmentation initiale utilisée pour r est
calculée à l’aide de l’algorithme des K-moyennes. Cet algorithme est fréquemment
utilisé en traitement d’images pour sa simplicité. Il consiste essentiellement en un
modèle de classification basé sur des hypothèses gaussiennes avec des matrices de
variance-covariance diagonales ayant la même variance pour chacune des classes.
(1) Premièrement nous supposons un nombre fixe de classes K et nous assi
gnons aléatoirement une classe à chaque pixel;
(2) nous calculons le vecteur moyen des composantes transformées u pour
chaciue classe;
3) nous réassignons chaque pixel à la classe qui a la plus proche moyenne;
(4) nous répétons les étapes 2 et 3 jusqu’à convergence.
1.3. ELÉI\/IENTS DE STATISTIQUE
Dans cette section, nous présentons les algorithmes et les méthodes cl’estima
tion numériques que nous implantons pour mettre en oeuvre le modèle proposé.
1.3.1. Algorithme EM
Même si des versions semblables à l’algorithme EM ont été exprimées par
d’autres auteurs auparavant, la référence de base est Dempster, Laird et Rubin
(1977). L’algorithme EM est un outil itératif simple et très puissant pour calculer
le maximum de vraisemblance lorsque nous considérons notre vecteur d’observa
tions comme des données incomplètes.
1.3.1.1. Segmentation en tant que problème inverse
Nous avons mentionné ci-dessus que l’algorithme EM est un outil puissant
pour traiter des données incomplètes ou manquantes. Cependant, quelle rela
tion pouvons-nous faire entre le problème de segmentation d’une image et celui
des données incomplètes? Il est possible de traiter la segmentation comme un
problème statistique inverse. Considérons tout d’abord le problème direct. En
considérant la notation proposée à la sous-section 1.1.5.3, si nous connaissons
l’étiquette ek du pixel s, alors la couleur observée dans l’image à ce pixel peut
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être simulée à partir de la densité associée au segment Cd. Le problème vient du
fait que le champ des étiquettes n’est pas connu et ainsi nous faisons face à un
problème inverse.
Nous voulons donc à partir d’un vecteur d’observations y f(y)) et d’une
densité a priori 7r(.xcI) stir X, estimer les paramètres e du modèle de vraisem
blance et les étiquettes pour chaque pixel. L’estimation des étiquettes est effectuée
en maximisant la densité a posteriori
argmaxu(x5 = eky, e, cI), Vs.
Cependant, cette approche suppose que nous connaissons les paramètres e, ce qui
n’est pas le cas, et vice versa pour l’estimation des paramètres sachant le champ
des étiquettes. Pour ainsi éviter de maximiser tous les paramètres en même temps,
nous utilisons l’algorithme EIVI. L’idée sotis-jacente à l’algorithme clans ce contexte
vient du fait que si nous connaissons le champ des étiquettes x5, Vs, alors l’estima
tion des paramètres peut être faite directement à partir de la densité a posteriori.
Nous introduisons donc un vecteur de variables latentes z5 (z51, . . . , z5)’ qui
ne sont en fait que des variables indicatrices telles que z5j = 1 x.9 e et O
sinon. Nous travaillons ensuite avec le vecteur de données complètes
=
(y, z),
où z = {zs}seo.
La difficulté associée à cette approche est que le vecteur latent z est inconnu.
Cependant, une fois les paramètres du modèle estimés, nous pouvons simuler
tuie réalisation du champ X. Nous pouvons ainsi voir se dessiner une relation
conditionnelle itérative entre les deux estimations. Cette relation sera l’essence
de l’algorithme EM.
1.3.1.2. L’algorithme EM
Sous sa forme générale la plus simple, l’algorithme EM est appliqué comme
suit. Soit une fonction Q(*I) = E[log J(X*)y, avec l’hypothèse que Q(*)
existe pour toute paire de paramètres (, ). L’algorithme à l’itération p + 1 est
défini par deux étapes simples
Étape-E: Calculer Q(())
— Étape-M: Estimer 7’) qui maximise Q((P)).
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Comme il est mentionné dans Dempster, Laircl et Ruhin (1977), l’idée derrière l’al
gorithme est que llOS cherchons qui maximise 10g f (x çh). Cependant, puisque
log f(r) est inconnu, nous maximisons son espérance à l’étape p sachant les clou-
nées y et l’estimé actuel Dans le cas de la segmentation d’images, f(xO) est
la fonction de vraisemblance modélisant la couleur observée à chacun des pixels.
1.3.2. Algorithme Monte Carlo avec fonction d’importance
L’intégration de Monte Carlo est tine méthode numérique très simple pour
estimer l’espérance d’une fonction d’un paramètre O quelconcue. Cependant, potir
ce faire il faut être capable de simuler à partir de la densité a poste’rio’ri n(Ox) et
cette tâche n’est pas toujours facile clans un contexte réaliste. Dans cette situation,
il est intéressant de se pencher sur l’algorithme de Monte Carlo avec fonction
d’importance.
Le principe derrière l’algorithme est bien simple, nous voulons une densité
assez près de n(Ox) pour laquelle il est facile de simuler un échantillon et ensuite
pondérer notre estimé pour tenir compte du changement de densité.
Proposition 1.3.1. Supposons une fonction h(O) appelée fonction d’importance,
telte que
(1) {O(Or) > O} C {OIh(O) > o},
ir(611)(2) hmo+œ h(6) 00.
Alors, nous obtenons que





et g(•) une certazne fonction du parametre d mteret.













Nous avons maintenant une fonction h(9) pour laquelle il est simple de générer
un échantillon et nous pouvons pondérer notre résultat pour tenir compte du
changement de densité.
1.3.3. Méthodes MCMC et algorithme de Metropolis-Hasting
Lorsqu’il est impossible de calculer analytiquement la densité a posteriori
pour un vecteur de paramètres 9, nous devons utiliser des méthodes numériques
soit pour intégrer la densité ou bien prnir en simuler un échantillon. Les iné
thodes MCMC (Monte Carlo par chaînes de Markov) sont utilisées lorsqu’il est
impossible de simuler directement à partir d’une densité ir(9x). L’idée derrière les
simulations MCMC est de simuler un processus de l\’Iarkov dont sa distribution
stationnaire à la convergence est 7r(&c).
Considérons la situation suivante
- 62 2(02).
Nous avons alors le théorème suivant pour les densités a posteriori marginales.
Théorème 1.3.1. Les densités a posteriori rnargznaÏes 7ri(61X) et 7T2(O2) sont
uniquement déterminées par les tois a posteriori conditionnelles ni(6iO2,) et
n2(020i, )
DÉMONSTRATION. Prenons la densité a posteriori marginale n1 et montrons
qu’elle dépend uniquement des densités a posteriori conditionnelles.
ni(Oix) = f
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= L2 ni(91 92, .r)u2(92Lr)d92
f n1(9192s) [L1 n2(7].99tr)dl)]
L2 [ v9(92.i(r)I1)d1]] dO2
= L2 [f dO2
L, [L:1(0I022t92h702Ï ni(x)d
= f K(9, ?7)ni(iX)d7]. (1.3.1)
Ainsi 7ri(Ojj) est solution de l’éciuation intégrale (1.3.1). D
Un algorithme très populaire nominé échantillonneur de Gibhs est complètement
basé sur le théorème précédent. Ce dernier consiste tout. simplement à générer
en alternance une observation à partir des densités conditionnelles a posteriori.
c’est—à-dire qu’à l’itération i, nous simulons une observation à partir de
(OjQJ), ),
où
— (1(i) (L) 9(i-1) (i-1)
— ‘ ‘ j—1’ j+Ï ,
est le vecteur de paramètres O sans le paramètre 9j mis à jour pour les paramètres
déjà estimés. Nous continuons à simuler ainsi jusqu’à convergence du processus
de Markov vers sa distribution stationnaire.
Cependant, il n’est. pas toujours facile, ou voire même possible de simuler à
partir des densités conditionnelles a posteriori.. Dans cette situation, nous utilisons
l’algorithme de Metropolis-Hasting. Ce dernier est défini comme suit. Soit. une
fonction qj(OjO*) telle que supp r(OO,x) C supp qj(OjO*)vO* où supp f
est le support de la fonction f. Avec une telle fonction qj, l’algorithme s’énonce
— générer z qj(9jO*)
calculer /‘ = mm 1, / —1)\\ i(° 10Hj)’ q3(’ ‘0(-jr
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— générer U U(0, 1)
= Si U <
si u> .
Les fonctions ir(.) sont souvent appelées fonctions cibles et qj() fonctions de
proposition.
1.4. CONCLUSION DU CHAPITRE
Nous avons vu dans ce chapitre les notions de base en traitement d’images qui
nons servent à caractériser mathématiquement une image. Nons avons également
présenté sommairement l’approche de segmentation de Destrempes et al. (2005)
qui est basée sur un modèle bayésien non décisionnel. Cette approche consiste
essentiellement à calculer un maximum a posteriori (MAP) pour la Segmentation.
Nous présentons au chapitre 2 une approche bayésienne décisionnelle avec laquelle
nous évaluons l’impact du choix de la fonction de perte pour l’estimation des
paramètres du modèle de vraisemblance. L’estimation de la segmentation n’est
pitis basée sur le calcul du IVIAP mais plutôt simulée à l’aide de l’algorithme EM
et l’estimation des paramètres du modèle de vraisemblance est conduite à l’aide
de méthodes MCMC.
Chapitre 2
THÉORIE DE LA DÉCISION ET
SEGMENTATION D’UNE IMAGE PAR
SIMULATIONS
Dans ce chapitre, nous présentons la méthodologie proposée pour segmenter
une image selon un modèle bayésien avec champ de Markov caché. L’approche est
fortement basée sur celle de Destrempes, iViignotte et Angers (2005) présentée au
chapitre 1, le modèle statistique étant sensiblement le même. Les nouveautés sont
principalement au niveau de la représentation de l’image, du cadre décisionnel
bayésien et de l’estimation du modèle.
Dans un premier temps, nous expliquons les éléments de base de la théorie de la
décision bayésienne. Entre autres les concepts de fonction de perte et d’estimateur
bayésien sont présentés. Ensuite nous présentons les fonctions de perte que nous
utilisons dans le modèle proposé et les estimateurs bayésiens associés.
Deuxièmement, nous expliquons comment nous représentons l’image dans
notre modèle, c’est-à-dire l’espace de couleurs utilisé et comment nous traitons
les composantes de cet espace. Nous verrons dans cette section des différences
majeures avec l’approche de Destrempes et aÏ. (2005).
Ensuite, nous caractérisons l’approche que nous proposons pour estimer le mo
dèle statistique proposé. Contrairement à Destrempes et aÏ. (2005), nous utilisons
l’algorithme EM pour simuler itérativement la segmentation de l’image basée sur
le champ de couleurs. Nous montrons comment nous appliquons cet algorithme et
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présentons certains problèmes cmi y sont reliés. Nous présentons également lesti
mat ion bayésienne des paramètres du modèle de vraisemblance par des méthodes
numériclues, soient les méthodes cÏe Monte Carlo avec fonction d’importance et le
M CI\ I C.
Nous discutons ensuite de l’approche utilisée pour simuler une image segmen
tée à partir du modèle estimé. En dernier lieu, nous discutons du choix d’un
critère d’arrêt pour les simulations MCMC.
2.1. CADRE DÉCISIONNEL BAYÉSIEN
Dans cette section. nous présentons les bases de la théorie de la décision bayé
sienne. Nous présentons également les fonctions de perte usuelles en statistique
bayésienne et nous décrivons les fonctions de perte que nous proposons po’ir notre
modèle.
2.1.1. Concepts et définitions de bases
J\ons tenons à mentionner que cette section est fortement inspirée de Robert
(2001). Un des buts premier de l’inférence statistique est de fournir des outils de
décision. Ces outils sont souvent basés sur l’estimation des paramètres d’un cer
tain modèle statistique. Cependant, il est intéressant de pouvoir analyser l’impact
d’une décision sur m paramètre par rapport à sa vraie valeur qui elle est incon
nue. La théorie de la décision nous donne exactement un cadre pour effectuer ce
type d’analyse de validation d’un estimateur.
Soit e l’espace des paramètres, V l’espace de toutes les décisions possibles et
S l’espace échantillonnal.
Définition 2.1.1. Une règÏe de décision 6(x) est une fonction de S ‘— V telle
que
6 x d = 6(x).
L’exemple suivant présente quelques cas d’espaces de décisions.
Exemple 2.1.1. Voici des exemptes d’espaces de décisions dans des situations
kabituettes en statistiques.
- estimation ponctueite V = e,
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intervalÏe de confiance V = {tous les sous-ensembles de },
— test d’hypothèse V {O. 1} où O :acceptation de H0 et 1 :rejet de H0.
Nous cherchons maintenant à quantifier l’erreur que nous commettons en pre
nant une décision sur un paramètre. Cette quantification est faite à partir d’une
fonction de perte.
Définition 2.1.2. Une fonction de perte est une fonction L : e x V —*
c’est-à-dire,
(9,a) I’. L(8,a).
Même si le concept de la théorie de la décision est très souhaitable, il n’en
reste pas moins que c’est un sujet controversé. En effet, la quantification de la
perte par rapport à une décision quelconque est très reliée au choix de la fonction
de perte et ce choix n’est pas unique ni universel.
Nous définissons maintenant certaines mesures de risque reliées à une décision
6 sur 8 par rapport à une fonction de perte L.
Définition 2.1.3. Le risque fréquentiste d’une règle de décision 6 est donné par
R(8,6)
= f L(8. 6t))f(xIO)dr.
Le risque fréquentiste est en fait un nioyennage de la fonction de perte sur
toutes les observations possibles. Le choix d’une règle de décision est fait afin de
minimiser le risque fréquentiste, de sorte qtie nous préférons 6 à 6 si R(8, 6) <
R(&, 62) VO. Cepenclant, ceci est rarement faisable en pratique; ainsi nous moyen
nons sur O pour obtenir le risque intégré.
Définition 2.1.4. Le risque zntégré est défini par
r(n. 6) E’° [R(o, 6)]
= f R(O, 6)n(O)dO.
De même que pour le risque fréquentiste, nous choisissons la décision 6 qui
donne le plus petit risque intégré. Cette décision qui minimise le risque intégré
est. dite règle de Bayes.
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Définition 2.1.5. Une règÏe de Bayes est ‘une règte de décision qui mrriimise te




Nous appettons r(n) r(ir,) te risque de Bayes. Dans te cadre d’estimation
ponctuette, ta règte de Bayes est égatement appetée estimateur bayésien.
Nous montrons maintenant comment il est. possible de calculer la règle (le
Bayes sans passer par le risque fréquent.iste.
Définition 2.1.6. La perte espérée a posteriori de t’action ‘(x) = n avec X = i
est donnée par
p(rr,a) = Eo[L(O,a)r]
= / L(, a)n(6x)dO.
La perte espérée a posteriori est un moyennage de l’erreur, ou la perte, par
l’apport la dlistribution a posteriori du paramètre O. Ainsi, contrairement à
l’approche fréquentiste, nous intégrons sur l’espace des paramètres e parce que
O est inconnu et x est observé. Le théorème suivant montre la relation qui existe
entre le risque intégré et la perte espérée a posteriori.
Théorème 2.1.1. Le risque intégré est donné par t’espérance de ta perte espérée
a posteriori par rapport à ta marginate de X.
r(n, ) = m() [p(n, à(X))].
DÉMONSTRATION. En utilisant le théorème de fubini nous permettant d’inter
changer l’ordre des intégrales, nous avons
r(n, ) = Et0 [R(o. r))j
Je
R(O, )O)dO
= Je [f L(O(x))f(xO)dx] n(O)dO






Le théorème précédent nous permet de calculer la règle de Bayes en minimisant
directement la perte espérée a posteriori. cest.-à-clire
6W argminp(rr.6).
2.1.2. Fonctions de perte utilisées dans ce mémoire
Nous présentons clans cette section certaines fonctions de perte fréquemment
utilisées en inférence bayésienne et les règles de Bayes qtu leur sont associées,
ainsi que des nouvelles fonctions de perte que nous proposons dans ce mémoire.
2.1.2.1. La fonction de perte quactiatique
Cette fonction de perte est sans équivoque la plus usuelle en statistique bayé
sienne dû à la simplicité de sa forme et de l’estimateur bayésien résultant. Dans
le cas unidimensionnel, la fonction de perte quadratique est donnée par
L(9 a) (&
— a)2 (2.1.1)
La fonction de perte quaciratique est souvent critiquée pour la forte pénalité
qu’elle applique aux grandes déviations par rapport à la vraie valeur du paramètre.
Néanmoills, comme nous l’avons déjà mentionné, cette fonction de perte donne
un estimateur bayésien très simple et intuitif.
Proposition 2.1.1. La règle de Bayes 6W associée à la densité a priori rr(O) et la






La preuve de cette proposition est très simple.
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Dit.IoNsTRÀTIoN. Nous cherchons à nnïumiser la perte espérée a posterzorz
p(&, a) = [t — a)x] = xi — 2a [91x1 + u2.
Il est facile de voir que le minimum est atteint pour a
=
r(x) r[9]. D
Remarque 2.1.1. En traitement d’images, t’estimateur associé à ta fonction de
perte quadratique est souvent appeté t ‘estimateur du champ moyen, ou Mean Fietd
(ME) en angtais.
2.1.2.2. La fonction de perte dichotomique O-1
Nous présentons la fonction de perte dichotomique 0-1 parmi les autres fonc
tions de perte décisionnelles, cependant puisqu’elle consiste en un cas dégénéré
en un point, elle est soilvent associée au cas non décisionnel. La fonction de perte




Proposition 2.1.2. La règte de Bayes associée à ta fonction de perte (2.1.2,) est
donnée par te maximum a posteriori (MA P,)
‘t(x) = argmax7r(Ox).
DÈ1’1ONsTRATION. Pour démontrer la proposition précédente, nous utilisons une
version légèrement différente de la fonction de perte donnée par l’équation (2.1.2).
Soit la fonction de perte dichotomique sur un intervalle e autour de donnée par
L(O. a) 1
— lltioai<o(9), (2.1.3)
et nous faisons tendre e vers 0. Calculons maintenant la perte espérée a posteriori
p,.ax) [i
—
= 1 — Pr(l&
— al <dx).
Il est facile de voir que la perte espérée a posteriori est miniiriale lorsque Pr(lO
—
al < elx) est maximale. Par conséquent, lorsque e ‘ O nous voyons que 6” est
donnée par argniaxrr(Ox). D
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Comme nous l’avons déjà mentionné, l’estimateur défini par le MAP est sou
vent associé à de l’inférence dite non décisionnelle puisque la fonction de perte
dichotomique est un cas limite d’une fonction de perte. Cet estimateur est égale
ment fréquemment utilisé parce qu’il s’apparente à l’estimateur du maximum de
vraisemblance.
Les deux fonctions de perte que nous venons de voir résultent en des estima
teurs bayésiens bien connus et faciles à implanter. Nous allons maintenant voir
deux antres fonctions de perte qui nous permettront de quantifier différement le
risque. En effet, les deux prochaines fonctions de perte vont nous permettre d’in
clure une tolérance sur l’erreur commise en estimant 8 par a. La première fonction
est la généralisation de la fonction de perte O-1 sur un intervalle e autour de 8
que nous avons vu à l’équation (2.1.3). La deuxième fonction de perte proposée
est une modification de la fonction de perte de Huber.
2.1.2.3. Fonction de perte dichotomique sur un intervalle
Lorsque nous regardons une image, nous ne sommes pas en mesure de clistin
guer chaque petite variation de couleur. Nous sommes clone intéressés à prendre
une décision sur un paramètre de sorte que nous jugeons faire une erreur seule
ment lorsque cette erreur est perceptible. La fonction de perte dichotomique sur
un intervalle nous cloniie un cadre pour effectuer ce type de validation. Cette
dernière est donnée par
O, siO—a<e,
L(O, a) = (2.1.4)
1, sinon.
Nous pouvons interpréter e comme une tolérance sur l’erreur faite sur 8. Nous
définïssons maintenant l’estimateur bayésien (ou la règle de Bayes) associé à la
fonction de perte dichotomique sur un intervalle.
Proposition 2.1.3. La règle de Bayes associée à ta fonction de perte donnée par
l’équation (2.1.) est donnée par
pa+€
x) = arg max / ir(O)dO. (2.1.5)
a JaE
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Nous moi irons que la règle de Bayes donnée par téquation (2.1.5) se résume è
une valeur de u lette que
n(a + ex) = (a — ex). (2.1.6)
D1ONsTRÀTION. Commençons tout d’abord par évaluer la perte espérée a p05-
ter’wrz d’une décision a sur le paramètre O, c’est-à-dire
p(O, u) = W(OlT) [L(o a)],
pa+e
=J n(Ox)dO + J n(O)dO,—00 a+e
00 a+e




Nous voulons maintenant minimiser la perte espérée a posteriori, prenons la dé
rivée par rapport à u.
é
p(O, a) =
—— / (O)dO,da da j7
= n(a — ex) — n(a + e) O.
n(a + eLr) v(a —
D
Remarque 2.1.2. Dans te cas d’une distribution unimodate comme Ïa densité
bêta dans notre situation, ta valeur u satisfaisant t ‘équation (2. 1.6,) est unique.
2.1.2.4. Fonction de perte de Huber
La fonction de perte de Hilber est un mélange de la fonction de perte quadra-
tique et de la fonction de perte de Laplace. La fonction de perte de Laplace est
tout simplement une fonction linéaire par morceaux en u, à savoir L(O, u) = O—a.
La fonction de perte de Fluber est définie par l’équation suivante t
1 ti —O — a), si O — u < 2e t
L(O.a) =
— (2.1.7)
O — a — e, sinon.
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La figure 2.1.1 compare la fonction de perte de Huber à la portion quadratique
de l’équation (2.1.7). Nous remarquons que nous pondérons plus faiblement le









FIGURE 2.1.1. Représentation de la fonction de perte de Huber
pour e = 0,15 par rapport à la partie quadratique de la fonction.
Cependant, il est potentiellement d’intérêt de ne pas vouloir pénaliser outre
mesure lorsque nous commettons une grande erreur. Par exemple dans le contexte
de l’imagerie, si nous cherchons à estimer la couleur d’un pixel et disons que sa
vraie couleur est bleu, il serait alors intéressant de quantifier l’erreur lorsque nous
estimons une couleur près du vrai bleu et considérer égale la perte d’estimer le bleil
par du jaune, du violet ou bien du vert par exemple. Nous présentons maintenant
une modification de la fonction de perte de Huber qui prend en compte cet aspect.
Soit la fonction de perte donnée par l’équation (2.1.8). Nous remarquons en
core la présence de la composante quadratique dans un voisinage e de la vraie
valeur du paramètre; mais maintenant tous ce qui sort de ce voisinage se voit
attribuer une perte égale e2. Ainsi, nous avons
L(6, a) = min(e2, ( — a)2) (2.1.8)
où e est considéré comme une tolérance sur le paramètre 8. La figure 2.1.2 montre
le graphique de la fonction de perte de fluber modifiée.
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FIGURE 2.1.2. Représentation graphique de la fonction de perte
de Huber modifiée pour e = 0,15.
Proposition 2.1.4. La règle de Bayes associée à ta fonction de perte de Huber
modifiée est donnée par une valeur de a tette que
E [011(a_e,a+) (O) x]
a
fl(a + ex) — H(a —
où H(.) est la fonction de répartition.
Remarque 2.1.3. La règte de Bayes présentée à ta proposition précédente revient
à calculer l’espérance de ta distribution a posteriori tronquée sur (a
— e; a + e).
DÉMoNsTRATIoN. Nous commençons toujours par évaluer la perte espérée a
posteriori.
p(8, a) = E7t(QIx) [L(o, a)],
= f min(e, (O — a)2)n(x)dO,
= e2 [H(a
— ex) + 1 — H(a + ex)] + f (8 — a)2ir(8x)dO.
Nous cherchons à minimiser le risque intégré a posteriori; prenons la dérivée par
rapport à a, c’est-à-dire
a) = e2 [nta — ex)
— n(a + ex)] — 2 f (8 — a)n(Ox)dO
+ e2n(a + ejx) — e2ir(a — ex)
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= _2[f 8ir(6x) - af n(&x)]
_2[[6ll(O_€a+E)(9X] — a(ll(a + x) — R(a
—
eLr))]= O
a(U(a + e) — H(a — ex))= E[9(a_,a+E)(9I].
D
Nous avons mentionné que la fonction de perte de Huher est ime généralisation
des fonctions de perte quaciratique et de Laplace. À son tour, la fonction de perte
(le Huher modifiée est une généralisation des fonctions de perte quaclratiqne et
dichotomique O-1. En effet. il est facile de voir que lorsque e —* oc, l’équation
(2.1.8) tend vers la fonction (le perte quadratique donnée par (2.1.1). De même
lorsque e O, la composante quadratique perd de l’importance et la fonction de
perte (le Huber modifiée tend vers une fonction de Dirac centrée en a.
Il faut toujours garder en tête que malgré qu’il soit intéressant d’avoir tin cadre
décisionnel qui nous permet d’inclure une tolérance sur les paramètres estimés.
cette tolérance n’est pas un élément facile à déterminer. En effet, le choix du e en
question n’est pas unique et peut dépendre du système de référence (voir chapitre
3).
2.2. CADRE DE REPRÉSENTATION DE L’IMAGE DANS NOTRE MO
DÈLE DÉCISIONNEL BAYÉSIEN
Dans cette section nous expliquons comment nous représentons et traitons
l’image clans le modèle de segmentation proposé. Nous mettons en lumière les
différences par rapport à l’approche de Destrempes e ai. (2005).
Commençons tout d’abord par le système de représentation des couleurs.
Comme nous l’avons vu à la section précédente, nous voulons tester l’influence des
fonctions de perte qui incluent une notion de tolérance sur le paramètre estimé.
Dans notre contexte d’imagerie, une tolérance sur une couleur se résume à une
distance acceptable dans l’espace de couleur utilisé. Ainsi, nous voulons choisir
un système de représentation qui est perceptuellement uniforme. Comme nous
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l’avolls vu à la section 1.1.4, le système de représentation Lab possède cette pro
priété. De plus, nous choisissons ce système de représentation pour des raisons de
simplicité de saisie avec le logiciel Matlab. Il est. important de noter que d’autres
systèmes Ïe représentation perceptuellement uniforme existent et peuvent, égale
ment constituer de bons candiclat.s (voir Marion, 1997).
Une fois le système de représentation choisi, nous décidons comment nous
traitoils les trois composantes de ce système, en l’occurence les composantes L,a
et b. Comme nous avons vu à la section 1.2.1, dans Destrempes et aÏ. (2005) une
décorrélation des trois composantes de l’espace est effectuée segment par segment
et ce sont. les triplets cÏécorrélés (lui sont ensuite modélisés. Pour notre part., nous
utilisons une autre approche qui consiste à modéliser et segmenter inclépendam
ment les trois composantes. Un des avantages de procéder ainsi est que nous
évitons de décorréler les données. Par contre, nous nous retrouvons avec trois
segmentations différentes, soit une pour chacune des composantes. Cette dernière
constatation n’est pas un problème en soit, c’est plutôt le nombre de segment.s
résultants qui nous cause un problème. En effet, supposons que nous souhaitons
avoir K segments dans l’image finale, si nous segmentons chaque composante avec
K classes chacune, lorsque nous recréons l’image en superposant. les trois compo
santes segmentées, nous obtenons un nombre de segments beaucoup plus grand
(une possibilité de K3 segments finaux). Pour résoudre ce problème, il faudra titi
liser une procédure pour regrouper ces segmelits provenant du produit cartésien
des trois composantes. Nous verrons au chapitre 3 la méthode que nous utilisons
pour regrouper les régions.
Nous avons mentionné plus haut qu’il existe d’autres systèmes de représenta
tion que le système Lab qui pourraient être utilisés. Il faut cependant remarquer
que les résultats de la segmentation seraient différents avec un autre système car
nous segmentons l’image composante par composante. Ainsi, la segmentation du
plan a ne serait pas la même que celle du plan ‘u dans le système Luv par exemple.
Pour conclure sur le traitement des données, nous appliquons une transforma
tion linéaire sur les dionnées de chacune des composantes de l’image pour contrôler
la variance. Cette transformation n’est en fait qu’une normalisation de l’étendue
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des données sur l’intervalle [0, 1]. Pour ce faire, nous calculons l’étendue des va
leurs des pixels pour chacune des composantes. Cependant, au lieu de normaliser
ces valeurs observées, nous augmentons par un facteur de 5 chacune des bornes
de ces étendues et décrétons que ces nouvelles bornes augmentées sont en fait.
celles que nous observons, c ‘est- à-dire
/ — y. — (min(y) — 0,05)
Y5
— max(y) — min(y) + 0,10
De cette manière, nous évitons d’obtenir des valeurs exactement aux extrémités
de l’intervalle de normalisation qui pourraient causer certaines instabilités numé
riques. Pour simplifier la notation dans le reste du texte. nous utiliserons quand
même la notation Ys pour y.
2.3. MODÈLE DÉCISIONNEL BAYÉSIEN
Dans cette sect.ion, nous décrivons l’approche que nous utilisons pour seg
meilter une image seloi un modèle de couleurs. Le modèle statistique est celui
développé clans Destrempes et aï. (2005). Nous présentons les changements que
nous apportons au modèle dans un contexte décisionnel bayésien hiérarchique et
surtout la méthode d’estimation qui est utilisée. Contrairement à Destrempes et
al. (2005) qui utilisent le ESE pour maximiser la segmentation de l’image, nous
utilisons l’algorithme EM.
2.3.1. Modèle de vraisemblance
Le modèle de vraisemblance utilisé sur le champ de couleurs observé Y est le
même que celui défini à la section 1.2.2, soit un modèle bêta. Cependant, puisque
nous modélisois indépencÏamment chaque composante du système Lab, le modèle
de vraisemblance se résume à
= flB(Ysk, [3k, X5 = k),
où la fonction de densité d’une loi bêta est donnée par l’équation (1.2.1). Remar
quons que la dépendance de la distribution du pixel s par rapport à la classe à
laquelle il appartient implique que les pixels ne sont pas identiquement distribués.
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Nous désirons maintenant estimer les paramètres (û’. 1 < k < K. Nous sou
haitons utiliser une densité a priori non informative. Nous avons tout d’abord
essayé une densité a pror uniforme sur le plan (cu.. !3k). Les résultats étaient
concluants mais lorsque les données étaient très concentrées, les paramètres esti
més étaient très grands et nous obtenions ainsi une variance extrêmement petite.
Nous proposons donc d’utiliser la densité a priori de Jeffreys. Dans le cas d’un
modèle bêta, cette dernière n’est cependant pas facile à calculer; nous devons
clone l’approximer.
Définition 2.3.1. La densité a priori de Jeffreys notée nj(.) est définie comme
nj(O)
où I(9) est le déterminant de la matrice d’information de Fisher de O.
Dans Sun et Berger (1998), nous trouvons que la matrice d’information de
Fisher pour le vecteur de paramètres (cv, /3) est donnée par
- ‘( + /3) -“(o + /3)I(o,/3)= j
—‘(n+/3) w’C’J) —





Nous savons alors que le déterminant de la matrice d’information de Fisher est
donné par
I(, /3)
= (‘() - ‘( + /3)) (/(/3) - m/’( + /3))
- (‘( + /3))2 (2.3.1)
Nous cherchons une approximation de l’équation (2.3.1) afin d’étudier son com
portement aux bornes. Nous travaillons avec l’identité suivante
À l’aide de Mathematica, nous pouvons vérifier les deux limites suivantes
‘3, . /linm()=1 lnn/(x)=O(x j,
x—O x—O
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lim xiV(c) = 1 = 11m b’(x) =
Ce que nous pouvoirs conclure sur le comportement de la fonction polygamma
à partir des cieux limites suivantes est qu’elle se comporte comme la fonction
lorsque nous approchons O et lorsque nous allons vers l’infini. Ainsi, nous
proposons l’approximation stuvante pour la fonction polygamma d’ordre 1
o
— + —. (2.3.2)
X X
Comme nous pouvons le voir clans le graphique de la figure 2.3.1, l’approximation
proposée à l’équation (2.3.2) est plus que satisfaisante. En effet., les deux courbes
sont’ complètement superposées par rapport à l’échelle affichée.
À l’aide de cette approximation, irons calculons maintenant la fonction n priori
de Jeffreys. Nous rappelons que pour ce faire nous devons calculer le déterminant
de la matrice d’information de Fisher.
Proposition 2.3.1. Le déterminant de la matrice (i’znformatzon de Fishe’r est
donné appro:rimcttivement par
= (“(a)
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FIGURE 2.3.1. Comparaison de la fonction polygamma d’ordre 1
et de l’approximation proposée pour différents intervalles de valeurs
de x
À l’aide de l’approximation précédente, nous proposons comme approximation
de la densité a priori de Jeffreys la densité suivante
1 (2.3.3)
La densité définie par l’équation (2.3.3) est pratique car elle nous permet de
forcer a priori les paramètres à ne pas être trop grand, nous permettant ainsi de
conserver une variance légèrement plus grande lorsque nous avons une région où
la couleur des pixels est relativement uniforme. La densité a posteriori conjointe
pour ck et [3k sachant la segmentation x pour une classe k est donnée par
(ak,ky,X) o
+
fly’(i — y)1. (2.3.4)
Nous remarquons que nous ne pouvons pas intégrer analytiquement cette densité.
Nous utilisons alors l’algorithme de Metropolis-Hasting pour simuler un échan
tillon des densités marginales.
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Premièrement. nous approximois les fonctions gamma par la formule de Stir—
ling. L’équation (2.3.4) devient donc









x Zs=k ]og(I—y) (2.3.6)
Pour être en mesure d’utiliser l’algorithine de Metropolis-Hasting pour estimer
la deilsité a posteriori, il faut tout d’abord choisir une fonction de proposition.
Pour des raisons de simplicité et compte tenu de bons résultats préalables. nous
utilisons une densité binormale troncluée sur comme forictioii de proposition
pour (ah., [31.), qui est donnée par
N2
-
Z f(O,œ)23J t3k.) )
où et 8k, sont les est.irnateurs clii maximum de vraisemblance de a et /31
respectivement, et Z la matrice de variallce-covaria.nce asymptotique de . et /3k
définie par
= [(aooj 1of(YOx))
où Q ta1., /3k)’- Finalement. est défini comme
= ( k TJakJi3k)TUakJk °‘/3k
où r est la corrélation entre a et ,8. Nous cherchons maintenant les densités de
proposition marginales.
Proposition 2.3.2. Pour une densité binormate donnée par
(a ((i ( u
i3) \t) rua/3 u))
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les denstés rnaiqï’naÏes .907)t dOflrieS POT
N (tta + r(/3
—
u(1 — r2)), (2.3.7)
N + ), u(1 — T2)) (2.3.8)
Avec le résultat de la proposition précédente, nons sommes maintenant en
mesure de simuler un échantillon des densités marginales a posteriori selon l’al
gorithme défini à la section 1.3.3.
2.3.2. Modèle a priori sur la segmentation
Comme nous l’avons vu à la sous-section 1.1.5.3, nous voulons applicuer un
modèle statisticlue au champ de Markov caché discret X. Comme clans Destrempes
et ai. (2005), nous utilisons un modèle de Pot.t.s défini par l’équation (1.1.3).
Cependant, contrairement. au modèle de Destrempes et al. (2005) le nombre de





et nous rappelons que la sommation est prise sur toutes les paires de voisins. Il
est possible de réécrire ïécjuation (2.3.9) en terme des pixels et de leur voisinage
n(xr)
= fl ZtT)eE2( (2.3.10)
Nous voulons estimer le paramètre r qui représente en quelque sort.e le poids du
modèle markovien o. priori. Comme nous avons vu à la sous-section 1.1.5.2, il
est impossible de travailler avec la fonction de partition Z(r) vu le très grand
nombre de configurations de segmentations possibles. Nous allons clone utiliser le
résultat que nous avons présenté à la même sous-section qui met en relation les
probabilités locales et globales. Eu utilisant l’équation (1.1.2), nous trouvons la
pseudo-vraisemblance de notre modèle e priori
exp {_ ZtEN(S)(1 — 6(.r8. xt))}
i%r=fl
exp {_ ZtEN2(S)(1 — (e8,
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où A {1. . . . , K} est l’ensemble des classes que peut prendre le champ de
Markov caché discret X. Avec la représentation donnée à l’équation (2.3.11), nous
estimons le paramètre r à l’aide de l’algorithme de Monte Carlo avec fonction
d’importance.
Nous modélisons r u priori par une densité uniforme n(r) cx Comme
nous avons vu à la sous-section 1.3.2, nous devons proposer une fonction cl’impor
tance h(r) à partir de laquelle nous allons simuler les valeurs de T. Comme pour
les paramètres de vraisemblance 0k et /3k, nous utilisons la densité asymptoticue
de T donnée par
h(r) N(,
où est l’estimateur du maximum de vraisemblance de r et o sa variance a.svlnp
totique.
Une autre différence de notre approche par rapport à Destrempes et al. (2005)
est le traitement. de la contrainte globale sur la segmentation. Dans leur approche,
cette dernière est intégrée à la fonction de pert.e dichotomique 0-1 et vient ainsi
pondérer cette dernière. Pour notre part. nous l’intégrons au modèle a priori. Le
modèle devient donc
rclr) = 1 e_T Z<,t> (I_6(x)) _P(x)+log(z(T))Z(r)
oc e<s> (6(,)) e_2)
où p(x) est donné par l’équation (1.2.2) dans laquelle nous fixons le paramètre w
à 0.
2.3.3. Estimation de la segmentation par l’algorithme EM
Nous avons maintenant un modèle statistique complètement spécifié, nous
sommes donc en mesure d’estimer la segmentation c à partir de l’algorithme EM
tel que défini à la section 1.3.1. Pour accélérer la simulation, nous utilisons une
segmentation initiale non aléatoire. Nous utilisons une segmentation par seuil
très simple qui consist.e à diviser l’étendue de couleur observée en K classes, K
étant fixé préalablement, et assigner chaque pixel à sa classe respective. Basé
sur des résultats empiriques préliminaires, nous remarquons que l’algorithme EM
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converge pins rapidement lorsque nous ajoutons une légère composante aléatoire
à cette segmentation initiale par seuillage. Ainsi, nous assignons aléatoirement
une région initiale à 25o des pixels. Nous notons la segmentation initiale par
L’implantation de l’algorithme EIVI est en soit très simple, nous résumons ici
en quelques étapes la marche à suivre.
(1) Simuler les paramètres et. /3t) sachant la segmentation c() par l’al
gorithme de Metropolis-Hasting tel que vu à la section 2.3.1 pour chaque
classe k e (1, . . . , K);
(2) Estimer c et /3 selon les différentes fonctions de perte;
(3) pour chaque pixel s, générer une nouvelle classe 1) selon une loi mul
tinomiale de paramètres K et.
we cC f(y5x = e, /3i)) exp —T (1
— (e, ))
I tEN(s)
x exp{—p(xx5 = e)}, (2.3.12)
avec e {1. . . . , K}. De cette manière nous obtenons la segmentation
(4) recommencer les ét.apes Ï et 2 juscyu’à convergence de la segmentation.
Nous avons cependant un problème d’ordre computationnel lorque nous uti
lisons l’algorithme E1VI tel qu’il est décrit. ci-dessus. En effet, le calcul de la
contrainte globale p(x) dans l’équation (2.3.12) est trop long pour être utilisé
dans les simulations. Cela s’explique par le fait qu’il faut calculer la taille des n
régions connectées à chaque pixel et pour chacune des K classes proposées, et ce,
à chaque itération.
Premièrement nous avons tenté d’optimiser le calcul de la contrainte globale,
mais en vain, les améliorations que nous voyions mie changeaient pas l’ordre de
grandeur du temps de calcul de manière significative. Prenons par exemple une
image de taille 200 x 200 avec 10 classes à estimer. Il faudra calculer à chaque
itération la contrainte globale 400 000 fois. Disons que le calcul prend dlix se
condes, le temps de calcul total sera d’environ 46 jouis. Si nous optimisons le
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temps de calcul à une seconde. le temps tota.l scia de 4,6 jours. L’amélioration
est significative mais le temps de calcul est toujours inacceptable.
Une autre possibilité nous permettant de contourner le problème serait de dé
velopper une sorte de pseuclo-contrainte globale basée uniquement sur les voisins
des pixels. Mais cette propositioll se ramène en partie au modèle markovien qui
prend déjà en compte la valeur des pixels clans un voisinage local.
Nous proposons clone une variante à l’algorithme clui peut s’apparenter à Pal
gorithrne de Metropolis-Hasting. Nous allons tout simplement générer les nou
velles classes selon le modèle sans la contrainte globale, c’est-à-dire
q(xIy,,) = llf(Ysx/3)exP{_T (1
s
La fonction q sera notre fonction de proposition pour l’algorithme de I\ietropohs
Hasting. Maintenant, basé sur le même algorithme que nous avons décrit précé
clemnient, nous allons générer une nouvelle classe selon cette fonction simplifiée.
Ainsi, à l’étape (2) de l’algorithme, pour chaque pixel s, nous générons tme nou
velle classe x8 e selon les nouvelles probabilités
wocf(y85=e,),exp_r (1—(e,))
tN(s)
avec e = {1, . . . , K}. Ensuite nous devons décider si nous acceptons ou rejetons
la segmentation proposée. L’acceptation-rejet se fait ensuite selon le rapport que
nous avons vu à la section 1.3.3, c’est-à-dire
/ v(x(’) y, (i) /3(r)) q(xf) y (i) 3(Z))
u’ = min I 1, /
\\ rr(x() y, ci(). (z)) q(x() y, d)




Cette approche est très intéressante car elle implique que nous calculons seule
ment une fois la contrainte globale à chaque étape et nous conservons la vocation
de ‘globalit&’ de cette contrainte sur la segmentation.
Avec cette dernière modification à l’algorithme EIVI, nous sommes maintenant
en mesure d’estimer la segmentation de l’image. Nous voulons faire remarquer que
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la segmentation de l’image par l’algorithme EM implique ciue cette dernière sera
siimilée à partir de l’information chspomhle à chaque itération (voir Dempster et
aï. (1977)). Ainsi, les fonctions de perte ne sont pas appliquées à la segmentation,
mais plutôt à l’estimation des paramètres de vraisemblance du modèle. Dans
Destrempes et al. (2005), la segmentation est estimée au sens tin MAP.
Nous allons maintenant voir à la section suivante comment simuler une image
à partir de cet.t.e segmentation.
2.4. SIMuLATION DE L’IMAGE SEGMENTÉE
Une fois l’image segmentée et les paramètres du modèle estimés, nous désirons
simuler une image selon cette segmentation, c’est-à-dire que pour chaque classe
de pixels nous désirons simuler la couleur estimée a posteriori. Cette tâche n’est
pas très compliquée car la couleur des pixels est modélisée par une densité bêta
et nous avons déjà estimé les paramètres du modèle. Ainsi, nous simulons une
nouvelle couleur pour chaque classe à partir de la densité prédictive.
Définition 2.4.1. La densité prédictive pour une nouvelle observation est don
née par
rn(y) f f(9)y)dO. (2.4.1)
Dans notre cas, l’équation (2.4.1) pour un segment k devient
m(y)
= f f (2.4.2)k /Sk
Il est évident que nous ne pouvons pas résoudre analytiquement l’équation
(2.1.2). Ainsi nous utilisons une approche numérique pour estimer la couleur. Un
moyen simple d’obtenir un échantillon de la clensit.é prédictive est tic simuler une
valeur de a et tic ,3L à partir de la densité a posteriori 7r(Q’t., 13k1Y) et ensuite de
simuler une nouvelle valeur à partir de la vraisemblance selon ces paramètres,
c’est-à-dire Cependant, nous avons déjà obtenu un échantillon de
la densité a posteriori pour les paramètres k et /3k lorsque nous avons estimé
les paramètres du modèle. Nous allons donc utiliser ces vecteurs pour générer
l’échantillon de la densité prédictive. Il est à remarquer que l’estimation de la
densité prédict ive se fait indépentiamment segment par segment.
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Comme pour Festimation des paramètres, nous voulons également comparer
l’impact des quatre fonctions de perte sur la couleur estimée clans les classes. Dans
le cas de la fonction de perte quacÏratique et la fonction de perte dichotomique
O-Ï, les estimateurs bayésiens résultants sont simples et il est facile de les calculer
à partir de l’échantillon de la densité prédictive. Dans le cas des deux autres
fonctions de perte, il est un peu plus difficile de calculer l’estimateur sans passer
par une forme analytique pour la densité prédictive. Dans ce cas, nous utilisons
la forme analytique suivante qui est une estimation par Metropolis-Hasting
m(Iy) = J(t,8t).
La forme analytique précédente nous permet d’obtenir un estimé de la densité
prédictive pour toute valeur de . Ainsi, à l’aide de méthodes numériques comme
la méthode de bisection, nous pouvons maintenant calculer les estirnateurs bayé
siens résultants de la fonction de perte dichotomique O-1 sur un intervalle et de
la fonction de perte de Huber modifiée.
2.5. EVALUATION DE LA CONVERGENCE DU MCMC
Un des grands défis des simulations de Monte Carlo par chaînes de Markov
est l’évaluation de la convergence. En effet, comme nous l’avons mentionné à la
section 1.3.3, il faut exécuter les simulations jusqu’à convergence vers la clistri
bution stationnaire. Cependant, l’évaluation de cette convergence n’est pas une
tâche facile et plusieurs auteurs ont tenté de trouver des méthodes pour le faire.
Les méthodes les plus utilisées restent encore un mélange de plusieurs approches
dont. des techniques graphiques d’évaluation de la convergence. Cependant, dans
notre contexte de segmentation d’images, nous cherchons à mettre sur pied une
méthodologie de segmentation non dirigée par l’utilisateur qui fonctionne pour
toutes les images. Ainsi, il n’est pas concevable de penser utiliser des méthodes
graphiques pour évaluer la convergence. De plus, nous avons un très grand nombre
de paramètres à évaluer, vu la nature itérative de l’algorithme EIVI. Nous rappe
lons que nous devons estimer deux paramètres pour chacune des K classes à
chaque itération, et ce seulement pour le modèle de vraisemblance. Ainsi, nous
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devons utiliser une méthode indépendante de l’utilisateur, qui donne des résultats
précis et relativement rapides.
Plusieurs approches ont été proposées clans la litérature pour développer une
règle d’évaluation automatique de la convergence pour le MCMC. Certains au
teurs (voir Brooks, 1998) utilisent des statistiques basées sur les pentes des droites
qui relient chacun des points de la chaîne de Markov, d’autres (voir Chauveau et
Dieboit, 199$) utilisent des statistidlues basées sur le théorème limite centrale ou
bien des méthodes non paramétriques (voir Brooks, Giudici et Philippe, 2003).
Cependant, ces méthodes ne donnent pas totijours de bons résultats clans notre
situation. Nous rappelons que nous cherchons une méthode qui fonctionne clans
la majorit.é des cas et surtout qui ne force pas les chaînes à rouler trop long
temps. Le facteur temps est très important, considérant encore une fois le nombre
de paramètres que nous devons estimer. D’autres techniques d’évaluation de la
convergence proposées par certams auteurs (voir Gehnan et Rubin. 1992. Brooks
et. Gelman, 1998) sont. plutôt basées sur des chaînes multiples ainsi que la variance
inter et intra-chaînes. Il s’avère cyue clans notre situation, cette dernière approche
donne les meilleurs résultats.
Nous dlécrivo1s ici brièvement, la méthode de Gelman et Rubin (1992) pour le
cas univarié. Soit
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où Cov(s, ) est la covariance échantillonnale entre les variances et le carré des
moyennes échantilÏoniiales des ni chaînes et l’équivalellt pour Cov(s,
La composante df vient clii fait que les auteurs utilisent une approximation
de la densité de par une loi de Stuclent de degrés de liberté df. Le facteur
clans l’équation (2.5.1) est proposé dans Brooks et Gelman (1998). En effet, nous
pouvons remarquer que pour des petits degrés de liberté, le facteur peut être
négatif. Le critère corrigé est donné par Féquation suivante
= ±
. (2.5.2)
La statistique estime le facteur de réduction de l’étendue de la distribution
de que nous pouvons espérer si nous continuons les simulations jusqu’à T
— oc.
En d’autres mots, c’est le rapport de la variance de l’estimé de sur la variance
intra-chaînes avec un facteur d’ajustement pour la variance de la distribution de
Student. Ainsi, lorsque R —* 1, nous pouvons conclure que de rouler les chaînes
plus longtemps ne changerait pas les résultats. Nous trouvons dans Rohert (1998)
que la distribution de R peut être clécluite de l’approximation B/W
où F est la. distribution de Fisher, ‘ = 2W2/w et
t AI /iJ \2
\rn=1 m=1
Ainsi, nous cherchons une valeur E telle que
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Avec cette approximation de la distribution de la statistique , nous sommes en
mesure de tester si la statistique est suffisament prés de 1.
2.6. CoNcLuSION DE CHAPITRE
Au chapitre 2 nous avons présenté les notions de base en théorie de la décision
bayésienne. Celles-ci nous ont permis de proposer quatre fonctions de perte et les
règles bayésiennes qui leur sont associées. Ensuite. nous avons décrit le cadre
que nous considérons pour représenter une image clans le modèle proposé. Nous
avons mis en évidence certaines différences majeures par rapport à l’approche de
Destrempes et aÏ. (2005). Finalement, nous avons proposé une nouvelle approche
décisionnelle basée sur le modèle de Destrempes et aÏ. (2005) et nous avons décrit
la méthode d’estimation de ce modèle à l’aide de l’algorithme Elvi. Nous avons
terminé en décrivant l’approche utilisée pour simuler une image à partir de la
segmentation estimée.
Au prochain chapitre, nous allons présenter des résultats de l’application de
la méthode proposée sur des images réelles et synthétiques.
Chapitre 3
ANALYSE EN GRAPPE, SIMULATIONS ET
R1$ULTAT$
Le but principal de ce dernier chapitre est de présenter des résultats de simu
lat.imi en mettant. en oeuvre la méthode proposée au chapitre 2. En premier lieu,
nous décrivons la technique d’analyse en grappe que nous utilisons potir grou
per les régions formées par la superposition des trois composantes segmentées
mdépenclemment.
Deuxièmement., nous présentons des résultats de simulations sur des images
synthétiques pour tester la performance de notre méthodologie par rapport aux
différentes fonctions de perte proposées. Nous allons comparer l’effet du choix de
la fonction de perte en fonction du bruit. clans l’image et en fonction du nombre
de segments que nous utilisons.
Finalement, nous illustrons la méthode proposée à l’aide de quelques images
naturelles. Nous verrons également des représentations d’une image segmentée à
plusieurs étapes de l’algorithme de l’analyse en grappe pour observer la dégrada
tion de l’image estimée à mesure qtie le nombre de segments diminue.
3.1. ANALYsE EN GRAPPE
Comme nous avons vu à la section 2.2, la méthode de segmentation que nous
proposons consiste à traiter séparément chaque composante de l’image, c’est-à
dire les composantes L, a et b. Cependant, lorsque nous reconstruisons l’image
finale en superposant les trois composantes segmentées, nous nous retrouvons
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avec un nombre de segments beaucoup plus grand que celui désiré. Ainsi, nons
proposons d’utiliser une méthode d’analyse en grappe pour fusionner certaines
régions et ainsi obtenir le nombre de segments voulu.
Le champ de recherche qui se concentre sur la classification d’objets oti l’iden
tification de groupes à l’intériellr d’un je de données est très vaste et pourrait
à lui seul faire l’objet d’un mémoire complet. Puisque nous ne voulons pas nous
étendre trop sur le stijet nous présentons seulement Fapproche que nous utilisons.
La technique d’analyse en grappe que nous avons sélectionnée est une méthode
bien connue en statistique et fait partie de la famille de techniques d’analyse eu
grappe dites hiérarchiques d’agglomération. Plus précisément, nous utilisons la
technique d’analyse en grappe par la méthode du centroïde.
Nous référons à l’annexe A pour plus de détails sur cet algorithme d’analyse
en grappe et. la manière cÏout. nous l’implantons.
3.2. DiscussioN SUR LES CRITÈRES D’ARRÊT
Dans cette section nous voulons faire tin retour sur les notions de critères
d’arrêt cFun point de vue plus pratique. Nous discutons du critère d’arrêt, pour
les chaînes de Markov et du critère d’arrêt pour l’algorithnie EM.
Nous avons présenté à la section 2.5 le critère d’arrêt que nous utilisons pour
établir la convergence du MCIVIC. Comme nous l’avons déjà Inentiollné, un des
défis auquel nous faisons face est de proposer une méthode qui est complètement
indépendante de l’utilisateur et qui n’est pas trop lourde à évaluer. Par consé
quent, mêuie la mét.hode de Gelman et Rubin (1992) présente des faiblesses à cet
égard. Il arrive parfois que les paramètres (a, i3) du modèle de vraisemblance ne
convergent pas au sens du critère de Gelman et. Rubin (1992) mais que la couleur
simulée à partir de la densité prédictive ait convergé. Ceci est surtout dû à la
nature du modèle de vraisemblance que nous utilisons. En effet, dans un modèle
bêta il n’y a pas de paramètres de position et d’échelle comme dans un modèle
gaussien par exemple. Ainsi, une combinaison des deux paramètres et /3 est
utilisée pour déterminer la position et le facteur d’échelle. Par conséquent, il est
possible de faire varier les palarriètres de sorte que la position reste la même et
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que seulement la variance change. Rappelons ciue Fespérance et la variance dune
variable aléatoire 9 B(a. i3) sont données respectivellient par
(+)2(++i)
de sort.e que si les deux paramètres croissent ou décroissent de manière propor
tionnelle, l’espérance restera sensiblement la même et. uniquement la variance sera
affectée. Il s’avère que cette situation se présente souvent clans nos simulations et.
puisque notre intérêt final est la couleur estimée dans chacune des régions. nous
proposons alors de suivre la convergence de la couleur estimée selon la densité
préclictive. Nons sommes conscient que cette approche est un raccourci et. qtie
théoriquement nous devrions tester la convergence des deux paramètres surtout
que ces derniers sont. utilisés pour les probabilités de sélection clans l’algorithme
EM. Cependant, à la lumière de résultats empiriques qui montrent ciue les esti
més obtenus à l’aide de cette approche sont stables et acceptables, nous jugeons
que les avantages de traiter la convergence de la cotileur estimée par la densité
préci ictive surpassent les incohérences théoriques.
En somme, voici comment nous mettons en oeuvre le critère d’arrêt de Gelman
et Rubin (1992) pour évaluer la convergence des chaînes de i\/Iarkov.
— Nous effectuons au moins 500 itérations avant d’évaluer la convergence des
chaînes;
— l’évaluation de la convergence est effectuée sur la couleur estimée à partir
de la densité préclictive;
— nous utilisons une période de chauffe de n/2 itérations
— après avoir atteint la convergence, nous simulons un échantillon de n 1000
observations à partir de la distribution stationnaire.
Discutons maintenant du critère d’arrêt pour l’algorithme EM. Cette étape
n’est pas simple puisqu’il existe très peu de références dans lesquelles le critère
d’arrêt utilisé est détaillé. En effet, la majorité des auteurs qui utilisent l’algo
rit.hme EM ou bieii un dérivé de ce dernier pour segmenter une image ne men
tionnent pas l’approche utilisée pour en évaluer la convergence. Dans un contexte
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cilmagerie, Févaluation de la convergence de l’algorithme EM n’est pas me tâche
facile car elle dépend de plusieurs facteurs dont la complexité de l’image et le
nombre de segments à estimer. En effet, phis il y a de segments clans l’image, plus
il est probable que des pixels soient assignés de manière équiprobable à pitis d’une
région. Ainsi, clans une telle situation, nous n’obtiendrons jamais une convergence
absolue pour un nombre fini d’itérations.
De manière générale, nous pouvons classer la majorité des approches proposées
dans la littérature en cieux groupes. Le premier consiste â suivre l’assignation
des régions aux pixels d’une itération à l’antre et de construire une statistique
basée sur ce changement d’assignation. Une telle approche est utilisée dans Gu et
Sun (2005). Le deuxième groupe englobe les mesures de convergence qui traitent
l’évolution de la vraisemblance de Firnage estimée à chaque itération. Le papier
de Nasios et Bors (2004) présente un critère d’arrêt basé sur cette approche.
En ce qui concerne le premier groupe de mesures basées sur l’assignation des
classes, il est évident que pour une étape intermédiaire dans le processus de conver
gence, le ilombre de pixels qui sont assignés à une classe clifféreiïte d’une itération à
l’autre est beaucoup plus grand qu’à une étape près du point de convergence. Dans
ce sens, Gri et Sun (2005) proposent. une statistique bien simple qui correspond au
nombre de pixels qui se sont vu assigner une classe différente entre l’itération i et
l’itération i+Ï. Une telle statistique devrait approcher O lorsque nous atteignons la
convergence; Gu et Sun (2005) proposent d’arrêter l’algorithme lorsque cette sta
tistique devient inférieure à 1%. Cependant, en pratique nous observons que cette
statistique dépend de l’image. En effet, si nous initialisons l’algorithme avec une
segmentation complètement aléatoire, dans les premières itérations pratiquement
aucun pixel se voit réassigner la même étiquette de région et plus l’algorithme
avance, plus la statistique diminue pour finalement atteindre un plateau à partir
d’un certain moment. Le problènie vient du fait que ce plateau ne se situe jamais
au même niveau d’une image à l’autre. Pour cette raison, nous n’utilisons pas ce
critère d’arrêt.
Dans le cas du deuxième type d’approches, nous trouvons que les mesures
basées sur la vraisemblance de l’image estimée sont plus stables. L’approche que
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nous proposons au chapitre 2 utilise un modèle bayésien ainsi, flOilS proposons
de suivre l’évolution de la densité e posteriori au lieu de la vraisemblance uni
quement. En effet, puisque l’algorithme EM est utilisé pour estimer la densité e
posteriori, il est plus logique de proposer une mesure basée sur cette même densité.
La mesure proposée par Nasios et Bors (2004) est tout simplement l’accroissement
relatif de la log-vraisemblance d’une itération à l’autre et ils suggèrellt d’arrêter
les simulations lorsque cette mesure est infériettre à 1%. Un des problèmes que
nous observons dans nos simulations est que la densité a posteriori n’est pas
strictement croissante d’une itération à l’autre (ce qui est également vrai pour
la vraisemblance), mais suggère une allure généralement croissante qui semble
converger à partir d’un certain nombre d’itérations. Ainsi, nous proposons de
suivre la statistique correspondant à la pente de la droite de régression des dix
derniers points de la trace du log de la densité e posteriori. De la même manière.
cette statistique s’approche de o lorsque nous atteignons la convergence, mais elle
permet de lisser la trace pour minimiser l’effet d’une baisse de la densité e poste
riori à une itération quelconque. Il est important de noter ici qu’il y a tin facteur
d’échelle à considérer. En effet, le log de la densité e posteriori peut être d’un
ordre relativement élevé pour une image naturelle de taille raisonnable. Ainsi, il
devient absurde de considérer une borne fixe indépendante de l’image. Nous pro
posons alors d’arrêter les simulations lorsque la pente de la droite de régression
est inférieure à 1o du ruaximllm du log de la densité a posteriori. Par exemple,
pour une image où le log de la densité a posteriori varie dans tin ordre de i04,
nous arrêtons les simulations lorsque la statistique est inférieure à 100. De plus,
par mesure de précaution nous arrêtons l’algorithme à la deuxième occurence où
la statistique est inférieure à la borne; de cette manière nous sommes beaucoup
plus conservateurs.
La figure 3.2.1 montre la trace du log de la densité e posteriori et la mesure
proposée pour le critère d’arrêt pour une image synthétique de 160 x 160 pixels.
Comme nous l’avons déjà mentionné, la densité e posteriori n’est pas stricte
ment croissante : à part.ir du moment où la convergence est atteinte elle peut
osciller légèrement. Le critère proposé au paragraphe précédent aurait stoppé les
FIGuRE 3.2.1. Trace du log de la densité a posteriori
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simulations à l’itération 16 et nous pouvons voir dans le graphique 3.2.1 que la
convergence semble atteinte à cette étape de l’algorithme.
3.3. CHoix DE LA TOLÉRANCE POUR LES FONCTIONS DE PERTE
Comme nous avons vu au chapitre précédent, nous incluons un facteur de
tolérance dans la fonction de perte O-1 sur un intervalle et dans la fonction de
perte de Huber modifiée. Jusqu’à présent, nous n’avons pas discuté du choix de
cette tolérance. Nous rappelons que le facteur de tolérance consiste en une erreur
que nous jugeons acceptable sur l’estimation du paramètre. Nous discutons ici
brièvement du choix de cette valeur.
Nous basons notre choix sur la perception d’une différence entre deux niveaux
de gris. En effet, puisque nous traitons chacune des composantes indépendemment
dans notre modèle, chacune d’elle devient comme une observation en noir et
blanc. Puisque nous ramenons toujours les étendues de chaque composante sur
l’intervalle [0, 1] en considérant le facteur de majoration de 59 comme nous l’avoiis
expliqué à la section 2.2, nous utilisons toujours la même valeur de tolérance
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FIGURE 3.3.1. Étendue des niveaux de gris
Comme nous pouvons observer dans la figure 3.3.1, sur chaque intervalle d’une
longueur 0,10 sur la bande des niveaux de gris il est difficile d’identifier ue
différence à l’oeil lui. Ainsi, nous utilisons une tolérance bilatérale de 5% sur
la couleur estimée et jugeons qu’après cette distance l’erreur commise est trop
grande.
Dans le cas de l’estimation des paramètres tÏe vraisemblance (o, /3), nous uti
lisons la même tolérance relative, mais cette fois nous l’appliquons à la valeur
moyenne de la chaîne. Par exemple, pour une chaîne qtti oscille en moyenne au
tour de 125, la tolérance appliquée serait de 0,05• 125 = 6,25.
Nous allons voir à la section suivante des résultats de simulations sur des
images synthétiques. Ces dernières sont des images artificielles où nous connais
sons la valeur des paramètres initiaux. Une des simulations qui sera présentée
compare différents niveaux de tolérance.
3.4. RÉSULTATS DE SIMULATIONS SUR DES IIvIAGES SYNTHÉTIQUES
Même si la méthode proposée est construite pour segmenter des images na
turelles, notis utilisons tout de même cette dernière sur des images synthétiques
pour pouvoir valider les résultats obtenus. En effet, c’est seulement sur une image
synthétique qu’il est possible de connaître les vraies classes sous-jacentes à une
image. Ainsi, à partir d’une image dont, nous connaissons les régions, nous si
mulons une nouvelle image en y ajoutant. un bruit gaussien centré en O avec
une certaine variance, et ce pixel par pixel. Nous présentons dans cette section
les résultats obtenus avec la méthode de segmentation proposée selon les quatre
fonctions de perte pour trois images synthétiques en noir et blanc.
6$
Dans un premier temps nous présentons des résultats en fonction tin niveau
tic bruit qui est appliqué aux trois images synthétiques. Par niveau tic bruit nous
faisons référence à la variance utilisée pour le bruit gaussien. Nous appliquons trois
niveaux tic bruit, soient des variables aléatoires gaussiennes centrées en 0 avec une
variance de 5%,10% et 20% de l’étendue des données. Dans un deuxième temps,
nous présentons des résultats tic simulations en fonction du nombre de classes
demandé. Pour une seule image et un niveau tic bruit choisi, nous faisons varier
le nombre de classes demandé de manière à avoir soit moins ou plus de classes
que le nombre réel pontr observer le comportement de l’algorithme.
L’utilisation d’images en noir et blanc pour effectuer ces simulations n’a pas
réellement d’impact car la méthode que nous proposons se fait intiépentiemment
pour chaque composante du système Lah, et puisque le but premier de cette si
mulation n’est pas de tester l’algorithme d’analyse en grappe alors nous réduisons
le temps tic calcul en utilisant des images en niveaux de gris.
Nous rappelons que la segmentation est effectuée au sens de l’algorithme EM;
les étiquettes de régions sont donc simulées à partir de Finformation disponible
à chaque itération. Ainsi, les fonctions tle perte sont appliquées seulement sur
l’estimation des paramètres de vraisemblance du modèle est sur l’estimation tic
la couleur résultante. Dans l’article tic Destrempes et ai. (2005) la segmentation
est estimée au sens tin IVIAP. Il existe également une autre fonction tic perte qui
est utilisée en segmentation d’images dont l’estimateur résultant est appelé modes
des marginales a posteriori (IVIPM). Cette fonction de perte est moins restrictive
que celle associée au MAP car elle pénalise la configuration au prorata du nombres
de sites mal étiquetés (voir Marroquin, Mitt.er et Poggio (19$7)). Par conséquent,
les résultats concernant le MAP présentés dans cette section font référence à
l’utilisation du IVIAP pour l’estimation des paramètres de vraisemblance et non
pas tic la segmentation.
3.4.1. Impact du choix de la fonction de perte en fonction du bruit
Dans cette section nous voulons observer le comportement de la méthode








FIGuRE 3.4.1. (a) Segments réels. Images
(b) à 5% (c) à 10% (d) à 20%.
synthétiques bruitées
aux images synthétiques. La figure 3.4.1 montre les neuf images de départ que
nous utiliserons pour les simulations. Chacune de ces images est de taille 160 x 160
pixels. Comme nous pouvons le voir avec les images de la ligne (a) clans la figure
3.4.1, chaque image est engendrée à partir de quatre segments réels. Avec ces
trois images, nons voulons évaluer l’impact de la fonction de perte sur des images
où les régions deviennent de plus en plus petites en fonction du bruit. Suite aux
résultats aiisi obtenus, nous tenterons de tirer des conclusions sur l’impact du




TABLEAu 3.4.1. Identification des régions
Région 1 Noir
Région 2 Gris foncé
Régioll 3 Gris pâle
Région 4 Blanc
Le protocole que nous suivons pour mettre en place la simulation est bien
simple. Pour chacune des trois images synthétiques et chacun des trois niveaux
de bruit, nous générons une image avec laquelle nous appliquons la méthode
proposée selon les quatre fonctions de perte. De cette manière, nous utilisons
toujours la même image pour chaque fonctioll de perte. Nous répétons ensuite cet
exercice 100 fois de manière à obtenir un échantillon de 100 segmentations pour
les quatre fonctions de perte proposées pour chacune des neuf images synthétiques
bruitées.
Dans un premier temps nous effectuons les simulations avec une tolérance de
5% potir les fonctions de perte de Fluber modifiée et 0-1 sur un intervalle. Nous
présentons également des résultats pour une tolérance de 1% et 10% sur une des
images, soit l’image 2 x 2 avec un niveau de bruit. de 20%.
Nous présentons les résultats des simulations de deux manières. Premièrement,
nous calculons pour chaque pixel de l’image Ferreur absolue et l’écart. ty)e par
rapport aux 100 simulations. Ces résultats sont ensuite présentés de manière
graphique comme dans la figure 3.4.2 qui montre les résultats obtenus avec la
fonction de perte de Fluber modifiée et un bruit gaussien de 20%. Les figures
représentant les résultats graphiques pour chaque fonction de perte et. chaque
niveau de bruit. sont. présentées en annexe B. Dans un deuxième t.emps nous
calculons la moyenne de ces cieux statistiques sur chacune des vraies régions. Les
résultats pour là simulation avec un bruit de 20% sont présentés clans les tableaux
3.4.2 et 3.4.3. Nous identifions toujours les régions dans le même ordre, c’est-à-dire









FIGURE 3.4.2. Résultats des simulations avec un bruit gaussien de
20% pour la fonction de perte de Huber modifiée
Basé sur les résultats graphiques, nous pouvons constater que pour la fonction
de perte de Huber modifiée avec une tolérance de 5% et un bruit gaussien de
20%, nous commettons une plus grande erreur absolue pour les régions 2 et 3,
c’est-à-dire les régions grises. Nous remarquons également que cette erreur croît
légèrement lorsque les régions deviennent de plus en plus petites. Ceci s’observe
également dans le tableau 3.4.2 pour les valeurs moyennes sur les régions. En effet






















TABLEAu 3.1.2. Erreur absolue moyenne par région pour les sinm
lations avec un bruit de 20
Image fonction de perte Région 1 Région 2 Région 3 Région 4
Fluber modifiée 0,0958 0,1041 0,1052 0,0870
Image 1 0-1 sur un intervalle 0.0683 0,0920 0,0932 0,0592
Quadratique 0,0316 0,0745 0,0766 0,0358
MAP 0.0928 0,1113 0,1137 0,0843
fluber modifiée 0,0969 0,1096 0.1092 0,0879
Image 2 0-1 sur un intervalle 0,0695 0,0976 0,0967 0,0601
Quadrat.ique 0.0336 0,0795 0.0807 0,0370
MAP 0,0939 0,1135 0,1143 0,0855
Fluber modifiée 0,0986 0,1175 0,1162 0,0900
Image 3 0-1 sur un intervalle 0,0720 0,1054 0,1045 0,0627
Quaclratique 0,0374 0,0868 0,0877 0,0413
MAP 0,0955 0,1238 0,1245 0,0870
0.0870 à 0,0879 è 0,0900 pour les t.rois images respectivement. Cependant nous
pouvons observer que l’erreur est toujours plus grande aux frontières et puisque
le nombre de frontières augmente lorsque les régions deviennent de plus en plus
petites alors il est normale que l’erreur absolue moyenne croisse.
Comme nous pouvons le constater dans le tableau 3.4.2, c’est la fonction de
perte quadratique qui donile les meilleurs résultats en terme d’erreur absolue
moyenne pour chaque région et pour chaque image également. En deuxième et
troisième place viennent la fonction de perte 0-1 sur un intervalle et la fonction
de perte de Huber modifiée et finalement le MAP. Il est important de se rappeler
que ces résultats sont obtenus avec une tolérance de 5% pour les fonctions de
perte 0-1 sur un intervalle et de fluber modifiée.
En ce qui concerne la moyenne des écarts types par régions, les résultats sont
sensiblement les mêmes sauf qu’il arrive pour certaines régions que la fonction
de perte de Huher modifiée donne des résultats plus dispersés que poul le MAP
(voir tableau 3.4.3).
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TABLEAu 3.1.3. cart type moyen par région pour les simulations
avec un bruit de 20%
Image Fonction de perte Région 1 Région 2 Région 3 Région 4
Fluber modifiée 0,1053 0,1792 0,1807 0,1034
Image 1 0-1 sur un intervalle 0.0959 0.1617 0,1630 0.0950
Quadratique 0,0851 0,1479 0,1495 0.0851
MAP 0,1050 0,1823 0,1826 0,1029
Fluber modifiée 0,1074 0,1846 0,1847 0,1042
Image 2 0-1 sur un intervalle 0,0978 0,1675 0,1669 0,0956
Quadratique 0,0866 0,1522 0,1536 0,0857
MAP 0.1068 0,18.55 0,1859 0.1051
Fluber modifiée 0.1097 0,1926 0,1923 0,1086
Image 3 0-Ï sur un intervalle 0,1011 0,1756 0,1756 0,0992
Quadratique 0,0889 0,1590 0,1598 0,0876
MAP 0,1095 0,1942 0,1948 0,1077
Si nous observons les résultats montrés eiï annexe B pour les autres niveaux de
bruit. nous trouvons des résultats sensiblement identiques. En effet, nous pouvons
voir clans les tableaux B.1 et B.3 que pour un niveau de bruit de 5% et 10%
l’ordonnancement des fonctions de perte est le même que pour un bruit de 20%.
Comme pour le niveau de bruit de 20%, nous obtenons toujours une plus grande
erreur absolue moyenne pour les régions grises, soit les régions 2 et 3.
En ce qui concerne la dispersion au travers des régions pour les niveaux de
bruit plus faible, nous pouvons observer certaines différences dans l’ordonnance
ment des fonctions de perte par rapport à celui obtenu pour l’erreur absoltie. En
effet l’ordre de préférence des fonctions de perte dépend de la couleur estimée et
de l’image. Prenons le tableau 3.4 par exemple, nous remarquons que pour un
bruit de 10% la fonction de perte privilégiée pour l’image 1 et la région 1 est
la fonction de perte 0-1 sur un intervalle avec un écart type de 0,0034 et vient
ensuite la fonction de perte de Fluber modifiée avec un écart type de 0.0039. Pour
la région 2, c’est la fonction de perte quaciratique avec un écart type de 0,0162
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T\BLEÀu 3.4.4. Erreur absolue moyenne et écart type moyen pour
l’image 2 x 2 avec un bruit gaussien de 20% pour différent niveaux
de tolérance
Statistique fonction de perte Région 1 Région 2 Région 3 Région 4
Hriber avec 1% toi. 0.1110 0,1045 0,1051 0,1020
Erreur absolue 0-1 avec 1% toi. 0.1060 0,1030 0,1035 0,0969
moyenne Huber avec 10% toi. 0,0788 0,0963 0,0968 0,0708
0-1 avec 10% toi. 0,0209 0,0774 0,0776 0,0304
Huber avec 1% toi. 0,1080 0,1807 0,1820 0,1070
Écart type 0-1 avec 1% toi. 0,1070 0,1784 0.1794 0,1059
moyen Hriber avec 10% tol. 0,0996 0,1689 0,1699 0,0985
0-1 avec 10% toI. 0,0831 0,1400 0,1409 0,0818
qui donne la plus petite dispersion. Dans le cas de l’image 3, nons observons que
la fonction de perte 0-1 sur un intervalle montre toujours la plus petite dispersion
mais c’est maintenant la fonction quadratique qui tient la deuxième position. En
somme, en ce qui a trait à l’écart t.ype. ii n’y a pas de fonction de perte qui donne
constamment de meilleurs résultats.
Suite aux résultats présentés
.iusclu’à présent, nous pouvons affirmer que pour
l’erreur absolue, la fonction de perte quaciratique est celle qui donne les meilleurs
résultats pour les trois images synthétiques utilisées et les trois niveaux de bruit
lorsqu’une tolérance de 5% est utilisée pour les fonction de perte de Huber modi
fiée et 0-1 sur un intervalle. Nous allons maintenant regarder les résultats obtenus
lorsque nous utilisons d’autres niveaux de tolérance pour ces deux fonctions de
perte, soit. 1% et 10%. Pour cette simulation nous nous limitons à l’image 2 x 2
avec un bruit gaussien de 20%. Les résultats graphiques sont présentés à la figure
3.4.3 et les moyennes par régions dans le tableau 3.4.4.
Analysons tout d’abord les résult.at.s obtenus pour la fonction de perte de




FIGURE 3.4.3. Résulats avec un bruit gaussien de 20% pour la
fonction de perte de Huber modifiée avec une tolérance de (a) 1%
(c) 10% et la fonction de perte 0-1 sur un intervalle avec tolérance
de (b) 1% (d) 10%.
de la fonction de perte quadratique et du MAP. Dans le cas de l’erreur absolue
moyenne, nous comparons avec les résultats présentés dans le tableau 3.4.2. Nous


































une tolérance de plus en plus grande et ce pour chaque région. EH effet, prenons
par exemple les résultats de la région 1, pour une tolérance de 1% nous obtenons
une erreur absolue moyenne de 0,11 10 contre 0,0958 et 0,0788 pour tme tolérance
de 5% et 10% respectivement. Ces résultats sont en ligne avec la théorie puisque
nous avons remarqué que l’erreur absolue noyenne obtenue avec la fonction de
perte quaciratique est la plus faible et la fonction de perte de Huher modifiée
généralise la fonction de perte quaclrat.ique lorsciue la tolérance est grande.
Dans le cas de la fonction de perte 0-1 sur tin intervalle, lorsque la tolérance
est faible cette dernière généralise le MAP. Au niveau des résultats de simulations,
notis remarquons que les résultats sont toujours moins bons lorsque la tolérance
est plus faible. De plus, nous voyous que pour une tolérance de 10%, les résultats
obtenus avec la fonction de perte 0-1 sur un intervalle sont meilleurs en ce qui
a trait à l’erreur absolue moyenne que la fonction de perte quadratique pour les
régions 1 et 4 et très semblables pour les deux autres régions. Ce résultat est
très intéressant puisqu’il fait ressortir l’intérêt de considérer une tolérance sur la
couleur estimée.
Dans le cas de la dispersion moyenne à l’intérieur des régions. nous pouvons
faire sensiblement le même constat. c’est-à—dire que les résultats obtenus sont
toujours moins dispersés pour une plus grande tolérance autant. pour la fonction
de perte de Huher modifiée que pour la fonction de perte 0-1 sur un intervalle.
De plus, clans le cas de l’écart type, nous remarquons que les résultats obtenus
avec la fonction de perte 0-1 sur un intervalle avec une tolérance de 10% sont
uniformément les meilleurs en terme de dispersion moyenne è travers les régions.
À la lumière des résultats présentés dans cette section. nous pouvons affirmer
c1u’il y a un intérêt d’inclure un facteur de tolérance clans les fonctions de perte
et que selon la valeur de ce facteur, les résultats peuvent varier.
3.4.2. Impact du choix de la fonction de perte en fonction du nombre
de régions
Dans cett.e section nous voulons évaluer l’impact du nonibre de régions à
estimer clans le modèle selon la fonction de perte qui est utilisée. Les simulations
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TÀBLEf\U 3.1.5. Erreur absolue moyenne et écart type moyen pour
l’image 2 z 2 avec mi bruit gaussien de 20% lorsque l’algorithme
est lancé avec 3 régions
Statistique Fonction de perte Région 1 Région 2 Région 3 Région 4
Huber modifiée 0,0893 0,1671 0.1676 0,0802
Erreur absolue 0-1 sur un intervalle 0,0613 0,1621 0.1625 0,0518
moyenne Quadratique 0,0276 0.1530 0.1556 0,0318
MAP 0,0860 0,1721 0.1616 0,0767
Huher modifiée 0,0814 0,1687 0,1698 0,0803
cart type 0-1 sur un intervalle 0,0750 0,1560 0,1571 0,0746
moyen Quadratique 0,0648 0,1357 0,1384 0,0658
MAP 0.0827 0.1747 0,1724 0,0793
sont. encore basées sur des images synthétiques et puisque nous avons remarqué à
la section précédente que la composition des images n’a pas tm grand effet, nous
utilisons seulement l’image synthétique 2 z 2 avec un bruit gaussien de 20%.
Nous allons lancer l’algorithme 100 fois comme à la simulation précédente
avec 3 et 5 régions à estimer. Nous pouvons voir clans les tableaux 3.4.5 et 3.4.6
les résultats lorsque l’algorithme est lancé avec 3 ou 5 régions. Nous pouvons voir
en comparant les résultats dti tableati 3.4.2 lorsque l’algorithme fut lancé avec 4
régions avec ceux du tableau 3.4.5 pour trois régions que l’erreur absolue moyenne
pour les régions 1 et 4, c’est-à-dire le noir et le blanc, est du mème ordre pour
toutes les fonctions de perte. C’est pour les régions 2 et 3 que l’erreur moyenne est
beaucoup plus grande, nous voyons ainsi qu’en moyenne l’algorithme a estimé ces
deux régions à partir d’une même valeur centrale. Nous pouvons observer cette
même tendance à la figure 3.4.4.
De plus, il est intéressant. de remarquer que la fonction de perte ne semble
pas avoir dimpact lorsque moins de régions sont utilisées clans l’algorithme. En
effet, nous pouvons voir que le même ordonnancement des régions est obtenu que
lorsque 4 régions furent utilisées.
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TÀBLEÀU 3.4.6. Erreur absolue moyenne et écart type moyen pour
Fimage 2 x 2 avec lln bruit gaussien de 20% lorsque l’algorithme
est lancé avec 5 régions
Statistique fonction de perte Région 1 Région 2 Région 3 Région 4
Fluber modifiée 0,0913 0,1045 0,1053 0,0824
Erreur absolue 0-1 sur un intervalle 0,0623 0,0711 0,0730 0,0527
moyenne Quadratique 0,0282 0,0726 0.0729 0.0324
MAP 0,0876 0J037 0,1077 0.0790
Fluber modifiée 0,0853 0,1740 0,1752 0,0836
cart type 0-l sur un intervalle 0,0729 0,1272 0,1282 0,0712
moyen Quaciratique 0,0679 0,1410 0,1406 0,0673
MAP 0,0834 0,1676 0,1731 0,0814
Par contre, lorsque la simulation est lancée avec 5 régions, nous observons
que les résultats sont légèrement supérieurs à ceux obtenus avec 4 régions. Les
résultats graphiques sont présentés à la figure 3.4.5. En effet, prenons par exemple
la fonction de perte quaciratique, dans le cas où nous avons utilisé 4 régions,
l’erreur moyenne pour les quatre régions est respectivement 0,0316, 0,0745, 0,0766
et 0,0358 et les résultats avec 5 régions pour la même fonction de perte sont
respectivement 0,0282, 0,0726, 0,0729 et 0,0324 comme nous pouvons le voir au
tableau 3.4.6.
Ces résultats ne sont cependant pas surprenants, en effet lorsque nous utilisons
moins de régions que le nombre réel connu, il est bien évident, qu’au moins une
région aura un taux d’erreur beaucoup plus élevé. À l’inverse, lorsqu’un plus grand
nombre de régions est titilisé, au pire cieux régions estimerons la même couleur.
Il est cependant intéressant de remarquer que l’algorithme estime toujours très
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FIGuRE 3.4.4. Résultats des simulations avec un bruit gaussien de
20% avec 3 régions pour la fonction de perte (a) de Huber modifiée
(b) 0-1 sur un intervalle (c) quadratique (d) MAP.
remarquer à la figure 3.4.4 que l’erreur absolue et l’écart type sont très bien définis

















































































FIGURE 3.4.5. Résultats des simulations avec un bruit gaussien de
20% avec 5 régions pour la fonction de perte (a) de Huber modifiée
(b) 0-Ï sur un intervalle (e) quadratique (d) MAP.
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FIGURE 3.5.1. Image naturelle originale utilisée pour comparer les
fonctions de perte
3.5. ILLUsTRATION DE LA MÉTHODE PROPOSÉE SUR DES IMAGES
NATURELLES
Dans cette section nous présentons des résultats de segmentation d’images
naturelles pour illustrer la méthode proposée au chapitre 2. Dans un premier
temps nous montrons les résultats de la segmentation d’une image à l’aide des
quatre fonctions de perte proposées. Ensuite, pour une fonction de perte choisie
nous montrons l’image estimée à plusieurs étapes de l’algorithme d’analyse en
grappe pour illustrer la dégradation de celle-ci. Finalement nous concluons le
chapitre en montrant d’autres exemples d’images naturelles segmentées à l’aide
de notre approche.
La figure 3.5.1 montre l’image qui est utilisée pour comparer les fonctions
de perte. Cette dernière est de taille 200 x 300 pixels. Pour chacune des quatre
fonctions de perte, nous mettons en oeuvre la méthode avec 10 segments initiaux
par composantes. Nous présentons ensuite une série de quatre figures, chacune
d’elles montre les trois composantes L, a et b originales et la segmentation de ces
dernières selon les quatre fonctions de perte. De plus, nous affichons également
la représentation de la superposition des trois composantes segmentées avant la
fusion de ces dernières par l’algorithme d’analyse en grappe. Les résultats pour les




regardant minutieusement ces quatre figures, nous remarquons qu’il y a certaines
différences au niveau de la segmentation et des couleurs estimées mais elles sont
quasi imperceptibles à l’oeil nu. De plus, il nous est impossible de déterminer
quelle fonction de perte donne les meilleurs résultats car la segmentation réelle
est inconnue. Ainsi. il semble que pour une image naturelle l’impact. du choix de
la fonction de perte est minime.
Nous voulons également illustrer la dégradation de l’image lorsque que nous
fusionnons de plus en plus de régions par l’analyse en grappe. Nous pouvons voir à
la figure 3.5.6 que le fait de réduire le nombre de régions n’a pas beaucoup d’effet
jusqu’à un certains nombre et ensuite la dégradation est très rapide. En effet les
images estimées avec 20, 15, 10 et même $ régions sont vraiment très semblables













FIGURE 3.5.2. Représentation des trois composantes segmentées à


















FIGURE 3.5.3. Représentation des trois composantes segmentées à
















FIGuRE 3.5.4. Représentation des trois composantes segmentées











FIGuRE 3.5.5. Représentation des trois composantes segmentées à









20 régions 15 régions
FIGuRE 3.5.6. Segmentation de l’image avec différents nombres de
régions pour l’analyse en grappe à l’aide de la fonction de perte de
Huber modifiée
10 régions 8 régions
6 régions 5 régions
$8
3.5.1. Autres exemples de segmentation d’images naturelles
Dans cette section nous présentons quelques exemples de segmentation d’images
naturelles à partir de la méthode proposée au chapitre 2. Dans chacun de ces
exemples, la segmentation est effectuée à partir de la fonction de perte quadra-
tique. Le choix de cette fonction est basé priilcipalement sur le fait que pour les
images synthétiques les résultats obtenus à partir de la fonction de perte quadra
tique étaient supérieurs en terme d’erreur absolue ou de dispersion de la couleur
estimée et également parce que le temps de calcul est moindre avec cette cler
nière qu’avec les autres fonctions de perte. Les images sont. présentées à la figure
3.5.7. Dans le cas de la première image avec le poisson, cette dernière est estimée
avec 10 segments par composantes et nous appliquons l’algorithme d’analyse en
grappe pour obtenir 10 segments finaux également. Pour l’image avec la fenime, 6
segments furent utilisés par composantes et. nous fusionnons les régions résultant.
de la superposition des composantes pour obtenir 7 régions finales, pour l’image
avec la maison, 6 régions sont utilisés clans les cieux cas et finalement, pour la
dernière image avec les zèbres $ régions ont été utilisées dans les deux cas.
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FIGURE 3.5.7. Comparaison de l’image originale avec l’image seg






3.6. CONCLUSION DE CHAPITRE
Dans ce dernier chapitre nous avons présenté des résultats pratiques de la
mise en oeuvre de la méthode de segmentation proposée au chapitre 2 pour éva
luer l’impact de la fonction de perte sur la segmentation d’une image selon les
couleurs. Nous avons rapporté des résultats de simulations basés sur des images
synthétiques et nous avons montré des résultats de segmentations d’images natu
relies. Dans le cas des simulations sur des images synthétiques, nous avons trouvé
que la fonction de perte quadratique est celle qui donile les meilleurs résultats
au sens des cieux critères observés, c’est-à-dire l’erreur absolue et l’écart type par
rapport à la vraie couleur.
Cependant, dans le cas des images naturelles, nous avons remarqué que le
choix de la fonction de perte n’a pas réellement d’impact, perceptible à l’oeil
nu. Ainsi, nous avons présenté des exemples de segmentation d’images naturelles
seulement pour la fonction de perte quadratique car cette dernière est celle qui est
la plus rapide à calculer et elle s’est montrée la plus efficace lors des simulations
sur images synthétiques.
CONCLUSION
Dans ce mémoire, nous avons répondu à la question d’un arbitre concernant
l’impact du choix de la fonction de perte pour la segmentation d’images dans
un modèle (le couleurs. Au premier chapitre, nous avons mis en contexte l’aspect
statistique de la modélisation d’une image en décrivant brièvement la théorie
permettant de traiter mathématiquement une image comme mi graphe. Nous
avons vu les notions de champ aléatoire de Markov caché, de clique et de voisinage.
Ensuite nous avons présenté l’approche proposée dans Destrempes, Mignotte et
Angers (2005) sur laquelle notre modèle est grandement basé. Nous avons terminé
ce chapitre en présentant un survol des méthodes numériques utilisées tout au long
de ce mémoire pour estimer le modèle proposé.
Au deuxième chapitre, nous avons présenté la théorie de la décision bayésienne
en décrivant sommairement les concepts de fonction de perte et d’estimateur
bayésien. Nous avons proposé quatre fonctions de perte que nous avons utilisées
pour estimer le modèle. Ensuite, nous avons décrit le modèle statistique que nous
proposons pour segmenter une image, qui est basé sur celui défini dans Destrempes
et ai. (2005). Nous avons également suggéré le critère cFarrêt. de Gelman et Rubin
(1992) pour évaluer la convergence des méthodes MCMC.
finalement, nous entamons le dernier chapitre en discutant de certains aspects
pratiques de notre modèle et de l’estimation de ce dernier. Nous avons discuté
de la mise en application du critère d’arrêt pour les méthodes IVICMC et avons
proposé un nouveau critère pour l’évaluation de la convergence de l’algorithme
EIvI basé sur la densit.é a posteriori. En deuxième partie, nous avons présenté des
résultats de simulations basés sur des images synthétiques, qui nous permettent
d’évaluer l’impact du choix de la fonction de perte sur la segmentation. Ensuite,
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nous avons montré des résultats de segmentation dune image naturelle selon les
quatre fonctions de perte proposées. Nous avons terminé le chapitre en montrant
quelques exemples de segmentation cl’ images naturelles.
En somme. les simulations sur des images synthétiques nous ont permis de
remarquer que tont. en étant minime, le choix de la fonction de perte a un im
pact sur la segnentation. Basé sur les résultats obtenus, nous avons vu ciue la
fonction de perte qnaclratique est celle qui semble donner les meilleurs résultats
dans presque toutes les situations. En effet, seulement la fonction de perte O-1 sur
un intervalle avec une tolérance de 1Oo a donné de meilleurs résultat.s au sens
de l’erreur absolue et de l’écart type par rapport à la vraie couleur de chaque
pixel. Ceci nous pousse à se questionner sur le choix de ce facteur de tolérance et
nous jugeons qu’il serait intéressant claris le futllr de pousser un peu plus loin les
recherches clans ce sens.
Dans le cas des images naturelles, l’impact du choix de la fonction de perte
est beaucoup plus difficile a évaluer considérant. le fait que la segmentation réelle
sous-jacente à l’image est inconnue. Cependant., basé sur les résultats obtenus,
nous devons admettre que les images segmentées à partir des différentes fonctions
de perte n’affichent pas de différence perceptible à l’oeil nu assez substantielle
pour poser un jugement sur le choix de la meilleure fonction de perte. Ainsi.
pour des raisons de simplicité de l’estimat.eur résultant, de popularité de ce cler
nier et de la qualité des résultats basés sur des images synthétiques, nous avons
proposé d’utiliser la fonction de perte quaciratique pour les autres exemples de
segmentation cl’ images naturelles.
Pour terminer, une des grandes différences dans le modèle que nous propo
sons par rapport à celui de Destrempes et aÏ. (2005) est. qu’il n’est pas totalement
indépendant de l’utilisateur, ou non supervisé pour utiliser la terminologie du
domaine de traitement d’images. En effet, il y a un seul paramètre que nous
n’estimons pas et ce dernier est le nombre de classes. Nous suggérons donc de
poursuivre les recherches pour inclure ce paramètre dans l’estimation de notre
modèle et ainsi proposer une méthode non supervisée. Des pistes de recherches
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possibles pour estimer le nombre de classes sont l’intégratiou de critères de sé
lectiou de modèle comme le critère AIC ou BIC dans l’algorithme d’analyse en
grappe ou bien Fintégration chi paramètre directement clans l’algorithme EM.
Annexe A
TECHNIQUE D’ANALY$E EN GRAPPE PAR
LE CENTROÏDE
Comme nous lavons mentionné, l’analyse en grappe également appelée classi
fication ou ctuster an.aÏysis en anglais est un champ de recherche très large et nous
présentons ici qu’un bref survol. Les méthodes les plus utilisées et souvent les plis
simples à mettre en oeuvre sont celles appartenant à la famille des techniques hié
rarchiques. La technique par arborescence, la technique du voisin le plis près ou
du voisin le pins éloigné font partie de cette famille de méthodes hiérarchiques,
et. elles sont dites d’agglomération. La terminologie technique d’agglomération
fait référence au fait dlu’au départ toutes les observations sont considérées comme
étant un groupe distinct et peu à peu ces dernières sont regroupées selon un
certain algorithme. Nous présentons ici un algorithme basé sur une notion de
distance, plus précisément la distance euclidienne. Pour plus de détails sur les
méthodes d’analyse en grappe, nous référons à Everitt (1974).
Commençons tout daborcl par définir la distance euclidienne.
Définition A.O.1. La distance euclidienne entre deux éléments x et y tous deux
dans W est définie comme
1/2
d(x,y)= (Zxi_Yi2)
Il existe plusieurs autres mesures de distance qui pourraient être utilisées,
mais la distance euclidienne est la plus usuelle d’entre elles.
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La technicjue d’analyse en grappe par la méthode clii centroïcle consiste à
construire une matrice qui représente toutes les distances cieux-à-cieux. Dans notre
cas, les objets de notre analyse en grappe sont les triplets de couleurs estimées des
régions résultantes du prochuit cartésien des trois segmentations par composantes.
not.és
i,1 Yin
tis ‘n) = 2.1 Y2,n
Y3,l Y3,n
en supposant qtie nous obtenons n régions suite au procltut cartésien. Ainsi, nous
construisons une matrice des distances deux-à-cieux des triplets
D=
)
La technique d’analyse en grappe par le centroïde se résume en trois étapes.
(1) Regrouper les cieux régions dont la distance euclidienne est la plus petite.
(2) Calculer la couleur résultante de la fusion des cieux régions en calculant
la moyenne pondérée des valeurs composante par composante,
t 3) Recalcrtler la mat.rice des chst.ances D avec les objets restants.
Nous continuons ainsi jusqu’à ce que nous ayons atteint le nombre de régions
voulij
Nous ajoutons une dernière étape à l’algorithme qui ne concerne pas clii tout
l’analyse en grappe par la méthode du cent roïde. Nous sommes quelque peu in
confortable avec le fait de conserver des paramètres issus d’une simple moyenne
entre les valeurs des régions regroupées. Ainsi, avec la segmentation finale, qui en
passant est maintenant la même sur chacune des composantes, nous allons rées
timer les paramètres de notre modèle composante par composant.e comme nous
l’avons vu au chapitre 2. Puisque nous gardons la segmentation finale fixe, nous
n’avons pas à estimer le modèle a priori sur la segmentation et avons seulement
qu’à estimer par la densité préclictive la nouvelle couleur pour chacune des classes.
o
De cette manière, nous obtenons une couleur estimée qui est réellement basée sur
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notre modèle de vraisemblance et les données observées, et non pas senlement
une moyenne des couleurs estimées avant regroupement des régions.
Annexe B
R1$ULTATS GRAPHIQUES DE L’ERREUR
ABSOLUE ET DE L’1CART TYPE
TABLEAu B.1. Erreur absolue moyenne par région 0Uf les simu
lat ions avec un bruit de 5%
Image Fonction de perte Région 1 Région 2 Région 3 Région 4
Fluber modifiée 0,0333 0,0026 0,0028 0,0357
Image 1 0-1 sur un intervalle 0,0282 0,0022 0,0023 0,0294
Quadratique 0,0061 0,0010 0,0011 0,0063
MAP 0,0389 0,0080 0,0085 0,0324
Huber modifiée 0,0332 0,0025 0,0028 0,0358
Image 2 0-1 sur un intervalle 0,0281 0,0021 0,0024 0,0294
Quadratique 0,0061 0,0010 0,0011 0,0063
MAP 0,0393 0,0080 0,0086 0,0318
Fluber modifiée 0,0335 0,0026 0,0023 0,0357
Image 3 0-1 sur un intervalle 0,0284 0,0022 0,0024 0,0294
Quaclratique 0,0061 0,0011 0,0011 0,0063
MAP 0.0400 0,0077 0,0083 0,0318
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FIGuRE 3.1. Résultats des simulations avec un bruit gaussien de
5% pour la fonction de perte de Huber modifiée






































FIGuRE B.2. Résultats des simulations avec un bruit gaussien de



















FIGuRE 3.3. Résultats des simulations avec un bruit gaussien de
5% pour la fonction de perte quadratique


































FIGuRE 3.4. Résultats des simulations avec un bruit gaussien de



























TABLEAU 3.2. cart type moyen par région pour les simulations
avec un bruit de 5%
Image Fonction de perte Région 1 Région 2 Région 3 Région 4
Huher modifiée 0,0013 0,0007 0,0008 0,0011
Image 1 0-1 sur un intervalle 0,0012 0,0007 0.0008 0.0010
Quaciratique 0,0007 0,0007 0,0008 0,0007
MAP 0,0059 0,0090 0,0093 0,0061
Huber modifiée 0,0011 0,0009 0,0008 0,0012
Image 2 0-1 sur un intervalle 0,0010 0,0010 0,0008 0,0011
Quadratique 0,0006 0,0009 0,0008 0,0007
IVIAP 0,0065 0,0092 0.0096 0,0061
Huber modifiée 0,0012 0,0015 0.0016 0,0010
Image 3 0-1 sur un intervalle 0,0011 0,0014 0,0014 0,0009
Quacïratique 0,0007 0,0014 0,0014 0.0007
J\4AP 0.0065 0,0088 0.0095 0,0051
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FIGURE B.5. Résultats des simulations avec un bruit gaussien de





































FIGURE 3.6. Résultats des simulations avec mi bruit gaussien de





































FIGURE B .7. Résultats des simulations avec un bruit gaussien de



































FIGuRE B.8. Résultats des simulations avec un bruit gaussien de


















TABLEAu B.3. Erreur absolue moyenne par région pour les simu
lations avec un bruit de 10%
Image Fonction de perte Région 1 Région 2 Région 3 Région 4
Huber modifiée 0,0687 0,0140 0,0149 0,0609
Image 1 0-1 sur un intervalle 0,0503 0,0135 0,0143 0,0404
Quaciratique 0,0067 0,0044 0,0044 0,0041
MAP 0,0751 0,0180 0,0187 0,0669
Huher modifiée 0,0689 0,0139 0,0151 0,0612
Image 2 0-1 sur un intervalle 0,0505 0,0134 0,0145 0,0406
Quaciratique 0,0068 0,0041 0,0044 0,0043
1VIAP 0,0752 0,0168 0,0178 0,0667
Huber modifiée 0,0690 0,0145 0,0158 0,0614
Image 3 0-1 sur un intervalle 0,0507 0,0140 0,0153 0,0408
Quaciratique 0,0067 0,0043 0,0046 0,0045
IVIAP 0,0750 0,0178 0,0203 0,0667
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TABLEAU 3.4. Écart type moyen par région pour les simulations
avec un bruit de 10o
Image Fonction de perte Région 1 Région 2 Région 3 Région 4
Fluber modifiée 0,0039 0,0182 0,0181 0,0038
Image 1 0-1 sur un intervalle 0,0034 0,0176 0,0171 0,0032
Quaciratique 0,0040 0,0162 0,0162 0,0039
MAP 0,0055 0,0293 0,0304 0,0057
Fluber modifiée 0,0045 0,0151 0,0149 0,0045
Image 2 0-1 sur un intervalle 0.0039 0,0140 0,0138 0,0040
Quadratique 0,0046 0,0129 0,0134 0,0044
IVIAP 0,0059 0,0261 0,0285 0,0064
Huber modifiée 0,0059 0,0115 0,0116 0,0057
Image 3 0-1 sur un intervalle 0,0051 0,0104 0,0107 0,0052
Quadratique 0,0054 0,0095 0,0099 0,0055






















FIGuRE B.9. Résultats des simulations avec un bruit gaussien de











20% pour la fonction de perte 0-1 sur un intervalle
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FIGuRE 3.10. Résultats des simulations avec un bruit galissien de






























209 pour la fonction de perte quadratique
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20% pour le maximum a posteriori
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