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Le controˆle de sante´ des structures par me´thodes vibratoires se heurte a` l’influence pre´dominante
des effets thermiques et suscite le besoin de me´thodes d’assimilation thermique en temps re´el pour
e´liminer ces effets.
On propose des algorithmes qui permettent de reconstituer, a` un instant donne´, le champ de
tempe´rature dans une structure tridimensionnelle a` partir de mesures ponctuelles enregistre´es
sur un intervalle de temps pre´ce´dant cet instant. La de´marche adopte´e est celle de la me´thode
adjointe tire´e de la the´orie du controˆle optimal : on re´sout un proble`me de minimisation au sens
des moindres carre´s d’une fonction de couˆt mesurant l’e´cart entre les donne´es et le champ de
tempe´rature reconstruit.
La minimisation dans un espace de type H1 le`ve la difficulte´ habituelle de la me´thode adjointe
a` la fin de la feneˆtre d’observation, ce qui permet la reconstruction pre´cise de la tempe´rature a`
l’instant courant.
La de´finition des valeurs ponctuelles du champ de tempe´rature impose le choix d’espaces de
controˆle de re´gularite´ importante. Pour pouvoir utiliser des me´thodes usuelles de discre´tisation
malgre´ un second membre forme´ de masses de Dirac, l’e´tat adjoint est de´fini par des techniques
spe´cifiques fonde´es sur la transposition.
Le formalisme dual adopte´ conduit a` poser le proble`me dans un espace essentiellement unidimen-
sionnel. En re´duisant la quantite´ de calculs en ligne, au prix d’une se´rie de pre´calculs, il donne
lieu a` des algorithmes d’assimilation en temps re´el applicables a` des structures tridimensionnelles
de ge´ome´trie complexe.
La robustesse des me´thodes par rapport aux erreurs de mode´lisation et au bruit de mesure est
e´value´e nume´riquement et valide´e expe´rimentalement.
Mots cle´s : assimilation de donne´es, identification, controˆle optimal, e´quation de la chaleur.
Abstract
Structural Health Monitoring techniques come up against dominant environmental effects due
to ambient temperature variations. Real time temperature data assimilation is crucial for the
elimination of these effects in ambient vibration monitoring algorithms.
We develop algorithms for the estimation of the temperature field at a given moment, based on
pointwise measurements over the time period preceding that moment. The approach is based upon
the adjoint method in optimal control theory. The problem consists in minimizing in the least
squares sense a regularized quadratic performance index measuring the gap between the data and
a reconstructed temperature at sensor locations.
The well-known convergence difficulty of the adjoint technique near the final instant of the ob-
servation period is eliminated here by minimizing the performance index in a smooth enough
functional space, thus enabling the reconstruction of the current temperature in the entire do-
main.
High regularity spaces must be chosen so that we can define pointwise values of the temperature
field. In order to use standard discretization methods, we propose special transposition-based
techniques for the computation of the adjoint state.
A dual formulation enables precomputing strategies and constructs high-speed algorithms well
suited for real-time applications.
The robustness of the algorithms with respect to modelling errors or measurement noise is tested
both numerically and experimentally.
Keywords : data assimilation, identification, optimal control, heat equation.
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Introduction
1185 apre`s J.-C. : la construction du Pont Saint-Be´ne´zet, commune´ment appele´ le Pont d’Avignon,
est acheve´e. Long de 920 me`tres, large de 4 me`tres, supporte´ par 22 arches, il fut construit en 8 ans
et constitua pendant des sie`cles le seul point de traverse´e du Rhoˆne entre la mer Me´diterrane´e et
Lyon. Plus de 800 ans plus tard, le Viaduc de Millau s’e´lance sur les gorges du Tarn a` une hauteur
maximale de 343 me`tres. Long de 2640 me`tres, il est maintenu par 7 piles. Les travaux ont dure´ 38
mois. L’ouvrage bat le record du monde pour la taille spectaculaire de sa pile principale, haute de
245 me`tres. C’est aussi un ouvrage d’exception par sa le´ge`rete´ et par les innovations techniques mises
en œuvre pour sa construction et lors de son exploitation. Une multitude de capteurs en tout genre
surveillent en permanence sa capacite´ a` re´sister aux sollicitations et a` l’usure du temps.
Hormis leur fonction, ces deux e´difices ont un point commun : ils te´moignent du de´sir constant de
l’homme de parvenir a` pe´renniser son œuvre graˆce a` des techniques de plus en plus sophistique´es. La fia-
bilite´ de la structure est ici l’enjeu majeur. Graˆce aux progre`s re´alise´s dans les me´thodes de surveillance
de sante´, les ponts de demain seront des structures intelligentes, inte´grant de`s leur construction des
syste`mes capables de de´tecter une perte de fiabilite´ due a` un endommagement pre´coce.
1.1 Contexte de l’e´tude
1.1.1 SHM et de´tection d’endommagement
L’endommagement dans une structure provoque une modification de ses proprie´te´s me´caniques,
telles que les fre´quences propres de vibration, les de´forme´es modales ou l’amortissement. Plusieurs
me´thodes de surveillance de sante´ (Structural Health Monitoring ou SHM ) sont fonde´es sur la sur-
veillance de ces proprie´te´s. Les techniques Ambient Vibration Monitoring (Wenzel & Pichler, 2005)
reposent sur une mesure en continu des vibrations dues a` une excitation naturelle (sous l’action du
vent, du traffic routier, etc.). Les proprie´te´s vibratoires sont en permanence compare´es a` un e´tat de
re´fe´rence connu (Basseville et al. , 2000). Les me´thodes de surveillance de sante´ visent ainsi a` de´celer
l’existence d’un de´faut, a` le localiser, a` e´valuer sa gravite´ et a` pre´dire la dure´e de vie re´siduelle de
l’ouvrage (Rytter, 1993). Le lecteur inte´resse´ trouvera dans Farrar et al. (2003) une revue de la vaste
litte´rature concernant ces techniques.
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La sensibilite´ des proprie´te´s me´caniques varie selon les cas d’endommagement et selon la ge´ome´trie
de la structure. Farrar & Jauregui (1996), lors d’un endommagement controˆle´ du pont I-40 a` Rio
Grande (Nouveau Mexique, EU), constatent qu’un endommagement mettant se´ve`rement en cause la
se´curite´ de la structure induit un changement de la premie`re fre´quence propre d’environ 2%. Cette
valeur est tre`s faible par rapport aux changements provoque´s par la variation des conditions envi-
ronnementales ambiantes : lors du meˆme essai, des e´tudes ont montre´ que la meˆme fre´quence propre
variait de 5% sur 24 heures a` cause de la variation de tempe´rature (Farrar et al. , 2003).
Paralle`lement, les techniques de controˆle structural actif, semi-actif ou passif pourraient permettre
de re´duire les contraintes internes d’une structure et d’en augmenter la stabilite´ (Baratta et al. , 2004).
Leur application rencontre cependant les meˆmes difficulte´s lie´es aux variations environnementales
(Parisse et al. , 2005). Bourquin (2001c) montre en effet que de petites variations des parame`tres
peuvent conduire a` des variations importantes de la re´ponse controˆle´e d’une structure.
La maˆıtrise de l’influence des conditions environnementales et notamment de la tempe´rature sont
un de´fi majeur pour toutes les techniques e´voque´es plus haut. C’est ce que concluent les auteurs du
rapport du laboratoire Los Alamos (EU) (Farrar et al. , 2003) concernant les techniques de surveillance
vibratoire : “One of the main obstacles for deploying a monitoring system in field is the environmental
and operational variation of structures. Although many damage detection techniques are successfully
applied to scaled models or specimen tests in controlled laboratory environments, the performance of
these techniques in real operational environments is still questionable and needs to be validated”.
Un grand nombre de travaux tente de reme´dier a` ces difficulte´s. Il s’agit dans la majorite´ des
cas d’approches de type ‘boˆıte noire’ fonde´es par exemple sur une analyse statistique en composantes
principales (Kullaa, 2002, 2003, 2004) ou sur un apprentissage par re´seaux de neurones (Sohn et al.
, 2001). L’autre cate´gorie d’approches favorise l’utilisation d’un mode`le qui corre`le les variations de
fre´quence aux variations de tempe´rature. Cette corre´lation peut eˆtre issue d’observations sur le terrain
(Rohrmann et al. , 2000; Wood, 1992), ou d’une mode´lisation physique thermome´canique. On peut
citer ici les travaux de Nasser (2006) qui emploient les me´thodes de de´tection d’endommagement
fonde´es sur l’analyse de la matrice de Hankel des donne´es (Basseville et al. , 2000). Le rejet des effets
environnementaux peut eˆtre envisage´ graˆce a` des mode`les des structures e´tudie´es (Basseville et al. ,
2006a,b).
On retrouve dans la litte´rature plusieurs mode`les permettant en effet de relier les effets de la
tempe´rature aux contraintes me´caniques (Ge´radin & Rixen, 1994; Jirasek & Bazˇant, 2002). A cet effet,
Erlicher & Bourquin (2006) ont re´cemment propose´ une me´thode de mode´lisation thermome´canique
pour des structures tridimensionnelles en prenant en compte d’e´ventuelles pre´contraintes. Treysse`de
(2006) e´tudie en particulier les effets de pre´contraintes thermiques sur des structures unidimension-
nelles, en mettant l’accent sur les effets de pre´flexion.
Toutefois, l’utilisation de mode`les thermome´caniques ne´cessite la connaissance pre´alable du champ
de tempe´rature a` l’inte´rieur de la structure. Pour cela, le recours a` des me´thodes d’instrumentation
et de mesure semble ine´vitable. Le nombre de capteurs de tempe´rature sur de grands ouvrages peut
atteindre aujourd’hui plusieurs centaines (Wong, 2004), ce qui te´moigne de l’importance de cette
grandeur physique et de ses variations spatiales. Mais les techniques de mesure de tempe´rature ne
permettent en aucun cas la connaissance directe d’un champ tridimensionnel en tout point. Les cap-
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teurs le plus souvent utilise´s dans le domaine du ge´nie civil (thermocouples, e´le´ments Pt100, ther-
mistances,...), ne peuvent livrer que des mesures ponctuelles. Re´cemment, des structures en be´ton se
sont vues e´quipe´es de fibres optiques utilisant l’effet Raman pour la mesure de la tempe´rature line´ique.
L’effet Brillouin (Lanticq et al. , 2006) pourrait aussi eˆtre utilise´ a` terme. Les techniques lie´es a` la ther-
mographie infrarouge (Maierhofer et al. , 2006) sont aussi un choix potentiel, mais les difficulte´s lie´es
a` leur mise en œuvre ne permettent pas d’envisager une utilisation en continu sur site. Dans tous les
cas cite´s, les techniques de mesure expe´rimentales ne peuvent cependant fournir qu’une connaissance
locale du champ thermique dans une structure. A cela s’ajoute l’inaccessibilite´ de certaines parties de
la structure, rendant ne´cessaire une e´tape d’assimilation de donne´es pour reconstruire le champ de
tempe´rature a` partir de donne´es partielles sur celui-ci.
Selon la de´finition donne´e dans Le Dimet & Blum (2002), l’assimilation de donne´es est “l’ensemble
des techniques qui permettent de combiner de fac¸on optimale (en un sens a` de´finir) l’information
mathe´matique contenue dans les e´quations et l’information physique provenant des observations en
vue de reconstituer l’e´tat” du syste`me. Le terme assimilation de donne´es est tre`s couramment employe´
dans les domaines de la me´te´orologie et de l’oce´anographie (Pham et al. , 1998b; Kalnay, 2003) ou`
le nombre de donne´es provenant de mesures physiques est relativement faible par rapport au nombre
de degre´s de liberte´ des syste`mes d’e´coulement e´tudie´s. Ici, le syste`me conside´re´ est le processus de
diffusion de chaleur qui re´git le champ de tempe´rature dans la structure e´tudie´e.
Le proble`me de la reconstruction du champ de tempe´rature qui fait l’objet du pre´sent travail
peut aussi eˆtre vu comme un proble`me inverse. En thermique, le proble`me classique de conduction
de la chaleur consiste a` de´terminer le champ de tempe´rature re´sultant d’une condition initiale et
de conditions aux limites connues. Pour reconstruire le champ de tempe´rature a` partir de mesures
partielles, nous nous fixerons comme objectif la de´termination de la condition initiale ou des conditions
aux limites responsables de ce champ. Il s’agit donc de la de´marche inverse, d’ou` la de´nomination de
proble`me inverse. On pourra en de´duire par post-traitement une estimation du champ de tempe´rature
a` l’instant pre´sent (l’instant final de la feneˆtre d’observation) dont on a besoin dans les me´thodes de
surveillance de sante´. L’approche proble`me inverse prend en compte la dynamique de la diffusion de
la chaleur, et se distingue nettement d’une simple interpolation des donne´es a` l’instant final.
Le proble`me que nous nous proposons de traiter ici se pre´sente comme suit. On conside`re un solide
a` une tempe´rature initiale θ0 occupant un domaine Ω. En notant f une source interne et Φ des sources
surfaciques, la tempe´rature a` l’inte´rieur du solide est re´gie par l’e´quation de diffusion de la chaleur,





− div κ grad θ = f dans Ω× [0, T ]
(κ grad θ).~n+ αθ = Φ sur ∂Ω× [0, T ]
θ(x, 0) = θ0(x) dans Ω
Nous reviendrons plus tard sur le choix des conditions aux limites et sur la signification physique des
diffe´rents parame`tres de cette expression. Nous supposons que nous disposons de mesures ponctuelles
θdk(t), k = 1..m de´livre´es par m capteurs situe´s aux points xk. A partir de ces donne´es, l’objectif fixe´
est d’estimer la condition initiale θ0 et les sources surfaciques Φ ou volumiques f qui sont responsables
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de ces mesures.
1.1.2 Proble`mes inverses
Du fait de leur large champ d’applications, les proble`mes inverses lie´s a` la conduction de la chaleur
ont e´te´ largement e´tudie´s durant les quatre dernie`res de´cennies, paralle`lement au de´veloppement de
techniques nume´riques et de moyens de calcul permettant leur re´solution.
Traditionnellement, les proble`mes inverses sont classe´s en deux cate´gories : les proble`mes qui visent
a` de´terminer des conditions aux limites ou des sources inconnues (comme cela est le cas ici) et les
proble`mes lie´s a` l’estimation de parame`tres intrinse`ques du syste`me. Le premier type de proble`mes
apparaˆıt de`s que la mesure directe de la grandeur physique e´tudie´e n’est pas possible en pratique. Les
hautes tempe´ratures et la difficulte´ d’acce`s dans la chambre de combustion d’un moteur automobile
(Delattre et al. , 2001; Constantinescu et al. , 2004), dans une enceinte contenant un feu (Raynaud &
Bransier, 1986) ou sur les faces actives d’outils d’usinage (Huang & Tsai, 2005; Huang & Lo, 2005)
sont des cas ou` le recours a` des me´thodes inverses est ne´cessaire.
Dans la deuxie`me cate´gorie de proble`mes inverses, l’objectif fixe´ est de de´terminer, a` partir d’une
connaissance partielle du champ de tempe´rature, des parame`tres de mode`le inconnus. Il est possible
par exemple de de´terminer la conductivite´ d’un mate´riau a` partir de mesures transitoires (Yang, 1999;
Ku¨gler, 2003; Plana et al. , 2006; Chen & Wu, 2006) ou d’utiliser cette me´thode pour la de´tection non
intrusive de de´fauts de ge´ome´trie internes (Chapko et al. , 1998; Chapko & Ku¨gler, 2004; Mera et al. ,
2005). Les proble`mes inverses d’identification de parame`tres se rencontrent dans de nombreux autres
domaines allant de la ge´ome´chanique (Lecampion et al. , 2002; Lecampion & Constantinescu, 2005)
aux mathe´matiques financie`res.
La difficulte´ principale des proble`mes inverses est leur caracte`re ge´ne´ralement mal pose´ (Engl et al.
, 1994). Un proble`me est bien pose´ au sens de Hadamard s’il ve´rifie les proprie´te´s suivantes :
1. Pour toute donne´e admissible, une solution existe.
2. Pour toute donne´e admissible, la solution est unique.
3. La solution de´pend continuˆment des donne´es.
De`s lors que l’une de ces conditions est viole´e, le proble`me est conside´re´ comme mal pose´. En
pratique, cela veut souvent dire qu’il n’existe pas de solution unique ou que, si elle existe, une le´ge`re
modification des donne´es conduit a` des solutions tre`s diffe´rentes. C’est le cas par exemple des ensembles
chaotiques tels que les syste`mes me´te´orologiques pour lesquels une infime variation des donne´es (le
battement d’ailes d’un papillon en Chine. . . ) peut faire basculer le syste`me d’un e´tat a` un autre (un
orage au lieu d’une journe´e ensoleille´e en Bretagne. . . ).
1.1.3 Caracte`re mal pose´ des proble`mes inverses et re´gularisation
Dans ce qui suit, nous mettons en e´vidence le caracte`re mal pose´ du proble`me inverse de la chaleur.
Bien que cela ne fasse pas l’objet du pre´sent travail, cette mise au point montre l’inte´reˆt de l’utilisation
d’une me´thode de re´gularisation.
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Les proprie´te´s lissantes de l’e´quation de conduction sont responsables du caracte`re mal pose´ du
proble`me inverse de la chaleur. Intuitivement, la distribution de tempe´ratures dans un solide isole´ tend
a` s’homoge´ne´iser. En effet, si la tempe´rature initiale pre´sente de fortes variations spatiales, celles-ci
tendent a` disparaˆıtre avec le temps et il devient difficile, voire impossible, de les reconstituer : le
phe´nome`ne de la conduction de la chaleur est irre´versible.
Conside´rons par exemple le proble`me simplifie´ suivant qui donne une illustration claire du phe´nome`ne.






= 0 dans [0, L]× [0, T ]
θ(0) = θ(L) = 0 dans [0, T ]
θ(x, T ) = f(x) dans [0, L]
On connaˆıt la condition finale θ(x, T ) = f(x) et on cherche a` de´terminer le champ a` l’instant initial
g(x) = θ(x, 0).
Si on note {λk, φk} l’ensemble des solutions du proble`me de valeurs propres −
d2φ
dx2
= λφ dans [0, L]




















En remplac¸ant l’expression de θ(x, t) dans le proble`me initial, on obtient le syste`me d’e´quations
diffe´rentielles suivant : 
dνk(t)
dt
+ λkνk(t) = 0 dans [0, T ]
νk(0) = ck
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Le the´ore`me de Picard (Engl et al. , 1994) pre´cise alors que le proble`me inverse admet une solution si














Cette dernie`re expression donne un e´clairage sur la nature mal pose´e du proble`me. Si une petite
perturbation est ajoute´e aux donne´es, telle que f δ = f + δφk, on obtient la solution perturbe´e gδ =
g+ δφkeλkT . Or, pour tout ope´rateur auto-adjoint d’inverse compact (tel que le Laplacien), les valeurs




De manie`re plus pre´cise, la premie`re formule asymptotique de Weyl donne une ide´e de la croissance
des valeurs propres : λk ∼ k 2md , d e´tant la dimension de l’espace dans lequel on se place, et 2m l’ordre
de l’ope´rateur diffe´rentiel (2m = 2 pour le Laplacien). Le rapport
‖gδ − g‖
‖f δ − f‖ = e
λkT
peut par conse´quent devenir arbitrairement grand.
Une petite erreur sur les donne´es f δ induit une grande erreur sur la solution gδ (Muniz et al. ,
1999; Masood, 2005; Liu, 2002). Cette analyse montre aussi que les composantes des donne´es sont
d’autant plus amplifie´es par l’ope´rateur inverse qu’elles sont de haute fre´quence. Celles-ci sont donc le
plus responsables du caracte`re mal pose´ du proble`me. Toutes les me´thodes dites de re´gularisation pour
re´soudre ce proble`me inverse auront tendance a` filtrer les hautes fre´quences (Shen, 1999; Battaglia,
2002). C’est par exemple le cas de la me´thode de Tikhonov (Tikhonov & Arsenin, 1977), largement
employe´e dans ce contexte, et qui ope`re un filtrage implicite des composantes haute fre´quence de la
solution (Vogel, 2002). Nous y reviendrons plus en de´tail dans le cœur de l’expose´. D’autres me´thodes,
comme la de´composition en valeurs singulie`res tronque´e (Truncated Singular Value Decomposition ou
TSVD), ope`rent une troncature explicite des hautes fre´quences (Shenefelt et al. , 2002; Shen, 1999;
Mera et al. , 2003; Kim & Nelson, 2004, 2000). Videcoq & Petit (2001), Battaglia (2002) et Girault
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et al. (2003) montrent dans leurs travaux qu’il existe un lien entre les composantes fre´quentielles
de´tectables sur une condition de surface inconnue et la profondeur des mesures.
Les me´thodes de re´gularisation sont toutes fonde´es sur le meˆme principe : le proble`me initial est
remplace´ par un proble`me proche de celui-ci, mais bien pose´, pour lequel la proce´dure de re´solution est
stable. L’erreur induite par ce changement de proble`me est appele´e biais de´terministe (deterministic
bias) par Raynaud & Beck (1988), qui proposent une me´thode syste´matique de comparaison des
me´thodes inverses. La me´thode ide´ale engendrerait un biais de´terministe nul, mais cette me´thode
n’existe pas vu le caracte`re mal pose´ du proble`me. En fait, toute me´thode de re´gularisation sera un
compromis entre le biais de´terministe introduit et la sensibilite´ aux mesures (sensitivity) (Raynaud &
Beck, 1988). Celle-ci mesure la de´viation de la solution lorsque les donne´es sont entache´es d’erreurs.
1.2 Me´thodes de re´solution du proble`me inverse de conduction de
la chaleur
Faire une revue exhaustive de la litte´rature concernant les proble`mes inverses lie´s a` la conduction
de la chaleur semble tre`s difficile. Nous proposons d’en donner ici un aperc¸u qui couvre le plus large
e´ventail possible des me´thodes existantes.
Une des premie`res tentatives de re´solution d’un proble`me de ce genre remonte a` 1960 avec le travail
de Stolz (1960), qui traite du proble`me de la de´termination d’un flux et d’une tempe´rature inconnus






∂x = q(t) =??
Ce proble`me type a souvent fait l’objet de travaux dans la litte´rature sous le nom de sideways
heat equation. La solution propose´e par Stolz (1960) est base´e sur une relation analytique entre la
tempe´rature et le flux inconnu. Graˆce a` une de´composition de la fonction inconnue en une somme de
composantes simples, l’inversion de cette relation peut eˆtre faite nume´riquement.
Les me´thodes fonde´es sur des expressions analytiques ont rapidement e´te´ abandonne´es car elles
restent limite´es sur le type de ge´ome´tries qu’il est possible de traiter. Les travaux pre´curseurs de
Burggraf (1964) et Sparrow et al. (1964) ont e´te´ repris plus re´cemment par Monde (2000), qui
donne des solutions analytiques du proble`me pour des solides semi-infinis ou finis fonde´es sur une
discre´tisation semi-polynoˆmiale des fonctions inconnues. La me´thode peut eˆtre e´tendue au cas 2D
(Monde et al. , 2003). Dans Monde & Mitsutake (2001), la meˆme de´marche conduit a` des expressions
analytiques pour la de´termination du coefficient de conductivite´. Enfin, Woodfield et al. (2006a) et
Woodfield et al. (2006b) proposent des ame´liorations de la me´thode. Ces travaux semblent ne´anmoins
d’application tre`s limite´e.
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1.2.1 Me´thodes fonde´es sur des approches de type diffe´rences finies
La discre´tisation par diffe´rences finies de l’e´quation de la chaleur a ouvert d’autres pistes de
re´solution nume´rique. La connaissance de θ en x0 divise le domaine en 2 ; une partie ‘directe’ entre la
condition limite connue et le point de mesure (cf. sche´ma ci-dessus) qui peut eˆtre re´solue de manie`re
classique, et une partie ‘inverse’ dans le reste du domaine. Le domaine est discre´tise´ en un certain
nombre de mailles. Dans un premier temps, un sche´ma aux diffe´rences finies classique permet la
de´termination de la tempe´rature dans la partie directe du domaine. Un sche´ma spe´cifique permet
ensuite de de´terminer la tempe´rature au nœud juxtapose´ a` x0. Le sche´ma utilise une relation explicite
entre la tempe´rature inconnue sur ce nœud et les tempe´ratures connues au nœud pre´ce´dent. Une fois
les tempe´ratures sur ce nœud et pour tous les pas de temps de´termine´es, la proce´dure est re´pe´te´e pour
le nœud suivant jusqu’a` couvrir toute la re´gion inverse.
On retrouve ces sche´mas dans la litte´rature sous la de´nomination de me´thodes de retour vers
la surface, ou space marching (Raynaud, 1997), pour e´voquer leur aspect se´quentiel dans l’espace.
En fonction des pas de temps qui interviennent dans la relation donnant la tempe´rature (mole´cule
de calcul), des me´thodes diffe´rentes sont obtenues (D’Souza, 1975; Murio, 1989; Raynaud & Bransier,
1986; Al-Khalidy, 1998). Le sche´ma propose´ par Sassi & Raynaud (1998) est nettement plus performant
en termes de stabilite´ et de pre´cision que ses pre´de´cesseurs. Re´cemment, Elde´n (1997) a propose´
un sche´ma de ce type base´ sur une me´thode de lignes. Berntsson (1998) de´crit en de´tail le cadre
mathe´matique et les proprie´te´s re´gularisantes d’un algorithme de´coulant de ce travail.
Un large e´ventail d’algorithmes de re´solution du proble`me inverse de la chaleur est de´rive´ de
la me´thode de spe´cification de fonction (function specification method ou FSM) propose´e par Beck
(1970). A chaque pas de temps tn+1, on suppose connus la distribution de tempe´ratures et le flux au
pas de temps pre´ce´dent tn. On minimise alors une fonctionnelle de type moindres carre´s portant sur
les tempe´ratures aux pas de temps tn+1 a` tn+r. La minimisation de cette fonctionnelle par rapport au
flux au pas de temps tn permet de de´terminer la valeur de ce dernier. La minimisation est faite graˆce a`
une expression explicite des coefficients de sensibilite´. Les tempe´ratures futures aux pas de temps tn+1
a` tn+r sont utilise´es pour apporter la re´gularisation ne´cessaire au processus de minimisation (Beck
et al. , 1985). Elles sont de´termine´es via une hypothe`se simplifie´e sur l’e´volution du flux lui-meˆme.
Sans ces pas de temps futurs, la formule d’inversion n’est autre que celle propose´e par Stolz (1960)
(Ling et al. , 2006). On retrouve dans Beck et al. (1996) une comparaison de ce type de re´gularisation
avec la me´thode de Tikhonov dont il sera question plus loin. La` encore, il serait trop ambitieux de
vouloir passer en revue l’ensemble des travaux inspire´s de cette me´thode. Nous nous contenterons de
citer les travaux re´cents de Ling et al. (2003), qui utilisent la me´thode des e´le´ments finis pour la
discre´tisation pre´alable des mode`les. Les travaux de Lin et al. (2004) permettent de re´duire l’erreur
induite par l’hypothe`se sur les pas de temps futurs. Ling et al. (2005) et Ling et al. (2006) apportent
certaines ame´liorations en utilisant notamment des pas de temps diffe´rents pour les mesures et pour
l’inversion. La stabilite´ nume´rique de la me´thode est e´tudie´e par Ling & Atluri (2006).
Chantasiriwan (2001) combine la FSM a` une discre´tisation par e´le´ments frontie`res pour la re´solution
d’un proble`me inverse en deux dimensions. Combine´e a` des me´thodes de re´duction de mode`le, la FSM
a e´galement permis dans Videcoq & Petit (2001), Battaglia (2002) et Girault et al. (2003) de re´soudre
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le proble`me inverse dans des cas bidimensionnels.
En paralle`le, on retrouve dans d’autres travaux une multitude d’autres sche´mas d’inversion. Par
exemple, Chang et al. (2005) ont propose´ un sche´ma nume´rique original qui pre´serve les proprie´te´s de
groupe, ce qui garantit la stabilite´ de la proce´dure nume´rique. Shidfar & Zakeri (2005) ont de´veloppe´
par ailleurs une me´thode de´rive´e d’un she´ma semi-implicite. Chen et al. (2002) puis Chen & Wu
(2006) ont utilise´ la transforme´e de Laplace dans des contextes diffe´rents pour aborder le proble`me.
Une ide´e tout a` fait diffe´rente pour re´gulariser le proble`me est utilise´e dans la me´thode de quasi-
re´versibilite´ (Latte`s & Lions, 1967). L’ope´rateur
∂t −∆
est dissipatif. Lorsque le sens du temps est inverse´, cette proprie´te´ est a` l’origine du caracte`re mal
pose´ du proble`me re´trograde. On remplace alors cet ope´rateur par l’ope´rateur
∂t −∆− ∆2
avec  petit. Le proble`me re´trograde lie´ a` ce nouvel ope´rateur est bien pose´ ce qui rend sa re´solution
nume´riquement stable.
La me´thode propose´e par Weber (1981) reprend la meˆme ide´e. Elle consiste a` ajouter a` l’e´quation
de la chaleur parabolique classique un terme hyperbolique, c’est-a`-dire a` remplacer l’ope´rateur de la
chaleur par
∂tt + ∂t −∆,
avec  petit. Outre le fait que l’e´quation de la chaleur hyperbolique ainsi obtenue puisse s’ave´rer
inte´ressante pour la mode´lisation de phe´nome`nes thermiques transitoires rapides ou faisant intervenir
des tempe´ratures importantes, le proble`me re´trograde lie´ a` ce nouvel ope´rateur est bien pose´. Cette
me´thode a e´te´ reprise par Masood (2005) et Huang & Wu (2006), et applique´e re´cemment a` un cas
tridimensionnel par Hsu (2006).
1.2.2 Autres approches...
Pour finir cette revue de l’e´tat de l’art des me´thodes de re´solution du proble`me inverse de la cha-
leur, nous citerons ici les me´thodes qui utilisent les algorithmes ge´ne´tiques (Chiwiacowski & de Cam-
pos Velho, 1991) ou de type recuit simule´ ou particle swarm (Colac¸o et al. , 2006). Il s’agit d’algorithmes
de minimisation qui simulent des comportements biologiques et qui pre´sentent certains caracte`res au-
toadaptatifs. On retrouve a` la base de ces me´thodes une fonctionnelle de couˆt qui doit eˆtre re´gularise´e
au pre´alable par une technique adapte´e. Une autre me´thode qui me´rite d’eˆtre cite´e pour son originalite´
est celle de la simulation de re´seau (network simulation method) (Zueco et al. , 2006). Elle est fonde´e
sur l’e´criture des e´quations diffe´rentielles re´gissant la diffusion de la chaleur sous forme de re´seau
e´lectrique avec des e´quivalences physiques entre les grandeurs e´lectriques et thermiques.
10 CHAPITRE 1. INTRODUCTION
1.3 Me´thodes d’optimisation, controˆle optimal
1.3.1 Approches de type moindres carre´s
Le proble`me inverse peut eˆtre mis sous forme de proble`me d’optimisation, ou` les inconnues sont
de´termine´es de telle sorte qu’elles minimisent l’e´cart (en un sens a` pre´ciser) entre les mesures issues
de l’observation du syste`me physique et les mesures calcule´es par mode`le (cf. sche´ma ??). Dans le cas
ide´al ou` les deux quantite´s sont e´gales, et s’il y a unicite´ de la solution, les parame`tres d’entre´e du
mode`le nume´rique sont ceux du syste`me physique.
Fig. 1.1 – Le syste`me re´el et le mode`le nume´rique dans l’approche de type moindres carre´s
En ge´ne´ral, on se contente d’une approximation, ce qui donne de la souplesse a` ces me´thodes. La
manie`re avec laquelle l’e´cart est minimise´ et les tole´rances admises permettent d’inte´grer les erreurs
de mode´lisation, le bruit de mesure ainsi que toutes les autres sources d’erreur de manie`re ‘optimale’.
L’avantage majeur de ce type d’approche est la modularite´ : la de´marche fait apparaˆıtre de manie`re
distincte et quasiment inde´pendante les diffe´rentes phases correspondant au choix du mode`le, a` la
formulation du proble`me de minimisation, au choix de l’algorithme de minimisation (du proble`me
continu), aux diffe´rentes couches d’approximation et a` l’inte´gration nume´rique via la discre´tisation
des e´quations continues. Ainsi, la mise en œuvre de telles me´thodes peut faire appel a` des boˆıtes a`
outils de´veloppe´es inde´pendamment, ce qui donne un avantage pratique conside´rable.
L’e´cart entre les mesures et les donne´es reconstruites est d’habitude mesure´ par un crite`re qua-
dratique (Alifanov & Rumyantsev, 1988; Alifanov, 1994; Alifanov et al. , 1995). Ceci permet de faire
appel au vaste arsenal de me´thodes de de´rivation et de minimisation de la the´orie de l’optimisation.
Pour le proble`me de la reconstruction du champ de tempe´rature avec mesures ponctuelles, le crite`re












ou` θdk(t) sont les mesures physiques de´livre´es au cours du temps par les m capteurs situe´s en xk,
et θ(xk, t) les valeurs aux points xk donne´es par le mode`le nume´rique. Des me´thodes ge´ne´riques de
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minimisation permettent de de´terminer le minimum de cette fonction de couˆt.
Du fait du caracte`re mal pose´ du proble`me, la minimisation du crite`re (1.1) ne peut en aucun
cas eˆtre envisage´e sans un proce´de´ de re´gularisation. Certains algorithmes pre´sentent des proprie´te´s
re´gularisantes intrinse`ques. Par exemple, l’algorithme du gradient conjugue´ reconstruit en priorite´ les
composantes basse fre´quence de la solution. La proce´dure ite´rative qui en re´sulte est stable (Nemi-
rovskii, 1986; Carthel et al. , 1994) a` condition qu’elle soit arreˆte´e lorsque l’e´cart quadratique entre
les donne´es et les valeurs reconstruites (mesure´ par E(Φ) par exemple) est de l’ordre de grandeur de










(θ∗k(t) sont les donne´es non bruite´es). Ce principe, appele´ principe de discre´pance (discrepancy prin-
ciple) (Morozov, 1993; Alifanov, 1994) est le crite`re de re´fe´rence pour la re´gularisation des me´thodes
de type optimisation (Alifanov & Egerov, 1985; Huang & O¨zisik, 1992; Alifanov et al. , 1995; Huang
& Yan, 1995; Huang & Wang, 1999). δ repre´sente la limite au-dela` de laquelle une reconstruction n’a
plus de sens (on ne peut pas recre´er de l’information inexistante) ou devient inutile. Lorsque cette
limite est de´passe´e, les processus de calcul deviennent rapidement instables. Des versions diffe´rentes
du meˆme crite`re peuvent eˆtre rencontre´es selon l’algorithme de minimisation adopte´ (cf. King (1989)
et Han et al. (1995) par exemple).
Une manie`re ge´ne´rique de re´gulariser le proble`me consiste a` ajouter au crite`re de couˆt (1.1) un
terme supple´mentaire fonction des inconnues. Ce terme peut eˆtre vu comme une sorte de pe´nalisation
qui empeˆche ces dernie`res de prendre des valeurs trop grandes. La me´thode la plus employe´e est la
















Le parame`tre  est une petite constante positive qui est choisie en fonction des caracte´ristiques
spe´cifiques du proble`me a` re´soudre (Engl et al. , 1994). La re´gularisation de Tikhonov a e´te´ mise
en œuvre pour la re´solution d’un grand nombre de proble`mes pratiques (El Bagdouri & Jarny, 1986;
Jarny et al. , 1991; Alifanov, 1994; Alifanov et al. , 1995; Beck et al. , 1996; O¨zisik & Orlande, 2000;
Liu, 2002; Tautenhahn & Jin, 2003; Ku¨gler, 2003). La re´gularisation de Tikhonov d’ordre supe´rieur
fait intervenir les de´rive´es d’ordre supe´rieur des inconnues. (Muniz et al. , 2000; Ramos et al. , 2001;
Xie & Zou, 2005). Selon le meˆme principe, d’autres de´finitions du terme de re´gularisation conduisent
a` des me´thodes diffe´rentes. Des conside´rations de type stochastique portant sur l’entropie du syste`me
sont par exemple a` la base de la me´thode du maximum d’entropie (maximum entropy) (Chiwiacowski
& de Campos Velho, 1991; Ramos et al. , 2001).
Une fois la fonctionnelle re´gularise´e choisie, celle-ci est ensuite minimise´e graˆce a` un algorithme
ite´ratif comme les algorithmes du gradient, du gradient conjugue´ ou autres algorithmes de Krylov
(Ciarlet, 2000). Engl et al. (1994) proposent une version du gradient conjugue´ applique´e a` l’e´quation
normale dont la solution est l’inverse ge´ne´ralise´. On peut aussi citer les algorithmes steepest descent
ou de Kozlov et Maz’ya (Mera et al. , 2001, 2003).
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Le parame`tre de re´gularisation  doit eˆtre choisi avec beaucoup d’attention. Une trop grande valeur
e´loigne le re´sultat de la solution vraie, alors qu’une valeur trop faible fait apparaˆıtre le caracte`re mal
pose´ du proble`me. Les me´thodes de de´termination de  peuvent eˆtre classe´es en deux cate´gories. D’un
coˆte´, les me´thodes a priori permettent la de´finition de  sans connaissance pre´alable du re´sultat. A
l’oppose´, les me´thodes a posteriori font intervenir le re´sultat du calcul inverse dans le choix de  et
leur implantation prend en ge´ne´ral un caracte`re ite´ratif (Engl et al. , 1994; Vogel, 2002).
1.3.2 Controˆle optimal et me´thode adjointe (moindres carre´s ‘ge´ne´ralise´s’)
La the´orie du controˆle optimal, introduite par Lions dans les anne´es 60 (Lions, 1968), fournit un
cadre mathe´matique ge´ne´ral applicable aux syste`mes distribue´s ge´re´s par des e´quations diffe´rentielles.
L’objectif d’un proble`me de controˆle optimal est de de´terminer un certain nombre de fonctions interve-
nant dans le syste`me de telle sorte que le syste`me soit conduit d’un e´tat connu vers un e´tat souhaite´ en
un laps de temps donne´. Ceci est re´alise´ par minimisation d’une fonction de couˆt et un grand arsenal
de me´thodes permet de de´terminer une solution dans le cas ou` celle-ci existe.
La me´thode adjointe issue de cette the´orie permet de de´terminer le gradient d’une fonctionnelle
quadratique comme solution d’un proble`me annexe : le proble`me adjoint. Les fastidieuses e´tapes de
diffe´rentiation sont remplace´es ici par la re´solution unique d’un proble`me qui a fondamentalement la
meˆme structure que l’e´quation d’e´tat du syste`me. La notion de dualite´ y est sous-jacente : la solution
du proble`me adjoint, appele´e e´tat adjoint, appartient en fait a` un espace de fonctions qui est le dual
de l’espace des inconnues (appele´es dans ce contexte variables de controˆle).
La the´orie du controˆle optimal a e´te´ la pierre fondatrice d’une branche importante des mathe´matiques
applique´es, a` la frontie`re d’une vaste gamme d’applications d’inge´nierie. On y retrouve les notions de
controˆlabilite´ exacte ou approche´e. Pour un syste`me d’e´volution dont l’e´tat y(t) ve´rifie
Ay(t) = Bv(t) (1.3)
le proble`me de controˆlabilite´ exacte consiste a` chercher un controˆle v dans un espace donne´ tel que
y(T ) = yT , ou` T est un horizon temporel fixe et yT une cible a` atteindre. A de´faut de pouvoir
re´soudre ce proble`me, on re´sout le proble`me de controˆlabilite´ approche´e dans lequel on cherche v tel
que ‖y(T ) − yT ‖ ≤ , avec  petit et ‖ · ‖ la norme de l’espace des e´tats auquel yT appartient. La
me´thode HUM (Hilbert Uniqueness Method), introduite par Lions (1988), permet la re´solution efficace
de ce type de proble`mes et a e´te´ reprise dans de nombreux travaux de recherche.
En ce qui concerne l’e´quation de la chaleur, les travaux de Carthel et al. (1994) traitent du
proble`me de la controˆlabilite´ exacte frontie`re par une approche HUM. Lebeau & Robbiano (1994)
de´montrent que le proble`me de controˆle exact lorsque yT = 0 admet une solution, a` la fois pour
un controˆle frontie`re et pour un controˆle distribue´ dans le domaine. Glowinski & Lions (1994, 1996)
traitent les proble`mes de controˆle exact et approche´ des e´quations de la chaleur, des ondes et de
Navier-Stokes, avec des controˆles distribue´s (dans le domaine) ou ponctuels (par des sources place´es
en des points du domaine).
La me´thode de l’e´tat adjoint a e´te´ utilise´e pour re´soudre le proble`me inverse de la chaleur par
Alifanov & Egerov (1985) (voir aussi (Alifanov, 1994)). Elle a e´te´ reprise plusieurs fois par la suite.
1.3. ME´THODES D’OPTIMISATION, CONTROˆLE OPTIMAL 13
Jarny et al. (1991) pre´sentent les diffe´rentes applications possibles allant de la de´termination de
sources ou de conditions aux limites a` l’estimation de parame`tres. L’attrait de la me´thode est lie´ a`
la facilite´ de sa mise en œuvre : l’e´quation adjointe a en ge´ne´ral une structure similaire a` l’e´quation
d’e´tat. Le proble`me inverse se rame`ne donc a` un certain nombre de re´solutions de deux proble`mes
bien pose´s, implantables avec les meˆmes outils. Outre son adaptabilite´ a` des proble`mes tre`s diffe´rents,
cette me´thode s’applique sans difficulte´ intrinse`que a` des ge´ome´tries complexes (Chapko et al. , 1998;
Huang & Wang, 1999; Chapko & Ku¨gler, 2004; Huang & Lo, 2005; Huang et al. , 2005; Huang & Wu,
2006; Johansson, 2005, 2006), et peut eˆtre applique´e indiffe´remment a` des syste`mes line´aires ou non-
line´aires. Dans Loulou & Artioukhine (2006) par exemple, la me´thode est utilise´e pour l’estimation
d’un flux sur une structure tridimensionnelle sur la base de mesures ponctuelles ou surfaciques.
Applique´e a` la de´termination de sources de´pendant du temps, la me´thode adjointe met en e´vidence
un inconve´nient majeur de la formulation de type moindres carre´s applique´e dans un cadre Hilbertien
de fonctions a` carre´ inte´grable. Dans ce cadre, le gradient de la fonctionnelle quadratique ve´rifie une
condition finale homoge`ne en temps : sa valeur a` l’instant final de la feneˆtre de reconstruction est nulle.
Les inconnues de´termine´es par minimisation he´ritent a` leur tour de cette proprie´te´. Par conse´quent,
le cadre de fonctions a` carre´ inte´grable, pourtant habituellement utilise´ dans ce contexte, ne permet
pas la reconstruction exacte du champ de tempe´rature a` l’instant final.
Cette difficulte´ est connue dans la litte´rature. Alifanov & Egerov (1985) proposent d’utiliser un
algorithme du gradient conjugue´ modifie´ pour la contourner (voir aussi Silva Neto & O¨zisik (1992)).
Il est fonde´ sur une hypothe`se de re´gularite´ de la solution qui se traduit par une proprie´te´ inte´grale.
Dans Alifanov (1994), le meˆme auteur propose de re´pe´ter l’algorithme de minimisation plusieurs fois
en introduisant une proce´dure de lissage entre chaque re´pe´tition. Dans Huang & Yan (1995) et Huang
& Wang (1999), l’adjoint est remplace´ par un e´tat adjoint artificiel dans lequel la valeur au pas de
temps final est remplace´e par la valeur au pas de temps pre´ce´dent. Ce champ ne correspond plus au
gradient de la fonctionnelle.
Nous proposons dans le pre´sent travail une me´thode ge´ne´rale et rigoureuse pour re´soudre cette
difficulte´. L’ide´e reste similaire a` celle qui sous-tend la me´thode de Alifanov & Egerov (1985), mais le
point de vue adopte´ est diffe´rent, confe´rant rigueur, universalite´ et adaptabilite´ (Bourquin & Nassio-
poulos, 2006a; Nassiopoulos & Bourquin, 2006; Bourquin & Nassiopoulos, 2006b). Contrairement au
cadre habituellement choisi, nous placerons le proble`me de minimisation dans le cadre de l’espace de
Sobolev H1, c’est-a`-dire faisant intervenir des fonctions dont la de´rive´e est a` carre´ inte´grable. Nous
verrons que cette de´marche permet de reconstruire correctement les fonctions inconnues au temps fi-
nal. Meˆme si le lissage des donne´es propose´ par Alifanov & Egerov (1985) et Alifanov (1994) est proche
de notre me´thode, le cadre fonctionnel adopte´ ici permet d’inte´grer les conditions de re´gularite´ dans
la formulation meˆme du proble`me continu et d’assurer la convergence ponctuelle en temps de l’algo-
rithme de minimisation. Le choix de la me´thode de discre´tisation ou de l’algorithme de minimisation
reste ainsi largement inde´pendant du choix du cadre fonctionnel.
La me´thode adjointe a eu un grand succe`s dans le domaine de l’assimilation de donne´es en
me´te´orologie et en oce´anographie, ou` l’objectif est la de´termination de l’e´tat initial de syste`mes
complexes faisant intervenir les e´quations d’e´coulement de Navier-Stokes (Kalnay, 2003; Le Dimet
& Talagrand, 1986). La connaissance de l’e´tat initial permet d’initialiser les mode`les de circulation qui
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donnent une pre´vision a` moyen terme de l’e´tat du syste`me. Vues la non-line´arite´ et la complexite´ des
syste`mes conside´re´s, l’assimilation de donne´es est une question cruciale dans ce domaine. Introduite
avec les syste`mes d’assimilation variationnels 3D-VAR puis 4D-VAR (Le Dimet & Talagrand, 1986;
Talagrand & Courtier, 1987), elle est maintenant a` la base des algorithmes utilise´s par un tre`s grand
nombre de centres de pre´vision me´te´orologique dans le monde (Rabier et al. , 2000; Mahfouf & Rabier,
2000; Klinker et al. , 2000). Elle est aussi a` la base de plusieurs mode`les de pre´vision oce´anique (Wea-
ver et al. , 2003a,b; Nodet, 2006) ou de dispersion de particules (Bocquet, 2005a,b; Yelva & Bocquet,
2006). Tre´molet (2006) propose une version du 4D-VAR qui permet de de´terminer simultane´ment l’e´tat
initial et une estimation de l’erreur de mode´lisation. Puel (2007) a de´veloppe´ par ailleurs une me´thode
d’assimilation de donne´es qui permet d’obtenir directement l’e´tat final, c’est-a`-dire la pre´vision, en
utilisant les ine´galite´s de Carleman.
En exploitant la dualite´, il est possible de re´e´crire le proble`me variationnel dans un formalisme
diffe´rent. Le proble`me initial est remplace´ par un proble`me pose´ dans l’espace des observations, ce qui
est e´quivalent a` minimiser la fonctionnelle duale. Les deux proble`mes sont lie´s par dualite´ de Fenchel-
Rockafellar (Ekeland & Temam, 1974), et la solution de l’un de´termine la solution de l’autre. Mais le
proble`me dual offre un avantage conside´rable en termes de temps de calcul du fait que la dimension
de l’espace des observations est en ge´ne´ral plus faible que celle de l’espace des variables de controˆle.
Le formalisme dual a e´te´ utilise´ en assimilation de donne´es me´te´orologiques : il pre´sente l’avantage
supple´mentaire de permettre la prise en compte intrinse`que des erreurs de mode´lisation (Courtier,
1997; Auroux, 2002). Nous l’utiliserons ici pour construire des algorithmes de reconstruction de la
tempe´rature rapides et efficaces.
Le choix d’une discre´tisation de l’e´tat adjoint reste cependant une question ouverte. On peut
montrer en effet que l’e´tat adjoint discre´tise´ par une me´thode donne´e ne correspond pas force´ment
a` l’e´tat adjoint de l’e´quation directe discre´tise´e (Chenais, 1994; Sirkes, 1997). Talagrand & Courtier
(1987) insistent sur l’utilisation d’un e´tat adjoint calcule´ directement a` partir de l’e´quation directe
discre´tise´e. C’est ce que font par ailleurs les codes d’adjointisation automatique (Giering & Kaminski,
1998) comme les codes TAPENADE (Hascoe¨t & Pascual, 2004) ou YAO. D’un autre coˆte´, Sirkes
(1997) et Lu¨ et al. (2004) mode`rent ce jugement en montrant que les erreurs induites sont faibles. Ils
soutiennent que l’utilisation d’un mode`le adjoint au niveau continu permet d’avoir un meilleur choix
de me´thodes nume´riques pour concentrer les efforts sur la recherche de stabilite´ de calcul. En re´alite´,
la question n’est re´ellement importante que dans les cas ou` la fonctionnelle est tre`s plate (comme
notamment dans les applications difficiles concernant les e´coulements ae´rodynamiques). La descente
peut alors eˆtre fortement biaise´e par des erreurs, meˆme petites, dans le calcul du gradient.
1.4 Approches de type observateurs
Un large e´ventail de me´thodes potentiellement inte´ressantes de´coule d’une approche de type ob-
servateurs. Un observateur est un algorithme qui de´livre a` tout moment une estimation optimale du
syste`me e´tudie´ sur la base d’une information partielle sur son e´tat (cf. sche´ma 1.2). Si x est un vecteur
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Fig. 1.2 – Sche´ma-bloc d’un observateur d’e´tat
repre´sentant l’e´tat du syste`me, on obtient un estime´ xˆ par une formule de re´troaction
xˆn+1 = xˆn +K(yn − yˆ).
L’exposant n repre´sente le pas de temps, y et yˆ sont respectivement les observations et leurs estima-
tions, et K la matrice de gain (le bloc ‘correcteur’ du sche´ma 1.2). Concevoir un observateur consiste
a` de´terminer de manie`re optimale le gain K (Stengel, 1986). Par exemple, Marquardt & Auracher
(1990) proposent une strate´gie de de´termination du gain sur la base de conside´rations de´terministes,
et l’appliquent a` l’estimation d’un flux sur un mode`le unidimensionnel. Dans Blum & Marquardt
(1997), une interpre´tation fre´quentielle des algorithmes de reconstruction conduit a` la conception d’un
observateur minimisant le compromis entre le biais de´terministe et la sensibilite´.
Dans les domaines de la me´te´orologie et de l’oce´anographie, les me´thodes de type observateurs
ont toujours concurrence´ les me´thodes variationnelles fonde´es sur des approches de type optimisation
(Hunt et al. , 2004). Plusieurs codes de pre´vision oce´anique utilisent l’approche observateurs. La
me´thode la plus cite´e est le filtrage de Kalman : le gain K est de´termine´ de manie`re a` minimiser la
matrice de covariance des erreurs. On montre que K est alors solution d’une e´quation diffe´rentielle
particulie`re, l’e´quation de Riccati (Kalman, 1960). Le filtrage de Kalman e´tendu (Extended Kalman
Filtering) s’applique aux syste`mes non-line´aires.
Il est possible d’e´tablir une e´quivalence stricte entre le filtrage de Kalman et la minimisation d’une
fonctionnelle quadratique ponde´re´e par la matrice de covariance. On peut montrer par ailleurs que le
syste`me d’optimalite´ lie´ a` la me´thode adjointe conduit aussi a` la re´solution d’une matrice de Riccati
si on exploite la de´pendance line´aire entre l’e´tat direct et l’e´tat adjoint valable pour des syste`mes
line´aires, ou avec une hypothe`se semblable pour des syste`mes non line´aires (Yahia & del Barrio, 1999;
Del Barrio, 2003). Des me´thodes hybrides ont e´galement e´te´ de´veloppe´es, combinant les avantages des
deux approches (Robert et al. , 2006).
Pour des syste`mes a` grand nombre de degre´s de liberte´, la taille des e´quations de Riccati a` re´soudre
rend cette approche inefficace en temps de calcul. Des versions plus rapides ont e´te´ propose´es, fonde´es
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sur la re´duction des mode`les d’e´tat conside´re´s. Le filtre SEEK (Singular Evolutive Extended Kalman
filter) utilise une matrice de covariance des erreurs d’ordre re´duit (Pham et al. , 1998b). Cette matrice
e´volue au cours du temps en fonction des donne´es pour suivre les non-line´arite´s du syste`me, d’ou`
la de´nomination de filtre e´volutif. Le filtre propose´ par Moireau et al. (2007) utilise une variante
du filtre SEEK pour l’estimation de parame`tres inconnus, couple´e a` une estimation simultane´e de
l’e´tat du syste`me. L’algorithme est tre`s rapide graˆce a` une strate´gie de re´troaction colocalise´e (collo-
cated feedback control). Le filtre SEIK (Singular Evolutive Interpolated Kalman filter) (Pham et al.
, 1998a) remplace la line´arisation effectue´e dans le filtre SEEK par une interpolation line´aire. Plu-
sieurs ame´liorations ont e´te´ apporte´es (Hoteit et al. , 2000, 2002; Carme et al. , 2001) par la suite.
Le filtre UKF (Unscented Kalman Filter) de´veloppe´ plus re´cemment ne fait intervenir aucune e´tape
de line´arisation de la dynamique (Gove & Hollinger, 2006; Mariani & Ghisi, 2007), ce qui lui confe`re
de meilleures performances sur des proble`mes fortement non-line´aires. Il a re´cemment prouve´ son
efficacite´ pour la surveillance en temps re´el de structures sous chargement intense (Wu & Smyth,
2007).
En ce qui concerne notre proble`me, la de´termination de sources de´pendant du temps semble a`
premie`re vue incompatible avec l’approche de type Kalman. Le filtre de Kalman classique suppose
en effet que les excitations principales du syste`me e´tudie´ sont connues. Lorsque celles-ci ne le sont
pas, elles entrent dans la mode´lisation comme termes de bruit. Nous verrons dans le chapitre 6 que
cette strate´gie permet de suivre l’e´volution de l’e´tat d’un syste`me unidimensionnel, mais uniquement
loin des sources d’excitation du syste`me. Son efficacite´ dans le cas d’un syste`me tridimensionnel reste
a` e´valuer, mais on s’attend a` des performances encore moins bonnes. Des approches spe´cifiques ont
pourtant e´te´ de´veloppe´es pour de´terminer des sources avec une approche Kalman (Tuan et al. , 1996;
Ji et al. , 1997; Tuan et al. , 1997), mais il s’agit essentiellement de me´thodes hybrides combinant une
strate´gie de type observateurs et la minimisation d’un crite`re de couˆt.
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1.5 Synthe`se : objectifs, de´marche ge´ne´rale adopte´e et re´sultats
principaux
Dans l’optique du de´veloppement de techniques de controˆle de sante´ par surveillance vibratoire,
il importe de fournir aux praticiens des me´thodes fiables et rapides d’assimilation du champ de
tempe´rature en tout point d’une structure, a` partir de mesures ponctuelles a` l’inte´rieur de celle-
ci. Ce travail a pour ambition de donner un de´but de re´ponse a` la ne´cessite´ de maˆıtrise des effets des
pre´contraintes thermome´caniques dans une structure, dans une de´marche globale de surveillance de
sante´ des ouvrages.
Conside´rons une structure occupant un domaine Ω. On note θ(x, t) le champ de tempe´rature dans
ce solide, ou` x ∈ Ω de´signe la variable d’espace et t ≥ 0 la variable de temps : le champ θ(x, t) est re´gi
par l’e´quation de la chaleur
∂θ
∂t
− div(κ grad θ) = f dans Ω t ≥ 0
(κ grad θ) · ~n+ αθ = Φ sur ∂Ω t ≥ 0
θ(x, 0) = θ0(x) dans Ω
(1.4)
ou` f = f(x, t) de´signe une source de chaleur interne distribue´e, κ = κ(x) le coefficient scalaire de
conductivite´ et Φ(x, t) = αθext− g(x, t) une source de chaleur en surface qui combine les e´changes par
convection et le flux de chaleur g. Ici, la masse volumique ρ et la chaleur massique c sont unitaires :
nous expliquerons dans la partie 2.1 page 28 comment on obtient cette e´quation et ces conditions aux
limites.
Nous supposons que m capteurs ponctuels sont re´partis dans le domaine Ω aux points xk, et
qu’ils fournissent au cours du temps les mesures {θdk(t)}mk=1. A l’instant courant, note´ ta, on souhaite
connaˆıtre le champ de tempe´rature en tout point du domaine Ω, et pas seulement au niveau des
capteurs. Pour y parvenir, on utilise la seule information disponible du syste`me, c’est-a`-dire les mesures
enregistre´es sur un intervalle de temps de longueur T pre´ce´dant cet instant (pour t ∈ [ta − T, ta]).
Le champ de tempe´rature ve´rifie le syste`me (1.4) qu’il suffit de re´soudre pour x, t ∈ Ω× [ta−T, ta],
avec la condition initiale θ(x, ta − T ) = θ0(x), les sources en surface Φ, et la source volumique f .
Or, ces donne´es sont inconnues : nous nous fixons alors comme objectif de les de´terminer a` l’aide des
mesures {θdk(t)}mk=1 pour t ∈ [ta − T, ta].
Pour faire face a` la proble´matique de surveillance vibratoire des structures, il est ne´cessaire
de de´velopper des algorithmes rapides s’exe´cutant en temps re´el ou quasi-re´el, c’est-a`-dire dont le
temps d’exe´cution est tre`s court par rapport au temps caracte´ristique de modification de l’e´tat ther-
mome´canique.
Nous avons par ailleurs cherche´ a` de´velopper des algorithmes ne faisant intervenir que des me´thodes
de disre´tisation usuelles. Les proble`mes sont traite´s de manie`re a` pouvoir mener les calculs dans les es-
paces fonctionnels ou` celles-ci convergent habituellement. On propose ainsi des me´thodes implantables
avec des outils logiciels ge´ne´ralistes sans intervention dans les couches profondes des codes. Pre´cisons
aussi que les applications vise´es ne´cessitent de pouvoir traiter des ge´ome´tries tridimensionnelles avec
les meˆmes contraintes fortes sur le temps de calcul.
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1.5.1 Comparaison des diffe´rentes approches pour l’estimation de la tempe´rature
Une approche de type interpolation, dans laquelle le champ est estime´ de manie`re a` satisfaire
au mieux les donne´es et, e´ventuellement, des hypothe`ses pre´alables sur celui-ci, est loin d’eˆtre suf-
fisante pour re´pondre au proble`me donne´. Les sources de chaleur sur la surface d’un ouvrage sont
variables dans le temps et dans l’espace. Toute tentative d’estimation de ce champ qui n’est jamais a`
l’e´quilibre est voue´e a` l’e´chec si la dynamique du phe´nome`ne physique n’est pas prise en compte. Nous
le ve´rifierons graˆce a` des simulations nume´riques sur un exemple concret dans la partie 6.4, chapitre
6, ou` nous montrons que l’interpolation de donne´es ne permet pas de reconstruire le champ θ(x, ta).
Une approche de type observateurs comme le filtrage de Kalman, fonde´e sur un mode`le, peut
paraˆıtre a` premie`re vue plus approprie´e. Elle s’ave`re cependant tout aussi inadapte´e au proble`me
pose´. En filtrage de Kalman, les variables d’entre´e du syste`me (ici, Φ et f) sont suppose´es connues, ou
du moins mesure´es (elles peuvent eˆtre bruite´es). La reconstruction utilise les variables d’observation
(ici, les mesures {θdk(t)}mk=1) et les mesures des variables d’entre´e. Si les variables d’entre´e ne sont
pas connues ou ne peuvent eˆtre mesure´es -ce qui est le cas ici- l’excitation du syste`me est conside´re´e
comme du bruit gaussien. Cependant, dans le cas d’un champ de tempe´rature, les effets transitoires
sont relativement lents, et les gradients de tempe´rature dus par exemple a` une source surfacique
rapidement variable dans le temps peuvent eˆtre importants compare´s a` la valeur moyenne du champ
dans le domaine. Si l’on souhaite pouvoir reconstituer ces gradients de tempe´rature, il est ne´cessaire
de connaˆıtre ou d’estimer les conditions aux limites. Nous verrons dans la partie 6.3, chapitre 6, la
comparaison de la reconstruction du champ de tempe´rature par filtrage de Kalman et par les me´thodes
de´veloppe´es ici : le filtre de Kalman ne permet pas de reconstruire la tempe´rature a` l’instant courant
θ(x, ta).
Nous privile´gions par conse´quent ici une approche de type controˆle optimal, dans laquelle on vise a`
de´terminer la condition initiale et les sources de chaleur (surfaciques ou volumiques) qui sont a` l’origine
du champ de tempe´rature. Cette approche est fonde´e sur un mode`le : on de´termine les inconnues de
telle sorte qu’elles minimisent un crite`re de couˆt mesurant l’e´cart entre les signaux issus des capteurs
et les valeurs aux meˆmes emplacements d’un champ de tempe´rature pre´dit par mode`le.
Le proble`me peut eˆtre formule´ ainsi : on cherche l’ensemble {θ0,Φ, f} qui minimise l’e´cart au sens
des moindres carre´s entre les donne´es {θdk(t)}mk=1 et les valeurs aux points xk du champ reconstruit,
solution de (1.4). Supposons pour l’instant que θ0 et f sont nuls. Pour simplifier les notations, suppo-
sons aussi que l’instant courant est ta = T et que la feneˆtre d’observation est t ∈ [0, T ]. On cherche a`















Le deuxie`me terme repre´sente le terme de re´gularisation de Tikhonov. V est l’espace de controˆle et
‖ · ‖V sa norme. Le choix de V a une re´percussion importante sur les re´sultats.
J e´tant diffe´rentiable, son minimum est donne´ par la condition ∇J = 0, ou` le gradient ∇J est
donne´ par
J(Φ + δΦ)− J(Φ) = (∇J(Φ), δΦ)V +O‖δΦ‖2V (1.6)
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δΦ repre´sente une faible variation de Φ, et δθ la solution correspondante de (1.4).
1.5.2 Assimilation de donne´es ponctuelles par me´thode adjointe
Plac¸ons-nous dans un espace unidimensionnel : cela permet de mettre plus facilement en e´vidence le
proble`me de l’instant final lorsque l’espace de controˆle est l’espace L2 en temps. Une barre conductrice
de longueur L (le domaine Ω est alors re´duit a` [0, L], et les bords sont les deux points x1 = 0 et x2 = L)




alors (1.4) admet une solution θ ∈ L2(0, T ;H1(0, L)) (Lions & Magenes, 1968).










δxk dans Ω× [0, T ]
(κ grad p) · ~n+ αp = 0 sur ∂Ω× [0, T ]
p(x, T ) = 0 dans Ω
(1.7)
qui permet d’e´crire le gradient de la fonctionnelle. Lorsque V = (L2(0, T ))2, on montre que le gradient
de J est donne´ par
∇J({Φ1,Φ2}) = {p(x1, t) + Φ1(t), p(x2, t) + Φ2(t)} (1.8)
Dans (1.7), p ve´rifie une condition finale nulle en temps, c’est-a`-dire p(x, T ) = 0. Par ailleurs,
le minimum de J ve´rifie ∇J = 0. Graˆce a` (1.8), on voit alors que Φi(T ) = 0. Les re´sultats de la
reconstruction he´ritent donc de la valeur finale nulle (cf. figure 1.3(a)), ceci restant vrai quel que soit
l’algorithme de minimisation utilise´.
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(a) Flux cible et flux reconstruit
(b) Tempe´rature finale cible et tempe´rature finale reconstruite
Fig. 1.3 – Reconstruction dans L2
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Lorsqu’un algorithme ite´ratif est employe´ par exemple pour la de´termination de sources, la valeur
finale du re´sultat de la minimisation reste e´gale a` la valeur utilise´e pour l’initialisation (Alifanov &
Egerov, 1985; Alifanov, 1994). La modification artificielle de l’e´tat adjoint propose´e par Huang &
Yan (1995) et Huang & Wang (1999) ne semble pas compatible avec le de´veloppement d’algorithmes
implantables de manie`re universelle, et n’est pas ge´ne´ralisable pour des raisons dues a` la convergence.
Cette proprie´te´, intrinse`quement lie´e au choix de la fonctionnelle et a` l’espace V, empeˆche la
reconstruction exacte de la tempe´rature finale comme le montre la figure 1.3(b).
Pour contourner cette difficulte´, nous proposons ici un changement de cadre fonctionnel consistant
a` choisir comme espace de controˆle V = (H1(0, T ))2. Les fonctions Φi appartenant a` cet espace
pre´sentent plus de re´gularite´ en temps.
Lorsque V = (H1(0, T ))2, on montre que le gradient de J est donne´ par
∇J({Φ1,Φ2}) =
{
P1(t) + Φ1(t), P2(t) + Φ2(t)
}
(1.9)
ou` {P1, P2} sont solutions de −β¯
d2Pi
dt2






(T ) = 0 i = 1, 2
(1.10)
Le gradient de la fonctionnelle est cette fois-ci donne´ par les fonctions P1 et P2 qui ve´rifient des
conditions aux limites en temps de Neumann homoge`nes. Cela libe`re la valeur du flux a` l’instant final,
et le re´sultat de la reconstruction est satisfaisant sur toute la feneˆtre temporelle.
La figure 1.4(a) montre sur un exemple nume´rique que la valeur finale du flux est correctement
estime´e, ce qui permet une reconstruction exacte de la tempe´rature finale (figure 1.4(b)). Alors que
la me´thode adjointe habituelle ne permet de connaˆıtre le champ de tempe´rature a` un instant donne´
uniquement lorsqu’on dispose de donne´es de mesure a` des instants poste´rieurs (autrement dit, a`
l’instant pre´sent, elle permet de reconstruire l’e´tat a` un instant passe´), la me´thode que nous proposons
ici permet la reconstruction du champ inconnu a` l’instant pre´sent.
Nous reviendrons plus en de´tail sur ce point dans le chapitre 3.
Le choix de l’espace V soule`ve une autre question cruciale. Il est ne´cessaire que les variables de
controˆle soient de re´gularite´ suffisante pour que la solution θ de (1.4) soit de´finie en tout point. Si cette
condition n’est pas respecte´e, les quantite´s θ(xk, t) n’ont pas de sens et nous ne pouvons pas de´finir
la fonctionnelle J . Or, les espaces fonctionnels dans lesquels les me´thodes de discre´tisation usuelles
convergent n’offrent pas la re´gularite´ requise en dimension d’espace supe´rieure a` 1.
Gardons pour simplifier l’hypothe`se θ0 = 0 et f = 0. Dans un espace a` trois dimensions (Φ est
alors une fonction dans ∂Ω× [0, T ]), et afin de pouvoir de´finir θ(xk, t), on est amene´ a` choisir comme
espace de controˆle l’espace V = H1(∂Ω × [0, T ]). On note p la solution de l’e´quation adjointe (1.7)
pour un domaine Ω ∈ R3. Le second membre de cette e´quation fait intervenir des masses de Dirac,
qui, dans le cas tridimensionnel, appartiennent a` l’espace H−2(Ω), mais pas a` H−1(Ω) qui est l’espace
naturel.
Pour calculer le gradient, nous avons de´veloppe´ des me´thodes spe´cifiques fonde´es sur la transpo-
sition qui permettent de de´terminer l’image P de p dans V par l’isomorphisme de Riesz (il ne faut
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(a) Flux cible et flux reconstruit
(b) Tempe´rature finale cible et tempe´rature finale reconstruite
Fig. 1.4 – Reconstruction dans H1
1.5. SYNTHE`SE : OBJECTIFS, DE´MARCHE GE´NE´RALE ADOPTE´E ET RE´SULTATS
PRINCIPAUX 23
pas confondre P = P (x, t) et les fonctions Pi dans (1.9)). L’ide´e est de de´velopper P sur une base de
fonctions gr de V et de re´soudre
∂vr
∂t
− div κgrad vr = 0 dans Ω× [0, T ]
(κ grad vr) · ~n+ αvr = gr sur ∂Ω× [0, T ]
vr(0) = 0 dans Ω
(1.11)











vr(xk, t) dt (1.12)
Cette expression permet de calculer P de fac¸on convergente avec des me´thodes de discre´tisation
habituelles. Elle permet d’implanter l’ensemble de la me´thode dans des codes de calcul ge´ne´ralistes de
fac¸on simple et fiable. La me´thode de transposition, applique´e a` la reconstruction de f , Φ ou θ0, sera
pre´sente´e dans un cadre continu dans les parties 4.1.3, 4.2.3 et 4.3.3 respectivement.
Pour re´pondre aux objectifs de calcul en temps re´el, nous introduisons une formulation duale du
proble`me dans laquelle les inconnues a` de´terminer sont des fonctions de l’espace des observationsM.
Si on note τ l’ope´rateur de V versM tel que τΦ = {θ(xk, t)}mk=1, alors son adjoint τ∗ est l’ope´rateur
deM′ vers V ′ de´fini par
〈τ∗x, y〉V ′,V = 〈x, τy〉M′,M ∀x ∈M′, ∀y ∈ V.
Le proble`me dual consiste a` chercher {Xk}mk=1 ∈M′ tel que
ττ∗{Xk}mk=1 + {Xk}mk=1 = {θdk(t)}mk=1 (1.13)
Si on pose Φ = τ{Xk(t)}mk=1, alors Φ est le minimum de J(Φ) (on dit que Φ est solution du proble`me
primal). Le proble`me dual consiste a` minimiser la fonctionnelle duale : nous introduirons plus en
de´tail toutes ces notions dans le cœur de l’expose´, d’abord de manie`re abstraite dans le chapitre 2 puis
applique´es au proble`me inverse de la chaleur dans le chapitre 4.
Les flux sur le bord sont des fonctions de l’espace (sur la frontie`re) et du temps : ils sont donc
de´finis sur un domaine tridimensionnel. En revanche, {Xk(t)}mk=1 est constitue´ d’autant de fonctions
du temps que de capteurs : il s’agit donc essentiellement d’une grandeur de´finie sur un domaine
unidimensionnel. C’est pre´cise´ment l’avantage de la formulation duale : apre`s discre´tisation, la taille
des syte`mes a` re´soudre est nettement infe´rieure pour le proble`me dual, ce qui conduit a` une grande
e´conomie de temps de calcul.
Par ailleurs, la formulation duale offre la possibilite´ d’effectuer une grande partie de pre´calculs
hors ligne en re´duisant ainsi la quantite´ de calculs en ligne. Elle permet ainsi d’obtenir des outils de
calcul en temps re´el. Contrairement au proble`me primal, il est envisageable d’utiliser des algorithmes
de re´solution directe pour le proble`me dual.
1.5.3 Bilan des me´thodes de´veloppe´es
Dans le cadre de ce travail, nous avons conc¸u des algorithmes rapides permettant de reconstruire
des flux en surface, des sources internes ou des conditions initiales inconnus a` partir de mesures
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ponctuelles dans des structures tridimensionnelles. Ces outils conceptuels et ope´ratoires permettent
ainsi l’assimilation en temps re´el d’un champ de tempe´rature. Un algorithme direct fonde´ sur la
formulation duale pour la reconstruction du flux permet par exemple de reconstruire un champ inconnu
sur un solide tridimensionnel massif avec une erreur relative infe´rieure a` 3% en utilisant moins de 10
capteurs. Avec un mode`le d’environ 10 000 degre´s de liberte´ discre´tise´ par e´le´ments finis line´aires, la
reconstruction d’un flux constitue´ de 20 composantes modales ne dure que 2-3 minutes environ.
Les algorithmes de´veloppe´s sont robustes par rapport au bruit de mesure, qui est intrinse`quement
pris en compte dans la re´gularisation. Nous avons e´galement teste´ leur robustesse par rapport aux
erreurs de mode´lisation. Le champ reconstruit est plus sensible a` certains parame`tres physiques (comme
la position des capteurs) qu’a` d’autres (comme le coefficient de diffusivite´), mais la reconstruction est
dans son ensemble robuste par rapport aux erreurs de mode´lisation.
Les algorithmes de´veloppe´s s’implantent facilement avec des logiciels d’e´le´ments finis usuels sans
intervention profonde dans les codes. Une boˆıte a` outils Matlab c© a e´te´ cre´e´e et les simulations ont e´te´
effectue´es a` l’aide du code d’e´le´ments finis Openfem c©1.
Enfin, pour ve´rifier la faisabilite´ des me´thodes sur un cas re´el, des essais ont e´te´ mene´s en laboratoire
sur une maquette en be´ton. Ils ont permis de valider la de´marche globale sous des conditions re´elles
d’utilisation, c’est-a`-dire avec des incertitudes sur la mode´lisation et des mesures bruite´es.
1.5.4 Organisation du manuscrit
Le manuscrit est structure´ de la manie`re suivante :
– Dans le chapitre 2, nous pre´sentons l’e´quation de la chaleur et les conditions aux limites choisies
pour mode´liser les e´changes de chaleur dans les applications vise´es. La me´thode du controˆle
optimal est ensuite pre´sente´e dans un formalisme abstrait ; on en de´gage les principales notions.
Ce formalisme est enfin applique´ au proble`me de l’assimilation de donne´es de tempe´rature par
reconstruction des conditions initiales et des sources.
– Dans le chapitre 3, la me´thode est entie`rement explicite´e dans le cas de la reconstruction de la
condition initiale et des conditions aux limites sur une structure unidimensionnelle. Ce cas simple
permet de mettre en e´vidence le proble`me de l’e´tat final et l’avantage qu’offre la reconstruction
dans l’espace H1 pour reme´dier a` cette difficulte´.
– Le chapitre 4 traite de la reconstruction dans le cas tridimensionnel. Nous pre´cisons le choix des
espaces de controˆle permettant de de´finir les diffe´rentes fonctionnelles de couˆt. Nous pre´sentons
la me´thode ge´ne´rale pour reconstruire une source volumique f , une source surfacique Φ et
une condition initiale θ0 inconnues. Dans ce chapitre, nous explicitons le formalisme dual et la
me´thode de transposition permettant de de´finir le champ adjoint dans le cas continu.
– A partir des me´thodes mises en place dans le chapitre pre´ce´dent, nous nous inte´ressons dans
le chapitre 5 a` la discre´tisation et a` l’implantation pratique des diffe´rents algorithmes qui en
de´coulent. Nous nous plac¸ons dans des espaces de dimension finie lie´s a` des maillages de l’espace
1Openfem : http ://www-rocq.inria.fr/OpenFEM
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et du temps, et nous donnons le de´tail de l’implantation d’algorithmes directs ou ite´ratifs. Nous
pre´sentons enfin des re´sultats de simulations.
– Le chapitre 6 discute les performances et les limites des outils algorithmiques de´veloppe´s. Tout
d’abord, nous e´valuons les performances des algorithmes en pre´sence de bruit de mesure ou
d’erreurs de mode´lisation. Ensuite, nous comparons les re´sultats a` ceux fournis par filtrage de
Kalman et par interpolation afin de montrer nume´riquement le bien-fonde´ du choix de l’approche
controˆle optimal.
– Le dernier chapitre concerne enfin la validation expe´rimentale des me´thodes mene´e en labora-
toire : l’algorithme de reconstruction est mis a` l’e´preuve face a` une situation physique concre`te,
sur une structure re´elle.
– Les annexes contiennent une se´rie de publications qui ont de´coule´ de ce travail. Dans Bourquin
& Nassiopoulos (2006a), nous pre´sentons la me´thode adjointe libe´re´e qui consiste a` formuler le
proble`me dans l’espace H1 en temps. Dans Bourquin & Nassiopoulos (2006b) nous proposons
une vue d’ensemble du proble`me de la reconstruction de la tempe´rature pour l’e´limination des
effets de pre´contrainte d’origine thermique dans les me´thodes de de´tection d’endommagement.
Ces deux travaux traitent du proble`me en une dimension de l’espace. Dans Nassiopoulos &
Bourquin (2006) nous posons les bases de la me´thode duale pour le proble`me tridimensionnel.
Nous nous inte´ressons enfin dans Bourquin & Nassiopoulos (2007) a` l’utilisation des modes de
branche en controˆle optimal. Ces fonctions propres d’un ope´rateur frontie`re permettent de de´finir
le flux d’une fonction L2(Ω) sur ∂Ω. Ils sont utilise´s ici dans la me´thode de transposition pour
la reconstruction du flux.
En guise de conclusion, nous pre´sentons des re´sultats de simulations nume´riques retrac¸ant un
sce´nario de surveillance en temps re´el de l’e´tat thermique d’un pont.
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Chapitre 2
Mode´lisation de la conduction de la
chaleur et assimilation de donne´es par
controˆle optimal
Nous pre´sentons dans ce chapitre l’e´quation et les conditions aux limites associe´es mode´lisant
la conduction de la chaleur, ainsi que les diffe´rents parame`tres physiques qui entrent en jeu. Nous
utilisons la me´thode des e´le´ments finis en espace et le Θ-sche´ma d’inte´gration en temps pour re´soudre
nume´riquement le proble`me.
Ce mode`le sert de base a` l’e´laboration de la strate´gie inverse pour l’assimilation de donne´es de
tempe´rature. En partant du cadre abstrait de la me´thode adjointe tire´e de la the´orie du controˆle
optimal, nous formulons le proble`me de reconstruction d’une source surfacique, volumique ou d’une
condition initiale graˆce a` des observations ponctuelles.
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2.1 L’e´quation de la chaleur
2.1.1 Description physique
Soit un solide occupant un domaine Ω dans IR3 et soit ∂Ω sa frontie`re. On note x = (x1, x2, x3) ∈ Ω
la variable d’espace et t ∈ [0, T ] la variable de temps. La distribution de tempe´rature θ(x, t) dans le




− div(Kgrad θ) = f (2.1)
f = f(x, t) de´signe une source de chaleur interne distribue´e, ρ = ρ(x) est la masse volumique du
mate´riau, c = c(x) sa chaleur massique et K = K(x) son tenseur de conductivite´. Le tenseur K est
syme´trique, de´fini positif et se re´duit souvent a` un tenseur diagonal. Si la conduction est isotrope,
c’est-a`-dire si le phe´nome`ne de diffusion a lieu avec la meˆme vitesse dans toutes les directions, K
s’e´crit K = κ(x)I, ou` κ = κ(x) de´signe le coefficient scalaire de conductivite´ et I la matrice identite´.
A l’instant initial, le champ de tempe´rature est donne´ par θ(x, 0) = θ0(x). Le solide est place´ dans
un environnement a` une tempe´rature exte´rieure θext(x, t). Les interactions avec le milieu exte´rieur
peuvent eˆtre de´crites par quatre sortes de conditions aux limites :
– Tempe´rature impose´e (condition aux limites de type Dirichlet)
θ = θext sur ∂Ω× [0, T ] (2.2)
– Flux impose´ a` la surface (condition aux limites de type Neumann)
− (Kgrad θ) · ~n = g sur ∂Ω× [0, T ] (2.3)
– Flux convectif a` la surface
− (Kgrad θ) · ~n = αconv(θ − θext) sur ∂Ω× [0, T ] (2.4)
– Echanges par rayonnement
− (Kgrad θ) · ~n = sσ(θ4 − θ4ext) sur ∂Ω× [0, T ] (2.5)
Dans les expressions pre´ce´dentes, g = g(x, t) est un flux de chaleur, αconv = αconv(x|∂Ω) ≥ 0 de´signe le
coefficient d’e´change convectif, ~n le vecteur unitaire sortant normal a` Ω le long de ∂Ω, s est l’e´missivite´
de la surface et σ la constante de Stefan-Boltzman (σ = 5, 670 400.10−8 JK−4m−2s−1).
En re´alite´, les quatre sortes de conditions aux limites cohabitent : elles se superposent avec un
poids diffe´rent selon les cas. Lorsque la diffe´rence entre θ et θext n’est pas tre`s prononce´e, ce qui est le
cas dans la majorite´ des applications concernant des structures de ge´nie civil, l’expression (2.5) peut
eˆtre line´arise´e de la manie`re suivante :
sσ(θ4 − θ4ext) = sσ
[





∼ sσθmoy(θ − θext)
(2.6)
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On voit apparaˆıtre alors un facteur, que l’on appellera coefficient d’e´change par rayonnement, de´pendant
d’une tempe´rature moyenne θmoy =
[






La condition aux limites mode´lisant un e´change par rayonnement peut ainsi eˆtre, en premie`re approxi-
mation, mise sous la forme
− (Kgrad θ) · ~n = αray(θ − θext) sur ∂Ω× [0, T ] (2.7)
En fin de compte, les conditions aux limites peuvent eˆtre mode´lise´es de manie`re repre´sentative par
l’expression
(Kgrad θ) · ~n+ α(θ − θext) = −g(x, t) sur ∂Ω× [0, T ] (2.8)
ou` α = αconv +αray est le coefficient d’e´change global regroupant les phe´nome`nes de convection et de
rayonnement. Si on pose
Φ(x, t) = αθext − g(x, t),
on obtient
(Kgrad θ) · ~n+ αθ = Φ sur ∂Ω× [0, T ] (2.9)
Il s’agit d’une condition aux limites de type Fourier-Robin ou condition aux limites mixte. Ce type
de condition aux limites est repre´sentatif d’une tre`s vaste gamme de proble`mes thermiques et reste
valable dans la majorite´ des applications vise´es ici. On remarque que les conditions aux limites de type
Dirichlet (respectivement, de type Neumann) peuvent eˆtre vues comme des conditions aux limites de
type Fourier-Robin avec un coefficient α qui tend vers l’infini (respectivement, qui tend vers ze´ro).
Tout proble`me de Dirichlet ou de Neumann peut donc eˆtre re´solu comme un proble`me avec conditions
aux limites de Fourier-Robin en ajustant le parame`tre α.
Pour rester dans un cadre assez ge´ne´ral, on utilisera donc tout le long de ce travail des conditions
aux limites de type mixte donne´es par (2.9) pour la mode´lisation des e´changes de chaleur. Du point
de vue mathe´matique, Φ sera l’inconnue conside´re´e.
Remarque :
Par abus de langage, on appellera flux tout au long de ce travail cette quantite´
Φ(x, t) = αθext − g(x, t).
En toute rigueur, on appelle flux la quantite´ Kgrad θ.~n. Si Φ = 0, le flux re´el est alors e´gal
a` Kgrad θ.~n = −αθ.
2.1.2 Formulation variationnelle
Par souci de simplicite´, le mate´riau sera de´sormais suppose´ isotrope. Tout ce qui est pre´sente´ par
la suite reste cependant valable dans le cas non isotrope. Au vu de ce qui a e´te´ de´crit plus haut, la




− div(κ grad θ) = f dans Ω× [0, T ]
(κ grad θ) · ~n+ αθ = Φ sur ∂Ω× [0, T ]
θ(x, 0) = θ0(x) dans Ω
(2.10)
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Parame`tre Symbole Unite´s
Variable spatiale x m
Variable temporelle t s
Conductivite´ thermique κ W ·m−1 ·K−1
Coefficient d’e´change α W ·m−2 ·K−1
Chaleur massique c J ·K−1 · kg−1
Masse volumique ρ kg ·m−3
Flux Φ = αθext − g W ·m−2
Source interne volumique f W ·m−3
Tab. 2.1 – Parame`tres physiques du mate´riau
Parame`tre Symbole Unite´s
Constante de temps t¯ s
Constante de tempe´rature θ¯ K˚
Constante de longueur L¯ m
Tab. 2.2 – Constantes pour l’adimensionnement des variables
Notons que l’ensemble {θ0,Φ, f} de´termine de manie`re unique la solution θ(x, t) du proble`me (2.10).
Cette e´quation peut eˆtre e´crite sous forme variationnelle : e´tant donne´s f ∈ L2(Ω × [0, T ]), Φ ∈
L2(∂Ω × [0, T ]) et θ(x, 0) = θ0(x) ∈ H1(Ω), (2.10) posse`de une solution faible θ ∈ L2(0, T ;H1(Ω)) ∪


















Φv dγ ∀v ∈ H1(Ω)
θ(x, 0) = θ0(x)
(2.11)
2.1.3 Adimensionnement des variables
Les unite´s des diffe´rentes grandeurs intervenant dans (2.10) sont re´sume´es dans le tableau 2.1.
Du point de vue nume´rique, il est toujours plus inte´ressant de traiter des e´quations et des variables












Les constantes t¯, L¯ et θ¯ sont choisies pour que t˜, L˜ et θ˜ soient de l’ordre de grandeur de l’unite´. Leurs
unite´s sont donne´es dans le tableau 2.2.
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Parame`tre Expression
Diffusivite´ κ˜ = κt¯
ρcL¯2
Coefficient d’e´change α = αt¯
ρcL¯
Flux Φ˜ = (g − αθext) t¯ρcL¯θ¯
Source volumique interne f˜ = f t¯
ρcθ¯
Tab. 2.3 – Parame`tres physiques adimensionne´s du mate´riau
Avec ces changements de variable, l’e´quation de la chaleur s’e´crit :
∂θ˜
∂t˜
− divx˜(κ˜ gradx˜ θ) = f˜ dans Ω× [0, T ]
(κ˜ gradx˜ θ˜) · ~n+ α˜θ˜ = Φ˜ sur ∂Ω× [0, T ]
θ˜(x, 0) = θ˜0 dans Ω
(2.12)
expression dans laquelle gradx˜ et divx˜ indiquent des de´rivations par rapport a` x˜ et non pas par rapport
a` x, contrairement a` grad et div dans (2.10). Les diffe´rentes grandeurs intervenant dans (2.12), note´es
avec un tilde (˜) sont donne´es dans le tableau 2.3. Le coefficient kρc est commune´ment appele´ coefficient
de diffusivite´ de la chaleur. On appellera donc ainsi le coefficient sans dimension κ˜ = κt¯
ρcL¯2
.
Pour alle´ger les notations, le tilde (˜) sera de´sormais omis : il sera sous-entendu que les variables
sont toujours sans dimension. Le mode`le que nous conside´rerons donc tout au long de l’e´tude sera
donne´ par l’e´quation adimensionnelle
∂θ
∂t
− div(κ grad θ) = f dans Ω× [0, T ]
(κ grad θ) · ~n+ αθ = Φ sur ∂Ω× [0, T ]
θ(x, 0) = θ0(x) dans Ω
(2.13)
dans laquelle, selon les cas, f , φ ou θ0 pourront prendre des valeurs nulles.
Remarque :
On voit dans (2.13) que deux parame`tres de´terminent la nature du processus de diffusion :
il s’agit de la diffusivite´ κ et du coefficient d’e´change α.
2.1.4 Mise en œuvre d’un calcul par e´le´ments finis
Reprenons la forme variationnelle de l’e´quation de la chaleur, donne´e par (2.11). En gardant les






















(κgrad u)(grad v) dx+
∫
∂Ω
αuv dγ ∀u, v ∈ V
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uv dγ, ∀u, v ∈ V
les produits scalaires dans H1(Ω) et H1(∂Ω) respectivement.
L’e´galite´ (2.14) doit eˆtre comprise au sens des distributions dans [0, T ]. Notons que si X est un
























appartient a` L2(0, T ) (Raviart & Thomas, 1998).
Soit Vh un sous-espace de V de dimension finie et Ph l’ope´rateur de projection de V sur Vh. On
conside`re le proble`me approche´ suivant : e´tant donne´ θ0h ∈ Vh, trouver une fonction θh : t ∈ [0, T ] →


















Cette discre´tisation en espace du proble`me est a` la base de la me´thode des e´le´ments finis. Dans cette
me´thode, l’espace Vh est construit sur un maillage du domaine. Il est engendre´ par des fonctions d’in-
terpolation dont les supports sont les e´le´ments du maillage. Elles peuvent eˆtre line´aires, paraboliques,
ou de degre´ supe´rieur. Si cette base est note´e {ψi}Ii=1 (I est la dimension de l’espace Vh), le proble`me
se met sous la forme matricielle {
Md{θ}dt +K{θ} = {f}
f = f0
(2.16)
ou` M = {(ψi, ψj)}1≤i,j≤I est la matrice de masse et K = {a(ψi, ψj)}1≤i,j≤I est la matrice de rigidite´
du syste`me, {θ} e´tant le vecteur des composantes de θh sur la base {ψi}Ii=1 et {f} le second membre









, 1 ≤ i ≤ I.
Pour aborder la re´solution nume´rique du syste`me (2.15) il faut aussi introduire une discre´tisation
de la variable temporelle. On choisi un de´coupage uniforme (pour simplifier) de l’intervalle [0, T ], avec




pour un entier N . On pose alors
tn = nδt, 0 ≤ n ≤ N
Avec ce maillage temporel, on cherche a` calculer une approximation θn de θ(tn). Nous utiliserons pour





θn+1h − θnh , vh
)
+ a(Θθn+1h + (1−Θ)θnh , vh) =(




ΘΦ(tn+1) + (1−Θ)Φ(tn), vh
)
Γ
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avec Θ un re´el compris entre 0 et 1.
Les proprie´te´s de stabilite´ du Θ-sche´ma sont re´sume´es ci-dessous :
– pour 0 ≤ Θ < 12 , le sche´ma est stable si
λδ ≤ 2
1− 2Θ ,
λ e´tant la plus grande valeur propre de l’ope´rateur lie´ a` la forme biline´aire a(·, ·)
– si Θ ≥ 12 , le sche´ma est inconditionnellement stable
Remarquons aussi qu’en fonction de la valeur de Θ nous retrouvons des sche´mas d’approximation
connus sous les noms de :
– Euler explicite si Θ = 0
– Crank-Nicholson si Θ = 12
– Euler implicite si Θ = 1
Le sche´ma de Crank-Nicholson (Θ = 12) est d’ordre 2, c’est-a`-dire que la me´thode converge en O(δt2).
Pour Θ 6= 12 , le Θ-sche´ma est d’ordre 1.












dans lequel le second membre est connu. Puisque Θ est positif ou nul, la matriceM+ΘδtK est de´finie
positive. On peut donc utiliser la me´thode de Cholesky pour re´soudre ce syste`me line´aire.
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2.2 Proble`mes inverses
Apre`s avoir vu la me´thode de mise en œuvre d’un calcul e´le´ments finis pour de´terminer le champ
de tempe´rature dans un solide, connaissant son e´tat initial et les sources de chaleur auxquelles il est
soumis, nous nous inte´ressons maintenant a` la de´marche inverse. Nous supposons qu’aucune infor-
mation n’est a priori donne´e sur les sources de chaleur. A l’instant ta, nous disposons au contraire
d’observations ponctuelles du champ de tempe´rature (l’e´tat du syste`me) enregistre´es sur une pe´riode
de dure´e T pre´ce´dant l’instant ta, c’est-a`-dire dans la feneˆtre d’observations [ta − T, ta]. Pour recons-
truire le champ complet, nous recherchons les sources de chaleur et l’e´tat initial (a` l’instant ta−T ) qui
sont a` l’origine de ce champ. Le calcul direct tel qu’il a e´te´ montre´ plus haut permet alors de retrouver
le champ de tempe´rature a` tout instant. Nous sentons d’ores et de´ja` que la de´marche impliquera une
partie de calculs re´trogrades en temps (par lesquels on retrouve des conditions initiales et des sources
de chaleur qui ont pre´ce´de´ l’e´tat actuel) et une partie de calculs directs (qui permettent de trouver
l’e´tat actuel a` partir de conditions ante´rieures).
Si x de´signe l’ensemble des fonctions repre´sentant des sources (surfaciques ou volumiques) et des
conditions initiales, et si y de´signe l’ensemble des observations (dans le cas de capteurs ponctuels par
exemple, y est sera constitue´ d’autant de fonctions du temps que de capteurs), alors le proble`me qu’on
cherche a` re´soudre est du type
τx = y,
ou` τ repre´sente le processus de conduction de la chaleur et le dispositif de mesure. L’e´quation est sous-
de´termine´e : la dimension de l’espace des inconnues est tre`s supe´rieure a` celle de l’espace des donne´es.
On re´sout alors le proble`me au sens des moindres carre´s, rejoignant ainsi les notions d’inverse ge´ne´ralise´
et d’e´quation normale.
2.2.1 Inverse ge´ne´ralise´ et e´quation normale
X et Y e´tant des espaces de Hilbert, soit τ : X → Y un ope´rateur line´aire de X vers Y, et le
proble`me de´fini par
τx = y
ou` y ∈ Y est donne´ et x ∈ X est l’inconnue.
Dans le cas d’un proble`me mathe´matiquement mal pose´, l’inversion de τ pour la de´termination de
x n’est pas directement envisageable. On introduit alors la notion nouvelle d’inverse ge´ne´ralise´ (ou
inverse de Moore-Penrose). Dans ce cas, x n’est plus recherche´ comme solution au sens classique de
τx = y, mais au sens des moindres carre´s : on dit que x est solution au sens des moindres carre´s de
τx = y si
‖τx− y‖ = inf{‖τz − y‖ |z ∈ X} (2.19)
De manie`re un peu plus pre´cise, on appelle solution optimale au sens des moindres carre´s de τx = y
la solution au sens des moindres carre´s de norme minimale, i.e.
‖x‖ = inf{‖z‖ |z est solution au sens des moindres carre´s de τx = y} (2.20)
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Avec ces deux de´finitions, on peut de´finir l’inverse ge´ne´ralise´ comme l’ope´rateur qui a` y ∈ Y associe
la solution optimale au sens des moindres carre´s de τx = y. Il est souvent note´ τ † dans la litte´rature,
et la solution correspondante est note´e x† :
x† = τ †y (2.21)
La solution optimale au sens des moindres carre´s de τx = y est par ailleurs caracte´rise´e par
l’e´quation normale
τ∗τx = τ∗y (2.22)
ou` τ∗ : Y ′ → X ′ est l’ope´rateur adjoint de τ tel que
〈τx, y〉Y,Y ′ = 〈x, τ∗y〉X ,X ′ (2.23)
Dans l’expression pre´ce´dente, Y ′ est l’espace dual de Y (l’espace des formes line´aires dans Y), X ′ est
l’espace dual de X et 〈·, ·〉X ,X ′ repre´sente le produit de dualite´ entre X et X ′. On peut de´montrer




2.2.2 De´composition en valeurs singulie`res
La notion de valeurs singulie`res ge´ne´ralise la notion de valeurs propres lie´e aux ope´rateurs auto-
adjoints. L’adjoint d’un ope´rateur τ : X → Y est l’ope´rateur τ∗ : Y ′ → X ′ qui ve´rifie la relation
〈τx, y〉Y,Y ′ = 〈x, τ∗y〉X ,X ′ (2.25)
Un ope´rateur auto-adjoint est l’adjoint de lui-meˆme (τ = τ∗). Pour un ope´rateur line´aire auto-adjoint
compact il existe un syste`me de valeurs propres et vecteurs propres (λn; vn), n = 1..∞ tel que
τvn = λnvn ∀n.





Lorsque τ n’est pas auto-adjoint la de´finition d’un tel syste`me propre n’a pas de sens. Pour un tel
ope´rateur τ : X → Y, on appelle valeurs singulie`res de τ la famille de re´els{σn}n∈N tels que {σ2n}n∈N
sont les valeurs propres de l’ope´rateur (auto-adjoint) τ∗τ . On peut montrer que dans ce cas, {σ2n}n∈N
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σn〈y, un〉vn, ∀y ∈ Y
(2.26)
Les deux dernie`res expressions sont les expansions en valeurs singulie`res de τ et τ∗ respectivement.
Avec ces de´finitions, il est possible d’e´crire l’inverse ge´ne´ralise´ comme une se´rie. En effet, la relation







L’expansion en valeurs singulie`res permet aussi de de´finir un crite`re d’existence de x† :






Le crite`re pre´ce´dent, appele´ de Picard (Engl et al. , 1994) montre que la solution au sens des moindres
carre´s de τx = y existe si et seulement si les coefficients 〈y, un〉 de´croissent suffisament vite par
rapport aux valeurs singulie`res {σn}n∈N. Le calcul des valeurs singulie`res et l’e´tude de leur vitesse de
de´croissance peut donc fournir des renseignements sur le caracte`re mal pose´ d’un proble`me donne´.
2.2.3 Re´gularisation de Tikhonov applique´e a` la reconstruction de la tempe´rature
Pour l’assimilation des donne´es de tempe´rature, nous visons la de´termination des sources de cha-
leur et de la condition initiale inconnues responsables du champ dont nous disposons des mesures
{θ(xk, t)}mk=1 aux points xk. Si τ est l’ope´rateur qui mode´lise le phe´nome`ne de la conduction et la
chaˆıne de mesure, on cherche a` re´soudre
τ{θ0,Φ, f} = {θ(xk, t)}mk=1












Nous employons la me´thode de Tikhonov pour re´gulariser le proble`me. Elle consiste a` ajouter a` cette
fonction de couˆt un terme quadratique de´pendant des arguments. La fonctionnelle ainsi construite
pre´sente alors des proprie´te´s de convexite´. Dans le cas traite´ ici, elle s’e´crit :
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Nous notons V l’espace de controˆle dans lequel est recherche´ l’ensemble des inconnues {θ0,Φ, f}, (·, ·)V
le produit scalaire dans V et ‖ · ‖V la norme associe´e. Le choix de cet espace a une grande influence
sur les re´sultats, et il sera pre´cise´ plus loin.
Nous notons e´galementM l’espace fonctionnel des observations {θdk(t)}mk=1, (·, ·)M le produit sca-
laire dansM et ‖ · ‖M la norme associe´e. (2.29) se re´e´crit
J({θ0,Φ, f}) = 1
2




Nous conside´rons donc le proble`me de trouver {θ0,Φ, f} ∈ V tel que :{
J({θ0,Φ, f}) = min
{θ˜0,Φ˜,f˜}∈V
J({θ˜0, Φ˜, f˜}) (2.31)
Il conduit ine´vitablement a` une solution approche´e, mais qui tend vers la solution ide´ale lorsque → 0.
Ce proble`me est par contre mathe´matiquement bien pose´, ce qui rend sa re´solution nume´rique stable.
Une autre manie`re de comprendre l’effet de la re´gularisation de Tikhonov est d’utiliser le point de
vue de la de´composition en valeurs singulie`res. Nous avons vu que la solution de τ{θ0,Φ, f} = {θdk}mk=1,











est le syste`me de valeurs singulie`res de τ . Or, dans le cas de la conduction
de la chaleur, les coefficients 〈y, un〉 ne de´croissent pas suffisament vite en ge´ne´ral, si bien que le crite`re
de Picard n’est pas ve´rifie´.












Cette nouvelle expression permet de comprendre l’effet de la re´gularisation : les composantes de
haute fre´quence (qui correspondent souvent au bruit) de y ne se propagent plus avec un facteur 1σn
comme dans (2.27) mais avec le facteur σn
σ2n+
. Elles restent alors borne´es lorsque n → ∞ (Engl et al.
, 1994; Momose et al. , 2005).
Remarque : Un autre point de vue pour introduire la me´thode de re´gularisation est
donne´ par Glowinski & Lions (1994, 1996) : il existe une infinite´ de controˆles {θ0,Φ, f} tels
que θ(xk, t) = {θdk(t)}mk=1. Une manie`re d’en se´lectionner un est de choisir le controˆle de




‖{θ0,Φ, f}‖2V . La condition pre´ce´dente peut alors









avec β grand. Cette dernie`re expression donne une autre interpre´tation du coefficient de
re´gularisation  dans (3.2) comme l’inverse d’un coefficient de pe´nalisation.
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2.3 La me´thode adjointe en controˆle optimal
La me´thode adjointe, issue de la the´orie du controˆle optimal (Lions, 1968), permet d’aborder de
manie`re ge´ne´rique les proble`mes de type optimisation. Pre´sente´e ici sous forme abstraite pour garder le
maximum de ge´ne´ralite´, elle est utilise´e tout au long de ce travail pour le de´veloppement d’algorithmes
d’assimilation (Larrouturou & Lions, 1996).
2.3.1 Le cadre abstrait
Soit un espace de Hilbert V , qu’on de´signe comme l’espace des e´tats du syste`me, et un ope´rateur
A line´aire continu de V vers V ′. Les variables de controˆle appartiennent a` un espace de Hilbert note´
V. Soit aussi un ope´rateur B line´aire continu de V vers V ′. Avec ces notations, on suppose que l’e´tat
du syste`me y ∈ V est donne´ par l’e´quation d’e´tat
Ay = Bv dans V ′ (2.33)
Supposons maintenant que l’information accessible sur le syste`me est Cy, ou` C est un ope´rateur
line´aire continu de V dans un Hilbert re´elM. C mode´lise le processus d’observation, par exemple une
se´rie de capteurs. Les informations disponibles dans le cadre de l’assimilation de donne´es sont issues
de ce meˆme processus. Nous noterons hd ∈M ces donne´es.












Dans ce qui suit, nous allons de´terminer les conditions d’optimalite´ pour ce proble`me, en passant
par la de´finition d’un e´tat adjoint qui va permettre de les e´crire explicitement. Tout d’abord, en

























Dans cette expression, pi est une forme biline´aire continue syme´trique et coercive sur V, et L une forme
line´aire continue sur V.
Dans ces conditions, un re´sultat classique de la the´orie de l’optimisation indique que l’unique
solution u ∈ V de (2.36) ve´rifie la condition d’optimalite´
u ∈ V, pi(u, v) = L(v) ∀v ∈ V (2.38)
Remarque : La coercivite´ de pi vient du fait que pi(v, v) ≥ ‖v‖2V ,  e´tant le parame`tre
de re´gularisation introduit par la me´thode de Tikhonov. La re´gularisation rend donc la
fonctionnelle coercive, ce qui garantit l’existence d’un minimum.
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L’inconve´nient des expressions (2.37) et (2.38) est qu’elles ne portent pas directement sur umais sur
y(v). La me´thode adjointe permet de re´e´crire ces conditions d’optimalite´ pour les rendre exploitables.
Tout d’abord, introduisons l’isomorphisme Λ deM versM′ tel que, pour tout g ∈ M, Λg ∈ M′ est
de´fini par
〈Λg, h〉M′,M = (g, h)M h ∈M.
De meˆme, on introduit l’isomorphisme I de V sur V ′ tel que, pour tout v ∈ V, Iv ∈ V ′ est de´fini par
〈Iv, w〉V ′,V = (v, w)V w ∈ V.
L’existence de Λ et I est assure´e par le the´ore`me de Riesz. Avec ces notations, on remarque que
pi(v, w) = 〈C∗ΛCy(v), y(w)〉V ′,V + (v, w)V ∀v, w ∈ V (2.39)
On de´finit alors l’e´tat adjoint du syste`me comme l’unique solution p = p(v) de
A∗p = C∗Λ(Cy(v)− hd) dans V ′ (2.40)
Calculons explicitement l’expression pi(u, v)− L(v) (on utilise le fait que V ′′ = V ) :




































Remarque : A∗, C∗ et B∗ sont les ope´rateurs adjoints de A, B et C respectivement.
L’adjoint d’un ope´rateur line´aire continu D de X vers Y est l’ope´rateur D∗ line´aire continu
de Y ′ vers X ′ tel que
〈D∗y′, x〉X′,X = 〈y′, Dx〉Y ′,Y ,∀x ∈ X, ∀y′ ∈ Y ′ (2.42)
Graˆce a` la dernie`re expression dans (2.41), on conclut qu’une fonction u ∈ V est un controˆle
optimal pour le proble`me e´tudie´ si et seulement si le syste`me suivant est ve´rifie´
Ay = Bv dans V ′
A∗p = C∗Λ(Cy(v)− hd) dans V ′
u+ I−1B∗p(u) = 0
(2.43)
Le gradient de J est donne´ par
∇J(u) = u+ I−1B∗p(u) (2.44)
Remarque :
Soit l’ope´rateur
τ : V →M
τv = Cy(v)
(2.45)
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ou` y(v) est solution de l’e´quation d’e´tat Ay(v) = Bv. L’ope´rateur τ mode´lise le processus
de conduction de la chaleur et la chaˆıne de mesures (l’observation). L’ope´rateur adjoint de
τ est l’ope´rateur τ∗ tel que
τ∗ : M′ → V ′
〈τ∗x, y〉V ′,V = 〈x, τy〉M′,M
(2.46)
En utilisant ces notations, on montre que la minimisation de la fonctionnelle J(v) revient
a` re´soudre l’e´quation normale du proble`me re´gularise´, qui s’e´crit :(
I−1τ∗Λτ + 
)
v = I−1τ∗Λhd dans V (2.47)





































V , ∀u, v ∈ V. Le minimum de J est donne´ par la condition (2.47).
2.3.2 Formulation duale
Dans le cadre e´tabli plus haut, le proble`me initial
τv = hd (2.49)
a e´te´ repris sous une formulation de type moindres carre´s avec re´gularisation de Tikhonov, et nous
avons vu que cela revient a` re´soudre l’e´quation normale(
I−1τ∗Λτ + 
)
v = I−1τ∗Λhd dans V (2.50)
Introduisons a` pre´sent le nouveau proble`me suivant : trouver X ∈M′ tel que
ΛτI−1τ∗X = Λhd (2.51)
Si ce proble`me a une solution, et si on pose
v = I−1τ∗X (2.52)
alors on voit que v est solution de (2.49). Cette ide´e est sous-jacente de ce que l’on appelle la formulation
duale du proble`me, que nous pre´sentons ci-dessous.
Le proble`me (2.51) est presque standard, car l’ope´rateur ΛτI−1τ∗ est syme´trique. Mais il n’est pas
coercif ce qui rend ne´cessaire une forme de re´gularisation. Au lieu de chercher a` re´soudre (2.51), nous
cherchons X ∈M′ tel que
ΛτI−1τ∗X + X = Λhd dansM′ (2.53)
Comme nous allons le montrer, ce proble`me est le dual du proble`me re´gularise´ (2.50).
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Cette fonctionnelle I est associe´e par dualite´ de Fenchel-Rockafellar (Ekeland & Temam, 1974) a`
la fonctionnelle (2.34). En effet, soit




Y ∈M, F2(Y ) = 12‖Y − h
d‖2M (2.56)




(avec  = 1 pour simplifier). Les transforme´es de Legendre-
Fenchel de F1(v) et F2(Y ) sont respectivement F ∗1 (w) et F ∗2 (X) telles que






















































En conclusion, minimiser J(v) ou minimiser I(X) sont deux proble`mes e´quivalents.
Le minimum X ∈M′ de I(X) et le minimum v ∈ V de J(v) sont lie´s par la relation
v = I−1τ∗X (2.60)











































La dernie`re expression est de la forme
a(X,Y ) = L(Y ) ∀Y ∈M,
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avec a(X,Y ) une forme biline´aire et L(Y ) une forme line´aire dans M′. Cette dernie`re expression
servira a` construire des algorithmes de re´solution du proble`me de reconstruction tre`s performants en
termes de couˆt de calcul.
La formulation duale pre´sente un grand inte´reˆt duˆ au fait que l’espace des observations M est
en ge´ne´ral de dimension beaucoup plus petite que l’espace de controˆle. Dans le cas d’observations
ponctuelles par exemple, l’inconnue dans M est constitue´e d’autant de fonctions du temps que de
capteurs, contrairement a` une inconnue dans V qui est une variable du temps et de l’espace. Apre`s
discre´tisation, le nombre re´el d’inconnues a` de´terminer sera en ge´ne´ral bien infe´rieur en formulation
duale qu’en formulation primale, ce qui conduira a` des algorithmes nettement plus rapides.
2.3.3 Application au proble`me d’assimilation de la tempe´rature
Le cadre ge´ne´ral pre´sente´ plus haut donne un e´clairage sur la de´marche qui va eˆtre suivie, avec
plusieurs variantes, tout au long de ce travail.




− div(κ grad θ) = f dans Ω, t ≥ 0
(κ grad θ) · ~n+ αθ = Φ sur ∂Ω, t ≥ 0
θ(x, 0) = θ0(x) dans Ω
(2.63)
(cf. partie 2.1). Nous supposons que m capteurs sont re´partis dans le domaine Ω aux points xk, et
qu’ils fournissent au cours du temps les mesures {θdk(t)}mk=1. A l’instant ta, on souhaite connaˆıtre le
champ de tempe´rature en tout point du domaine Ω.
Pour cela, on utilise les mesures fournies sur un intervalle de temps de longueur T pre´ce´dent cet
instant, c’est-a`-dire pour t ∈ [ta − T, ta]. Le champ de tempe´rature ve´rifie le syste`me 2.63 qu’il faut
donc re´soudre pour x, t ∈ Ω× [ta−Td, ta]. Or, les donne´es du proble`me, c’est-a`-dire la condition initiale
θ0, les conditions aux limites Φ, et la source volumique f sont inconnues. On dispose au contraire des
mesures {θdk(t)}mk=1 pour t ∈ [ta − T, ta]. Nous nous fixons alors comme objectif de de´terminer les
donne´es inconnues pour 2.63 a` partir de ces mesures : il s’agit donc de re´soudre le proble`me de la
chaleur dans le sens re´trograde en temps.
Remarque :
Dore´navant, et tout au long de l’expose´, nous effectuons le changement de variable suivant :
t˜ = t− (ta − T ).
Avec ce glissement d’origine, la feneˆtre d’observation est t˜ ∈ [0, T ]. Nous notons t au lieu
de t˜ la nouvelle variable de temps qui variera entre 0 (l’instant ou` l’enregistrement des
mesures de´marre) et T (l’instant actuel).
Ce proble`me inverse peut eˆtre formule´ comme un proble`me de controˆle : on cherche l’ensemble
{θ0,Φ, f} qui minimise l’e´cart entre les donne´es {θdk(t)}mk=1 et les valeurs aux points xk du champ
reconstruit, solution de 2.63. Il reste a` pre´sent a` de´finir comment on mesure cet e´cart, et dans quels
espaces de fonctions les inconnues, ou variables de controˆle, sont recherche´es.
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Nous reprenons le cadre pratique des moindres carre´s ge´ne´ralise´s : l’objectif du proble`me de
controˆle est de minimiser la fonctionnelle quadratique













ou` le second terme est le terme de re´gularisation de Tikhonov. Selon les cas, la variable de controˆle
sera alternativement l’ensemble {θ0,Φ, f}, ou bien une de ces trois fonctions uniquement.
Cette fonctionnelle est la fonctionnelle primale. Nous appliquons ci-dessous la me´thode adjointe
pour en calculer le gradient. Le gradient de J({θ0,Φ, f}), note´ ∇J({θ0,Φ, f}), ve´rifie la relation
D({δθ0, δΦ, δf}) = J({θ0,Φ, f}+ {δθ0, δΦ, δf})− J({θ0,Φ, f})
=
(∇J({θ0,Φ, f}), {δθ0, δΦ, δf})V +O‖{δθ0, δΦ, δf}‖2V (2.65)
Quelques lignes de calcul formel montrent que










({θ0,Φ, f}, {δθ0, δΦ, δf})V +O‖{δθ0, δΦ, δf}‖2V
(2.66)
Dans ces deux expressions, δθ ve´rifie l’e´quation de sensibilite´
∂δθ
∂t
− div(κ grad δθ) = δf dans Ω× [0, T ]
(κ grad δθ) · ~n+ αδθ = δΦ sur ∂Ω× [0, T ]
δθ(x, 0) = δθ0(x) dans Ω
(2.67)
















δΦ v dγ ∀v
δθ(x, 0) = δθ0(x)
(2.68)
On introduit a` ce niveau l’e´tat adjoint solution de l’e´quation
−∂p
∂t






δxk dans Ω× [0, T ]
(κgrad p) · ~n+ αp = 0 sur ∂Ω× [0, T ]
p(x, T ) = 0 dans Ω
(2.69)



















p(x, T ) = 0
(2.70)
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En remplac¸ant cette dernie`re expression dans (2.71) et en identifiant avec (2.65) on conclut que
∇J({θ0,Φ, f}) = {p(x, 0) + θ0, p|∂Ω + Φ, p+ f} (2.72)
Le proble`me dual consiste a` chercher une famille de fonctions {Xk(t)}mk=1 telles que
θ(xk, t; p) + Xk(t) = θdk(t) (2.73)
ou` p est solution de 
−∂p
∂t
− div(κgrad p) =
m∑
k=1
Xk(t) δxk dans Ω× [0, T ]
(κgrad p) · ~n+ αp = 0 sur ∂Ω× [0, T ]
p(x, T ) = 0 dans Ω
(2.74)
et θ(x, t; p) solution de 
∂θ
∂t
− div(κ grad θ) = p dans Ω× [0, T ]
(κ grad θ) · ~n+ αθ = p|∂Ω sur ∂Ω× [0, T ]
θ(x, 0) = p(x, 0) dans Ω
(2.75)
Ces calculs suivent rigoureusement la de´marche pre´sente´e de manie`re abstraite dans la partie 2.3.
Soulignons cependant qu’il ne s’agit pour l’instant que de calculs formels, pre´sente´s uniquement pour
donner un premier aperc¸u ge´ne´ral de la de´marche suivie. Pour comple´ter le tableau, il faudra pre´ciser
les hypothe`ses de re´gularite´ ne´cessaires sur les fonctions inconnues pour que chaque expression ait un
sens.
Il faudra notamment se placer dans des espaces particuliers afin que les valeurs de θ en un point
soient de´finies. Dans le cas tridimensionnel, cela conduira a` choisir pour V des espaces de Sobolev de
typeH1. Une autre difficulte´ (lie´e a` la premie`re) concerne le sens donne´ aux proble`mes (2.69) ou (2.74).
Le second membre de ces e´quations paraboliques est forme´ de masses de Dirac qui appartiennent
a` l’espace H−2. Dans le cas tridimensionnel, ces proble`mes ne pourront eˆtre re´solus que par des
techniques de transposition ade´quates.
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Chapitre 3
Reconstruction de la tempe´rature dans
un solide unidimensionnel
Nous pre´sentons dans ce qui suit la re´solution du proble`me d’assimilation de tempe´rature dans le cas
d’un solide unidimensionnel. La me´thode adjointe est applique´e a` la de´termination d’une tempe´rature
initiale et de sources aux bord (flux) inconnues. On met en e´vidence la difficulte´ bien connue lie´e a`
l’instant final de la feneˆtre de reconstruction, et nous proposons une me´thode originale pour y reme´dier
fonde´e sur l’utilisation d’un cadre fonctionnel inhabituel dans la litte´rature. Les algorithmes ite´ratifs
construits autour de la formulation primale permettent ainsi la reconstruction exacte du champ de
tempe´rature final.
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3.1 Le proble`me inverse et la re´gularisation de Tikhonov
Conside´rons une barre occupant le domaine Ω = [0, L]. Ce solide est a` une tempe´rature initiale θ0
et est soumis a` des flux de chaleur Φ1 et Φ2 a` chaque extre´mite´ x = 0 et x = L respectivement. Le








) = 0 dans [0, L]× [0, T ]
−κ∂θ
∂x




(x2, t) + αθ(x2, t) = Φ2(t) sur [0, T ]
θ(x, 0) = θ0(x) dans [0, L]
(3.1)
Comme nous l’avons vu dans le chapitre 2, Φ(x, t) = g(x, t) + αθext ou` g est un flux de chaleur avec
des conditions aux limites de Fourier-Robin et θext est la tempe´rature ambiante.
Les m capteurs place´s dans le solide aux points xk, k = 1..m fournissent les mesures {θdk(t)}mk=1, t ∈
[0, T ]. A partir de ces mesures, nous nous donnons comme objectif de reconstruire la tempe´rature dans
l’intervalle de temps [0, T ].













ou` V est l’espace de controˆle et ‖ · ‖V la norme associe´e. Le second terme dans (3.2) est le terme de
re´gularisation de Tikhonov et  le parame`tre de re´gularisation. Avec ces notations, l’objectif est de
trouver {θ0,Φ1,Φ2} dans V tels que :
J({θ0,Φ1,Φ2}) = inf
{θ˜0,Φ˜1,Φ˜2}∈V
J({θ˜0, Φ˜1, Φ˜2}) (3.3)
Un algorithme de descente, tel que le gradient conjugue´, sera utilise´ pour re´soudre ce proble`me. Nous
de´taillons dans ce qui suit la me´thode de l’e´tat adjoint qui permet le calcul du gradient de J . Comme
nous le verrons, le calcul de l’e´tat adjoint de´pend fortement du choix de l’espace de controˆle V. Dans
la litte´rature, l’espace des fonctions a` carre´ sommable, c’est-a`-dire
V = L2(0, L)× (L2(0, T ))2
est habituellement choisi. Malheureusement, ce choix conduit a` la difficulte´ bien connue pre`s de l’ins-
tant final t = T . Dans le nouveau cadre fonctionnel propose´ ici, nous faisons le choix de l’espace de
fonctions
V = H1(0, L)× (H1(0, T ))2 .
Ce choix modifie tre`s le´ge`rement la proce´dure de calcul mais est beaucoup plus satisfaisante quant a`
la reconstruction du champ final.
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3.2 La me´thode adjointe dans le cas unidimensionnel
3.2.1 Reconstruction dans L2(0, L)× (L2(0, T ))2




hypothe`se, (3.1) admet une solution θ ∈ L2(0, T ;H1(0, L)) (Lions & Magenes, 1968). On peut de´finir
les observations {θ(xk, t)}mk=1 ∈ L2(0, T )m qui de´pendent de manie`re continue des donne´es. V est muni












∀u = {u0, u1, u2}, v = {v0, v1, v2} ∈ V.
Par de´finition, le gradient ∇J de J ve´rifie
D = J({θ0 + δθ0,Φ1 + δΦ1,Φ2 + δΦ2})− J({θ0,Φ1,Φ2})
= (∇J, {δθ0, δΦ1, δΦ2}) +O‖{δθ0, δΦ1, δΦ2}‖2V
(3.5)






























) = 0 dans [0, L]× [0, T ]
−κ∂θ
∂x




(x2, t) + αδθ = δΦ2 sur [0, T ]
δθ(x, 0) = δθ0 dans [0, L]
(3.7)
On introduit alors p(x, t), unique solution dans L2
(
0, T ;H1(0, L)
)














δxk dans [0, L]× [0, T ]
−κ∂p
∂x




(x2, t) + αp(x2, t) = 0 sur [0, T ]
p(x, T ) = 0 dans [0, L]
(3.8)
L’e´quation (3.8) est de structure identique a` l’e´quation de la chaleur, mais le sens du temps est
renverse´ : le terme de´rive´ en temps est de signe ne´gatif et une condition finale en temps est impose´e. Il
s’agit d’une e´quation de la chaleur re´trograde. En effectuant un changement de variable t′ = T − t, on
obtient un proble`me qui peut eˆtre re´solu avec les meˆmes me´thodes que l’e´quation de la chaleur directe.
Notons toutefois que la condition finale p(x, T ) = 0 a une influence importante sur les re´sultats, comme
nous le verrons par la suite.
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Selon la the´orie du controˆle optimal, l’e´tat adjoint p permet d’e´crire explicitement le gradient de
J :
∇J({θ0,Φ1,Φ2}) = {p(x, 0) + θ0, p(x1, t) + Φ1(t), p(x2, t) + Φ2(t)} (3.9)
Nous donnons ci-dessous les e´tapes principales permettant d’obtenir cette relation. L’e´quation (3.7)





















∀v ∈ H1(0, L)
δθ(x, 0) = δθ0(x)
(3.10)
























∀w ∈ H1(0, L)
p(x, T ) = 0
(3.11)
(3.10) et (4.55) sont inte´gre´es en temps. En remplac¸ant v par p dans la premie`re expression et w par
















p(xi, t)δΦi(t) dt (3.12)
La dernie`re expression est une forme line´aire continue de {δθ0, δΦ1, δΦ2}. L’expression (3.9) de´coule
naturellement de l’identification de (3.6) et (3.12) avec (3.5).
Remarque :
La re´gularite´ de θ et p est une proprie´te´ spe´cifique de la dimension 1 d’espace. En dimension
supe´rieure, il faudra travailler dans des espaces moins naturels et adapter les me´thodes
nume´riques en conse´quence.
3.2.2 Algorithmes de descente pour la minimisation de la fonctionnelle
Des algorithmes de descente comme l’algorithme du gradient conjugue´ bien connu peut eˆtre mis en
œuvre pour la minimisation de J . A chaque ite´ration, l’algorithme ne´cessite la re´solution de l’e´quation
de la chaleur directe et de l’e´quation de l’e´tat adjoint. Apre`s initialisation des variables avec une valeur
arbitraire {θ(0)0 ,Φ(0)1 ,Φ(0)2 }, les e´tapes principales a` chaque ite´ration sont :
– Calcul de θ(n)(x, t) solution de (3.1) avec {θ0,Φ1,Φ2} = {θ(n)0 ,Φ(n)1 ,Φ(n)2 }
– Calcul de p(x, t) solution de (3.8) avec θ(xk, t) = θ(n)(xk, t)
– Calcul du gradient∇J (n)({θ(n)0 ,Φ(n)1 ,Φ(n)2 }) = {p(n)(x, 0)+θ(n)0 , p(n)(x1, t)+Φ(n)1 (t), p(n)(x2, t)+
Φ(n)2 (t)}
– Calcul de la direction de descente.
– Mise a` jour des variables : {θ(n+1)0 ,Φ(n+1)1 ,Φ(n+1)2 } = {θ(n)0 ,Φ(n)1 ,Φ2(n)}+ ρ(n)d(n)
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Dans les expressions ci-dessus, ρ(n) est le pas de descente qui minimise la fonctionnelle dans la direction
de descente. Dans l’algorithme du gradient conjugue´, cette dernie`re est donne´e par




Bien entendu, tout autre algorithme de type Krylov pourrait eˆtre utilise´. L’algorithme du gradient
conjugue´ a des proprie´te´s autore´gularisantes (Nemirovskii, 1986) a` condition d’utiliser comme crite`re
d’arreˆt le principe de discre´pance (discrepancy principle) (Alifanov, 1994; Beck et al. , 1996). Les








dt ≤ cδ, c > 1,
ou` δ est l’estimation de l’erreur de mesure telle que ‖θdk − θ∗k‖ ≤ δ (θ∗k sont les mesures exactes sans
bruit). Si cette strate´gie d’arreˆt est utilise´e, le parame`tre de Tikhonov  peut eˆtre nul.
La proce´dure ite´rative permet de de´tecter l’inconve´nient de la me´thode telle qu’elle a e´te´ pre´sente´e
jusqu’ici. Rappelons la condition finale sur l’e´tat adjoint p(x, T ) = 0. A cause de cette condition, les
valeurs a` t = T de la deuxie`me et troisie`me composantes du gradient ∇J (n) sont nulles e´galement
quelle que soit l’ite´ration n :
∇iJ (n)(T ) = 0 i = 1, 2
(on note ∇J (n) = {∇1J (n)(x),∇2J (n)(t),∇3J (n)(t)}). Au final, au bout de N ite´rations, les flux
reconstruits ve´rifient :




Φ(N)2 (T ) = Φ
(0)
2 (T ).
La valeur finale des flux reconstruits sera e´gale a` la valeur finale des flux d’initialisation. Si aucune
information n’est a priori disponible sur les flux, les variables d’initialisation sont typiquement nulles.
En re´alite´, les solutions convergent dans L2, ce qui ne suffit pas a` garantir la convergence en tout
point. Cette difficulte´ a e´te´ signale´e dans plusieurs travaux de la litte´rature (Alifanov, 1994; Alifanov
& Egerov, 1985; Silva Neto & O¨zisik, 1992; Huang & O¨zisik, 1992; Huang & Wang, 1999). Alifanov
(1994) propose que la proce´dure de minimisation soit re´pe´te´e un certain nombre de fois en initialisant
chaque nouvelle proce´dure par des fonctions dont la valeur au pas de temps final a e´te´ remplace´e par
la valeur au pas de temps pre´ce´dent. Malgre´ un couˆt de calcul plus important, le re´sultat a` l’instant
final converge vers le re´sultat exact. Dans Huang & Wang (1999), l’e´tat adjoint est remplace´ par un
e´tat adjoint artificiel dont la valeur au pas de temps final est remplace´e par la valeur au pas de temps
pre´ce´dent. Les travaux de Alifanov & Egerov (1985); Silva Neto & O¨zisik (1992); Huang & O¨zisik
(1992) proposent une me´thode de gradient conjugue´ modifie´e, dans laquelle les inconnues doivent
ve´rifier une proprie´te´ de re´gularite´ supple´mentaire.
Les travaux de la litte´rature se sont donc focalise´s sur la me´thode de minimisation pour re´soudre
le proble`me du temps final. Ne´anmoins, le proble`me n’est pas lie´ a` la convergence de la me´thode, mais
plutoˆt a` la proprie´te´ du gradient de J d’eˆtre nul a` l’instant final. D’ou` l’ide´e de changer de cadre
fonctionnel pour prendre en compte de manie`re plus intrinse`que une proprie´te´ de re´gularite´ en temps.
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3.2.3 Reconstruction dans H1(0, L)× (H1(0, T ))2































∀u = {u0, u1, u2}, v = {v0, v1, v2} ∈ V, ou` α¯, α˜, β¯ et β˜ sont des parame`tres re´els positifs.
Sous ces hypothe`ses, (3.1) admet une solution θ(x, t) et les mesures {θ(xk, t)}mk=1 sont bien de´finies.
On cherche alors {θ0,Φ1,Φ2} ∈ V tel que
J({θ0,Φ1,Φ2}) = inf
{θ˜0,Φ˜1,Φ˜2}∈V






































et θ(x, t) est solution de(3.1).
A partir de la de´finition de l’e´tat adjoint dans L2(0, L)× (L2(0, T ))2 (e´quation (3.8)), on montre










+ ({θ0,Φ1,Φ2}, {δθ0, δΦ1, δΦ2})V +O
∥∥∥{δθ0, δΦ1, δΦ2}∥∥∥2V
(3.16)
Contrairement au cas L2, l’identification de cette dernie`re expression avec la de´finition du gradient
(3.5) n’est pas possible. Dans ce cas, le gradient est donne´ par un ensemble de fonctions




ve´rifiant : ∫ L
0










dt ∀w ∈ H1(0, L) (3.17)
et ∫ T
0










dt ∀w ∈ H1(0, T ) (3.18)
En remplac¸ant les deux dernie`res e´quations dans (3.16), on montre que
∇J({θ0,Φ1,Φ2}) =
{
P0(x) + θ0(x), P1(t) + Φ1(t), P2(t) + Φ2(t)
}
(3.19)
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Les proble`mes (3.17) et (3.18) sont les formes faibles de −α¯
d2P0
dx2

















(T ) = 0
(3.21)
respectivement. Le calcul du nouvel e´tat adjoint ne´cessite la re´solution d’un proble`me elliptique en
temps. On voit donc l’effet du changement de norme : le gradient est donne´ ici par des fonctions
ve´rifiant des conditions aux limites de type Neumann, contrairement a` la condition p(T ) = 0 sur le
gradient dans le cas L2. Par conse´quent, la valeur du re´sultat de la minimisation n’est pas fixe´e a`
l’instant final. Le changement de norme conduit a` des solutions plus re´gulie`res et libe`re l’instant final
du re´sultat de la reconstruction.
La minimisation de J e´quivaut a` la re´solution de l’e´quation normale (Engl et al. , 1994). De ce
point de vue, le changement de norme est une manie`re de pre´conditionner l’e´quation normale (Luong
et al. , 1998).
Les proble`mes (3.20) et (3.21) sont de structure similaire et peuvent eˆtre facilement implante´s dans
un code e´le´ments finis standard. L’implantation de l’algorithme global n’utilise que des outils simples
et standards qui peuvent eˆtre trouve´s dans des librairies existantes. Ceci est l’un des avantages de
l’approche fonde´e sur le controˆle optimal.
Les coefficients α˜, α¯, β˜ et β¯ peuvent de´pendre de x ou t respectivement. Cette liberte´ pourrait
eˆtre utilise´e pour de´velopper des strate´gies de reconstruction re´utilisant de l’information a priori sur
les inconnues. Par exemple, β¯ pourrait eˆtre choisi petit pour des faibles valeurs de t et de valeur
croissante lorsque t→ T . Ceci aurait comme effet la reconstruction pre´cise de changements brusques
sur une partie importante de la feneˆtre d’observation tout en gardant une reconstruction exacte pre`s
de l’instant final.
3.2.4 Conditions de compatibilite´
Avec ce nouveau cadre fonctionnel, le calcul des diffe´rents composantes du gradient se fait de




+ αθ0(xi) = Φi(0) (3.22)
pour i = 1, 2 n’est plus ne´cessairement ve´rifie´e : les flux de la tempe´rature initiale reconstruite peuvent
eˆtre diffe´rents des valeurs initiales des flux reconstruits.
Une fac¸on de reme´dier a` cette difficulte´ est de conside´rer cette relation comme une contrainte et
de re´soudre un proble`me d’optimisation avec contraintes. Soit Vc l’espace des fonctions de V ve´rifiant
(3.22). Le proble`me d’optimisation sous contraintes consiste a` chercher {θ0,Φ1,Φ2} tels que :
J({θ0,Φ1,Φ2}) = inf
{θ˜0,Φ˜1,Φ˜2}∈Vc
J({θ˜0, Φ˜1, Φ˜2}) (3.23)
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Ce proble`me peut eˆtre re´solu par pe´nalisation des contraintes. Cette technique consiste a` introduire
un nouveau terme F ({θ0,Φ1,Φ2}) dans la fonctionnelle de couˆt tel que{
F = 0 si {θ0,Φ1,Φ2} ∈ Vc
F ≥ 0 sinon (3.24)
Soit ′ une petite constante positive arbitraire. La nouvelle fonctionnelle s’e´crit
J′({θ0,Φ1,Φ2}) = J′({θ0,Φ1,Φ2}) + 12′F ({θ0,Φ1,Φ2}) (3.25)








Cette manie`re de proce´der conduit donc a` un proble`me de minimisation sans contraintes et permet















Les de´rive´es premie`res des fonctions de H1(0, L) appartiennent a` L2(0, L). On ne peut donc pas de´finir
leur valeur a` un point donne´. Pour θ0 ∈ H1(0, L), la quantite´ dθ0(xi)dx doit eˆtre de´finie de manie`re
de´tourne´e. On utilise l’hypothe`se ∆θ0 = 0. En multipliant par une fonction test z et en inte´grant par






















qui fournit une approximation bien de´finie de dθ0(xi)dx pour xi = L. Le choix d’une fonction z tel que
z(0) = 1 et z(L) = 0 donne de manie`re similaire une approximation de dθ0(xi)dx pour xi = 0.
Cette me´thode donne une approximation tre`s grossie`re de dθ0(xi)dx . Nous pouvons affiner cette ap-
proximation en ge´ne´ralisant la de´marche. Nous donnons dans (Bourquin & Nassiopoulos, 2007) (cf.
annexe) une description de l’utilisation des modes de branche a` cet effet.
On verra dans la partie 3.3 l’effet de la prise en compte de la compatibilite´ sur les re´sultats.
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3.3 Re´sultats
3.3.1 Re´sultats avec donne´es non bruite´es
Les re´sultats donne´s dans les figures ci-dessus montrent les performances de l’approche de´crite. Ils
ont e´te´ obtenus par des simulations effectue´es sur une poutre de longueur L soumise a` un flux a` chaque
extre´mite´ (voir sche´ma ci-dessous). Les constantes de mate´riau sont toutes e´gales a` 1. Un calcul direct





respectivement. Ces valeurs sont utilise´es pour la reconstruction inverse.
→ ←Φ1(t) Φ2(t)
x = 0 x = L
L’e´quation du mode`le (3.1) est discre´tise´e en espace avec des e´le´ments finis P1. Le sche´ma de
Cranck-Nicholson est utilise´ pour l’inte´gration en temps.
Les variations brusques des sources sont les plus difficiles a` de´tecter par la proce´dure inverse
(Raynaud & Beck, 1988). Pour e´valuer les performances de l’algorithme dans des conditions difficiles,
les flux cible Φ1 et Φ2 choisis sont une fonction triangle et une fonction carre´ respectivement. Leur
valeur finale est non nulle de manie`re a` mettre en e´vidence les avantages de l’approche H1. On fixe
α˜ = 0.1, α¯ = 1 et β˜. Seul β¯ peut varier.
La figure 3.1 compare les mesures et les valeurs du champ reconstruit au niveau des capteurs avec
l’algorithme L2. Sur la figure 3.2, les flux reconstruits (traits pointille´s) sont compare´s aux flux cible
(traits pleins). Les flux sont bien reconstruits sur la majeure partie de la feneˆtre d’observation mais la
pre´cision du re´sultat se de´te´riore : les flux reconstruits pre´sentent des oscillations et valent 0 lorsque
t = T . Par conse´quent, le champ de tempe´rature est correctement reconstruit loin de t = T alors que,
a` l’instant final, le re´sultat est loin d’eˆtre satisfaisant (cf. figure 3.3). Au contraire, la reconstruction
dans l’espace H1 permet la reconstruction exacte du champ de tempe´rature a` l’instant final, comme
le montrent les figures 3.4 et 3.5.
Les figures 3.6 a` 3.8 montrent l’influence du choix du parame`tre β¯. Plus β¯ est e´leve´, plus le flux
reconstruit est re´gulier. Si la valeur de β¯ est trop e´leve´e, les variations brusques du flux ne sont pas
de´tecte´es. A l’inverse, une valeur trop faible conduit a` une perte de pre´cision pre`s de l’instant final.
La figure 3.9 montre la de´croissance des diffe´rentes fonctionnelles selon le choix de la norme et la
valeur de β. On remarque que les fonctionnelles dansH1 tendent vers une valeur asymptotique d’autant
plus vite que β¯ est important. Cette valeur croˆıt avec β¯. Ce comportement n’est pas e´tonnant dans la
mesure ou` l’appartenance a` un espace de type H1 correspond a` une contrainte supple´mentaire d’autant
plus restrictive que la valeur de β¯ est e´leve´e.
Les re´sultats de la reconstruction lorsque ces contraintes ne sont pas active´es sont donne´s par la
figure 3.10, qui doit eˆtre compare´e aux figures 3.4 and 3.5. La reconstruction de la tempe´rature initiale
est moins satisfaisante pre`s des extre´mite´s x1 = 0 et x2 = L. Le choix entre la version pe´nalise´e ou
non de l’algorithme n’est ne´anmoins pas e´vident. Lorsque l’on s’inte´resse principalement a` la valeur
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Fig. 3.1 – Reconstruction de la tempe´rature au niveau des capteurs
Fig. 3.2 – Reconstruction du flux dans L2
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Fig. 3.3 – Reconstruction de la tempe´rature finale dans L2
Fig. 3.4 – Reconstruction du flux dans H1 (β¯ = 0.01)
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Fig. 3.5 – Reconstruction de la tempe´rature finale dans H1 (β¯ = 0.01)
Fig. 3.6 – Reconstruction du flux dans H1 : β¯ = 0.1
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Fig. 3.7 – Reconstruction du flux dans H1 : β¯ = 0.01
Fig. 3.8 – Reconstruction du flux dans H1 : β¯ = 0.001
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Fig. 3.9 – Convergence des diffe´rentes versions de l’algorithme
finale du champ de tempe´rature, le choix de la version non pe´nalise´e permet d’obtenir des re´sultats
avec un plus faible couˆt de calcul et une perte de pre´cision moindre.
3.3.2 Re´sultats avec donne´es bruite´es
La performance de toute proce´dure inverse doit toujours eˆtre e´value´e dans le cas ou` les donne´es
sont entache´es de bruit de mesure. En effet, dans la pratique, les donne´es sont toujours bruite´es. Dans
ce qui suit, un bruit blanc gaussien d’e´cart type σ est nume´riquement ajoute´ aux donne´es de synthe`se.





‖·‖ e´tant la norme dans L2(0, T )m. Les donne´es bruite´es pour σ2 = 0, 01 (η = 8%) sont compare´es, sur
la figure 3.11, aux donne´es reconstruites. Les flux et la tempe´rature finale reconstruits sont donne´es
sur les figures 3.12 et 3.13. La perte de pre´cision est e´vidente mais la tempe´rature finale reconstruite
est encore satisfaisante. Les figures 3.14 et 3.15 montrent les flux reconstruits avec des niveaux de
bruit diffe´rents sur les donne´es ( σ2 = 0, 001 et σ2 = 0, 1 respectivement).
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Fig. 3.10 – Reconstruction dans H1 (β¯ = 0, 01, sans pe´nalisation des contraintes)
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Fig. 3.11 – Donne´es bruite´es (σ2 = 0, 01, η = 8%) et tempe´rature reconstruite au niveau de capteurs
Fig. 3.12 – Flux reconstruit dans H1 avec donne´es bruite´es (β¯ = 0, 01, σ2 = 0, 01, η = 8%)
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Fig. 3.13 – Tempe´rature finale reconstruite dans H1, avec donne´es bruite´es (β¯ = 0, 01, σ2 = 0, 01,
η = 8%)
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Fig. 3.14 – Reconstruction du flux dans H1 avec donne´es bruite´es (β¯ = 0, 01, σ2 = 0, 001, η = 2%)
Fig. 3.15 – Reconstruction du flux dans H1 avec donne´es bruite´es (β¯ = 0, 01, σ2 = 0, 1, η = 24%)
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3.4 Conclusions
Nous avons pre´sente´ dans ce chapitre la me´thode adjointe avec re´gularisation de Tikhonov ap-
plique´e a` la de´termination d’une condition initiale et de flux inconnus a` partir de mesures ponctuelles.
La cas unidimensionnel traite´ nous a permis de mettre en e´vidence la difficulte´ de reconstruction
a` l’instant final lorsqu’un cadre fonctionnel de type L2 est adopte´. Pour reme´dier a` cette difficulte´,
nous avons propose´ un nouveau cadre fonctionnel dans lequel les inconnues sont recherche´es dans
l’espace H1. La tempe´rature a` l’instant final est ainsi correctement estime´e. Le calcul de l’e´tat adjoint
dans H1 ne´cessite la re´solution supple´mentaire d’un proble`me elliptique en temps. Les algorithmes de
reconstruction propose´s restent facilement implantables avec un code d’e´le´ments finis ge´ne´raliste.
Dans les chapitres suivants, la de´marche esquisse´e ici sera reprise dans le cas tridimensionnel.
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Chapitre 4
Reconstruction de la tempe´rature dans
un solide tridimensionnel
Nous reprenons dans ce chapitre la de´marche ge´ne´rale adopte´e dans le chapitre pre´ce´dent dans
le but de reconstruire cette fois un champ de tempe´rature inconnu dans un solide tridimensionnel.
Pour simplifier la pre´sentation, nous avons se´pare´ les cas ou` l’on vise a` reconstruire une source interne
volumique, une source surfacique (flux) ou une tempe´rature initiale. La reconstruction simultane´e de
deux ou trois parmi ces grandeurs est possible comme cela a e´te´ fait dans le cas unidimensionnel si les
conditions de compatibilite´ sont correctement prises en compte.
Dans chacun des cas, l’e´tat adjoint est calcule´ via une me´thode de transposition. Nous commenc¸ons
par le cas de la reconstruction d’une source volumique qui est relativement plus simple a` pre´senter.
Nous poursuivons ensuite avec les deux autres cas qui font appel a` des variantes de la me´thode de
transposition.
Les diffe´rences entre le proble`me pose´ dans un espace unidimensionnel et un espace tridimension-
nel sont plus profondes que ce que l’intuition pourrait faire croire, et sont essentiellement dues aux
observations ponctuelles. Dans le cas unidimensionnel, le choix d’un espace de controˆle de type L2 est
suffisant pour garantir que le proble`me soit bien pose´. Dans un domaine tridimensionnel en revanche,
il faut impe´rativement se placer dans des espaces de fonctions de re´gularite´ supe´rieure.
Revenons sur l’e´quation de la chaleur sous sa forme ge´ne´rique :
∂θ
∂t
− div(κ grad θ) = f dans Ω× [0, T ]
(κ grad θ) · ~n+ αθ = Φ sur ∂Ω× [0, T ]
θ(x, 0) = θ0 dans Ω
(4.1)
Dans le cadre du controˆle optimal, nous souhaitons de´finir une fonctionnelle de couˆt mesurant l’e´cart
entre les donne´es {θdk(t)}mk=1 et les valeurs ponctuelles {θ(xk, t)}mk=1 du champ θ aux emplacements
des capteurs. Or, pour que ces valeurs soient bien de´finies, il faut que θ soit suffisament re´gulier.
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alors
Hs(RN ) ⊂ L∞(RN ).
Dans ce cas, les fonctions de Hs(RN ) sont de´finies en tout point. On voit que :
– en dimension 1 (N = 1), toute fonction v ∈ H1(Ω) est de´finie en tout point (s = 1 et 12 − 11 < 0)
– en dimension 2 (N = 2), v sera de´finie en tout point de`s lors que v ∈ Hs(Ω) avev s > 1
– en dimension 3 (N = 3), v sera de´finie en tout point de`s lors que v ∈ Hs(Ω) avev s > 32
La distinction de ces trois cas montre bien en quoi le cas tridimensionnel diffe`re du cas unidimensionnel.
Pour pouvoir de´finir la fonctionnelle de couˆt, il faut garantir une re´gularite´ au moins de H
3
2 (Ω) de
θ (en espace), ce qui impose a` son tour le choix d’un espace de controˆle V suffisament re´gulier. Lions
& Magenes (1968) (the´ore`me 5.3 page 34) donnent le re´sultat suivant : si f ∈ Hk,k/2m(Ω × [0, T ]),




− div(κ grad u) = f dans Ω× [0, T ]
(κ grad u) · ~n+ αθ = g sur ∂Ω× [0, T ]
u(x, 0) = u0 dans Ω




) ∩Hs(0, T ;H0(Ω)).
Le parame`tre m de´signe le nombre d’ope´rateurs frontie`re, et mj le degre´ de l’ope´rateur frontie`re j :
ici, m = 1 et m1 = 1.
En particulier, il suffit que Φ et θ0 soient choisis dans les espaces de Sobolev H1(∂Ω × [0, T ])
et H1(Ω) respectivement pour garantir θ ∈ L2(0, T ;H2(Ω)). Les duaux de ces espaces, auxquels
appartiennent les e´tats adjoints respectifs, sont donc des espaces de Sobolev a` exposant ne´gatif, d’ou`
la ne´cessite´ d’approches spe´cifiques pour le calcul de l’adjoint.
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4.1 Reconstruction d’une source volumique
Nous commenc¸ons ici par traiter le proble`me de la reconstruction d’une source volumique f . Ce
cas simple permettra d’introduire une premie`re version de la me´thode de transposition qui servira de
base pour la suite.
Outre sa plus grande facilite´ de mise en œuvre, la reconstruction d’une source volumique peut
eˆtre d’un grand inte´reˆt pratique pour des structures e´lance´es comme des poutres ou des plaques.
Prenons l’exemple d’une plaque de faible e´paisseur. Le temps caracte´ristique de conduction dans le
sens de l’e´paisseur est ne´gligeable pour ce type de ge´ome´trie par rapport aux temps caracte´ristiques de
conduction selon les autres directions. Un mode`le bidimensionnel qui prend en compte les chargements
thermiques en surface comme une source de chaleur interne est dans ce cas une approximation qui
permet de re´duire de manie`re conse´quente la finesse du maillage.
4.1.1 Formulation primale
4.1.1.1 Controˆle dans L2(0, T ;L2(Ω))
Conside´rons l’e´quation d’e´tat pour une structure a` tempe´rature initiale nulle (θ0 = 0) soumise a`
une source interne volumique f(x, t) (on conside`re Φ = 0) :
∂θ
∂t
− div(κ grad θ) = f dans Ω× [0, T ]
(κ grad θ) · ~n+ αθ = 0 sur ∂Ω× [0, T ]
θ(x, 0) = 0 dans Ω
(4.2)
Les m capteurs re´partis dans la structure aux points xk fournissent au cours de l’intervalle de temps
[0, T ] les mesures note´es {θdk(t)}mk=1.
Nous cherchons des hypothe`ses convenables sur f qui garantissent une re´gularite´ de θ suffisante
pour de´finir les valeurs ponctuelles du champ θ(xk, t). Selon Lions & Magenes (1968), si f ∈ L2(Ω ×
[0, T ]), alors θ ∈ L2(0, T ;H2(Ω))⋂H1(0, T ;L2(Ω)) avec continuite´ par rapport aux donne´es ce qui est
suffisant pour de´finir des valeurs ponctuelles (cf. Bre´zis (1999)). Nous choisissons donc comme espace
de controˆle
f ∈ V = L2(0, T ;L2(Ω)),






vw dx dt ∀v, w ∈ V. (4.3)
Soit M = L2 (0, T )m l’espace des observations, et C l’ope´rateur d’observation tel que Cθ(x, t) =
{θ(xk, t)}mk=1. Ceci permet de de´finir l’ope´rateur τ : V →M tel que
τf = Cθ(x, t; f)
= {θ(xk, t; f)}mk=1
(4.4)
Avec ces notations, le proble`me de la reconstruction consiste a` de´terminer la source f telle que
τf = {θdk(t)}mk=1 (4.5)
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ou, a` de´faut,
τf ∼ {θdk(t)}mk=1. (4.6)
















f2 dx dt (4.7)










Par de´finition, le gradient de la fonctionnelle ve´rifie
J(f + δf)− J(f) = (∇J, δf)V +O‖δf‖2V ∀δf ∈ V (4.9)
Un calcul simple et la continuite´ de la solution de (4.2) par rapport aux donne´es montrent que















ou` δθ est solution de (4.2) avec δf au second membre.
On introduit alors l’e´tat adjoint p de´fini comme unique solution de l’e´quation adjointe :
−∂p
∂t






δxk dans Ω× [0, T ]
(κgrad p) · ~n+ αp = 0 sur ∂Ω× [0, T ]
p(x, T ) = 0 dans Ω
(4.11)
Le terme source du proble`me parabolique (4.11) est constitue´ de masses de Dirac qui appartiennent
a` l’espace L2(0, T ;H−2(Ω)). Nous verrons dans la partie 4.1.3 comment en de´finir par transposition
une solution p ∈ L2(0, T ;L2(Ω)).
En multipliant formellement (4.11) par une fonction test w et en inte´grant on obtient une formu-



















p(x, T ) = 0
(4.12)














δθ(x, 0) = 0
(4.13)
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δθ(xk, t) dt =
∫
Ω×[0,T ]
pδf dx dt (4.14)
qui est une forme line´aire sur V. Dans cette expression, l’inte´grale au second membre est un produit
de dualite´ entre V et V ′. Du fait que V = L2(Ω× [0, T ]), les deux espaces s’identifient ici l’un a` l’autre,
et le produit de dualite´ est par conse´quent le produit scalaire usuel dans L2. On de´duit de (4.10) et
(4.14) que
∇JΩ = p+ f ∈ L2(Ω× [0, T ]) (4.15)
Remarque :
Les expressions (4.10) a` (4.14) et les calculs pre´sente´s ont juste un caracte`re formel. Ils
sont donne´s pour faciliter la compre´hension de la de´marche. Il faudra attendre la de´finition
pre´cise de l’e´tat adjoint (ce sera fait dans la partie 4.1.3) pour que le gradient ait un sens
bien de´fini.
La condition d’optimalite´ pour le proble`me (4.8) s’e´crit
∇JΩ = 0 ⇔ p+ f = 0
Dans l’approche de´crite ici, le gradient de J est donne´ par p qui s’annule a` l’instant final (p(T ) = 0).
Ceci pose de nouveau le proble`me de l’instant final pre´sente´ dans le chapitre 3. Ce proble`me vient du
choix de l’espace de controˆle V = L2(0, T ;L2(Ω)). Pour y reme´dier, nous devons choisir un espace de
controˆle plus re´gulier en temps. C’est ce qui est fait dans le paragraphe suivant.
4.1.1.2 Controˆle dans H1(0, T ;L2(Ω))
Nous supposons cette fois que la source f appartient a` l’espace V = H1 (0, T ;L2(Ω)). Comme
cet espace est inclus dans l’espace de controˆle utilise´ dans la partie pre´ce´dente, le proble`me (4.2)
admet encore une solution unique θ suffisamment re´gulie`re pour permettre la de´finition des valeurs















L’objectif de la reconstruction est de de´terminer un controˆle f ∈ V tel que
Cθ(x, t; f) ∼ {θdk(t)}mk=1. (4.17)
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ou` θ est solution de (4.2), et nous conside´rons le proble`me de controˆle suivant : Trouver f ∈ V = H





Comme plus haut, un simple calcul conduit a` l’expression (4.10). En utilisant la solution p de (4.12)






































ou` l’on reconnaˆıt le produit scalaire dans H1(0, T ;L2(Ω)). On en conclut que le gradient de JΩ est
donne´ par
∇JΩ = P + f ∈ V (4.23)
En re´alite´, P ∈ V est l’image de p par l’isomorphisme I−1. On rappelle que I−1 est l’isomorphisme
de Riesz tel que





Lorsque f ∈ H1(0, T ;L2(Ω)) (Lions & Magenes, 1968), on a θ ∈ H1(0, T ;H2(Ω)). p peut alors eˆtre
de´fini par transposition (cf. partie 4.1.3) dans H−1(0, T ;L2(Ω)). (4.21) est la forme explicite de l’iso-
morphisme I−1.
On remarque aussi que (4.21) est la forme faible d’un proble`me faisant intervenir l’ope´rateur
Laplacien en temps, avec des conditions aux limites de Neumann. Comme dans le cas unidimensionnel
(cf. chapitre 3), le choix de cet espace de controˆle e´vite le proble`me de l’instant final.
Au final, la condition d’optimalite´ pour le proble`me (4.19) s’e´crit
∇JΩ(f) = 0 ⇔ P + f = 0
4.1.2 Formulation duale
Nous pre´sentons ici le proble`me de la reconstruction sous une formulation duale, dont le principe
a e´te´ pre´sente´ sous forme abstraite dans la partie 2.3.2.
Nous introduisons l’ope´rateur (on note X ≡ {Xk(t)}mk=1)
D : M′ →M′
DX = Cθ(P (X))
= {θ(xk, t;P (X))}mk=1
(4.24)
4.1. RECONSTRUCTION D’UNE SOURCE VOLUMIQUE 71
ou` θ(P ) est solution de 
∂θ
∂t
− div(κ grad θ) = q dans Ω× [0, T ]
(κ grad θ) · ~n+ αθ = 0 sur ∂Ω× [0, T ]
θ(x, 0) = 0 dans Ω
(4.25)










δxk dans Ω× [0, T ]
(κgrad p) · ~n+ αp = 0 sur ∂Ω× [0, T ]
p(x, T ) = 0 dans [0, T ]
(4.26)
Le proble`me dual re´gularise´ (cf. (2.53) page 40) est alors le suivant :
Trouver X = {Xk}mk=1 ∈M′ tel que DX + X = Λ{θdk}mk=1 (4.27)
Si on pose f = I−1τ∗X, f est solution du proble`me primal (4.8).
Le proble`me (4.27) peut eˆtre e´crit sous une forme variationnelle :
a∗(X,ψ) = L (ψ) ∀ψ ∈M′ = L2(0, T )m (4.28)























est une forme biline´aire L2(0, T )m × L2(0, T )m → R qui s’e´crit, selon les cas










Xk(t)ψk(t) dt ∀X,ψ ∈ L2(0, T )m (4.30)
si V = L2 (0, T ;L2(Ω))


















Xk(t)ψk(t) dt ∀X,ψ ∈ L2(0, T )m
(4.31)
si V = H1 (0, T ;L2(Ω))
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a∗ (X,X)− L (X) (4.32)
ou` l’aste´risque ∗ remplace (L2) ou (H1) respectivement. Le gradient de IΩ, note´ ∇IΩ, est donne´ par
∇IΩ =
{




(θ(x, t; q) est solution de (4.25) avec q = p ou q = P au second membre, selon le choix de V).
La formulation duale pre´sente plusieurs avantages. Premie`rement, la solution a` de´terminer par
l’algorithme du gradient conjugue´ est recherche´e dans l’espace des observations L2(0, T )m. Cet espace
est unidimensionnel, alors que l’espace de controˆle V repose sur un domaine a` quatre dimensions
(trois en espace et une en temps). Apre`s discre´tisation, la taille des inconnues est nettement plus
petite. On peut s’attendre, dans le cas d’algorithmes ite´ratifs, a` la convergence en un nombre infe´rieur
d’ite´rations. De plus, la dimension de l’espaceM de´pend seulement de la taille de la feneˆtre temporelle
et du nombre de capteurs. Le proble`me peut donc eˆtre facilement adapte´ a` des ge´ome´tries complexes,
inde´pendemment de la dimension de l’espace physique. Enfin, la nature de l’espace des observations
ouvre une piste vers la paralle´lisation des algorithmes, qui pourrait eˆtre explore´e plus tard.
4.1.3 Me´thode de transposition pour la de´finition de l’e´tat adjoint
Comme nous l’avons vu, dans le cas d’observations ponctuelles, l’e´tat adjoint est solution d’une
e´quation parabolique avec des masses de Dirac dans le terme source. Dans un espace a` trois dimensions,
ces masses de Dirac appartiennent a` l’espace de fonctions H−2(Ω). Une formulation faible standard
dans un espace de typeH1 ne permet donc pas de de´finir correctement ce terme source. Il est ne´cessaire
de partir d’une formulation dite tre`s faible (Bourquin et al. , 2007).
Soit l’e´quation adjointe ci-dessous avec, pour simplifier, κ = 1 et une seule source en x = x0 qui
varie au cours du temps selon φ(t) :
−∂p
∂t
− div grad p = φ(t)δx0 dans Ω× [0, T ]
grad p · ~n+ αp = 0 sur ∂Ω× [0, T ]
p(T ) = 0 dans Ω
(4.34)













pgrad v · ~n+ αpv) dγ = φ(t)v(x0)
∀v suffisamment re´gulier
p(T ) = 0
(4.35)
L’expression (4.35) est valable pour des fonctions test qui sont au moins deux fois de´rivables en
espace. Si on conside`re le proble`me
∂v
∂t
− div grad v = f dans Ω× [0, T ]
grad v · ~n+ αv = 0 sur ∂Ω× [0, T ]
v(0) = 0 dans Ω
(4.36)
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avec f ∈ L2(0, T ;L2(Ω)), alors v ∈ L2(0, T ;H2(Ω)) donc la condition est ve´rifie´e. En remplac¸ant dans
(4.35), apre`s inte´gration en temps, on obtient∫
Ω×[0,T ]
pf dx dt =
∫ T
0
φ(t)v(x0, t) dt (4.37)
Le membre de gauche de (4.37) est le produit scalaire dans L2(0, T ;L2(Ω)), alors que le membre de




. Cette formule de transposition (Lions, 1968) permet
de de´finir p dans L2(0, T ;L2(Ω)).
Remarque :































φ(t)v(x0, t) dt (4.38)
En nous reportant a` Bourquin et al. (2007), nous montrons dans ce qui suit que ce calcul par
transposition est e´quivalent a` un calcul par superposition modale permettant l’obtention d’une solution
discre`te qui tend vers la solution du proble`me continu.
Soit Vq = span{yr}qr=1 un espace re´duit engendre´ par q fonctions yr formant une base de H2(Ω).














pqgrad yr · ~n+ αpqyr
)
dγ =
φ(t)yr(x0) ∀yr ∈ Vq
pq(T ) = 0
(4.39)
L’expression (4.39) peut eˆtre e´value´e contre une fonction test χr(t), t ∈ [0, T ] telle que χr(0) = 0. En










pqdiv grad yrχr dx dt+∫
∂Ω×[0,T ]
(
pqgrad yrχr · ~n+ αpqyr
)





pq(T ) = 0
(4.40)












pqdiv grad vq dx dt+∫
∂Ω×[0,T ]
(
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ce qui s’e´crit ∫
Ω×[0,T ]
pqf q dx dt =
∫ T
0
φ(t)vq(x0, t) dt (4.42)
si les fonctions vq ve´rifient 
∂vq
∂t
− div grad vq = f q dans Ω× [0, T ]
grad vq · ~n+ αvq = 0 sur ∂Ω× [0, T ]
vq(0) = 0 dans Ω
(4.43)
On reconnaˆıt dans l’expression (4.42) une formule de transposition discre`te comparable a` (4.37).
Le passage a` la limite, fonde´ sur des arguments classiques de densite´, montre que la limite p de pq est
solution, au sens de la transposition, du proble`me continu (4.34).
En somme, le proble`me approche´ (4.39) permet de de´finir, par transposition, une solution approche´e
pq ∈ L2(0, T ;L2(Ω)) de (4.34). En de´finitive, si on note {λr, yr}∞r=1 ∈ R+×H1(Ω) la famille de solutions
du proble`me aux valeurs propres de l’ope´rateur Laplacien avec conditions limites mixtes{
−∆y = λy dans Ω
∇ y.~n+ αy = 0 sur ∂Ω (4.44)


















ysyr dx = φ(t)yr(x0) ∀yr ∈ Vq
ps(T ) = 0
(4.45)
ce qui revient a` re´soudre le proble`me parabolique avec la me´thode de de´composition modale classique.
Compte tenu de l’orthogonalite´ des fonctions yr par rapport au produit scalaire dans L2(Ω), (4.45) se
re´duit au syste`me diagonal d’e´quations diffe´rentielles ordinaires −
dpr
dt
+ prλr = φ(t)yr(x0) ∀yr ∈ span{yr}qr=1
pr(T ) = 0
(4.46)
Ce calcul, qui revient a` re´soudre un proble`me parabolique avec q degre´s de liberte´, est tre`s rapide a`
exe´cuter.





(voir remarque page 73). Pour simplifier, nous avons conside´re´ ici un seul capteur
en x = x0. On obtient une solution de (4.11) en remplac¸ant le terme source par une somme. L’image
approche´e P q de pq par I−1 est donne´e par :
– P q = pq si V = L2 (0, T ;L2(Ω))
– P q est solution de (4.21) avec pq au second membre si V = H1 (0, T ;L2(Ω))
Cette manie`re de proce´der nous permet donc de de´finir une approximation calculable de ∇J .
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4.2 Reconstruction d’un flux
Apre`s la pre´sentation de la me´thode de reconstruction d’une source volumique f , nous nous
inte´ressons a` pre´sent a` la reconstruction d’un flux inconnu Φ. Pour la reconstruction d’une source
volumique, l’e´tat adjoint est de´fini par la technique de transposition connue dans la litte´rature (Lions,
1968). Nous proposons pour la reconstruction d’une source surfacique une version adapte´e de cette
me´thode.
4.2.1 Formulation primale
Conside´rons l’e´quation de la chaleur avec tempe´rature initiale nulle (θ0 = 0) et sans source de
chaleur interne (f = 0) : 
∂θ
∂t
− div(κ grad θ) = 0 dans Ω× [0, T ]
(κ grad θ) · ~n+ αθ = Φ sur ∂Ω× [0, T ]
θ(x, 0) = 0 dans Ω
(4.47)
Les m capteurs re´partis dans la structure aux points xk fournissent au cours de l’intervalle de temps
[0, T ] les mesures ponctuelles {θdk(t)}mk=1.
D’apre`s Lions &Magenes (1968), (the´ore`me 5.3 p34 (vol 2)), si Φ ∈ L2(0, T ;H 12 (Ω))⋂H 14 (0, T ;L2(Ω)),
alors θ ∈ L2(0, T ;H2(Ω))⋂H1(0, T ;L2(Ω))). En particulier, si Φ ∈ H1(∂Ω × [0, T ]), θ est alors de
re´gularite´ suffisante pour que sa valeur en un point soit de´finie.
Supposons donc que le flux Φ appartienne a` l’espace V = H1(∂Ω× [0, T ]). Ce choix n’est certes pas
optimal, mais il permettra d’e´crire par la suite des normes facilement implantables. On peut de´finir
les observations {θ(xk, t)}mk=1 ∈ L2 (0, T )m = M qui de´pendent de manie`re continue de Φ. Soit C
l’ope´rateur d’observation tel que Cθ(x, t) = {θ(xk, t)}mk=1.
L’e´quation d’e´tat (4.47) et l’ope´rateur d’observation C permettent de de´finir a` son tour l’ope´rateur
τ : V →M tel que
τΦ = Cθ(x, t; Φ)
= {θ(xk, t; Φ)}mk=1
(4.48)
La reconstruction du flux consiste a` trouver Φ ∈ V = H1(∂Ω× [0, T ]) tel que
τΦ = {θdk(t)}mk=1 (4.49)
qui est un proble`me mal pose´.















et nous conside´rons le proble`me de minimisation suivant : Trouver Φ ∈ V = H
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On gardera la notation abstraite
(·, ·)V (avec la norme associe´e ‖ · ‖V) jusqu’a` la partie 4.2.3 ou` nous
serons amene´s, a` des fins calculatoires, a` de´finir une nouvelle norme dans cet espace qui facilitera le
calcul de l’e´tat adjoint.
Par de´finition, le gradient de la fonctionnelle est donne´ par
J∂Ω(Φ + δΦ)− J∂Ω(Φ) = (∇J∂Ω, δΦ)V +O‖δΦ‖2V ∀δΦ ∈ V (4.52)
Un simple calcul montre que

















ou` δθ est solution de (4.47) avec δΦ au second membre. A ce niveau la`, on introduit p de´fini comme
l’unique solution du proble`me :
−∂p
∂t






δxk dans Ω× [0, T ]
(κgrad p) · ~n+ αp = 0 sur ∂Ω× [0, T ]
p(x, T ) = 0 dans [0, T ]
(4.54)
Le terme source de cette e´quation est une somme de masses de Dirac. p ne peut par conse´quent eˆtre
de´fini que via une me´thode de transposition. Contrairement au cas de la reconstruction d’une source
volumique f , la transposition ici doit permettre de de´finir la trace de l’e´tat adjoint sur la frontie`re, ce
qui modifie la proce´dure. Nous y reviendrons dans la partie (4.2.3).
Pour l’instant, contentons-nous de dire que la me´thode qui sera pre´sente´e permet de de´terminer
l’image P ∈ V de p|∂Ω par l’isomorphisme de Riesz I−1 de V ′ dans V. Par de´finition, P ve´rifiera




V ∀w ∈ V.
On note δθ la solution de (4.47) En multipliant formellement (4.54) par une fonction test w et en



















p(x, T ) = 0
(4.55)
De meˆme, en multipliant (4.47) par une fonction test w ∈ H1(Ω) et en inte´grant sur Ω, on obtient une











α δθw dγ =∫
∂Ω
δΦw dγ, ∀w
θ(x, 0) = 0
(4.56)
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δθ(xk, t) dt =
∫
∂Ω×[0,T ]
pδΦ dγ dt (4.57)
qui est bien une forme line´aire sur V (le terme inte´gral dans le second membre de cette expression est
a` prendre au sens du produit de dualite´). En identifiant avec (4.52) on de´duit que
∇J = I−1p|∂Ω + Φ
= P + Φ ∈ V (4.58)
Remarque :
Les expressions (4.53) a` (4.57) et les calculs pre´sente´s ont juste un caracte`re formel. Ils
sont donne´s pour faciliter la compre´hension de la de´marche. Il faudra attendre la de´finition
pre´cise de l’e´tat adjoint dans la partie 4.2.3 pour que le gradient ait un sens bien de´fini.
La condition d’optimalite´ pour le proble`me (4.51) s’e´crit
∇J = 0 ⇔ I−1p|∂Ω + Φ = 0dans V (4.59)
Des me´thodes de descente de type gradient ou gradient conjugue´ peuvent eˆtre mises en œuvre pour
la minimisation de J .
Remarque :
L’e´quation adjointe et la restriction sur Σ de l’e´tat adjoint de´finissent l’ope´rateur τ∗ :















∀ {ϑk}mk=1 ∈M′, ∀ϕ ∈ V
(4.61)
Remarque :
En posant p = p¯+ p˜ avec p¯ tel que
−∂p¯
∂t
− div(κgrad p¯) =
m∑
k=1
θ(xk, t) δxk dans Ω× [0, T ]
(κgrad p¯) · ~n+ αp¯ = 0 sur ∂Ω× [0, T ]
p¯(x, T ) = 0 dans [0, T ]
(4.62)
et p˜ tel que 
−ρc∂p˜
∂t
− div(κgrad p˜) =
m∑
k=1
θdk(t) δxk dans Ω× [0, T ]
(κgrad p˜) · ~n+ αp˜ = 0 sur ∂Ω× [0, T ]
p˜(x, T ) = 0 dans [0, T ]
(4.63)
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on voit que (4.59) s’e´crit
I−1p¯|∂Ω + Φ = I−1p˜|∂Ω.
Cette expression est a` rapprocher de l’expression abstraite (2.47) (l’e´quation normale du
proble`me re´gularise´). On rappelle que Λ est l’isomorphisme de M vers M′ tel que, pour
tout
∀g ∈M 〈Λg, h〉M′,M = (g, h)M h ∈M.
Ici,M = L2(0, T )m : Λ se re´duit par conse´quent a` l’identite´.
4.2.2 Formulation duale
Nous introduisons l’ope´rateur D :M′ →M′ tel que (on note X ≡ {Xk(t)}mk=1)
DX = Cθ(P (X))
= θ(xk, t;P (X))
(4.64)
ou` P (X) = I−1p(X) avec p(X) solution de
−∂p
∂t






δxk dans Ω× [0, T ]
(κgrad p) · ~n+ αp = 0 sur ∂Ω× [0, T ]
p(x, T ) = 0 dans [0, T ]
(4.65)
et θ(P ) solution de 
∂θ
∂t
− div(κ grad θ) = 0 dans Ω× [0, T ]
(κ grad θ) · ~n+ αθ = P sur ∂Ω× [0, T ]
θ(x, 0) = 0 dans Ω
(4.66)
Le proble`me dual re´gularise´ (cf. (2.53)) est alors le suivant :
Trouver X = {Xk}mk=1 ∈M′ tel que DX + X = Λ{θdk}mk=1 (4.67)
Si on pose Φ = I−1τ∗X, Φ est solution du proble`me primal (4.51). Le proble`me (4.67) peut s’e´crire
sous forme variationnelle : on cherche X ∈M′ = L2(0, T )m tel que
a(X,ψ) = L (ψ) ∀ψ ∈M′ (4.68)











θdk(t)ψk(t) dt ∀ψ ∈ L2(0, T )m
(4.69)
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pour le premier terme parce que le choix de la
norme sera pre´cise´ plus loin (cf. 4.2.3), en meˆme temps que le de´veloppement de la me´thode de calcul
de P . Le proble`me dual mis sous cette forme pourra eˆtre re´solu par une me´thode de type Galerkin
(cf. partie 5.2).
Le proble`me dual (4.68) est e´quivalent au proble`me de minimisation















a (X,X)− L (X) (4.72)
















































avec P = I−1p|∂Ω, p e´tant solution de (4.54).
Remarque : Graˆce a` la dernie`re expression dans (4.74), on voit que la fonctionnelle a`



































∀Xk, ψk ∈ L2(0, T )m
(4.78)
(P = I−1p, p(Xk) et p(ψk) e´tant solutions de (4.65) sans la sommation au second membre).
Cette fac¸on d’e´crire la fonctionnelle ouvre peut-eˆtre une piste vers le de´veloppement d’un
algorithme paralle´lise´.
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4.2.3 Me´thode de transposition pour la de´finition de l’e´tat adjoint









. Or, pour la reconstruction d’une source surfacique Φ,
le gradient de la fonctionnelle est construit a` partir de la trace de p sur ∂Ω. La re´gularite´ L2(Ω) de p
ne suffit pas a` de´finir cette trace.
Dans ce qui suit, nous de´taillons une approche le´ge`rement diffe´rente qui permet de calculer la trace
p|∂Ω de p, ou, pour eˆtre plus pre´cis, l’image P de cette trace par l’isomorphisme I−1.
Supposons la pre´sence d’un seul capteur (m = 1) situe´ en x = x0, et fixons κ = 1. Ceci permet de
simplifier un peu les notations, et ne constitue bien suˆr en aucun cas une limitation a` ce qui va eˆtre
pre´sente´. Nous cherchons a` calculer la solution du proble`me
−∂p
∂t
− div grad p = φ(t)δx0 dans Ω× [0, T ]
grad p · ~n+ αp = 0 sur ∂Ω× [0, T ]
p(T ) = 0 dans Ω
(4.79)
graˆce a` une me´thode qui permette d’en de´finir de manie`re unique la trace sur ∂Ω. L’e´quation (4.79)









p(x, 0)v(x, 0) dx−
∫
Ω×[0,T ]
p div grad v dx dt+∫
∂Ω×[0,T ]
(





A ce stade nous ne pre´cisons pas encore la re´gularite´ des fonctions test v. Si celles-ci sont choisies
comme solution du proble`me parabolique
∂v
∂t
− div grad v = f dans Ω× [0, T ]
grad v · ~n+ αv = g sur ∂Ω× [0, T ]
v(0) = 0
(4.81)





pg dγ dt =
∫ T
0
φ(t)v(x0, t) dt (4.82)
L’ide´e ici est d’utiliser comme fonctions test dans (4.80) les fonctions v ainsi calcule´es. Pour que le
second membre dans (4.80) ait un sens, il faut garantir une re´gularite´ de v suffisante pour que v(x0, t)
soit de´fini. Selon Bre´zis (1999), il faut que vr appartienne a` l’espace L2(0, T ;H2(Ω))
⋂
H1(0, T ;L2(Ω))
ou tout autre espace de re´gularite´ supe´rieure. D’apre`s Lions & Magenes (1968) (the´ore`me 5.3 p34 (vol
2)), il suffit donc que g ∈ L2(0, T ;H 12 (Ω))⋂H 14 (0, T ;L2(Ω)).
En particulier, il suffit que g ∈ H1(∂Ω × [0, T ]). Ce choix n’est pas optimal, mais il permet une
implantation aise´e. Dans ce cas, l’expression (4.82) est une formule de transposition pour p. Elle permet
de de´finir de manie`re unique
p ∈ L2(Ω× [0, T ])




H1(∂Ω× [0, T ]))′
(les inte´grations dans (4.82) doivent eˆtre comprises au sens du produit de dualite´). Tout ceci reste
valable lorsque f = 0, la me´thode e´tant alors spe´cifiquement de´die´e a` la de´finition de la trace de p
uniquement.
En pratique, nous n’avons pas acce`s a` p|∂Ω×[0,T ] ∈
(
H1(∂Ω × [0, T ]))′ mais a` son image P dans
H1(∂Ω× [0, T ]). Inte´ressons-nous a` pre´sent au calcul pratique de cette image en proce´dant par e´tapes.
Tout d’abord, on introduit une norme e´quivalente dans H1(∂Ω× [0, T ]) a` l’aide d’un ope´rateur sur la
frontie`re. Par projection sur une famille de modes propres de cet ope´rateur, on montre ensuite que le
calcul de l’e´tat adjoint consiste a` re´soudre une se´rie de proble`mes annexes facilement implantables.



















φ(t)v(x0, t) dt (4.83)
(dans ces dernie`res expressions, on a note´ Hs ≡ Hs(∂Ω× [0, T ]) pour raccourcir les e´critures).
Soit l’ope´rateur de Poincare´-Steklov S : H1(∂Ω)→ L2(∂Ω) tel que Su = grad u˜.~n, ou` u˜ est solution
du proble`me {
−div grad u˜ = 0 dans Ω
u˜ = u sur ∂Ω
(4.84)










+ SvSw) dγ dt ∀v, w ∈ H1(∂Ω× [0, T ]) (4.85)
On peut montrer (Urquiza, 2000) que b(v, w) est un produit scalaire de´finissant une norme e´quivalente
a` la norme usuelle dans H1(∂Ω × [0, T ]). Alors, l’isomorphisme I−1 associe´ a` ce produit scalaire est
l’ope´rateur qui a` une fonction f ∈ (H1(∂Ω× [0, T ]))′ associe la solution u ∈ H1(∂Ω× [0, T ]) de −
∂2u
∂t2






(T ) = 0




φ(t)v(x0, t) dt (4.86)
Voyons maintenant comment obtenir une approximation de P par (4.86). Notons {hr1(x)}∞r1=1 ∈
H1/2(∂Ω) la base des modes propres de l’ope´rateur S normalise´s dans L2(∂Ω). Soit λr1 la valeur propre
associe´e a` hr1 et {fr2}∞r2=1 une base orthonorme´e de H1([0, T ]). On construit des fonctions gr1,r2 telles
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que gr1,r2(x, t) = hr1(x)fr2(t). On obtient une approximation P
q1,q2 de P par projection sur une base






Pr1,r2hr1(x)fr2(t) ∼ P. (4.87)
On notera Vh le sous-espace de dimension finie de V engendre´ par {gr1,r2}q1,q2r1=1,r2=1. En remplac¸ant




















φ(t)vs1,s2(x0, t) dt ∀s1 = 1...q1, ∀s2 = 1...q2
(4.88)
ou` les fonctions vs1,s2 sont solutions de (4.81) avec g = hs1fs2 au second membre. (4.88) se simplifie,















φ(t)vr1,s2(x0, t) dt ∀r1 = 1..q1, ∀s2 = 1..q2
(4.89)
Cette expression peut se mettre sous forme matricielle : on construit q1 matrices carre´es de taille q2






+ (1 + λ2r1)fr2fs2
]
dt.
Au final, la de´termination de l’e´tat adjoint consiste a` inverser q1 syste`mes de taille q2.
Remarque :
Le choix de gr ∈ H1(∂Ω× [0, T ]) est arbitraire. Il est possible aussi (et ce choix n’est pas
optimal non plus) de choisir gr ∈ H10 (∂Ω× [0, T ]). Outre le fait que cet espace est plus petit
(H10 (∂Ω × [0, T ]) ⊂ H1(∂Ω × [0, T ])) et que par conse´quent la de´termination du controˆle
sera moins pre´cise, ce choix implique les modifications suivantes sur les expressions :
–
√








+ SvSw) dγ dt ∀v, w ∈ H1(∂Ω× [0, T ])
– l’isomorphisme B = I−1 est l’ope´rateur de H−1(∂Ω× [0, T ]) vers H10 (∂Ω× [0, T ]) qui a`
f associe u = Bf tel que  −
∂2u
∂t2
+ S2u = f sur ∂Ω
u(0) = u(T ) = 0
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Les conditions aux limites en temps, sur le bord, sont dans ce cas des conditions de Diri-
chlet. On voit par la` que le choix entre ces deux espaces n’est pas sans conse´quences. En
re´alite´, il en de´coule la meˆme distinction rencontre´e dans le cas unidimensionnel entre le
choix d’un espace L2 ou un espace H1 en temps.
Les expressions (4.87) et (4.89) permettent d’obtenir de manie`re approche´e l’image P ∈ V de l’e´tat
adjoint p|∂Ω ∈ V ′ par l’isomorphisme I−1. La donne´e de P suffit a` construire la matrice grammienne
associe´e au proble`me dual. On peut s’en convaincre en se reportant a` l’expression abstraite du proble`me
dual (4.70).
En pratique, le calcul de la trace de l’e´tat adjoint (ou plutoˆt de son image par I−1) ne´cessite trois
e´tapes d’approximation :
– construction des bases re´duites {hr1(x)}q1r1=1 et {fr2(t)}
q2
r2=1
qui donnent les fonctions gr1,r2(x, t) =
hr1(x)fr2(t)
– calcul des fonctions vr1,r2 par (4.81)
– calcul d’une approximation de P q1,q2 par (4.87) et (4.89)
Nous avons introduit les fonctions hr1 comme modes propres de l’ope´rateur de Poincare´-Steklov
S. Par de´finition, elles ve´rifient le proble`me aux valeurs propres suivant :{
−div grad h = 0 dans Ω
grad h.~n = λh sur ∂Ω
(4.90)
Notons Hh le sous espace de H1(Ω) engendre´ par les q1 premie`res de ces fonctions, tel que
Hh = span{hr1}q1r1=1 ⊂ H1(Ω).
La famille de solutions {λr1 , hr1}∞r1=1 de (4.90) peut eˆtre de´termine´e par une me´thode de Lanczos
ite´rative. Le proble`me est bien pose´ dans H1/2(∂Ω). Cependant, si on se place dans un espace H1(Ω)
typiquement utilise´ par un code standard d’e´le´ments finis, la matrice de masse obtenue n’est pas de´finie
positive, alors que de nombreux outils de type ‘boˆıte noire’ disponibles ne´cessitent cette condition
(notamment pour les e´tapes de re´orthogonalisation des me´thodes Lanczos).
Pour contourner cette difficulte´ d’ordre pratique, il est possible aussi de de´terminer les fonctions
hr1 , de manie`re approche´e, comme modes de branche (Flament et al. , 1993; Bourquin, 2002) qui
ve´rifient de manie`re ge´ne´rique {
−div grad z = βλz dans Ω
grad z · ~n+ αz = λz dans ∂Ω (4.91)
Ce proble`me admet une famille de solutions {λ`, z`}∞`=1. Si on choisit α et β tre`s petits, les solutions
z` de ce proble`me tendent vers les modes de Steklov donne´s par (4.90). En revanche, ce deuxie`me
proble`me est bien pose´ dans H1(Ω) et donne lieu apre`s discre´tisation par e´le´ments finis a` une matrice















, ∀w ∈ H1(Ω) (4.92)
84 CHAPITRE 4. RECONSTRUCTION DE LA TEMPE´RATURE : SOLIDE 3D




La famille de fonctions {fr2(t)}q2r2=1 engendre un sous espace de H1([0, T ]) que nous noterons Fh
Fh = span{fr2}q2r2=1 ⊂ H1([0, T ]).
Sa construction peut se faire de plusieurs manie`res. Dans ce qui suit, nous proposons deux choix : dans
le premier, Fh est une base de fonctions propres de l’ope´rateur Laplacien. Le deuxie`me choix consiste
a` utiliser une base d’e´le´ments finis.
Tout d’abord, la base {fr2}q2r2=1 peut eˆtre construite par troncature de la famille des modes de











Les fonctions fr2 ve´rifient des conditions aux limites de type Neumann homoge`ne en t = 0 et t = T :
ce sont des fonctions cosinus.
L’espace d’approximation Fh peut par ailleurs eˆtre construit par la me´thode des e´le´ments finis,{fr2}q2r2=1
e´tant des fonctions de forme d’e´le´ments finis line´aires, paraboliques, ou autre, correspondant a` un
maillage du domaine [0, T ]. Ce choix s’ave`re tre`s inte´ressant pour la re´solution des proble`mes (4.81)
si la proprie´te´ d’invariance temporelle est exploite´e (voir ci-dessous).
Une fois construite une base {gr1,r2}q1,q2r1=1,r2=2, l’e´tape suivante consiste a` calculer les fonctions
vr1,r2 , r1 = 1..q1, r2 = 1..q2 en re´solvant le proble`me (4.81). Ce proble`me est un proble`me parabolique
de nature similaire a` l’e´quation de la chaleur, et donc les meˆmes routines de calcul peuvent eˆtre
employe´es pour sa re´solution nume´rique.
A ce stade, l’utilisation de fonctions fr2 choisies comme fonctions de forme d’une base d’e´le´ments
finis P1-Lagrange pre´sente un avantage conside´rable en termes de couˆt de calcul (nous nous limite-
rons ici au cas d’e´le´ments finis line´aires, mais l’analyse reste valable dans les autres cas avec peu de
modifications). Si fr2(r2δt) = 1, alors la proprie´te´ suivante est ve´rifie´e :
fr2+1(t+ δt) = fr2(t), t ∈ [(r2 − 1)δt, (r2 + 1)δt] (4.94)
(cf. figure 4.1).
Graˆce a` la proprie´te´ d’invariance temporelle des proble`me paraboliques, les solutions approche´es
vr1,r2 de (4.81) ve´rifient a` leur tour
vr1,r2+1(x, t+ h) = vr1,r2(x, t) (4.95)
Ainsi, il n’est ne´cessaire de re´soudre le proble`me (4.81) que r1 fois, pour r2 = 2 (car vr1,1(x, t) est nul
par construction) : les autres vecteurs de la base sont obtenus par translation en temps.
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Fig. 4.1 – Proprie´te´ d’invariance temporelle des fonctions propres d’e´le´ments finis line´aires
86 CHAPITRE 4. RECONSTRUCTION DE LA TEMPE´RATURE : SOLIDE 3D
4.3 Reconstruction de la tempe´rature initiale
4.3.1 Formulation primale
Une de´marche similaire a` celle qui vient d’eˆtre pre´sente´e est utilise´e pour reconstruire une tempe´rature
initiale inconnue. La me´thode fait appel a` la valeur a` l’instant t = 0 du champ adjoint de´fini par trans-
position de fac¸on analogue au cas de la reconstruction d’un flux inconnu. Contrairement a` ce cas, la
norme usuelle dans l’espace de controˆle pourra eˆtre utilise´e.
Conside´rons l’e´quation de la chaleur pour une structure a` tempe´rature initiale θ0(x) soumise a`
aucune source interne ou externe de chaleur :
∂θ
∂t
− div(κ grad θ) = 0 dans Ω× [0, T ]
(κ grad θ) · ~n+ αθ = 0 sur ∂Ω× [0, T ]
θ(x, 0) = θ0(x) dans Ω
(4.96)











αθw dγ = 0
θ(x, 0) = θ0(x) ∀w ∈ H1(Ω)
(4.97)
Si θ0 ∈ V = H1(Ω), le proble`me (4.96) admet une solution unique θ ∈ L2(0, T ;H2(Ω))⋂H1(0, T ;L2(Ω)).
Graˆce a` la re´gularite´ de θ, on peut de´finir les observations {θ(xk, t)}mk=1 ∈ L2 (0, T )m =M avec
de´pendance continue par rapport aux donne´es, ainsi que l’ope´rateur d’observation C tel que Cθ(x, t) =
{θ(xk, t)}mk=1. En posant τ : V →M tel que
τθ0 = Cθ(x, t; θ0)
= {θ(xk, t; θ0)}mk=1
(4.98)
le proble`me (approche´) de la reconstruction de θ0 consiste a` re´soudre
τθ0 ∼ {θdk(t)}mk=1 (4.99)






































et le proble`me de minimisation suivant : Trouver θ
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L’e´tat adjoint p solution de l’e´quation adjointe :
−∂p
∂t






δxk dans Ω× [0, T ]
(κgrad p) · ~n+ αp = 0 sur ∂Ω× [0, T ]
p(x, T ) = 0 dans Ω
(4.103)
permet d’e´crire que
∇J0 = I−1p(x, 0) + θ0 ∈ H1(Ω) (4.104)
ou` I−1 est l’isomorphisme de
(
H1(Ω)
)′ versH1(Ω). Nous verrons plus loin comment obtenir nume´riquement
l’image P = I−1p(x, 0) ∈ V = H1(Ω) de la solution de (4.103).
Remarque :
L’e´quation adjointe et la restriction sur Σ de l’e´tat adjoint de´finissent l’ope´rateur τ∗ :







La condition d’optimalite´ pour le proble`me (4.102) s’e´crit
∇J0 = 0 ⇔ P + θ0 = 0 dans V = H1(Ω)
Notons ici que θ0 e´tant une fonction uniquement de l’espace, le proble`me du temps final tel qu’il
a e´te´ rencontre´ dans le cas de la reconstruction de sources ne se pre´sente pas.
4.3.2 Formulation duale
Le proble`me dual consiste a` trouver X ∈ L2(0, T )m tel que
∫
Ω











∀ψ = {ψk}mk=1 ∈ L2(0, T )m
(4.106)
qui est bien de la forme
a(X,ψ) = L(ψ) ∀ψ ∈ L2(0, T )m (4.107)
ou` P (ψ) = I−1p(x, 0;ψ), p(ψ) e´tant solution de (4.103) ou` on remplace le second membre par
{ψk(t)}mk=1. L’inte´gration dans (4.106) porte sur le domaine Ω, et il n’y a pas d’inte´gration en temps,
contrairement aux cas de la reconstruction de sources volumiques ou surfaciques.
Le proble`me revient a` re´soudre le proble`me de minimisation































































Dans cette expression, θ(x, t;P ) est solution de (4.96) avec la condition initiale P = I−1p(x, 0;X). Le
gradient de I0, note´ ∇I0, est donne´ par
∇I0 = {θ(xk, t;P ) + Xk(t)− θdk(t)}mk=1 (4.110)
4.3.3 Me´thode de transposition pour la de´finition de l’e´tat adjoint
Nous nous inte´ressons dans ce qui suit au calcul de l’e´tat adjoint. Avec une de´marche similaire a`
celle suivie dans le cas de la reconstruction d’un flux, nous de´veloppons une me´thode de transposition
adapte´e au calcul de l’image P ∈ V = H1(Ω) de p|t=0 ∈ V ′ par l’isomorphisme I−1. Nous gardons ici
la norme usuelle de l’espace de controˆle H1(Ω).
Nous cherchons a` calculer l’e´tat adjoint solution du proble`me (κ = 1 et m = 1 pour simplifier) :
−∂p
∂t
− div grad p = φ(t)δx0 dans Ω× [0, T ]
grad p · ~n+ αp = 0 sur ∂Ω× [0, T ]
p(T ) = 0 dans Ω
(4.111)









p(x, 0)v(x, 0) dx−
∫
Ω×[0,T ]
p div grad v dx dt+∫
∂Ω×[0,T ]
(





Si on choisit comme fonctions test dans (4.112) des fonctions v solutions du proble`me parabolique
∂v
∂t
− div grad v = 0
grad v · ~n+ αv = 0
v(0) = y
(4.113)





φ(t)v(x0, t) dt (4.114)
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D’apre`s Lions & Magenes (1968) (the´ore`me 5.3 p34 (vol 2)), v ∈ L2(0, T ;H2(Ω)) et v(x0, ·) est bien
de´fini da,s L2(0, T ). L’expression (4.114) est alors une formule de transposition pour p (les inte´grations
y doivent eˆtre comprises au sens du produit de dualite´). Elle permet de de´finir de manie`re unique
p(x, 0) ∈ (H1(Ω))′.


















φ(t)v(x0, t) dt (4.115)



















φ(t)v(x0, t) dt (4.116)
En pratique, on obtient une approximation P q de P dans un espace de dimension finie engendre´
par une base de fonctions {yr}qr=1. On choisit les fonctions yr parmi la famille {λr, yr(x)}∞r=1 de
solutions du proble`me aux valeurs propres de l’ope´rateur Laplacien sur Ω avec conditions aux limites




















φ(t)vs(x0, t) dt ∀s = 1...q (4.118)
vs ve´rifiant (4.113) avec ys au second membre. La dernie`re expression se re´duit, compte tenu de








φ(t)vr(x0, t) dt ∀r = 1...q (4.119)
Une fois les inte´grales en temps calcule´es, la de´termination de P q est imme´diate. Noter aussi que
vr = e−λrtyr donc on e´conomise le calcul de vr par e´le´ments finis.
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4.4 Relaxation des observations : observations non ponctuelles
Jusqu’ici nous avons construit la fonctionnelle de couˆt en conside´rant des observations ponctuelles
dans le domaine. Pour cela, nous avons duˆ choisir des espaces de controˆle de re´gularite´ suffisante
pour avoir θ ∈ L2 ([0, T ];H2(Ω)). Ce choix a par conse´quent ne´cessite´ l’utilisation de techniques de
transposition spe´cifiques pour de´finir l’e´tat adjoint.
Une autre manie`re d’aborder le proble`me de la reconstruction consiste a` relaxer la notion d’obser-
vations ponctuelles en faisant l’hypothe`se que les mesures disponibles sont en re´alite´ le re´sultat de la
moyenne des tempe´ratures dans un petit domaine entourant chaque capteur. Chacun de ces domaines
sera note´ ωk = {x ∈ Ω, |x− xk| < r}, ∀k, avec r son rayon. L’observation fait intervenir la moyenne
du champ θ sur ces petits domaines, ce qui permet de s’affranchir de la contrainte d’un champ re´gulier
de´fini en tout point.
Outre son inte´reˆt nume´rique, cette relaxation de la notion d’observation n’est pas de´pourvue de sens
physique. En pratique, toute mesure est intrusive, et il ne serait pas faux de penser que l’inclusion que
repre´sente un capteur plonge´ dans le mate´riau a un effet de distorsion locale du champ de tempe´rature.
La mesure re´elle re´sulterait donc d’une moyenne des tempe´ratures dans la zone autour du capteur.
Nous allons pre´senter les bases de la me´thode de reconstruction avec ce type d’observation dans le
cas de la reconstruction d’une source surfacique Φ. L’ope´rateur d’observation C est de´fini par
C : V →M





Notations : Nous noterons de´sormais θk(t) ≡ 1|ωk|
∫
ωk
θ(x, t) dx, ∀k. La fonction ca-
racte´ristique d’un domaine ωk sera note´e χωk .
L’objectif de la reconstruction est de de´terminer un controˆle Φ ∈ V = L2(0, T ;L2(∂Ω)) tel que
Cθ(x, t; Φ) ∼ {θdk(x, t)}mk=1. (4.121)
































ou` θ est solution de l’e´quation de la chaleur
∂θ
∂t
− div(κ grad θ) = 0 dans Ω× [0, T ]
(κ grad θ) · ~n+ αθ = Φ sur ∂Ω× [0, T ]
θ(x, 0) = 0 dans Ω
(4.123)
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Φv dγdt, ∀v ∈ V
(4.124)
De`s que le controˆle Φ est suffisamment re´gulier l’e´quation (4.123) admet une solution unique. Si
Φ ∈ L2(0, T ;L2(∂Ω)), alors θ ∈ L2 ([0, T ];H1(Ω)) ∩C0 ([0, T ], L2(Ω)). Les observations {θk(t)}mk=1 et
la fonctionnelle J(Φ) sont dans ce cas bien de´finies.
Le calcul de D(δΦ) = J(Φ + δΦ) − J(Φ) nous conduit naturellement vers la de´finition de l’e´tat




















































































(δθ est solution de (4.123) avec δΦ au second membre).
On introduit alors un e´tat adjoint p solution de l’e´quation de la chaleur re´trograde :
−∂p
∂t











χωk dans Ω× [0, T ]
(κgrad p) · ~n+ αp = 0 sur ∂Ω× [0, T ]
p(x, T ) = 0 dans Ω
(4.126)

























χωkw dx, ∀w ∈ H1(Ω)
p(x, T ) = 0
(4.127)
L’e´tat adjoint p est re´gulier car le terme source de (4.126) est dans L2(Ω × [0, T ]). En particulier,
p ∈ L2(0, T ;H1(Ω)) ∩ C0(0, T ;L2(Ω)) et meˆme davantage.
Si on inte`gre en temps (4.124) et (4.127), et apre`s une inte´gration par parties, on montre que le
gradient de J s’e´crit





et la condition d’optimalite´ pour le proble`me de minimisation est :
p|∂Ω + Φ = 0 (4.129)
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Des me´thodes de descente de type gradient ou gradient conjugue´ peuvent eˆtre mises en œuvre pour
la minimisation de J .
Nous pouvons suivre ensuite la meˆme de´marche que dans le cas des observations ponctuelles : on




pour obtenir un e´tat final exact, ou bien re´e´crire
le proble`me sous une forme duale. On remarquera que l’appartenance L2 en espace de la variable de
controˆle permet de de´finir directement l’e´tat adjoint dans le meˆme espace. La technique de transposi-
tion n’est donc pas ne´cessaire ici. Mais nous ne nous attarderons pas ici a` montrer ces variantes qui
de´coulent tre`s naturellement en suivant les meˆmes e´tapes que ce qui a e´te´ pre´sente´ plus haut.
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4.5 Bilan
4.5.1 Reconstruction simultane´e de θ0 et Φ
Nous avons vu dans ce chapitre des me´thodes de de´termination, pour un solide tridimensionnel,
soit de sa tempe´rature initiale θ0, soit des sources de chaleur auxquelles il est soumis. Une me´thode
spe´cifique fonde´e sur la transposition a e´te´ de´veloppe´e pour chaque cas.
En re´alite´, pour pouvoir reconstruire le champ de tempe´rature inconnu, il sera bien suˆr ne´cessaire
de connaˆıtre simultane´ment toutes ces grandeurs. Nous avons montre´ dans le cas de structures unidi-
mensionnelles dans le chapitre 3 la reconstruction simultane´e de θ0 et Φ. Il est tout a` fait possible de
le faire aussi dans le cas tridimensionnel, en combinant les me´thodes pre´sente´es plus haut.
Pour reconstruire le couple de fonctions {θ0,Φ} par exemple, la me´thode de transposition doit eˆtre
adapte´e pour de´finir le gradient par rapport aux deux composantes de la variable. Le proble`me primal














Le choix {θ0,Φ} ∈ V = H1(Ω) ×H1(∂Ω × [0, T ]) garantit une re´gularite´ de θ suffisante pour de´finir
J . Pour calculer le gradient, on introduit p ∈ V ′ solution de
−∂p
∂t






δxk dans Ω× [0, T ]
(κgrad p) · ~n+ αp = 0 sur ∂Ω× [0, T ]
p(x, T ) = 0 dans [0, T ]
(4.131)
Le gradient de J dans est donne´ par {P1, P2} ∈ V de´fini par transposition par







v(xk, t) dt (4.132)
pour tout {y, g} ∈ V, v(x, t) e´tant solution de
∂v
∂t
− div(κgrad v) = 0 dans Ω× [0, T ]
(κgrad v) · ~n+ αv = g sur ∂Ω× [0, T ]
v(x, 0) = y dans [0, T ]
(4.133)
Des conditions de compatibilite´ doivent eˆtre satisfaites entre P1 et P2. Comme dans le cas unidi-
mensionnel, une technique de pe´nalisation peut eˆtre utilise´e. Nous avons dans ce cas besoin de calculer
les flux sur la frontie`re de θ0 : ils peuvent eˆtre calcule´s a` l’aide de modes de branche. On retrouve dans
les annexes l’extrait d’une publication qui de´crit la me´thodologie a` suivre (Bourquin & Nassiopoulos,
2007). Comme alternative, ces conditions peuvent eˆtre satisfaites de manie`re plus intrinse`que graˆce a`
un choix convenable des fonctions y et g.
Ce calcul par transposition reprend la de´marche de´crite dans les sections 4.2.3 et 4.3.3 pour le
calcul du gradient des fonctionnelles J∂Ω(Φ) ou J0(θ0) respectivement (cf. page 75 et page 86). Il
permet de de´finir les proble`mes duaux correspondants.
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4.5.2 Calcul sur feneˆtres glissantes
Dans une de´marche de surveillance de structures en continu, l’utilisateur veut avoir a` tout moment
une estimation de l’e´tat de l’ouvrage. Pour cela, il de´finit une feneˆtre d’observation sur une pe´riode
de dure´e T pre´ce´dant l’instant pre´sent, et utilise les mesures enregistre´es pendant cette dure´e pour
estimer, avec un algorithme de reconstruction, l’e´tat thermique. La fin de la feneˆtre d’observation
correspond a` l’instant pre´sent.
Lorsque cette estimation est re´alise´e a` une cadence re´gulie`re, l’utilisateur de´finit ainsi une se´rie
de feneˆtres d’observation qui peuvent se superposer dans le temps. Comme l’indique le sche´ma 4.2
ci-dessous, le de´but de la feneˆtre N + 1, qui permet la reconstruction a` l’instant TN+1, appartient a`
la feneˆtre d’observation N , qui a permis la reconstruction a` l’instant TN pre´ce´dent. La pe´riode entre
TN et TN+1 doit eˆtre supe´rieure au temps de re´solution pour l’algorithme utilise´. On tend vers une
reconstruction en temps re´el lorsque cette dure´e tend vers 0. Les algorithmes de´crits jusqu’ici sont
suffisamment rapides pour permettre des reconstructions a` des intervalles tre`s courts par rapport aux




Reconstruction N + 1
Fig. 4.2 – Reconstruction avec feneˆtres d’observation superpose´es
Dans cette configuration de feneˆtres d’observation superpose´es, l’avantage principal est qu’il n’est
plus ne´cessaire de chercher a` estimer l’e´tat au de´but de la feneˆtre d’observation : celui-ci est de´ja`
connu, puisqu’il a e´te´ estime´ lors de la reconstruction pre´ce´dente.
En t = TN+1, on veut connaˆıtre le champ de tempe´rature θ(x, TN+1). Pour cela, on utilise les
mesures {θdk(t)}mk=1 pour t ∈ [TN+1− T, TN+1], et on cherche {θ0N+1,ΦN+1} qui minimise l’e´cart entre
{θdk(t)}mk=1 et {θN+1(xk, t)}mk=1, avec θN+1 solution de
∂θN+1
∂t
− div(κ grad θN+1) = 0 dans Ω× [TN+1 − T, TN+1]
(κ grad θN+1) · ~n+ αθN+1 = ΦN+1 sur ∂Ω× [TN+1 − T, TN+1]
θN+1(x, TN+1 − T ) = θ0N+1 dans Ω
(4.134)
Or, la reconstruction pre´ce´dente, fonde´e sur les mesures {θdk(t)}mk=1 pour t ∈ [TN − T, TN ], a permis
de de´terminer θN (x, t) dans Ω × [TN − T, TN ]. Si T > TN+1 − TN , alors θ0N+1 = θN (x, TN+1 − T )
est connu. La line´arite´ de l’e´quation de la chaleur permet d’e´crire la solution θ de (4.134) comme la
somme de deux champs θN+1 = θ˜ + θ¯, avec
∂θ˜
∂t
− div(κ grad θ˜) = 0 dans Ω× [TN+1 − T, TN+1]
(κ grad θ˜) · ~n+ αθ˜ = ΦN+1 sur ∂Ω× [TN+1 − T, TN+1]






− div(κ grad θ¯) = 0 dans Ω× [TN+1 − T, TN+1]
(κ grad θ¯) · ~n+ αθ¯ = 0 sur ∂Ω× [TN+1 − T, TN+1]
θ¯(x, TN+1 − T ) = θ0N+1 dans Ω
(4.136)
La solution θ¯ de (4.136) est de´termine´e par calcul direct en prenant θ0N+1 = θN (x, TN+1 − T ). Il
reste a` de´terminer θ˜ par reconstruction de ΦN+1, sur la base des mesures {θdk(t)− θ¯(xk, t)}mk=1, t ∈
[TN+1 − T, TN+1].
Concluons cette discussion en remarquant que ΦN+1 est en re´alite´ connu dans l’intervalle [TN+1−
T, TN ], et que l’on dispose donc d’une e´bauche tre`s fiable de cette inconnue si les instants TN et TN+1
sont suffisamment rapproche´s. Si des algorithmes ite´ratifs de type gradient sont utilise´s, ceci re´duit de
manie`re significative le nombre d’ite´rations avant convergence. Il est possible de mettre en œuvre des
techniques de re´utilisation des espaces de Krylov ge´ne´re´s par les directions de descente successivement
calcule´es, en profitant du fait que ces espaces ne changent pas beaucoup pour des jeux de donne´es
proches.
96 CHAPITRE 4. RECONSTRUCTION DE LA TEMPE´RATURE : SOLIDE 3D
97
Chapitre 5
Implantation nume´rique et algorithmes
A partir des me´thodes mises en place dans le chapitre pre´ce´dent, nous nous inte´ressons dans ce
chapitre a` l’implantation pratique des diffe´rents algorithmes qui en de´coulent. Nous nous plac¸ons dans
des espaces discre´tise´s lie´s a` des maillages du domaine et du temps, et nous donnons le de´tail de mise
en œuvre d’algorithmes directs ou ite´ratifs. Des re´sultats de simulations sont pre´sente´s.
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5.1 Remarques d’ordre ge´ne´ral concernant la discre´tisation
5.1.1 Convergence uniforme de la me´thode des e´le´ments finis pour des e´quations
paraboliques
Nous nous donnons dore´navant un maillage re´gulier K de Ω. Lie´ a` K, nous introduisons l’espace
de dimension finie V δx ⊂ H1(Ω) construit par e´le´ments finis, c’est-a`-dire engendre´ par des fonctions
d’interpolation lie´es au maillage K. Nous nous donnons aussi un maillage K∂Ω de la frontie`re ∂Ω et un
espace de dimension finie Hδx construit par e´le´ments finis sur ce maillage. Si on veut e´viter l’utilisation
d’ope´rateurs de projection spe´cifiques, K∂Ω peut eˆtre de´fini comme la restriction sur ∂Ω de K. Nous
le de´finissons ainsi dans ce qui suit.






tn = nδt, 0 ≤ n ≤ N
Nous introduisons enfin, lie´ a` T , un espace de dimension finie Fδt ⊂ H1([0, T ]) construit par e´le´ments
finis.
Nous avons vu dans la partie 2.1.4 la me´thode suivie pour la mise en œuvre du calcul impliquant
l’e´quation parabolique de la chaleur, en utilisant une approximation e´le´ments finis et un Θ-sche´ma
pour la discre´tisation en temps. La meˆme de´marche est utilise´e a` chaque fois que l’on doit re´soudre une
e´quation de type parabolique comme par exemple pour la re´solution des proble`mes (4.81) ou (4.113)
qui interviennent dans le calcul de l’e´tat adjoint.
Notations :
Nous noterons de´sormais wδx,δt toute fonction discre`te appartenant a` l’intersection d’un
espace quelconque X avec l’espace V δx × Fδt, ou avec l’espace Hδx × Fδt. L’exposant δt
ne doit pas eˆtre confondu avec l’exposant n (utilise´ aussi dans la partie 2.1.4) : wδx,δt,n
indique la valeur de la fonction wδx,δt au point tn de la partition T .




− div(κ grad θ) = f dans Ω× [0, T ]
(κ grad θ) · ~n+ αθ = Φ sur ∂Ω× [0, T ]
θ(x, 0) = θ0(x) dans Ω
(5.1)
(θ0, Φ ou f pouvant eˆtre nuls selon les cas) lorsque le proble`me parabolique est re´solu par la me´thode
des e´le´ments finis et le Θ-sche´ma d’inte´gration en temps. On a vu en effet les hypothe`ses de re´gularite´
ne´cessaires sur les donne´es pour que θ(x, t) soit de´fini en tout point. Mais rien ne permet d’affirmer
a priori que l’approximation θδx,δt en un point xk est de´finie e´galement. En d’autres termes, pour un
point xk du domaine, θδx,δt(xk, t) converge-t-il vers θ(xk, t) lorsque δx et δt tendent vers 0 ? La meˆme
question se pose a` chaque fois que l’on est amene´ a` re´soudre une e´quation parabolique, comme par
exemple pour les proble`mes (4.81) ou (4.113) qui ont la meˆme structure.
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Une re´ponse a` ce point est difficile a` obtenir en ge´ne´ral, et ceci de´passerait les objectifs de ce
travail. Nous nous contenterons ici de donner quelques e´le´ments de re´ponse qui devraient pouvoir se
ge´ne´raliser dans les cas des proble`mes traite´s ici. Nous cherchons des estimations d’erreur dans la
norme L∞. Si cette erreur est borne´e, alors la solution discre`te converge en tout point vers la solution
continue.






fv dx, ∀v ∈ H10 (Ω), f ∈ L2(Ω) (5.2)
ve´rifie u ∈ H10 (Ω). Soit uδx une solution approche´e de (5.2) dans l’espace d’e´le´ments finis V δx ⊂ H10 (Ω).
Si u ∈W 2,∞(Ω) et si le maillage est re´gulier, alors il existe une constante C inde´pendante du parame`tre
de discre´tisation δx telle que
‖u− uδx‖L∞(Ω) ≤ Cδx2(`δx)2‖u‖W 2,∞(Ω)
ou` `δx est un facteur logarithmique tel que




Dans ces ine´galite´s, ‖·‖W 2,∞(Ω) est une norme associe´e a` l’espace de SobolevW 2,∞(Ω). Ces estimations
d’erreur montrent qu’il y a convergence uniforme (i.e. convergence en tout point) de la solution uδx
du proble`me approche´. Dans le cas stationnaire donc, et avec les hypothe`ses ade´quates, uδx(x0) est
bien de´fini.
Thome´e (1984) donne les conditions ne´cessaires de convergence pour les e´quations paraboliques.
Soit le proble`me 
∂u
∂t −∆u = f dans Ω× [0, T ]
u = 0 sur ∂Ω× [0, T ]
u(·, 0) = v dans Ω
(5.3)
et son analogue semi-discret dans Sδx ⊂ H10 (Ω), l’espace des e´le´ments finis line´aires par morceaux qui
s’annulent au bord {
∂uδx
∂t −∆uδx = P δxf dans Ω× [0, T ]
uδx(0) = vδx dans Ω
(5.4)
ou` vδx est le projete´ de v sur Sδx par isomorphisme et P δx la projection de L2 vers Sδx. On de´montre
l’estimation d’erreur









, pour t > 0.
Nous avons effectue´ ne´anmoins des simulations nume´riques pour ve´rifier la bonne convergence de
la valeur ponctuelle par calcul e´le´ments finis dans le cas parabolique traite´ ici. Elles concernent un
mode`le cubique avec un capteur en son centre, auquel on applique une source surfacique suffisamment
re´gulie`re sur une des faces : elle est construite comme une fonction sinuso¨ıdale en deux dimensions
s’annulant aux areˆtes du cube (cf. figure 5.1). La figure 5.2 montre le re´sultat des calculs e´le´ments
finis avec des maillages de plus en plus fins : on voit que les valeurs du champ sur le point ou` est situe´
le capteur convergent lorsque le maillage est raffine´.
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(a) Distribution spatiale
(b) Evolution en temps
Fig. 5.1 – Flux impose´ pour le test de la convergence
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(a) θδx,δt(xk, t) calcule´ avec des maillages diffe´rents
(b) Erreur relative par rapport a` une solution de re´fe´rence obtenue avec un maillage tre`s fin
Fig. 5.2 – Convergence de θδx,δt(xk, t)
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Remarque :
Les re´sultats cite´s plus haut ne´cessitent un certain nombre d’hypothe`ses concernant no-
tamment la re´gularite´ du maillage. Dans le cas ou` une des hypothe`ses est viole´e et ou`
la convergence uniforme n’est plus ve´rifie´e, il est toujours possible de remplacer la valeur
ponctuelle nume´rique par une moyenne dans une petite zone autour du capteur. La valeur
moyenne approche´e converge vers la moyenne exacte lorsque la taille du domaine tend vers
ze´ro. Cette manie`re simple de contourner la difficulte´ ne ne´cessite qu’un post-traitement
facilement implantable.
5.1.2 Approximation de l’espace des observations
Nous avons vu que, dans le proble`me dual, la variable inconnue se trouve dans l’espace dual de
l’espace des observationsM′. Ici,M = L2(0, T )m, et on a par conse´quentM′ =M.
Pour l’implantation nume´rique, nous introduisons un sous-espace Mh de M de dimension finie.
La mesure de chaque capteur k est projete´e sur une base de fonctions re´duite
{φki}nki=1.













et on de´finitMh comme l’espace engendre´ par les fonctions de cette base.
Les fonctions φki peuvent eˆtre choisies comme solutions du proble`me −
d2φk
dt2








qui admet une famille infinie de solutions {λi, φki}∞i=1 (ce sont des fonctions cosinus). Par troncature
a` l’ordre nk, on obtient la base voulue en prenant
{φki}nki=1, ∀k = 1..m.
Le choix d’un nombre de fonctions de base nk diffe´rent pour chaque indice k peut eˆtre inte´ressant si
l’on souhaite avoir des pre´cisions diffe´rentes pour l’approximation des re´ponses de chaque capteur, en
fonction de leur influence sur l’observation du syste`me.
Le proble`me de valeurs propres (5.5) posse`de des solutions explicites faisant intervenir des fonctions
cosinus. Pour leur implantation, nous reprenons la partition uniforme T de [0, T ] de parame`tre δt
introduite plus haut. La base approche´e deMδth , le projete´ deMh dans Fδt, s’e´crit :{{φδtki}nki=1}mk=1 (5.6)
Une tout autre manie`re de construire une base de Mh est de de´finir un maillage T2 de [0, T ]
(diffe´rent de T ) et de prendre une base d’e´le´ments finis construite sur ce maillage. On n’a acce`s en
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re´alite´ qu’aux approximations dans l’espace discret Fδt des fonctions de forme de cette base, que nous
noterons donc la` aussi {{φδtki}nki=1}mk=1. (5.7)
Le maillage T2 doit eˆtre plus grossier que T . Cette approche donne en ge´ne´ral des bases de taille
m∑
k=1
nk beaucoup plus e´leve´es, mais les proprie´te´s d’invariance par rapport au temps des e´quations
paraboliques traite´es permettent de faire des re´ductions de couˆt de calcul non ne´gligeables.
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5.2 Reconstruction d’un flux
Nous revenons dans cette partie a` la me´thode pre´sente´e en 4.2 pour la reconstruction du flux, et on
pre´sente la manie`re de parvenir a` une implantation pratique de celle-ci. Plusieurs versions diffe´rentes
de la me´thode ont e´te´ vues :















(cf. (4.50)). On emploiera des me´thodes ite´ratives pour aborder cette minimisation.

























(cf. (4.74)), pour laquelle la mise en œuvre d’algorithmes ite´ratifs peut eˆtre avantageuse.
– La minimisation de la fonctionnelle duale e´quivaut a` la re´solution du proble`me variationnel
consistant a` chercher {Xk}mk=1 ∈M′ = L2(0, T )m solution de (cf. (4.68))∫
∂Ω×[0,T ]
(
















θdk(t)ψk(t) dt ∀ψ = {ψk}mk=1 ∈M
(5.10)
ou` S est l’ope´rateur de Poincare´-Steklov. Un algorithme de re´solution direct, construit a` partir
de la me´thode de Galerkin, peut eˆtre envisage´ dans ce cas.
Nous avons vu en 4.2.3 une me´thode de transposition qui permet de calculer l’image P de la trace
de l’e´tat adjoint par l’isomorphisme I−1. Elle est de´finie par dualite´ dans l’espace H1(∂Ω × [0, T ])










+ SvSw) dγ dt ∀v, w ∈ H1(∂Ω× [0, T ])
5.2.1 Implantation nume´rique de l’e´tat adjoint
Rappels :























φ(t)vr1,s2(x0, t) dt ∀r1 = 1..q1 ∀s2 = 1..q2
(5.12)
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Nous allons nous inte´resser dans ce qui suit a` l’implantation pratique de ces expressions. Nous
nous plac¸ons dans les espaces de dimension finie V δx (lie´ au maillage K de Ω), Hδx (lie´ au maillage
K∂Ω de ∂Ω) et Fδt (lie´ a` la partition T de [0, T ]) de´finis en 5.1.
Le calcul de l’e´tat adjoint se de´compose en une succession d’e´tapes :
– Calcul approche´ de {hr1}q1r1 :













, ∀w ∈ V δx (5.13)




` ∈ V δx ⊂ H1(Ω) et (I(V δx) est la
dimension de V δx). On obtient la base de fonctions souhaite´e en ne gardant que la trace des
fonctions zδx` sur ∂Ω :
{hδxr1 }q1r1=1 = {zδx` |∂Ω}
q1
`=1.
On construit ainsi l’espace
Hδxh = span{hδxr1 }q1r1=1.
Les solutions de (5.13) sont aussi des valeurs et vecteurs propres de l’ope´rateur S et sont utilise´es
pour le calcul du produit scalaire de´fini par b(·, ·).
– Calcul approche´ de {fr2}q2r2=1 :
Si on fait le choix d’une base construite par des modes de Fourier, la base approche´e
{f δtr2}q2r2=1 ∈ Fδt ⊂ H1([0, T ])
est obtenue en gardant les q2 premie`res fonctions propres de Fourier e´crites explicitement (fonc-
tions cosinus).
Si on fait le choix d’une base d’e´le´ments finis, on obtient {f δtr2}q2r2=1 directement a` l’aide d’un
mailleur automatique.
On construit dans les deux cas l’espace
Fδth = span{f δtr2}q2r2=1.


















gδx,δtr1,r2w dγ, ∀w ∈ V δx (5.14)
Pour l’inte´gration en temps, un sche´ma d’inte´gration nume´rique est ne´cessaire : nous choisirons,
comme dans les parties pre´ce´dentes, le Θ-sche´ma. Graˆce a` la proprie´te´ d’invariance temporelle
e´voque´e plus haut, si {f δtr2}q2r2=1 est une base d’e´le´ments finis, le proble`me n’est re´solu que q1 fois,
le reste des solutions e´tant obtenu par translation de l’abscisse temporelle.
– Re´solution approche´e de (4.89)
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Pour obtenir une approximation de P q1,q2 (on rappelle que P q1,q2 est une projection de I−1p sur






















φδt(t)vδx,δtr1,s2(x0, t) dt ∀r1 = 1..q1, ∀s2 = 1..q2
(5.15)
ou` φδt(t) est la projection de φ(t) sur Mδth . En pratique, on construit une suite de matrices






























Un point de´licat qu’il faut ve´rifier est la convergence de vδx,δtr1,r2 (x0, t) intervenant dans (5.15). Nous
avons vu nume´riquement en 5.1.1 que la me´thode des e´le´ments finis permet de calculer correctement
cette quantite´. Les expressions donne´es dans cette partie sont valables pour une source φ(t) en x = x0.
Pour une somme de sources, ou pour une source φk(t) en x = xk, on modifiera convenablement le
second membre dans (5.15).
Pour re´sumer, la me´thode de transposition modifie´e pre´sente´e ici permet de de´finir et de calculer
P , c’est-a`-dire l’image dans H1(∂Ω× [0, T ]) de la trace sur le bord de p, qui lui-meˆme est un champ
re´sultant d’une e´quation parabolique re´trograde avec sources ponctuelles a` l’inte´rieur du domaine.
Du point de vue algorithmique, les principales e´tapes ne´cessaires sont les suivantes :
1. Construction et stockage des vecteurs gδx,δtr1,r2 (x, t), r1 = 1..q1, r2 = 1..q2
2. Re´solution de (5.14) pour les q1 × q2 fonctions de base gr1,r2
3. Stockage des vδx,δtr1,r2 (xk, t)
4. Re´solution de (5.15) pour tout r1 = 1..q1 et s2 = 1..q2
5. Obtention de l’approximation de P par (5.16)
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5.2.2 Algorithmes ite´ratifs




(Au, u)− (b, u) (5.17)









k≥0 soit de´croissante, de la manie`re suivante. Pour un vecteur initial arbitraire u0 on
pose
d0 = Au0 − b = ∇J(u0), r0 = (d0, d0)(d0, Ad0)
et
u1 = u0 − r0d0
(∇J(u0) est le gradient de J en u0). On construit ensuite de proche en proche la suite
un+1 = un − rndn
avec








Les directions de descente dn ainsi choisies sont orthogonales par rapport au produit scalaire de´fini
par A : (
dk, Adj
)
= 0, j 6= k
(on dit qu’elles sont conjugue´es). Le scalaire rn, appele´ pas de descente, ve´rifie la relation
J(un − rndn) = min
r∈R
J(un − rdn).
L’algorithme ainsi construit converge en N ite´rations au plus.
Pour la reconstruction d’un flux thermique, et en utilisant les notations abstraites du chapitre 2,
l’algorithme du gradient conjugue´ peut eˆtre applique´ a` la minimisation de la fonctionnelle primale
























Le dernier terme e´tant force´ment positif, il peut eˆtre omis. Apre`s l’e´tape d’initialisation, l’algorithme





+ Φn ∈ V (5.19)
dn = s(Φn) +
‖s(Φn)‖2V
‖s(Φn−1)‖2V
dn−1 ∈ V (5.20)
































Xn − θd ∈M (5.23)











5.2.2.1 Algorithme du gradient conjugue´ applique´ a` la minimisation de la fonctionnelle
primale
On s’inte´resse dans cette partie a` la mise en œuvre de l’algorithme du gradient conjugue´ pour la















ou` θ(x, t) est solution de la chaleur
∂θ
∂t
− div(κ grad θ) = 0 dans Ω× [0, T ]
(κ grad θ) · ~n+ αθ = Φ sur ∂Ω× [0, T ]
θ(x, 0) = 0 dans Ω
(5.27)
Rappels :
On rappelle que l’espace V = H1(∂Ω× [0, T ]) a e´te´ dote´ du produit scalaire(
v, w
)










+ SvSw) dγ dt ∀v, w ∈ H1(∂Ω× [0, T ]) (5.28)
ou` S est l’ope´rateur de Poincare´-Steklov (cf. (4.84)). Ce produit scalaire nous a permis de
de´velopper une me´thode de calcul de l’image dans V de l’adjoint p
P = I−1p
= I−1τ∗ΛτΦ ∈ V (5.29)
qui donne le gradient de la fonctionnelle J au point Φ, avec p ∈ V ′ = H−1(∂Ω × [0, T ])







θ(xk, t)− θdk(t)δxk dans Ω× [0, T ]
∇ p · ~n+ αp = 0 sur ∂Ω× [0, T ]
p(T ) = 0 dans Ω
(5.30)
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On obtient une approximation P q1,q2 ∈ Vh de P comme combinaison line´aire des familles










Les fonctions hr1 sont les modes propres de l’ope´rateur de Poincare´-Steklov, qui sont cal-
cule´s comme traces sur ∂Ω des modes de branche, et les fonctions fr2 sont les fonctions
de base de Fourier. Le produit entre ces deux familles de fonctions donne la famille de
fonctions {gr1,r2}q1,q2r1=1,r2=1 qui est une base re´duite de H1(∂Ω× [0, T ]).















φ(t)vr1,s2(x0, t) dt ∀r1 = 1..q1, s2 = 1..q2
(5.32)
En pratique, nous minimisons la version discre`te de la fonctionnelle J∂Ω dont la variable est une
















ou` Vδx,δth est la projection de Vh sur les maillages Kδx et Fδt. En se reportant a` la partie 5.2.1, le




































θδx,δt(xk, t)− θd,δtk (t)
)
vδx,δtr1,s2(xk, t) dt ∀r1 = 1..q1, ∀s2 = 1..q2
(5.35)
Avec ces notations, l’algorithme du gradient conjugue´ applique´ a` la minimisation de (5.33) est
constitue´ des principales e´tapes suivantes :
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– Pour n = 1, 2, ... :








(κgrad θδx,δtn )(gradw) dx+
∫
∂Ω
αθδx,δtn w dγ =∫
∂Ω
Φq1,q2,δx,δtn w dγ, ∀w ∈ Hδx
θδx,δtn (x, 0) = 0
(5.36)

































θδx,δtn (xk, t)− θd,δtk,n (t)
)
vδx,δtr1,s2(xk, t) dt ∀r1 = 1..q1, s2 = 1..q2
(5.37)












Si dq1,q2,δx,δtn est e´crit comme une combinaison line´aire







































































– Calcul de qδtn = τd
δx,δt













dq1,q2,δx,δtn w dγ, ∀w ∈ Hδx
ϑδx,δt(x, 0) = 0
(5.43)
qδtn ≡ {qδtk,n(t)}mk=1 = {ϑδx,δt(xk, t)}mk=1 (5.44)
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– Calcul du pas optimal rn tel que :
rn =
(






























































– Mise a` jour des variables :
Φq1,q2,δx,δtn+1 = Φ
q1,q2,δx,δt
n − rndq1,q2,δx,δtn (5.48)
– Test de convergence
5.2.2.2 Algorithme du gradient conjugue´ applique´ a` la minimisation de la fonctionnelle
duale











































− 〈θd,δt, Xδt〉Mδth ,(M′)δth (5.50)
Les e´tapes de l’algorithme sont alors les suivantes :
– Initialisation : choix de Xδt0 = {Xδtk,0(t)}mk=1 ∈Mδth arbitraire
– Pour n = 1, 2, ... :



































r1,s2(xk, t) dt ∀r1 = 1..q1, ∀s2 = 1..q2
(5.51)
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(κgrad θδx,δtn )(gradw) dx+
∫
∂Ω
αθδx,δtn w dγ =∫
∂Ω
P q1,q2,δx,δtn w dγ, ∀w ∈ Hδx
θδx,δtn (x, 0) = 0
(5.52)
– Calcul de la direction de descente :
{sδx,δtk,n }mk=1 = {θδx,δtn (xk, t) + Xδtk,n(t)− θd,δtk (t)}mk=1 (5.53)
{dδx,δtk,n }mk=1 =
{



























– Calcul du pas optimal rn :








































({sδx,δtk,n }mk=1, {dδx,δtk,n }mk=1)Mδth






























– Mise a` jour des variables :
{Xδx,δtk,n+1}mk=1 = {Xδx,δtk,n }mk=1 − rn{dδx,δtk,n }mk=1 (5.60)
– Test de convergence
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L’algorithme du gradient conjugue´ applique´ a` la fonctionnelle duale converge en un nombre re´duit
d’ite´rations du fait de la taille infe´rieure de l’espace des observations par rapport a` l’espace de controˆle.
La formulation duale permet ne´anmoins de construire un algorithme direct qui consiste a` construire la
matrice correspondant a` l’ope´rateur inverse autoadjoint, qu’il suffit ensuite d’inverser. Cela fait l’objet
de ce qui suit.
5.2.3 Algorithme direct applique´ au proble`me dual
L’algorithme de reconstruction du flux pre´sente´ ici est fonde´ sur la formulation duale variationnelle.
Cette formulation conduit a` l’inversion directe lamatrice grammienne. On lui donne l’acronyme RFTD.
Le proble`me dual sous forme variationnelle consiste a` chercher un ensemble de fonctions {Xk(t)}mk=1 ∈




















θdk(t)ψk(t) dt ∀ψ = {ψk}mk=1 ∈M
(5.61)
Ce proble`me peut eˆtre re´solu de manie`re approche´ par une me´thode de Galerkin, dont nous montrons
la mise en œuvre dans ce suit. Les de´tails de l’implantation pratique sont passe´s ensuite en revue.
5.2.3.1 Construction de la matrice grammienne





de cet espace introduits en de´but de chapitre.
Pour obtenir une approximation Xh ≡ {Xhk (t)}mk=1 de la solution {Xk}mk=1 du proble`me (5.61), on
























k (t) dt ∀ψh = {ψhk}mk=1 ∈Mh
(5.62)
Si on cherche la solution de (5.62) sous la forme
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on est conduit a` re´soudre le syste`me matriciel

























































Passons maintenant aux de´tails de l’implantation pratique de ce proble`me approche´.





























































r1,s2(x0, t) dt ∀r1 = 1..q1, ∀s2 = 1..q2
(5.66)
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pour de´terminer les coefficients P δx,δtr1,r2 . En injectant l’expression (5.16) dans (5.64), et compte tenu de







































Une fois construite la matrice Aδx,δt, la re´solution du proble`me inverse consiste a` re´soudre le
syste`me
Aδx,δtXδt = bδt (5.68)
avec













(θd,δtk (t) sont les mesures discre`tes, c’est-a`-dire les mesures projete´es sur Fδt).
Ce calcul doit eˆtre fait en ligne, mais en pratique la taille du syste`me
∑m
k=1 nk reste faible, ce
qui permet une re´solution rapide par une me´thode alge´brique classique. La solution duale {Xδtk }mk=1
permet de calculer la solution primale Φ (ou plutoˆt une approximation Φq1,q2,δx,δt ∈ Vδx,δth de celle-ci)
graˆce a` l’expression de l’e´tat adjoint :






P δx,δtr1,r2 ({Xδtk }mk=1)hδxr1 (x)f δtr2 (t)
(5.69)


























r1,s2 (xk, t) dt ∀r1 = 1..q1, ∀s2 = 1..q2
(5.70)
L’e´valuation de cette expression est plus couˆteuse en temps de calcul que l’inversion du syste`me (5.68).
Mais il ne s’agit la` que d’une e´tape de post-traitement qui peut eˆtre dissocie´e du calcul en ligne.
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5.2.3.3 Re´capitulatif de l’algorithme
Pour re´capituler, voici e´nume´re´es les e´tapes successives qui constituent l’algorithme. Nous faisons
la distinction entre celles qui peuvent eˆtre effectue´es hors ligne, lors de l’e´tape de pre´calcul, et celles
qui rele`vent du calcul en ligne.
Parame`tres
– Maillages : K, T , δx, δt
– Constantes lie´es a` la me´thode de calcul : q1, q2, nk, k = 1..m
– Constantes lie´es a` la physique : m, 
Pre´calculs hors ligne
1. Re´solution de (5.13) pour obtenir {hδxr1 }q1r1=1 = {zδx` |∂Ω}
q1
r1=1
2. Si fr sont des fonctions propres de Fourier
– {f δtr2}q2r2=1 ∈ Fδt ∩H1([0, T ]) e´crites explicitement
– Re´solution des q1 × q2 proble`mes (5.14)
Si fr sont des fonctions de forme d’e´le´ments finis
– Re´solution des q1 proble`mes (5.14) pour r2 = 2
– Propagation de la solution : pour r2 = 3..q2
vδx,δtr1,r2+1(x, t+ δt) = v
δx,δt
r1,r2 (x, t)
3. Re´solution des q1 syste`mes de taille q2 (5.66) pour i = 1..nk, k = 1..m
4. Calcul des coefficients Aδx,δtkilj par (5.67) (on utilise la syme´trie)
Calculs en ligne






2. Inversion du syste`me Aδx,δtXδt = bδt
Post-traitement
1. Calcul de la solution primale : re´solution des q1 syste`mes (5.70) et sommation
selon (5.69)
5.2.3.4 Etude de la matrice grammienne
La matrice A est la matrice grammienne de controˆlabilite´ du syste`me. Elle est carre´e, syme´trique, de
taille m×Nm, ou` Nm =
∑m
k=1 nk est le nombre de fonctions de base φki utilise´es pour l’approximation
de l’espace des observations. La re´solution du proble`me dual revient a` inverser cette matrice. L’e´tude
des coefficients de A fournit des renseignements inte´ressants.
Nous pouvons donner une interpre´tation physique des coefficients de A. Si le capteur k et le capteur
l sont remplace´s par des sources qui varient en temps selon φi(t) et φj(t) respectivement, ils ge´ne`rent
deux champs. Le coefficient Akilj mesure la puissance du produit de ces deux champs sur la surface.
L’intensite´ du coefficient traduit la sensibilite´ des deux capteurs par rapport a` un champ impose´ en
surface.
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Les coefficients Akilj sont ordonne´s comme suit : pour chaque ligne on retrouve range´s dans l’ordre
les n1 coefficients lie´s au capteur 1 (A1ilj , i = 1..n1), puis les n2 coefficients lie´s au capteur 2
(A2ilj , i = 1..n2), etc. De meˆme pour les colonnes (la matrice est syme´trique).
La figure 5.3 montre la re´partition des termes supe´rieurs a` un seuil donne´, la matrice A e´tant
construite pour m = 14 capteurs et nk = 20, ∀k (les fonctions de base φki sont des fonctions propres
de Fourier). On voit apparaˆıtre des structures en bloc, qui montrent que les coefficients Akilj de´croissent
lorsque i et j de´croissent. Chaque bloc traduit la sensibilite´ du couple de capteurs correspondant.
La figure 5.4 montre la diagonale de A en e´chelle logarithmique. La de´croissance des valeurs traduit
l’atte´nuation des composantes fre´quentielles avec la profondeur : plus un capteur est loin de la surface,
moins il sera sensible a` des fre´quences e´leve´es du flux (correspondant a` des valeurs e´leve´es de l’indice
i de φki). Ce n’est pas e´tonnant de voir par conse´quent que chaque fonction φki ne pe`se pas le meˆme
poids pour tous les indices i et pour tous les capteurs. A i fixe´, le poids du coefficient correspondant
n’est pas le meˆme pour tous les capteurs k.
Par conse´quent, lorsque les fonctions de base φki sont des fonctions propres de Fourier, en prendre
un nombre e´gal quel que soit le capteur ne semble pas eˆtre une strate´gie optimale. Il vaut mieux
prendre un nombre nk important pour un capteur proche de la surface, et un nombre nk plus petit si
celui est plus e´loigne´. En pratique, il est possible de se fixer un seuil pour la valeur des coefficients de
la matrice. Pour un capteur k donne´, on calcule alors Akiki pour i croissant jusqu’a` atteindre ce seuil.
La valeur de i donne alors la valeur de nk.
5.2.4 Bilan des diffe´rents algorithmes de reconstruction du flux
Le tableau 5.1 re´capitule les diffe´rents calculs intervenant dans chacun des algorithmes de recons-
truction du flux, avec des estimations du temps de calcul associe´. On choisit ici les fonctions fr comme
des fonctions de forme d’e´le´ments finis. Les temps approximatifs d’exe´cution de chaque e´tape sont
donne´s a` des fins de comparaison. Ils ont e´te´ obtenus avec un mode`le discre´tise´ par e´le´ments finis avec
10 000 degre´s de liberte´ environ (parame`tre δx) et sur une partition temporelle de 100 pas de temps
(parame`tre δt). Nous utilisons un ordinateur de bureau Pentium IV a` 2, 8GHz1.
Les avantages de l’approche duale apparaissent clairement. En comparant les deux versions d’al-
gorithmes ite´ratifs, on constate que, outre le nombre beaucoup plus re´duit d’ite´rations ne´cessaires a
priori pour obtenir le re´sultat, l’algorithme du gradient conjugue´ applique´ a` la fonctionnelle duale
fait intervenir beaucoup moins de calculs dans chaque ite´ration que l’algorithme en version primale.
L’e´quation directe est en effet re´solue une seule fois par ite´ration, contre deux pour la version primale.
L’adjoint est calcule´ par transposition : sa de´termination (deux calculs par ite´ration pour la version
duale et un pour la version primale) ne´cessite l’inversion de q1 syste`mes de taille q2, ce qui est peu
couˆteux avec des me´thodes usuelles. Le prix a` payer est le pre´calcul de q1 proble`mes paraboliques,
dont le re´sultat est stocke´ en me´moire.
Compare´ aux algorithmes ite´ratifs, l’algorithme direct fonde´ sur la formulation variationnelle ne
ne´cessite en ligne que l’inversion de la matrice grammienne, de taille
∑nk
i=1. Le couˆt des e´tapes de
1Nous estimons que l’implantation des algorithmes n’est pas optimise´e au moment du de´poˆt de ce travail, et que ces
temps de calcul peuvent encore eˆtre re´duits.
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(a) . . . supe´rieurs a` 10−5
(b) . . . supe´rieurs a` 10−4
(c) . . . supe´rieurs a` 10−3
Fig. 5.3 – Re´partition des termes de la matrice A. . .
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Fig. 5.4 – Diagonale de la matrice A
pre´calcul est par contre plus e´leve´, mais ces calculs sont effectue´s une fois pour toutes. Cette approche
paraˆıt donc beaucoup plus inte´ressante dans le cas ge´ne´ral.
Le gradient conjugue´ en version duale peut ne´anmoins eˆtre un concurrent potentiel si une e´bauche
fiable du re´sultat est disponible : dans ce cas, le nombre d’ite´rations ne´cessaires est drastiquement
re´duit. C’est le cas par exemple lorsque les feneˆtres d’observation se superposent l’une a` l’autre,
dans une application de controˆle en continu du champ thermique (cf. partie 4.5.2). Une strate´gie de
re´utilisation des espaces de Krylov, ge´ne´re´s par les directions de descente successives, pourrait aussi
eˆtre explore´e pour ce cas de figure.
5.2.5 Re´sultats avec donne´es de synthe`se
Les re´sultats ci-dessous sont issus de simulations nume´riques avec l’algorithme dual de recons-
truction direct. Ils sont obtenus avec un mode`le repre´sentant un bloc de be´ton dont la ge´ome´trie est
donne´e en annexe. Nous donnerons plus de de´tails sur le bloc mode´lise´ dans le chapitre 7 concernant
les validations expe´rimentales.
Le principe des simulations nume´riques est le meˆme que celui adopte´ dans le chapitre 3 : un calcul
direct dans lequel sont impose´es des sources surfaciques connues (les donne´es cibles) est effectue´. Il
fournit des donne´es {θdk(t)}mk=1 pre´leve´es sur les m points xk ou` sont suppose´s place´s des capteurs.
Ces donne´es sont ensuite utilise´es pour reconstruire, a` l’aide de l’algorithme dual direct, les donne´es
cibles. Pour e´tudier la stabilite´ des diffe´rents algorithmes en pre´sence de bruit, du bruit blanc peut eˆtre
ajoute´ nume´riquement sur les donne´es. Nous supposons pour toutes les simulations de cette partie que
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Calculs Nature Temps estime´
(s)
GC pour la fonctionnelle primale
Pre´calculs
Obtention de {hδxr1 }q1r1=1 par (5.13) Proble`me aux valeurs propres 100
Calcul des vδx,δtr1,r2 par (5.14) (r2 = 2) q1 proble`mes paraboliqes q1 × 30
Calculs en ligne
Pour N ite´rations :
Re´solution de l’e´quation directe (5.36) 1 proble`me parabolique 30
Re´solution de (5.37) q1 syste`mes de taille q2 q1 × 10
Calcul des q1 × q2 coefficients βn par (5.42) q1 × q2 × (q1.q22) multiplications 100
Calcul de qn par (5.43)-(5.44) 1 proble`me parabolique 30
Calcul du pas par (5.46)-(5.47) puis (5.45) 2× (q1.q22) multiplications 100
(530+ q1 × 10)×N
Post-traitement
Calcul du champ solution 1 proble`me parabolique 30
GC pour la fonctionnelle duale
Pre´calculs
Obtention de {hδxr1 }q1r1=1 par (5.13) Proble`me aux valeurs propres 100
Calcul des vδx,δtr1,r2 par (5.14) (r2 = 2) q1 proble`mes paraboliqes q1 × 30
Calculs en ligne
Pour N ite´rations :
Re´solution de (5.51) q1 syste`mes de taille q2 q1 × 10
Re´solution de l’e´quation directe (5.52) 1 proble`me parabolique 30
Calcul du coefficient βn par (5.55) 2 inte´grations en temps ..
Calcul de qq1,q2,δx,δtn par (5.56)-(5.57) q1 syste`mes de taille q2 q1 × 10
Calcul du pas optimal rn par (5.59) puis (5.58) q1.q22 multiplications 50
(80 + q1 × 2)×N
Post-traitement
Calcul du champ adjoint q1 syste`mes de taille q2
Calcul du champ solution 1 proble`me parabolique
Algorithme direct dual
Pre´calculs
Obtention de {hδxr1 }q1r1=1 par (5.13) Proble`me de valeurs propres 100
Calcul des vδx,δtr1,r2 par (5.14) (r2 = 2) q1 proble`mes paraboliqes q1 × 30
Re´solution de (5.66) pour k = 1..m i = 1..nk Nm × q1 syste`mes de taille q2 q1 × 10




m × (q1.q22) multiplications 1000
Calculs en ligne
Calcul du second membre dans (5.68) ..
Inversion de (5.68) 1 syste`me de taille Nm ×m 2
Post-traitement
Calcul du champ adjoint q1 syste`mes de taille q2 q1 × 10
Calcul du champ solution 1 proble`me parabolique 30
Tab. 5.1 – Re´capitulatif des diffe´rents algorithmes de reconstruction du flux.
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la tempe´rature initiale est nulle et qu’il n’existe aucune source interne de chaleur. Aussi, on distingue
deux parties de ∂Ω : une partie Γ sur laquelle on suppose que le flux est inconnu, et sur laquelle porte
la reconstruction, et une partie ∂Ω \ Γ ou` les flux sont suppose´s connus et nuls (conditions de surface
homoge`nes). Cela ne modifie pas la me´thode de reconstruction ni la conception de l’algorithme.
40 capteurs sont mode´lise´s dans ce bloc, mais ils ne servent pas toujours tous a` la reconstruction.
En fonction des cas, nous pre´cisons le lot de m capteurs qui sont re´ellement utilise´s pour l’inversion.
Les 40−m autres peuvent alors servir pour le calcul d’une erreur de reconstruction. Cette configuration
paraˆıt arbitraire en simulation, vu qu’on a acce`s aux champs cible et reconstruit, et qu’on peut calculer
une erreur de reconstruction dans l’ensemble du domaine. Mais elle correspond en re´alite´ au protocole
qui a e´te´ retenu pour la validation expe´rimentale qui fera l’objet du chapitre 7. La qualite´ des re´sultats
est par ailleurs e´value´e par les diffe´rents indicateurs re´sume´s dans le tableau 5.2 (θsim de´signe le champ
de tempe´rature issu de la simulation, et θrec le champ reconstruit).
Dans la simulation conside´re´e ici, un flux est impose´ sur une partie de la face z = 0, 45 du solide.
Le flux est re´parti sur la face z = 0, 45 du solide et e´volue en temps comme l’indique la figure 5.5.
L’e´volution du flux a e´te´ choisie pour pre´senter des points anguleux qui sont en the´orie plus difficiles a`
reconstruire. La valeur finale n’e´tant pas nulle, ce choix permettra aussi de visualiser les performances
de la me´thode a` l’instant final. La tempe´rature initiale est nulle.
Deux lots de capteurs diffe´rents sont utilise´s pour la reconstruction. Il s’agit des 14 capteurs A1,
A4, A6, B1, B4, B6, C2, C7, D1, D4, D6, E1, E4 et E6 pour le premier lot, et des 8 capteurs A1, A6,
B4, C2, C7, D4, E1 et E6 pour le deuxie`me lot (cf. figure 5.6). Leurs emplacements sont sche´matise´s
sur la figure 5.6.
Les fonctions de base φki deMh sont ici les fonctions propres de Fourier avec conditions initiale et
finale de Neumann. Les fonctions gr1,r2(x, t) sont construites a` partir d’une base de modes de branche
dont l’allure peut eˆtre visualise´e sur la figure 5.7. La base en temps est une base e´le´ments finis.












































































































Tab. 5.2 – De´finition des erreurs pour la comparaison des re´sultats.
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(a) Distribution spatiale
(b) Evolution en temps
Fig. 5.5 – Flux impose´
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(a) Lot 1
(b) Lot 2
Fig. 5.6 – Les deux lots de capteurs utilise´s pour la reconstruction (aste´risques entoure´s)
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Fig. 5.7 – Trace des 4 premiers modes de branche hl sur Γ
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Sur la figure 5.8 les champs de synthe`se et reconstruit sont compare´s au niveau des capteurs.
L’ade´quation au niveau des 14 capteurs utilise´s pour la reconstruction (figure 5.8(a)) prouve la bonne
convergence de l’algorithme, c’est-a`-dire la minimisation du crite`re quadratique (primal). La figure 5.9
donne les erreurs associe´es Em et E40−m tandis que la figure 5.10 donne l’erreur EΩ dans le domaine.
La figure 5.11 permet de comparer les flux de synthe`se et reconstruits au niveau d’un point arbi-
traire de la surface et montre la reconstruction correcte de chaque composante du flux (dans la base











de 11, 76% avec le premier lot de capteurs, et de 13, 39% avec le deuxie`me lot.
La figure 5.12 permet enfin une comparaison de l’allure tridimensionnelle des champs de synthe`se
θsim et reconstruit θrec. Le champ moyen au temps final C(T ) e´tant de 5, 21˚ C, l’erreur de reconstruction
moyenne correspondante D(T ) est de 0, 14˚ C avec le premier et le deuxie`me lots de capteurs, ce qui
correspond a` une erreur relative de 2, 7%. Ces valeurs sont re´sume´es dans le tableau 5.3.
Il n’y a rien de surprenant a` trouver une erreur relative sur le champ reconstruction infe´rieure a`
l’erreur relative sur le flux : nous avons vu que les hautes fre´quences du flux sont les plus difficiles a`
reconstruire, et c’est sur ces hautes fre´quences que se concentre l’erreur. Une partie de cette erreur est
amortie a` cause des proprie´te´s lissantes de la conduction.
Cas e´tudie´ CΩ×[0,T ] DΩ×[0,T ] EΩ×[0,T ] CΩ(T ) DΩ(T ) EΩ(T )
Champ cible 7, 36 C˚ 5, 21˚ C
Lot 1 7, 36 C˚ 0, 19 C˚ 2, 5% 5, 25 C˚ 0, 14 C˚ 2, 7%
Lot 2 7, 37 C˚ 0, 21 C˚ 2, 8% 5, 24 C˚ 0, 14 C˚ 2, 7%
Tab. 5.3 – Erreurs de reconstruction du champ de tempe´rature
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(a) Au niveau des capteurs de reconstruction
(b) Au niveau des capteurs de ve´rification
Fig. 5.8 – Algorithme RFTD, lot de capteurs 1 (q1 = 20, nk = 20∀k,  = 10−10) : e´volution des
champs reconstruit et de synthe`se
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(a) Au niveau des capteurs de reconstruction Em(t)
(b) Au niveau des capteurs de ve´rification E40−m(t)
Fig. 5.9 – Algorithme RFTD, lot de capteurs 1 (q1 = 20, nk = 20 ∀k,  = 10−10) : erreur de recons-
truction
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Fig. 5.10 – Algorithme RFTD, lot de capteurs 1 (q1 = 20, nk = 20∀k,  = 10−10) : erreur de
reconstruction dans le domaine EΩ(t)
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(a) Flux de synthe`se et reconstruit au point (1; 0; 0, 45)
(b) Reconstruction des 5 premie`res composantes modales du flux dans la base {hr1(x)}q1r1=1
Fig. 5.11 – Algorithme RFTD, lot de capteurs 1 (q1 = 20, nk = 20∀k,  = 10−10)
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(a) Champ de synthe`se (b) Champ reconstruit
(c) Diffe´rence multiplie´e par 10
Fig. 5.12 – Reconstruit avec le lot de capteurs 2
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Pour conclure, nous donnons les figures 5.13 qui donnent une ide´e de la convergence de la me´thode
par rapport au parame`tre q1. On constate sur la figure de gauche une de´croissance non monotone
de l’erreur. Mais la figure de gauche montre bien que la qualite´ de la reconstruction est meilleure
globalement dans le temps lorsque q1 augmente.
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(a) Erreur inte´gre´e dans Ω× [0, T ]
(b) Erreur integre´e dans le domaine EΩ
Fig. 5.13 – Algorithme RFTD, 14 capteurs (nk = 15∀k,  = 10−10) : erreur relative de reconstruction
dans le domaine en fonction de q1
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5.3 Reconstruction d’une source interne
Nous revenons dans cette partie a` la me´thode pre´sente´e en 4.1 pour la reconstruction d’une source
interne volumique, et on s’inte´resse a` son implantation pratique.
Rappels :
Plusieurs formulations diffe´rentes de la me´thode ont e´te´ vues. On les rappelle brie`vement
ci-dessous.











































si V = H1 (0, T ;L2(Ω)). Des me´thodes ite´ratives peuvent eˆtre employe´es pour aborder
cette minimisation.
– La formulation duale conduit a` la minimisation de la fonctionnelle duale pour laquelle
des algorithmes ite´ratifs peuvent aussi eˆtre envisage´s.
– La minimisation de la fonctionnelle duale e´quivaut a` la re´solution du proble`me varia-
tionnel consistant a` trouver X ∈ L2(0, T )m tel que∫
Ω×[0,T ]


















θdk(t)φk(t) dt ∀φ ∈ L2(0, T )m
Un algorithme de re´solution direct peut eˆtre envisage´ dans ce cas.
Nous ne montrerons pas ici comment s’implantent les me´thodes ite´ratives pour la mini-
misation des fonctionnelles primale ou duale : cela se fait de manie`re tre`s similaire a` celle
pre´sente´e dans le cas de la reconstruction d’un flux. Nous de´taillons par contre l’implan-
tation et les re´sultats d’un algorithme direct fonde´ sur la formulation duale.
Nous avons vu dans la partie 4.2.3 page 80 une me´thode de calcul d’une approximation P q
de l’image P par I−1 de l’e´tat adjoint p. Le calcul fait intervenir les q calculs paraboliques
(4.45) puis les q re´solutions de (4.21) si V = H1 (0, T ;L2(Ω)).
5.3.1 Implantation nume´rique de l’e´tat adjoint
Soit le proble`me aux valeurs propres du Laplacien approche´ :{
−div grad yδx = λδxyδx
grad yδx.~n+ αyδx = 0
(5.71)
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Les solutions {λδxr , yδxr }I(V
δx)






αyδxw dγ = λδx
∫
Ω
yδxw dx ∀w ∈ V δx ⊂ H1(Ω) (5.72)
Nous obtenons une approximation pq,δx,δt ∈ (V ′)δx (le projete´ de V ′ sur V δx) de p comme combinaison














δt(t)yδxr (x0) ∀yδxr ∈ span{yδxr }qr=1
pδx,δtr (T ) = 0
(5.74)
Enfin,
– si V = L2 (0, T ;L2(Ω)), P q,δx,δt est directement obtenu par P q,δx,δt = pq,δx,δt (I−1 est l’identite´)







et les coefficients P δx,δtr (t) par re´solution des q proble`mes∫ T
0










pδx,δtr w dt, ∀w ∈ Fδt ⊂ H1([0, T ]). (5.76)
5.3.2 Algorithme direct applique´ au proble`me dual
L’algorithme de reconstruction d’une source volumique pre´sente´ ici est fonde´ sur la formulation
duale variationnelle qui conduit a` l’inversion directe la matrice grammienne. On lui donne l’acronyme
RSTP.
Nous voulons re´soudre nume´riquement le proble`me dual consistant a` trouver X = {xk}mk=1 ∈M′ =
L2(0, T )m tel que
a∗(X,ψ) = L (ψ) ∀ψ ∈M′ = L2(0, T )m (5.77)
a∗(·, ·) et L(·) de´finis par (4.30)-(4.31) et (4.29) respectivement, ce qui s’e´crit de manie`re explicite∫
Ω×[0,T ]










θdk(t)ψk(t) dt ∀ψ ∈ L2(0, T )m
si V = L2 (0, T ;L2(Ω)) ou∫
Ω×[0,T ]


















θdk(t)ψk(t) dt ∀ψ ∈ L2(0, T )m
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si V = H1 (0, T ;L2(Ω)).
5.3.2.1 Construction de la matrice grammienne
Le proble`me dual sous forme variationnelle peut eˆtre re´solu par une approche de Galerkin. Le dual




a e´te´ introduite dans la partie 5.1.2. On cherche alors Xh ≡ {Xhk (t)}mk=1 ∈ M′h solution du proble`me
approche´





Si la solution est recherche´e sous la forme








on est conduit a` re´soudre le syste`me matriciel








































avec Akilj = a ∗ (φki, φlj) et bki = L(φki).
Connaissant l’approximation P q,δx,δt de l’image de l’e´tat adjoint dans Vδx,δth (le projete´ de Vh sur
V δx ×Fδt), nous pouvons construire de manie`re approche´e les coefficients de la matrice A.
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lj (t) dt ∀φδtlj ∈Mδth
(5.83)
5.3.2.2 Inversion
Une fois construite la matrice Aδx,δt, la re´solution du proble`me inverse consiste a` re´soudre le
syste`me
Aδx,δtXδt = bδt (5.84)
avec













(θd,δtk (t) sont les mesures discre`tes, c’est-a`-dire les mesures projete´es sur Fδt).
Ce calcul doit eˆtre fait en ligne, mais en pratique la taille du syste`me
∑m
k=1 nk reste faible ce
qui permet une re´solution rapide par une me´thode alge´brique classique. La solution duale {Xδtk }mk=1
permet de calculer la solution primale f (ou plutoˆt une approximation f q,δx,δt de celle-ci) graˆce a`
l’expression de l’e´tat adjoint :




qδx,δtr ({Xδtk }mk=1)yδxr (x)
(5.85)
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avec qδx,δtr = p
δx,δt










r (x0) ∀yδxr ∈ span{yδxr }qr=1
pδx,δtr (T ) = 0
(5.86)
si V = L2 (0, T ;L2(Ω)) ou qδx,δt,δτr = P δx,δt,δτr tels que∫ T
0










pδx,δtr w dt, ∀w ∈ Fδt ⊂ H1([0, T ]). (5.87)
si V = H1 (0, T ;L2(Ω)).
5.3.2.3 Re´capitulatif de l’algorithme
Pour re´capituler, voici e´nume´re´es les e´tapes successives qui constituent l’algorithme RSTP. Nous
pouvons faire la distinction entre celles qui peuvent eˆtre faites hors ligne, lors de l’e´tape de pre´calcul,
et celles qui rele`vent du calcul en ligne.
Parame`tres
– Maillages : K, T , δx, δt
– Constantes lie´es a` la me´thode de calcul : q, nk, k = 1..m
– Constantes lie´es a` la physique : m, 
Pre´calculs hors ligne
1. Re´solution de (5.72) pour obtenir {yδxr }qr
2. Re´solution des q proble`mes (5.74) pour φ = φki, i = 1..nk, k = 1..m pour
obtenir pq,δx,δt par (5.73)
3. Si V = H1 (0, T ;L2(Ω)) : re´solution des q proble`mes (5.76) pour chaque φki




) ou par (5.83)
(si V = H1 (0, T ;L2(Ω)))
Calculs en ligne






2. Inversion du syste`me Aδx,δtXδt = bδt
Post-traitement
1. Calcul de la solution primale : re´solution d’un proble`me parabolique de q degre´s
de liberte´ (5.86) et sommation selon (5.85)
Les diffe´rentes e´tapes de l’algorithme sont peu couˆteuses en temps de calcul. Sur un ordinateur
de bureau ordinaire de type Pentium IV a` 2, 8GHz, le calcul des fonctions {yδxr }qr=1 (premie`re e´tape
de pre´calcul) dure quelques dizaines de secondes pour un mode`le d’environ 10 000 degre´s de liberte´.
La deuxie`me e´tape de pre´calcul fait intervenir Nm re´solutions de proble`mes hyperboliques a` q degre´s
de liberte´. Avec cent pas de temps, le temps d’exe´cution de cette e´tape est infe´rieur a` Nm secondes.
L’assemblage de A est l’e´tape la plus longue en temps de calcul, avec des temps d’exe´cution de l’ordre
de 100 secondes. Enfin, les calculs en ligne ne durent que 2 a` 3 secondes.
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5.3.3 Re´sultats avec donne´es de synthe`se
Les re´sultats ci-dessous sont issus de simulations de l’algorithme RSTP.
La source montre´e sur la figure 5.14 est applique´e sur le bloc. Les mesures au niveau des capteurs
de´termine´es par calcul direct sont utilise´es pour sa reconstruction.
Pour le calcul de p nous utilisons la famille {vi} de modes propres du Laplacien avec conditions
aux limites mixtes. Les 4 premiers sont repre´sente´s sur la figure 5.15.
Le lot de 20 capteurs repre´sente´s sur la figure 5.16 est utilise´ pour la reconstruction. Les figures
5.17 a` 5.19 montrent les erreurs de reconstruction Em(t), E40−m(t) et EΩ(t) de´finies dans le tableau
5.2 page 122, pour le cadre de reconstruction L2 et le cadre H1. Selon la tableau 5.4, l’erreur relative
globale EΩ×[O,T ] est de 4, 2% tant pour la reconstruction dans L2 que pour la reconstruction dans
H1. La diffe´rence n’est en re´alite´ pas visible avec les trois chiffres significatifs garde´s. Bien que les
erreurs relatives dans le domaine pour les deux versions de l’algorithme soient comparables, le gain de
pre´cision avec la version H1 est en revanche visible a` l’instant final : EΩ(T ) vaut 5, 9% pour la version
L2 contre 3, 4% pour la version H1. La figure 5.21 montre les champs de synthe`se et reconstruit a`
l’instant final.
Cas e´tudie´ CΩ×[0,T ] DΩ×[0,T ] EΩ×[0,T ] CΩ(T ) DΩ(T ) EΩ(T )










3, 69 C˚ 0, 16 C˚ 4, 2% 3, 04 C˚ 0, 10 C˚ 3, 4%
Tab. 5.4 – Erreurs de reconstruction du champ de tempe´rature
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(a) Distribution spatiale
(b) Evolution en temps
Fig. 5.14 – Source interne volumique impose´e
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Fig. 5.15 – Les 4 premiers modes vi, i = 1..4 utilise´s pour le calcul de p
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Fig. 5.16 – Les capteurs utilise´s pour la reconstruction (aste´risques entoure´s)









Fig. 5.17 – Algorithme RSTP, 14 capteurs (q1 = 25, nk = 25∀k,  = 10−10) : erreur de reconstruction
Em(t) au niveau des m capteurs de reconstruction









Fig. 5.18 – Algorithme RSTP, 14 capteurs (q1 = 25, nk = 25∀k,  = 10−10) : erreur de reconstruction
E40−m(t) au niveau des 40−m capteurs de ve´rification









Fig. 5.19 – Algorithme RSTP, 14 capteurs (q1 = 25, nk = 25∀k,  = 10−10) : erreur de reconstruction
dans le domaine EΩ(t)









Fig. 5.20 – Algorithme RSTP, 14 capteurs (q1 = 25, nk = 25∀k,  = 10−10) : reconstruction des
composantes modales
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(a) Champ de synthe`se (b) Champ reconstruit avec 20 capteurs
(c) Diffe´rence multiplie´e par 10




: champ en t = T
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5.4 Reconstruction de la condition initiale
Nous revenons dans cette partie au proble`me de reconstruction de la tempe´rature initiale pour
de´crire en de´tail l’implantation d’un algorithme direct fonde´ sur la formulation variationnelle du
proble`me dual. Nous l’appellerons RTIT.
Comme nous l’avons vu dans la partie 4.3, le proble`me dual consiste a` chercher X ∈ M′ =
L2(0, T )m tel que∫
Ω











∀ψ = {ψk}mk=1 ∈ L2(0, T )m
(5.88)
avec P (·) = I−1p(x, 0; ·) calcule´ par la me´thode de transposition de´crite en 4.3.3. On utilise la me´thode
de Galerkin pour e´crire le proble`me dans l’espace approche´ des observations avant de discre´tiser les
e´quations en temps et en espace.
5.4.1 Algorithme direct applique´ au proble`me dual
Rappels :




(cf. partie 5.1.2), permettent de re´soudre le proble`me dual de manie`re approche´e par la
me´thode de Galerkin. On cherche pour cela Xh ∈M′h tel que∫
Ω















∀ψh = {ψhk}mk=1 ∈ L2(0, T )m
(5.89)









le proble`me (5.89) s’e´crit facilement sous forme matricielle.
Graˆce a` la me´thode de transposition expose´e dans la partie 4.3.3, nous sommes en mesure
de calculer une approximation de P = I−1p, c’est-a`-dire l’image dans V = H1(Ω) par
l’isomorphisme I−1 de l’e´tat adjoint p ∈ V ′ = H−1(Ω). Elle est donne´e par une combinaison













φ(t)vr(x0, t) dt ∀r = 1...q (5.91)
vr ve´rifiant (4.113) avec yr au second membre.
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Pour l’implantation nume´rique, nous devons re´soudre les e´quations (5.91) de manie`re approche´e
dans les espaces discrets V δx ×Fδt.
Comme plus haut, nous notons Mδth ⊂ Mh l’espace d’approximation des observations discret,
c’est-a`-dire le sous-espace de Mh projete´ sur Fδt. Soit {λδxr , yδxr }I(V
δx)
r=1 la famille des solutions du










yδxr w dx ∀w ∈ V δx ⊂ H1(Ω) (5.92)
Les q premie`res fonctions yδxr sont utilise´es comme conditions initiales pour le proble`me (4.113)




∇ vδx,δtr · ~n+ αvδx,δtr = 0
vδx,δtr (0) = yδxr
(5.93)
dont les solutions s’e´crivent
vδx,δtr = e
−λδxr tyδxr (5.94)














φδt(t)vδx,δtr (x0, t) dt (5.96)
pour tout r = 1..q.
5.4.1.1 Construction de la matrice grammienne
Le proble`me dual approche´ conduit a` re´soudre le proble`me matriciel








P (φki)P (φlj) dx+
∫
Ω
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5.4.1.2 Inversion
En fin de compte, nous devons re´soudre en ligne le syste`me


















(θd,δtk (t) sont les mesures discre`tes, c’est-a`-dire les mesures projete´es sur Fδt).
Apre`s inversion du syste`me nous obtenons une approximation {Xδtk }mk=1 ∈Mδth de la variable duale
{Xk(t)}mk=1. A partir de cette solution duale on peut obtenir approximation θ0,δx,δt de la solution
primale θ0 graˆce a` l’expression de l’e´tat adjoint :




P δx,δtr ({Xδtk }mk=1)yδxr (x)
(5.102)
avec









r (x0, t) dt ∀r = 1...q (5.103)
5.4.1.3 Re´capitulatif de l’algorithme
Pour re´capituler, voici e´nume´re´es les e´tapes successives qui constituent l’algorithme. Nous pouvons
faire la distinction entre celles qui peuvent eˆtre faites hors ligne, lors de l’e´tape de pre´calcul, et celles
qui doivent eˆtre effectue´es en ligne.
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Parame`tres
– Maillages : K, T , δx, δt, δτ
– Constantes lie´es a` la me´thode de calcul : q, nk, k = 1..m
– Constantes lie´es a` la physique : m, 
Pre´calculs hors ligne
1. Re´solution de (5.92) pour obtenir {yδxr }qr=1
2. Obtention de vδx,δtr par (5.94)
3. Re´solution des q e´quations scalaires (5.96) pour φδt = φδtki, i = 1..nk, k = 1..m.
4. Calcul des coefficients Aδx,δtkilj par (5.100) (on utilise la syme´trie)
Calculs en ligne






2. Inversion du syste`me Aδx,δtXδt = bδt
3. Calcul de la solution primale : re´solution des q proble`mes (5.103)




r ({Xδtk }mk=1)yδxr (x)
5.4.2 Re´sultats avec donne´es de synthe`se
La reconstruction de la tempe´rature a e´te´ teste´e par simulations nume´riques sur le mode`le du
bloc de be´ton. On impose une tempe´rature initiale calcule´e comme la somme des cinq premiers modes
propres de la structure. Les donne´es issues de deux lots de capteurs diffe´rents sont utilise´es pour la
reconstruction inverse : la figure 5.22 montre les champs de synthe`se et reconstruit. L’erreur relative
de reconstruction de la tempe´rature initiale est de 2, 2% pour le premier lot de 20 capteurs. Avec le
deuxie`me lot constitue´ de 10 capteurs, elle est de 16% comme on peut le constater sur le tableau 5.5.
Cas e´tudie´ CΩ×[0,T ] DΩ×[0,T ] EΩ×[0,T ] CΩ(0) DΩ(0) EΩ(0)
Champ cible 0, 68 C˚ 2, 86˚ C
Lot 1a 0, 68 C˚ 0, 01 C˚ 1, 2% 2, 82 C˚ 0, 06 C˚ 2, 2%
Lot 2b 0, 66 C˚ 0, 06 C˚ 8, 9% 2, 65 C˚ 0, 47 C˚ 16, 6%
aCapteurs 2, 4, 5 et 7 des plans A, C et E, et capteurs 1, 3, 6 et 8 des plans B et D (20 capteurs)
bCapteurs 2 et 7 des plans A, C et E, et capteurs 4 et 5 des plans B et D (10 capteurs)
Tab. 5.5 – Erreurs de reconstruction du champ de tempe´rature
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(a) Temp. initiale de synthe`se (b) Temp. initiale reconstruite
(c) Diffe´rence multiplie´e par 10
Fig. 5.22 – Champ de synthe`se et champ reconstruit a` t = 0
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5.5 Conclusions
Nous avons vu dans ce chapitre une se´rie d’algorithmes fonde´s sur les me´thodes e´tablies dans le
chapitre 4, pour la reconstruction du flux Φ, d’une source f ou de la tempe´rature initiale θ0. On a
montre´ que la formulation duale variationnelle conduit a` l’inversion en ligne d’une matrice de faible
dimension. Les algorithmes directs qui en de´coulent sont en ge´ne´ral plus avantageux en termes de couˆt
de calcul que des algorithmes ite´ratifs.
Tous les algorithmes de´veloppe´s peuvent eˆtre implante´s avec des outils simples. Ils sont construits
comme une succession de proble`mes facilement implantables par la me´thode des e´le´ments finis et ne
font appel qu’a` des routines de calcul usuelles. Le de´veloppement de ces algorithmes se fait comme
une surcouche logicielle et sans intervention dans les codes d’e´le´ments finis utilise´s.
Les algorithmes re´pondent aux besoins de la surveillance thermovibratoire des ouvrages tant pour
leur vitesse d’exe´cution que pour la pre´cision de reconstruction atteinte. Pour l’algorithme dual direct
de reconstruction du flux par exemple, le calcul en ligne ne dure que quelques secondes et le post-
traitement environ 3 minutes sur un ordinateur de bureau ordinaire. Le champ final est reconstruit
avec une erreur relative de seulement 2, 7% en utilisant 8 capteurs.
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Chapitre 6
Evaluation des performances des
me´thodes propose´es
Une fois les me´thodes de reconstruction et leur implantation pre´sente´es, nous nous penchons a`
pre´sent sur l’e´tude des performances des algorithmes de´veloppe´s. Ceux-ci sont fonde´s sur un mode`le
thermique de la structure e´tudie´e. Quelles sont les avantages et les inconve´nients de l’approche adopte´e
ici par rapport a` des me´thodes de type observateurs de Kalman ou meˆme par rapport a` une simple
interpolation ?
En pratique, toute mode´lisation est imparfaite, se heurtant a` la fois au manque d’informations
pre´cises sur la structure et aux diverses simplifications ne´cessaires a` l’e´laboration du mode`le. Se pose
alors naturellement la question de la qualite´ de la reconstruction en pre´sence d’erreurs de mode´lisation.
D’un autre coˆte´, l’observation du syste`me peut elle aussi eˆtre biaise´e : les mesures disponibles sont
syste´matiquement la somme des valeurs du champ re´el (les mesures parfaites) et d’erreurs d’origines
et de natures varie´es. Comment re´agissent les re´sultats de la reconstruction en pre´sence de ces erreurs
de mesure ?
Dans ce chapitre, nous donnons des e´le´ments de re´ponse a` ces deux questions.



























































































Tab. 6.1 – De´finition des erreurs pour la comparaison des re´sultats.
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6.1 Sensibilite´ au bruit de mesure
Les simulations pre´sente´es dans les chapitres pre´ce´dents se plac¸aient dans le cas ide´al ou` les donne´es
utilise´es pour la reconstruction, sense´es repre´senter les mesures fournies par un syste`me re´el, e´taient
directement issues d’un calcul direct. Elles e´taient donc exactes et non bruite´es.
En pratique, ce cas ide´al n’existe pas. Les techniques d’expe´rimentation les plus sophistique´es ne
fourniront que des mesures entache´es d’erreurs qui peuvent eˆtre dues
– a` la pre´cision des capteurs
– a` la pre´cision du syste`me d’acquisition
– a` la connectique et aux effets ne´fastes des conditions ambiantes
– a` la physique de la mesure (expe´riences intrusives)
pour ne citer que certaines des origines d’erreur possibles.
Dans le cadre des proble`mes inverses, ces erreurs peuvent conduire a` des re´sultats tre`s divergents
a` cause du caracte`re mal pose´ de ce type de proble`mes. La re´gularisation sert a` reme´dier a` ces diffi-
culte´s. Dans ce qui suit, nous revenons brie`vement sur le choix des parame`tres de re´gularisation. Nous
pre´sentons ensuite des simulations nume´riques avec des donne´es bruite´es pour ve´rifier les performances
de nos algorithmes de reconstruction en pre´sence d’erreurs de mesure.
6.1.1 Parame`tre de re´gularisation
Nous avons de´ja` e´voque´ plus haut l’importance du choix approprie´ de la valeur du parame`tre
de re´gularisation . Une valeur trop importante donne des reconstructions trop re´gulie`res et e´loigne
le re´sultat de la solution ide´ale. D’un autre coˆte´, une valeur trop petite re´duit l’efficacite´ de la
re´gularisation et peut conduire a` des re´sultats oscillants ou divergents.
La figure 6.1 reprend le cas test de la partie 5.2.5. L’algorithme de reconstruction est utilise´ avec
diffe´rentes valeurs du parame`tre de re´gularisation . Les courbes donnent l’erreur relative globale
EΩ×[0,T ] et l’erreur relative dans le domaine EΩ. L’erreur augmente lorsque  de´passe un certain seuil,
atteint un minimum, puis augmente de nouveau tre`s le´ge`rement en-dessous de ce seuil, ce qui refle`te
bien qu’il existe une valeur optimale du parame`tre de re´gularisation qui minimise l’erreur de recons-
truction. Le minimum n’est pas tre`s prononce´ ici. L’erreur atteint une valeur palier lorsque  est
infe´rieur a` 10−6. Du fait qu’ici les mesures ne contiennent pas d’erreur, cette valeur correspond a` la
limite de pre´cision due aux approximations nume´riques (notamment, le choix des parame`tres q1 et q2
dans l’algorithme). Nous verrons un peu plus loin des re´sultats e´quivalents, obtenus cette fois avec des
mesures bruite´es, ou` le minimum est nettement plus prononce´.
Plusieurs me´thodes peuvent eˆtre rencontre´es dans la litte´rature concernant le choix de ce pa-
rame`tre. Ces me´thodes visent a` re´duire l’e´cart entre la solution ide´ale xvraie et le re´sultat x de la
me´thode de re´gularisation :
e = x − xvraie
(x repre´sente dans notre cas les sources volumiques, surfaciques et/ou les donne´es initiales). Bien suˆr,
cette erreur ne peut pas eˆtre calcule´e, vu que par de´finition la solution ide´ale xvraie n’est pas connue.
Si τ repre´sente le mode`le reliant les donne´es x aux donne´es y (l’observation du syste`me), un autre
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(a) Erreur globale EΩ×[0,T ]
(b) Erreur dans le domaine EΩ(t)
Fig. 6.1 – Erreurs relatives avec des donne´es bruite´es ou non pour diffe´rentes valeurs de  (recons-
truction avec le lot de capteurs 2)
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indicateur de l’erreur de reconstruction est l’erreur de pre´diction
p = τe = τx − τxvraie.
Cette erreur de pre´diction ne peut pas non plus eˆtre calcule´e, mais elle peut eˆtre en revanche estime´e.
La plupart des me´thodes de se´lection du parame`tre  sont fonde´es sur cette estimation (Vogel, 2002).
Parmi ces me´thodes, nous pouvons citer :
– la me´thode Unbiased Predictive Error Estimator (UPRE). Cette me´thode fait intervenir une
estimation de la norme de l’erreur de pre´diction, appele´e risque de pre´diction. A partir d’une
relation line´aire entre les donne´es y et la solution re´gularise´e x
x = Ky
ou` K est l’ope´rateur re´gularise´ (de Tikhonov dans notre cas), on de´finit une fonction U() qui
est un estimateur sans biais du risque de pre´diction. La minimisation de U() par rapport a` 
de´termine la valeur optimale du parame`tre de re´gularisation. La me´thode ne´cessite la connais-
sance a priori de la variance du bruit de mesure dans les donne´es, suppose´ blanc.
– la me´thode Generalized Cross Validation (GCV). Il s’agit d’une variante de la me´thode UPRE,
mais qui ne requiert pas la connaissance a priori de la variance du bruit de mesure.
– le principe de discre´pance (Discrepancy principle). Le principe de discre´pance a e´te´ de´ja` pre´sente´
plus haut, lors de la mise en œuvre d’algorithmes ite´ratifs pour lesquels il est particulie`rement
adapte´ (cf. partie 3.2.2). Il consiste a` choisir le parame`tre de re´gularisation tel que le re´sidu
r = τx − y
soit du meˆme ordre de grandeur que l’e´cart-type du bruit de mesure. Dans le cas de l’algorithme
du gradient conjugue´ par exemple, le parame`tre de re´gularisation n’est autre que l’indice de
l’ite´ration d’arreˆt du processus.
– la me´thode L-curve. Il s’agit d’une me´thode graphique consistant a` tracer sur un graphe le loga-
rithme de la norme quadratique de la solution re´gularise´e par rapport a` la norme quadratique du
re´sidu, pour des valeurs diffe´rentes du parame`tre de re´gularisation. La courbe obtenue pre´sente
en ge´ne´ral une forme caracte´ristique en L, et la valeur optimale du parame`tre se retrouve a`
l’angle de la forme en L.
L’inconve´nient de ces me´thodes est qu’elles utilisent le re´sultat du proble`me inverse. Leur implantation
se fait donc en ge´ne´ral de manie`re ite´rative. Lorsque l’algorithme inverse est lui meˆme ite´ratif, le calcul
de l’estimateur peut se faire a` chaque ite´ration. Mais dans le cas d’un algorithme direct, il est ne´cessaire
de re´soudre le proble`me avec plusieurs valeurs diffe´rentes du parame`tre de re´gularisation et de choisir
celle qui minimise l’erreur d’estimation. Pour plus de de´tails sur ces me´thodes et sur leur implantation
nous renvoyons a` Engl et al. (1994); Vogel (2002).
Par ailleurs, rappelons aussi que certains algorithmes, comme l’algorithme du gradient conjugue´
(Nemirovskii, 1986; Carthel et al. , 1994) ou l’algorithme Minimal Error (King, 1989; Hanke, 1995b)
ont des proprie´te´s re´gularisantes intrinse`ques. Cela signifie que le processus pre´sente une proprie´te´
d’e´limination des hautes fre´quences nuisibles a` la qualite´ de la reconstruction par propagation des
erreurs. Lorsqu’il s’agit d’algorithmes ite´ratifs, le parame`tre de re´gularisation est alors l’indice de
l’ite´ration d’arreˆt.
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6.1.2 Simulations avec donne´es bruite´es
Les re´sultats pre´sente´s ici sont issus de simulations nume´riques sur mode`le du bloc de be´ton. Elles
reprennent le cas traite´ dans la partie 5.2.5 : le flux dont la re´partition spatiale et temporelle sont
donne´s par la figure 5.5 page 123 est impose´ sur la face Γ du solide. Un calcul direct fournit les valeurs
du champ de tempe´rature aux emplacements des 8 capteurs du lot 2 (cf. figure 5.6 page 124). Ces
donne´es sont utilise´es pour une simulation de l’algorithme de reconstruction. On compare le cas ou`
ces donne´es sont utilise´es telles quelles avec le cas ou` un bruit blanc gaussien d’e´cart-type σ = 3/2






















La figure 6.2 montre les erreurs relatives EΩ×[0,T ] et EΩ(t) (cf. tableau 6.1) commises avec des
donne´es bruite´es selon la valeur de  choisie. Une valeur proche de  = 10−4 semble eˆtre un bon choix
pour ce niveau de bruit : parmi les valeurs teste´es, elle donne l’erreur minimum. Dans la pratique,
l’utilisateur d’un algorithme de reconstruction ne dispose pas de la possibilite´ de calculer l’erreur dans
le domaine. Son choix du parame`tre de re´gularisation serait plutoˆt guide´ par la courbe de la figure
6.3, qui correspond l’erreur relative Em entre les donne´es et les valeurs du champ reconstruit au niveau
des capteurs.
On y voit que le minimum correspond a` la meˆme valeur de . La courbe donne´e dans 6.2 correspond,
a` certains coefficients pre`s, a` celles donne´es par la me´thode UPRE ou CGV e´voque´es plus haut. Choisir
le parame`tre  qui donne le minimum de l’erreur Em revient a` utiliser le principe de discre´pance.
Les figures 6.4 et 6.5 montrent les re´sultats de la reconstruction avec donne´es bruite´es, pour
 = 10−4. Si les donne´es sont bruite´es avec un rapport Ebruit de 10%, l’algorithme est capable de
reconstruire un champ moyen de 7, 36 C˚ (champ de synthe`se) avec une erreur moyenne de 0, 38 C˚, ce
qui correspond a` une erreur relative de 5, 2% (contre 2, 5% avec des donne´es non bruite´es). A l’instant
final, le champ moyen de 5, 21˚ C est reconstruit avec une erreur moyenne de 0, 48˚ C (erreur relative
de 9, 2% contre 2, 7% avec des donne´es non bruite´es) (cf. tableau 6.2).
Cas e´tudie´ CΩ×[0,T ] DΩ×[0,T ] EΩ×[0,T ] CΩ(T ) DΩ(T ) EΩ(T )
Champ cible 7, 36 C˚ 5, 21˚ C
Sans bruita 7, 37 C˚ 0, 21 C˚ 2, 8% 5, 24 C˚ 0, 14 C˚ 2, 7%
Avec bruit (Ebruit = 10%)b 7, 24 C˚ 0, 38 C˚ 5, 2% 4, 96 C˚ 0, 48 C˚ 9, 2%
acf. figure 5.12, partie 5.2.5
bcf. figure 6.5
Tab. 6.2 – Reconstruction avec bruit de mesure.
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(a) Erreur relative globale EΩ×[0,T ]
(b) Erreur dans le domaine EΩ(t)
Fig. 6.2 – Erreurs relatives avec des donne´es bruite´es ou non pour diffe´rentes valeurs de  (recons-
truction avec le lot de capteurs 2)
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Fig. 6.3 – Erreur relative Em au niveau des capteurs avec des donne´es bruite´es en fonction de 
(reconstruction avec le lot de capteurs 2)
6.2 Sensibilite´ aux incertitudes du mode`le
On cherche a` e´valuer la sensibilite´ de la solution du proble`me de minimisation aux diffe´rents
parame`tres du mode`le, pour avoir une ide´e de l’impact des incertitudes sur les re´sultat. Plus par-
ticulie`rement, nous e´tudions la robustesse de la reconstruction par rapport aux caracte´ristiques du
mate´riau (les coefficients de diffusivite´ κ et d’e´change α) et par rapport aux positions xk des capteurs.
Pour cela, on cherche a` quantifier la variation de Φ, c’est-a`-dire le re´sultat de l’algorithme de
reconstruction, due a` une variation des parame`tres. Cela revient a` diffe´rencier le syste`me d’optimalite´
par rapport aux parame`tres. Brandes & Griesse (2007) montrent que ceci conduit a` un proble`me
auxiliaire d’optimisation quadratique avec des contraintes line´aires. Voir aussi Bu¨skens & Griesse
(2006); Griesse (2004).
Une ide´e de la robustesse de la reconstruction par rapport a` tel ou tel parame`tre peut aussi eˆtre
fournie par la ‘platitude’ de la fonctionnelle J : cela fait appel a` la notion de Hessien (de´rive´e seconde)
de la fonctionnelle. On montre formellement que
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(a) Capteurs de reconstruction (lot 2)
(b) Autres capteurs
Fig. 6.4 – Reconstruction avec donne´es bruite´es (Ebruit = 10%,  = 10−4) : e´volution des champs
reconstruit et de synthe`se au niveau des capteurs
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(a) Champ de synthe`se (b) Champ reconstruit
(c) Diffe´rence
Fig. 6.5 – Reconstruction avec donne´es bruite´es (Ebruit = 10%,  = 10−4) : re´sultats a` t = T
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p(θ(δΨ)) e´tant solution de l’e´tat adjoint avec θ(xk, t; δΨ) qu second membre.
On voit donc que l’ope´rateur adjoint, que nous avions aussi note´ I−1τ∗Λτ +  auparavant, cor-
respond au Hessien de la fonctionnelle primale J(Φ). Si on introduit un espace de dimension finie
Vh ⊂ V dote´ d’une base {gr}q1q2r=1 (comme dans le chapitre 5), on peut construire une approximation


















Le Hessien peut eˆtre interpre´te´ comme la Matrice d’Information de Fischer (FIM) : l’inverse de la
FIM correspond a` une approximation de la matrice de covariance des erreurs sur la variable estime´e
Φ. Ucin´ski (1999) propose alors de de´terminer des parame`tres (tels que le placement des capteurs) qui
optimisent la qualite´ de la reconstruction en minimisant un crite`re G(H) faisant intervenir la FIM.
Par exemple :
– Crite`re base´ sur le de´teminant : G(H) = − log detH








ou G(H) = −trace (H)
Le Hessien peut aussi eˆtre interpre´te´ comme la matrice grammienne de controˆlabilite´ du syste`me. De
la meˆme manie`re, on peut construire le Hessien de la fonctionnelle duale I : il s’agit en fait de la
matrice grammienne de controˆlabilite´ du syste`me dual, qui a e´te´ note´e A tout au long de cet expose´.
En exploitant le paralle`le qui existe entre observabilite´ et controˆlabilite´, la matrice A peut eˆtre vue
comme la matrice grammienne d’observabilite´ du syste`me primal.
Apre`s cette mise au point the´orique sur le calcul des sensibilite´s, nous nous contenterons ici d’une
e´valuation ‘empirique’ de celles-ci, sur la base de simulations nume´riques. Nous pre´senterons a` cet
effet des re´sultats de reconstruction obtenus avec l’algorithme direct en formulation duale lorsque les
parame`tres du mode`le sont de´cale´s par rapport a` leurs valeurs nominales. Nous e´tudierons a` tour de
roˆle l’impact des impre´cisions sur le coefficient de diffusivite´ κ, sur les coefficients d’e´change α en
surface et sur les positions xk des capteurs.
Pour toutes ces simulations, nous partons d’un calcul direct de synthe`se avec le chargement impose´
pour les simulations nume´riques pre´sente´es dans la partie 5.2.5 (figure 5.5) et pour des valeurs nomi-
nales des parame`tres. Ensuite, les donne´es fournies par le lot de 8 capteurs A1, A6, B4, C2, C7, D4,
E1 et E61 repre´sente´ sur la figure 6.6 sont utilise´es comme donne´es pour la reconstruction utilisant
des mode`les avec parame`tres modifie´s. Le re´sultat de la reconstruction avec valeurs nominales des
parame`tres est donne´ sur la figure 6.6. Les e´carts par rapport a` la solution cible sont e´value´s graˆce
aux diffe´rentes mesures rappele´es dans le tableau 6.1.
6.2.1 Sensibilite´ au coefficient de diffusivite´ κ
Les re´sultats pre´sente´s ici concernent la qualite´ de la reconstruction lorsque la valeur de κ est
modifie´e par rapport a` sa valeur nominale, note´e κ¯. Quatre cas sont e´tudie´s : des variations positives
1il s’agit du lot de capteurs note´ ‘lot 2’ dans 5.2.5
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Fig. 6.6 – Champ de synthe`se (surface pleine) et champ reconstruit (surface quadrille´e) en x = 0, 75,
valeurs nominales des parame`tres.
et ne´gatives de 10% (κ = 1, 1κ¯ et κ = 0, 9κ¯) et de 25% (κ = 1, 25κ¯ et κ = 0, 75κ¯).
La figure 6.7(a) permet de voir la distorsion de la valeur finale du champ reconstruit sur la partie
x = 0, 75 situe´e au milieu du bloc, lorsque k = 1, 25k¯. Le champ reconstruit tend a` eˆtre sous-estime´,
bien que la diffe´rence entre les deux champs reconstruits soit a` peine visible. Elle est plus importante
pre`s du bord qui rec¸oit un flux positif. A l’instant final, l’erreur sur le reconstruction passe de 2, 7%
avec le mode`le exact a` 3, 6% pour 10% d’e´cart de la valeur de κ (cf. tableau 6.3). Elle est de 6, 0%
d’erreur pour un e´cart de 25%.
Lorsque les valeurs de κ sont plus petites que la valeur nominale, le constat est a` peu pre`s le meˆme.
Le champ reconstruit a cette fois tendance a` eˆtre le´ge`rement sur-estime´ pre`s du bord ou` le flux est
non nul (cf. figure 6.7(a)). Mais l’erreur commise reste encore a` des niveaux relativement bas : 3, 7%
d’erreur relative (contre 2, 7% pour le mode`le exact) lorsque la valeur de κ est de 10% infe´rieure a` sa
vraie valeur, et 7, 9% lorsque la valeur de κ est infe´rieure de 25%.
6.2.2 Sensibilite´ au coefficient d’e´change α
Pour l’e´tude de l’impact sur la reconstruction de l’incertitude sur le coefficient d’e´change α, nous
avons distingue´ deux cas : un premier cas ou` l’incertitude porte sur le coefficient d’e´change de la partie
de la surface ou` le flux est inconnu (surface Γ) et sur laquelle porte la reconstruction, et un deuxie`me
cas ou` l’incertitude porte sur le coefficient d’e´change sur la partie comple´mentaire ∂Ω\Γ de la surface
exte´rieure, ou` le flux est connu (conditions aux limites homoge`nes).
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(a) κ = 1, 25κ¯
(b) κ = 0, 75κ¯
Fig. 6.7 – Reconstruction avec valeur inexacte de κ : coupe en x = 0, 75 (t = T ). Surface pleine :
champ cible, surface quadrille´e : champ reconstruit.
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Cas e´tudie´ CΩ×[0,T ] DΩ×[0,T ] EΩ×[0,T ] CΩ(T ) DΩ(T ) EΩ(T )
Champ cible 7, 36 C˚ 5, 21 C˚
κ = κ¯ 7, 37 C˚ 0, 21 C˚ 2, 8% 5, 24 C˚ 0, 14 C˚ 2, 7%
κ = 1, 25κ¯a 7, 11 C˚ 0, 61 C˚ 8, 3% 5, 22 C˚ 0, 31 C˚ 6, 0%
κ = 1, 10κ¯ 7, 25 C˚ 0, 32 C˚ 4, 3% 5, 23 C˚ 0, 19 C˚ 3, 6%
κ = 0, 90κ¯ 7, 51 C˚ 0, 39 C˚ 5, 3% 5, 27 C˚ 0, 19 C˚ 3, 7%
κ = 0, 75κ¯b 7, 83 C˚ 0, 93 C˚ 12, 7% 5, 35 C˚ 0, 41 C˚ 7, 9%
acf. figure 6.7(a)
bcf. figure 6.7(b)
Tab. 6.3 – Qualite´ de la reconstruction en fonction des variations de κ.
Vu qu’en pratique l’incertitude sur les valeurs de α peut eˆtre tre`s importante (souvent de l’ordre
de 100%) nous avons fait les simulations avec des valeurs 2 a` 4 fois plus grandes ou plus petites que
les valeurs nominales.
Le premier cas concerne la valeur du coefficient d’e´change (note´ αΓ) sur la partie de la surface ou` le
flux est inconnu (sur laquelle porte la reconstruction). On constate que le processus de reconstruction
est quasiment insensible a` l’erreur sur αΓ. Que la valeur de αΓ dans le mode`le soit 2 fois plus petite
ou plus grande que la valeur re´elle, les champs reconstruits avec ou sans erreur diffe`rent de manie`re
imperceptible comme le montrent les figures 6.8(a) et 6.8(b). Les erreurs relatives donne´es dans le
tableau 6.4 confirment ce re´sultat.
Si la qualite´ de la reconstruction est insensible aux erreurs sur la valeur du coefficient αΓ, elle l’est
en revanche beaucoup plus lorsque l’erreur est commise sur la valeur des coefficients d’e´change (note´s
α∂Ω\Γ) des surfaces de flux connu (les surfaces ou` les conditions aux limites sont homoge`nes). Les
figures 6.9(a) et 6.9(b) montrent les champs reconstruits (pour x = 0, 75) avec des valeurs 2 fois plus
grandes ou plus petites. Avec une valeur de α∂Ω\Γ deux fois plus grande que la valeur re´elle, l’erreur
sur le champ reconstruit a` l’instant final passe de 2, 7% a` 20, 5%, ou a` 16, 9% pour une valeur deux
fois plus petite. Ce constat me´rite ne´anmoins d’eˆtre nuance´ : l’erreur de reconstruction reste a` chaque
fois infe´rieure a` l’erreur sur la valeur de α∂Ω\Γ. Pour 300% d’erreur sur α∂Ω\Γ (α∂Ω\Γ = 0, 25α¯∂Ω\Γ),
l’erreur sur le champ reconstruit “n’est que” de 25, 0% (cf. tableau 6.4).
6.2.3 Sensibilite´ aux incertitudes sur la position des capteurs
Un troisie`me type d’erreur de mode´lisation possible est due a` l’incertitude sur les positions xk des
capteurs. Pour quantifier l’impact de ce type d’incertitude sur la qualite´ de la reconstruction, nous
avons re´alise´ des simulations avec des donne´es fournies par des capteurs positionne´s non pas sur les
points xk, mais sur des emplacements de´cale´s ale´atoirement par rapport a` ces positions nominales.
Les valeurs du de´calage dans les trois directions du syste`me de coordonne´es suivent une loi normale
centre´e en 0 et d’e´cart type σ. Dans le mode`le utilise´ pour la reconstruction par la suite, les positions
des capteurs sont donne´es par les valeurs nominales de xk.
La figure 6.10 montre l’effet de de´calages d’e´cart type σ = 0, 01 sur les mesures au niveau de 3
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(a) αΓ = 2α¯Γ
(b) αΓ = 0, 5α¯Γ
Fig. 6.8 – Reconstruction avec valeur inexacte de αΓ : coupe en x = 0, 75 (t = T ). Surface pleine :
champ cible, surface quadrille´e : champ reconstruit.
170 CHAPITRE 6. PERFORMANCES DES ME´THODES PROPOSE´ES
(a) α∂Ω\Γ = 2α¯∂Ω\Γ
(b) α∂Ω\Γ = 0, 5α¯∂Ω\Γ
Fig. 6.9 – Reconstruction avec valeur inexacte de α∂Ω\Γ : coupe en x = 0, 75 (t = T ). Surface pleine :
champ cible, surface quadrille´e : champ reconstruit.
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Cas e´tudie´ CΩ×[0,T ] DΩ×[0,T ] EΩ×[0,T ] CΩ(T ) DΩ(T ) EΩ(T )
Champ cible 7, 36 C˚ 5, 21 C˚
Valeurs nominales 7, 37 C˚ 0, 21 C˚ 2, 8% 5, 24 C˚ 0, 14 C˚ 2, 7%
Variations de α¯Γ :
αΓ = 4α¯Γ 7, 35 C˚ 0, 24 C˚ 3, 2% 4, 90 C˚ 0, 47 C˚ 9, 0%
αΓ = 2α¯Γ a 7, 36 C˚ 0, 22 C˚ 2, 9% 5, 15 C˚ 0, 20 C˚ 3, 8%
αΓ = 0, 5α¯Γ b 7, 37 C˚ 0, 21 C˚ 2, 8% 5, 27 C˚ 0, 14 C˚ 2, 7%
αΓ = 0, 25α¯Γ 7, 37 C˚ 0, 21 C˚ 2, 8% 5, 27 C˚ 0, 14 C˚ 2, 7%
Variations de α¯∂Ω\Γ :
α∂Ω\Γ = 4α¯∂Ω\Γ 10, 36 C˚ 4, 88 C˚ 62, 3% 6, 47 C˚ 2, 47 C˚ 47, 4%
α∂Ω\Γ = 2α¯∂Ω\Γ c 8, 38 C˚ 1, 85 C˚ 25, 2% 5, 65 C˚ 1, 07 C˚ 20, 5%
α∂Ω\Γ = 0, 5α¯∂Ω\Γ d 6, 93 C˚ 1, 14 C˚ 15, 4% 5, 12 C˚ 0, 88 C˚ 16, 9%





Tab. 6.4 – Qualite´ de la reconstruction en fonction des variations des coefficients d’e´change.
capteurs place´s a` des profondeurs diffe´rentes. Pour un champ de tempe´rature donne´, une incertitude
de ±0, 01m sur la position des capteurs peut induire une diffe´rence allant jusqu’a` 2˚ C pour des valeurs
de champ mesure´es d’environ 10˚ C degre´s, soit une erreur relative de mesure de 20% (c’est le cas du
capteur C1 par exemple). L’erreur relative moyenne sur l’ensemble des capteurs est de l’ordre de 10%.
On voit donc l’importance de la pre´cision sur la position des capteurs : il semblerait que c’est le
parame`tre auquel la reconstruction est le plus sensible. L’effet sur le champ reconstruit est visible sur
les figures 6.11(a) et 6.11(b) pour des degre´s d’incertitude diffe´rents. En ce qui concerne le champ a`
l’instant final, l’erreur de reconstruction relative passe de 2, 7% pour des positions de capteurs exactes,
a` 6, 3% si la position n’est connue qu’a` un e´cart-type de 0, 01m pre`s.
Cas e´tudie´ CΩ(T ) DΩ(T ) EΩ(T )
Champ cible 5, 21 C˚
positions xk nominales 5, 24 C˚ 0, 14 C˚ 2, 7%
de´calage ale´atoire (σ = 0, 001)a 5, 21 C˚ 0, 16 C˚ 3, 1%
de´calage ale´atoire (σ = 0, 01)b 5, 01 C˚ 0, 33 C˚ 6, 3%
de´calage ale´atoire (σ = 0, 02) 5, 37 C˚ 0, 47 C˚ 9, 0%
acf. figure 6.11(a)
bcf. figure 6.11(b)
Tab. 6.5 – Qualite´ de la reconstruction en fonction des variations sur les positions xk des capteurs.
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Fig. 6.10 – Comparaison entre les mesures aux positions nominales des capteurs C1, C2 et C3, et a`
des positions de´place´es d’une distance de δxk
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(a) σ = 0, 001
(b) σ = 0, 01
Fig. 6.11 – Reconstruction avec capteurs ale´atoirement de´place´s : coupe en x = 0, 75, t = T . Surface
pleine : champ cible, surface quadrille´e : champ reconstruit.
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Fig. 6.12 – Reconstruction avec capteurs ale´atoirement de´place´s : erreur EΩ(t) dans le domaine
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6.2.4 Conclusions
Nous avons vu, au travers de simulations nume´riques, l’influence sur la qualite´ de la reconstruction
des incertitudes sur la mode´lisation. Il est inde´niable que plus le mode`le est proche de la re´alite´,
plus la reconstruction sera fiable. Mais les nombreuses difficulte´s lie´es a` la mesure des caracte´ristiques
du mate´riau ou de la ge´ome´trie d’une structure ne permettent pas de conside´rer un processus de
reconstruction sans prendre en compte ces incertitudes.
Nous avons vu que la technique de re´gularisation permet de traiter de manie`re intrinse`que le bruit
de mesure. De ce point de vue, ce dernier, bien qu’il limite la qualite´ de reconstruction en e´loignant de
la solution exacte, ne constitue pas pour autant une limite d’utilisation de l’algorithme. L’utilisateur
final n’a pas a` se pre´occuper du bruit qui est pris en compte dans la formulation meˆme du proble`me.
Les incertitudes lie´es a` la mode´lisation repre´sentent une limitation plus importante des me´thodes
de reconstruction. Nous avons e´tudie´ au travers de simulations nume´riques l’influence de quatre pa-
rame`tres : la diffusivite´ κ, les coefficients d’e´change aux frontie`res de flux inconnu ou non et les
positions des capteurs.
La valeur du coefficient de diffusivite´ a une influence relativement peu importante sur le re´sultat.
Lorsqu’il reste dans les marges d’incertitude avec lesquelles il est habituellement connu, l’erreur induite
sur le re´sultat reste infe´rieure en pourcentage a` cette incertitude. Dans nos simulations, 25% d’erreur
sur κ induisent une erreur de 12, 7% sur le champ moyen et de 7, 9% sur le champ final.
Concernant les parame`tres des conditions aux limites, la reconstruction est plus ou moins sensible,
selon qu’il s’agisse des parame`tres des conditions aux limites dont le second membre est connu ou
non. Dans le dernier cas, c’est-a`-dire sur les parties de la surface sur lesquelles porte la reconstruction,
une erreur meˆme importante sur le coefficient d’e´change n’influe que tre`s peu sur le re´sultat final. Le
comportement est diffe´rent lorsqu’il s’agit des coefficients d’e´change attribue´s aux parties de la surface
ou` les sources de chaleur sont connues. Ceci est d’autant plus geˆnant que les coefficients d’e´change
sont des caracte´ristiques qu’on peut tre`s difficilement e´valuer ou mesurer en pratique.
Il apparaˆıt donc au travers de cette e´tude qu’il serait plus avantageux pour la robustesse de la
reconstruction de conside´rer comme inconnues les sources sur l’ensemble de la surface d’une structure,
plutoˆt que de se concentrer sur une partie uniquement. Bien suˆr, ceci est en contradiction avec l’effort
calculatoire supple´mentaire qu’il faut fournir pour cela, et la perte de pre´cision conse´cutive : un
compromis est a` faire.
Le dernier parame`tre e´tudie´ dans ce chapitre est le positionnement des capteurs, auquel la recons-
truction semble eˆtre tre`s sensible. Nous avons vu que pour des dimensions de l’ordre du me`tre une
erreur de l’ordre du centime`tre peut induire des erreurs de l’ordre de la dizaine de pourcentage.
Pour comple´ter cette e´tude qui reste tre`s limite´e, il serait ne´cessaire de proce´der a` un calcul de
sensibilite´s en utilisant les outils the´oriques du calcul diffe´rentiel (Griesse, 2004; Bu¨skens & Griesse,
2006; Brandes & Griesse, 2007). Des re´sultats plus complets permettront a` leur tour de de´finir des
strate´gies de minimisation de la sensibilite´ aux incertitudes, par un placement optimise´ des capteurs
par exemple. Ucin´ski (1999) propose les bases the´oriques d’une telle strate´gie.
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6.3 Comparaison avec les approches de type Kalman
6.3.1 Le filtre de Kalman
Conside´rons un syste`me line´aire mis sous la forme d’e´quation d’e´tat :{
x˙(t) = Ax(t) +Bu(t) +Mw(t)
y(t) = Cx(t) + v(t)
(6.4)
ou` x(t) est le vecteur repre´sentant l’e´tat du syste`me au temps t. La premie`re e´quation de´crit l’e´volution
du syste`me : la matrice A est la matrice qui repre´sente la dynamique du syste`me et u est l’entre´e
du syste`me a` l’instant t. w(t) est l’erreur de mode´lisation, qui repre´sente l’e´cart (toujours pre´sent en
pratique) entre l’e´tat re´el du syste`me et l’e´tat x(t) donne´ par le mode`le. La seconde e´quation donne
l’observation y(t) du syste`me : C mode´lise le processus par lequel une partie uniquement de l’e´tat est
observe´e. Elle peut par exemple mode´liser une se´rie de capteurs ponctuels mesurant la valeur d’un
champ en quelques point donne´s... La` aussi, les erreurs de mode´lisation de ce processus ainsi que le
bruit de mesure doivent eˆtre repre´sente´es : ces erreurs sont prises en compte dans le vecteur bruit v(t).
Lorsque ce mode`le est discre´tise´ dans le temps avec un pas de temps δt, et si on note tn = nδt, on
obtient la forme discre`te de cette e´quation d’e´tat :{
xn+1 = Axn +Bun +Mwn
yn = Cxn + vn
(6.5)
xn repre´sente l’e´tat du syste`me a` l’instant t = tn. wn et vn sont suppose´s eˆtre des bruits blancs
(de´corre´le´s dans le temps) de matrice de covariance Qn et Rn :
E(wn) = 0 E(wnwlT ) = Qnδnl
E(vn) = 0 E(vnvlT ) = Rnδnl
(6.6)
Dans le filtrage de Kalman on distingue deux e´tapes principales : l’e´tape d’analyse et l’e´tape de
pre´diction.
1. L’e´tape d’analyse
On suppose qu’on connaˆıt, a` l’instant t = tn, une pre´diction xn+1f de l’e´tat ainsi que sa matrice
de covariance Pnf . On connaˆıt aussi les observations y
n et leur matrice de covariance Rn.
Avec ces donne´es, l’e´tape de pre´diction du filtre consiste a` trouver la meilleure estimation possible





n(yn − Cxnf ) (6.7)
Pour que l’analyse soit optimale la matrice de gain Kn est choisie telle que la matrice de cova-
riance de l’erreur d’analyse soit minimale. On montre dans ce cas que Kn s’e´crit :
Kn = Pnf C
T (CPnf C
T +Rn)−1 (6.8)
et que la matrice de covariance de l’erreur d’analyse est donne´e par
Pna = (I −KnC)Pnf (6.9)
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2. L’e´tape de pre´diction
Au temps t = tn, l’e´tape d’analyse permet d’obtenir un estime´ optimal xna de l’e´tat a` l’aide des
observations yn et sur la base d’une e´bauche xnf . L’e´tape de pre´diction se sert de la dynamique
du syste`me pour produire une estimation de l’e´tat a` l’instant t = tn+1. Cette estimation servira
a` son tour d’e´bauche pour l’e´tape d’analyse suivante, au temps t = tn+1 : elle sera donc note´e
xn+1f .









= A(xna − xn)− (xn+1 −Axn −Bun)
= Aena −Mwn
(6.11)











En reportant (6.9) et (6.8) dans (6.12), on trouve une e´quation alge´brique de Riccati :
Pn+1f = AP
n
f −APnf C(CPnf CT +Rn)−1CPnf AT +MQM (6.13)
Les e´quations (6.7) et (6.10) d’une part et (6.8) et (6.12) d’autre part constituent le filtre de
Kalman, qui peut eˆtre vu comme un syste`me dont les entre´es sont yn et un et dont la sortie xna est
une estimation de l’e´tat re´el du syste`me e´tudie´. Sous forme d’e´quation d’e´tat, le filtre de Kalman
s’e´crit :  x
n+1





xka = (I−KnC)xnf +Knyn
(6.14)
6.3.2 Mise sous forme d’e´quation d’e´tat du proble`me de la chaleur
Nous avons vu dans la partie 2.1 que la mode´lisation de conduction de la chaleur par la me´thode
des e´le´ments finis et avec un Θ-sche´ma pour l’inte´gration nume´rique conduit a` re´soudre, a` chaque pas
de temps tn, 0 ≤ n ≤ N le syste`me matriciel(
M+ΘδtK
){θ}n+1 = {η}n + (M+ (1−Θ)δtK){θ}n (6.15)
ou`M est une matrice de masse,K une matrice de rigidite´, {θ}n est le vecteur des composantes nodales
de la tempe´rature a` l’instant tn et {η}n un terme source forme´ des composantes nodales du chargement
(cf. (2.18) page 33).
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On s’inte´resse a` la valeur du champ thermique aux points xk ou` se trouvent des capteurs. Le
vecteur des observations, qu’on notera {θ}d,n a` l’instant tn, est donne´ par
{θ}d,n = C{θ}n,
ou` C repre´sente une matrice de se´lection des nœuds correspondant aux points xk. Le syste`me peut
eˆtre mis sous forme d’e´quation d’e´tat :{
{θ}n+1 = A{θ}n +B{η}n










La proble´matique de l’assimilation de donne´es nous a pousse´ jusqu’ici a` essayer de de´terminer des
sources ou conditions aux limites inconnues de l’e´quation de la chaleur, et e´ventuellement la condition
initiale. Ces sources de chaleur servent a` construire le terme d’entre´e {η}n dans (6.16). Or, nous
avons vu que dans sa version classique, le filtre de Kalman utilise l’entre´e du syste`me pour obtenir
l’estimation de l’e´tat. Dans notre cas, ceci n’est pas possible, vu que cette entre´e est inconnue.
Le filtrage de Kalman est alors aborde´ en conside´rant que les sources de chaleur sont en re´alite´ des
perturbations du syste`me, en incluant le terme B{η}n dans le terme d’erreur de mode´lisation wn qui
s’ajoute a` la premie`re e´quation du syste`me d’e´tat. Le syste`me a` identifier devient{
{θ}n+1 = A{θ}n +wn
{θ}d,n = C{θ}n + vn (6.17)
Le filtre de Kalman correspondant s’e´crit{
{θ}n+1f = A(I−KnC){θ}nf +AKn{θ}n
{θ}ka = (I−KnC){θ}nf +Kn{θ}d,n
(6.18)
Les objectifs de reconstruction sont ici radicalement change´s : on ne cherche plus a` estimer les
sources inconnues. A chaque pas de temps, on cherche a` estimer l’e´tat au pas de temps pre´ce´dent
en utilisant les mesures fournies entre ces deux pas de temps. Tout se passe comme si, a` chaque pas
de temps tn+1, on appliquait l’algorithme de reconstruction de la condition initiale pour reconstituer
l’e´tat au pas de temps tn, avec une feneˆtre d’assimilation de taille δt.
6.3.3 Exemple d’application
Dans ce qui suit nous pre´sentons une application du filtre de Kalman sur l’exemple unidimensionnel
de reconstruction d’un flux pre´sente´ en partie 3 (cf. sche´ma ci-dessous). Trois capteurs sont e´quire´partis
dans le domaine et fournissent des donne´es transitoires. La structure est soumise a` un flux Φ0(t) en
x = 0. Cette fois, le flux en x = L est nul.
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→ ←Φ0(t) ΦL(t) = 0
x = 0 x = L
La figure 6.13 montre l’e´volution dans le temps du flux impose´ en x = 0, ainsi que l’e´volution de
la tempe´rature aux points de mesure (l’observation du syste`me) note´e θd.
Les donne´es θd servent d’entre´es pour le filtre de Kalman. Pour la simulation, le flux impose´ est
assimile´ a` un bruit w, et il est donc utilise´ pour calculer la matrice des covariances Q (qui ici se re´duit
a` un scalaire vu que le syste`me n’a qu’une seule entre´e, le flux). En re´alite´, le flux impose´ n’est pas
connu : il faudra donc estimer la matrice Q de manie`re empirique, mais ceci est une difficulte´ ge´ne´rale
dans les approches de ce type. Un bruit blanc v est aussi ajoute´ nume´riquement sur les donne´es.
La figure 6.14 permet de comparer les mesures bruite´es au re´sultat du filtrage de Kalman au niveau
des capteurs. On remarque la suppression du bruit de mesure, et on comprend ainsi la de´nomination
de filtre. Sur la meˆme figure (a` droite) on peut comparer l’e´tat exact du syste`me a` celui qui est estime´
par le filtre, pour le temps initial et le temps final.
Ces figures mettent en avant les limites de l’application de filtre de Kalman a` la reconstruction de
la tempe´rature. La tempe´rature finale est bien reconstruite sur presque tout le domaine, sauf pre`s de
l’extre´mite´ ou` le flux n’est pas nul.
Ce comportement s’explique par le caracte`re dissipatif de l’e´quation de la chaleur. Le filtre implante´
ne conside`re aucune source de chaleur, donc l’e´tat tend vers ze´ro a` chaque fois que l’ope´rateur de la
dynamique A est applique´, c’est-a`-dire a` chaque e´tape de pre´diction. L’e´tape d’analyse permet de
corriger le nouvel e´tat pour le rendre conforme aux mesures la` ou` des capteurs sont disponibles. Dans
l’ensemble, l’e´tat aura tendance a` eˆtre bien reconstruit dans les zones “entoure´es” de capteurs. Pre`s
des bords cependant, l’e´tat reconstruit aura tendance a` eˆtre infe´rieur a` l’e´tat vrai parce que les apports
d’e´nergie ne sont pas pris en compte.
L’approche par filtrage de Kalman est donc nettement moins satisfaisante que celles consistant
a` reconstruire les sources de chaleur. Une piste serait ouverte avec des formulations diffe´rentes du
filtre qui permettraient de reconstruire les sources, par l’utilisation d’un e´tat augmente´ par exemple.
A notre connaissance, les seuls travaux visant a` de´terminer des sources avec une approche Kalman
(Tuan et al. , 1996; Ji et al. , 1997) concernent des me´thodes hybrides combinant une strate´gie de
type observateurs et une minimisation d’un crite`re de couˆt.
Nous concluons cette discussion en rappelant que, pour des raisons de couˆt de calcul, le filtre
de Kalman ne pourrait pas eˆtre applique´ tel quel a` un proble`me d’assimilation sur des ge´ome´tries
tridimensionnelles sans re´duction de mode`le pre´alable. Des filtres d’ordre re´duit de type SEEK ou
SEIK seraient a` conside´rer, mais le proble`me de la non prise en compte des conditions aus limites
persisterait bien suˆr.
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(a) Flux Φ0(t) impose´ en x = 0
(b) θd : e´volution de la tempe´rature aux points de mesure
Fig. 6.13 – Calcul de synthe`se
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(a) Tempe´rature au niveau des capteurs
(b) Tempe´ratures initiale et finale
Fig. 6.14 – Reconstruction par le filtre de Kalman
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6.4 Comparaison avec une approche de type interpolation
Pour une se´rie de donne´es nume´riques (xi, yi), l’interpolation consiste a` trouver une fonction f(x)
qui minimise l’e´cart en un sens donne´ entre les donne´es yi et les valeurs f(xi) de la fonction. Dans le
cas d’un champ de tempe´rature, lorsque les donne´es sont les mesures des capteurs θdk(t), ceci se traduit
par la recherche d’une fonction θ qui minimise l’e´cart entre les valeurs θ(xk, t) et θdk(t). Si l’e´cart est












Le proble`me de l’interpolation consiste a` chercher une fonction θ dans un espace V a` de´finir qui
minimise la fonctionnelle E.
Ceci diffe`re radicalement des proble`mes traite´s jusqu’ici, ou` la variable de la fonctionnelle e´tait
une source de chaleur ou une condition initiale. En formulant le proble`me de cette manie`re, le mode`le
de diffusion de la chaleur n’est jamais pris en compte : les seules contraintes qui peuvent eˆtre prises
en compte sont des hypothe`ses sur l’inconnue θ. Les re´sultats ci-dessous montrent que l’absence de
mode`le de diffusion dans les contraintes donne des solutions beaucoup moins satisfaisantes que dans
les approches pre´ce´dentes.
On choisit V comme l’espace de dimension finie ge´ne´re´ par une famille de fonctions construites a`
partir d’une base de q fonctions propres de l’ope´rateur Laplacien dans l’espace, note´es {yi(x)}qi=1, et









La de´termination pratique des coefficients θi peut se faire de manie`re se´quentielle, en minimisant a`







ou` l’exposant n indique le pas de temps.
Les re´sultats ci-dessous reprennent le cas test de la partie 5.2.5 page 119. On applique au mode`le
le chargement donne´ par la figure 5.5. La reconstruction est effectue´e a` partir des mesures fournies
par le lot 2 constitue´ de 8 capteurs (cf. figure 5.6 page 124), tandis que l’interpolation du champ est
effectue´e sur la base des mesures fournies par 20 capteurs (les capteurs 2, 4, 5 et 7 des plans A, C
et D et les capteurs 1, 3, 6 et 8 des plans B et D - cf. annexes). Malgre´ le nombre beaucoup plus
e´leve´ de capteurs et un nombre de modes e´leve´ (q = 50), l’erreur relative entre le champ cible et le
champ interpole´ est bien plus importante que celle obtenue avec l’algorithme de reconstruction (cf.
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Fig. 6.15 – Erreur de reconstruction dans le domaine EΩ(t), avec la me´thode d’interpolation et avec
la me´thode de reconstruction du flux
figure 6.15). On donne a` titre indicatif les courbes comparant le champ interpole´ avec les donne´es sur
les capteurs C1, C3, C6 et C8, sur la figure 6.16.
Le champ interpole´ a` l’instant final (t = T ) est donne´ sur la figure 6.17. Les erreurs commises sont
compare´es aux erreurs commises avec l’algorithme de reconstruction du flux dans le tableau 6.6. Avec
20 capteurs, la me´thode d’interpolation ne permet qu’une reconstitution fiable a` 28, 3% du champ
a` l’instant final, et a` 34, 2% sur l’ensemble de la feneˆtre temporelle, contre 2, 7% et 2, 8% pour la
me´thode de reconstruction du flux qui n’utilise que 8 capteurs.
L’avantage comparatif des me´thodes de reconstruction fonde´es sur un mode`le par rapport a` une
simple me´thode d’interpolation est e´vident au vu de ces re´sultats.
Cas e´tudie´ CΩ×[0,T ] DΩ×[0,T ] EΩ×[0,T ] CΩ(T ) DΩ(T ) EΩ(T )
Champ cible 7, 36 C˚ 5, 21˚ C
Reconstruction 7, 37 C˚ 0, 21 C˚ 2, 8% 5, 24 C˚ 0, 14 C˚ 2, 7%
Interpolation 6, 78 C˚ 2, 51 C˚ 34, 1% 4, 91 C˚ 1, 47 C˚ 28, 3%
Tab. 6.6 – Estimation du champ de tempe´rature par interpolation et par reconstruction du flux
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Fig. 6.16 – Champ de synthe`se et champ interpole´ au niveau des capteurs C1, C3, C6 et C8
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(a) Champ de synthe`se (b) Champ interpole´
(c) Diffe´rence
Fig. 6.17 – Champ de synthe`se et champ interpole´ a` t = T
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6.5 Conclusions
Nous nous sommes inte´resse´s dans ce chapitre aux performances des me´thodes d’assimilation de
donne´es que nous avons de´veloppe´es dans les chapitres pre´ce´dents.
Tout d’abord, nous avons cherche´ les sources d’erreur auxquelles le re´sultat est le plus sensible. Le
bruit de mesure est la premie`re qui vient a` l’esprit. La re´gularisation dans la formulation meˆme du
proble`me permet de le prendre en compte de manie`re intrinse`que. Les erreurs de mode´lisation peuvent
eˆtre a` l’origine d’e´carts importants par rapport a` la solution exacte. Les simulations nume´riques ont
montre´ que le re´sultat est tre`s sensible a` la valeur du coefficient d’e´change sur les surfaces ou` le flux
est connu ainsi qu’a` la position des capteurs. Il l’est beaucoup moins a` la valeur du coefficient de
diffusivite´ ou a` la mode´lisation des conditions aux limites sur les faces ou` la source est inconnue.
Nous avons vu ensuite comment se comportent nos algorithmes, fonde´s sur une approche de type
controˆle optimal, par rapport a` des me´thodes fonde´es sur une approche de type observateurs. Nous
avons pour cela effectue´ des simulations avec un filtre de Kalman applique´ au proble`me de la recons-
truction de la tempe´rature en une dimension. Ce qui avait e´te´ pressenti initialement est confirme´ ici :
dans le filtrage de Kalman, les sources d’excitation du syste`me (ici, les flux en surface par exemple)
sont soit mesure´es, soit conside´re´es comme du bruit. Dans notre application, les sources sont incon-
nues. Or, les effets transitoires thermiques sont relativement lents et les gradients de tempe´rature dus
a` une source surfacique rapidement variable dans le temps peuvent eˆtre importants compare´s a` la
valeur moyenne du champ.
Par conse´quent, alors que le filtrage de Kalman permet de reconstituer l’e´tat du syste`me dans une
zone proche des capteurs, l’erreur commise pre`s de la surface est tre`s importante parce qu’aucune
information sur les sources n’est disponible.
Enfin, nous comparons les re´sultats de la reconstruction par controˆle optimal a` une simple me´thode
d’interpolation. Cette confrontation montre clairement que seule la prise en compte de la dynamique




Validation expe´rimentale des me´thodes
Ce chapitre est le fruit d’un long travail re´alise´ avec la section nantaise de la division Me´trologie et
Instrumentation du Laboratoire Central des Ponts et Chausse´es. L’objectif recherche´ a e´te´ de ve´rifier
la faisabilite´ de la me´thode d’assimilation de donne´es dans un cas re´el. Il s’agit d’utiliser des donne´es
de tempe´rature fournies par une maquette re´elle pour e´valuer les capacite´s de reconstruction lorsque
toutes les difficulte´s d’ordre pratique s’accumulent : erreur et bruit de mesure, incertitudes sur le
mate´riau, incertitudes sur le placement des capteurs. . .
Malgre´ le fait que les essais aient e´te´ re´alise´s en laboratoire, le de´sir de reproduire une situation
pouvant eˆtre rencontre´e dans le domaine du ge´nie civil a oriente´ le choix du mate´riau et les dimensions
de la maquette. Pour tester pleinement les capacite´s de l’algorithme, les essais ont e´te´ effectue´s sur
un mode`le tridimensionnel instrumente´ avec des capteurs ponctuels. La maquette est en re´alite´ celle
dont le mode`le a e´te´ utilise´ dans les chapitres pre´ce´dents pour les simulations nume´riques.
La de´marche ge´ne´rale de validation de la me´thode est celle qui a e´te´ suivie pour les simulations
nume´riques pre´sente´es dans les chapitres pre´ce´dents. La maquette est chauffe´e par une source de cha-
leur en surface, et l’e´le´vation de la tempe´rature est enregistre´e par les capteurs noye´s dans le mate´riau.
L’algorithme de reconstruction est utilise´ ensuite pour reconstruire le champ de tempe´rature en uti-
lisant un lot parmi tous les capteurs disponibles. Les capteurs qui n’ont pas servi a` la reconstruction
servent alors de capteurs de ve´rification : la valeur du champ estime´ aux emplacements des capteurs
de ve´rification doit correspondre aux tempe´ratures enregistre´es par ces derniers lors de l’essai. Pour
controˆler au mieux les conditions aux limites sur les faces non chauffe´es, le bloc est place´ dans une
ambiance de tempe´rature et hygrome´trie constantes.
Avant d’aborder ces essais proprement dits, nous utilisons la me´thode sinus¨ıdale face avant qui
permet de mesurer expe´rimentalement le coefficient de diffusivite´ dans le mate´riau. Nous montrons
ainsi que cette me´thode est bien adapte´e au cas de structures massives comme celle e´tudie´e.
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7.1 Dispositif expe´rimental
Les essais sont re´alise´s sur le bloc de be´ton dont le mode`le a servi pour les simulations nume´riques
des chapitres pre´ce´dents. Le dispositif est place´ dans une enceinte re´gule´e en tempe´rature, ce qui
permet d’obtenir une tempe´rature ambiante constante. Une des faces du bloc est chauffe´e graˆce a` des
plaques chauffantes flexibles (e´le´ments chauffants) et la tempe´rature du bloc est pre´leve´e au niveau
de 40 capteurs plonge´s dans le mate´riau. La chaˆıne d’acquisition assure la nume´risation et le stockage
des donne´es.
7.1.1 Mate´riel
7.1.1.1 Description de la maquette
Pour que l’essai soit repre´sentatif d’une situation en ge´nie civil, les dimensions et le mate´riau de
la maquette doivent conduire a` des temps caracte´ristiques de diffusion du meˆme ordre de grandeur
que ceux rencontre´s en ge´ne´ral dans le domaine. Le temps caracte´ristique de diffusion tcar est de´fini





Avec des longueurs caracte´ristiques de l’ordre du me`tre, ce temps caracte´ristique est de l’ordre de
grandeur de quelques heures en ge´nie civil.
Une autre spe´cificite´ requise pour le mate´riau est de permettre l’installation et le moulage d’une
grille de capteurs. Pour re´pondre a` ces crite`res, le choix s’est naturellement porte´ vers une struc-
ture en be´ton, dans laquelle les capteurs ont e´te´ place´s avant moulage. La ge´ome´trie choisie est un
paralle´le´pipe`de de dimensions 1, 5 × 0, 9 × 0, 6m, avec un trou de´bouchant de forme cylindrique de
0, 15m de diame`tre selon la longueur, au centre de la section (cf. annexes). Compte tenu de la masse
volumique du be´ton, la maquette ainsi re´alise´e pe`se a` peu pre`s 2 tonnes.
Pour sa construction, un moule en bois agglome´re´ a e´te´ fabrique´, et le trou de´bouchant a e´te´
mate´rialise´ par un tube en PVC fixe´ au centre du moule. Le be´ton, dont le temps de prise e´tait de 28
jours, a e´te´ pre´pare´ et coule´ sur place.
Les caracte´ristiques thermiques du be´ton que l’on trouve dans la litte´rature varient dans une plage
importante de valeurs, et, a` notre connaissance, il n’existe pas de me´thode fiable de pre´diction des






des valeurs qui peuvent varier du simple au double. La diffusivite´ peut par contre eˆtre e´value´e
expe´rimentalement par plusieurs me´thodes diffe´rentes (Raynaud, 1997) dont le principe de base est
de mesurer le temps de re´action a` une source connue. La partie 7.2 de´crit l’application de la me´thode
du re´gime sinuso¨ıdal face avant a` cet effet.
Nous donnons a` titre indicatif, les valeurs moyennes des caracte´ristiques thermiques du be´ton
habituellement trouve´es dans la litte´rature dans le tableau 7.1.
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Parame`tre Symbole Valeur Unite´s
Conductivite´ thermique k de 1 a` 2 W ·m−1 ·K−1
Chaleur massique c de 600 a` 1000 J ·K−1 · kg−1
Masse volumique ρ de 2000 a` 2500 kg ·m−3
Tab. 7.1 – Valeurs moyennes des caracte´ristiques thermiques du be´ton
Les coefficients d’e´change en surface sont calcule´s a` partir d’abaques empiriques (voir par exemple
Taine & Petit (1998)). Ils re´sultent de la somme d’un coefficient d’e´change convectif et d’un coefficient
d’e´change radiatif qui prend en compte les e´changes par rayonnement non mode´lise´s (cf. chapitre
2, partie 2.1). Le calcul du coefficient d’e´change convectif prend en compte le type d’e´coulement
du fluide environnant, la ge´ome´trie et l’orientation de la surface. Dans notre cas, le bloc est place´
dans la chambre climatique dont la ventilation cre´e des conditions d’e´coulement turbulent rapide. Les
coefficients d’e´change prennent par conse´quent des valeurs importantes re´sume´es dans le tableau 7.2
ci-dessous.
Parame`tre Symbole Valeur Unite´s
Coefficient d’e´change de la face supe´rieure αΓ 15± 5 W ·m−2 ·K−1
Coefficient d’e´change de la paroi late´rale α∂Ω\Γ 15± 5 W ·m−2 ·K−1
Coefficient d’e´change a` l’inte´rieur du trou de´bouchant αint 5± 2 W ·m−2 ·K−1
Tab. 7.2 – Coefficients d’e´change pour le bloc de be´ton dans la chambre climatique
7.1.1.2 Dispositif de mesure et d’acquisition
Thermocouples 40 capteurs sont noye´s dans le be´ton. Il s’agit de thermocouples de type T (cuivre-
constantan) capables de mesurer des tempe´ratures allant de −160˚ C a` 400˚ C avec une pre´cision de
±0, 5˚ C.
Les thermocouples ont e´te´ place´s a` l’inte´rieur du bloc avant le coulage du be´ton selon la disposition
fournie en annexe. Ils sont place´s par ensembles de 8 sur 5 plans e´quidistants de 25 cm selon l’axe x.
Chaque thermocouple a e´te´ fixe´ avec de la colle thermoconductrice a` l’intersection de trois fils nylon
tendus chacun de manie`re paralle`le a` un coˆte´ du bloc. La position exacte a e´te´ controˆle´e avant le
coulage du be´ton. On estime connaˆıtre la position apre`s coulage a` ±0, 5cm.
Huit thermocouples supple´mentaires permettent, selon les essais, de mesurer la tempe´rature am-
biante ou en surface du bloc.
Chaˆıne d’acquisition La chaˆıne d’acquisition est constitue´e d’un syste`me de modules de type
ADAM relie´s a` un ordinateur. Les modules ADAM 4018+ utilise´s ici assurent la connexion de huit
thermocouples et l’envoi des mesures vers une carte d’acquisition via un port se´rie RS-232, tout en
prenant en charge le conditionnement des capteurs et la conversion analogique/nume´rique des donne´es
(cf. tableau 7.3). Un composant e´lectronique donne la tempe´rature de re´fe´rence de chaque module pour
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Fig. 7.1 – Sche´ma de montage des modules ADAM
une mesure par montage diffe´rentiel. Leurs caracte´ristiques techniques principales sont re´sume´es dans
le tableau ci-dessous.
Caracte´ristique Valeur
Entre´es 8 entre´es diffe´rentielles
pour thermocouples J, K, T, E, R, S ou B
Echantillonage 10Hz
Pre´cision relative supe´rieure a` ±0, 1%
Pre´cision absolue ±2, 5˚ C
De´rive statique ±3µV/˚ C
Tab. 7.3 – Caracte´ristiques principales des boˆıtiers ADAM 4018+
Six modules sont utilise´s, pour un total de 48 thermocouples (40 thermocouples plonge´s dans le
bloc et 8 thermocouples exte´rieurs). Ils sont relie´s entre eux en se´rie via un bus RS-485. Un dernier
module ADAM 4520 assure la conversion des donne´es vers un bus RS-232 relie´ a` une carte d’aquisition
National Instruments c© (cf. figure 7.1). Une interface graphique a e´te´ cre´e´e avec le logiciel Labview
pour visualiser et enregistrer les mesures en temps re´el.
7.1.1.3 Enceinte climatique
L’enceinte climatique est une pie`ce de 72m3 (dimensions 9×3×3.9m) dans laquelle la tempe´rature
et l’hygrome´trie sont programmables et re´gule´es sur une grande plage de valeurs (cf. tableau 7.4).
Les essais sur le bloc ont e´te´ re´alise´s a` l’inte´rieur de cette enceinte afin de controˆler au mieux les
conditions aux limites sur les diffe´rentes faces du bloc. Elle est utilise´e a` re´gime constant (tempe´rature
et hygrome´trie re´gule´e).
Au cours des essais nous avons ve´rifie´ que la tempe´rature ambiante a` proximite´ des faces late´rales
du bloc e´tait bien celle de la consigne, et qu’elle restait constante au cours du temps.
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Caracte´ristique Valeur
Dimension 9× 3× 3.9m
Volume 72m3
Tempe´rature comprise entre −25˚ C et 80˚ C
Homoge´ne´ite´ dans le volume ±3˚ C
Rampe de monte´e 20˚ C/heure de −25 a` +55˚ C
Rampe de descente 20˚ C/heure de +55 a` −25˚ C
Hygrome´trie re´glable de 20 a` 95 dans la plage 5− 55˚ C
Puissance frigorifique de 23kW a` −40˚ C pour une tempe´rature
de condensation de +45˚ C
Re´gulateur de tempe´rature : programmable PID
syste`me de mesure associe´ : 24 voies
Tab. 7.4 – Caracte´ristiques principales de l’enceinte climatique
7.1.1.4 Ele´ments chauffants
Ils sont constitue´s de 6 re´chauffeurs isolants caoutchouc en silicone qui se pre´sentent sous forme
de plaques flexibles.
– Dimensions : 127× 381mm
– Re´sistance : 44, 1± 10% ohms
– Fils isole´s te´flon 0, 21mm2
Ils sont monte´s coˆte a` coˆte sur la face z = 0, 45 du bloc comme le montre la figure 7.2. La puissance
d’alimentation est controˆle´e a` l’aide d’un bloc de puissance pouvant fournir plusieurs kW. Elle est
re´gule´e de deux fac¸ons :
– Par un asservissement en tempe´rature. Dans ce cas, une sonde Pt100 est relie´e au boˆıtier de
controˆle du bloc de puissance, qui agit graˆce a` un re´gulateur PID pilote´ en externe par un
ge´ne´rateur de fonctions (cf. figure 7.3).
– Par un asservissement en puissance. Le re´gulateur PID est pilote´ par un ge´ne´rateur de fonctions
externe (cf. figure 7.4). Pour programmer un cycle de plusieurs heures (voire jours), nous avons
utilise´ un ge´ne´rateur de fonctions (module SigLab c©) dont la tension de sortie est programme´e
manuellement sous Matlab c©.
7.1.2 Etalonnage de la chaˆıne de mesure
Les thermocouples ne´cessitent un e´talonnage pre´alable. Pour la reconstruction thermique, la connais-
sance de la tempe´rature absolue n’est pas ne´cessaire : on utilise des diffe´rences relatives de tempe´rature.
Cela suppose ne´anmoins que les e´le´vations de tempe´rature soient bien mesure´es, et que tous les ther-
mocouples entre eux aient la meˆme re´fe´rence, de sorte que si l’ensemble du bloc se trouve a` l’e´quilibre
a` une tempe´rature homoge`ne donne´e, tous les thermocouples affichent la meˆme tempe´rature.
L’e´talonnage se fait graˆce a` une tempe´rature de re´fe´rence. Habituellement, la tempe´rature de
re´fe´rence est obtenue graˆce a` un bain re´gule´ en tempe´rature, comme par exemple un me´lange de glace
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Fig. 7.2 – Agencement des plaques de chauffage sur la face z = 0, 45 du boc
Fig. 7.3 – Sche´ma du montage des e´le´ments de chauffage avec asservissement en tempe´rature
Fig. 7.4 – Sche´ma du montage des e´le´ments de chauffage avec asservissement en puissance
7.1. DISPOSITIF EXPE´RIMENTAL 193
Fig. 7.5 – Offsets par capteur mesure´s lors des diffe´rents essais, et offsets moyens
et eau distille´e. Vue la configuration du dispositif expe´rimental, l’utilisation d’un tel bain n’est possible
qu’uniquement avant la pose des thermocouples et avant le coulage du be´ton. L’autre possibilite´ qui
s’offre ici est celle d’utiliser la chambre climatique elle-meˆme pour mener l’ensemble du bloc et des
thermocouples a` une tempe´rature homoge`ne. On enregistre alors les e´ventuels e´carts affiche´s par
les thermocouples. Nous avons ici adopte´ cette me´thode qui pre´sente l’avantage de mesurer aussi
d’e´ventuels e´carts dus au montage de la chaˆıne de mesures dans la chambre climatique. Ces e´carts
sont utilise´s ensuite comme offsets a` retrancher des mesures lors des essais.
Vue la taille du bloc, il est ne´cessaire d’attendre au minimum 72 heures avant d’atteindre un e´tat
d’e´quilibre. Ceci a e´te´ ve´rifie´ expe´rimentalement et nume´riquement. Au bout de ce laps de temps,
la moyenne des mesures de chaque thermocouple sur une feneˆtre temporelle bien choisie donne la
valeur de l’offset. La mesure des offsets a e´te´ effectue´e a` chaque de´but et fin d’essai, afin de repe´rer
des e´ventuels e´carts dus a` chaque configuration diffe´rente. La figure 7.5 recense quelques unes de ces
mesures.
On s’aperc¸oit que les erreurs statiques (offsets) retrouve´es sont en ge´ne´ral regroupe´es par huit, ce
qui fait penser que l’erreur statique la plus importante provient en re´alite´ non pas du thermocouple
mais du module d’acquisition ADAM. Les valeurs trouve´es sont en cohe´rence avec les tole´rances
donne´es par le constructeur : l’e´cart par thermocouple est de ±0, 5˚ C, alors que la tole´rance sur la
tempe´rature de re´fe´rence dans chaque boˆıtier est de ±2, 5˚ C. En mesurant l’offset au de´but de chaque
essai et en corrigeant les mesures, on s’assure que celles-ci sont fournies avec une incertitude relative
infe´rieure a` ±0, 5˚ C.
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7.2 De´termination expe´rimentale de la diffusivite´ thermique
Le but des essais de´crits dans cette partie est de de´terminer la diffusivite´ du mate´riau par la
me´thode du re´gime sinuso¨ıdal face avant (Raynaud, 1997). Le principe de la me´thode est le suivant :
on conside`re un massif unidimensionnel semi-infini sur lequel une tempe´rature est impose´e sur la face
de´couverte. La tempe´rature varie de manie`re sinuso¨ıdale. Un capteur est place´ a` une distance xc de
la surface : il mesure une variation de tempe´rature sinuso¨ıdale. Le de´phasage entre les deux signaux
permet de remonter a` la diffusivite´ du mate´riau.
Le bloc de be´ton est place´ en chambre climatique. Si une variation de tempe´rature donne´e est
impose´e sur une des faces avec un capteur a` faible profondeur, le syste`me se comporte en premie`re
approximation comme un massif semi-infini.
7.2.1 The´orie
-
θ(x, 0) = 0
θ(0, t) = f(t) x
x = 0 xc
Conside´rons le massif semi-infini repre´sente´ par le sche´ma ci-dessus. Le champ de tempe´rature est




− k∆θ = 0
θ(0, t) = f(t)
θ|x→∞borne´
(7.1)
que l’on peut mettre sous la forme 
∂θ
∂t
− κ∆θ = 0
θ(0, t) = f(t)
θ|x→∞borne´
(7.2)
en notant κ = kρc la diffusivite´ du mate´riau.
Si la tempe´rature f(t) impose´e en x = 0 est de la forme
f(t) = f. sinωt,
alors θ est donne´ par


















Les deux signaux enregistre´s f(t) et θc(t) sont donc de´phase´s de φ = −
√
ω\2κ.xc (O¨zisik, 1993).
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A partir de cette expression, nous pouvons e´valuer les incertitudes lie´es a` la me´thode. Par diffe´rentiation















Par conse´quent, si la position est connue avec une pre´cision de 10%, alors l’incertitude sur κ sera de
20%. La dernie`re expression montre l’importance d’une bonne de´termination du de´phasage φ et de la
connaissance pre´cise de la position xc.
Des simulations effectue´es sur le mode`le tridimensionnel repre´sentant le bloc de be´ton ont montre´
que si on choisi un capteur suffisamment proche de la surface sur laquelle on impose une tempe´rature
sinuso¨ıdale graˆce a` des conditions de Dirichlet, le bloc se comporte localement comme un massif
semi-infini.
7.2.2 Protocole
Le capteur C4, de coordonne´es x = 0, 75, y = 0, 05 et z = 0, 4, ainsi que le capteur D4, de
coordonne´es x = 1, y = −0, 5 et z = 0, 3, sont se´lectionne´s (cf. annexe) : ils se trouvent dans la
zone couverte par les e´le´ments chauffants et sont suffisamment proches de la surface pour que le
syste`me puisse eˆtre conside´re´ unidimensionnel. Un capteur est place´ sous les e´le´ments chauffants
pour enregistrer la tempe´rature de consigne. Le bloc est place´ dans la chambre climatique avec une
tempe´rature ambiante de 15˚ C.
Les e´le´ments chauffants sont alimente´s avec un asservissement en tempe´rature. Vu que le dispositif
ne permet que de chauffer, la tempe´rature impose´e doit eˆtre supe´rieure a` la tempe´rature ambiante
pour permettre le refroidissement lors du front de pente ne´gative de la sinuso¨ıde : on impose ainsi une
tempe´rature variant de 30˚ C a` 120˚ C. A l’e´quilibre stationnaire, le champ re´sultant est compose´ d’un
champ statique (non homoge`ne en espace) et d’un champ sinuso¨ıdal dans le temps. Les mesures obte-
nues devront eˆtre recentre´es en ze´ro pour de´terminer le de´phasage entre les courbes comme l’indique
la figure 7.6. Les courbes brutes obtenues sont interpole´es par des fonctions sinus afin de de´terminer
de manie`re optimale la pe´riode, l’amplitude et la phase.
7.2.3 Re´sultats
Les re´sultats obtenus sont re´sume´s dans le tableau 7.5. A partir de ceux-ci, nous choisissons
comme valeur nominale pour le coefficient de diffusivite´ κ = 2, 6.10−6m2.s−1 avec une tole´rance
de ±0, 5.10−6m2.s−1. Cela donne une valeur pour le coefficient de conductivite´ de
k = κρc = 2, 6.10−6 × 2000× 600 = 3, 1± 0, 6W ·m−1 ·K−1.
Les valeurs de ρ est c sont prises e´gales a` 2000 kg ·m−3 et 600 J ·K−1 ·kg−1 respectivement (cf. tableau
7.1). Ces valeurs ne sont donne´es qu’a` titre indicatif, vu que le parame`tre de´terminant dans le mode`le
de la diffusion est bien la diffusivite´ κ.
La valeur de la diffusivite´ de´termine´e est supe´rieure a` celle donne´e pour le be´ton dans les diffe´rents
ouvrages de la litte´rature. Nous n’expliquons pas cet e´cart. Il pourrait eˆtre du a` la formulation du be´ton
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(a) Mesures brutes
(b) Mesures centre´es autour de ze´ro(zoom)
Fig. 7.6 – Mesures obtenues sur les diffe´rents capteurs utilise´s
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Calcul nominal Profondeur Valeurs pour Valeurs pour
xc xc ± 0, 005m xc ± 0, 01m
Re´sultats sonde C4 2,85 0,05 2,31 - 3,45 1,83 - 4,11
Re´sultats sonde D4 2,66 0,15 2,51 - 2,87 2,34 - 3,06
Tab. 7.5 – Coefficient de diffusivite´ κ (.10−6m2.s−1) : re´capitulatif des re´sultats obtenus par mesure
du de´phasage (premie`re ligne)
utilise´, mais nous ne disposons pas de suffisamment d’e´le´ments pour remonter aux caracte´ristiques ther-
miques a` partir de celle-ci. L’hygrome´trie impose´e a` 50% pourrait aussi jouer un roˆle : la conductivite´
du be´ton varie en fonction de son humidite´. Enfin, la cause la plus probable de cet e´cart semblerait
eˆtre une erreur sur le positionnement des capteurs supe´rieure aux estimations.
En utilisant la valeur de la diffusivite´ ainsi de´termine´e, nous obtenons ne´anmoins des re´sultats
expe´rimentaux encourageants qui font l’objet de la partie suivante.
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7.3 Validation expe´rimentale de la me´thode d’assimilation thermique
7.3.1 Protocole
Les e´le´ments chauffants dispose´s comme indique´ sur la figure 7.2. La puissance de chauffe est
controˆle´e par le bloc de puissance avec une re´gulation en puissance (cf. figure 7.4). L’essai consiste a`
imposer un cycle de chauffe donne´, et d’utiliser les mesures fournies par les thermocouples internes
comme donne´es pour l’algorithme de reconstruction.
7.3.1.1 Phase de stabilisation
Avant le de´but du cycle de chauffe, le bloc est place´ dans la chambre climatique pendant un temps
suffisant pour atteindre une tempe´rature homoge`ne dans son ensemble. Ceci est fait dans le souci
d’avoir une tempe´rature initiale nulle au de´but de la feneˆtre de mesures utilise´e pour la reconstruction,
et pour ve´rifier le de´calage statique (offset) e´ventuel des capteurs.
La tempe´rature de la chambre est impose´e a` 15˚ C, avec une puissance sur les plaques nulle, et ce
durant 72 heures. A la fin de ce laps de temps, l’indication de tous les capteurs est stabilise´e.
7.3.1.2 Cycle de chauffe
On reprend ici le cycle impose´ lors des simulations nume´riques du chapitre 5. Le cycle entier dure
96 heures (4 jours) :
– 48 heures de monte´e de la puissance, de 0 a` 100%
– 24 heures de descente, de 100 a` 50%
– 24 heures de palier a` 50%
La tempe´rature de la chambre est maintenue a` 15˚ C.
7.3.2 Re´sultats
Dans la configuration de l’essai de´crite plus haut, avec le bloc place´ en chambre climatique re´gule´e
en tempe´rature, le flux de chaleur sur les parois autres que celles ou` sont place´s les e´le´ments chauffants
et a priori nul. Nous avons ve´rifie´ cette hypothe`se en mesurant la tempe´rature externe pre`s de ces
parois : elle reste e´gale a` la tempe´rature impose´e par la chambre (15˚ C). Il n’est donc pas ne´cessaire
de reconstruire le flux sur les parois en question. Un flux nul est impose´ sur toutes les faces ∂Ω \ Γ
autres que celle ou` sont place´s les e´le´ments chauffants (conditions aux limites homoge`nes).
Remarque :
Par abus de langage, nous avons appele´ flux tout au long de ce travail la quantite´
Φ(x, t) = αθext − g(x, t)
(cf. partie 2.1). Lorsque g = 0 et θext = 0 (c qui est ve´rifie´ expe´rimentalement ici), le flux
est dit nul. En toute rigueur, on appelle flux la quantite´ κ∇θ.~n. Sur les parois ou` Φ = 0,
le flux est donc e´gal a` κ∇θ.~n = −αθ.
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Fig. 7.7 – Mesures expe´rimentales : capteurs du lot 1
La figure 7.7 pre´sente les valeurs de tempe´rature mesure´es au cours de l’essai au niveau des capteurs
A4, B4, D4 et E4. Elles ont e´te´ ramene´es a` ze´ro par soustraction de la tempe´rature de re´fe´rence
ambiante (15˚ C) et corrige´s de l’erreur statique (offsets des capteurs). Une sonde externe place´e sur
le surface du bloc, juste en dessous des e´le´ments chauffants, a permis de constater que la re´ponse en
tempe´rature de ces e´le´ments n’est pas proportionnelle a` la puissance fournie. Le chargement re´ellement
applique´ n’a donc pas l’allure qui avait e´te´ souhaite´e initialement mais cela n’a pas d’importance pour
la suite.
A partir de ces mesures, graˆce a` l’algorithme de reconstruction du flux RFTD, il est possible
de remonter a` l’apport de chaleur en surface que repre´sentent les e´le´ments chauffants. Les mesures
fournies par un lot de capteurs sont utilise´es comme donne´es, et le champ reconstruit nume´riquement
est ensuite compare´ aux mesures du reste des capteurs : on montre ci-dessous les comparaisons des
mesures sur les capteurs de la section du milieu, c’est-a`-dire les capteurs C1 a` C8. Quatre lots de
capteurs diffe´rents sont utilise´s pour la reconstruction :
– Lot 1 : capteurs A4, B4, D4 et E4 (cf. figure 7.7).
– Lot 2 : capteurs A1, A4, A6, B1, B4, B6, D1, D4, D6, E1, E4 et E6. Les capteurs des lots 1 et
2 sont place´s pre`s de la surface sur laquelle a lieu la reconstruction.
– Lot 3 : capteurs B2, B7, D2 et D7. Les capteurs de ce lot sont plus e´loigne´s de la surface, au
cœur du bloc.
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La reconstruction avec le premier lot de capteurs, c’est-a`-dire avec 4 capteurs proches de la surface,
donne des re´sultats tre`s satisfaisants. La figure 7.81 permet de comparer les mesures et le champ
reconstruit au niveau des capteurs C de la section du milieu. Pre`s de la surface (capteurs C1, C4
ou C6), l’erreur relative est respectivement de 13%, 7% et 4% (cf. tableau 7.6). Des erreurs relatives
plus importantes sont constate´es en profondeur, mais l’erreur moyenne ne de´passe jamais quelques
dixie`mes de degre´. La figure 7.9 montre le champ tridimensionnel a` trois instants diffe´rents de la
feneˆtre de reconstruction : on retrouve la zone la plus chaude sur la partie de la surface recouverte par
les e´le´ments chauffants.
Nume´ro de capteur Champ moyen Lot 1 Lot 2 Lot 3
C1 (17) 5, 12˚ C 0, 67˚ C 0, 28˚ C 2, 93˚ C
0, 13% 0, 05% 0, 57%
C2 (18) 0, 54˚ C 0, 82˚ C 0, 71˚ C 0, 32˚ C
1, 53% 1, 32% 0, 60%
C3 (19) 0, 14˚ C 0, 10˚ C 0, 08˚ C 0, 03˚ C
0, 71% 0, 59% 0, 23%
C4 (20) 5, 59˚ C 0, 38˚ C 1, 18˚ C 1, 62˚ C
0, 07% 0, 21% 0, 29%
C6 (22) 3, 29˚ C 0, 12˚ C 0, 43˚ C 1, 41˚ C
0, 04% 0, 13% 0, 43%
C8 (24) 0, 13˚ C 0, 07˚ C 0, 07˚ C 0, 05˚ C
0, 56% 0, 56% 0, 40%














La reconstruction avec le deuxie`me lot de capteurs, c’est-a`-dire avec des capteurs situe´s a` meˆme
profondeur que les premiers, mais en plus grand nombre (12 au lieu de 4) donne des re´sultats de
qualite´ comparable (cf. figure 7.10). Sur le capteur C1 par exemple, l’erreur relative n’est plus que
de 5%. Au niveau des capteurs C4 et C6 par contre, l’erreur commise est plus importante que pour
la reconstruction avec le lot 1. Ce re´sultat montre que, contrairement a` l’intuition, l’utilisation d’un
plus grand nombre de capteurs n’ame´liore pas force´ment les re´sultats : un faible nombre de capteurs
a un effet re´gularisant. Il a e´te´ confirme´ e´galement par d’autres simulations dont les re´sultats sont pas
donne´s ici.
Ce phe´nome`ne peut eˆtre explique´ par le raisonnement suivant. Conside´rons deux capteurs tre`s
proches l’un de l’autre, mais dont les mesures respectives diffe`rent a` cause d’une erreur de mesure ou
un mauvais positionnement dans le mode`le par exemple. L’erreur dans le champ reconstruit tend alors
a` eˆtre tre`s importante, parce que l’algorithme de reconstruction tente de satisfaire deux contraintes
contradictoires. Si la distance entre les deux capteurs tend vers ze´ro, l’erreur tend alors vers l’infini.
1tempe´rature et temps sans dimension, avec θ¯ = 10 et t¯ = 691 200 (96 heures correspondent a` t = 0, 5)
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Fig. 7.8 – champ de tempe´rature reconstruit au niveau des capteurs de la section C (x = 0, 75), lot 1
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(a) t = 0, 4.T (b) t = 0, 7.T
(c) t = T
Fig. 7.9 – champ de tempe´rature reconstruit (lot de capteurs 1)
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Fig. 7.10 – champ de tempe´rature reconstruit au niveau des capteurs de la section C (x = 0, 75), lot
2
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(a) t = 0, 4.T (b) t = 0, 7.T
(c) t = T
Fig. 7.11 – champ de tempe´rature reconstruit (lot de capteurs 2)
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La reconstruction avec le troisie`me lot de capteurs, place´s eux beaucoup plus en profondeur que les
deux autres, donne des re´sultats nettement mois satisfaisants (cf. figure 7.12). Si les valeurs du champ
reconstruit sont loin des valeurs re´elles (29% et 43% d’erreur pour les capteurs 4 et 6 respectivement
selon le tableau 7.6), l’allure du champ reconstruit est ne´anmoins comparable a` celle du champ re-
construit avec les deux autres lots de capteurs (cf. figure 7.13). La figure 7.14 permet comparer l’allure
des champs re´sultants de chaque reconstruction au niveau de la section du milieu d’abscisse x = 0, 75.
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Fig. 7.12 – champ de tempe´rature reconstruit au niveau des capteurs de la section C (x = 0, 75), lot
3
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(a) t = 0, 4.T (b) t = 0, 7.T
(c) t = T
Fig. 7.13 – champ de tempe´rature reconstruit (lot de capteurs 3)
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(a) Lot 1 (surface pleine) compare´ a` lot 2 (surface quadrille´e)
(b) Lot 1 (surface pleine) compare´ a` lot 3 (surface quadrille´e)
Fig. 7.14 – Reconstruction avec des lots de capteurs diffe´rents : coupe en x = 0, 75
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7.3.3 Conclusions
Les essais en laboratoire valident la possibilite´ de reconstruction d’un champ de tempe´rature in-
connu a` partir de mesures ponctuelles. Ils confirment le fait que la de´marche de reconstruction inverse
ne peut pas eˆtre se´pare´e de son contexte, dans lequel il faut prendre en compte le bruit de mesure et
les erreurs de mode´lisation.
210 CHAPITRE 7. VALIDATION EXPE´RIMENTALE DES ME´THODES
7.4 Bilan du chapitre
Les essais en laboratoire sur une structure re´elle mettent en e´vidence l’ensemble des difficulte´s qui
se pre´sentent lors de l’utilisation des algorithmes dans des conditions re´elles. La qualite´ du re´sultat est
fortement de´pendante des incertitudes du mode`le (caracte´ristiques du mate´riau, position des capteurs,
erreurs et bruits de mesure).
Dans une premie`re partie, nous avons applique´ la me´thode dite du re´gime sinuso¨ıdal face avant
pour la caracte´risation du coefficient de diffusivite´. Cette me´thode s’applique facilement au cas de
figure d’un solide massif avec un capteur noye´ a` une faible profondeur par rapport a` la surface. La
me´thode est cependant tre`s sensible a` l’erreur relative sur la profondeur de la sonde.
La valeur de la diffusivite´ ainsi de´termine´e a e´te´ reprise dans la mode´lisation du bloc de be´ton
utilise´ pour les essais. Ceux-ci visaient a` reconstruire un champ de tempe´rature transitoire ge´ne´re´ par
une source de chaleur en surface. Le champ est reconstruit a` partir d’un petit lot de capteurs, et est
ensuite e´value´ par comparaison des valeurs estime´es et des mesures fournies par le reste des capteurs,
non utilise´s pour la reconstruction.
La reconstruction est meilleure lorsque des capteurs proches de la surface sont choisis. Le be´ton
est un tre`s mauvais conducteur de la chaleur. Le champ ge´ne´re´ par les plaques chauffantes pre´sente de
forts gradients en surface et ne pe´ne`tre que sur une faible profondeur dans le mate´riau. Si les capteurs
les plus e´loigne´s de la surface, qui mesurent un signal tre`s faible, sont utilise´s pour la reconstruction,
le re´sultat est tre`s sensible aux incertitudes de mode´lisation.
En pre´sence d’erreurs de mode´lisation importantes, un faible nombre de capteurs peut avoir un
effet re´gularisant. C’est ce que l’on observe lorsqu’on compare les re´sultats de reconstruction fournis





8.1 En guise de conclusion : surveillance de l’e´tat thermique d’un
voussoir de pont
Conside´rons l’exemple d’un pont en be´ton situe´ au pied d’une colline, sur le flanc est. Le pont est
soumis aux variations de tempe´rature journalie`res. L’ensoleillement au cours de la journe´e repre´sente
une source de chaleur re´partie sur la surface du pont, dont l’intensite´ est fonction de l’heure de la
journe´e. Au moment d’ensoleillement maximum, le flux de chaleur moyen duˆ au soleil est de 200W.m−2
environ. A partir d’un certain moment de la journe´e, la colline cache progressivement le soleil, et la
surface ne rec¸oit plus le flux de chaleur duˆ a` l’ensoleillement direct.
La simulation pre´sente´e ci-dessous recre´e ce sce´nario. Un voussoir du pont est mode´lise´. Le charge-
ment rec¸u est la somme d’une variation sinuso¨ıdale de tempe´rature (la tempe´rature ambiante) et d’un
flux thermique sur la surface supe´rieure (l’ensoleillement direct) qui est d’abord applique´ sur toute la
surface puis, progressivement, sur une partie de la surface de plus en plus petite.
Un syste`me de surveillance doit fournir a` tout moment une estimation de l’e´tat thermique du
solide. A intervalles re´guliers, le syste`me de surveillance utilise les mesures enregistre´es durant les
dernie`res 24 heures et fournit une estimation de la tempe´rature graˆce a` l’algorithme de reconstruction
des flux.
12 capteurs sont re´partis dans la structure : 6 sont situe´s paralle`lement a` la chausse´e a` une pro-
fondeur donne´e, et les 6 autres dans les parties verticales de la structure. Les figures 8.2 montrent le
champ reconstruit a` divers instants, en comparaison avec le champ de synthe`se donne´ par les figures
8.1. L’erreur relative sur le champ reconstruit ne de´passe a` aucun moment 3%.
Le mode`le utilise´ est constitue´ de 10 000 degre´s de liberte´ environ. Le calcul de reconstruction en
ligne dure 5 minutes sur un ordinateur Pentium IV a` 2, 8GHz1. Les estimations de l’e´tat peuvent
donc eˆtre effectue´es a` des intervalles de 5 minutes minimum.
1Implantation sur Matlab c© non optimise´e
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(a) t = 2, 4h (b) t = 4, 8h
(c) t = 7, 2h (d) t = 9, 6h
(e) t = 12h
Fig. 8.1 – Champ de synthe`se
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(a) t = 2, 4h (b) t = 4, 8h
(c) t = 7, 2h (d) t = 9, 6h
(e) t = 12h
Fig. 8.2 – Champ reconstruit
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8.2 Bilan et perspectives
8.2.1 Re´sultats principaux
L’approche controˆle optimal permet de re´pondre a` la proble´matique de l’assimilation des donne´es
de tempe´rature dans une structure tridimensionnelle. Nous l’avons applique´e ici a` la de´termination
d’une condition initiale et de sources surfaciques ou volumiques.
Apre`s les rappels du chapitre 2, nous pre´sentons, dans le chapitre 3, la me´thode adjointe applique´e
au cas d’une structure unidimensionnelle. L’objectif ici est de reconstruire les conditions initiales et les
flux aux deux extre´mite´s du solide. On met en e´vidence le proble`me de l’instant final rencontre´ lorsque
les flux sont suppose´s appartenir a` un espace de fonctions de type L2(0, T ). L’e´tat adjoint satisfait une
condition finale nulle qui est a` l’origine d’une erreur importante sur la valeur du champ reconstruit a`
l’instant final de la feneˆtre de reconstruction. On propose pour reme´dier a` cette difficulte´ de choisir
comme espace de controˆle l’espace H1(0, T ). L’e´tat adjoint ve´rifie alors des conditions de Neumann en
temps, ce qui ‘libe`re’ la valeur finale du champ reconstruit. Le calcul du nouvel e´tat adjoint ne´cessite
la re´solution d’un proble`me elliptique en temps.
Dans le cas tridimensionnel, pre´sente´ dans le chapitre 4, le choix de l’espace de controˆle est restreint
par la ne´cessite´ d’une re´gularite´ suffisante pour de´finir la valeur du champ θ aux points xk. L’espace
de controˆle doit eˆtre l’espace H1 en espace et en temps. L’e´tat adjoint appartient alors a` l’espace
dual H−1. Nous proposons une me´thode de transposition pour de´terminer l’image de cet e´tat adjoint
dans H1 par isomorphisme. Dans le cas de la reconstruction d’un flux en surface, nous introduisons
une norme e´quivalente fonde´e sur l’ope´rateur de Poincare´-Steklov. La mesure des fonctions dans cette
norme est donne´e par une expression simple faisant intervenir les valeurs propres de cet ope´rateur.
Nous obtenons ainsi une me´thode rigoureuse, convergente et facilement implantable en trois di-
mensions malgre´ la difficulte´ lie´e aux observations ponctuelles.
Le proble`me de controˆle e´tudie´ peut eˆtre repris dans un formalisme dual. Dans le proble`me dual,
les inconnues sont des fonctions de l’espace des observations. Les deux proble`mes sont e´quivalents : on
le montre dans le cadre abstrait en utilisant la dualite´ de Fenchel-Rockafellar dans le chapitre 2. Mais
le proble`me dual permet de re´duire de manie`re significative les temps de calcul pour deux raisons :
d’abord, le nouvel espace des inconnues, c’est-a`-dire l’espace des observations, est essentiellement
unidimensionnel, contrairement a` l’espace de controˆle primal qui, lui, est tridimensionnel. Ensuite,
la formulation duale permet de faire une grande partie des calculs hors ligne, dans une e´tape de
pre´calcul, en re´duisant ainsi la quantite´ des calculs effectue´s en ligne. Des algorithmes directs fonde´s
sur l’approche duale peuvent eˆtre plus performants en termes de couˆt de calcul que des algorithmes
ite´ratifs applique´s au proble`me primal, comme on l’a vu dans le chapitre 5 qui traite de l’implantation
pratique des me´thodes.
Les chapitres 6 et 7 ont traite´ des performances et des limites des algorithmes de´veloppe´s. Tout
d’abord, nous avons e´tudie´ nume´riquement la sensibilite´ du re´sultat de reconstruction aux erreurs
de mode´lisation. Celle-ci est faible par rapport a` une erreur sur le coefficient de diffusivite´. Elle l’est
beaucoup moins par rapport a` une erreur sur la position des capteurs. Les conditions aux limites
doivent eˆtre correctement mode´lise´es lorsqu’elles sont homoge`nes. Des essais en laboratoire ont valide´
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sur une structure re´elle les performances des me´thodes propose´es.
Les algorithmes de´veloppe´s, s’appuyant sur un mode`le, permettent une estimation du champ de
tempe´rature bien plus fide`le a` la re´alite´ qu’une simple interpolation. De plus, compare´s a` une ap-
proche de type Kalman, ils pre´sentent l’avantage de reconstruire les sources surfaciques alors que,
dans le filtrage de Kalman, celles-ci ne sont prises en compte qu’en tant que bruit. La connaissance
de ces sources permet alors de de´tecter des variations spatiales pre`s des bords. Celles-ci peuvent eˆtre
importantes dans les structures de ge´nie civil a` cause de la faible conductivite´ des mate´riaux utilise´s
et des dimensions des ouvrages.
La vitesse d’exe´cution des algorithmes permet leur utilisation dans un contexte de surveillance en
temps re´el. Le temps de re´solution en ligne du proble`me dual par l’algorithme direct est de quelques
secondes auxquelles il faut ajouter le temps du post-traitement (de deux ou trois minutes), pour un
mode`le de 10 000 degre´s de liberte´ environ. Dans les structures de ge´nie civil, les effets transitoires
dans le champ de tempe´rature ont des temps caracte´ristiques beaucoup plus longs. On peut conside´rer
que le champ de tempe´rature dans l’ouvrage reste constant durant le calcul : on peut donc parler de
re´solution en temps re´el.
Enfin, tous les algorithmes de´veloppe´s peuvent eˆtre implante´s a` l’aide d’outils simples. Ils sont
construits comme une succession de proble`mes facilement implantables par la me´thode des e´le´ments
finis et ne font appel qu’a` des routines de calcul usuelles. Le de´veloppement de ces algorithmes revient
a` ajouter une surcouche logicielle et ne ne´cessite aucune intervention dans les codes d’e´le´ments finis
utilise´s. Ce travail a donne´ lieu a` l’e´laboration d’une ‘boˆıte a` outils’ construite dans l’environnement
de calcul Matlab c© autour du code d’e´le´ments finis Openfem2.
8.2.2 Perspectives
Ce travail a permis de poser les bases pour le de´veloppement d’outils algorithmiques destine´s
a` l’assimilation en temps re´el de donne´es de tempe´rature ponctuelles. Nous pouvons envisager des
de´veloppements ulte´rieurs sur les plans the´orique et pratique.
Pour re´pondre pleinement au proble`me de l’e´limination des effets thermiques dans les techniques
de surveillance vibratoire des ouvrages, il sera ne´cessaire de coupler les outils d’assimilation a` des
outils de de´termination des proprie´te´s thermome´caniques. En partant du constat que seules certaines
composantes d’un champ thermique ont une influence sur les proprie´te´s, il serait alors possible de
de´velopper des strate´gies se focalisant sur la reconstruction de ces composantes uniquement.
Une approche globale du proble`me de l’assimilation de donne´es pose par ailleurs les questions
suivantes : ou` placer les capteurs, combien en placer, quel type de capteurs utiliser pour un type donne´
de chargement thermique ? Ces questions ont de´ja` fait l’objet de nombreux travaux de recherche, mais
une approche syste´matique re´pondant a` tous les cas de figure reste, a` notre connaissance, a` trouver.
Nous avons vu par ailleurs que la mauvaise connaissance du mode`le est pre´judiciable a` la bonne
estimation du champ de tempe´rature. Or les me´thodes adjointes permettent aussi l’estimation de
parame`tres : cela fait l’objet d’une tre`s vaste litte´rature. Nous pensons donc qu’il serait tout a` fait
2L’auteur tient a` remercier a` cet effet M. Etienne Balme`s avec qui la collaboration autour de l’outil Openfem c© a e´te´
agre´able et fructueuse.
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envisageable de de´velopper des me´thodes qui associent a` l’estimation de l’e´tat du syste`me, comme cela
est fait ici, une estimation simultane´e de ses parame`tres.
Enfin, la mode´lisation adopte´e ici ne permet pas la prise en compte d’e´ventuels phe´nome`nes de
transport par convection. La mode´lisation de ces phe´nome`nes fait intervenir un terme de vitesse dans
l’e´quation de la chaleur qui devient alors fortement non-line´aire et doit eˆtre couple´e a` un mode`le de
transport de fluides. De´velopper des me´thodes d’assimilation pour de tels syste`mes couple´s permet-
trait de toucher des domaines d’application bien plus varie´s comme les domaines de la mode´lisation
environnementale ou du confort climatique dans le baˆtiment par exemple.
Nous espe´rons que cette contribution s’ave`rera utile au de´ploiement de me´thodes de surveillance de
sante´ des structures, et servira a` de futures avance´es au profit de la se´curite´ et du confort des usagers.
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Annexe A
A.1 Ge´ome´trie de la maquette utilise´e pour les essais et disposition
des capteurs
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Fig. A.1 – Ge´ome´trie du bloc de be´ton, vue de face
(a) plans A et E (b) plans B et D
(c) plan C
Fig. A.2 – Ge´ome´trie du bloc de be´ton, vue de coˆte´
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Annexe B
Assimilation thermique 1D par me´thode adjointe libe´re´e1
F. Bourquin, A. Nassiopoulos
B.1 Introduction
La pre´contrainte affecte le comportement vibratoire des structures. Ainsi, la de´termination fiable
et rapide de l’e´tat de pre´contrainte associe´ a` un champ de tempe´rature devient une e´tape cruciale
dans de nombreux processus comme le controˆle de sante´ en ge´nie civil. La meilleure reconstruction
possible du champ de tempe´rature constitue alors un e´le´ment clef de cette de´marche.
Il existe de nombreuses strate´gies pour de´tecter les endommagements d’une structure de ge´nie civil :
entre autres, une classe tre`s attrayante de techniques repose sur l’analyse vibratoire sous sollicitations
ambiantes. Ces me´thodes dites output-only consistent soit a` identifier le spectre basse fre´quence de la
structure a` l’instant courant pour en de´duire si celle-ci a subi un endommagement, soit a` ve´rifier qu’un
certain vecteur appartient toujours au noyau de la matrice de Hankel des matrices de corre´lation des
mesures Basseville et al. (2004). Dans les deux cas, la structure intacte, ou de re´fe´rence, est cense´e
eˆtre connue, ce qui est le cas pour chaque nouveau pont pour lequel on dispose aujourd’hui d’un
mode`le me´canique plutoˆt pre´cis a` l’issue de la construction. L’analyse modale ope´rationnelle et la
de´tection en ligne d’endommagements visent donc a` de´tecter les e´volutions du spectre de la structure.
On dispose maintenant d’une expe´rience pratique des algorithmes et de leur comportement sur des
cas re´els comme par exemple le pont Z24 Peeters (2000). L’analyse modale output-only fonde´e sur des
me´thodes de sous-espace tirent profit des matrices de corre´lation et de´bouchent sur des algorithmes
en ligne puissants Basseville et al. (2004); Mevel & Goursat (2004) de de´tection d’endommagement,
dont les domaines d’application incluent le ge´nie ae´ronautique, le ge´nie me´canique, et le ge´nie civil.
Il existe beaucoup d’autres me´thodes (voir par exemple Sohn et al. (2000, 2001), Cremona (2004);
Farrar et al. (2003)).
Or le comportement dynamique de la structure sous surveillance peut varier sous l’influence de
plusieurs facteurs, y compris les variations de tempe´rature Rohrmann et al. (2000). En fait, selon
les conditions aux limites de la structure et la distribution de tempe´rature, des variations thermiques
e´ventuellement uniformes peuvent causer des variations tre`s importantes du spectre de la structure
Farrar et al. (2003), jusqu’a` 10 %, en raison de la pre´contrainte additionnelle. La tempe´rature peut
1Chapitre de l’oubrage Proble`mes inverses, Editions du LCPC, Kluwer Academic Publishers, 2005. A paraˆıtre.
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meˆme modifier les conditions de frontie`re et le nombre de points de contact entre les piles et le tablier
du pont. En fait, la tempe´rature peut engendrer une de´flexion aussi importante que le poids propre
du pont Inaudi et al. (2001). Ainsi les effets environnementaux peuvent eˆtre de plusieurs ordres de
grandeur plus importants que l’effet des endommagements structuraux. Par ailleurs, les me´thodes de
controˆle structural fonde´es sur un mode`le de la structure souffrent de toute modification non identifie´e
du comportement vibratoire de la structure qui nuit alors a` la robustesse des lois de controˆle.
Par conse´quent, comme mentionne´ dans Farrar et al. (2003) et dans une grande partie de la
litte´rature sur le controˆle de sante´, il est obligatoire d’e´liminer les effets thermiques. Cette e´limination
reste un de´fi dans ce domaine. La plupart des tentatives dans cette direction ont favorise´ des approches
en boˆıte noire comme l’apprentissage de re´seaux de neurones, en vue de corre´ler la tempe´rature aux
mesures extensome´triques Farrar et al. (2003); Sohn et al. (2003). Voir Kullaa (2002, 2003, 2004)
pour l’usage de l’analyse en composantes principales, fonde´e sur la corre´lation entre les signatures
observe´es. Mais les donne´es d’apprentissage doivent inclure au moins un cycle complet de conditions
en service avant que l’on puisse appliquer un algorithme de de´tection d’endommagement. Par ailleurs,
la me´thode propose´e ne permet pas de prendre en compte de manie`re approprie´e les e´ve´nements
climatiques exceptionnels.
Par ailleurs, il faut noter que le nombre de capteurs de tempe´rature sur de grands ouvrages peut
atteindre plusieurs centaines Wong (2004), ce qui te´moigne de l’importance de cette grandeur physique
et de ses variations spatiales.
En outre, la longe´vite´ des structures en be´ton est dicte´e par l’e´volution de la tempe´rature au jeune
aˆge, d’ou` l’inte´reˆt d’e´valuer le champ de tempe´rature aussi toˆt que possible. Dans le meˆme esprit, la
ve´rification en temps re´el de la bonne prise du be´ton ne peut que tirer parti d’une connaissance fine
du champ de tempe´rature et de son e´volution.
Ainsi la tempe´rature ne constitue pas qu’un simple parame`tre de nuisance qui doit eˆtre rejete´ d’un
mode`le qui tiendrait compte seulement de la dynamique de la structure. Au contraire, une surveillance
multi-physique comple`te combine´e a` une mode´lisation thermome´canique inverse pourrait jouer un roˆle
important dans la correction statique des mesures cine´matiques comme dans les me´thodes de controˆle
de sante´ fonde´es sur l’analyse vibratoire ainsi que dans le controˆle de chantier en vue des questions de
durabilite´ et de productivite´, sans compter le controˆle actif ou semi-actif des structures. Sur la base
de mesures thermiques en un certain nombre de points, il est donc essentiel de reconstruire le champ
de tempe´rature re´el a` chaque instant afin d’en tenir compte explicitement dans les algorithmes de
controˆle de sante´ ou de controˆle actif des structures.
Le travail pre´sente´ ici vise la reconstruction du champ de tempe´rature dans une structure a` partir
de mesures de l’e´volution de la tempe´rature dans un intervalle de temps donne´ fournies par un certain
nombre de capteurs ponctuels. Cette question est un cas particulier d’une classe de proble`mes tre`s
importante cite´e dans la litte´rature sous le nom de proble`mes inverses de transfert de chaleur Beck
et al. (1985), Alifanov (1994), O¨zisik & Orlande (2000), et qui fait l’objet d’un nombre tre`s important
de publications. Elle se trouve aussi au cœur de l’assimilation de donne´es en me´te´orologie.
Parmi les techniques de re´solution que l’on rencontre dans la litte´rature, les me´thodes dites ex-
plicites tentent, apre`s discre´tisation le plus souvent par diffe´rences finies, d’inverser l’ope´rateur qui
au controˆle associe les mesures Beck et al. (1996),Raynaud & Bransier (1986). D’autres me´thodes
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qualifie´es d’implicites sont des me´thodes ite´ratives qui e´vitent l’inversion directe de cet ope´rateur Chi-
wiacowski & de Campos Velho (1991), Muniz et al. (1999), Alifanov (1994), Alifanov et al. (1995).
Elles pre´sentent souvent un caracte`re re´gularisant intrinse`que Alifanov et al. (1995), Hanke (1995a).
Dans cette direction, la formulation par moindres carre´s semble eˆtre un cadre tre`s favorable pour
le de´veloppement d’algorithmes rapides et robustes Jarny et al. (1991). La re´gularisation de type
Tikhonov Engl et al. (1994) est souvent utilise´e pour corriger le caracte`re mal pose´ du proble`me.
La de´marche mise en œuvre dans cet article est celle du controˆle optimal Lions (1968) applique´
a` la reconstruction des flux exte´rieurs et de la tempe´rature initiale. On obtient en postraitement
la tempe´rature courante par re´solution de l’e´quation de la chaleur. Cette me´thode, parfois appele´e
me´thode adjointe a` cause de l’utilisation syste´matique de l’e´tat adjoint pour calculer le gradient de
la fonctionnelle a` minimiser, pre´sente de nombreux avantages, dont la ge´ne´ralite´. Elle s’impose ici
car on souhaite en effet traiter des situations multidimensionnelles et des ge´ome´tries e´ventuellement
complexes.
Le proble`me e´tant mal pose´, on est amene´ a` le re´gulariser. On montre alors que le choix d’une
norme produit de type H1 au lieu de L2 permet d’ame´liorer fortement la pre´cision de la tempe´rature
reconstruite par une libe´ration de l’e´tat adjoint a` l’instant final.
B.2 Formulation ge´ne´rale du proble`me
Dans ce paragraphe, on conside`re un solide occupant un domaine Ω dans IRd, d ≥ 1, de frontie`re
∂Ω. Par la suite, on se limitera au cas ou` d = 1.
B.2.1 L’e´quation de la chaleur
En l’absence de changement de phase et en ne´gligeant la dissipation intrinse`que, la distribution de




− div(Kgrad θ) = f dans Ω× [0, T ] (B.1)
ou` x = (x1, x2, x3) ∈ Ω est la variable d’espace, t ∈ [0, T ] la variable de temps, f = f(x, t) de´signe la
source de chaleur interne distribue´e, ρ = ρ(x) la masse volumique du mate´riau, c = c(x) sa capacite´
calorifique et K son tenseur de conductivite´. Le tenseur K est syme´trique, de´fini positif et se re´duit
souvent a` un tenseur diagonal. Si la conduction est isotrope, il s’e´crit K = k(x)Id, ou` k = k(x) de´signe
le coefficient scalaire de conductivite´ et Id la matrice identite´.
A l’instant initial, le champ de tempe´rature est donne´ par θ(x, 0) = θ0(x), et a` chaque instant le
solide est soumis a` une tempe´rature exte´rieure θext(x, t) et a` un flux de chaleur g(x, t) le long de sa
frontie`re ∂Ω. On peut re´sumer les interactions avec le milieu exte´rieur par la condition de Fourier-Robin
(Kgrad θ) · ~n+ α(θ − θext) = g sur ∂Ω× [0, T ] (B.2)
ou` α = α(x|∂Ω) ≥ 0 de´signe le coefficient d’e´change, et ~n le vecteur unitaire normal a` Ω le long de ∂Ω.
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Les conditions aux limites de type Dirichlet (respectivement Neumann) peuvent eˆtre vues comme
des conditions aux limites de type Fourier-Robin avec un coefficient α qui tend vers l’infini (respecti-
vement vers ze´ro).
B.2.2 Reconstruction de la tempe´rature





− div(K grad θ) = 0 dans Ω× [0, T ]
(K grad θ) · ~n+ α(θ − θext) = g sur ∂Ω× [0, T ]
θ(x, 0) = θ0(x) dans Ω
(B.3)




− div(K grad θ) = 0 dans Ω× [0, T ]
(K grad θ) · ~n+ αθ = Φ sur ∂Ω× [0, T ]
θ(x, 0) = θ0(x) dans Ω
(B.4)
Notons que le couple {θ0,Φ} de´termine de manie`re unique la solution θ(x, t) du proble`me (B.4).
Par contre, il n’est pas possible d’identifier inde´pendamment θext et g. Dans la perspective d’une
identification seul Φ a un sens.
On suppose qu’a` l’instant final T on dispose de M mesures {θdk(t)}Mk=1 de la tempe´rature sur tout
l’intervalle de temps [0, T ], fournies par des capteurs ponctuels place´s aux points {xk}Mk=1. A partir
de ces mesures, l’objectif fixe´ est de reconstruire la donne´e θ(x, T ) ou, a` de´faut, la donne´e θ(x, T − ),
avec  petit.
Parmi les me´thodes possibles, on e´liminera d’emble´e le filtrage de Kalman en temps continu qui
conduirait a` la re´solution d’e´quations de Riccati en tre`s grande dimension ce qui est pratiquement
hors d’atteinte sans re´duction pre´alable.
Une autre manie`re de parvenir au champ de tempe´rature a` l’instant final est d’essayer de de´terminer
le couple {θ0,Φ} qui a donne´ naissance au champ de tempe´rature dont on connaˆıt la valeur aux points
de mesure. Au lieu de re´soudre l’e´quation de la chaleur dans le sens habituel, avec comme donne´es les
conditions initiale et aux limites, l’objectif fixe´ est de retrouver ces donne´es a` partir d’une solution
(partiellement) connue. Il s’agit alors d’un proble`me inverse. Bien entendu, il n’est pas e´vident que
cette approche puisse de´boucher sur des algorithmes en temps re´el, c’est pourquoi l’on s’inte´resse a`
des me´thodes rapides quoique ge´ne´ralistes.
Le proble`me peut eˆtre formule´ comme un proble`me de minimisation au sens des moindres carre´s
d’une fonctionnelle mesurant l’e´cart entre les mesures et le champ de tempe´rature reconstruit. Cet











Le proble`me a` re´soudre s’e´crit alors
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 Trouver {θ
0 ∗,Φ∗} tel que
J({θ0 ∗,Φ∗}) = min
{θ0,Φ}
J({θ0,Φ}) (B.6)
La minimisation de cette fonction de couˆt par rapport au couple d’arguments {θ0,Φ} doit fournir
la condition initiale θ0 ∗ et la condition aux limites Φ∗ qui donnent le champ de tempe´rature θ(x, t)
dont la valeur aux points {xk}Mk=1 est la plus proche possible des mesures {θ(xk)}Mk=1. La minimisation
a un sens par rapport a` une norme donne´e qu’il conviendra de pre´ciser par la suite en meˆme temps
que l’espace fonctionnel dans lequel sera recherche´ le couple {θ0,Φ}.
B.2.3 Un proble`me mal pose´
Le proble`me est par nature mal pose´ a` cause des proprie´te´s de l’e´quation de la chaleur, qui ‘lisse’
les informations de haute fre´quence. Ceci peut eˆtre illustre´ avec l’exemple simple ci-dessous :
Soit l’e´quation de la chaleur simplifie´e avec conditions de Dirichlet
∂θ
∂t
−∆θ = 0 dans Ω× [0, T ]
θ = 0 sur ∂Ω× [0, T ]
θ(x, 0) = θ0(x) dans Ω
On cherche a` de´velopper θ(x, T ) = f(x) en se´rie de Fourier. A cette fin, on introduit le proble`me
de valeurs propres {
∆φk + λkφk = 0 dans Ω
φk = 0 sur ∂Ω
avec ‖φk‖ = 1. Alors θk(x, t) = φk(x)e−λkt (x ∈ Ω, t ∈ [0, T ]), est solution de l’e´quation de la
chaleur. On en de´duit que ‖θk(·, T )‖ ≤ e−λkT bien que ‖θk(·, 0)‖ = 1. Il re´sulte de la compacite´ de la
re´solvante du Laplacien en domaine borne´ que
lim
k→∞
‖θk(·, T )‖ = 0.
La 1e`re formule asymptotique de de Weyl permet d’affiner cette conclusion. En effet, λk ∼ k 2md ,
d e´tant la dimension de l’espace dans lequel on se place, et 2m l’ordre de l’ope´rateur diffe´rentiel
(2m = 2 pour le Laplacien). Cette dernie`re expression montre que les contributions des modes de
haute fre´quence (lorsque k → ∞) n’ont quasiment plus d’effet a` l’instant final. Ce phe´nome`ne est
responsable du caracte`re mal pose´ du proble`me inverse, dont la re´solution ne´cessitera des techniques
particulie`res afin de reconstruire correctement ces contributions des modes de haute fre´quence. Ce
phe´nome`ne de ’lissage’ signifie aussi que lors de la re´solution du proble`me inverse, les modes de haute
fre´quence sont amplifie´s. Un le´ger bruitage des mesures conduit alors a` des solutions du proble`me
inverse divergentes, et la re´solution nume´rique est instable. En fait, si les donne´es sont irre´gulie`res le
proble`me inverse n’a pas de solution car la tempe´rature est tre`s re´guliere dans Ω.
On pourrait de meˆme montrer que le flux exte´rieur Φ a` l’instant final n’a pas d’effet sur les donne´es
de mesure issues des capteurs noye´s a` l’inte´rieur de la structure.
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B.2.4 Re´gularisation de Tikhonov
Pour rendre bien pose´ le proble`me de la minimisation de la fonctionnelle B.5, on a recours a` la
strate´gie de re´gularisation de Tikhonov (Engl et al. (1994)) qui consiste a` rajouter un terme quadra-















ou` ‖ · ‖ de´signe la norme de l’espace dans lequel on recherche le couple {θ0,Φ}. Le choix de cet espace
a une influence de´terminante sur les re´sultats, comme on le verra plus loin.
On cherchera donc a` re´soudre le proble`me Trouver {θ
0 ∗,Φ∗} tel que
J({θ0 ∗,Φ∗}) = min
{θ0,Φ}
J({θ0,Φ}) (B.8)
Il conduit ine´vitablement a` une solution approche´e, mais qui tend vers la solution ide´ale lorsque
→ 0. Par contre ce proble`me est mathe´matiquement bien pose´, ce qui rend sa re´solution nume´rique
stable.
La minimisation de la fonctionnelle fait appel a` des me´thodes ite´ratives telles que la me´thode du
gradient conjugue´, dont la mise en œuvre ne sera pas explique´e ici.
Il existe d’autres me´thodes de re´gularisation, comme celle de Morozov qui consiste a` minimiser
‖{θ0,Φ}‖2 sous une contrainte du type ∣∣θ − θd∣∣ ≤ δ ou` δ repre´sente une incertitude de mesure.
B.3 Minimisation dans L2
Dans ce qui suit, on se place dans le cas unidimensionnel : Ω = [0, L]. Donc ∂Ω = {0, L}. On
notera x1 = 0, x2 = L. La fonction Φ(x, t), x ∈ ∂Ω, t ∈ [0, T ], peut alors s’e´crire comme un couple
de fonctions {Φ1(t),Φ2(t)} sur [0, T ] ou` Φ1(t) = Φ(0, t) et Φ2(t) = Φ(L, t).
L’espace L2 constitue un choix naturel pour la minimisation car il permet de de´velopper la me´thode
de manie`re assez simple. On cherche donc les triplets {θ0,Φ1,Φ2} de tempe´ratures initiales et de flux









ou` u = {u0, u1, u2} et v = {v0, v1, v2}. On note ‖ · ‖V la norme
correspondante, i. e. ‖v‖V =
√
(u, v)V .
On conside`re alors le proble`me Trouver {θ
0 ∗,Φ∗1,Φ∗2} ∈ V tel que
J({θ0 ∗,Φ∗1,Φ∗2}) = min{θ0,Φ1,Φ2}∈V J({θ
0,Φ1,Φ2}) (B.9)
ou`





































) = 0 dans Ω× [0, T ]
−(K ∂θ∂x(x1, t)) + αθ(x1, t) = Φ1(t) sur [0, T ]
(K ∂θ∂x(x2, t)) + αθ(x2, t) = Φ2(t) sur [0, T ]
θ(x, 0) = θ0(x) dans Ω
(B.11)
Ce proble`me quadratique est bien pose´ car la fonctionnelle J est α-convexe et diffe´rentiable. En
effet, il suffit de ve´rifier la de´pendance continue de la solution θ par rapport aux donne´es. Il est classique
que, lorsque {θ0,Φ1,Φ2} ∈ V , alors la solution θ de l’e´quation (B.11) ve´rifie θ ∈ L2
(
0, T ;H1(0, L)
)
et
donc θ(xk, t) ∈ L2 (0, T ) avec de´pendance continue par rapport aux donne´es.
B.3.1 La me´thode de l’e´tat adjoint
On suit ici la me´thode tre`s classique Lions (1968) dont la mise en œuvre ne pose aucune difficulte´
particulie`re. On en rappelle les e´tapes afin que le lecteur puisse e´ventuellement reproduire les calculs.
Les me´thodes de descente ne´cessitent le calcul du gradient de la fonctionnelle. L’e´tat adjoint,
solution d’une e´quation de la chaleur auxiliaire, donne imme´diatement acce`s au gradient.



































) = 0 dans Ω× [0, T ]
−(K∂δθ∂x (x1, t)) + αδθ(x1, t) = δΦ1 sur [0, T ]
(K∂δθ∂x (x2, t)) + αδθ(x2, t) = δΦ2 sur [0, T ]
δθ(x, 0) = δθ0(x) dans Ω
(B.13)
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θ(xk, t) − θdk(t)
)
δθ(xk, t)dt. Pour obtenir une expression du gradient, il est
ne´cessaire d’e´crire la diffe´rence D comme une forme line´aire continue des arguments {δθ0, δΦ1, δΦ2}.
Graˆce a` B.12, il suffit en fait d’e´crire L de cette fac¸on. Pour cela, on a recours a` la the´orie du controˆle















δxk dans Ω× [0, T ]
−(K ∂p∂x(x1, t)) + αp(x1, t) = 0 sur [0, T ]
(K ∂p∂x(x2, t)) + αp(x2, t) = 0 sur [0, T ]
p(x, T ) = 0 dans Ω
(B.14)
dont une formulation faible en espace s’e´crit :























p(x, T ) = 0
(B.15)
Dans (B.15), a` chaque instant t on choisit w = δθ. Apre`s inte´gration en temps sur [0, T ] et une






























(θ(xk, t)− θdk(t))δθ(xk, t)dt
(B.16)






















αδΦi(t)v(xi, t) ∀v ∈ V
δθ(x, 0) = δθ0(x)
(B.17)
Dans (??), a` chaque instant t on choisit v = p, puis on inte`gre en temps. On obtient







































L({δθ0, δΦ1, δΦ2}) est une forme line´aire et continue de {δθ0, δΦ1, δΦ2} dans V . On en de´duit par
identification que le gradient de J peut eˆtre e´crit en fonction de θ0, de {Φ1,Φ2} et de l’e´tat adjoint p :
∇J({θ0,Φ1,Φ2}) = {ρc p(x, 0) + θ0, p(x1, t) + Φ1(t), p(x2, t) + Φ2(t)} (B.20)
B.3.2 Re´sultats
On conside`re une poutre de longueur L = 1. Pour fixer les ide´es, on normalise tous les parame`tres
physiques a` l’unite´ : K(x) = 1, ρ = 1, c = 1, α = 1. Par ailleurs, on choisit T = 0.5 et on discre´tise
par des e´le´ments finis P1-Lagrange en espace (30 e´le´ments) et par un sche´ma d’Euler re´trograde en
temps (500 pas de temps). On mesure la tempe´rature en trois capteurs e´quire´partis sur l’intervalle Ω =
[0, L]. On arreˆte l’algorithme de gradient conjugue´ lorsque l’e´cart entre les mesures et la tempe´rature
reconstruite aux points de mesure passe sous le seuil de 10−6, c’est-a`-dire apre`s environ 20 ite´rations.
Les mesures aux capteurs θdk(t) correspondent a` des donne´es de synthe`se issues de la re´solution de
l’e´quation de la chaleur (B.4). La tempe´rature initiale et le flux impose´ a` la frontie`re sont de´crits sur
la figure B.1. Tester un algorithme inverse sur des donne´es de synthe`se, donc atteignables, s’appelle
parfois un crime inverse, traduction de inverse crime. Il s’agit d’une premie`re e´tape de validation
de l’algorithme, la stabilite´ devant faire l’objet de tests avec des donne´es bruite´es. Il se trouve que
l’algorithme propose´ pre´sente de bonnes proprie´te´s de stabilite´ par rapport aux erreurs de mesure,
mais, dans un souci de concision, on omettra ici de de´velopper cet aspect.
Quoique l’algorithme ait effectivement trouve´ une tempe´rature initiale et un flux tels que la
tempe´rature calcule´e co¨ıncide presque exactement avec les mesures de synthe`se (fig B.2), les pre-
miers re´sultats mettent en e´vidence les limites pratiques de cette approche. En effet, par construction
de l’algorithme, comme
pn(x, T ) = 0 , ∀x, ∀n ∈ Z,
les valeurs de flux au temps final t = T ne varient pas au cours des ite´rations (fig B.4). Dans le
re´sultat final, meˆme apre`s convergence, ces valeurs seront e´gales a` celles donne´es lors de l’initialisation
de l’algorithme, c’est a` dire
Φn(x, T ) = Φ0(x, T ) ∀x, ∀n ∈ Z
Par conse´quent, la solution sur Φ est de´grade´e au voisinage de l’instant final (t → T ) (fig B.3).
Ceci entraˆıne (fig B.3) la de´gradation partielle de la solution θ(x, T ), qui est pourtant celle que l’on
recherche.
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Fig. B.1 – Evolution du flux impose´ sur la frontie`re (a` gauche), tempe´rature initiale et finale (au
milieu) et tempe´rature aux trois capteurs (a` droite)
Cette difficulte´ est re´pertorie´e dans la litte´rature Alifanov (1994) mais on ne connaˆıt pas de traite-
ment syste´matique de´bouchant sur des algorithmes ne ne´cessitant pas d’intervention manuelle. L’objet
du paragraphe suivant est de proposer une strate´gie de re´gularisation des fonctions inconnues θ0(x)
et Φ(x, t) qui libe`re la valeur finale de l’e´tat adjoint. A cette fin, on quitte le cadre L2.
B.4 Reconstruction dans H1
B.4.1 Position du proble`me
On rappelle que Ω = [0, L]. La frontie`re ∂Ω = {0, L} du domaine n’est ainsi constitue´e que des
deux points x1 = 0 et x2 = L. Comme pre´ce´demment, la fonction Φ(x, t), x ∈ ∂Ω, t ∈ [0, T ], peut
s’e´crire comme un couple de fonctions {Φ1(t),Φ2(t)} sur [0, T ] ou` Φ1(t) = Φ(0, t) et Φ2(t) = Φ(L, t).




pour effet de fournir des solutions pre´sentant plus de re´gularite´, notamment pre`s des bords. Comme
on le verra par la suite, l’algorithme ainsi construit pre´sentera l’avantage de ne pas figer la valeur de
Φ(x, T ).






































On conside`re le nouveau proble`me
B.4. RECONSTRUCTION DANS H1 229
Fig. B.2 – fonctionnelle L2 : Tempe´rature cible et tempe´rature reconstruite au niveau des capteurs
 Trouver {θ
0 ∗,Φ∗1,Φ∗2} ∈W tel que

















et ou` θ est encore solution de l’e´quation (B.11).
B.4.2 Calcul du gradient
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Fig. B.3 – fonctionnelle L2 : e´cart entre la tempe´rature cible et la tempe´rature reconstruite a` l’instant
final (a` gauche), et a` tout instant (a` droite)































θ(x, 0) = θ0(x)
(B.25)
ou` (x1 = 0, x2 = L).
Le calcul du gradient de la fonctionnelle ne´cessite l’introduction, comme plus haut, de l’e´quation
































p(x, T ) = 0
(B.26)
On poseD = J({θ0+δθ0,Φ1+δΦ1,Φ2+δΦ2})−J({θ0,Φ1,Φ2}). Les meˆmes e´tapes de calcul conduisent











({θ0,Φ1,Φ2}, {δθ0, δΦ1, δΦ2})W +O∥∥∥{δθ0, δΦ1, δΦ2}∥∥∥2W
(B.27)
ou` x1 = 0, x2 = L . Mais pour de´terminer le gradient de J on cherche un triplet Q = {P,Q1, Q2} tel
qu’on puisse e´crire D sous la forme
D =
(







La recherche de Q = {P,Q1, Q2} consiste alors a` re´soudre trois proble`mes inde´pendants.
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Fig. B.4 – fonctionnelle L2 : e´cart entre le flux impose´ et reconstruit
Tout d’abord, on re´sout, par approximation de Galerkin par exemple, l’e´quation variationnelle
 Trouver P ∈ H
1(0, L) tel que∫ L
0










∀w ∈ H1(0, L) (B.29)
La solution existe car p ∈ L2 (0, T ;H1(0, L)⋂ (C)0(0, T ;L2 (0, L)). On peut donc de´finir p(x, 0) ∈
L2(0, L).
Cette e´quation s’e´crit aussi sous la forme classique −α¯
d2P
dx2








La de´termination de Q1 et Q2 se fait de manie`re analogue. Le proble`me a` re´soudre est, pour
i = 1, 2, x1 = 0, x2 = L : Trouver Qi ∈ H
1(0, T ) tel que∫ T
0










∀w ∈ H1(0, T ) (B.31)
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Ce proble`me est analogue au proble`me pre´ce´dent, a` la diffe´rence pre`s qu’il est pose´ sur [0, T ]. La
re´gularite´ de l’e´tat adjoint p suffit a` e´tablir l’existence d’une solution unique, que l’on peut calculer
par la me´thode des e´le´ments finis.
Remarquer que le proble`me aux limites correspondant s’e´crit −β¯
d2Qi
dt2






(T ) = 0
(B.32)
On voit donc que le flux re´gularise´ Qi de´pend de toutes les valeurs de p(xi, t) et ne s’annule pas
syste´matiquement a` l’instant t = T .
Ainsi, le gradient de J({θ0,Φ1,Φ2}) s’e´crit :
∇J({θ0,Φ1,Φ2}) =
{
P (x) + θ0, Q1(t) + Φ1, Q2(t) + Φ2
}
(B.33)
D’apre`s la remarque pre´ce´dente, le flux a` l’instant final Φ(x, T ) ne reste pas constant au fil des
ite´rations.
Par ailleurs, ni la fonctionnelle (B.23) a` minimiser ni l’espace sur lequel on minimise n’impose
de condition de compatibilite´ entre le flux Φi(x, 0) et celui associe´ a` la tempe´rature initiale, soit
∓K dθ0dx (xi)+αθ0(xi), i = 1, 2. Bien que cette dernie`re quantite´ n’ait pas de sens lorsque θ0 ∈ H1(0, L),
on peut imposer cette compatibilite´ de fac¸on approche´e par projection sur quelques modes thermiques
et pe´nalisation. On ne de´taillera pas ici l’analyse correspondante.
B.4.3 Re´sultats
On e´tudie la meˆme situation qu’au paragraphe B.3. Malgre´ l’absence de compatibilite´ a` l’instant
initial, la tempe´rature finale (fig B.5) est reconstruite de fac¸on beaucoup plus pre´cise avec la nouvelle
fonctionnelle (B.23) qu’avec celle utilise´e au paragraphe B.3. On note que la tempe´rature reconstruite
se superpose presqu’exactement a` la tempe´rature cible. L’impre´cision sur l’un des flux a` l’instant initial
se trouve gomme´e par le caracte`re re´gularisant de l’e´quation de la chaleur. Elle compense par ailleurs
l’impre´cision sur la tempe´rature initiale au voisinage du bord.
Dans le cas ou` les donne´es de synthe`se se trouvent remplace´es par des donne´es bruite´es, on constate
une tre`s bonne stabilite´ de l’algorithme. Par souci de concision, on ne pre´sente pas ici cette e´tape
importante de la validation.
B.5 Conclusions
Le cadre H1 pour minimiser la fonctionnelle d’erreur permet une bien meilleure reconstruction
de la tempe´rature finale que le cadre L2. La me´thode propose´e s’e´tend presque naturellement au cas
multidimensionnel.
Par ailleurs, le recouvrement partiel des intervalles de temps de reconstruction successifs ainsi que
la sauvegarde des directions de descente en vue d’une prise en compte ulte´rieure devraient acce´le´rer
nettement la reconstuction au fil du temps.
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Fig. B.5 – Reconstruction dans H1 : flux (a` gauche) et tempe´rature finale (a` droite). Les grandeurs
cibles et les grandeurs reconstruites sont quasiment superpose´es
Enfin, une projection sur base re´duite pourrait s’ave´rer tre`s utile pour traiter les structures tridi-
mensionnelles.
La reconstruction des pre´contraintes d’origine thermique ne constitue qu’un post-traitement de
type thermo-e´lastique. Il est alors essentiel de bien connaˆıtre les vraies conditions aux limites qui
e´voluent e´galement avec la tempe´rature. La prise en compte de la tempe´rature re´elle et des sensibilite´s
des modes a` la tempe´rature fait l’objet d’une recherche active.
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Annexe C
A step towards model-based Temperature Elimination in Structural
Health Monitoring1
F. Bourquin, A. Nassiopoulos
C.1 Introduction
Various methods for damage detection and structural health monitoring exist. Among them, Am-
bient Vibration Monitoring (AVM) consists in identifying the low frequency spectrum of a given
structure in order to detect modifications with respect to the non-damaged reference state (Basseville
et al. , 2000; Wenzel & Pichler, 2005). However, in civil engineering, thermal loading due to environ-
mental factors induces mechanical stresses on structures and can cause eigenfrequency shifts of much
larger order of magnitude than those caused by structural damage (Farrar et al. , 2003). Thus, the
exact knowledge of the thermal state in a given structure and its effects on vibrational properties is a
crucial building block of a global Structural Health Monitoring approach.
A step towards this direction consists in developping a method for the reconstruction of the thermal
field based on several sensor outputs. As a matter of fact, the most commonly used temperature sensors
can only provide local or pointwise measurements. In addition, some parts of a structure can simply
be inaccessible to direct measurements. This is the case in civil engineering structures, although the
number of sensors that equip modern ones is rapidly increasing (Wong, 2004). The thermal state
at any point of a given structure can only be obtained through a suitable reconstruction procedure.
Among possible methods, one will eliminate Kalman filtering techniques in continuous time which
would lead to the solution of Riccati equations of large dimension, and that seems inappropriate
without preliminary reduction.
This paper deals with the inverse problem of temperature identification based on pointwise measu-
rements. Such inverse problems are in general mathematically ill-posed and regularization techniques
are needed to solve them. They have been studied extensively in literature during the last few decades
together with many techniques for their numerical computation (Engl et al. , 1994). Inverse problems
concerning heat conduction have been the topic of numerous works due to the wide range of applica-
tions that are concerned (Beck et al. , 1996; Jarny et al. , 1991). A review of literature can be found
in Alifanov (1994), Beck et al. (1985) and O¨zisik & Orlande (2000).
1Proceedings of the 4th IASC World Conference on Structural Control and Monitoring, San Diego (CA), 2006.
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The approach is that of optimal control theory (Lions, 1968). The problem is written in a least-
squares setting. The adjoint technique (Jarny et al. , 1991; Huang & Wang, 1999) is used to determine
the gradient of an error functional together with Tikhonov regularization (Engl et al. , 1994). When
standard gradient-based algorithms are put to work, each computational step entails solving the same
forward heat equation with changing data. The regularized least-squares performance index is mi-
nimized here over a space of smooth enough initial temperatures and boundary fluxes. It is proved
numerically that this choice eliminates a known difficulty of the adjoint method close to the final time.
Moreover, the proposed framework yields a both accurate and stable final temperature. The paper
presents the method in a one-dimensional setting for the sake of simplicity. But the proposed algo-
rithm proves nevertheless truely multidimensional and compatible with any standard finite element
software.
C.2 Problem statement
Consider a solid in a multidimensional domain Ω with boundary ∂Ω. Assuming absence of internal
heat sources and an initial state denoted by θ0(x), the temperature field inside the solid is given by




− div(K grad θ) = 0 in Ω× [0, T ]
(K grad θ) · ~n+ αθ = Φ on ∂Ω× [0, T ]
θ(x, 0) = θ0(x) in Ω
(C.1)
Here, Φ(x, t) = g(x, t)+αθext where g denotes an inward heat flux when Fourier-Robin conditions are
considered and θext is the external temperature, ~n is the outwards normal vector on the boundary,
x ∈ Ω is the space variable, t ∈ [0, T ] the time variable, ρ the mass density, c the heat capacity and K
the conductivity tensor of the material.
Assume that m sensors are available inside the structure at locations xk, k = 1..m. They deliver
the data {θdk(t)}mk=1, t ∈ [0, T ]. Based on these measurements, the aim is to reconstruct the temperature
field over the time interval [0, T ], focusing on the accuracy of the reconstruction at the final time T .
One way to achieve this is to try to determine the couple {θ0,Φ} of initial and boundary conditions
responsible for the measurements.
The problem can be formulated in a least-squares framework. In this approach, an iterative pro-
cedure will be put to work to minimize the difference between the given measurements {θdk(t)}mk=1
and the value at sensor locations of a reconstructed field. The inverse problem being by itself ma-
thematically ill-posed in the sense of Hadamard, some regularization technique is needed in order to
guarantee numerical stability of the computational procedure even with noisy input data. The problem














Here, the last term in (C.2) stands for the so-called Tikhonov regularization,  being a small regula-
rizing coefficient that provides extra convexity to the functional J .
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We consider here that {θ0,Φ} ∈ X, X being a functional space that guarantees existence of a
sufficiently smooth solution to (C.1). ‖ · ‖2X denotes a suitable norm for X. The pair {θ0,Φ} is referred
to as the control variable and X as the control space. It will be seen that the choice of X has a crucial
influence on the results. In what follows, two different choices will be presented to illustrate this.
C.3 Minimization in L2
Hereafter, a one-dimensional domain Ω = [0, L] is considered for the sake of simplicity. It follows
that ∂Ω = {0, L}, and the following notations will be used : x1 = 0, x2 = L. The control variable
{θ0,Φ} reduces to a set of three functions {θ0(x),Φ1(t),Φ2(t)} on [0, L]× [0, T ]2, with Φ1(t) = Φ(0, t)
and Φ2(t) = Φ(L, t).
A natural choice is to seek for {θ0(x),Φ1(t),Φ2(t)} within a space of L2 functions. Consider the


























































) = 0 in [0, L]× [0, T ]
−K∂θ
∂x




(x2, t) + αθ(x2, t) = Φ2(t) on [0, T ]
θ(x, 0) = θ0(x) in [0, L]
(C.5)
If {θ0(x),Φ1(t),Φ2(t)} ∈ U , then a solution θ ∈ L2
(
0, T ;H1(0, L)
)
of (C.5) exists.
C.3.1 The adjoint state method
A descent method such as the conjugate gradient algorithm can be used to minimize J . To this
end, the gradient of the functional has to be derived, and this is done using the so-called adjoint state
method well-known in the control theory of PDEs.
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δxk in [0, L]× [0, T ]
−K∂p
∂x




(x2, t) + αp(x2, t) = 0 on [0, T ]
p(x, T ) = 0 in [0, L]
(C.6)
























w(xk) ∀w ∈ H1(0, L)
p(x, T ) = 0
(C.7)
It is a classical result that the gradient ∇J of J is directly given by the adjoint state p. Taking
into account the regularization term, it writes :
∇J({θ0,Φ1,Φ2}) = {ρcp(x, 0) + θ0(x), p(x1, t) + Φ1(t), p(x2, t) + Φ2(t)} (C.8)
In the descent algorithm, each iteration entails a computation of the direct heat equation and a
computation of the adjoint state. After initializing the variables with an arbitrary value {θ00,Φ1,0,Φ2,0},
the basic steps of the algorith are :
– Compute θn(x, t) solution of (C.5) with {θ0,Φ1,Φ2} = {θ0n,Φ1,n,Φ2,n}
– Compute p(x, t) solution of (C.6) with θ(xk, t) = θn(xk, t)
– Determine the gradient∇Jn({θ0n,Φ1,n,Φ2,n}) = {ρcpn(x, 0)+θ0n(x), pn(x1, t)+Φ1,n(t), pn(x2, t)+
Φ2,n(t)}
– Update variables.
For the gradient method for instance, the last step writes {θ0n+1,Φ1,n+1,Φ2,n+1} = {θ0n,Φ1n,Φ2n} +
ρn∇Jn, where ρn denotes a small parameter computed in a way that it minimizes the functional in
the search direction. Of course, conjugate gradient methods can be put to work as well as any other
Krylov-based algorithm.
C.3.2 Results
The results on figures C.1 and C.2 show the disadvantages of the approach described so far.
They concern a one-dimensional beam of length L to which a given flux is prescribed at each end. All
material constants are set to 1. Some direct simulations with an arbitrary input flux give measurements




5 respectively. These measurements are then used to simulate the
reconstruction algorithm.
The model is discretized with P1 finite elements and an implicit Euler scheme is used for time
integration. On figure C.1, the reconstructed flux (dotted line) is compared to the prescribed one (solid
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Fig. C.1 – Reconstruction in L2 : Φ1(t) and Φ2(t) (left) and initial temperature reconstruction
(right)
Fig. C.2 – Reconstruction in L2 : difference between reconstructed and target fields near t = T (left)
and final temperature reconstruction (right)
line). The flux is well reconstructed on almost the entire time interval, but the accuracy of the results
drops close to the final time : the curve exhibits some oscillations and moves away from the target
curve to reach zero at t = T . As a consequence, the temperature field reconstruction is of acceptable
accuracy far from t = T , while the reconstruction of θ(x, T ), which is the most interesting output
in view of applications, is very unsatisfactory (figure C.2). This phenomenon is due to the property
assigned to the adjoint field p to be null at t = T (equation (C.6)) and is well known in the literature
Alifanov (1994); Huang & Wang (1999).
This final condition on p(T ) = 0 in (C.6) has to be prescribed in order to verify relation (C.8).
An alternative definition of the adjoint field can be considered, but this is enabled by a new choice of
space X and associated scalar product. This is the topic of the next section.
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C.4 Minimization in H1
A change of framework for the minimization procedure overcomes this final time problem. It
consists in choosing an H1-type space instead of the L2-type one.

































where u = {u0, u1, u2}, v = {v0, v1, v2} ∈ V and α¯, α˜, β¯, β˜are real positive tuning constants.
Under these assumptions, a solution θ(x, t) of (C.5) exists. The new problem to consider is to find














































and θ(x, t) still verifies (C.5).
In this context, the solution p of equation (C.6) is no more the adjoint state of equation (C.5). The
new adjoint state that gives the gradient of J is now a set Q = {Q0, Q1, Q2} of functions resulting
from the solution of three more independent problems.
First of all, one has to find, using Galerkin approximation for instance, a function Q0 ∈ H1(0, L)
such that ∫ L
0










dx ∀w ∈ H1(0, L) (C.12)
The second step consists in finding two functions Qi ∈ H1(0, T ) such that :∫ T
0










dt ∀w ∈ H1(0, T ) (C.13)
for i = 1, 2 (x1 = 0, x2 = L). The regularity of the adjoint state p guarantees the existence of solutions
to problems (C.12) and (C.13). These three problems have the same structure and can be easily




Q0(x) + θ0(x), Q1(t) + Φ1(t), Q2(t) + Φ2(t)
}
(C.14)
Note that (C.13) is the variational form of the following problem : −β˜
d2Qi
dt2






(T ) = 0
(C.15)
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This expression shows that the end condition on the new adjoint state {Q0, Q1, Q2} with respect to
time is not a Dirichlet one anymore. As a consequence, the value of Φi at t = T is not fixed and the
accuracy of reconstruction near the final time is much better as can be seen on figure C.3 corresponding
to the same case as previously. The curves of reconstructed and target final temperatures are almost
identical.
Fig. C.3 – Reconstruction in H1 : Φ1(t) and Φ2(t)(left) ; intial and final temperature reconstruction
(right)
C.5 Towards temperature elimination in Ambient Vibration Moni-
toring
In the general case, temperature variations can be reasonably assumed to be slow compared to
the dynamics of the structure. This means that temperature acts upon dynamics only through a
predeformed and prestressed static state. This static state is computed at the current time under the
thermal loading Θ(x) = θ(x, T ).
The relation between the thermal field and the stresses is given by the consitutive law of the
material. Taking into account the boundary conditions, the general equations of elasticity lead to
a static equilibrium state V0 with some initial displacements U0 and some initial stresses Π0(U0).
In order to compute the dynamics of this prestressed structure, one has to consider the dynamic
equilibrium equations on a new configuration V1 with displacements U1 and stresses Π1(U1). Many
different models can be found in literature (Ge´radin & Rixen, 1994; Jirasek & Bazˇant, 2002).
Let us illustrate these steps with a simple one-dimensional example. Consider the simple case of
a doubly-hinged Euler-Bernouilli beam of length L made of an isotropic material with St Venant-
Kirchhoff constituve law, vibrating on the (x, z) plane and subjected to a thermal field Θ = f(x) −
zh(x). The static equilibrium of the beam with respect to a zero-displacement initial state with zero
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thermal loading is given by (Erlicher & Bourquin, 2006) :{
u′0x = 0
EJw′′′′0 + αEAΘ¯xw′′0 = −αEJh(x)′′
(C.16)
where U0 = {u,w} = {u0x − zw′0(x), w0(x)} are the displacements in the cartesian coordinates of the
generic point of the beam and the apex ′ stands for the derivation with respect to x. A and J are the
area and the moment of inertia of the beam section respectively, E is the Young modulus and α is
the thermal dilation coefficient. Θ¯x = 1L
∫ L
0 f(x)dx is the average value on the beam axis of the axial
temperature variation.
Assuming zero initial conditions, the dynamic transversal displacements are given by
EJw′′′′1 + EAαΘ¯xw
′′
1 = −ρAw¨1 (C.17)
In the above, the subscripts 0 and 1 denote the displacements at the static prestressed configuration
V0 and at the dynamic configuration V1 respectively. From this equation one can derive the modal















The second term under the parentheses comes from the prestress due to thermal loading and shows
how this last affects the modal frequencies. This simple example illustrates why the knowledge of
temperature is needed to compute accurately the vibrational properties of a mechanical structure
under changing thermal loading.
In the general case, the variation of the eigenpairs of a structure when the temperature varies can
be carried out in a similar way, by just chaining three main steps :
1. Computation of the temperature field through inverse temperature reconstruction
2. Computation of the predeformed and prestressed state under thermal loading
3. Determination of the eigenpairs of the prestressed structure
C.6 Conclusions
The adjoint technique for the minimization of a least squares error functional has been successfully
applied to the problem of temperature reconstruction based on pointwise measurements. The use of the
H1 space has proved to be a suitable framework for the minimization procedure, and has permitted to
overcome the final time problem which is a known difficulty of the standard technique. The algorithm
proves multidimensional and can be easily implemented in any standard finite element software.
By means of a dual least squares approach and suitable model reduction, further developments
enable the reconstruction of temperature on three dimensional complex geometries at a very low
computational cost. Combined with a suitable thermoelastic model or used as an input to statistical
rejection methods (Basseville et al. , 2006b), the algorithm can thus represent a first building block
of a global temperature elimination strategy in SHM.
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Annexe D
Temperature identification based on pointwise transient
measurements1
Alexandre Nassiopoulos, Fre´de´ric Bourquin
D.1 Introduction
Various methods for damage detection and structural health monitoring exist. Among them, the
output-only techniques consist in identifying the low frequency spectrum of a given structure in order
to detect modifications with respect to the non-damaged reference state. However, in civil engineering,
thermal loading due to environmental factors induces mechanical stress on structures and can cause
eigenfrequency shifts of much larger order of magnitude than those caused by structural damage Farrar
et al. (2003). Thus, the knowledge of the exact thermal state of a given structure and its effects on
vibrational properties appears as a bottleneck in this field Kullaa (2002).
The need for temperature identification arises from the partial information on the thermal state
of a structure one can get. The most commonly used temperature sensors can only provide local or
pointwise measurements. In addition, some parts of a structure can simply be inaccessible to direct
measurements. This is the case in civil engineering structures, although the number of sensors that
equip modern ones is rapidly increasing. The thermal state at any point of a given structure can only
be obtained through a suitable reconstruction procedure. Among possible methods, one will eliminate
Kalman filtering techniques in continuous time which would lead to the solution of Riccati equations
of great dimension, and that seems inappropriate without preliminary reduction.
The temperature identification problem can be seen as an inverse problem consisting in inverting
the heat equation. This class of problems are in general mathematically ill-posed and regularization
techniques are needed to solve them. They have been studied extensively in literature during the last
few decades together with many techniques for their numerical computation Engl et al. (1994). Inverse
problems concerning heat conduction have been the topic of numerous works due to the wide range of
applications that are concerned Beck et al. (1996) Silva Neto & O¨zisik (1992) Videcoq & Petit (2001)
Prud’homme & Nguyen (1999). A review of literature can be found in Alifanov (1994), Beck et al.
(1985) and O¨zisik & Orlande (2000).
1Proceedings of Heat Transfer 2006, New Forest (UK), 2006.
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ANNEXE D. TEMPERATURE IDENTIFICATION BASED ON POINTWISE TRANSIENT
MEASUREMENTS
This paper deals with the inverse problem of temperature identification based on discrete measure-
ments. In view of easy implementation in general purpose finite element software, the approach is that
of optimal control theory Lions (1968). The problem is written in a least squares setting. The adjoint
technique Jarny et al. (1991) Huang & Wang (1999) is used to determine the gradient of an error
functional together with Tikhonov regularization Engl et al. (1994). When standard gradient-based
algorithms are put to work, each computational step entails solving the same forward heat equation
with changing data. A dual formulation of the problem and a model reduction technique are put to
work to obtain a high speed accurate algorithm suited for real-time applications.
D.2 Problem statement
Consider a solid in a multidimensional domain Ω with boundary ∂Ω. Assuming absence of internal





− div(K grad θ) = 0 in Ω× [0, T ]
(K grad θ) · ~n+ αθ = Φ on ∂Ω× [0, T ]
θ(x, 0) = 0 in Ω
(D.1)
Here, Φ(x, t) = g(x, t) + αθext where g denotes an inward heat flux with Fourier-Robin conditions
and θext is the external temperature, ~n is the outwards normal vector on the boundary, x ∈ Ω is
the space variable, t ∈ [0, T ] the time variable, ρ the mass density, c the heat capacity and K the
scalar conductivity coefficient of the material taken to be homogeneous and isotropic for the sake of
simplicity.
Assume thatm sensors are available inside the structure at locations xk, k = 1..m. They deliver the
data {θdk(t)}mk=1, t ∈ [0, T ]. Based on these measurements, the aim is to reconstruct the temperature
field over the time interval [0, T ], focusing on the accuracy of the temperature field reconstruction
at the final instant T . One way to achieve this is to seek the boundary flux Φ responsible for the
measurements.
The problem of recovering the boundary condition Φ can be viewed as an operator inversion
problem. Consider operator T defined by
T : U →M
TΦ = {θ(xk, t)}mk=1
(D.2)
where θ(x, t) is the temperature field verifying the heat equation (D.1). In the above, U is the control
space (such as Φ ∈ U) and M = L2([0, T ])m is the measurements space (such that {θdk(t)}mk=1 ∈ M).
Note that we have not explicitly defined so far the nature of space U as this will be the object of
section D.3. Under these notations, the temperature reconstruction problem consists in finding Φ such
that
TΦ = {θdk}mk=1 (D.3)
For the sake of simplicity, only the case of the boundary condition Φ reconstruction is considered in
this paper. It is possible to extend all that follows to the case where one wants to reconstruct a couple
of functions {θ0,Φ} with θ0(x) = θ(x, 0) an unknown initial thermal state in (D.1).
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Due to the smoothing properties of operator T , the latter is not invertible and the inverse problem
(D.3) is mathematically ill-posed in the sense of Hadamard. The solution of (D.3) can only be derived in
a least squares sense through a functional minimization procedure. The functional can be for instance
a quadratic form of the residual term E = θ(xk, t) − θdk(t), (k = 1..m), which measures the distance























The last term stands for the Tikhonov regularization,  being a small coefficient that guarantees
numerical stability even with noisy input data. ‖ · ‖2U and ‖ · ‖2M are suitable norms in U and M
respectively.
D.3 Minimization procedures
The results of the minimization process strongly depend on the a priori assumptions on Φ that
determine the choice of space U . In this section two different possibilities are considered, showing that
better results are obtained within the framework of an H1-type space.
D.3.1 Minimization in L2
The most natural choice consists in looking for a solution Φ belonging to the space of square










uv dγ dt, ∀u, v ∈ U (D.5)
The adjoint technique is employed to write J as a quadratic form. To this end, we introduce the
adjoint operator T ∗ whenever it exists :
T ∗ : M → U
T ∗{ϑk(t)}mk=1 = ϕ(x, t)
(D.6)
where φ is the restriction over ∂Ω of the so-called adjoint state p :
−ρcpt − div(Kgrad p) =
M∑
k=1
ϑk(t)δxk in Ω× [0, T ]
(Kgrad p) · ~n+ αp = 0 on ∂Ω× [0, T ]
p(x, T ) = 0 in Ω
ϕ(x, t) = p(x|∂Ω, t)
(D.7)
Operators T and T ∗ verify the duality relation which writes
M ′〈TΦ, {ϑk}mk=1〉M = U 〈Φ, T ∗{ϑk}mk=1〉U ′ (D.8)
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In the above, U ′ and M ′ are the dual spaces of U and M respectively and angle brackets stand for
the duality pairing. To formally prove this relation, one has to rewrite equations (D.1) and (D.7) in
variational form. After an integration by parts of the time derivative term and combination of the last











which is exacly relation (D.8).


































with A = J T ∗T + I, b = J T ∗{θdk}mk=1 and c = ‖{θdk}mk=1‖2M . J is the Riesz isomorphism between U ′
and U while I stands for the identity operator. It follows directly that the gradient of J is given by :
∇J(Φ) = J T ∗(TΦ− θdk(t)) + Φ (D.11)
This expression means that the gradient of the functional is the restriction on the boundary ∂Ω
of the adjoint field obtained by (D.7) with a source term {ϑk(t)}mk=1 equal to the residual E =
{θ(xk, t)− θdk(t)}mk=1.
This method of obtaining the gradient allows for a gradient-type method to be used. Each iteration
will consist of a computation of the direct equation (D.1), followed by a computation of the adjoint
equation (D.7) with {ϑk(t)}mk=1 = E. The gradient will then be given by p|∂Ω+ Φ. Here, the classical
conjugate gradient algorithm was used giving very satisfactory results Prud’homme & Nguyen (1999).
Note that equations (D.1) and (D.7) have the same structure, so that the same numerical procedure
can be used to solve them. The whole algorithm can thus be easily implemented in any classical general
purpose scientific software, this being one of the main advantages of the method.
The results below show the disadvantages of the approach described so far. They concern a one-
dimensional beam of length L to which a given flux is prescribed at each end. All material constants are






5 respectively. These measurements are then used to simulate the reconstruction algorithm.
The model is discretized with P1 finite elements and an implicit Euler scheme is used for time
integration. In figure D.1, the reconstructed flux (dotted line) is compared to the prescribed one
(solid line). The flux is well reconstructed on almost the entire time interval, but the accuracy of the
results drops near the final instant : the curve exhibits some oscillations and moves away from the
target curve to reach zero at t = T . As a consequence, the reconstruction of temperature field is of
acceptable accuracy far from t = T , while the reconstruction of θ(x, T ), which is the most interesting
output in view of applications, is very unsatisfactory. This phenomenon is due to the property assigned
to the adjoint field p to be null at t = T (equation (D.7)) and is well known in the literature Alifanov
(1994) Huang & Wang (1999).
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Fig. D.1 – Reconstruction in L2 : flux (left) and final temperature reconstruction (right)
This final condition on p has to be prescribed in order to verify relation (D.8). An alternative
definition of the adjoint field can be considered, but this implies that the space U has also to be
modified. This is the topic of the next section.
D.3.2 Minimization in H1
A change of framework for the minimization procedure overcomes this final instant problem. It
consists in choosing an H1-type space instead of the L2-type one.















∂tu∂tv dγ dt, ∀u, v ∈ U
In order to verify relation (D.8), the operator T ∗ has to be defined in a different manner. One can









∂tφ∂tϕdt, ∀φ ∈ H1([0, T ]× ∂Ω) (D.12)
where p verifies (D.7), then operator T ∗ verifies again the duality relation (D.8) with the new choice
of U . As can be seen, the computation of T ∗ needs one more step involving the solution of (D.12)
with p known. This last equation is of the form L(φ) = a(ϕ, φ), ∀φ, a(·, ·) being a quadratic and L(·)
a linear form. It can be easily implemented with the finite element method.
The great advantage of this is that the end condition on ϕ with respect to time is not a Dirichlet
one anymore. As a consequence, the value of Φ at t = T is not fixed and the accuracy of reconstruction
near the final instant is much better as can be seen in figure D.2 corresponding to the same case as
previously. The curves of reconstructed and target final temperatures are identical.
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Fig. D.2 – Reconstruction in H1 : flux (left) and final temperature reconstruction (right)
D.4 Dual formulation
Consider the self-adjoint operator TT ∗. Consider next the problem of finding {Xk(t)}mk=1 ∈ M
such that TT ∗{Xk(t)}mk=1 = {θdk(t)}mk=1. If we set Φ = T ∗{Xk(t)}mk=1, then solving (D.3) is equivalent
to finding {Xk(t)}mk=1 ∈M such that
TT ∗{Xk(t)}mk=1 = {θdk(t)}mk=1 (D.13)
This new problem is called the dual of (D.3). It exhibits an ill-posed nature and some form of
regularization is needed. Applying Tikhonov regularization, one will consider the problem
TT ∗{Xk(t)}mk=1 + {Xk(t)}mk=1 = {θdk(t)}mk=1 (D.14)














with A = TT ∗ + I and b = {θdk(t)}mk=1.
The dual formulation exhibits many features of interest. Firstly, the problem is set over space
M which is of much smaller size than the corresponding space U . As a consequence, fewer search
directions are involved in the minimization procedure and the conjugate gradient method is expected
to converge much faster. Secondly, all scalar products that need to be computed are scalar products in
M rather than in U so that the complexity of the algorithm depends more on the number of sensors
than on the size of domain Ω. This new formulation results in dramatic reduction of computational
costs and in greater adaptability to different geometries. Furthermore, it allows some parallelization
of the algorithm, this issue being however beyond the scope of this paper.
D.5 Model reduction
We introduce two distinct function bases {ξi}∞i=1, {χi}∞i=1 that span H1(Ω), and a third function
basis {ηi}∞i=1 that spans the space L2(∂Ω) such that we can approximate the fields θ, p and Φ by a
reduced order linear combination :
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These approximations result in a model reduction that enables a considerable speed-up of the
computational procedure, since the size of the systems resulting of the finite element discretization
of (D.1) and (D.7) only depends on the three parameters `, ˇ` and ˜`. Under these notations, the
objective of reconstruction is to recover the modal coefficients γi(t), i = 1..˜` of the approximate flux
Φr. The quality of the results depends on the accurate description of the actual variables θ, p and Φ
by the approximate ones. Another crucial point is the choice of the basis functions in order to ensure
observability and controllability of the physical system.
D.6 Numerical test case
Hereafter is shown a numerical example on a three-dimensional case based on this model reduction.
A solid of dimensions Lx = 1, Ly = 0.5 et Lz = 0.4 and material properties all set to 1 is subject
to an unknown heat flux on the face of coordinate x = 0 and zero heat fluxes on all other faces. All
boundary conditions are of the Fourier-Robin type. Four sensors are located at points (0.1, 0.4, 0.1),
(0.1, 0.1, 0.2), (0.2, 0.1, 0.3) and (0.2, 0.4, 0.4).
Like in the previous 1D example, a direct simulation with a prescribed flux on face x = 0 gives
measurements that are taken afterwards as input data for a simulation of the reconstruction algorithm.
The prescribed flux has the form shown on figure D.3 and can be decomposed into two functions η1(x)
and η2(x) with arbitrary time variation so that Φ = γ1(t)η1(x)+ γ2(t)η2(x). Here, η1(x) and η2(x) are
the first two eigenvalues of the Laplace operator on a rectangle with Neumann boundary conditions.
Figure D.3 shows the very accurate reconstruction of the two corresponding coefficients γ1(t) and
γ2(t). A very accurate reconstruction of the different components αi of the temperature field obtained
under this flux input was also observed. Figure D.4 shows the isovalues of the final temperature on
two sections on the xy-direction and the isovalues of the difference between reconstructed and target
fields : there is a ratio of 104 between the corresponding orders of magnitude. The reconstruction took
4.4s CPU for 20 iterations.
D.7 Conclusions
The adjoint technique for the minimization of a least squares error functional has been applied
with success to the problem of temperature reconstruction based on pointwise measurements. The use
of the H1 space has proved to be the best-suited framework for the minimization procedure, and has
permitted us to overcome the final instant problem of the classical technique. The dual formulation of
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Fig. D.3 – Reconstruction of flux coefficients γ1(t) and γ2(t) (on the left) ; prescribed (solid line)
and reconstructed (dotted line) flux on face x = 0 (on the right)
Fig. D.4 – Isovalues of the temperature field on planes z = 0 and z = 0.2, at t = T : target field
(left) ; difference between target and reconstructed fields (right)
the problem and the model reduction using well chosen basis functions enables us to carry very fast
computations with great accuracy. The algorithm can thus be adapted for the real time monitoring
of structures. In such a case, the reconstruction procedure can be carried out at given intervals with
overlapping time domains : the initial temperature condition for each computation will be known from
the previous reconstruction computation and added to the reconstructed field. The entire procedure
could be compared with an observer of great efficiency and speed.
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Annexe E
On the use of branch modes for the boundary control of flexible
structures1
Fre´de´ric Bourquin, Alexandre Nassiopoulos
E.1 Introduction
When trying to control flexible structures by means of model-based control strategies, the necessary
model reduction by means of discretization schemes may completely change the behavior of the ”true”
or reference structure to be controlled. For example, the exact pointwise displacement control of a
beam, once discretized by standard low-degree finite elements, is the solution of an ill-posed problem,
resulting in wildly oscillating controls and suggesting the beam be less and less controllable when the
mesh gets refined, whereas the continuous, or reference, model is exactly controllable, and although
the mentioned finite elements yield a converging approximation of the statics and of the free dynamics
of the structure. Moreover, the closed-loop spectrum associated with optimal control may get closer
to the imaginary axis when the mesh is refined, even in cases when the reference model is uniformly
exponentially stable Banks et al. (1991).
Now, the interest of controlling a given structure during or after the construction must be assessed
at the design stage, when the structure does not exist. Therefore simulations and parametric studies
help taking the right decision as to control the structure or not. Moreover, it is very important to
simulate well in advance the controlled structure in order to check the absence of spill-over instabilities
or to find suitable procedures to mitigate this effect.
Furthermore, modelling and simulation are key ingredients in view of optimizing the number and
location of sensors and actuators.
Following J-L. Lions works on the exact controllability of Partial Differential Equations, Komornik
has introduced an efficient and simple strategy to stabilize linear evolution equations including the
case of flexible structures Komornik (1995a,b, 1997). His method assumes the exact controllability of
the system to hold at the continuous level. This property depends on the physics of the system and
of the geometry. See e.g. Bourquin (1995, 2001a). Whenever the exact controllability of the structure
holds, just inverting a modified controllability gramian Komornik (1995a,b, 1997) leads to a control
ensuring a uniform decay rate of the total energy which is larger than some parameter ω that can be
1A soumettre dans J. of Mechanics, 2007.
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arbitrarily chosen in the design of the control law. Recalling the difficulty to predict the decay rate of
the energy of the closed-loop system for a given control law Komornik (1997), it is worth emphasizing
that here not only you can predict it but you can even impose a priori that some suitable norm of the
state be bounded by C(ω)e−ωt at any time t, for any value of the design parameter ω. Moreover this
property holds uniformly with the modal discretization Bourquin (2000) at the semi-discrete level.
But in view of investigating the behavior of the control law numerically, we need a method of
approximation both for the computation of the control and for the simulation of the controlled system.
As far as simulation is concerned, it is known and proved elsewhere Bourquin (2001a); Bourquin et al.
(2004, 2007) that the standard way of extracting the pseudo-dynamical part from the full response in
order to solve a homogeneous evolution equation leads to a discrete system which is always unstable
no matter the static linear control law (the existence of stabilizing dynamic feedback is proved in
Bourquin et al. (2004)) ! This is in fact the main motivation for introducing an ad hoc formulation
for boundary control, called very weak in space. Besides, it was proved elsewhere Bourquin (2000)
that this so-called very weak in space formulation Bourquin (2001a) leads to a discrete system that
inherits the stability of the continuous system controlled with Komornik’s algorithm. It is shown in
Bourquin et al. (2007) that the same formulation also proves useful for a general LQR strategy as
well.
Therefore this paper concentrates on the control synthesis. The question of how to compute the
control is of importance both for the control design and the a priori dynamic assessment of the control-
led structure considered. This paper contributes to a general preprocessing strategy for mechanical
systems in view of displacement boundary control. It extends the expositions given in Bourquin (2001c,
1998) and other specific contributions Bourquin et al. (1998); Bourquin (1993); Bardos et al. (1991).
The second section points out the role of the controllability gramian as a tool for open-loop and
feedback control synthesis. Section 3 is devoted to the mechanical description of the controllability
gramian in the case of thin plates. Comments on the possible numerical instabilities due to the discre-
tization are given. Section 4 explains how to discretize the gramian by mode superposition. Section
5 is devoted to consistent methods to compute the entries of the gramian matrix, by means of non-
harmonic Fourier series on the region of control. A new expansion of the modal stresses at the actuator
location is proposed. It is based on the use of branch modes.
E.2 The controllability gramian as a tool for control synthesis
Let us consider the usual abstract dynamical system in state-space form
x˙ = Ax+Bu, x(0) = x0 (E.1)
Let K denote the input to final solution map. The problem of exact controllability amounts to seek a
control u such that Ku = xf . Recall that if ‖K∗ψ‖ ≥ α|ψ| for every state ψ and given norms ‖.‖, and
|.|, then the operator KK∗ is invertible, therefore you may seek a state ϕ such that
KK∗ϕ = xf (E.2)
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By just setting u = K∗ϕ, then Ku = xf and u is an exact control. This is also an optimal solution.
Now, a computation leads to ‖K∗ψ‖2 = ∫ T0 (B∗eA∗tψdt)2 dt, and the crucial point is the positivity
property of this quadratic form, which should be preserved at the discrete level. As a matter of fact,







dt ≥ α|ψ|2 (E.3)
for a suitable norm of the adjoint state. This norm should be as large as possible otherwise the
control would be very sensitive to small perturbations of the target final state. Above scheme is nothing
but the famous Hilbert Uniqueness Method (HUM) developed by J-L. Lions.
Moreover, exploring the link between observability and stabilizability, Komornik (1997) introduced













for some continuous and positive function fω,S(s) that looks like e−ωs (see Komornik (1997) or
Bourquin (2001a) for details) and where ω denotes a free parameter, and S a large enough time
horizon. Whenever the strong observability inequality (2.3) holds for some T , for S large enough the
operator Λω,S defined by 〈Λω,Sϕ,ψ〉 = aω,S(ϕ,ψ) for the natural duality product 〈., .〉 is invertible.
Let us define u(t) = B∗Λ−1ω,Sx(t), then (Komornik (1997)) ‖x(t)‖ ≤ Ce−ωt ‖x0‖.
This feedback law is a particular case of linear quadratic optimal control with a non-intuitive
weighting matrix Q. Above procedure is an easy and efficient alternative to the resolution of Riccati
equations.
Thus, the controllability gramian plays a central role for control synthesis and its discretization
should be such that the hypotheses mentioned above still hold at the discrete level, uniformly with
respect to the discretization parameters.
In the sequel, we shall concentrate on the main step of above programmes, that is to say on the










ds = 〈z, ψ〉 (E.5)
It turns out that inverting Λω,S is a very similar problem because of (2.4). Both gramians are
equivalent to one another and the numerical difficulties and cures do not depend on the function
fω,S(s).
E.3 On the mechanical nature of the controllability gramian
Let us now focuss on the displacement control of a thin plate as a relatively simple and generic
situation. Following Bourquin et al. (1998), consider a plate Ω with a smooth boundary γ. Set
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Σ = ∂Ω × [0, T ]. Assume the stiffness and mass density are set equal to one, and that the plate is
clamped everywhere with an imposed rotation and a zero transverse displacement. Then the transverse
displacement y(x, t) satisfies
∂2
∂t2
y +∆2y = 0 Ω× [0, T ]
y = 0, ∂y∂ν = v Σ
y(x, 0) = y0(x) , ∂∂ty(x, 0) = y
1(x) Ω
(E.6)













where ϕ solves 
∂2
∂t2
ϕ+∆2ϕ = 0 Ω× [0, T ]
ϕ = 0, ∂ϕ∂ν = 0 Σ
ϕ(x, 0) = ϕ0(x) , ∂∂tϕ(x, 0) = ϕ
1(x) Ω
(E.8)




. Of course, the displace-




therefore the form a(., .) is well-defined


















stands for some final state to be reached or some initial state to be exactly controlled.
It would stand for the current state of the plate in view of the feedback control of section 2.
Thus the gramian is made of the product of bending moments along the region of control.








)) ≥ αE (ϕ0, ϕ1) , (E.10)













the energy of the adjoint structure.
Necessary and almost sufficient conditions for strong observability have been first obtained for the
wave equation. These conditions state that all rays of geometrical optics propagating inside the struc-
ture should reach the region of control. Simpler sufficient conditions were derived in other geometrical
situations.
We assume these conditions are satisfied in such a way that strong observability (E.10) holds.
Let Λ denote the Lax-Milgram operator associated with the bilinear form a(., .), and define a
control u by
u(t) = (∆ϕ)|γ (E.11)






y1,−y0}, when {y0, y1} ∈ L2(Ω)×H−1(Ω).
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Then, u achieves exact controllability, that is to say, the solution of (E.6) with v = u satisfies
{y′(T ),−y(T )} = {0, 0} over Ω.












fω,S(s)4 ϕ(x, s)4 ϕˆ(x, s)dγds (E.12)





Let Λω,S denote the Lax-Milgram operator of the continuous and coercive bilinear form aω,S (., .) and








} ∈ L2(Ω) ×H−1(Ω). Then Komornik (1997) the following decay estimate holds for
the solution y of (E.6) :
‖{y′(t),−y(t)} ‖|L2(Ω)×H−1(Ω) ≤ Ce−ωt (E.14)
The main point is that the right-hand side of (E.10) is an energy whereas the left-hand side is
not homogeneous to an energy because of one extra space derivative. That the gramian is bounded
from below by the energy of the adjoint system thus appears as a non-trivial property from this point
of view. As a matter of fact the adjoint displacement field must satisfy the conservation of linear
momentum exactly. But standard Galerkin approximations such as finite element methods violate this
conservation. This fact underlies the lack of robustness of strong observability with respect to Galerkin
aproximations Banks et al. (1991) and prevents from using standard techniques to approximate the
gramian.
E.4 Galerkin approximation of the controllability gramian
let (λi, θi)
+∞
i=1 denote the family of eigenvalues and normal modes of the clamped plate. Let VN =
Span {θi}Ni=1 . The modes are assumed to be normalized so as to have a unit mass.




























) ∀{ϕˆ0N , ϕˆ1N} ∈ VN × VN (E.15)





} −→ {ϕ0, ϕ1} holds in a strong sense
Bourquin (1993).
Remark 1 : the adjoint equation (E.8) can be solved explicitely with eigenmodes as initial condi-
tions, therefore no approximation is needed to get the expression of the exact solution as a finite
superposition of possibly unknown modes. Moreover the reverse inequality (E.10) holds uniformly
with respect to the number of modes as a restriction to a subspace of a general inequality valid over
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a larger space. The reduced dynamics is a restriction of the full dynamics and not a perturbation of
the latter.
However the finite-dimensional problem (E.15) must be perturbed by numerical integration, since
the eigenmodes are not known explicitely in general.
By just defining
Mi = ∆θi(x) (E.16)
The problem (E.15) can be put in an equivalent matrix form





, K`mij = f




where f `m stands for a smooth explicit function.
E.5 Consistent stresses for active control
In the sequel, h stands for the mesh size of a finite element method that is used in particular to







denote the family of approximate eigenpairs,






The consistent discretization of the stiffness matrix K requires an accurate approximation of the
stressesMi in the mean square sense along the control boundary whereas one expects the convergence
of the curvatures ∆θhj in average over the plate, and not along a single line or not with the same
accuracy. For a membrane, the pointwise convergence of the stresses occurs but the error is bounded
by the maximum value of the second-order space derivatives and this quantity is large. Practically,
conforming P1 Lagrange finite elements for a simple membrane eigenproblem yield an extremely poor
approximation Bourquin (2001b). Therefore, we do want to circumvent the use of ∆θhj|γ in view of
approximating the bending moment ∆θj|γ along the control boundary. As explained in Bardos et al.
(1991); Bourquin (1993); Bourquin et al. (1998); Bourquin (2001b), the main idea of our numerical
method is to express the product of bending moments as a possibly infinite sum of products of virtual
works that can easily be computed by finite elements. Then filter out the high-frequency content of the
bending moments ∆θi|γ at the continuous level, since these functions are supposed to be sufficiently
smooth, otherwise the observability estimate cannot be proved, thus you end up with a computable
and consistent expression.
E.5.1 Sloshing modes
In order to perform the low-frequency filtering in a very general way, let us first introduce an
orthonormal basis (z`)+∞`=1 of virtual displacement fields defined along the control boundary. Thus we
have





































where Rz` stands for the static deflection of the plate to the imposed displacement z` along the
control boundary, that is to say, for every v, v˜ = Rv satisfies{
∆2v˜ + v˜ = 0 Ω
v˜ = 0, ∂v˜∂ν = v γ
(E.21)
But expression (E.19 ) can be discretized by means of standard finite elements provided the fields
Rz` can be. Let us assume that for the moment. Then one may define approximate bending moments



































Therefore it suffices to use this close-form expression in (E.17). The stiffness matrix taking into






























where, again, f `m stands for a smooth explicit function.
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For every pair of functions
{
z0, z1
} ∈ V hN × V hN , one can define {ϕ0N,h, ϕ1N,h} ∈ V hN × V hN as the


















) ∀{ϕˆ0N,h, ϕˆ1N,h} ∈ V hN × V hN (E.26)











Finally, define the linear operators{
∆2h : V
h
N −→ V hN ∆2hθhi = λhi θhi
MM,h : V hN −→ IR MM,hθhi =MM,hi
(E.27)
Then, by just using a very weak in space formulation regarding the state equation, a possible space
discretization of (E.6) writes
find {yN,h(t), ϕN,h(t)} ∈ C2
(

















Ω∆ϕN,h∆wN,h = 0 ∀wN,h ∈ V hN














where PN,h2 (resp. P
N,h
0 ) stands for the orthogonal projection onto the space V
h
N for the H
2 (resp.
L2) scalar product.
Theorem 1 : The control vN,M,h and the displacement of the controlled beam yN,h in (E.28)
converges to the exact control u predicted by HUM and to the solution y of (3.19) when v = u
respectively when h −→ 0 first and then M −→ +∞.
Remark 2 : Convergence towards the exact gramian (E.17) occurs Bourquin et al. (1998) in the
same conditions.
Remark 3 : any converging time discretization scheme may be used.
Remark 4 : any finite element method may be used. Actually the essential feature of expression
(E.24) lies in the absence of space derivative. A second order derivative has been replaced with an
integral. Moreover, measured eigenvalues can be used instead of the computed ones.
In order to construct z` many methods are possible. The simplest one is probably to consider the
eigenmodes of the same structure but with a huge additional mass density lumped along the control
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boundary. These modes, once restricted to the control boundary, are proved to be good candidates
Bourquin et al. (1998). If the plate were replaced with a membrane, they would coincide with the
sloshing modes of a fluid in a container with a free boundary. They are defined as the eigenfunctions
of the problem {
find (λ, u) ∈ IR× Vγ such that∫
Ω(∆u˜∆v˜ + u˜v˜)dx = λ
∫
γ uv ∀v ∈ Vγ
(E.29)
where Vγ denotes the space of admissible rotations along γ = ∂Ω. This is a standard compact
selfadjoint eigenvalue problem because the imbedding Vγ ⊂ L2(γ) is compact, the left (respright) -
hand side of () is a scalar product over Vγ (resp L2(γ)). This problem possesses a family (λγ`, uγ`)
+∞
`=1
of eigenpairs. It remains to define z` = uγ`.
Standard Lanczos or subspace algorithms can be put to work and implemented in the framework
of general purpose finite element softwares Bourquin et al. (1998). The main step consists of solving{
∆2v¯ + v¯ = 0 Ω
v¯ = 0, ∆v¯ = wn γ
(E.30)
and to set wn+1 = ∂v¯∂ν . Then repeat. The only requirement of the code, in addition to standard
low-frequency modes capability, is the possibility to solve static problems with an imposed external
force along the region of control. But every finite element code can do that. Therefore the whole
method naturally builds upon any general purpose finite element software. Convergence of the finite
element approximations of the boundary modes has been proved. The resulting method proves accurate
Bourquin (2001b).
E.5.2 Branch modes
If the artificial boundary mass along the region of control is of the same order of magnitude as
the surface (or volume) mass density, we get the so-called branch modes which can also be used as a
generating family of displacement fields. Let us start with some elements of spectral theory relevant
to branch modes. Also they appeal to standard arguments, the authors could not find them in the
litterature.
E.5.2.1 Branch modes for the Laplace operator
The so-called branch modes solve the Steklov eigenvalue problem{
−∆u+ αu = λu Ω
∂u
∂ν + αζu = λζu γ
(E.31)
here γ = ∂Ω, but this is no limitation on this point, and α denotes an arbitrary positive constant.
Note that the eigenmodes of this problem would not depend on α that only aims at shifting the
eigenvalue away from zero in order to avoid rigid body modes and shorten the discussion. The case
when α = 0 does not lead to any mathematical difficulty.
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A tentative variational formulation of (E.31) would write∫
Ω










let uγ = u|γ and u¯ = u−Ruγ , where R stands for the harmonic extension operator in the following
sense : for every u ∈ H1/2(γ), Ru ∈ H1(Ω) is the unique solution of{
−∆Ru+ αRu = 0 Ω
Ru = u γ (E.33)
then (E.32) writes
find (λ, u¯, uγ) ∈ IR×H10 (Ω)×H1/2(γ) s.t.∫
Ω
∇u¯∇v¯ + αu¯v¯ +
∫
Ω










which is proved to be of the standard form if we set
a((u¯, uγ), (v¯, vγ)) =
∫
Ω
∇u¯∇v¯ + αu¯v¯ +
∫
Ω











V = H10 (Ω)×H1/2(γ) H = L2(Ω)× L2(γ) (E.35)
Theorem 2 : the problem (E.34) possesses a countable family of solutions (λk, u¯k, u
γ
k) ∈ IR+ ×
H10 (Ω)×H1/2(γ) such that the family (u¯k, uγk) forms an orthogonal basis of both spaces V = H10 (Ω)×
H1/2(γ) and H = L2(Ω)×L2(γ). The orthogonality holds with respect to the scalar products a(, ) and
b(, ).
Remark 5 : Branch modeshapes are the fields u¯k +Ruγk . They do satisfy (E.32) as well as (E.31)
in a weak sense.
Ellipticity and continuity follow from standard arguments, and in particular from the regularity
theory of elliptic equations. For the sake of completeness, an extended proof is given below.
Let us start with the bilinear form a(., .). It is continuous over the space V = H10 (Ω)×H1/2(γ) due
to the usual trace theorem. It is coercive over the space V because it is bounded from below by the
usual scalar product on V . As a matter of fact, the quantity
∫
Ω∇Ruγ∇Rvγ +αRuγRvγ is equivalent
to the square of the standard norm over the space H1/2(γ).
As for the form b(., .), the right space involved is now H = L2(Ω) × L2(γ). Its continuity over H
directly follows from the trace theorem in H1(Ω) and triangular inequality.
As for its coerciveness, we need the following lemma ensuring the continuity of the operator R :
L2(γ) −→ L2(Ω). Actually we have much more (compactness).
Lemma 1 : The operator R : L2(γ) −→ L2(Ω) is continuous whenever the solution w to the
Dirichlet problem over Ω
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−∇2w = f Ω
w = 0 ∂Ω (E.36)
satisfies w ∈ H 32+(Ω) whenever f ∈ L2(Ω).
Proof of lemma 1 : it is standard but we recall it for the sake of completeness. Let f ∈ L2(Ω)
denote an arbitrary function and consider a function v ∈ H 12 . Then Rv is defined n the usual sense


















This is clearly a linear form which is well defined for every f ∈ L2(Ω) because of the regularity
assumption. Moreover, we have
|L(f)| ≤ C ‖v‖L2(γ) ‖w‖H 32+(Ω) (E.39)
where C denotes a generic positive constant.
Because of the variational continuity of w with respect to f and of the regularity assumption, the
mapping f −→ w is continuous from L2(Ω) to H 32+(Ω) due to the closed-graph theorem. Therefore,
it follows from the previous estimate that
|L(f)| ≤ C ‖v‖L2(γ) ‖f‖L2(Ω) (E.40)




Rvf , we get
‖Rv‖L2(Ω) ≤ C ‖v‖L2(γ) (E.41)
Since H
1
2 (γ) is densely embedded in L2(γ), the operator R can be extended to a continuous
operator from L2(γ) into L2(Ω).
QED.
We are now in a position to prove the coerciveness of b(, ). A simple calculus shows that













hence, from Schwarz inequality,
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and let Q = b((v¯, vγ), (v¯, vγ)). What follows aims at establishing that Q ≥ C(a2 + b2) for some
positive constant C.
Thus E.43 writes
Q ≥ a2 + d2 + b2 − 2ad (E.45)
First recall the continuity of the operator R : L2(γ) −→ L2(Ω) if the boundary of the domain
Ω is smooth enough. Hence, d ≤ αb for some positive α. ¿From this estimate and from the obvious






for every positive , it follows that
Q ≥ a2(1− ) + b2 + d2(1− 1

) (E.46)
and, for  ≤ 1,
Q ≥ a2(1− ) + b2(1 + α(1− 1

)) (E.47)
Therefore, choosing  = α
α+ 1
2














)(a2 + b2) (E.48)
QED.
Because the space V is continuously and compactly embedded into the space H, the standard
abstract theory of self-adjoint compact operators shows that problem E.34 possesses a countable family
of solutions (λk, u¯k, u
γ
k) ∈ IR+ ×H10 (Ω) ×H1/2(γ) such that the family (u¯k, uγk) forms an orthogonal
basis of both spaces H10 (Ω)×H1/2(γ) and L2(Ω)×L2(γ). The orthogonality holds with respect to the
scalar products a(, ) and b(, ).
QED
Branch modeshapes are the fields ubk = u¯k + Ruγk . They do satisfy (E.32) as well as (E.31) in a
weak sense.
E.5.2.2 Branch modes for the boundary control of thin plates
They solve the Steklov eigenvalue problem{
∆2u = λu Ω
u = 0, ∆u = λ∂u∂ν γ
(E.49)
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of solutions by the same arguments as in the previous section.
More precisely, let R stand in this section for the biharmonic extension operator in the following
sense : for every u ∈ H1/2(γ), Ru ∈ H2(Ω) is the unique solution of{
−∆2Ru+ αRu = 0 Ω
∂R
∂ν = u γ
(E.50)
Let us now define the bilinear forms and spaces
a((u¯, uγ), (v¯, vγ)) =
∫
Ω
∆u¯∆v¯ + αu¯v¯ +
∫
Ω











V = H20 (Ω)×H1/2(γ) H = L2(Ω)× L2(γ) (E.51)
By just extending the approach of the previous section, we can prove the following result :
Theorem 2 : the problem (E.49) possesses a countable family of solutions (λbk, u¯k, u
γ
k) ∈ IR+ ×
H20 (Ω)×H1/2(γ) such that the family (u¯k, uγk) forms an orthogonal basis of both spaces V = H20 (Ω)×
H1/2(γ) and H = L2(Ω)×L2(γ). The orthogonality holds with respect to the scalar products a(, ) and
b(, ).
Remark 6 : branch modeshapes are the fields ubk = u¯k +Ruγk . They do satisfy (E.49) in a weak
sense.









forms a dense family in H1/2(γ) and L2(γ). The orthogonality is lost.
This means that more branch modes than sloshing modes may be necessary to reconstruct boundary
stresses with a given accuracy.
Nevertheless, by just setting z` = u
γ
` , we still have the property that P
M∆θj|γ −→ ∆θj|γ when
M −→ +∞, where PM stands for the orthogonal projection onto Span {z1, ..., zM} for the L2(γ)
scalar product.
Note that the scalar product used for the projection is not the scalar product for which the branch
modes are orthogonal. This is on purpose since the latter does not enable suitable integrations by
parts.
However, after a little computation we get PM∆θj =
∑M
`=1 x`z`, where x = {x1, ..., xM}t solves
the small-scale symmetric positive linear system
Ax = f (E.53)
where
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Again, above modes and integral formulas can be accurately approximated by standard finite




























Therefore the solution xh can be accurately computed for a given M . Then when M is chosen
large enough, and h small enough, we recover the bending moment ∆θj|γ .
Finally, if we impose the boundary condition ∆u = λζ ∂u∂ν on γ, in E.31, and if ζ −→ +∞, then the
branch modes converge to the sloshing modes.
Note that computing branch modes relies on the possibility to define an dditional artificial mass
distribution along the region of control. Then a standard eigenvalue solver can be put to work. This
makes a difference with exact sloshing modes that would rather appeal to a special purpose eigenvalue
solver within which linear solves are replaced with a call to Neumann routines, thus requiring intruding
in the eignevalue solver itself. The blind computation of sloshing modes with a standard eigenvalue
solver may not be safe because in this case the mass matrix is strongly singular since the mass is
lumped along the region of control only.
E.5.2.3 Numerical tests
In this section, we shall consider the branch modes associated with the wave equation on a thick
beam.
The main question is to validate the quality of the approximate boundary stresses computed with
a given number of boundary modes and to compare the effectiveness of sloshing modes and branch
modes. To this end
∥∥PMMj −Mj∥∥2L (γ) will be computed for ζ very large and for ζ = 1.
First a simple structure is chosen for which all modes of interest are known
E.5.3 Wave equation in a parallelepipedic domain
Let Ω = [0, Lx]× [0, Ly]× [0, Lz] where Lx = 2, Ly = 0.5 et Lz = 0.4.
Let Γ1 = ∂Ω
⋂
x = 0, Γ2 = ∂Ω
⋂





the modes ui under consideration here satisfy
−∆ui = λiui in Ω
ui = 0 on Γ1 ∪ Γ2
∂ui
∂~n = 0 on Γ3
(E.57)
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Fig. E.1 – Geometry and FE mesh
Assume we control the solid along Γ2. Then we need an approximation of ∂ui∂~n
∣∣∣
Γ2
in L2(Γ2). To this
end, let us introduce the branch modes as the solutions of
−∆ub + αub = λαub in Ω
ub = 0 Γ1
∂ub
∂~n + ζu
b = λζub on Γ2
∂ub
∂~n = 0 on Γ3
(E.58)
Set z` = ub`
∣∣∣
Γ2
. Let us now approximate the normal stress Φ = ∂ui∂~n
∣∣∣
Γ2
by its projection PMΦ over





where the coefficient αl, (l = 1..M) satisfy
‖PMΦ− Φ‖2L2(Γ2) = minΦ′∈VM ‖Φ
′ − Φ‖2L2(Γ2) (E.60)
The finite element approximation of PMΦ is computed according to (E.55) and (E.56).
It turns out that eigenmodes ui that solve (E.57) can be computed explicitely. They write



















where s = {s1, s2, s3} stands for a multi-index denoting the mode number and N a normalizing


























On figure (E.2) the finite element approximation of the exact modes 2, 5, 9 and 16 are displayed.
They coincide with indices s = {2, 0, 0}, s = {1, 1, 0}, s = {1, 0, 1} and s = {1, 1, 1} respectively.
The first 4 branch modes computed by finite elements are displayed on figure (E.3).
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Fig. E.2 – Modeshapes 2, 5, 9 et 16







is given analytically by (E.62). On figure (E.4) this error is plotted for modes 2,
5, 9 and 16 as function of the number M of branch modes retained in the projection.
Nous voyons que cette erreur tend tre`s rapidement vers 0 avecM . Pour calculer le flux du deuxie`me
mode (s = {2, 0, 0}), un seul mode de branche suffit. Ce flux est constant sur toute la face et peut
donc eˆtre approche´ par la trace sur Γ2 du premier mode de branche qui est constante elle aussi. Ceci
est en re´alite´ valable pour les 4 premiers modes auxquels correspondent les indices de s = {1, 0, 0} a`
s = {4, 0, 0}.
Le cinquie`me mode correspond a` l’indice s = {1, 1, 0}. On remarque dans ce cas que deux modes
de branche suffisent a` en approcher le flux sur Γ2. Le flux approche´ est compare´ a` la solution exacte
sur la figure E.5 : les deux surfaces se superposent parfaitement.
Le meˆme raisonnement explique que le neuvie`me mode (indice s = {1, 0, 1}) ne´cessite au moins 3
modes de branche pour une approximation du flux, et le seizie`me mode (indice s = {1, 1, 1}) ne´cessite
au moins 4 modes.
On remarque dans tous les cas que le nombre de modes de branche ne´cessaire croˆıt de manie`re
beaucoup plus lente que l’ordre du mode dont on calcule le flux. Dans le cas ou`, pour un champ
thermique quelconque, nous sommes en mesure de calculer sa projection sur un certain nombre de
modes propres, le flux de ce champ pourra quant a` lui eˆtre approche´ sur une base de modes de branche
de taille beaucoup plus re´duite, d’ou` l’inte´reˆt de la de´marche.
E.6 Concluding remarks
This paper contributes with a general preprocessing strategy for mechanical systems in view of
displacement and boundary or pointwise control. Alternative expressions for computing the boundary
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as a function of M for i ∈
{2, 5, 9, 16}
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Fig. E.5 – Flux exact et flux approche´ sur Γ2 du cinquie`me mode propre
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modal stresses that are basic to the computation of boundary displacement controls have been pre-
sented or recalled. The expressions take advantage of non-harmonic Fourier series along the region of
control. To this end, an orthogonal basis and a dense family have been proposed. The first method uses
generalized sloshing modes, and has been successfully put to work Bourquin et al. (1998), whereas
the new one uses branch modes. All these modes are commonly encountered in dynamics of structures
and can be computed efficiently in various ways, also branch modes surpass sloshing modes in this
respct. The first method turns out to be the limit case of the second one.
The resulting numerical method for computing the controllability gramian proves very general.
They can be relatively easily implemented in, or interfaced with, existing general purpose finite element
softwares. They are also fully compatible with real-time implementation.
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