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Abstract. This study introduces a novel fine-grained parallel implemen-
tation of a neural principal component analysis (neural PCA) variant and
the maximum Likelihood Hebbian Learning (MLHL) network designed
for modern many-core graphics processing units (GPUs). The parallel
implementation as well as the computational experiments conducted in
order to evaluate the speedup achieved by the GPU are presented and
discussed. The evaluation was done on a well-known artificial data set,
the 2D bars data set.
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1 Introduction
Modern many-core GPUs have been successfully used to accelerate a variety of
meta-heuristics and bio-inspired algorithms [6,12,13] including different types
of artificial neural networks [1,10,11,14,15,17,18,20,22,24]. To fully utilize the
parallel hardware, the algorithms have to be carefully adapted to data-parallel
architecture of the GPUs [21].
Artificial neural networks (ANNs) performing PCA and MLHL are known to
be useful for the analysis of high dimensional data [5,25]. Their main aim is to
identify interesting projections of high dimensional data to lower dimensional
subspaces that reveal hidden structure of the data sets. Due to the relative
simplicity of their operations and generally real-valued data structures, such a
networks are suitable for a parallel implementation on multi-core systems and on
the GPUs that reach peak performance of hundreds and thousands giga FLOPS
(floating-point operations per second) at low costs.
This study presents a design and evaluation of a novel fine-grained data-
parallel implementation of an ANN for PCA and MLHL for the nVidia Compute
Unified Device Architecture (CUDA) platform.
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1.1 Neural PCA and MLHL
PCA is a standard statistical technique for compressing data; it can be shown to
give the best linear compression of the data in terms of least mean square error.
There are several ANNs which have been shown to perform PCA e.g. [9,19].
The Negative Feedback Network [9] for the PCA is defined as follows. Consider
an N-dimensional input vector x and an M-dimensional output vector y with Wij
being the weight linking input j to output i and let η be the learning rate. The
initial situation is that there is no activation at all in the network. The input
data is feedforward via the weights from the input neurons (the x-values) to the
output neurons (the y-values) where a linear summation is performed to get the




Wijxj , ∀i (1)
The activation is fed back through the same weights and subtracted from the
inputs (where the inhibition takes place):




After that, simple Hebbian learning is performed between input and outputs:
ΔWij = ηejyi (3)
The effect of the negative feedback is the network learning stability. This network
is capable of finding the principal components of the input data [9] in a manner
that is equivalent to Oja’s Subspace algorithm [19], and so the weights will not
find the current Principal Components but a basis of the Subspace spanned by
these components.
Maximum Likelihood Hebbian Learning [2,3,4,8] is based on the previous
PCA-type rule and can be described as a family of learning rules based on the
following equations: a feedforward step (1) followed by a feedback step (2) and
then a weight change, which is as follows:
ΔWij = ηyisign(ej)|ej |p−1 (4)
Maximum Likelihood Hebbian Learning (MLHL) [2,3,4,8] has been linked to the
standard statistical method of Exploratory Projection Pursuit (EPP)[4,7].
2 GPU Computing
Modern graphics hardware has gained an important role in the area of paral-
lel computing. The data-parallel architecture of the GPUs is suitable for vec-
tor and matrix algebra operations and it is nowadays widely used for scientific
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computing. The GPUs and general purpose GPU (GPGPU) programming have
established a new platform for neural computation. The usage of the GPUs to
accelerate neural information processing and artificial neural networks pre-dates
the inception of general purpose GPU APIs [1,11,17,18]. At that time, the data
structures were mapped directly to native GPU concepts such as textures and
the operations were implemented using vertex and pixel shaders of the GPUs.
Often, the ANNs were implemented using graphic oriented shader programs,
OpenGL functions, or DirectX functions to accelerate ANN operations. For ex-
ample, a 20 times accelerated feedforward network on the GPU was presented
by Oh and Jung in [18]. Mart́ınez-Zarzuela et al. [17] proposed a 33 times faster
GPU-based fuzzy ART network. Ho et al. [11] developed a simulator of cellular
neural network on the GPU that was 8 to 17 times faster than a corresponding
CPU version, and Brandstetter and Alessandro [1] designed a 3 to 72-fold faster
radial basis function network powered by the GPUs.
The GPGPU APIs have simplified the development of neural algorithms and
ANNs for the graphics hardware significantly [10,16] and a variety of neuro-
computing algorithms were ported to the GPUs [10,14,15,16,18,20,22,24]. The
CUDA platform was used to achieve 46 to 63 times faster learning of a feedfor-
ward ANN by the backpropagation algorithm by Sierra-Canto et al. [24] while
Lopes and Ribeiro [14] reported a 10 to 40 faster implementation of the multiple
backpropagation training of feedforward and multiple feedforward ANNs.
Ghuzva et al. [10] presented a coarse-grained implementation of the multilayer
perceptron (MLP) on the CUDA platform that operated a set of MLPs in parallel
50 times faster than a sequential CPU-based implementation. The training of a
feedforward neural network by genetic algorithms was implemented on CUDA by
Patulea et al. [20] and it was 10 times faster than a sequential version of the same
algorithm. An application of a GPU-powered ANN for speech recognition is due
to Scanzio et al. [22]. The GPU technology accelerated the ANN approximately
6 times. Mart́ınez-Zarzuela et al. [15] used the GPU to speedup a neural texture
classification process and achieved 16 to 26 times better performance than on
the CPU. In [16], the authors implemented a fuzzy ART network on the CUDA
platform and achieved a 57-fold peak speedup.
An example of the use of GPUs for unsupervised neural networks is due to
Shitara et al. [23]. Three different graphic cards were used to benchmark the
performance of the algorithm and it was shown that the GPUs can improve the
performance of the SOM up to 150 times for certain hardware configurations.
In this research, the CUDA platform is used to accelerate the training of the
Negative Feedback Network and also for MLHL.
3 A Version of Neural PCA and MLHL on CUDA
According to the authors’ knowledge, there is no prior research on the accelera-
tion of the training phase of ANNs for PCA and MLHL by the GPUs. However,
Oh and Jung [18] have combined the PCA and an ANN with CUDA accelerated
feedforward pass for a system for view-point tolerant human pose recognition.
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(a) Neural PCA Flowchart (b) MLHL Flowchart
Fig. 1. Neural PCA and MLHL on CUDA
The CUDA implementation of the Negative Feedback Network and MLHL
is outlined in fig. 1a and fig. 1b respectively. The GPU was used to accelerate
the iterative phase of the algorithm (i.e. (1) - (4)). The implementation used the
cublas library, a set of custom kernels that implemented operations not available
in cublas such as the sign function, and auxiliary kernels for common operations
such as generation of batches of random numbers. All operations of the iterative
phase of network training were implemented on CUDA to minimize memory
transfers between the host and the device and maximize the performance of the
implementation.
3.1 Experiments and Results
To evaluate the performance of the Negative Feedback Network and MLHL on
CUDA, the fine-grained parallel implementations were compared to sequential
single-threaded CPU implementations of the same algorithms. Both networks
were implemented from scratch in C/C++ and CUDA-C and their execution
times for the same data set were compared. The experiments were performed
on a server with 2 dual core AMD Opteron processors at 2.6GHz and an nVidia
Tesla C2050 device with 448 cores at 1.15GHz. The server was running Linux
operating system and CUDA SDK 4.0 was used.
To obtain a randomized high-dimensional data set with clear internal struc-
ture and simple interpretation, two variants of the 2D bars data set were gener-
ated. The first one contained 10000 records with 256 attributes and the second
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Fig. 2. First 20 records of the 1024-dimensional data set as 32 × 32 images
one contained 10000 records with 1024 attributes. Each record in the data set
can be seen as an n × n image with a single vertical or horizontal bar painted
by different shades of gray (represented by real values between 0.7 and 1). The
visualisation of the first 20 records of the 1024-dimensional data set is shown
in fig. 2. It can be expected, that in such a data set, the pictures with the bar
in the same position ought to form (at least one) cluster, i.e. there might be at
least n + n clusters. The randomized data sets used in this study contained 15
and 31 unique bar positions respectively.
The data sets were processed by both, the Negative Feedback Network and
MLHL on CPU and GPU with the following parameters: 100000 iterations, learn-
ing rate 0.00001 and the MLHL parameter p = 2.2.
In the experiment, the dimension of the target subspace m was set to the
powers of 2 from the interval [2, DIM ] (whereDIM was the full dimension of the
data set) and the execution time of network training was measured. The results
are visualized in fig. 3. It clearly illustrates how the execution time grows with the
dimension of the target subspacem and with the number of attributes. These two
parameters define the complexity of the vector-matrix operations. As expected,
the CPU is faster for small m (m < 32 for 256-dimensional data and m < 16
for 1024-dimensional data) for the Negative Feedback Network. The MLHL on
the GPU was faster than the CPU-based implementation of the same algorithm
even for small values ofm. The speedup obtained by the parallel implementation
for the 256-dimensional data set ranged from 1.4 for m = 32 to 5.5 for m = 256
for the Negative Feedback Network and from 1.5 to 6.1 for the MLHL. The
performance increase was more significant for the 1024-dimensional data set.
The improvement in the training time of the Negative Feedback Network on the
GPU ranged from 1.36 times faster training for m = 16 to 47.95 faster training
for m = 512. The processing of the 1024-dimensional data set by the MLHL on
the GPU was between 2.18 to 47.81 times faster than on the CPU.
The performance results of both algorithms for the 1024-dimensional data
set on different hardware are visualized in fig. 3. It displays the dependency of
the execution time (y-axis, note the log scale) on the dimension of the target
subspace m and illustrates how the GPU versions of the algorithms outperform
the CPU versions by an order of magnitude for larger m.
The visual results of the projection of the 1024-dimensional data set to the 2-
dimensional subspace are for both methods shown in fig. 4. Figure 4a shows the
results of the projection by the neural PCA and fig. 4b shows the structure of the
same data processed by the MLHL. Points representing images that had a bar
in the same position were drawn in the same color. We can clearly see that both













PCA AMD Opteron 2.2GHz
PCA Tesla C2050
MLHL AMD Opteron 2.2GHz
MLHL Tesla C2050
Fig. 3. Neural PCA (Negative Feedback Network) and MLHL execution time for the
1024-dimensional data set
(a) Neural PCA (b) MLHL
Fig. 4. The results of projection to 2D for the 1024-dimensional data set
projections have emphasized a structure in the data. The neural PCA version
clearly separated several clusters from the rest of the data, which populates
the center of the graph, while the MLHL lead to a more regular pattern of 2D
clusters. This can serve as a visual proof that the CUDA-C implementations of
both algorithms provide projections to lower dimensional subspaces with good
structure.
4 Conclusions
This research introduced a fine-grained data-parallel implementation of two
types of ANNs, the Negative Feedback network for the PCA and the Maxi-
mum Likelihood Hebbian Learning network. The GPU versions of the algorithms
have achieved for two high-dimensional artificial data sets a significant speedup
in training times. When projecting to low dimensional subspaces (m < 16), the
CPU version of the negative feedback network was faster but when projecting
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the data to spaces with larger dimension, the GPU was up to 47.99 times faster
(for the 1024-dimensional data set and m = 1024). The projection through the
MLHL network was on the GPU faster for allm ∈ [2, DIM ] ranging from 2.1-fold
speedup for m = 8 to 47.81 times faster execution time for m = 1024.
In the future, other variants of the MLHL will be implemented and the GPU
version will be used to process and analyze real world data sets.
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