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On the asymptotic behaviour of the p-Laplace equation in
cylinders becoming unbounded
Abstract
In the rectangle Ωℓ = (−ℓ, ℓ) × (−1, 1), we consider the weak solution uℓ to the p-Laplace equation for a
right hand side depending on x2 only. We show that, for any ℓ0 > 0, uℓ → u∞ in W 1,p(Ωℓ 0 ) when ℓ
→ ∞, where u∞ is the solution of the p-Laplace equation on the section.
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Abstract. In the rectangle Ω` = (−`, `) × (−1, 1), we consider the weak solution u` to
the p-Laplace equation for a right hand side depending on x2 only. We show that, for any
`0 > 0, u` → u∞ in W
1,p(Ω`0) when ` → ∞, where u∞ is the solution of the p-Laplace
equation on the section.
1 Introduction
Many problems of the mathematical physics are taking place in cylinders. When the
data are depending only on the section one expects the solution to depend only on the
section. When this dependence is taking place on a domain of size very large one should
recover this dependence for the solution “approximatively” or on a subdomain. This is
what we would like to investigate in the case of the p-Laplace operator. We will restrict
ourselves to a model situation referring the interested readers to [5] for further results.
If we denote by (x1, . . . , xn) the coordinates in IR
n, the p-Laplace operator is given by
4pv =
n∑
i=1
∂xi(|∇v|
p−2∂xiv) (1.1)
(∂xi denotes the derivative in the direction xi, | · | is the usual euclidean norm), ∇v is
the gradient of v given by (∂x1v, . . . , ∂xnv). In the above formula we will sometimes omit
the summation sign using the Einstein convention. In all what follows, p will be a real
number and we will assume all along that
p ≥ 2. (1.2)
Notice that when p = 2, (1.1) is simply the usual Laplace operator.
Let us consider the following rectangle (see Figure 1) in IR2.
−
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Figure 1
We will denote it by Ω`, i.e.
Ω` = (−`, `)× ω, ω = (−1, 1). (1.3)
Then, for a function on a distribution f depending on x2 only, we would like to
consider u` the (weak) solution to

−4pu` = f in Ω`,
u` = 0 on ∂Ω`.
(1.4)
(∂Ω` denotes the boundary of Ω`). More precisely we would like to study the asymptotic
behaviour of u` when ` goes to plus infinity and show that, on any fixed subdomain Ω`0 ,
u` converges toward u∞ where u∞ is the solution to

−4pu∞ = f in ω,
u∞ = 0 on ∂ω.
(1.5)
(∂ω = {−1, 1} the boundary of ω, 4pv = ∂x2{|∂x2v|
p−2∂x2v}). We will consider conver-
gence in W 1,p and L∞. In the case of p = 2 the problem has been considered in [3],[4], see
also [2] for many issues regarding such problems.
This note is divided as follows. In the next section, after having set more rigorously the
problem, we will show convergence in W 1,p(Ω`0). Then in the last section we will consider
a more general domain than Ω` allowing more exotic shape on the left of −` and the right
of `.
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2 Convergence in Sobolev spaces
If Ω is a bounded open subset of IRn, n ≥ 1, we denote by W 1,p(Ω)(resp. W 1,p0 (Ω)) the
usual Sobolev space of functions in Lp(Ω) with derivatives in Lp(Ω)(resp. vanishing on the
boundary)— see [1],[7],[9],[10] for details on thess spaces. If f ∈ W−1,p
′
(Ω), 1
p
+ 1
p′
= 1—
the dual space of W 1,p0 (Ω), it is well known that there exists a unique u, weak solution to

−4pu = f in Ω,
u ∈ W 1,p0 (Ω),
(2.1)
(see for instance [6]). u is also the minimizer on W 1,p0 (Ω) of the function
J(v) =
1
p
∫
Ω
|∇v|pdx− < f, v > . (2.2)
If f ∈ W−1,p
′
(ω), recall (1.5), and ϕ ∈ D(Ω`)— the space of indefinitely differentiable
functions with compact support in Ω` we have for any x1
| < f, ϕ(x1, ·) > | ≤ |f |−1,p′|∂x2ϕ(x1, ·)|p,ω (2.3)
(| · |−1,p′ denotes the strong dual norm on W
−1,p′(ω), | · |p,ω the usual L
p(ω) norm. In the
following we will denote by | · |p or | · |p,O the L
p(O)−norm).
It is clear also that
x1 7→< f, ϕ(x1, ·) >
is continuous and thus
< f, ϕ >=
∫
(−`,`)
< f, ϕ(x1, ·) > dx1 (2.4)
defines a linear form on D(Ω`) such that
| < f, ϕ > | ≤
∫
(−`,`)
| < f, ϕ(x1, ·) > |dx1
≤ |f |−1,p′
∫
(−`,`)
|∂x2ϕ(x1, ·)|p,ωdx1
≤ |f |−1,p′
{ ∫
(−`,`)
|∂x2ϕ(x1, ·)|
p
p,ωdx1
} 1
p
(2`)1−
1
p
≤ (2`)1−
1
p |f |−1,p′
∣∣∣| ∇ϕ |
∣∣∣
p,Ω`
. (2.5)
i.e. an element of W−1,p
′
(Ω`). We will still denote by f this linear form which of course
coincides with f in the case of functions. Then, following (2.1),(2.2), there exists a unique
u` solution to 

−4pu` = f in Ω`,
u` ∈ W
1,p
0 (Ω`).
(2.6)
Moreover, there exists also a unique u∞ solution to

−4pu∞ = f in ω,
u∞ ∈ W
1,p
0 (ω).
(2.7)
Then we can show:
Theorem 2.1: For any `0 > 0, p > 2, there exists a constant C independent of ` such that∣∣∣| ∇(u` − u∞) |
∣∣∣
p,Ω`0
≤ C|∂x2u∞|p,ω`
− 2
p(p−2) . (2.8)
The proof uses the method of [3] with variations due to the exponent p and the nonlinearity
of the operator. Recall that there exists a constant c = cp such that
(|ξ|p−2ξ − |ξ′|p−2ξ′, ξ − ξ′) ≥ cp|ξ − ξ
′|p ∀ξ, ξ′ ∈ IR2 (2.9)
(see [8].( , ) denotes the usual scalar product in IR2). In order to complete the proof we
will use several lemmas. First:
Lemma 2.2: There exists a constant c independent of ` such that
| v |p,Ω`≤ c | ∂x2v |p,Ω` ∀v ∈ W
1,p(Ω`), v = 0 on (−`, `)× {−1}. (2.10)
Proof: This is basically the Poincare´ inequality in a strip. We recall the details for the
reader’s convenience. Assuming eventually first that v is smooth we have for (x1, x2) ∈ Ω`
v(x1, x2) = v(x1, x2)− v(x1,−1) =
∫ x2
−1
∂x2v(x1, s)ds.
It follows easily by the Ho¨lder Inequality
| v(x1, x2) | ≤
∫ x2
−1
| ∂x2v(x1, s)ds
≤
{ ∫ 1
−1
| ∂x2v(x1, s) |
p ds
} 1
p
(x2 + 1)
1− 1
p .
Taking the power p of both sides and integrating on Ω` it comes
| v |pp,Ω` ≤
∫
Ω`
{ ∫
ω
| ∂x2v(x1, s) |
p ds
}
(x2 + 1)
p−1dx1dx2
=
2p
p
| ∂x2v |
p
p,Ω`
and the proof of the Lemma follows with c = 2p−
1
p .
 
Before going further and establishing a second Lemma, let us notice that by (2.7) for
ϕ ∈ D(Ω`), and any x1, it holds that∫
ω
| ∂x2u∞ |
p−2 ∂x2u∞∂x2ϕ(x1, ·)dx2 =< f, ϕ(x1, ·) > . (2.11)
Integrating in x1, and noting that ∇u∞ = (0, ∂x2u∞) this leads to∫
Ω`
| ∇u∞ |
p−2 ∇u∞∇ϕdx =< f, ϕ >, (2.12)
(dx = dx1dx2). Taking into account (2.6) and using the density of D(Ω`) into W
1,p
0 (Ω`),
we arrive to∫
Ω`
| ∇u∞ |
p−2 ∇u∞∇vdx =
∫
Ω`
| ∇u` |
p−2 ∇u`∇vdx ∀v ∈ W
1,p
0 (Ω`). (2.13)
Then we can show:
Lemma 2.3: It holds that ∣∣∣| ∇u` |
∣∣∣
p,Ω`
≤ (2`)
1
p | ∂x2u∞ |p,ω . (2.14)
Proof: We choose v = u` in (2.13). It comes
∣∣∣| ∇u` |
∣∣∣p
p,Ω`
=
∫
Ω`
| ∂x2u∞ |
p−2 ∂x2u∞∂x2u`dx
≤ | ∂x2u` |p,Ω`
∣∣∣| ∂x2u∞ |p−1
∣∣∣
p′,Ω`
(by Ho¨lder’s Inequality. p′ = p
p−1
). It follows that
∣∣∣| ∇u` |
∣∣∣p
p,Ω`
≤
∣∣∣| ∇u` |
∣∣∣
p,Ω`
{ ∫
(−`,`)
∫
ω
| ∂x2u∞ |
p dx
} p−1
p
=⇒ ∣∣∣| ∇u` |
∣∣∣
p,Ω`
≤ (2`)
1
p | ∂x2u∞ |p,ω .
This completes the proof of the Lemma.
 
We can now complete the proof of the Theorem 2.1.
Proof of Theorem 2.1: We denote by ρ the piecewise affine function on IR such that
0 ≤ ρ ≤ 1, ρ = 1 on (−
1
2
,
1
2
), ρ = 0 outside (−1, 1), | ρ′ |≤ 2. (2.15)
It is easy to construct such a function. Then for
α ≥
p
p− 2
(2.16)
it is clear that
(u` − u∞)ρ
α(
x1
`
) ∈ W 1,p0 (Ω`). (2.17)
Plugging this function in (2.13) we obtain
∫
Ω`
{| ∇u` |
p−2 ∇u`− | ∇u∞ |
p−2 ∇u∞} · ∇{(u` − u∞)ρ
α(
x1
`
)}dx = 0.
This can also be written∫
Ω`
{| ∇u` |
p−2 ∇u`− | ∇u∞ |
p−2 ∇u∞} · ∇(u` − u∞)ρ
α(
x1
`
)dx
= −
α
`
∫
Ω`
| ∇u` |
p−2 ∂x1u`∂x1ρ(u` − u∞)ρ
α−1dx.
Recalling (2.9) we get
cp
∫
Ω`
| ∇(u`−u∞) |
p ραdx ≤
2α
`
∫
Ω`
| ∇u` |
p−2| ∂x1(u`−u∞) | ρ
α−1 | u`−u∞ | dx (2.18)
(recall that u∞ is independent of x1). Since α ≥
p
p−2
is equivalent to α− 1 ≥ 2α
p
, one has
ρα−1 ≤ ρ
2α
p
and from (2.18) we derive
cp
∫
Ω`
| ∇(u` − u∞) |
p ραdx ≤
2α
`
∫
Ω`
| ∇u` |
p−2| ∂x1(u` − u∞) | ρ
α
p | (u` − u∞) | ρ
α
p dx.
Noticing that 1
p
+ 1
p
+ p−2
p
= 1, using the Ho¨lder Inequality we derive
cp
∫
Ω`
| ∇(u` − u∞) |
p ραdx
≤
2α
`
∣∣∣| ∇u` |p−2
∣∣∣
p
p−2
,Ω`
| ∂x1(u` − u∞)ρ
α
p |p,Ω`| (u` − u∞)ρ
α
p |p,Ω` . (2.19)
We have — see (2.14),(2.10)
∣∣∣| ∇u` |p−2
∣∣∣
p
p−2
,Ω`
=
∣∣∣| ∇u` |
∣∣∣p−2
p,Ω`
≤ (2`)
p−2
p | ∂x2u∞ |
p−2
p,ω ,
| (u` − u∞)ρ
α
p |p,Ω`≤ c | ∂x2(u` − u∞)ρ
α
p |p,Ω`,
— recall that ρα is independent of x2. Then (2.19) implies that it holds
cp
∣∣∣| ∇(u` − u∞) | ραp
∣∣∣p
p,Ω`
≤
c
`
`
p−2
p | ∂x2u∞ |
p−2
p,ω
∣∣∣| ∇(u` − u∞) | ραp
∣∣∣2
p,Ω`
.
This leads to∣∣∣| ∇(u` − u∞) | ραp
∣∣∣
p,Ω`
≤
c
`
1
p−2
`
1
p | ∂x2u∞ |p,ω= c`
− 2
p(p−2) | ∂x2u∞ |p,ω .
Noting that ρ = 1 on Ω `
2
— see (2.15)— we obtain
∣∣∣| ∇(u` − u∞) |
∣∣∣
p,Ω `
2
≤ c`−
2
p(p−2) | ∂x2u∞ |p,ω .
Choosing ` large enough so that `0 ≤
`
2, (2.8) follows. This completes the proof of the
Theorem 2.1.
 
3 Uniform convergence
In this section we would like to consider uniform convergence results of u` toward u∞.
We will make the additional assumption that
f ≥ 0 (3.1)
i.e. f is a positive measure. Moreover we will extend our analysis to more general domains
that Ω` — i.e. we will consider domains of the type Ω
′
` described on the Figure 2, the
important point being that it holds that
x1−
−1
1
0
x2
` `
Figure 2
(−`, `)× IR ∩ Ω′` = Ω`, Ω
′
` ⊂ IR × ω. (3.2)
First, let us remark that for ϕ ∈ D(Ω′`)
< f, ϕ(x1, ·) >
makes sense and
< f, ϕ >=
∫
IR
< f, ϕ(x1, ·) > dx1 (3.3)
defines a linear form on W 1,p0 (Ω
′
`). Thus there exists a unique u` solution to

−4pu` = f in Ω
′
`,
u` ∈ W
1,p
0 (Ω
′
`).
(3.4)
We will denote as before by u∞ the solution to (2.7). We will also introduce u` the solution
to 

−4pu` = f in Ω`,
u` ∈ W
1,p
0 (Ω`).
(3.5)
When necessary we will assume u` extended by 0 outside Ω`. Then we have:
Theorem 3.1: For any `0 > 0, there exists a constant c independent of ` such that for `
large enough it holds that
| u` − u∞ |∞,Ω`0≤ c`
− 2
p(p−2) . (3.6)
In order to prove this theorem we will need the following Lemma.
Lemma 3.2: It holds that
0 ≤ u` ≤ u` ≤ u∞ in Ω`. (3.7)
Proof: We consider the weak formulation of (3.5), that is to say
∫
Ω`
| ∇u` |
p−2 ∇u`∇vdx =< f, v > ∀v ∈ W
1,p
0 (Ω`). (3.8)
Taking in (3.8), v = −(u`)
− where ( )− denotes the negative part of a function we obtain
∫
Ω`
| ∇u` |
p−2 ∇u`∇{−(u`)
−}dx =< f,−(u`)
− >≤ 0
⇐⇒ ∫
Ω`
| ∇(u`)
− |p dx ≤ 0.
It follows that (u`)
− = 0 which is the first inequality of (3.7). Taking v = −u−` in the
weak formulation of (3.4) we obtain similaly that
0 ≤ u`. (3.9)
Arguing as in (2.13) it is easy to see that it holds that
∫
Ω′
`
| ∇u` |
p−2 ∇u`∇vdx =
∫
Ω′
`
| ∇u∞ |
p−2 ∇u∞∇vdx ∀v ∈ W
1,p
0 (Ω
′
`). (3.10)
Thus from (2.13) written for u` instead of u` we derive
∫
Ω`
| ∇u` |
p−2 ∇u`∇vdx =
∫
Ω`
| ∇u` |
p−2 ∇u`∇vdx ∀v ∈ W
1,p
0 (Ω`). (3.11)
By (3.9) we have
(u` − u∞)
+ ∈ W 1,p0 (Ω`)
and injecting this function in (3.11) it comes:
∫
Ω`
{ | ∇u` |
p−2 ∇u`− | ∇u` |
p−2 ∇u`} · ∇(u` − u`)
+dx = 0
⇐⇒ ∫
Ω`∩{u`≥u`}
{ | ∇u` |
p−2 ∇u`− | ∇u` |
p−2 ∇u`} · ∇(u` − u`)dx = 0, (3.12)
where {u` ≥ u`} denotes the set defined by
{u` ≥ u`} = {x ∈ Ω` | u`(x) ≥ u`(x)}.
Using (3.9) we get
∫
Ω`
| ∇(u` − u`)
+ |p=
∫
Ω`∩{u`≥u`}
| ∇(u` − u`) |
p dx ≤ 0 (3.13)
which implies that (u` − u`)
+ = 0 and the second inequality of (3.7).
To obtain the third inequality of (3.7) we remark that
(u` − u∞)
+ ∈ W 1,p0 (Ω
′
`)
(the 0-boundary condition is due to the fact u∞ ≥ 0. This can be shown as for the
nonnegativity of u` or u`.) Using the above test function in (3.10) we get with obvious
notation ∫
Ω′
`
∩{u`≥u∞}
{ | ∇u` |
p−2 ∇u`− | ∇u∞ |
p−2 ∇u∞} · ∇(u` − u∞)dx = 0
and one can easily concluded as in (3.12),(3.13). This completes the proof of the Lemma.
 
Then we can complete the proof of the Theorem 3.1.
Proof of Theorem 3.1: Since p > 2 we have
W 1,p(Ω`0) ↪→ C(Ω`0)
with a continuous embedding. From (3.7) we derive then that it holds
| u` − u∞ |∞,Ω`0 = sup
Ω`0
| u` − u∞ |
≤ | u` − u∞ |∞,Ω`0
≤ c
∣∣∣| ∇(u` − u∞) |
∣∣∣
p,Ω`0
.
The result follows then from the Theorem 2.1 and (2.8).
 
In the case where p = 2 we can remove the assumption (3.1) due to the linearity of the
problem and show:
Theorem 3.3: Under the above assumptions if u` is the solution to (3.4) and u∞ the one
of (2.7) for f ∈ L2(ω), for any `0 > 0, any τ > 0, there exists a constant c independent of
` such that it holds
| (u` − u∞) |∞,Ω`0≤ c`
−τ . (3.14)
Proof: We claim that we can first assume f ≥ 0. Indeed f is a function and we can write
f = f+ − f−
where f+, f− denote the positive and negative part of f .
Introducing u`,±, u∞,± the solutions to
−4u`,± = f
± in Ω′`, u`,± ∈ W
1,2
0 (Ω
′
`)
−4u∞,± = f
± in ω, u∞,± ∈ W
1,2
0 (ω)
we have, due to the linearity of the operator,
u` = u`,+ − u`,−, u∞ = u∞,+ − u∞,−
and the estimate (3.14) will hold if we can establish it for u`,+ − u∞,+ and u`,− − u∞,−,
i.e. if we can show it for f ≥ 0. But then, using the Lemma 3.2 which is valid in the case
p = 2 we have
| u` − u∞ |∞,Ω`0≤| u` − u∞ |∞,Ω`0≤ c`
−τ
this last estimate resulting of estimates obtained in [2]. This completes the proof of the
theorem.
 
Remark 3.4: A key point in our results is the structure assumption (2.9) which holds
for the vector fields
ai(ξ) =| ξ |
p−2 ξi.
Generalizations are possible for vector fields satisfying (2.9) together with appropriate
natural growth conditions — see [5].
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