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HAUSDORFF MEASURE OF ESCAPING AND JULIA SETS
FOR BOUNDED TYPE FUNCTIONS OF FINITE ORDER
JÖRN PETER
Abstract. We show that the escaping sets and the Julia sets of bounded
type transcendental entire functions of order ρ become ’smaller’ as ρ → ∞.
More precisely, their Hausdorff measures are infinite with respect to the gauge
function hγ(t) = t2g(1/t)γ, where g is the inverse of a linearizer of some expo-
nential map and γ ≥ (log ρ(f) +K1)/c, but for ρ large enough, there exists a
function fρ of bounded type with order ρ such that the Hausdorff measures of
the escaping set and the Julia set of fρ with respect to hγ′ are zero whenever
γ′ ≤ (log ρ−K2)/c.
1. Main results and outline
1.1. Introduction and main result. Let f be a transcendental entire function.
The Julia set J (f) is the set of points in C where the iterates fn do not form
a normal family with respect to the spherical metric on C ∪ {∞}, the escaping
set I(f) is the set of all points z such that fn(z) tends to infinity as n → ∞.
Eremenko [7] showed that J (f) = ∂I(f). Let S(f) denote the set of singular
values of f , which is by definition the smallest closed set A such that f : C \
f−1(A) → C \ A is a covering map. It can be easily verified that the set of
singular values is the closure of the set of critical and finite asymptotic values of
f . We say that f is of bounded type if S(f) is bounded, and denote the set of all
functions of bounded type by B. In [8], Eremenko and Lyubich introduced the
logarithmic change of coordinates which has become a standard tool to investigate
properties of bounded type entire functions. Using this technique, they showed
that I(f) ⊂ J (f), and hence I(f) = J (f) by Eremenko’s result, for every f ∈ B.
The order of an entire function f is defined as
ρ(f) := lim sup
r→∞
log logM(r, f)
log r
. (1)
Here,M(r, f) := max|z|=r |f(z)|. If ρ(f) <∞, then we say that f is of finite order
ρ(f). From now on, we use the notation Bρ := {f ∈ B : f has finite order ρ}.
Note that if f ∈ B then ρ(f) ≥ 1/2 (see for example [1] for an argument).
We examine the Hausdorff measure of escaping and Julia sets of functions f ∈ B
of finite order with respect to certain gauge functions. By a gauge function, we
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mean an increasing function h : [0, ε) → R≥0 (where ε > 0) which is continuous
from the right and satisfies h(0) = 0. For an arbitrary set A ⊂ C, define
Hh(A) := lim
δ→0
inf
{
∞∑
i=1
h(diam Ai) :
∞⋃
i=1
Ai ⊃ A, diam Ai < δ for every i
}
Then Hh is a metric outer measure on all subsets of C, called the Hausdorff
measure with respect to h. Following [14], we introduce the notation h1 ≺ h2
for gauge functions h1 and h2 whenever the quotient h1(t)/h2(t) tends to 0 as
t → 0. In the special case where h(t) = hs(t) := ts for some s > 0, Hhs is
the s-dimensional outer Hausdorff measure. Given A ⊂ C, it is well known
that there exists s0 ≥ 0 such that Hhs(A) = ∞ if s < s0 and Hhs(A) = 0 if
s > s0. This value s0 is called the Hausdorff dimension of the set A, which we
will denote by HD(A). Barański [2] and (independently) Schubert [15] showed
that HD(J (f)) = 2 whenever f ∈ Bρ. In fact, the stronger result HD(I(f)) = 2
also holds. However, if the order of f is infinite, this need not be true anymore,
as was shown by Stallard [16]. In [5], Bergweiler, Karpińska and Stallard proved
that if the order of f is infinite and M(r, f) ≤ exp(exp((log r)q+ε)) for large r,
then HD(J (f)) ≥ 1 + 1
q
, and this estimate is sharp [16]. This suggests that the
escaping set and the Julia set of a function f ∈ Bρ get ’smaller’ as ρ increases. On
the other hand, a result by Eremenko and Lyubich [8, Proposition 4 and Theorem
7] implies that if f has finite order and a logarithmic singularity, then I(f)
has zero two-dimensional Hausdorff measure; there are many functions satisfying
this condition, so the usual s-dimensional Hausdorff measure is not suitable to
distinguish sizes of escaping sets of bounded type entire functions with finite
order, which is why we use more general gauge functions to measure them. This
question was addressed for the exponential functions Eλ(z) := λ exp(z) in [13].
Let λ ∈ (0, 1/e) and Eλ(z) := λ exp(z) be the exponential map with parameter λ.
The function Eλ has exactly one real repelling fixed point βλ, that is, Eλ(βλ) = βλ
and E ′λ(βλ) > 1. A classical result due to Kœnigs and Poincaré implies that there
exists an entire function Lλ satisfying Lλ(0) = βλ, L
′
λ(0) = 1 and
Eλ(Lλ(z)) = Lλ(βλz) for all z.
The proof of this theorem (and of some other results stated here without proof)
can for example be found in [3], [4], [11] or [17]. Set Φλ := (Lλ|R)−1. It is easy
to see that Φλ(x) tends to ∞ as x → ∞, but slower than any iterate of the
logarithm. Set hλ,γ(t) := t
2Φλ(1/t)
γ for γ > 0. The function hλ,γ is defined on a
small interval (0, ε) and can be continued continuously to 0 by h(0) := 0. It can
be easily verified that hλ,γ is a gauge function. It was shown in [13] that there
exists Klambda such that Hhλ,γ (J (Eµ)) = Hhλ,γ(I(Eµ)) = ∞ for γ > Klambda
and all µ while Hhλ,γ(J (Eµ)) = Hhλ,γ (I(Eµ)) = 0 for γ < Klambda for µ such
that Eµ has an attracting periodic point. Here we obtain estimates of this type
for all functions of finite order in B, with the exponent γ depending on the order.
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Theorem 1.1. There exists K1 > 0 with the following property: If ρ ≥ 1/2 and
f ∈ Bρ, then Hhλ,γ(I(f)) =∞ whenever γ > (log(ρ) +K1)/ log βλ.
Since I(f) ⊂ J (f) as mentioned in the introduction, this theorem immediately
implies that Hhλ,γ(J (f)) = ∞ whenever γ > (log(ρ) +K1)/ log βλ. The second
result shows that for ρ large enough, Theorem 1.1 is sharp (in the sense described
below).
Theorem 1.2. There exist K2, ρ0 > 0 with the following property: If ρ ≥ ρ0,
there exists fρ ∈ Bρ such that Hhλ,γ(J (fρ)) = 0 for γ < (log(ρ)−K2)/ log βλ.
Again, it follows immediately that the statement is still valid if we substitute
J (f) by I(f).
Summarizing, these results can be interpreted as follows: If f does not grow
faster than exp(|z|ρ+ε) for every ε, then the Hausdorff measure of f is infinite
with respect to the function hλ,γ(ρ,λ), and γ(ρ, λ) necessarily has to increase with
ρ (if we keep λ fixed). This means that, the higher the order of f is, the ’smaller’
are I(f) and J (f).
We also mention here that similar, but sharper results were proved for the
exponential family in [13]. Here, we use techniques very different from those in
[13] - for the proof of Theorem 1.1, this seems to be clear, since the class of
functions under consideration is much more general here. But also the methods
to prove Theorem 1.2 are very different from those that we applied to show the
corresponding result for the exponential family. Although the function fρ that
we construct in the proof of Theorem 1.2 morally behaves like exp(zρ), it has
zeros and critical points arbitrarily close to the boundary of the tract W of fρ.
This makes it impossible to find a fixed radius r such that for every z ∈ logW ,
the logarithmic transform Fρ of fρ can be continued analytically to a disk of
radius r around z. Hence the distortion of Fρ near the boundary of a logarithmic
tract is not small, unlike as in the exponential family. This fact gives the need
to use different methods than in [13] also for the proof of Theorem 1.2, although
the main idea remains the same. (For the definitions of ’tract’, ’logarithmic
transform’ and ’distortion’, see section 2.2.1).
This paper is organized as follows: In section 2, we provide some notations
that we will use throughout this work and we briefly review some classical results
from function theory as well as holomorphic dynamics, like Koebe’s distortion
theorem or the logarithmic transform of a function in class B. Finally, we mention
some results for the functions hλ,γ that will be used in the proofs of the two
main theorems. Sections 3 and 4 contain the proofs of Theorems 1.1 and 1.2,
respectively, together with the necessary preparations. I thank Walter Bergweiler
and Helena Mihaljević-Brandt for many fruitful discussions about this project.
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2. Notations and preliminaries
2.1. Notations. For z ∈ C, let ℜz and ℑz denote the real and imaginary parts
of z, respectively. If z0 ∈ C and r > 0, we write D(z0, r) for the disk in C with
center z0 and radius r with respect to the euclidean metric. By D := D(0, 1) we
denote the open unit disk in C, and by H := {z ∈ C : ℜz > 0} the right half
plane. For r > 0 and θ ∈ R, let
Q(0, r, 0) :=
{
z ∈ C : max {|ℜz| , |ℑz|} < r
2
}
and
Q(z0, r, θ) = z0 + e
iθQ(0, r, 0).
If the angle θ is not important, we will suppress it and just write Q(z0, r) in order
to increase readability.
We denote the two-dimensional Lebesgue measure of a measurable set A ⊂ C
by |A| and the one-dimensional Lebesgue measure of a measurable set A ⊂ R by
L(A). If A,B ⊂ C and 0 < |B| <∞, we write dens(A,B) for the density of A in
B, which is defined by
dens(A,B) :=
|A ∩ B|
|B| .
Let f be an entire function and S(f) be the set of singular values of f , that is,
S(f) is the closure of the set of critical and finite asymptotic values of f . We
denote the postsingular set of f by P (f), which is by definition
P (f) :=
⋃
n∈N0
fn(S(f)).
Recall from the introduction that B := {f transcendental, entire : S(f) bounded}
and Bρ := {f ∈ B : f has finite order ρ}, where the order ρ(f) is defined by (1).
In the proofs, ε1, ε2, . . . refer to positive real numbers which can be arbitrarily
small if other quantities have been chosen suitably. As an example, we write ’Let
R be large. Then M(r, f) ≤ exp(rρ(f)+ε1) for r > R’ without emphasizing that
R in fact depends on ε1.
2.2. Preliminaries. The results of this section will mainly be stated without
proofs; we will give references where needed.
2.2.1. The logarithmic transform. This is a standard tool in complex dynamics
ever since it was introduced by Eremenko and Lyubich [8]. Let f ∈ B and assume
that S(f) ⊂ D and f(0) ∈ D (this can always be achieved by conjugating f with
a conformal automorphism of C). Then the number of components of f−1(C\D),
also called tracts of f , is finite by the Denjoy-Carleman-Ahlfors theorem (see for
example [12]). Let W1(f), . . . ,Wn(f) be the tracts of f . Eremenko and Lyubich
[8] showed that every Wi(f) is simply connected and bounded by an analytic
curve that tends to ∞ on both ends, and f ◦ exp : T ki (f)→ C \ D is a universal
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covering for every component T ki (f) of logWi(f). Clearly, the T
k
i (f) can be
related to each other by fixing one component T 0i (f) and setting
T ki (f) := T
0
i (f) + 2piik.
Such a component T ki (f) is called logarithmic tract of f . The map exp : H→ C\D
is also a universal covering. So, with
T (f) :=
⋃
i,k
T ki (f),
there exists a map F : T (f)→ H such that
FT ki (f) := F |T ki (f)
is a conformal isomorphism for every i and every k. We say that F is the loga-
rithmic transform of f and abbreviate
GT ki (f) :=
(
FT ki (f)
)−1
. (2)
The function F has an expanding property that follows from the Koebe one-
quarter theorem and the fact that every logarithmic tract does not contain disks
of radius bigger than pi:
Lemma 2.1 ([8], Lemma 1). For every z ∈ H and every T ∈ T (f), we have∣∣(F−1T )′(z)∣∣ ≤ 4piℜz . (3)
In this paper, we will rather prove the results for F than for f , so we have to
define the Julia and escaping sets of F . Denote by
J (F ) := {z ∈ C : z ∈ T (f), exp(z) ∈ J (f)}
the Julia set of F and by
I(F ) := {z ∈ C : ℜF n(z)→∞ as n→∞}
the escaping set of F . Obviously, exp(J (F )) ⊂ J (f) and exp(I(F )) ⊂ I(f).
Further, exp(J (F )) = J (f) if D∩J (f) = ∅. This will be important in the proof
of Theorem 1.2.
2.2.2. Koebe’s theorem and distortion. We begin this section by stating the clas-
sical Koebe theorem.
Theorem 2.2. Let z0 ∈ C, r > 0, f : D(z0, r)→ C be a univalent function and
z ∈ D(z0, r). Then
r2 |f ′(z0)| (r − |z − z0|)
(r + |z − z0|)3 ≤ |f
′(z)| ≤ r
2 |f ′(z0)| (r + |z − z0|)
(r − |z − z0|)3
and
r2 |f ′(z0)| |z − z0|
(r + |z − z0|)2 ≤ |f(z)− f(z0)| ≤
r2 |f ′(z0)| |z − z0|
(r − |z − z0|)2 .
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Koebe’s theorem implies in particular that the family of all univalent functions
f : D → C with f(0) = 0 and f ′(0) = 1 is normal. This yields the following
result.
Theorem 2.3. For every ε > 0, there exists δ > 0 such that if f : D → C is
univalent with f(0) = 0 and f ′(0) = 1, then∣∣∣∣f(z)z − 1
∣∣∣∣ < ε
whenever |z| < δ.
Let U ⊂ C either be open and bounded or the closure of such a set. A function
f : U → C is said to have bounded distortion if f is a bilipschitz mapping, that
is,
0 < cf := inf
z,w∈U
z 6=w
|f(z)− f(w)|
|z − w| ≤ supz,w∈U
z 6=w
|f(z)− f(w)|
|z − w| =: Cf <∞.
The distortion of f is then defined as D(f) := Cf/cf . It can be easily shown
that if U is open and f has bounded distortion, then f extends to a function
on U with the same distortion as f . Conversely, if U is the closure of an open
bounded set, then f |int(U) has the same distortion as f . Note that the distortion
of a holomorphic function f : U → C is often defined by
L(f) :=
supz∈U |f ′(z)|
infz∈U |f ′(z)| .
It is very easy to see that L(f) ≤ D(f) for every function f , but in general,
we do not have equality. If both U and f(U) are convex, it can be shown that
D(f) = L(f). But even if U is convex and f is univalent on U , L(f) may be
finite but f does not have bounded distortion. An example is given by f(z) = z4,
defined on all z = x+ iy such that 4(x− 1)2 + y2 < 1. In fact, 1 + i, 1− i ∈ ∂U
and (1 + i)4 = (1 − i)4, so f does not have bounded distortion. On the other
hand, supz∈U |z| =
√
2 and infz∈U |z| = 1/2, so L(f) < 16
√
2. However, using the
Koebe theorems, it is easy to see that D(f) is bounded whenever f : U → C can
be continued univalently to a domain which compactly contains U .
Lemma 2.4. Let z0 ∈ C, r > 0, K > 1. Let f : D(z0, Kr) → C be a univalent
function. Then
L(f |D(z0,r)) ≤
(
K + 1
K − 1
)4
and
D
(
f |D(z0,r)
) ≤ L(f)(K + 1
K − 1
)2
≤
(
K + 1
K − 1
)6
.
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Proof. Without loss of generality, we may assume that z0 = 0 and r = 1. By
Theorem 2.2, we have
|f ′(z)| ≤ K2 |f ′(z0)| K + |z − z0|
(K − |z − z0|)3 ≤ K
2 |f ′(z0)| (K + 1)
(K − 1)3
and analogously
|f ′(z)| ≥ |f ′(z0)| K
2(K − 1)
(K + 1)3
for all z ∈ D. It follows that L(f) ≤ (K+1
K−1
)4
. To prove the second statement,
note that |f(z)− f(w)|
|z − w| ≤ supy∈D |f
′(y)|
for all z, w ∈ D. To prove an inequality in the other direction, let z, w ∈ D, and
define
ϕ : D→ D(0, K), u 7→ z −Ku
1− uz
K
.
Then ϕ is biholomorphic and ϕ(0) = z. Let v := ϕ−1(w). We have
|f(w)− f(z)| = |(f ◦ ϕ)(v)− (f ◦ ϕ)(0)| ≥ |(f ◦ ϕ)′(0)| |v|
(1− |v|)2
= |f ′(z)| |ϕ′(0)| |v|
(1− |v|)2 ≥ infy∈D |f
′(y)| 1
K
(K2 − |z|2) |v|
(1− |v|)2
≥ inf
y∈D
|f ′(y)| K
2 − 1
K
|v|
(1− |v|)2
≥ inf
y∈D
|f ′(y)| K
2 − 1
K
K |w − z|
|zw −K2|
1
(1 + K|w−z|
|zw−K2|
)2
≥ inf
y∈D
|f ′(y)| (K2 − 1) |w − z| |zw −K
2|
(|zw −K2|+K |w − z|)2
≥ inf
y∈D
|f ′(y)| (K2 − 1) |w − z| K
2 − 1
(K2 + 1 + 2K)2
≥ inf
y∈D
|f ′(y)| |w − z| (K − 1)
2
(K + 1)2
by Theorem 2.2, so D(f) ≤ L(f)(K+1
K−1
)2. 
Some simple properties of holomorphic functions with bounded distortion are
summarized in the following lemma.
Lemma 2.5. Let U ⊂ C be bounded and open. Let f : U → C be a univalent
function with bounded distortion. Then the following statements hold:
(a) D(f) = D(f−1), L(f) = L(f−1)
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(b) If V ⊃ f(U) is a domain and g : V → C is univalent with bounded distor-
tion, then D(g ◦ f) ≤ D(g)D(f) and L(g ◦ f) ≤ L(g)L(f).
(c) If A ⊂ U is Lebesgue-measurable, then f(A) is Lebesgue-measurable and
dens(A,U) ≤ L(f)2dens(f(A), f(U)) ≤ D(f)2dens(f(A), f(U)).
If we apply a function f with small distortion to a square, then its image is a
set which is almost square-shaped. More precisely, we have the following lemma,
which is an application of Theorem 2.3.
Lemma 2.6. For every 1/
√
2 > ε > 0, there exists a constant K > 1 which
satisfies the following property: Let z0 ∈ C, r > 0, K ′ ≥ K, a univalent function
f˜ : D
(
z0, K
′r/
√
2
)→ C and a square Q = Q(z0, r, θ) be given. Let f := f˜ |Q and
d := D(f) be the distortion of f . Then
Q
(
f(z0), |f ′(z0)| r1
d
(
1−
√
2ε
)
, θ + arg f ′(z0)
)
⊂ f(Q)
and
f(Q) ⊂ Q
(
f(z0), |f ′(z0)| rd
(
1 +
√
2ε
)
, θ + arg f ′(z0)
)
.
2.3. Two results for hλ,γ. Recall from the introduction that for λ ∈ (0, 1/e),
the function Eλ(z) := λ exp(z) has a unique real repelling fixed point βλ, and
there is a function Φλ which satisfies
Φλ(Eλ(x)) = βλΦλ(x) (4)
for all x ≥ βλ. We consider the gauge function
hλ,γ(t) := t
2Φλ(1/t)
γ.
The first result about hλ,γ that we mention is that the measure Hhλ,γ essentially
only depends on βγλ (see [13]).
Theorem 2.7. Let λ1, λ2 ∈ (0, 1/e). If γ1, γ2 are chosen such that βγ1λ1 = βγ2λ2 ,
then there exist constants c, C > 0 with
chλ2,γ2(t) ≤ hλ1,γ1(t) ≤ Chλ2,γ2(t)
if t is small enough.
Next, we show that zero and infinite Hhλ,γ -measure are preserved under bilip-
schitz mappings.
Lemma 2.8. Let A ⊂ C and f be a bilipschitz mapping. If Hhλ,γ(A) = 0 (resp.
∞), then Hhλ,γ(f(A)) = 0 (resp. ∞).
Proof. First note that for every K > 0, there exists K ′(K) > 0 such that
hλ,γ(Kt) ≤ K ′(K)hλ,γ(t). In fact, for K ≤ 1, we can choose K ′(K) = K. If
K > 1, we have with K ′(K) = K2 that
hλ,γ(Kt) = K
2t2Φλ(1/(Kt))
γ ≤ K2t2Φλ(1/t)γ = K ′(K)hλ,γ(t).
HAUSDORFF MEASURE 9
Suppose that c < |f(x)− f(y)| / |x− y| < C for all x, y. Let Hhλ,γ(A) = 0 and
{Ai} be a covering for A. Then {f(Ai)} is a covering for f(A) and∑
hλ,γ(diam f(Ai)) ≤
∑
hλ,γ(C · diam Ai) ≤ K ′(C)
∑
hλ,γ(diam Ai).
If Hhλ,γ (A) =∞, let {Bi} be a covering for f(A). Then {f−1(Bi)} is a covering
for A and we have∑
hλ,γ(diam Bi) ≥
∑
hλ,γ(c ·diam f−1(Bi)) ≥ 1
K(1/c)
∑
hλ,γ(diam f
−1(Bi)).
Since for diam(f(U)) is bounded above and below by a multiple of diam(U) which
is independent of U ⊂ A, the lemma is proved. 
3. The estimate from below
3.1. Preparations. Since the fundamental work of McMullen [10], there is a
standard method for estimating the Hausdorff measure of Julia sets of transcen-
dental entire functions. We will only give a very brief introduction here.
Definition 3.1 (nesting conditions). For n ∈ N, let An be a finite collection of
compact, disjoint and connected subsets of C with positive Lebesgue-measure. Let
An be the union of the elements of An. The intersection
A :=
∞⋂
n=0
An
is a non-empty and compact set. We say that the sequence (An) satisfies the
nesting conditions if it has the following three properties:
(a) For every n ∈ N and every B ∈ An, there exists some B′ ∈ An−1 such
that B ⊂ B′.
(b) There exists a decreasing sequence (dn) converging to 0 with
max
B∈An
diam(B) ≤ dn
for all n ∈ N.
(c) There exists a sequence (∆n) of positive real numbers with
dens(An+1, B) ≥ ∆n
for all n ≥ 0, B ∈ An.
The key lemma to the proof of Theorem 1.1 is
Lemma 3.2. Let {An} be a collection of families of sets which satisfies the
nesting conditions (with properly chosen sequences (dn) and (∆n)). Let A be
defined as above. Let ε > 0 and g : (0, ε) → R≥0 be a decreasing continuous
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function such that t2g(t) is increasing. Further, suppose that limt→0 t
2g(t) = 0
and
lim
n→∞
g(dn)
n∏
j=1
∆j =∞. (5)
Define
h : [0, ε)→ R, t 7→
{
t2g(t) , t > 0
0 , t = 0
Then Hh(A) =∞.
The proof follows ideas of McMullen ([10], Proposition 2.2), it can be found in
[13].
3.2. Proof of Theorem 1.1. Let F be the logarithmic transform of f . Since
exp is bilipschitz on small disks, Lemma 2.8 implies that it suffices to show that
Hhλ,γ(I(F )) = ∞. Our goal is to construct (An) with A =
⋂
An ⊂ I(F ) and
such that (An) satisfies the nesting conditions with sequences (∆n) and (dn) that
meet the requirement (5) (where g(t) = Φλ(1/t)
γ). We will use the following
result due to Aspenberg and Bergweiler [1]:
Theorem 3.3. Let g be entire and W be a tract of g such that {|z| = r} 6⊂ W
for all large r. Let 0 < β < 1/2 and put
Vβ := {z ∈ W : |g(z)| ≥ exp(|z|β)} (6)
and ψVβ (r) = L({t ∈ [0, 2pi] : reit ∈ Vβ}). Let 0 < κ < 1. Then there exist
constants C, r0 > 0 such that
log logM(r, g) ≥ pi
∫ κr
r0
dt
tψVβ(t)
− C
for all r ≥ r0/κ.
Fix a tract W of f , β˜ ∈ (0, 1/2) and κ˜ ∈ (0, 1). Define Vβ˜ as in (6) and set
ψ˜ := ψV
β˜
. By Theorem 3.3, there exist constants r0 > 0 and C > 0 such that
pi
∫ κ˜er
er0
dt
tψ˜(t)
− C ≤ log logM(er, f)
whenever κ˜er > er0 . Let these constants be fixed. Let T 0 be a logarithmic tract
of f corresponding to W and let T k := T 0 + 2piik for k ∈ Z (compare section 2).
Since log logM(er, f) = maxℜy=r logℜF (y), we obtain with the transformation
θ˜(r) := ψ˜(er) that ∫ r+log κ˜
r0
ds
θ˜(s)
≤ 1
pi
(
max
ℜy=r
logℜF (y) + C
)
(7)
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whenever r + log κ˜ ≥ r0. It follows that∫ x2
x1
ds
θ˜(s)
≤
∫ x2
r0
ds
θ˜(s)
≤ 1
pi
(
max
ℜy=x2−log κ˜
logℜF (y) + C
)
≤ 1
pi
((ρ(f) + ε1)(x2 − log κ˜) + C) ≤ 1
pi
((ρ(f) + ε1)x2 + C
′)
for x1 ≤ x2 − log κ˜, where C ′ may depend on κ˜, β˜, f and W . Now we choose
λ ∈ (0, 1/e) so small that R0 := 3βλ/λ is much larger than C ′, r0 and − log κ˜,
and define inductively
Rn := min{2kRn−1 : 2kRn−1 ≥ eλRn−1}.
Then Rn ≥ eλRn−1 and Rn < e(λ+δ)Rn−1 for all n ∈ N, where we choose δ > 0 such
that λ+ δ < β˜. For R > 0, set
QR := {Q(2kR + 2k−1R + ij2kR, 2kR, 0) : j ∈ Z, k ∈ N0}.
This implies that QRn+1 ⊂ QRn for all n ∈ N0.
We define our sequence (An) as follows: Let Q0 ∈ QR0 . Set
A0 := {Q0}
and define inductively
An :=
{
B ⊂ B′ ∈ An−1 : B ⊂
⋃
k∈Z
T k, F n(B) is defined and F n(B) ∈ QRn
}
.
First, we estimate the diameters of the sets in An. Let B ∈ An and define
Q := F n(B) ∈ QRn . There is a unique sequence (mj , kj)nj=1 with
F n|B = (FT knmn ) ◦ . . . ◦ (FT k1m1 )|B.
Let z0 be the center of Q. Since Q is convex, we have by (3) that
diam((G
T
kn
mn
)(Q)) ≤ sup
{∣∣∣(GT knmn )′(z)
∣∣∣ : z ∈ Q} · diam(Q) ≤ 4pi
Rn
√
2Rn < 18.
(For the definition of GT , see (2).) It is easy to see that (FT kn−1mn−1
◦ . . . ◦ F
T
k1
m1
)−1
is defined on D(G
T
kn
mn
(z0), 18). Hence, setting g(z) := e
λR and using that
G
T
kn
mn
(z0) ∈ GT knmn (Q) ⊂ {ℜz > Rn−1},
we obtain
diam(B) = diam((F
T
kn−1
mn−1
◦ . . . ◦ F
T
k1
m1
)−1(G
T
kn
mn
(Q)))
≤ 36 · sup
{∣∣∣∣((FT kn−1mn−1 ◦ . . . ◦ FT k1m1 )−1)′(z)
∣∣∣∣ : z ∈ D(GT knmn (z0), 18)
}
≤ 36 · 4pi
Rn−1 − 18 ≤
400
gn−1(R0)
.
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Because gn−1(R0) = exp(E
n−2
λ (λR0)) = exp(E
n−2
λ (3βλ)) ≥ En−1λ (3βλ), we deduce
diam(B) ≤ 1
En−1λ (2βλ)
.
Now we estimate the density of An+1 in some set B ∈ An using Theorem 3.3.
Let B ∈ An, so that Q := F n(B) ∈ QRn . Again, there is a unique sequence
(mi, ki) with Q = (FT knmn
) ◦ . . . ◦ (F
T
k1
m1
)(B). We denote the inverse function of
(F
T
kn
mn
) ◦ . . . ◦ (F
T
k1
m1
)|B by φQ,B. Define
SQ :=
⋃
k∈Z,Qˆ∈QRn+1
G
Tk
(Qˆ)⊂Q
GT k(Qˆ).
Note that
SQ ⊂
⋃
B′∈An+1
F n(B′).
In fact, if Qˆ ∈ QRn+1 and k ∈ Z with GT k(Qˆ) ⊂ Q are given, then
B′ := φQ,B(GT k(Qˆ)) ⊂ B
and F n+1(B′) = Qˆ. So B′ ∈ An+1 and F n(B′) = GT k(Qˆ). Lemma 2.5 implies
dens(An+1, B) = dens

 ⋃
B′∈An+1
B′, B


≥ 1
L(φQ,B)2
· dens

 ⋃
B′∈An+1
F n(B′), Q

 ≥ 1
L(φQ,B)2
· dens(SQ, Q).
Let z0 be the center of Q and choose k ∈ N0 such that Q = Q(z0, 2kRn, 0). Define
Q∗ := Q(z0, 2
kRn − 18, 0). We introduce the notation
UR :=
{
z ∈
⋃
k∈Z
T k : ℜF (z) > R
}
.
If Qˆ ∈ QRn+1 and x ∈ SQ ∩Q∗, then it is immediate by the definition of UR that
x ∈ URn+1 ∩ Q∗. On the other hand, if x ∈ URn+1 ∩ Q∗ and k ∈ Z with x ∈ T k
are given, then F (x) ∈ Qˆ for some Qˆ ∈ QRn+1 . It follows that GT k(Qˆ) ∩Q∗ 6= ∅,
and diam(GT k(Qˆ)) < 18 yields GT k(Qˆ) ⊂ Q. So x ∈ SQ ∩ Q∗. The above
considerations imply
SQ ∩Q∗ = TRn+1 ∩Q∗.
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Using this relation, we obtain
dens(An+1, B) ≥ 1
L(φQ,B)2
· dens(SQ, Q) = 1
L(φQ,B)2
· |SQ ∩Q||Q|
≥ 1
L(φQ,B)2
· |SQ ∩Q
∗|
|Q∗|
|Q∗|
|Q| ≥
1
L(φQ,B)2
·
∣∣URn+1 ∩Q∗∣∣
|Q∗| (1− ε2)
≥ 1
L(φQ,B)2
· dens(URn+1 , Q∗)(1− ε2).
Let us estimate dens(URn+1 , Q
∗). Let x1 and x2 be the minimal resp. maximal
real part of points in Q∗. Applying (7) and the Cauchy-Schwarz inequality,
|Q∗| = (x2 − x1)2 =
(∫ x2
x1
1ds
)2
=

∫ x2
x1
√
θ˜(s)√
θ˜(s)
ds


2
≤
∫ x2
x1
θ˜(s)ds ·
∫ x2
x1
1
θ˜(s)
ds ≤
∫ x2
x1
θ˜(s)ds · 1
pi
((ρ(f) + ε1)x2 + C
′) .
Since λ+ δ < β˜, we have L(URn+1 ∩{ℜz = s}) > θ˜(s) for all s ∈ [x1, x2]. Further,
at least (1− ε2)(x2 − x1)/2pi = (1− ε2)x2/4pi of the T k intersect Q∗, so
dens(URn+1 , Q
∗) ≥ (1− ε2) x2
4pi
∫ x2
x1
θ˜(s)ds
≥ (1− ε2) x2
4pi
pi |Q∗|
|Q∗| ((ρ(f) + ε1)x2 + C ′) ≥
1− ε2
4(ρ(f) + ε1) +
C′
x2
.
Since x2 is much bigger than C
′ by hypothesis on R0, we obtain
dens(URn+1 , Q
∗) ≥ 1
4ρ(f) + ε3
. (8)
Now we show that L(φQ,B) has an upper bound that is independent of Q and
B. This fact is well known and can be proved as follows: By Lemma 2.5, we have
L(φQ,B) ≤ L(GT knmn |Q) · L(GT kn−1mn−1 |GTknmn (Q)) · . . . · L(GT k1m1 |GTk2m2 ◦...◦GTknmn (Q)
).
Note that G
T
kn
mn
is defined on D(z0, 3 · 2k ·Rn) ⊃ D(z0,
√
2 · 2k · Rn) ⊃ Q. Lemma
2.4 yields that L(G
T
kn
mn
|Q) ≤ c0, independent of Q and F . Similarly, abbreviating
Gj := G
T
kj
mj
◦ . . . ◦ G
T
kn
mn
for j = 2, . . . , n, we have Gj(Q) ⊂ {ℜz > R0} for all j.
So G
T
kj−1
mj−1
is defined on
D(Gj(z0), R0) ⊃ D
(
Gj(z0),
1
En−j+1λ (2βλ)
)
⊃ D(Gj(z0), diam Gj(Q)).
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Using Lemma 2.4 again, one obtains
L(G
T
kj−1
mj−1
|G
T
kj
mj
◦...◦G
T
kn
mn
(Q)) ≤
(
1 +
2
R0E
n−j+1
λ (2βλ)− 1
)4
=
(
1 +
c1
En−j+1λ (2βλ)
)4
for all j = 2, . . . , n. It is clear that
∞∏
k=1
(
1 +
c1
Ekλ(2βλ)
)4
= c2 <∞,
so
L(φQ,B) ≤ c0c2 (9)
independent of Q and B. The formulas (8) and (9) imply that
dens(An+1, B) ≥ c3
ρ(f)
,
where c3 does not depend on n,Q or f . It follows by the functional equation (4)
that
Φλ(1/dk)
γ
k∏
j=1
∆j ≥ Φλ(Ek−1λ (2βλ))γck3
1
ρ(f)k
= Φλ(2βλ)
γ · β(k−1)γλ ck3
1
ρ(f)k
=
Φλ(2βλ)
γ
βγλ
(
βγλ
ρ(f)
c3
)k
.
This term tends to ∞ as k →∞ whenever βγλc3/ρ(f) > 1, that is,
γ >
log ρ(f)− log c3
log βλ
.
For such values of γ, an application of Lemma 3.2 yields Hhλ,γ (I(F )) = ∞. As
mentioned at the beginning of the proof, Lemma 2.8 implies Hhλ,γ (I(f)) = ∞
for the special parameter λ that we chose. Finally, Theorem 2.7 shows that this
is true for every λ ∈ (0, 1/e).
4. The estimate from above
4.1. Mittag-Leffler functions and the Besicovitch theorem. Before we
start with the proof of Theorem 1.2, let us remark a simple fact. For ρ > 1/2,
we define
Sρ :=
{
ℑz ∈
[
pi
2ρ
, 2pi − pi
2ρ
]
(mod 2pi)
}
. (10)
Note that we can find a constant K = K(ρ) > 0 with the following property: If
B(z) = Q(z,K, θ) is any square, then we can find disjoint squares
Bj(z) := Q(wj, 2pi(1− 1/(2ρ)), 0) ⊂ Sρ ∩ B(z),
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j = 1, . . . , k1(B(z)), with
dens

k1(B(z))⋃
j=1
Bj(z), B(z)

 ≥ (1− 1
2ρ
)
− ε1. (11)
For a given parameter ρ > 1/2, we define the Mittag-Leffler function with param-
eter ρ by
fρ(z) :=
∞∑
n=0
zn
Γ(n
ρ
+ 1)
.
It is well-known that ρ(fρ) = ρ, which follows from the following representation
of fρ (see for example [9, p. 83]):
fρ(z) =
{
ρ exp(zρ) + g1(z) , z ∈ Uδ :=
{
|arg(z)| ≤ pi
2ρ
+ δ
}
g2(z) , |arg(z)| > pi2ρ
,
where 0 < δ ≤ max{ pi
2ρ
, (1− 1
2ρ
)pi} and gi(z) = O(1/ |z|) as z → ∞, for i = 1, 2.
It is not difficult to show that fρ ∈ B, an argument can be found in [1, section
4]. Choose C0 > 0 with |g1(z)| ≤ C0|z| for all z. Let R ≫ C0sin(δ) and R ≫ K
be so large that |g2(z)| < 1 for all z ∈ (C \ D(0, R)) with |arg(z)| > pi2ρ . Now
choose a > 0 so small that the function fa,ρ(z) := afρ(z) satisfies S(fa,ρ) ⊂ D
and fa,ρ(D(0, R)) ⊂ D. The choice of a implies that fa,ρ(z) ∈ D for every z ∈ C
with |arg(z)| > pi
2ρ
. It follows that there is no logarithmic tract of fa,ρ meeting
the set Sρ. In particular, Sρ ∩J (F ) = ∅ if F is the logarithmic transform of fa,ρ.
By differentiating F (z) = log(fa,ρ(exp(z))), one obtains
F ′(z) =
f ′ρ(exp(z))
fρ(exp(z))
· exp(z)
for all z ∈ T (fa,ρ). Since |arg(exp(z))| ≤ pi2ρ for z ∈ T (fa,ρ), setting w := exp(z)
yields |w| ≥ R and D(w, |w| sin(δ)) ⊂ Uδ. By Cauchy’s integral formula,∣∣f ′ρ(w)− ρ2wρ−1 exp(wρ)∣∣ = |g′1(w)| =
∣∣∣∣ 12pii
∫
∂D(w,|w| sin(δ))
g1(ζ)
(w − ζ)2dζ
∣∣∣∣
≤ 1
2pi
1
|w|2 sin(δ)2
C0
|w|2pi |w| sin(δ) =
C0
|w|2 sin(δ)
and hence ∣∣∣∣ f ′ρ(w)wρ2wρ exp(wρ) − 1
∣∣∣∣ ≤ C0ρ2wρ exp(wρ) sin(δ) ≤ ε2. (12)
Further it is clear that ∣∣∣∣ρ exp(wρ)fρ(w) − 1
∣∣∣∣ ≤ C0|w| ≤ ε2. (13)
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The formulas (12) and (13) imply∣∣∣∣ F ′(z)ρ exp(ℜz)ρ
∣∣∣∣ =
∣∣∣∣F ′(z)ρwρ
∣∣∣∣ =
∣∣∣∣ f ′ρ(w)wfρ(w)ρwρ
∣∣∣∣
=
∣∣∣∣ f ′ρ(w)wρ2wρ exp(wρ) ρ exp(w
ρ)
fρ(w)
∣∣∣∣ ∈ (1− ε3, 1 + ε3) (14)
for every z ∈ T (fa,ρ). We will use this estimate in the proof of Theorem 1.2.
Another result that we will need is a version of the Besicovitch covering theorem
which follows easily from [6, Theorem 5.4]:
Theorem 4.1. There exists a universal constant N0 > 0 with the following prop-
erty: Let A ⊂ C. For every z ∈ A, let rz > 0 and Az = Q(z, rz, 0). Then there
exists a countable subset B ⊂ A such that
A ⊂
⋃
z∈B
Az
and every z ∈ A is contained in at most N0 elements of {Ay : y ∈ B}.
4.2. Proof of Theorem 1.2. For ρ > 1/2, let a and fa,ρ be as in section 4.1, so
that (14) holds for the logarithmic transform F of fa,ρ. In analogy to the proof
of Theorem 1.1, we show that Hhλ,γ(J (F )) = 0 whenever ρ is large enough.
Lemma 2.8 then implies that Hhλ,γ(J (fa,ρ)) = 0, since J (fa,ρ)∩D = ∅ (compare
the remark at the end of section 2.2.1). Let Sρ be defined as in (10) and recall
that Sρ ∩ J (F ) = ∅.
Choose a point z0 ∈ J (F ) and set zn := F n(z0) for n ∈ N. Let
Bn(z0) := Q(zn, K, arg(F
n)′(z0))
and let φn,z0 be the branch of (F
n)−1 that maps zn to z0. Because T (f) ⊂ H,
φn,z0 is defined on H for all n ∈ N, so K ≪ R implies
D(φn,z0|Bn(z0)) ≤ 1 + ε4
uniformly in n and z0. Lemma 2.6 yields
Q1n(z0) := Q(z0, |(φn,z0)′(zn)|K(1− ε5), 0) (15)
⊂ Ln(z0) := φn,z0(Rn(z0))
⊂ Q(z0, |(φn,z0)′(zn)|K(1 + ε5), 0) =: Q2n(z0),
so
|Q1n(z0)|
|Q2n(z0)|
≥ 1− ε6. (16)
Since
dens(F n(Q1n(z0)), Bn(z0)) ≥
1
D(φn,z0|Bn(z0))2
dens(Q1n(z0), Ln(z0))
≥ (1− ε7)dens(Q1n(z0), Q2n(z0)) ≥ (1− ε8),
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we have ∣∣F n(Q1n(z0))∣∣ ≥ (1− ε8) |Bn(z0)| . (17)
Further,
F n(Q1n(z0)) ⊃ Q(zn, |(F n)′(z0)|
∣∣φ′n,z0(zn)∣∣K(1− ε5)2) = Q(zn, (1− ε9)K). (18)
We assume that B1n(z0), . . . , B
k2(Bn(z0))
n (z0) are the B
j
n that are contained in
F n(Q1n(z0)). Then (18) implies
k2(Bn(z0))
k1(Bn(z0))
≥ 1− ε10. (19)
Note that all of these estimates are uniform in both z0 and n.
Let
sn(z0) :=
∣∣φ′n,z0(zn)∣∣K(1− ε5) = K(1− ε5)|(F n)′(z0)|
be the side length of Q1n(z0). By (14), we have
sn+1(z0) =
(1− ε5)K
|(F n+1)′(z0)| = (1− ε5)
1
|F ′(F n(z0))|
K
|(F n)′(z0)|
= sn(z0)
1
|F ′(F n(z0))| ≥ (1− ε3)
1
ρ exp(ℜF n(z0))ρ sn(z0)
≥ (1− ε3) 1
ρ exp(4pi |(F n)′(z0)|)ρ sn(z0)
= (1− ε3) 1
ρ exp(ρ4pi |(F n)′(z0)|)sn(z0)
≥ (1− ε3) 1
ρ exp
(
ρ4piK(1+ε5)
sn(z0)
)sn(z0) ≥ 1
ρ exp
(
ρ(4pi+ε11)K
sn(z0)
) .
Let M ≫ K be large and set c := 4pi + ε11. We fix a small number r0 > 0 and
define inductively
rn+1 :=
1
ρM exp
(
ρcK
Mrn
)
for all n. For every z ∈ J (F ), we claim that we can find n(z) ∈ N such that
whenever n ≥ n(z), there exists mz(n) with Mrn+1 ≤ smz(n)(z) ≤ Mrn. In fact,
if rn+1 ≤ sk(z)M ≤ rn, we find
sk+1(z)
M
≥ 1
Mρ exp
(
ρcK
sk(z)
) ≥ 1
Mρ exp
(
ρcK
Mrn+1
) = rn+2.
We define
Qn := {Q(z, rn, 0) : z = (k + il)rn for some k, l ∈ Z}
to be the collection of squares in a rn-mesh that covers the complex plane.
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Let Q := Q(w, rn, 0) ∈ Qn be a square which meets J (F ), where
n ≥ max
z∈J (F )∩Q
n(z).
We consider the square
Q˜ := Q(w, (M + 1)rn, 0).
Let us assign a square Qn(z) to every z ∈ Q˜ in the following way: If z ∈ Q\J (F ),
let Qn(z) := Q(z, r, 0) be a square with Qn(z) ∩ J (F ) = ∅. If z ∈ Q˜ \ Q, let
Qn(z) := Q(z, r, 0) be such that Qn(z) ∩Q = ∅. Finally, if z ∈ Q ∩ J (F ), let
Qn(z) := Q(z, smz(n)(z), 0) = Q
1
mz(n)(z).
By Theorem 4.1, there exist countable setsX ⊂ Q∩J (F ) and Y ⊂ Q˜\(Q∩J (F ))
such that
Q˜ ⊂
⋃
z∈X
Q(z, smz(n)(z)) ∪
⋃
z∈Y
Qn(z),
and every z ∈ Q˜ is contained in at most N0 of these squares. It follows that
|J (F ) ∩Q| =
∣∣∣∣∣J (F ) ∩
⋃
z∈X
Qn(z)
∣∣∣∣∣ .
Let z0 ∈ X and abbreviate m := mz0(n). Let
Ljm(z0) := φm,z0(B
j
m(z0))
for all j = 1, . . . , k1(Bm(z0)). Using small distortion again, we can find squares
Qk
L
j
m(z0)
, k = 1, 2, with
Q1
L
j
m(z0)
⊂ Ljm(z0) ⊂ Q2Ljm(z0)
and ∣∣∣Q1
L
j
m(z0)
∣∣∣∣∣∣Q2
L
j
m(z0)
∣∣∣ ≥ 1− ε6
(compare (16)). Let wj be the center of B
j
m(z0) and vj := φm,z0(wj). The side
length l(Q1
L
j
m(z0)
) of Q1
L
j
m(z0)
satisfies
l(Q1
L
j
m(z0)
) ≥ (1− ε5) |(φm,z0)′(wj)| 2pi(1− 1/(2ρ)) =
1− ε5
|(Fm)′(vj)|2pi(1− 1/(2ρ))
≥ 1− ε12|(Fm)′(z0)|2pi(1− 1/(2ρ))
by Lemma 2.4. Since
1
|(Fm)′(z0)| =
sm(z0)
K(1− ε5)
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by the formula (15), we obtain
l(Q1
L
j
m(z0)
) ≥ (1− ε13)2pi(1− 1/(2ρ))sm(z0)
K
≥ (1− ε13)2pi(1− 1/(2ρ))M
K
rn+1 ≥ M˜rn+1,
We have M˜ ≫ 1 since M ≫ K. It follows that Q1
L
j
m(z0)
contains at least∣∣∣Q1
L
j
m(z0)
∣∣∣ /r2n+1 elements of Qn+1. So the number Cjm(z0) of squares in Qn+1
that are contained in Ljm(z0) satisfies
Cjm(z0) ≥ (1− ε14)
∣∣∣Q1
L
j
m(z0)
∣∣∣
r2n+1
≥ (1− ε15)
∣∣∣Q2
L
j
m(z0)
∣∣∣
r2n+1
≥ (1− ε15) |L
j
m(z0)|
r2n+1
(20)
Recall that the Bjm(z0) do not intersect J (F ) since Bjm(z0) ⊂ Sρ. Hence we
can estimate the number N ′(n, z0) of the elements of Qn+1 that are contained in
Qn(z0) = Q
1
m(z0) and that do not meet J (F ):
B′(n, z0)
(20)
≥
k2(Bm(z0))∑
j=1
(1− ε15) |L
j
m(z0)|
r2n+1
= (1− ε15)sm(z0)
2
r2n+1
k2(Bm(z0))∑
j=1
|Ljm(z0) ∩Qn(z0)|
|Qn(z0)|
≥ (1− ε16)sm(z0)
2
r2n+1
dens

k2(Bm(z0))⋃
j=1
Bjm(z0), F
m(Qn(z0))


(19)
≥ (1− ε17)sm(z0)
2
r2n+1
∣∣∣⋃k1(Bm(z0))j=1 Bjm(z0)∣∣∣
|Fm(Qn(z0))|
(17)
≥ (1− ε18)sm(z0)
2
r2n+1
∣∣∣⋃k1(Bm(z0))j=1 Bjm(z0)∣∣∣
|Bm(z0)|
= (1− ε18)sm(z0)
2
r2n+1
dens

k1(Bm(z0))⋃
j=1
Bjm(z0), Bm(z0)


(11)
≥ (1− ε19)
(
1− 1
2ρ
)
sm(z0)
2
r2n+1
.
It follows that the number N(n, z0) of the squares in Qn+1 that are sufficient to
cover J (F ) ∩Qn(z0) satisfies
N(n, z0) ≤ 1
2ρ
(1 + ε19)
sm(z0)
2
r2n+1
.
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Since all the squares Qn(z) with z ∈ Y do not intersect J (F )∩Q, it follows that
the number N(Q) of squares in Qn+1 that can intersect J (F ) ∩Q satisfies
N(Q) ≤ 1
2ρ
(1 + ε19)
1
r2n+1
∑
z∈X
(smz(n)(z))
2.
Because every y ∈ Q is contained in at most N0 squares Qn(z) and s2mz(n) ≤M2r2n
for all z, this implies
N(Q) ≤ M
2N0
2ρ
(1 + ε19)
r2n
r2n+1
.
In particular, the upper bound for N(Q) only depends on n, but not on the
particular location of Q in the plane. Repeating this argument, we get that
((1 + ε19)(M
2N0)/(2ρ))
k(rn/rn+k)
2 elements of Qn+k suffice to cover J (F ) ∩ Q,
for every k ∈ N. This yields for fixed λ ∈ (0, 1/e) that
Hhλ,γ(Q ∩ J (F )) ≤ lim
k→∞
(
(1 + ε19)
M2N0
2ρ
)k
r2n
r2n+k
hλ,γ(
√
2rn+k)
= r2n lim
k→∞
(
(1 + ε19)
M2N0
2ρ
)k
1
r2n+k
2r2n+kΦλ(1/(
√
2rn+k))
γ
≤ 2r2n lim
k→∞
(
(1 + ε19)
M2N0
2ρ
)k
Φλ(g
n+k
1 (1/r0)/
√
2)γ
by (4), where g1(x) = ρM exp(ρcKx/M). Choose x1 > x with g
k
1(x) < E
k
λ(x1)
for all k. We obtain
Hhλ,γ (Q ∩ J (F )) ≤ 2r2n lim
k→∞
(
(1 + ε19)
M2N0
2ρ
)k
Φλ(E
n+k
λ (x1))
γ
≤ 2r2nΦλ(x1)γβnγλ lim
k→∞
(
(1 + ε19)
M2N0
2ρ
)k
(βγλ)
k.
The above limit is zero if
βγλ <
2ρ
(1 + ε19)M2N0
,
that is,
γ <
log(2ρ)− log(M2N0)− log(1 + ε19)
log βλ
,
and this is completely independent of Q. Since we can clearly cover J (F ) by
countably many squares Q = Q(w, rn, 0) that satisfy n ≥ maxz∈J (F )∩Q n(z),
Theorem 1.2 now follows with the choices K2 := 2 logM+logN0− log 2+log(1+
ε19) and ρ0 > exp(K2).
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