and adequately process, more than one sample per received test sequence symbol [2] . Matlab® and Simulink® computational tools were used. Section II presents an introduction to phase noise models and characteristics. The traditional model of the STDCC [3] and the simulation of the proposed Matched Filter and OFDM based sounders are described in Section III. Theoretical aspects supporting the last two methods are presented in the Appendix. The raw data produced at the sounders output by the Simulink® simulations were processed and the results are presented in Section IV. Section V discusses the values of the RMS error and standard deviation derived from the results shown in section IV. Finally, section VI presents the conclusion.
II. PHASE NOISE MODEL
Probably the most known model to represent the phase noise was proposed by Leeson [4] where the output of a stable oscillator is represented by (1) where is a zero-mean stationary random process representing phase shift from its ideal value.
Based on this model the well-known Leeson's equation was developed.
Despite the fact that Leeson had classified his model as "a heuristic derivation presented without formal proof", Sauvage [5] mentions that Leeson represents the results of mathematical operation specified in (2) . 
where:
: Single-sideband phase noise density (dBc/Hz); : Angular frequency off-set from the carrier (rad/s).
The region of characterized by the decrease rate of ω -1 is used at Matlab® to simulate the phase noise to be introduced in systems using the model proposed by Kasdin [7] .
For OFDM systems, Armada [8] mentions that a value of phase noise variance equal to 1.33 rad 2 introduces an equivalent degradation between 10 dB and 25 dB in Eb/N 0 ratio in real systems.
Therefore, such variance is not recommended to be used in OFDM systems. From phase noise versus off-set frequency curves presented by Armada [8] , this variance value is equivalent to -40 dBc at 100
Hz off-set frequency. The maximum phase noise value used in the simulations for all compared methods was -35 dBc, which is 5 dB worse than -40 dBc.
Thus, an off-set frequency equal to 100 Hz was chosen and applied using the following phase noise levels for all compared methods Transform) algorithm of length M. Then, a square-root-raised-cosine transmission shaping filter is introduced, generating the transmitted analog signal. In the implementation employing Simulink®, the transmission shaping filter has an oversampling factor S, and from that, a signal sampled in discrete time is processed.
In the actual implementation of the receiver, the band pass analog signal is received, converted to baseband, filtered by a square-root-raised-cosine reception filter and sampled at twice the symbol rate, resulting in two samples per received symbol. This operation is performed in Simulink® by using a downsampling factor of in the square-root-raised-cosine reception filter. From there, the signal is split into two branches. In one branch, a symbol delay is introduced and the sequence of samples is downsampled by a factor of two. In the other branch, no delay is introduced, and the signal is subsampled by the same factor. Consequently, the first branch contains the even numbered samples of the signal, while the second contains the odd numbered samples. Next, a normalized DFT (Discrete Fourier Transform) is applied to the signals in each branch using a size M FFT (Fast Fourier Transform) algorithm.
To estimate the response of the sounded channel in the frequency domain, the size M output of the FFT block (i.e., the received signal in the time domain with all the distortions introduced by the radio To obtain the channel impulse response estimate, the IDFT is applied once more to the odd and even sample results. After oversampled by a factor of two, the sequences are then added, with one shifted one position in time, to finally obtain an estimated channel impulse response with twice the number of samples. Fig. 3 shows the signals obtained in the time domain in the upper and lower branches, respectively and the final result for a simulated channel with three paths, wherein the delay of the second path is an integer multiple of the test symbol duration, Ts, and the delay of the third path is a non-integer multiple of this duration. As the last processing stage to obtain raw data, a recursive low-pass filter can be inserted, with the objective of reducing the effects of the additive receiver noise (not considered here).
Finally, intermediate values are interpolated from those obtained by inserting a raised cosine lowpass filter, similar to the ones used in pulse shaping, with an oversampling factor S. 
C. STDCC Sounder
Fig . 9 shows the equivalent baseband block diagram of the implemented wideband channel sounder using spectrum scattering, known as STDCC (swept time-delay cross-correlator). It should be noted that the STDCC is an analog traditional method used for radio channels estimations [3] [10].
In the STDCC method, the carrier is spread over a frequency band by a pseudo-noise (PN) test sequence signal of length M. This sequence has a bit period equal to and a bit rate equal to . In this method, the received scattered signal is correlated with an identical PN sequence signal generated in the receiver. Although the two sequences have identical content, the clock that determines the bit rate of the transmitter has a slightly higher frequency than the receiver. A sliding correlator is implemented mixing and filtering the two sequences. When the higher rate transmitted PN sequence aligns with the lower rate receiver generated sequence, a correlation peak occurs.
The STDCC method has an equivalent time measurement, which is updated every time the two sequences are correlated to the fullest. The elapsed time between two adjacent maximum correlations is calculated by: The slide factor is defined as the relationship between the rate of transmission bit clock and the difference between clock rates of transmission and reception. Mathematically is expressed as: (5) where, : transmitter bit clock rate (Hz);
: receiver bit clock rate (Hz).
It should be noticed that in the time period required by the STDCC method to generate one single channel estimate result, the other two methods produces channel estimates. 
IV. PRIMARY CALCULATED PARAMETERS
The simulation was conducted for an ensemble of ten sample functions of phase noise for each of nine different values of the ratio carrier power to the power spectral density of phase noise at a given off-set frequency. Final results are an average over the considered ensemble.
The simulated channel used as a reference is selective both in time and in frequency. The selectivity in time is associated with the Doppler spread while the selectivity in frequency is associated with time scattering arising from resolved multipath. The simulation considered an N-path channel. The amplitudes of the paths were modeled as independent complex wide-sense stationary, Gaussian processes with power spectral densities given by the Jakes model [11] . This model has the Doppler frequency as a parameter and is frequently used in mobile communication scenarios. The description of the simulated channel model used by Matlab® is presented in [9] .
After obtaining the channel estimation results, the three methods were compared computing the ratio between the estimated channel ratio and the reference channel ratio according to.
where 2≤ n ≤ N , and n > k.
In (6) , N denotes the total number of existing paths in the search environment, and n and k represent the arriving order of the path at the sounder mobile receiver. Since the coefficients of the estimated channel and the reference channel, are, in general, complex the ratio defined in (6) has modulus, , and phase . An ideal estimation would result in and .
For the simulated radio channel to be considered approximately time invariant the value of product was assumed equal to 10 -4 , where represents the maximum Doppler shift and T is the test sequence period.
The reference mobile channel has N=3 paths allowing the computation of three ratios: path2/path1, , path3/path1, and path3/path2, . This last ratio, in fact, presents an information redundancy since it can be obtained from the other two ratios. The adopted delay between path 1 and path 2 is an integer multiple of the symbol time interval while the adopted delay between path 1 and path 3 is a non-integer multiple of the symbol time interval.
Brazilian Microwave and Optoelectronics Society-SBMO  Standard deviation of the ratio modulus, ;
 RMS value of the complex ratio phase, ;
 Standard deviation of the ratio, phase, .
The RMS error and standard deviation results were computed over nine different simulated values of phase noise. Fig. 11 shows the ratio RMS error. Notice a similar performance between Matched Filter and OFDM methods. Both have a very precise result considering the path2/path1 ratio and less than 2.5% error when path3 is computed. Also the STDCC method presents a better performance when estimating the path2/path1 ratio, however four times worse than Matched Filter method (0.008/0.002).
Again the STDCC method is worse than the others when path 3 is considered, showing an estimated RMS error of about 10%. The RMS values of presented in Fig. 13 indicate that variations in the phase noise levels have small impact on precision of the methods. The maximum detected value is approximately 1.3º. 
Wideband sounding
Wideband radio channel characterization comprises both the quantity of multipath components present in a particular environment and the way in which they affect the reception, each with their own delay, amplitude and phase. This information creates a time-delay profile.
The sounding of the wideband radio channel is thus an essential tool for systems development and there are different ways to implement it. Alternatives for the construction of wideband sounders are presented, aiming at the increase in the precision of the estimated parameters.
Theoretical Basis of Pulse Compression
The analysis of pulse compression systems is based on linear systems theory. It is known that if a white noise signal is applied to the input of a linear time-invariant system and the output is correlated with a delayed input replica , the resulting cross-correlation will be proportional to Thus, the cross-correlation between the output and delayed input is given by:
Therefore, the impulse response of a linear system can be estimated by using a source of white noise and a method to process the correlation between the output signal and the delayed input test signal.
In practice, the systems that apply pulse compression use deterministic waveforms with autocorrelation characteristics similar to the white noise autocorrelation. An easily generated and widely used sequence is the maximum length pseudorandom binary sequence, also known as the pseudo-noise sequence (PN sequence).
Matched Filters
In the sections to follow, lower-case letters in bold represent column vectors, whereas capital letters in bold represent matrices. (.)* denotes the complex conjugate, (.) T indicates transposition, and ( ) represents the quantities in the frequency domain, as opposed to quantities in the time domain, such as the coefficients of the channel impulse response or the samples that are effectively carried through waveforms transmitted in the propagation channel. The symbol ⊗ denotes circular convolution and the symbol denotes linear convolution.
The matched filter sounding method should be considered as a digital method. A known sequence of test that has autocorrelation similar to that of white noise is used. For the remainder of this appendix, the PN sequence is adopted as the test signal to be transmitted. A finite impulse response FIR filter whose impulse response corresponds to the transmitted PN sequence reversed in time, i.e., a filter matched to the test signal, is used in the receiver.
The periodic test sequence represented by , whose period has length and duration , were represents the duration of each symbol can be identified as the output of a Binary Phase Shift
Keying BPSK modulator whose input is a pseudorandom binary sequence of length N, the elements of which are zeroes and ones obeying their laws of formation. Assuming the amplitude of the BPSK symbols to be equal to , a single period of the periodic test sequence can be represented by the block:
For the spectrum shaping of the signal to be transmitted, the classical theory represents a linear modulated channel in baseband. An ideal transmission system is displayed in Fig. A.1 , in which necessary changes were introduced to represent the sounding method named "Matched Filter." In Fig. A.1 , the block identified by represents the transmission square-root-raised-cosine pulse shape filter, the block represents the propagation channel impulse response, the block represents the receiver filter, which is matched to the transmission filter, and is the white noise present at the input of the receiver. Following these blocks, a sampler operating at symbol rate takes samples of the analog output of the receiver filter. Finally, the Matched Filter is inserted, which is matched to the test sequence and is indicated by block .
Let be the analog system impulse response, given by the convolution of the shaping transmission filter with the channel impulse response and with the receiver filter, them the discrete time system impulse response is given by:
In the absence of noise in the input of the receiver, the output of the filter matched to the test sequence is represented by:
Considering that the radio channel varies slowly enough to not change significantly during the transmission of a PN sequence, and since the test sequence is periodic, the convolution indicated in (A.6) can be considered to be circular. Denoting by the segment of resulting from the i-th repetition of the test sequence a, we have:
In addition, considering that ⊗ is the circular autocorrelation of the PN sequence, and knowing that: then can be represented as:
where is the discrete time impulse defined by:
Therefore from (A.7) and (A.8) it results
where is the value of the discrete system frequency response at zero frequency resulting from (A.10) where and L represents the length of the response of the system to a discrete impulse.
From (A.9), we have that:
(A. 11) and assuming that the PN sequence is sufficiently long:
Finally, we observe that:
 N must be greater than the span of to avoid superposition ( )  Regarding the resolution the time interval between the paths of must be greater than the span of .
OFDM

Notations
In this section, subscripts are sometimes used to emphasize dimensions of vectors and matrices. For 
OFDM sounder
The idea behind the OFDM transmission technique using the so called cyclic prefix is The implemented OFDM system used as a sounding method of the radio mobile channel is based on the OFDM principle, whose transceiver scheme is described in Fig. A.3 . This figure represents the baseband equivalent in the discrete time domain. In theory, it is assumed that both the transmitted and received signals are sampled in synchrony with the system basic rate, and the focus will be on OFDM discrete time aspects.
In the baseband equivalent model of the OFDM sounder transceiver, the complex symbols where L-1 is the channel order. It is assumed here that the channel does not change that during the test sequence transmission time. This is a fair approximation if the product where is the maximum Doppler shift and is the test sequence duration. Since the test sequence length is made bigger than the channel order, , the mobile radio channel can be estimated without ambiguity. The length M impulse response is defined as appended with zeroes until the length M is reached. It is clear that the noise present at the receiver will affect the accuracy of the channel estimation.
Finally, the estimated impulse response of the sounded channel is given by:
(A.20)
