Various methods have been proposed for the nonlinear filtering problem, including the extended Kalman filter (EKF), iterated extended Kalman filter (IEKF), unscented Kalman filter (UKF) and iterated unscented Kalman filter (IUKF). In this paper two new nonlinear Kalman filters are proposed and investigated, namely the observation-centered extended Kalman filter (OCEKF) and observation-centered unscented Kalman filter (OCUKF). Although the UKF and EKF are common default choices for nonlinear filtering, there are situations where they are bad choices. Examples are given where the EKF and UKF perform very poorly, and the IEKF
and OCEKF perform well. In addition the IUKF and OCUKF are generally similar to the IEKF and OCEKF, and also perform well, though care is needed in the choice of tuning parameters when the observation error is small. The reasons for this behaviour are explored in detail.
Introduction
Consider a system of state and measurement (or observation) equations where (a) the propagation equation is linear, but (b) the measurement equation is nonlinear, and (c) the measurement or observation variance is small. Due to the nonlinearity, the classic Kalman filter (KF) is not defined, so various modifications have been proposed, including the extended Kalman filter (EKF), the iterated extended Kalman filter (IEKF), the unscented Kalman filter (UKF), and the iterated unscented Kalman filter (IUKF). To this collection two new filters are added here and given the names observation-centered extended Kalman filter (OCEKF) and observation-centered unscented Kalman filter (OCUKF).
In this paper these filters are explored in a one-dimensional setting. In particular, it is shown that in certain circumstances with small measurement error,
• the EKF and UKF perform very poorly;
• the IEKF and OCEKF are similar to one another and perform well;
• the IUKF and OCUKF is generally similar to the IEKF and OCEKF, and also perform well, but if the measurement error is very small, care is needed in the choice of tuning parameters.
Although this paper is set in the context of a one-dimensional state and a one-dimensional observation, the ideas are also relevant in higher dimensions. An important example is given by the tracking problem in orbital dynamics. The state of an orbiting object is six-dimensional and an angles-only observation is two-dimensional. However, the main source of uncertainty in the state is often one-dimensional, given by the position of the object along the orbital path. The other five state variables do not change with time under Keplerian dynamics.
It is convenient to describe the position of the object along the orbital path using the mean anomaly because this choice makes the propagation equation linear. However, the projection of an angles-only observation onto the orbital plane is measured in terms of true anomaly. For a highly eccentric orbit the mapping between these two variables can be very nonlinear. A one-dimensional version of the tracking problem is studied in detail in Section 5.
Background

The classic Kalman filter
Recall the classic Kalman filter [3] , which is designed for linear propagation and observation equations, with Gaussian noise. There is a sequence of p-dimensional state vectors {x k } and a sequence of q-dimensional noisy (partial) observations {z k } at times t k , k ≥ 1.
Let F k denote the information contained in the first k observations z 1 , . . . , z k . The state vectors evolve through noisy linear propagation
where F k is a p × p matrix and w k is system noise. The observations are noisy versions of linear functions of the state vectors,
2)
where H k is a q × p matrix and v k is measurement noise. The random vectors w k and v k are assumed independent of one another and of z 1 , . . . , z k−1 , with N p (0, Q k ) and N q (0, R k ) distributions, respectively. The dimension p of the state vector is allowed to be different from the dimension q of the observation vector.
Start with an initial Gaussian distribution for x 0 , with mean vector and covariance matrix denoted x 0|0 , P 0|0 . Then the conditional propagated distribution of x k given F k , k ≥ 1 follows a Gaussian distribution. The conditional mean vector and covariance matrix, denoted x k|k , P k|k , say, can be determined iteratively as follows.
Suppose x k−1|k−1 and P k−1|k−1 are known. After propagation from time t k−1 to t k , the conditional distribution of the state becomes
Given the observation z k at time t k the Bayesian update yields the posterior distribution
with updated mean vector and covariance matrix
3)
These expressions can also be written as
The EKF, IEKF and OCEKF
The EKF was created to accommodate certain sorts of nonlinearity to generalize either F k in the propagation equation or H k in the observation equation. This paper is focused on the second situation in a very particular setting, namely
• the state and observation are one-dimensional, p = q = 1,
• the propagation equation is exactly linear as in (2.1), but
• the measurement equation is not linear so a generalization of (2.2) is needed.
The essential ingredients for one update step can be written in a more concise notation as follows:
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where h(·) is a known monotone function, and where x µ x , σ 2 , τ 2 correspond to x k , x k|k−1 , P k|k−1 , R k , respectively, in the previous section. The explicit conditioning on F k−1 in the notation is dropped since everything is conditioned on it. Further, boldface is dropped since the vectors are scalars here. Also, it is possible to move back and forth between the state space and the observation space by writing z(x) = h(x) for any x and x(z) = h −1 (z) for any z.
Equation (2.5) can be regarded as a "prior" distribution for x, and (2.6) as the "likelihood" for the observation z given x. Hence the posterior distribution for x given a realization z obs of the observation z is proportional to
The purpose of the update step in the EKF is to approximate this posterior distribution by a Gaussian distribution. Write
using a first order Taylor series expansion, where the choice of y is discussed below. Then the exponent in (2.7) becomes a quadratic function of x; hence the approximating posterior distribution is Gaussian with mean and variance
There are three important choices for y.
(a) y = µ x , the prior mean. This choice gives the standard EKF [1, 2] . Equation (2.9) for the posterior mean simplifies to
(2.11) (b) y = µ x|z obs , the posterior mean. This choice gives the iterated EKF [1] . Equation (2.9) for the posterior mean becomes
(2.12)
Note that µ x|z obs occurs on both sides of the equation. Hence an iterative algorithm is needed to compute it.
(c) y = x obs = h −1 (z obs ), the transformed observation. This choice gives the new proposal of this paper, the observation-centered EKF. Equation (2.9) for the posterior mean simplifies to
(2.13)
The UKF, IUKF and OCUKF
Various unscented filters (UKF, IUKF and OCUKF) can be defined as discrete approximations to the extended filters (EKF, IEKF and OCEKF). The starting point is a collection of three "sigma points"
where y is a centering point to be specified, and α > 0 is a tuning parameter. Two sets of weights are defined,
where the first weights are used to compute means and the second weights are used to compute variances and covariances.
The conventional choice of tuning parameter α = 0.001 is used here so that the sigma points are close to y. The sigma points have weighted mean and variance.
where in all cases the sums range over j = −1, 0, 1.
Let z j = h(x j ) denote the transformed sigma points, with meanz = w a j z j . Let C = C(y) and V = V (y) denote the weighted covariance between the {z j } and {x j }, and the weighted variance of the {z j }, respectively,
The limiting behavior of C, V andz as α → 0 [18] is given by
Hence several choices of unscented filter can be defined by mimicking the extended filters in (2.9)-(2.10),
for suitable values of y.
(a) The standard UKF [5] uses y = µ x . In addition it replaces h(y) byz in (2.16) to provide some bias correction.
(b) The IUKF [6] uses y = µ x|z obs in (2.16). As conventionally formulated, the IUKF does not incorporate any bias correction.
(c) Similarly to the IUKF, it is possible to define an observation centered UKF (OCUKF) by using y = x obs = h −1 (z obs ) in (2.16).
Intuition behind the iterated and observation-centered filters
For an N (µ, σ 2 ) distribution, use the phrase effective range (or more precisely 95% effective range) to describe the interval (µ − 2σ, µ + 2σ) covering 95% of the probability mass.
The Taylor series approximation in (2.8) will be a good approximation if h is approximately linear over an interval containing y and x. When τ 2 is small and σ 2 is not small, then the posterior distribution of x will be concentrated near x obs . The choice y = µ x may not be a good choice in this setting; the effective support of the posterior distribution of x may be a long way from µ x and h may be very nonlinear over this interval. On the other hand, both y = µ x|z obs and y = x obs may be very good choices; these two values will be close together and the posterior distribution will be concentrated near both these choices.
More generally in the one-dimensional non-linear filtering system, information can be represented on two scales: the signal scale x and the measurement or observation scale z. The state variance σ 2 is on the signal scale and the observation variance τ 2 is on the measurement scale. Variability can be mapped back and forth between the two scales by assuming h is approximately linear over an appropriate range and multiplying or dividing by h (ξ) where ξ is an appropriate value within the interval (on the signal scale) on which the signal varies.
Hence there are two choices for linearisation: the first choice is to map the prior variability in x from the signal scale to the measurement scale, and then to combine the prior variability with the likelihood on the measurement scale. This is the approach effectively taken in the standard EKF and UKF, with the posterior density finally mapped back to the signal scale. However, although the prior distribution of x is exactly Gaussian on the signal scale, it may be very non-Gaussian when transformed to the measurement scale when σ 2 is not small.
The second choice is to map the variability in z about h(x) from the measurement scale to the signal scale. Because τ 2 is assumed small, this is a reasonable approach; it is the approach taken by the iterated and observation-centered filters.
There are several features in this setup that make the iterated and observation-centered filters feasible and effective.
• The prior distribution of the signal is exactly normal.
• The transformation function h is allowed to be highly nonlinear.
• But the standard deviation τ for the distribution of an observation z given x is small.
• The mapping between signal space and observation space is one to one. In particular it is possible to define x obs , the value on the signal scale corresponding to the observation z obs on the measurement scale.
Idealized analytic examples
To illustrate the issues involved, consider an idealized version of the problem and limit attention to the extended filters. Suppose h(x) = x λ is the mapping from the signal scale to the measurement scale, where λ is a known power. Let µ x = 1 and let τ 2 = 0, so there is no measurement error. The choice of σ 2 is irrelevant for this section. Let z obs = 2 be the realized value of the observation. Since τ 2 = 0 the correct posterior distribution is concentrated at µ x|z = h −1 (2) = 2 1/λ .
The standard EKF gets the posterior variance σ 2 x|z obs = 0 correct, but get the posterior mean wrong. Here are the details. For the standard EKF,
Results for standard EKF and IEKFs are summarized in Table 1 . The table also includes the results for the observation-centered EKF, defined below. Note that the EKF overshoots the exact posterior mean if λ > 1 and undershoots the exact posterior mean if λ < 1. Truth  1  2 2.00 2 1.5 1.41 0.5 3 4 Table 1 : Comparison between various approximations to the posterior distribution for idealized example in Section 4. The exact posterior distribution is centered at the value given in the column "Truth". The IEKF and OCEKF results match the exact result here. However, the EKF gives the wrong value. The exact posterior distribution has zero variance and all three filters (EKF, IEKF and OCEKF) produce the right value.
IEKF λ EKF OCEKF
Application to 1d orbital dynamics
Consider a small body in orbit about a large body, such as a satellite about the earth. Suppose the object follows Keplerian dynamics, so that it follows an exact elliptical orbit. For simplicity suppose the orbital plane, the angle of perigee and the ellipticity are known exactly. Then the orbit can be represented in the x − y plane, with the angle of perigee at 0 o , pointing to the positive x-axis.
There are three angles of mathematical interest in this setting to describe the position of the object along the orbit: the eccentric anomaly (E), the mean anomaly (M ) and the true anomaly (T ), where all three angles are measured from perigee. The true anomaly describes the actual angular position of the object, as measured from the center of the earth. The mean anomaly has constant derivative with respect to time as the object moves, and hence simplifies the mathematical development. The eccentric anomaly is an intermediate angle of no direct interest. The relation between the angles is given as follows in radians, where e is the ellipticity, 0 ≤ e < 1:
These mappings are bijective, so any one angle determines the other two. The calculations are all straightforward, except that a numerical iteration is needed to solve for E from M .
Initially all three angles are defined on the same interval −π ≤ E, M, T ≤ π. The angles agree at the midpoint and endpoints. That is, if E = 0, π or −π, then M and T also equal to 0, π or −π, respectively. Further the identification between angles is symmetric about the origin. That is, if E corresponds to M and T , then −E corresponds to −M and −T . Finally, by periodic extension, the mapping between the three angles can be extended to any interval −π + 2πk ≤ E, M, T ≤ π + 2πk, k ∈ Z, and thus to the whole real line. The mean anomaly is the simplest angle mathematically and statistically because it changes at a constant rate in time:
where n is the mean motion. The actual angular position along the orbit is given by the true anomaly θ(t) = f M-to-T (φ(t)).
For the purposes of this section, suppose that the initial mean anomaly φ(0) at time t = 0 is known exactly, but that the mean motion n has some Gaussian uncertainty, n ∼ N (µ n , σ 2 n ). Then after some time t 1 , say, the mean anomaly has distribution
However, the observation is on the true anomaly scale θ obs ∼ N (θ(t 1 ), τ 2 ), θ(t 1 ) = f M-to-T (φ(t 1 )).
Note that even if σ 2 n is small, σ 2 = t 1 σ 2 n can still become large by considering a large propagation time t 1 . For the purposes of this paper suppose σ 2 is not too large in order to avoid winding number issues. In particular, restrict σ = t 1/2 1 σ n to be substantially less than 360 o so that θ obs can be treated as a number unambiguously satisfying |θ obs −θ(t 1 )| < At the same time, the typical angles-only observations will be highly accurate. Three choices for τ are used in each example: (a) τ = 0 o for a perfect measurement, (b) τ = 5.5E − 04 o (equal to 2 arc-seconds) for a realistic measurement error, and (c) τ = 2 o for a good but less accurate measurement.
For convenience suppose time is measured in orbits, so that t = 1 denotes the time needed for one complete orbit. Also, to help our intuition, measure angles in degrees. Finally note that estimating n is equivalent to estimating φ(t 1 ) in this setting. Let φ(t 1 ) here correspond to the state x in Section 2.1, with variance σ 2 , and let z obs denote the observed true anomaly, with variance τ 2 . Thus the the state variable is the mean anomaly x = φ(t 1 ) lying on the signal scale, and the observation is the true anomaly z obs = θ obs lying on the measurement scale.
Here are two numerical examples to illustrate the pitfalls of the EKF, UKF and to demonstrate the benefits of the IEKF, IUKF, OCEKF and OCUKF. For both examples a high value of ellipticity is used, e = 0.7, so that the function h = f M-to-T is very nonlinear and the differences between the various filters stand out prominently. The parameters for each example are listed in Table 2 and highlighted in Figure 1 . The posterior means and variances for various filters are summarized in Table 3 . The row labelled "Truth" in that table gives the exact moments from the true posterior distribution, as computed by numerical integration. Part (a) (τ = 0 o ). Since the observation standard derivation is zero , the posterior distribution for the mean anomaly is concentrated at x obs with zero posterior variance. From Table 3 , note that just as in the idealized example in Section 4, both the EKF and the UKF are badly incorrect for the mean, whereas the IEKF, IUKF, OCEKF and OCUKF produce the right mean. All the posterior standard deviations are correctly computed as 0 o , except for the UKF, IUKF and OCUKF. The problem with the UKF, IUKF and OCUKF is that they are using differences rather than derivatives to cope with the nonlinearity. Choosing a smaller value for the tuning parameter α will improve the approximations to the posterior standard deviation; see equation (2.15) .
. This is a more realistic assumption [16, 17] . In this case both the EKF and UKF behave badly. However, the IEKF, IUKF, OCEKF, OCUKF are able to approximate the true posterior mean and variance closely. 
Conclusions
Several conclusions can be made from these and other simulations.
• The EKF and UKF are standard methods to deal with nonlinear filtering problems; the UKF in particular is often used as an "off-the-shelf" method. However, when the nonlinearity is high and the observation variance τ 2 is small relative to the prior state variance σ 2 , these filters can perform very poorly.
• The development of the OCEKF and OCUKF in Sections 2 and 3 makes it clear why this behavior occurs. When τ 2 is small, it is better to base the Taylor series expansion at or near the observation, rather than at the prior mean.
• In terms of performance, the IEKF, IUKF, OCEKF and OCUKF are very similar for the examples in this paper. Further, the posterior means and variances computed using these filters closely match the true posterior moments.
• The same statement is true for the IUKF and OCUKF, with one proviso. If τ 2 is very small, the value of the posterior variance will depend noticeably on the tuning parameter α. To ensure the posterior variance from the filter is close to the true posterior variance, it is necessary to reduce the value of α below the default choice of α = 0.001. Indeed, as pointed out in Section 2.3, the limiting values of the IUKF and OCUKF as α → 0 are just the IEKF and OCEKF.
• One advantage of the OCEKF and OCUKF over the IEKF and the IUKF is that they does not require iteration.
• However, an advantage of the IEKF and the IUKF over the OCEKF and the OCUKF is that they are more widely applicable. In situations where τ 2 is not small relative to σ 2 (simulations not shown here), the posterior moments from the IEKF and IUKF can be closer to the true posterior moments.
• In the literature several other versions of the UKF and IUKF have been defined (e.g. [9, 10, 7, 8, 11, 12, 13, 14, 15] ). However, in the setting of this paper, they are all identical to either the UKF or the IUKF.
