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A FAMILY OF MONOTONE QUANTUM RELATIVE
ENTROPIES
MATHIEU LEWIN AND JULIEN SABIN
Abstract. We study here the elementary properties of the relative en-
tropyH(A,B) = Tr[ϕ(A)−ϕ(B)−ϕ′(B)(A−B)] for ϕ a convex function
and A,B bounded self-adjoint operators. In particular, we prove that
this relative entropy is monotone if and only if ϕ′ is operator monotone.
We use this to appropriately define H(A,B) in infinite dimension.
In this paper we introduce a relative entropy H(A,B) of two bounded
operators A and B on a Hilbert space and discuss its elementary properties.
Our relative entropy H(A,B) could be useful in many practical situations
including quantum information theory. In a separate work [9], we will use
it to discuss the orbital stability of certain stationary states for the Hartree
equation of an interacting gas containing infinitely many quantum particles.
For simplicity we work on the interval I = [0, 1] but all our results can be
generalized to any finite interval. We consider two N×N hermitian matrices
A,B whose spectrum is a subset of I. For ϕ ∈ C0([0, 1],R) ∩C1((0, 1),R) a
convex function, we introduce the following relative entropy1
H(A,B) = Tr
(
ϕ(A) − ϕ(B)− ϕ′(B)(A−B)
)
. (1)
We remind the reader of Klein’s lemma.
Lemma 1 (Klein [12, Prop. 3.16], [14, Thm 2.5.2]). If fk, gk : [a, b] → R
are K measurable functions such that
∑K
k=1 fk(x)gk(y) > 0 for all x, y ∈
[a, b], then we have
∑K
k=1Tr
(
fk(A)gk(B)
)
> 0 for all hermitian matrices
a 6 A,B 6 b.
Because of our assumption that ϕ is convex, we obtain from the lemma
that the trace in (1) is always non-negative. If ϕ is strictly convex, it can
be proved that H(A,B) = 0 only when A = B. Therefore, H(A,B) is an
appropriate object to measure how A is close to B.
The formula (1) is motivated by several physical situations. First, the
usual von Neumann entropy
HvN(A,B) = TrA
(
logA− logB)
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1This expression always makes sense if 0 < B < 1. If the spectrum of B contains 0 or
1 and if ϕ is not differentiable at these points, then we let H(A,B) = +∞ except when
A = B on kerB, ker(1−B), or kerB ⊕ ker(1−B). In this case the trace is by definition
taken on the orthogonal to these subspaces.
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corresponds to taking
ϕvN(x) = x log(x), x ∈ [0, 1].
This is not the only function of interest, however. If we take two quasi-free
states α and β on the CAR (resp. CCR) algebra of a (finite-dimensional)
Hilbert space H, then the corresponding von Neumann entropy can be ex-
pressed in terms of the one-particle density matrices A and B of α and β,
leading to the expression (1) with, this time,
ϕCAR(x) = x log(x) + (1− x) log(1− x), x ∈ [0, 1]
and
ϕCCR(x) = x log(x)− (1 + x) log(1 + x), x ∈ [0, 1],
respectively [3]. It seems therefore natural to study the properties of H for
a general convex function ϕ, and this is the main purpose of this paper. We
will particularly study the possibility to define H for two bounded operators
in an infinite dimensional Hilbert space H. Monotonicity then plays a crucial
role and we discuss it in the next section.
1. Monotonicity
Our goal is to define H(A,B) for A and B two bounded operators on
an infinite dimensional Hilbert space. The usual technique employed in
statistical mechanics is to first project the system into a finite dimensional
space and then to take the limit when the dimension goes to +∞. This
means that we will define
H(A,B) := lim
k→∞
H(PkAPk, PkBPk) (2)
where Pk is an increasing sequence of finite-rank orthogonal projectors on
H. For a general (convex) function ϕ, the limit is not guaranteed to exist.
Furthermore, the limit could be different for two sequences Pk and P
′
k. One
natural way to ensure a good behavior is to add the constraint that H is
monotone, that is, satisfies the inequality
H(PAP,PBP ) 6 H(A,B) (3)
for every finite self-adjoint matrices 0 6 A,B 6 1 and every orthogonal
projector P . The limit on the right of (2) is then monotone and H(A,B) is
well defined in R+ ∪ {+∞}. Our purpose in this section is to characterize
the convex functions ϕ for which H is monotone in the sense of (3).
Let us emphasize that another notion of monotonicity is often used in
the literature. Assume that our (finite-dimensional) Hilbert space is the
tensor product H = H1 ⊗ H2. Define Φ(A) = TrH2(A), the partial trace
with respect to the second Hilbert space. Then the von Neumann relative
entropy (corresponding to ϕ = ϕvN) satisfies that
HvN(Φ(A),Φ(B)) 6 HvN(A,B) (4)
for every 0 6 A,B 6 1 with Tr(A) = Tr(B). Indeed, the property holds
for any trace-preserving completely positive map Φ between two Hilbert
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spaces [12]. Since A 7→ PAP + P⊥AP⊥ is completely positive and trace-
preserving, it is easy to deduce that the von Neumann entropy also satis-
fies (3). Furthermore, it can be shown (see [12, Chap. 2]) that ϕ(x) =
ax log(x)+bx+c with a > 0 are the only functions for which (4) is satisfied.
The weaker monotonicity property (3) is associated with a decomposition
of the Hilbert space H into a direct sum H = H1 ⊕ H2, instead of a tensor
product. Indeed, if we have a quasi-free state on the CCR (resp. CAR)
algebra of a Hilbert space H, the restriction of this state to a sub-algebra
of observables in H1 ⊂ H is obtained by taking a partial trace for the state
and by replacing the one-particle density matrix A by P1AP1. The tensor
structure at the level of states is transformed into a direct sum at the level of
density matrices. From this discussion we conclude that the relative entropy
associated with ϕCCR/CAR (defined above) must also satisfy the monotonic-
ity property (3), even if they do not satisfy the stronger monotonicity (4).
In this section we want to characterize the convex functions ϕ for which
H is monotone in the sense of (3). In a recent paper [2], Audenaert, Hiai
and Petz have studied the strong sub-additivity of the generalized entropy
A 7→ −Tr ϕ(A) when ϕ′ is operator monotone. Petz then conjectured that
the operator monotonicity of ϕ′ is necessary. Here we express everything
in terms of the relative entropy (1) and we prove Petz’s conjecture in this
setting.
Theorem 1 (Monotonicity). Let ϕ ∈ C0([0, 1],R)∩C1((0, 1),R) be a convex
function. Then the following are equivalent
(1) ϕ′ is operator monotone on (0, 1);
(2) For any linear map X : H1 → H2 on finite-dimensional spaces H1
and H2 with X
∗X 6 1, and for any 0 6 A,B 6 1 on H1, we have
H(XAX∗,XBX∗) 6 H(A,B), (5)
with H(A,B) defined in (1).
Typical functions ϕ satisfying the conditions in Theorem 1 are provided
in [2] and include
ϕ(x) =


(t+ x) log(t+ x), t > 0
− log(t+ x), t > 0,
−xm, 0 < m 6 1,
xm, 1 6 m 6 2.
By using Lo¨wner’s characterization of operator-monotone functions, it is
possible to write an integral representation formula for the allowed functions
ϕ. This is done later in the proof, see (8).
Proof. As a preliminary we remark that x 7→ xϕ′(x) possesses a limit when
x→ 0+. Indeed, since ϕ is convex by assumption, then x 7→ xϕ′(x) − ϕ(x)
must be increasing on (0, 1). Also, xϕ′(x)− ϕ(x) > −ϕ(0) and we conclude
that x 7→ xϕ′(x)−ϕ(x) possesses a limit when x→ 0+. Since ϕ is continuous
by assumption, then xϕ′(x) must have a limit as well, and this limit is > 0.
The same argument shows that (1− x)ϕ′(x) has a limit when x→ 1−.
Next we prove that (2) implies (1). Let A be any matrix such that 0 <
η < A < 1 − η, and P be any orthogonal projector. We use the shorthand
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notation A11 = PAP , A22 = P
⊥AP⊥ and so on. Let X be any self-adjoint
matrix such that P⊥X = XP⊥ = P⊥ and 0 < X 6 1. Then we have by
assumption
H
(
XAX,XA11X +A22
)
= H
(
XAX,X(A11 +A22)X
)
6 H(A,A11 +A22).
Note that
TrH ϕ
′
(
A11 +A22
)(
A−A11 −A22
)
= TrPH⊕P⊥H
(
ϕ′
(
A11
)
0
0 ϕ′
(
A22
))( 0 A12
A21 0
)
= 0.
A similar argument for the term involving X gives
0 6 H(A,A11 +A22)−H(XAX,XA11X +A22)
= TrH
(
ϕ(A) − ϕ(A11 +A22)− ϕ(XAX) + ϕ(XA11X +A22)
)
= TrH
(
ϕ(A) − ϕ(XAX)
)
− TrPH
(
ϕ(A11)− ϕ((XAX)11)
)
.
Now we choose X := exp(−εC) for some C > 0 living in the range of P
and ε > 0. We remark that XAX = A − ε(CA + AC) + O(ε2). Using the
differentiability of A 7→ Trϕ(A), we obtain
TrH
(
ϕ(A)− ϕ(e−εCAe−εC)
)
= 2εTrH
(
CAϕ′(A)
)
+ o(ε).
The same argument for the other term and the fact that the inequality is
valid for all C > 0 on PH and all ε > 0 gives(
Aϕ′(A)
)
11
> A11ϕ
′(A11).
This inequality is valid for all 0 < A < 1. We have already seen that
x 7→ xϕ′(x) can be extended by continuity at x = 0. So the property stays
true for all 0 6 A < 1. By [4, Thm V.2.3 & Thm V.2.9], this exactly proves
that the function ϕ′ is operator monotone on I. These results give us the
additional information that limx→0+ xϕ
′(x) 6 0, and since we already had
the other inequality we deduce that limx→0+ xϕ
′(x) = 0.
Next we turn to the proof that (1) implies (2), for which we follow argu-
ments from [1, 2]. By Lo¨wner’s theorem (see [4, Corollary V.4.5]), we can
write ϕ′ as
ϕ′(x) = a+ b
ˆ 1
−1
2x− 1
1− λ(2x− 1) dν(λ) (6)
with b > 0 and ν a Borel probability measure on [−1, 1]. Integrating this
formula, we find
ϕ(x) = ax+ c− b
2
ˆ 1
−1
(
2x− 1
λ
+
log
(
1 + λ(1− 2x))
λ2
)
dν(λ).
The fact that ϕ possesses a limit at 0 and 1 implies that ν({−1}) = ν({1}) =
0. From this we can actually prove that
lim
x→0+
xϕ′(x) = lim
x→1−
(1− x)ϕ′(x) = 0. (7)
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After letting t = −(1 + λ)/(2λ) for λ ∈ (−1, 0) and t = (1 − λ)/(2λ) for
λ ∈ (0, 1), ϕ can also be written as
ϕ(x) = a′x+ c′ −
ˆ ∞
0
(
log(t+ x)− log(t+ 1/2) − 2x− 1
2t+ 1
)
dν1(t)
−
ˆ ∞
0
(
log(t+ 1− x)− log(t+ 1/2) + 2x− 1
2t+ 1
)
dν2(t) (8)
with ν1 and ν2 two positive Borel measures satisfyingˆ
∞
0
(
dν1 + dν2
)
(t)
(2t+ 1)2
<∞.
The constraint that ϕ admits limits at 0 and 1 now means that
−
ˆ 1
0
log(t)
(
dν1 + dν2
)
(t) <∞ (9)
and it implies ν1({0}) = ν2({1}) = 0, as we have already said before. The
parameters are given in the following table for the usual distributions.
dν1/dt dν2/dt a
′ c′
von Neumann 1 0 1− log 2 −1/2
Fermi-Dirac 1 1 0 − log 2
Bose-Einstein 1(0 6 t 6 1) 0 − log 3 log 2− log 3
It suffices to prove the monotonicity for ϕ(x) = − log(t + x) and for
ϕ(x) = − log(t+ 1 − x) with t > 0. We start by considering the case t = 0
and we let ϕ(x) = −(1/2) log(x). We follow the method of [1]. For A a
positive n×n matrix, we introduce the corresponding normalized Gaussian,
defined by
fA(x) :=
√
det(A)
(2π)n/2
exp
(
−x
TAx
2
)
.
A simple calculation shows that the classical entropy of fA is
−
ˆ
Rn
fA(x) log fA(x) dx = − log det(A)
2
+
n log(2πe)
2
=
Tr log(A−1)
2
+
n log(2πe)
2
,
and that the classical relative entropy of two Gaussians fA and fB is
Hclass(fA, fB) =
ˆ
Rn
fA(x) log
fA(x)
fB(x)
dx = H(A−1, B−1),
see [1, Eq. (21)–(22)]. Now, let P be any orthogonal projection on H. Up
to a change of variables we may assume for simplicity that x = (x1, x2) with
Px = (x1, 0) for all x ∈ Rn. The marginal of a Gaussian is computed in [1,
Lemma 4] and it is equal toˆ
fA(x1, x2) dx2 = fA11−A12A−122 A21
(x1)
where we have used the decomposition
A =
(
A11 A12
A21 A22
)
.
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Noticing that (A11 − A12A−122 A21)−1 = (A−1)11 by the Schur complement
formula, we deduce that
Hclass
(ˆ
fA−1dx2,
ˆ
fB−1dx2
)
= H(A11, B11) = H(PAP,PBP ).
The inequality H(PAP,PBP ) 6 H(A,B) now follows from the well-known
monotonicity of the classical relative entropy in terms of marginals. The
argument is exactly the same if log(x) is replaced by log(t+ x) and log(t+
1− x), since (t+A)11 = t+A11 and (t+ 1−A)11 = t+ 1−A11.
We have proved the monotonicity for a projection P . If U : H1 → H2 is a
partial isometry between two spaces such that U∗U = 1H1 and UU
∗ 6 1H2 , it
is obvious thatH(UAU∗, UBU∗) = H(A,B) since UH1 is then isometric to a
subspace of H2. On the other hand, if we have UU
∗ = 1H2 and U
∗U 6 1H1 ,
then H(UAU∗, UBU∗) 6 H(A,B) by the previous result on projections,
since U∗H2 is now isometric to a subspace of H1.
In order to deduce the result for an arbitrary operator X : H → H with
X∗X 6 1, we double the dimension of the space, that is, we introduce the
partial isometry
U : H → H ⊕ H
f 7→ Xf ⊕ √1−X∗Xf
and we infer H(UAU∗, UBU∗) = H(A,B), since U∗U = 1H. Note that
UAU∗ =
(
XAX XA
√
1−X∗X√
1−X∗XAX √1−X∗XA√1−X∗X
)
.
If we project onto the first Hilbert space of H⊕H, this decreases the relative
entropy and we obtain the result. The case of X : H1 → H2 with different
Hilbert spaces and X∗X 6 1 follows from the polar decomposition X = UY
with U a partial isometry and 0 6 Y =
√
X∗X 6 1. This concludes our
proof that (1) implies (2). 
After having characterized the functions ϕ for which H is monotone, we
quickly mention the consequences on the entropy S(A) = −Tr ϕ(A), for
completeness.
One of the fundamental properties of the von Neumann entropy (defined
with ϕvN(x) = x log(x)) is its strong subadditivity (SSA), which was proved
by Lieb and Ruskai in [10, 11]. The fact that SSA is very important for large
quantum systems was first remarked by Robinson and Ruelle in [13], see also
[15] and [8]. It is well-known that SSA is equivalent to the monotonicity
of the relative von Neumann entropy H under completely positive trace-
preserving maps [12, 5, 15], as in (4).
The usual definition of SSA is expressed using a decomposition of the
ambient Hilbert space H into a tensor product of the form H = H1⊗H2⊗H3,
and we do not recall it here. In our setting there is another concept of
SSA, which is associated with a decomposition of H into a direct sum H =
H1 ⊕ H2 ⊕ H3 of three spaces (instead of a tensor product), and which was
considered before in [2]. For ϕ = ϕCCR/CAR, this is just the usual SSA
for quasi-free states, expressed in terms of the corresponding one-particle
density matrices. We denote by Pj the corresponding orthogonal projections,
as well as P12 = P1 + P2 and P123 = 1.
A FAMILY OF MONOTONE QUANTUM RELATIVE ENTROPIES 7
Corollary 1 (SSA for the entropy). We assume that ϕ ∈ C0([0, 1],R)
and that ϕ′ is operator monotone on (0, 1). Let S(A) = −TrH ϕ(A), with
dim(H) <∞. Then we have
S(P123AP123) + S(P2AP2) 6 S(P12AP12) + S(P23AP23),
for all self-adjoint matrices 0 6 A 6 1 on H.
Proof. By using the monotonicity of the relative entropy, we deduce that
H(P123AP123, P23AP23) > H(P12AP12, P2AP2). It is straightforward to ver-
ify that H(P123AP123, P23AP23) = S(P123AP123) − S(P23AP23) and that
H(P12AP12, P2AP2) = S(P12AP12)− S(P2AP2) and the result follows. 
Remark 1. Since an operator monotone function is always C∞, there is
no need to assume anymore that ϕ ∈ C1.
2. Definition in infinite-dimensional spaces
We now turn to the definition of H(A,B) in an infinite-dimensional space
H. For any two self-adjoint operators 0 6 A,B 6 1, we let
H(A,B) := lim
k→∞
H(PkAPk, PkBPk) (10)
where Pk is any increasing sequence of finite-dimensional projections on H,
such that Pk → 1 strongly. The following result says that the limit exists in
[0,∞] and provides important properties of H.
Theorem 2 (Generalized relative entropy in infinite dimension). We as-
sume that ϕ ∈ C0([0, 1],R) and that ϕ′ is operator monotone on (0, 1).
• (H is well-defined). For any increasing sequence Pk of finite-dimensional
projections on H such that Pk → 1 strongly, the sequence H(PkAPk, PkBPk)
is monotone and possesses a limit in R+∪{+∞}. This limit does not depend
on the chosen sequence Pk and hence H(A,B) is well-defined in R+∪{+∞}.
• (Monotonicity). The so-defined relative entropy H(A,B) is monotone: for
any linear map X : H1 → H2 such that X∗X 6 1 and any 0 6 A,B 6 1 on
H1, we have
H(A,B) > H(XAX∗,XBX∗). (11)
• (Approximation). If Xk : H1 → Hk is a sequence such that X∗kXk 6 1 and
X∗kXk → 1 strongly in H1, then
H(A,B) = lim
k→∞
H(XkAX∗k ,XkBX∗k). (12)
• (Weak lower semi-continuity). The relative entropy is weakly lower semi-
continuous: if 0 6 An, Bn 6 1 are two sequences such that An ⇀ A and
Bn ⇀ B weakly-∗ in B(H), then
H(A,B) 6 lim inf
n→∞
H(An, Bn). (13)
Most of the statements of the theorem easily follow from the monotonicity
in finite dimension proved in Theorem 1, showing the importance of this
concept.
Proof. We split the proof into several steps.
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Step 1. Lower semi-continuity in finite dimension. We want to prove that
H(A,B) 6 lim infn→∞H(An, Bn) if An → A and Bn → B are convergent
sequences of hermitian matrices. All the terms in the definition of H(A,B)
are continuous, except possibly for (A,B) 7→ Trϕ′(B)(A − B). We write
this term as
Trϕ′(B)(B −A)
= −Trϕ′(B)1(ϕ′(B) 6 0)A+Trϕ′(B)1(ϕ′(B) > 0)(1 −A)
+ TrBϕ′(B)1(ϕ′(B) 6 0)− Tr (1−B)ϕ′(B)1(ϕ′(B) > 0).
Using that the first two terms involve non-negative matrices and that the
next ones are continuous by (7), we obtain the result.
Step 2. The definition in infinite dimension does not depend on (Pk). Let
us consider two sequences (Pk) and (P
′
ℓ) of increasing orthogonal projec-
tions, such that Pk → 1 and P ′ℓ → 1 strongly. By the monotonicity in
finite dimension, we have H(PkP ′ℓAP ′ℓPk, PkP ′ℓBP ′ℓPk) 6 H(P ′ℓAP ′ℓ , P ′ℓBP ′ℓ).
Taking first ℓ → ∞ using that PkP ′ℓAP ′ℓPk → PkP ′ℓBP ′ℓPk and the lower
semi-continuity of H in the finite dimensional space Ran(Pk), we get
H(PkAPk, PkBPk) 6 lim
ℓ→∞
H(P ′ℓAP ′ℓ, P ′ℓBP ′ℓ).
Taking then k →∞ shows that
lim
k→∞
H(PkAPk, PkBPk) 6 lim
ℓ→∞
H(P ′ℓAP ′ℓ , P ′ℓBP ′ℓ).
Exchanging Pk and P
′
ℓ gives the other inequality.
Step 3. Monotonicity in infinite dimension. Let X : H1 → H2 be such that
X∗X 6 1H1 . For fixed sequences (Pk) and (P
′
ℓ) of finite-rank projections on
H1 and H2 respectively, we have
H(P ′ℓXPkAPkX∗P ′ℓ, P ′ℓXPkBPkX∗P ′ℓ) 6 H(XPkAPkX∗,XPkBPkX∗)
6 H(PkAPk, PkBPk).
Taking first k → ∞ using that P ′ℓXPkAPkX∗P ′ℓ → P ′ℓXAX∗P ′ℓ with the
finite rank projection P ′ℓ fixed, and only then ℓ→∞, gives the monotonicity.
Step 4. Weak lower semi-continuity. If An ⇀ A and Bn ⇀ B weakly-∗ in
B(H), then
H(PkAPk, PkBPk) 6 lim inf
n→∞
H(PkAnPk, PkBnPk) 6 lim inf
n→∞
H(An, Bn)
for any fixed sequence (Pk) as before. Here we have used that PkAnPk →
PkAPk for a finite-rank projection and the lower semi-continuity in finite
dimension. Taking k →∞ gives the weak lower semi-continuity.
Step 5. Convergence for any sequence Xk → 1. Let Xk : H → H be any
sequence of self-adjoint operators, such that X∗kXk 6 1 and X
∗
kXk → 1
strongly. We want to prove that H(XkAX∗k ,XkBX∗k) → H(A,B) but, by
the polar decomposition Xk = UkYk, we can always assume that Xk is
self-adjoint, hence that Xk → 1 strongly. We have H(XkAXk,XkBXk) 6
H(A,B). On the other hand, XkAXk → A strongly and thus the weak
lower semi-continuity implies the reverse inequality. If Xk : H1 → H2, the
argument is similar. 
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3. Klein inequalities and consequences
In this last section, we derive some useful bounds on A − B when the
relative entropy H(A,B) is finite. For instance, we will prove that A − B
must be a Hilbert-Schmidt (hence compact) operator. Our main result is
inspired of [7, Thm 1] and of [6, Lemma 1] and it is mainly based on Klein’s
Lemma 1, hence the name “Klein inequalities”.
Theorem 3 (Klein inequalities). We assume that ϕ ∈ C0([0, 1],R), and
that ϕ′ is operator monotone on (0, 1) and not constant.
• (Lower bound). There exists C > 0 (depending only on ϕ) such that
H(A,B) > C Tr (1 + |ϕ′(B)|)(A−B)2, (14)
for all 0 6 A,B 6 1. Hence, A−B is Hilbert-Schmidt when H(A,B) <∞.
• (Upper bound). Similarly, we have
H(A,B) 6 C Tr
(
1
B2
+
1
(1−B)2
)
(A−B)2, (15)
for all 0 6 A,B 6 1.
• (Regularity). If 0 6 A 6 1 and 0 < ε 6 A′, B 6 1− ε are such that A−A′
and A′ −B are Hilbert-Schmidt operators, then∣∣H(A,B)−H(A′, B)∣∣ 6 Cε( ∣∣∣∣A−A′∣∣∣∣2S2 + ∣∣∣∣A′ −B∣∣∣∣S2 ∣∣∣∣A−A′∣∣∣∣S2
)
(16)
where Cε depends on ϕ and on ε.
We remark that the inequality (15) is far from optimal if ϕ(x) is very
smooth at 0 or 1. Similarly, (16) holds without the assumptions that the
density matrices have their spectrum in [ε, 1− ε], if ϕ′′ is bounded on [0, 1].
Proof of Theorem 3. We have
−
log(t+ x)− log(t+ y)− x−yt+y
(x− y)2 =
1
(t+ y)2
h− log(1 + h)
h2
,
with h = (x− y)/(t+ y). Using that h 7→ h−2(h− log(1 + h) is decreasing,
we deduce that
min
06x61
(
−
log(t+ x)− log(t+ y)− x−yt+y
(x− y)2
)
=
1−y
t+y − log
(
1 + 1−yt+y
)
(1− y)2 .
Using now that
h− log (1 + h)
h2
>
1
2(h + 1)
for all h > 0, we conclude that
−
(
log(t+ x)− log(t+ y)− x− y
t+ y
)
>
(x− y)2
2(1 + t)(t+ y)
. (17)
By replacing x by 1 − x and y by 1 − y, we get the same estimate with
t + 1 − y in place of t + y in the denominator on the right side. Inserting
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in (8) we find that, for all 0 < x, y < 1,
ϕ(x) − ϕ(y)− ϕ′(y)(x− y)
>
b
2
(ˆ
∞
0
dν1(t)
(1 + t)(t+ y)
+
ˆ
∞
0
dν2(t)
(1 + t)(t+ 1− y)
)
(x− y)2
> C
(ˆ
∞
1
dν1(t) + dν2(t)
(2t+ 1)2
+
ˆ 1
0
dν1(t)
t+ y
+
ˆ 1
0
dν2(t)
t+ 1− y
)
(x− y)2.
From the integral representation of ϕ in (8), we see that
ϕ′(x) ∼
x→0+
−b
ˆ 1
0
dν1(t)
(t+ x)
+ C, ϕ′(x) ∼
x→1−
b
ˆ 1
0
dν2(t)
(t+ 1− x) + C.
Therefore we have proved that
∀0 6 x, y 6 1, ϕ(x) − ϕ(y)− ϕ′(y)(x− y) > C(1 + |ϕ′(y)|)(x − y)2.
The result follows for finite matrices by Klein’s Lemma 1, and for general op-
erators by the definition of H using projections on finite-dimensional spaces.
Maximizing instead of minimizing in (17), we find
−
(
log(t+ x)− log(t+ y)− x− y
t+ y
)
6 (x− y)2
− yt+y − log
(
1− yt+y
)
y2
6 (x− y)2
1− log
(
t
t+y
)
(t+ y)2
and a similar estimate for 1 − x and 1 − y. After integrating with respect
to t, we see that the integral converges for large t, uniformly in y. The only
possibly diverging terms are
ˆ 1
0
log
(
t
t+y
)
(t+ y)2
dν1(t) +
ˆ 1
0
log
(
t
t+1−y
)
(t+ 1− y)2 dν2(t)
and they can always be estimated by a constant times y−2+(1−y)−2, by (9).
(This is far from optimal if ν1 or ν2 vanish sufficiently fast at 0).
Now we turn to the proof of (16), which only has to be done in finite
dimension, by the definition of H. We remark that
H(A,B)−H(A′, B) = H(A,A′) + Tr(ϕ′(A)− ϕ′(B′))(A−A′).
Since ϕ′′ is bounded on [ε, 1 − ε], we have
Tr
(
ϕ′(A) − ϕ′(B′))2 6 CTr(A′ −B)2,
by Klein’s Lemma 1. By Ho¨lder’s inequality this gives∣∣Tr(ϕ′(A)− ϕ′(B′))(A−A′)∣∣ 6 C ∣∣∣∣A′ −B∣∣∣∣
S2
∣∣∣∣A−A′∣∣∣∣
S2
.
Using (15) and the assumption that ε 6 A′ 6 1 − ε to estimate H(A,A′)
gives (16). 
Using the previous Klein inequalities, we can get some information on the
set of one-particle density matrices A which have a finite relative entropy
with respect to a given B. Of particular interest is fact that any operator
A such that H(A,B) <∞ can be approximated in an appropriate sense by
a sequence of finite rank perturbations of B.
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Corollary 2 (Density of finite rank perturbations). We assume that ϕ ∈
C0([0, 1],R) and that ϕ′ is operator monotone on (0, 1) and that 0 6 A,B 6
1 have a finite relative entropy, H(A,B) < ∞. Then for every ε > 0, there
exists 0 6 A′ 6 1 such that
• A′ − A has a finite rank and its eigenvectors belong to ker(B), to
ker(1 −B), or to the domain of B−2 + (1 −B)−2 in the orthogonal
of these two subspaces;
• Tr(1 + |ϕ′(B)|)(A −A′)2 6 ε;
• ∣∣H(A,B)−H(A′, B)| 6 ε.
Proof. We have several cases to look at, depending whether ϕ′ diverges at
the end points 0 and 1 and depending whether B has the end points as
eigenvalues or not. First we note that if ϕ′ diverges at 0 and kerB 6= {0},
then A = B on kerB and therefore there is nothing to do on this subspace
and we can argue on the orthogonal of kerB. So let us now assume that
kerB = ker(1−B) = {0}. We introduce the spectral projector Πη := 1(η 6
B 6 1−η). By the spectral theorem, we have Πη → 1 strongly when η → 0.
By Theorem 2, we deduce that
lim
η→0
H(ΠηAΠη,ΠηBΠη) = lim
η→0
H(B +Πη(A−B)Πη, B) = H(A,B).
In the first equality we have used that
H(B +Πη(A−B)Πη, B) = H(Π⊥η BΠ⊥η +ΠηAΠη,Π⊥η BΠ⊥η +ΠηBΠη)
= H(ΠηAΠη,ΠηBΠη) +H(Π⊥η BΠ⊥η ,Π⊥η BΠ⊥η )
= H(ΠηAΠη,ΠηBΠη),
since Πη commutes with B. By Klein’s inequality (14), we know that (1 +
|ϕ′(B)|)1/2(A−B) is a Hilbert-Schmidt operator, and it is then clear that
lim
η→0
Tr(1 + |ϕ′(B)|)
(
Πη(A−B)Πη − (A−B)
)2
= 0.
The density matrix Aη := B+Πη(A−B)Πη satisfies all the desired proper-
ties, except for the finite rank one, and we need to approximate it further.
In order to approximate Aη, we will work in the space Hη := ΠηH. We first
remark that, by Klein’s inequality, ΠηAΠη is a Hilbert-Schmidt perturbation
of ΠηB and, therefore, the essential spectrum of ΠηAΠη (restricted to Hη)
is included in the interval [η, 1 − η]. The end points 0 and 1 can only be
isolated eigenvalues of finite multiplicity. Let us denote by P0 and P1 the
associated projections (if they exist). Then A′η := ΠηAΠη + εP0 − εP1 is a
finite rank perturbation of Aη and a simple calculation shows that
H(ΠηAΠη + εP0 − εP1,ΠηB)−H(ΠηAΠη,ΠηB) =
(
ϕ(ε) − ϕ(0))TrP0
+
(
ϕ(1− ε)− ϕ(1))TrP1 + εTr(Πηϕ′(B)(P1 − P0))
(the computation must be done in a finite sequence of dimensional spaces
Vk ր Hη and it is simpler to assume that the eigenvectors of ΠηAΠη corre-
sponding to the end points belong to these spaces). This goes to 0 as ε→ 0
with η fixed. At this step we have approximated ΠηAΠη by an operator A
′
η
which has its spectrum away from 0 and 1, and which is a Hilbert-Schmidt
perturbation of ΠηB. Now we can take any sequence Qk of smooth finite
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rank operators which converges to A′η −ΠηB in the Hilbert-Schmidt norm.
For large k the operator Ak := ΠηB+Qk satisfies 0 6 Ak 6 1 and its relative
entropy converges to that of A′η, by (16) in Theorem 3. This concludes the
proof in the case where kerB = ker(1−B) = {0}.
When 0 or 1 is an eigenvalue of B and ϕ′ is bounded at these points, the
argument is exactly the same and we leave it to the reader. The projection
Pη must include all (if the multiplicity if finite) or a sequence of eigenvectors
(if the multiplicity is infinite) at the end points. 
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