Is the winner really the best? A critical analysis of common research practice in biomedical image analysis competitions
Lena
Introduction
Biomedical image analysis has become a major research field in biomedical research, with thousands of papers published on various image analysis topics including segmentation, registration, visualization, quantification, object tracking and detection [Ayache and Duncan 2016, Chen et al. 2017] . For a long time, validation and evaluation of new methods were based on the authors' personal data sets, rendering fair and direct comparison of the solutions impossible [Price 1986 ]. The first known efforts to address this problem date back to the late 90s [West et al. 1997] , when Jay West, J Michael Fitzpatrick and colleagues performed an international comparative evaluation on intermodality brain image registration techniques. To ensure a fair comparison of the algorithms, the participants of the study had no knowledge of the gold standard results until after their results had been submitted. A few years later, the ImageCLEF 1 [Müller et al. 2004 ] evaluation campaign introduced a challenge on medical image retrieval [Kalpathy-Cramer et al. 2015] , based on experiences in the text retrieval domain where systematic evaluation had been performed since the 1960s [Cleverdon 1960 ]. About one decade ago, a broader interest in biomedical challenge organization arose with the first grand challenge that was organized in the scope of the international conference on Medical Image Computing and Computer Assisted Intervention (MICCAI) 2007 [Heimann et al. 2009 ]. Over time, research practice began to change, and the number of challenges organized annually has been increasing steadily (Fig. 1a) ), with currently about 28 biomedical image analysis challenges with a mean of 4 tasks conducted annually. Today, biomedical image analysis challenges are often published in prestigious journals (e.g. [Chenouard et al. 2014 , Sage et al. 2015 , Menze et al. 2015 , Ulman et al. 2017 , Maier-Hein et al. 2017 ) and receive a huge amount of attention with hundreds of citations and thousands of views. Awarding the winner with a significant amount of prize money (up to €1 million on platforms like Kaggle [kaggle] ) is also becoming increasingly common.
This development was a great step forward, yet the increasing scientific impact [Tassey et al. 2010, Tsikrika, Herrera and Müller 2011] of challenges now puts huge responsibility on the shoulders of the challenge hosts that take care of the organization and design of such competitions. The performance of an algorithm on challenge data is essential, not only for the acceptance of a paper and its impact on the community, but also for the individuals' scientific careers, and the potential that algorithms can be translated into clinical practice. Given that this is so important, it is surprising that no commonly respected quality control processes for biomedical challenge design exist to date. Similar problems exist in other research communities, such as computer vision and machine learning.
In this paper, we present the first comprehensive evaluation of biomedical image analysis challenges based on 150 challenges conducted up until the end of 2016. It demonstrates the crucial nature of challenges for the field of biomedical image analysis, but also reveals major problems to be addressed: Reproduction, adequate interpretation and cross-comparison of results are not possible in the majority of challenges, as only a fraction of the relevant information is reported and challenge design (e.g. a choice of metrics and methods for rank computation) is highly heterogeneous. Furthermore, the rank of an algorithm in a challenge is sensitive to a number of design choices, including the test data sets used for validation, the observer(s) who annotated the data and the metrics chosen for performance assessment, as well as the methods used for aggregating values.
Results

biomedical image analysis challenges
Up until the end of 2016, 150 biomedical image analysis challenges that met our inclusion criteria (see Online Methods) were conducted with a total of 549 different image analysis tasks (see Fig. 1 ). 56% of these challenges published their results in journals or conference proceedings. The information used in this paper from the remaining challenges was acquired from websites. Most tasks were related to segmentation (70%) and classification (10%) and were organized within the context of the MICCAI conference (50%), and the IEEE International Symposium on Biomedical Imaging (ISBI) (following at 34%). The majority of the tasks dealt with 3D (including 3D+t) data (84%), and the most commonly applied imaging techniques were magnetic resonance imaging (MRI) (62%), computed tomography (CT) (40%) and microscopy (12%). The percentage of tasks that used in vivo, in silico, ex vivo, in vitro, post mortem and phantom data was 85%, 4%, 3%, 2%, 2% and 1%, respectively (9%: N/A; 3%: combination of multiple types). The in vivo data was acquired from patients in clinical routine (60%), from patients under controlled conditions (9%), from animals (8%), from healthy human subjects (5%), or from humans under unknown (i.e. not reported) conditions (32%). While training data is typically provided by the challenge organizers (85% of all tasks), the number of training cases varies significantly across the tasks (median: 15; interquartile range (IQR): (7, 30); min: 1, max: 32,468). As with the training cases, the number of test cases varies across the tasks (median: 20; IQR: (12, 33); min: 1, max: 30,804). The median ratio of training cases to test cases was 0.75. The test data used differs considerably from the training data, not only in quantity but also in quality. For 73% of all tasks with human or hybrid reference generation, multiple observers have annotated the reference data. In these cases, an image was annotated by a median of 3 (IQR: (3, 4), max: 9) observers. (e.g. conferences) used to organize the challenges for the years 2008, 2012 and 2016. 
Fig. 1: Overview of biomedical image analysis challenges. (a) Number of competitions (challenges and tasks) organized per year, (b) fields of application, (c) algorithm categories assessed in the challenges, (d) imaging techniques applied, (e) number of training and test cases used, (f) most commonly applied metrics for performance assessment used in at least 5 tasks and (g) platforms
Half of the relevant information is not reported
We identified the relevant parameters that characterize a biomedical challenge following an ontological approach (see Online Methods). This yielded a total of 53 parameters corresponding to the categories challenge organization, participation conditions, validation objective, study conditions, validation data sets, assessment method and challenge outcome (see Tab. 1). A biomedical challenge task reported a median of 64% (IQR: (49%, 72%); min: 21%, max: 92%) of these parameters. 6% of the parameters were reported for all tasks and 43% of all parameters were reported for less than 50% of all tasks. The list of parameters which are generally not reported includes some that are crucial for interpretation of results. For example, 8% of all tasks providing an aggregated ranking across multiple metrics did not report the rank aggregation method they used (i.e. the method according to which the winner has been determined). 85% of the tasks did not give instructions on whether training data provided by challenge organizers may have been supplemented by other publicly available or private data, although the training data used is key to the success of any machine learning algorithm (see e.g. [Russakovsky et al. 2015] ). In 66% of all tasks, there was no description on how the reference (i.e. gold standard) annotation was performed although the quality of annotation in the field of biomedical image analysis varies dependent on the user [Grünberg et al. 2017] . 45% of tasks with multiple annotators did not describe how the annotations were aggregated. Also, the level of expertise of the observers that annotated the reference data was often (19%) not described.
Category
Parameter name Coverage [%]
Challenge organization
Challenge name* 100
Challenge website* 99
Organizing institutions and contact person* 97
Life cycle type* 100
Challenge venue or platform 99
Challenge schedule* 81
Ethical approval* 32
Data usage agreement 60
Participation conditions
Interaction level policy* 62
Organizer participation policy* 6
Training data policy* 15
Pre-evaluation method 5
Submission format* 91
Submission instructions 91
Evaluation software 26 
Validation objective
Large variability in challenge design
In total, 97 different metrics have been used for performance assessment (three on average per task). Metric design is very heterogeneous, particularly across comparable challenges, and justification for a particular metric is typically (77%) not provided. Roughly half of all metrics (51%) were only applied on a single task. Even in the main field of medical image segmentation, 33% of the 38 different metrics used were only applied once. The fact that different names may sometimes refer to the same metric was compensated for in these computations. 38% of all tasks provided a final ranking of the participants and thus determined a challenge winner. 57% of all tasks that provide a ranking do so on the basis of a single metric. In this case, either metric-based (aggregate, then rank; 70%) or case-based (rank per case, then aggregate; 1%) is typically performed (see Online Methods). Overall, 10 different methods for determining the final rank (last step in computation) of an algorithm based on multiple metrics were applied.
Minor changes in metrics may make the last the first
Besides the Dice Similarity Coefficient (DSC) [Dice 1945 ], which was used in 92% of all 383 segmentation tasks (2015: 100%), the Hausdorff Distance (HD) [Huttenlocher et al. 1993, Dubuisson and Jain 1994] is the most commonly applied metric in segmentation tasks (47%). It was used either in its original formulation (42%) or as the 95% variant (HD95) (5%) (38%/8% in the 2015 segmentation challenges). We determined a single-metric ranking based on both versions for all 2015 segmentation challenges and found radical differences in the rankings as shown in Fig.  2a ). In one case, the worst-performing algorithm according to the HD (10th place) was ranked first in a ranking based on the HD95.
Different aggregation methods produce different winners
One central result of most challenges is the final ranking they produce. Winners are considered "state of the art" and novel contributions are then benchmarked according to them. The significant design choices related to the ranking scheme based on one or multiple metric(s) are as follows: whether to perform metric-based (aggregate, then rank) or case-based (rank, then aggregate) and whether to take the mean or the median. Statistical analysis with Kendall's tau (rank correlation coefficient [Kendall 1938 ]) using all segmentation challenges conducted in 2015 revealed that the test case aggregation method has a substantial effect on the final ranking, as shown in Fig. 2b )/c).
In some cases, almost all teams change their ranking position when the aggregation method is changed. According to bootstrapping experiments ( Fig. 3 and 4) , single-metric rankings are statistically highly significantly more robust when (1) the mean rather than the median is used for aggregation and (2) the ranking is performed after the aggregation. Kendall's tau ((b): tau = 0.74; (c): tau = 0.85) , critical changes in the ranking may occur.
Different annotators produce different winners
In most segmentation tasks (62%), it remains unclear how many observers annotated the reference data. Statistical analysis of the 2015 segmentation challenges, however, revealed that different observers may produce substantially different rankings, as illustrated in Fig. 2(d) . In experiments performed with all 2015 segmentation challenges that had used multiple observers for annotation (three tasks with two observers, one with five observers), different observers produced different rankings in 15%, 46% and 62% of the 13 pairwise comparisons between observers, when using a single-metric ranking with mean aggregation based on the DSC, the HD and the HD95, respectively. In these cases, the ranges of Kendall' 
Removing one test case can change the winner
Ideally, a challenge ranking should reflect the algorithms' performances for a task and thus be independent of the specific data sets used for validation. However, a re-evaluation of all segmentation challenges conducted in 2015 revealed that rankings are highly sensitive to the test data applied (Fig. 4) . According to bootstrapping experiments with the most commonly applied segmentation metrics, the first rank is stable (the winner stays the winner) for 21%, 11% and 9% of the tasks when generating a ranking based on the DSC, the HD or the 95% variant of the HD, respectively. For the most frequently used metric (DSC; 100% of all 2015 segmentation challenges), a median of 15% and up to 100% of the other teams were ranked first in at least 1% of the bootstrap partitions. Even when leaving out only a single test case (and thus computing the ranking with one test case less), other teams than the winning team were ranked first in up to 16% of the cases. In one task, leaving a single test case out led to 67% of the teams other than the winning team ranking first. 
Lack of missing data handling allows for rank manipulation
82% of all tasks provide no information about how missing data is handled. While missing data handling is straightforward in case-based aggregation (the algorithms for which no results were submitted receive the last rank for that test case) it is more challenging in metric-based aggregation, especially when no "worst possible value" can be defined for a metric. For this reason, several challenge designs simply ignore missing values when aggregating values. A reevaluation of all 2015 segmentation challenges revealed that 25% of all 419 non-winning algorithms would have been ranked first if they had systematically just submitted the most plausible results (ranking scheme: aggregate DSC with mean, then rank). In 9% of the 56 tasks, every single participating team could have been ranked first if they had not submitted the poorest cases.
Researchers request quality control
Our experimental analysis of challenges was complemented by a questionnaire (see Online Methods). It was submitted by a total of 295 participants from 23 countries. 92% of participants agreed that biomedical challenge design should be improved in general, 87% of all participants would appreciate best practice guidelines, and 71% agreed that challenges should undergo more quality control. A variety of issues were identified for the categories data, annotation, evaluation, and documentation (cf. Fig. 5 ). Many concerns involved the representativeness of the data, the quality of the (annotated) reference data, the choice of metrics and ranking schemes and the lack of completeness and transparency in reporting challenge results. 
Complete reporting as a first step towards better practices
Based on the findings of this study and the answers to the questionnaire, we have identified several best practice recommendations (see Tab. 2) corresponding to the main problems in biomedical challenge design. The establishment of common standards and clear guidelines is currently hampered by open research questions that still need addressing. However, one primary practice that can be universally recommended is comprehensive reporting of the challenge design and results. Our practical and concrete recommendation is therefore to publish the complete challenge design before the challenge by instantiating the list of parameters proposed in this paper (Tab. 1). Three example instantiations are provided in Suppl. 1. The MICCAI 2018 satellite event team used the parameter list in the challenge proposal submission system to test its applicability.
The submission system required a potential MICCAI 2018 challenge organizer to instantiate at least 90% of a reduced set of 40 parameters (cf. Tab. 1) that were regarded as essential for judging the quality of a challenge design proposal. The median percentage of parameters instantiated was 100% (min: 98%) (16 submitted challenges). Previous tasks analyzed in this paper reported a median of 53% of these parameters.
Problem Best practice recommendation(s) Open research question(s)
Incomplete reporting
Instantiate the full parameter list (Tab. 1) when reporting on a challenge to maximize transparency, interpretability and reproducibility.
How to describe the data in a structured and standardized manner (e.g. using ontologies)? [Munafò et al. 2017 , Zendel et al. 2017 , Jannin, Grova and Maurer 2006 , Jannin and Korb 2008 Unclear challenge goal Define a relevant, specific and feasible goal which the challenge will address.
Decide on whether to perform an insight challenge, the objective of which is to gain insight into a problem and potentially identify a research direction, or a deployment challenge, the objective of which is to solve a problem and identify the best-performing algorithms based on a huge benchmarking set.
How to judge the utility (scientific advancement, clinical relevance, biological or clinical insights, implications for patient care, commercial readiness) of a challenge? [Haynes and Haines 1998 , Ioannidis 2016 , Norman and Verganti 2014 , Cutler and McClellan 2001 For deployment challenges, how to determine feasibility of clinical deployment in the near, medium and long term? [Shekelle et al. 2006 , Black et al. 2011 , Garg et al. 2005 Lack of representativeness Use data from multiple sources (e.g. sites, devices).
Ensure that the selected data collection covers the natural variability of imaged objects.
Be aware of the effects of imbalanced training data [Masko and Hensman 2015] when designing the training data set.
How to determine the required number of training/test cases for a given task? [Jain and Chandrasekaran 1982 , Raudys 1991 , Kalayeh and Landgrebe 2012 , Bonnet 2002 , Shoukri et al. 2004 , Sim and Wright 2005 How to avoid bias in the training/test data? [Deng et al. 2009 , Everingham et al. 2010 , Chum et al. 2007 , Torralba and Efros 2011 , Zendel et al. 2017 How to design a challenge that covers the heterogeneity of clinical practice?
Low annotation quality
Use multiple annotators per test case.
Provide clear guidelines for the annotators.
Choose the tools for speeding up annotations carefully as they may lead to bias in the annotations (cf. e.g. [Grünberg et al. 2017] ).
Find a good compromise between quantity and quality. Consider maximizing annotation quality for the test data ('gold corpus') while increasing quantity at the expense of quality in the training data ('silver corpus').
Assign certified radiologists with standardized training a key role in imaging data annotation to maximize interreader agreement [Bamberg et al. 2015 , Schlett et al. 2016 , Melsaether et al. 2014 How to choose the number of observers for a specific task? [Welinder and Perona 2010 , Bartlett and Frost 2008 , Van den Heuvel and Trip 2002 , Walter et al. 1998 How to best combine multiple annotations? [Asman and Landman 2011 , Lampert et al. 2016 , Sheng et al. 2008 , Tian and Zhu 2015 , Warfield, Zou and Wells 2004 How to represent, quantify and compensate uncertainty in annotations? [Long et al. 2013, Peng and Zhang 2012] How to provide incentives (especially for clinicians) for data acquisition and annotation? [Von Ahn and Dabbish 2004] How to make data annotation more efficient? [Deng et al. 2009 , Everingham et al. 2010 , Branson and Perona 2017 , Grünberg et al. 2017 ] Suboptimal metric(s)
Make sure the metrics reflect the challenge goal.
Choose metrics that capture the clinically/biologically relevant differences.
Be aware of metric-specific biases in favor of/against various properties [Taha and Hanbury 2015] .
In segmentation challenges, be aware (1) that the DSC yields more robust rankings than the HD and (2) that the HD yields more robust rankings than the HD95 (Fig. 3 ).
Consider including supplementary usability metrics
How to determine the best (variant of a) metric or a set of metrics for a given task? [Taha et al. 2014 , Pont-Tuset and Marques 2013 , Cehovin et al. 2014 How to better consider clinical relevance in the performance metrics (e.g. by having radiologists quantify the negative effect of segmentation errors)?
related to computation time, memory consumption, number of supported platforms and number of parameters, etc. [Ulman et al. 2017] .
Poor ranking schemes
Be aware of mutually dependent metrics [Cehovin et al. 2014] .
Ensure robust rankings.
-Perform metric-based aggregation rather than casebased aggregation to obtain more robust rankings (Fig. 2 ).
-Use the mean rather than the median to obtain more robust rankings (Fig. 2) .
Develop a strategy to handle missing values.
When applying case-based rankings, consider the tradeoff between robustness (Fig. 2 ) and good missing value handling.
Be aware that a statistically significant difference in a metric value may not be clinically/biologically relevant. Vice versa, a clinically relevant difference in performance may not be statistically significant due to small sample size.
Decide whether a single ranking (one winner) is needed/meaningful.
Report multiple metric results and provide appropriate visualizations to highlight strengths and weaknesses of different methods [Johannsen et al. 2017 , Honauer et al. 2016 , Honauer et al. 2015 .
How to handle missing data when aggregating metric values?
How to determine an appropriate ranking scheme for a given application? [Langville et al. 2012 , Pang and Ling 2013 , Cabezas et al. 2011 , Kristan et al. 2016 How to group algorithms (i.e. assign the identical rank) in a sensible manner? [Kristan et al. 2016 , Neilson and Yang 2008 , Cabezas et al. 2011 Poor uncertainty handling
Quantify the uncertainties of annotations and rankings and make them explicit: -Report inter-observer variability for reference annotations.
-Perform bootstrapping to quantify ranking stability (cf. Fig. 3 ).
Consider generating fuzzy (probabilistic) reference data and allowing submission of fuzzy results [Taha and Hanbury 2017, Sheng et al. 2008] .
How to incorporate known uncertainties in the reference annotations in the metric computation? [Peng and Zhang 2012] How to quantify the uncertainty of a ranking? [Kristan et al. 2016 , Pang and Ling 2013 , Cabezas et al. 2011 Cheating and overfitting
Publish the challenge design before the challenge according to the parameters in Tab. 1.
Aim for Docker-based solutions [Hanbury et al. 2017] or on-site challenges to reduce the risk of cheating.
Otherwise release more test cases than are used for validation (keep the real ones for which annotations are available confidential).
Do not participate in your own challenge, or otherwise, make the participation transparent.
Encourage open source release of the algorithms' code.
What is a good lifecycle for a challenge (considering both the dynamics of algorithm development and the overfitting problem)? [Deng et al. 2009 , Everingham et al. 2010 , Fei-Fei, Fergus and Perona 2006 , Perazzi et al. 2016 , Dwork et al. 2015 Overhead for participants and organizers
Consider using an existing web-based platform to run the challenge (e.g. [CodaLab] , [kaggle] , [Grand Challenges], [COVALIC] ).
Consider cloud-based infrastructure for huge data sets and computationally demanding tasks (e.g. [crowdAI] ).
Choose or define a suitable algorithm output format and provide tools for the computation of metrics in this format. Include sample algorithm(s)/workflow(s).
How to establish globally respected standards?
Tab. 2: Problems related to current challenge design and organization, best practice recommendations for them and open research challenges (including literature for further reading)
relating to them.
Discussion
The key findings of this paper can be summarized as follows:
1. Relevance of challenges: Challenges play an increasingly important role in the field of biomedical image analysis, covering a huge range of problems, algorithm classes and imaging modalities (Fig. 1 ). 2. Challenge reporting: Common practice related to challenge reporting is poor and does not allow for adequate interpretation and reproducibility of results (Tab. 1). 3. Challenge design: Challenge design is very heterogeneous and lacks common standards, although these are requested by the community (Tab. 1, Fig. 5 ). 4. Robustness of rankings: Rankings are sensitive to a range of challenge design parameters, such as the metric variant applied, the type of test case aggregation performed and the observer annotating the data. The choice of metric and aggregation scheme has a significant influence on the ranking's stability ( Fig. 2-4 ). 5. Best practice recommendations: Based on the findings of this paper and an international survey, we present a list of best practice recommendations and open research challenges.
The most universal recommendation is the instantiation of a list of 53 challenge parameters before challenge execution to ensure fairness and transparency along with interpretability and reproducibility of results (Tab. 2).
While this paper concentrates on the field of biomedical image analysis challenges, its impact can be expected to go beyond this field. In fact, many findings of this paper apply not only to challenges but to the topic of validation in general. It may be expected that more effort is typically invested when designing and executing challenges (which, by nature, have a high level of visibility and go hand in hand with publication of the data) compared to the effort invested in performing "inhouse studies" dedicated to validation of an individual algorithm. Therefore, concerns involving the meaningfulness of research results in general may be raised. This may also hold true for other research fields, both inside and outside the life sciences, as supported by related literature [Munafò et al. 2017 , Ioannidis 2005 , Armstrong et al. 2009 , Blanco and Zaragoza 2011 , Boutros et al. 2014 ].
In our parameter list (Tab. 1), we have provided a first recommendation to improve the quality of challenge design and its execution and documentation. More international guidelines for challenge organization should be established and a rigorous assessment of challenges organized in the scope of big conferences should be performed in order to move the field towards next-generation biomedical image analysis challenges. To improve data quality, it should be made possible to give open feedback on the data provided by challenges (e.g. ability to report erroneous annotations). Crucially, incentives for organizing and publishing high-quality challenges should be provided. Finally, research dedicated to addressing some of the open issues within challenge design should be actively supported.
In conclusion, challenges are an essential component in the field of biomedical image analysis, but major research challenges and systemic hurdles need to be overcome to fully exploit their potential as valid benchmarking tools.
Online Methods
Definitions
We use the following terms throughout the paper:
Challenge: Open competition on a dedicated scientific problem in the field of biomedical image analysis. A challenge is typically organized by a consortium that issues a dedicated call for participation. A challenge may deal with multiple different tasks for which separate assessment results are provided. For example, a challenge may target the problem of segmentation of human organs in computed tomography (CT) images. It may include several tasks corresponding to the different organs of interest.
Task: Subproblem to be solved in the scope of a challenge for which a dedicated ranking/leaderboard is provided (if any). The assessment method (e.g. metric(s) applied) may vary across different tasks of a challenge.
Case: Dataset for which the algorithm(s) of interest produce one result in either the training phase (if any) or the test phase. It must include one or multiple images of a biomedical imaging modality (e.g. a CT and a magnetic resonance imaging (MRI) image of the same structure) and typically comprises a gold standard annotation (usually required for test cases).
Metric: A measure (not necessarily metric in the strict mathematical sense) used to compute the performance of a given algorithm for a given case, typically based on the known correct answer. Often metrics are normalized to yield values in the interval from 0 (worst performance) to 1 (best performance).
Metric-based vs. case-based aggregation: To rank an algorithm participating in a challenge based on the performance on a set of test cases according to one or multiple metrics, it is necessary to aggregate values to derive a final rank. In single-metric rankings, we distinguish the following two categories, which cover most ranking schemes applied. Metric-based aggregation begins with aggregating metric values over all test cases (e.g. with the mean or median). Next, a rank for each algorithm is computed. In contrast, case-based aggregation begins with computing a rank for each test case for each algorithm. The final rank is determined by aggregating test case ranks.
Inclusion criteria
Inclusion criteria for "Experiment: Comprehensive reporting"
Our aim was to capture all biomedical image analysis challenges that have been conducted up to 2016. We did not include 2017 challenges as our focus is on information provided in scientific papers, which may have a delay of more than a year to be published after challenge execution. Inclusion criteria for "Experiment: Sensitivity of challenge ranking"
All organizers of 2015 segmentation challenges (n = 14) were asked to provide the challenge results (per algorithm and test case) and (re-)compute a defined set of common performance measures, including the Dice Similarity Coefficient (DSC) and the Hausdorff Distance (HD) in the original version [Huttenlocher et al. 1993] and the the 95% variant (HD95) [Dubuisson and Jain 1994] . While the DSC was used in the original design of all 2015 challenges, the HD/HD95 was not always applied. 13 challenges were able to provide the measures as requested. These challenges are composed of 124 tasks in total. The specific inclusion criteria on challenge and task level are provided in Tab. 1 and 2.
# Criterion
Number of affected tasks/challenges 1 If a challenge task has on-and off-site part, the results of the part with the most participating algorithms are used. 
Challenge parameter list
One key purpose of this paper was to develop a list of parameters that can be instantiated for describing the design and results of a challenge in a comprehensive manner, thus facilitating interpretability and reproducibility of results. To this end, the following procedure was followed:
Initialization: The parameters for describing reference-based validation studies presented in [Jannin, Grova and Maurer 2006] served as an initial set.
Adding challenge-specific parameters: During analysis of challenge websites and papers, the initial list was complemented such that the information available on a challenge could be comprehensively formalized.
Refinement based on challenge capturing: A tool was designed to formalize existing challenges with the current parameter list. During this process, the list was further refined.
Refinement with international questionnaire: Finally, a questionnaire was designed and sent to all co-authors to finalize the list. All participants were asked to comment on the name, the description, the importance and possible instantiations of each parameter. Adding further parameters was also allowed.
Finalization with ontological modeling: Based on the final list, an ontology for describing biomedical image analysis challenges was developed. The latter was used for structured submission of MICCAI 2018 biomedical challenges.
Statistical methods
To quantify the robustness of a ranking, the following statistical methods were used:
Kendall's tau analysis: To quantify the agreement of two rankings (e.g. for two different aggregation methods or two different metric variants), Kendall's tau (also named Kendall's rank correlation or simply tau) [Kendall 1938 ] was determined as recommended in [Langville et al. 2012] . Tau was designed to be independent of the number of entities ranked and may take values between 1 (perfect agreement, i.e. same ranking) and -1 (reverse ranking).
Bootstrapping: For analysis of the variability of a ranking scheme (e.g. as a function of the metric applied), the following bootstrap approach was chosen: For a given task, the original ranking based on all test cases and a given ranking scheme as well as the winning algorithm according to this ranking scheme was determined. In all analyses, 1000 bootstrap samples were drawn from the data sets and the ranking scheme was applied to each bootstrap sample. It should be noted that on average, 63.2% of distinct data sets are retained in a bootstrap sample. For summary of the ranking scheme variability, the frequency of rank 1 in the bootstrap samples for the original winner ("the winner remains the winner") as well as the proportion of algorithms that achieved rank 1 in the bootstraps but were not winning in the original ranking was determined. Competitions with multiple winners according to the original ranking were not included in the analysis (this occured in just one task). For comparison of the stability of different ranking schemes, the same bootstrap samples were evaluated with different ranking schemes and a paired comparison between the proportion of the "winner remaining the winner" was performed by Wilcoxon signed rank test. Results were considered significant for p < 0.05.
Leave-one-out: For a given task, the original ranking based on all test cases and a given ranking scheme and the winning algorithm according to this ranking scheme was determined. The number of datasets was reduced by one and the ranking scheme was applied to this subset of datasets. The same summary measures as for the bootstrapping approach were determined.
Note that we did not rely on results of statistical testing approaches to quantify the stability of a given ranking scheme. The reasons for this decision were the following:
(a) The number of datasets varies widely between different tasks and due to correlation of power and sample size, results of statistical tests between different tasks are not comparable by design.
(b) If one was to use statistical testing, the appropriate approach would be to use a mixed model with a random factor for the data set and test the global hypothesis that all algorithms produce the same result, followed by post-hoc all pairwise comparisons. Pairwise comparisons would have to be adjusted for multiplicity and adjustment depends on the number of algorithms in the task. Again, results of statistical testing between different tasks are not comparable by design.
(c) We have evaluated the concordance of the bootstrap analysis for variability of ranking with a statistical testing approach and found examples where there was a highly significant difference between the winner and the second, but bootstrap analysis showed that ranking was very variable, and vice versa.
Boxplots with and without dots were produced to visualize results. In all boxplots, the boldfaced black line represents the median while the box represents the first and third quartile. The upper whisker extends to the largest observation <= Median +1.5 IQR, and likewise the lower whisker to the smallest observation >= Median -1.5 IQR. In horizontal boxplots, the mean is shown in addition as boldfaced grey line.
All statistical analyses were performed with R version 3.4.3 (The R Foundation for Statistical Computing 2017). The figures were produced with Excel, R, Plotly (Python) and Adobe Illustrator 2017.
Experiment: Comprehensive reporting
The key research questions corresponding to the comprehensive challenge analysis were: To answer these questions, a tool for instantiating the challenge parameter list introduced in the previous section was used by five engineers and a medical student to formalize all challenges that met our inclusion criteria as follows: (1) Initially, each challenge was independently formalized by two different observers. (2) The formalization results were automatically compared. In ambiguous cases, when the observers could not agree on the instantiation of a parameter -a third observer was consulted, and a decision was made. When refinements to the parameter list were made, the process was repeated for missing values. Based on the formalized challenge data set, a descriptive statistical analysis was performed to characterize common practice related to challenge design and reporting.
Experiment: Sensitivity of challenge ranking
The primary research questions corresponding to the experiments on challenge rankings were:
RQ4: How robust are challenge rankings? What is the effect of (a) the specific test cases used? (b) the specific metric variant(s) applied? (c) the rank aggregation method chosen (e.g. aggregation of metric values with the mean vs median)? (d) the observer who generated the reference annotation? RQ5: Does the robustness of challenge rankings vary with different (commonly applied) metrics and ranking schemes? RQ6: Can common practice on missing data handling be exploited to manipulate rankings?
As published data on challenges typically do not include metric results for individual data sets, we addressed these open research questions by approaching all organizers of segmentation challenges conducted in 2015 and asking them to provide detailed performance data on their tasks (124 in total). Note in this context that segmentation is by far the most important algorithm category (70% of all biomedical image analysis challenges) as detailed in the Results section. Our comprehensive challenge analysis further revealed single-metric ranking with mean and metricbased aggregation as the most frequently used ranking scheme. This is hence considered the default ranking scheme in this paper.
Our analysis further identified the DSC (92%) and the HD (47%) as the most commonly used segmentation metrics. The latter can either be applied in the original version (42%) or the 95% variant (HD95) (5%).
To be able to investigate the sensitivity of rankings with respect to several challenge design choices, the 2015 segmentation challenge organizers were asked to provide the assessment data (results for DSC, HD and HD95) on a per data set basis for their challenge. The research questions RQ4-6 were then addressed with the following experiments:
RQ4: For all 56 segmentation tasks that met our inclusion criteria, we generated single-metric rankings with the default ranking scheme based on the DSC and the HD. We then used Kendall's tau to investigate the effect of changing (1) the metric variant (HD vs HD95), (2) the aggregation operator (mean vs median), (3) the aggregation category (metric-based vs case-based) and (4) the observer (in case multiple annotations were available). Note in this context that we focused on single-metric rankings in order to perform a statistical analysis that enables a valid comparison across challenges.
RQ5: To quantify the robustness of rankings as a function of the metric, we generated singlemetric rankings with the default ranking scheme based on the DSC, the HD and the HD95. We then applied bootstrapping and leave-one-out analysis to quantify ranking robustness as detailed in Statistical Methods. Analogously, we compared the robustness of rankings for different aggregation methods (metric-based vs case-based) and aggregation operators (mean vs median).
RQ6: 82% of all biomedical image analysis tasks (see Results) do not report any information on missing values when determining a challenge ranking. In metric-based ranking (although not reported), it is common to simply ignore missing values. To investigate whether this common practice may be exploited by challenge participants to manipulate rankings, we performed the following analysis: For each algorithm and each task of each 2015 segmentation challenge that met our inclusion criteria, we determined the default ranking and artificially removed those test set results whose DSC was below a threshold of t = 0.5. Note that it can be assumed that these cases could have been relatively easily identified by visual inspection without comparing them to the reference annotations. We then compared the new ranking position of the algorithm with the position in the original (default) ranking.
International Survey
As a basis for deriving best practice recommendations related to challenge design and organization, we designed a questionnaire (see Suppl. 2) to gather known potential issues. It was distributed to colleagues of all co-authors, the challenges chairs of the past 3 MICCAI conferences as well as to the following mailing lists: ImageWorld, the mailing lists of the MICCAI society, the international society for computer aided surgery (ISCAS), the UK Euro-BioImaging project and the conferences Medical Image Understanding and Analysis (MIUA) and Bildverarbeitung für die Medizin (BVM). The link to the questionnaire was further published on grand-challenge.org. 
Target cohort* Description of subjects/objects from whom the data would be acquired in the final application.
Remark: A challenge could be designed around the task of medical instrument tracking in robotic kidney surgery. While the validation (see parameter validation cohort) could be performed ex vivo in a laparoscopic training environment with porcine organs, the final application (i.e. robotic kidney surgery) would be targeted on real patients with certain characteristics defined by inclusion criteria such as restrictions regarding gender or age. 37 Number of test cases* Number of cases used to assess the performance of an algorithm. A case encompasses all data that is processed to produce one result as well as the corresponding reference result (typically not provided to the participants).
Example 1 -Brain tumor segmentation: Patients diagnosed with glioblastoma that got MRI scans for diagnosis including T1-weighted 3D acquisitions, T1-weighted contrast-enhanced (gadolinium contrast) 3D acquisitions and T2-
  100 images  100 raw endoscopic video sequences with a total of 1,000 fully annotated frames Background with respect to challenge organization  Have you ever taken part in the organization of a challenge? If so, how many challenges?  Have you ever participated in your own challenge?  In percent, please estimate the time the challenge organizers (as a group) put in the i. design of the challenge ii. preparation of the challenge iii. processing of submissions iv. on-site execution of the challenge  Please estimate how many hours the organizing team spent in total on preparing and executing the challenge.  Did you struggle with any of the following problems during designing your challenge?
i. Choosing the metrics ii. Finding data sets iii. Creating the reference data iv. Deciding on how to create the challenge ranking v. None of them vi. Other  Did you encounter problems during preparing your challenge? Which ones?  Did you encounter problems during the processing of the submissions of your challenge?
Which ones?  Did you encounter problems during the on-site execution of your challenge (if any)? Which ones?  Can you think of aspects that you would like to improve in the future?
Issues related to challenge design and organization  What do you consider issues related to the data of biomedical challenges?  What do you consider issues related to the annotation (reference data) of biomedical challenges?  What do you consider issues related to the evaluation of biomedical challenges?  What do you consider issues related to the documentation of biomedical challenges?
General view on challenges  Should challenge organizers provide pre-evaluation results?  Should challenge organizers (and group members) be allowed to participate in their own challenge?  Please explain under which conditions challenge organizers (and group members) should be allowed to participate in their own challenge.  How serious do you rate the fact that algorithms can be tuned to the challenge data?  Do you generally think that challenge rankings reflect algorithm performances well?  Do you think the design of current biomedical challenges should be improved in general?
Open issues and recommendations  What recommendations do you have for the improvement of biomedical challenges?  What are open research issues with respect to biomedical challenge design?  Would you appreciate best practice guidelines for biomedical challenges?  Should challenges organized in the scope of big conferences (e.g. MICCAI) undergo more quality control?  What actions could the research community (i.e. MICCAI society) undertake to improve challenge quality in general?
Results of Questionnaire: Towards next-generation biomedical challenges
For the following analysis, only complete questionnaires (n = 117) and questionnaires with > 50% answers (n = 12) were considered. The majority of the participants were professors (30%), PhD students (23%) and postdoctoral researchers (14%) and had a background in engineering, maths, physics or computing (94%). 31% of the participants had already organized a challenge and 63% had taken part in at least one challenge. 92% of all participants agreed that biomedical challenge design should be generally improved. The following problems were identified for the categories data, annotation, evaluation and documentation. For all four categories, we report the most commonly reported problems ordered by frequency of reporting.
Data
Representativeness (33%): Most concerns were related to the representativeness of the data. Criticism was targeted mainly at the representativeness of the training and test sets, balance of the data (e.g. between positives and negatives), selection bias, realism of the data (e.g. with respect to noise and artefacts) and the typically small number of centers/vendors/devices involved. In fact, our analysis revealed that the median number of institutes involved in a challenge was 1 (IQR: (1, 1)) and only 17% of all tasks conducted up to 2016 were based on multi-center data.
One critical consequence of the generally small data sets is that challenge participants tend to complement available training data with their own data sets which makes it impossible to distinguish the effect of an algorithm from the effect of the training data.
Data acquisition (17%):
Participants agreed that the data acquisition itself is one of the main barriers for challenge organizers, especially due to legal barriers and high costs. In fact, 22% of challenge organizers encountered problems acquiring the data sets for their challenge. One of the main reasons for participation in a challenge was the access to validation data (30% of challenge participants).
Further problems mentioned include  Heterogeneity (8%), e.g. due to the lack of acquisition standards  Infrastructure issues (8%), mainly due to inconsistencies in formats and the lack data management and exploration tools  Accessibility of the data (8%), mainly after the challenge  Lack of documentation (8%), especially about the image acquisition process  Data quality (6%), in general and  Overfitting/Cheating/Tuning (4%).
Annotation
Quality of reference data (33%): Major concerns were related to errors in the reference data. The annotations were regarded as subjective and/or biased, e.g. because only single observers annotated the data in many cases or automatic tools were used either for the annotations themselves or for the initialization in semi-automatic tools. The lack of quality control in this step was regarded particularly critically for many challenges.
Method for reference generation (16%):
A related issue is the method chosen for reference annotation. For example, studies have shown (e.g. [Lampert et al. 2016] ) that reference annotations may vary significantly even across medical experts. This issue can potentially be compensated to some extent by merging reference annotations from multiple experts but this was only done (reported) in 73% of all tasks. It should also be noted that 27% of all challenge organizers encountered problems when generating the reference data for their challenge.
Transparency (15%):
Lack of transparency was another major issue raised in the context of data annotation. In particular, it was requested to make raw annotations available, report on inter-and intra-observer variability and document how the final reference annotation was generated.
Resources (14%):
Another issue raised were the resources required for providing high-quality reference data. The annotation was not only considered particularly challenging but also logistically hard due to improper tools.
Lack of standards (10%):
The lack of guidelines for annotating and merging annotations was heavily criticized. Similarly, the lack of standard data formats was regarded critical.
Evaluation
Choice of metric (20%):
The metrics applied in current challenges were generally criticized. For example, it was stated that runtime/computational complexity are rarely considered. The metrics are also often not well linked to the clinical context. Finally, optimal metric aggregation is a major issue to be addressed, especially in the case of missing data. On the other hand, participants agreed that finding the right metric(s) for a given task is highly challenging. In fact, 23% of all challenge organizers struggled with the choice of metric(s).
Lack of standards (19%):
A major point of criticism was related to the lack of standards with respect to metrics and evaluation frameworks. For example, even the presumably same metrics are sometimes named or applied differently.
Transparency (12%):
Missing documentation with respect to the evaluation process was criticized. Concerns were raised regarding the fact that the evaluation criteria are not transparent before the submission of data, potentially allowing organizers to influence the final ranking.
Further difficulties raised include  Lack of infrastructure/tools (7%) such as public tools for evaluation  Method for determining ranking (7%), for instance, in the case of missing values  Lack of quality control (7%), e.g. related to metric implementation  Too much focus on ranking (5%), especially when considering the sensitivity of the ranks  Lack of uncertainty handling (4%), especially when considering inter-observer variability as well as  Lifetime and dynamics (3%) of challenges.
Documentation
Completeness and transparency (47%):
Participants agreed that the documentation should be as comprehensive as possible, which is currently not the case. This holds true not only for the reporting of challenge design and results but also for the methods themselves. For example, a challenge ranking should reflect the quality of a method in the context of a given task. Unfortunately, however, method performance may depend crucially on its parameters. Given that only 4% of challenge participants stated that they typically apply their algorithm "as is" to new challenge data, and more than 80% of participants tune their methods to a given task, it comes at a surprise that almost no attention is given to the parameters applied by the algorithms assessed.
Publication of results (13%):
Issues with respect to the publication of results further include the delay between submission deadline and paper publication as well as discrepancies between the challenge website and the corresponding publication.
Lifetime and dynamics (10%):
Another problem raised was the typically dynamically changing content of challenge websites, which makes proper referencing hard. An open research question is further the optimal lifetime of a challenge considering problems with overfitting, for example.
Further problems related to the documentation were  Lack of open source code (9%) corresponding to participating algorithms and the evaluation  Lack of standards for structured reporting (7%), such as common ontologies  Accessibility of information (5%) especially after the challenge as well as the  Lack of acknowledgement/citation of all people involved (3%).
