In this paper, we present an analytical approach in obtaining the probability density function (pdf) of the random decision variable Y , formed at the output of power-cubic all-optical nonlinear preprocessor followed by the photodetector. Our approach can be used to accurately evaluate the performance of ultrafast pulse detection in the presence of Gaussian noise. Through rigorous Monte-Carlo simulation, the accuracy of widely used Gaussian approximation of decision variable Y is refuted. However, in this paper we show that the so called Log-Pearson type-3 probability density function (LP3 pdf) is an excellent representation for the decision variable Y . Three distinguishable parameters of the LP3 pdf are obtained through analytical derivation of three moments of the decision variable Y . Furthermore, toward a more realistic model, in addition to ASE Gaussian noise, the effects of shot and thermal noises are also included. Finally, using the presented analytical approach, it is shown that power-cubic preprocessor outperforms its quadratic counterparts, i.e., Second Harmonic Generation (SHG) and Two Photon Absorption (TPA) devices, in high power regime where shot and thermal noises can be neglected.
polarization rotation mirrors, highly birefringent photonic crystal fiber and spectral broadening fiberbased techniques have been proposed and successfully implemented in many experiments as alternative suboptimum approaches for the detection of ultrashort light pulses [8] [9] [10] [11] [12] [13] . Kravtsov, Prucnal and Bubnov in [14] proposed, and experimentally investigated, an ultrafast nonlinear thresholder based on a modified nonlinear optical loop mirror (NOLM). The key advantages of NOLM, such as its polarization insensitivity, multi-wavelength operational potential and simple all-fiber based structure, make this thresholder highly desirable. Furthermore, according to its cubic power transfer function, the systems utilizing a NOLMbased thresholder can potentially outperform systems utilizing SHG or TPA with quadratic power transfer function in the context of ultrashort light pulse detection. Indeed, higher order nonlinearity in the powercubic device with respect to power-quadratic devices, eventuates a better discrimination between the high peak power ultrashort pulse and low average power noise [15] . Jamshidi and Salehi in [16] , [17] obtained a statistical model for TPA receivers based on Gaussian approximation of the decision variable. Also in [18] Ni, Lehnert and Weiner modeled SPM and SHG-based thresholder devices for use in SPE-OCDMA systems. Matinfar and Salehi in [19] , [20] studied the SHG device as a preprocessor in ultrashort light pulse detection with Gaussian background noise and SPE-OCDMA systems with multiple-access noise. They succeeded in accomplishing in-depth statistical studies in order to model the SHG-based systems in thin and thick crystal regimes to evaluate the error probability of the proposed system. NOLM-based power-cubic thresholder is also theoretically investigated in [21] . While in the aforementioned article it has been emphasized that inclusion of beat noise to the model would be important, however for the sake of simplicity, the effect of beat noise is neglected. Also, in [21] the photodetector is modeled as a linear device with respect to the input optical power. In this paper we intend to complete and fulfill an in-depth analysis and study on the statistical behavior of an ultrafast digital lightwave communication system based on a power-cubic nonlinear preprocessor. In addition to ASE noise that is modeled as an additive Gaussian noise due to optical amplifier, photodetector shot noise and electronic circuit thermal noise are included in our analytical studies. Beat noise, being a serious limiting case in many optical systems [22] , [23] , is also taken into account. Furthermore, as a more realistic model, the photodetector is modeled as an absolute squared energy detector ,with respect to input electrical field [18] [19] [20] . Toward mathematical realization, the LP3 probability distribution is presented as an excellent approximation for modeling the statistical behavior of the decision variable. The moments of the decision variable are obtained through elaborate statistical calculations. Since any appropriate LP3 distribution is uniquely distinguished by its three characteristic parameters, we have successfully determined our desirable LP3 pdf based on calculated moments of decision variable. The effects of shot and thermal noises are also included to the model, and finally, the system error probability expression is obtained and calculated numerically. It must be noted that in the SPE-OCDMA system utilizing On-Off Keying (OOK) modulation, after the spectral phase decoding at the receiver, the ultrashort pulse must be efficiently detected despite Gaussian noise due to multiple access interference (MAI) and ASE. In the same fashion as [16] , [19] which serves as pioneer works for [17] , [20] , the results presented in this paper would shed light on the performance studies of SPE-OCDMA receiver using power-cubic preprocessor. The rest of this paper is organized as follows. In section II the system description and its equivalent mathematical model are presented. In section III, an accurate model (i.e., LP3) for the probability density function of the decision variable is obtained. Section IV presents the method of finding the parameters of the probability density function based on the moments of the decision variable. In section V, effects of shot and thermal noises on the decision variable are discussed, and section VI, discusses the methodology in obtaining the receiver's optimum threshold and error probability. In section VII, the numerical results and error probability curves based on the analytical model obtained in previous sections are plotted and discussed. Section VIII concludes the paper.
II. SYSTEM DESCRIPTION AND MATHEMATICAL MODEL
A typical ultrafast digital lightwave communication system using a power-cubic optical nonlinear preprocessor is shown in Fig. 1 . Assuming On-Off Keying (OOK) modulation at the transmitter, the receiver must have the ability to correctly detect bits, 0 or 1, sent by the transmitter. To this end, we first place an erbium-doped fiber amplifier (EDFA) for amplification of the received optical signal to repel the unfavorable effects of shot and thermal noises at the front end of the receiver. An optical band-pass filter eliminates out of band ASE noise. The output of the filter encounters the nonlinear power-cubic preprocessor followed by a photodetector. After clock recovery and sampling, the decision variable is compared with a threshold level in the comparator to determine the transmitted bit. According to the model presented in [14] , in the case of absolute initial balance of the loop in nonlinear optical loop mirror (NOLM) and assuming small nonlinear shift regime (φ N L = ΓP r 2 << 1), the preprocessor acts as a cubic-law device. Hence, the output instantaneous power of the preprocessor is proportional to cubic power of input instantaneous optical power (P out = kΓ 2 P 3 in (t)) where k and Γ are two constants related to the physical structure of the NOLM device. Following the photodetector model as an energy detector, the photodetector obtains the average power of the input signal within its response time [19] , [20] . The mathematical expression for the sampled output electrical current of the photodetector (Y ), neglecting effects of shot and thermal noises, is expressed as follows:
Where, T p is the response time of the band-limited photodetector, inversely proportional to photodetector bandwidth. Also R is the responsivity of the receiver's photodetector which is equal to R = (ηq e )/(hν) [24] where η is the quantum efficiency of the photodetector, q e is the electron charge, h is the Planck constant and ν is the incident light frequency. In (1), r (t) denotes the received optical signal after the blocks of EDFA and bandpass filter. Indeed, r (t) is the envelope of the optical electrical field normalized such that the instantaneous optical power equals to the absolute square of the signal (P rec (t) = |r (t)| 2 ). Due to OOK modulation, r (t) consists of an ultrashort pulse and noise if the transmitted bit is one, and noise only if the transmitted bit is zero. Following the notation of [19] :
where a(t) = √ GA (t) and b corresponds to the transmitted bit, 0 or 1, and G is the total power gain experienced by the signal in the path from the transmitter laser source to the input of the preprocessor of the receiver, rephrased from [25] 
and L 2 are the loss before and after amplifier, respectively. Also A(t) is the transmitted ultrashort optical light pulse and n(t) is the filtered amplified spontaneous emission (ASE) due to EDFA. The output temporal pulse shape A(t) of the light source, i.e., mode-locked laser (MLL), at the transmitter is considered to be a Sinc-function A (t) = √ P 0 Sinc(t/τ c ) in which τ c and P 0 denote pulse duration and peak power, respectively [18] , [19] , [26] . At the input of the nonlinear device in the receiver, the pulse amplitude is scaled with the total power gain, i.e., a (t)
where P r GP 0 in (3). The baseband equivalent of filtered ASE in the input of NOLM device can be expressed as n (t) = p (t) + jq(t) which is assumed to be a complex band-limited white Gaussian process with p (t) and q (t) as its quadrature components. Indeed, p (t) and q (t) are Gaussian independent stationary processes with zero mean and autocorrelation functions as:
where σ 2 0 can be expressed as σ 2 0 = (δL 2 )/(2τ c ). In this expression L 2 and δ/2 denote the loss after the amplifier and the two-sided power spectral density of ASE noise, respectively. Furthermore δ n sp (G amp − 1) hν [27] where n sp is the spontaneous parameter of EDFA. An important parameter is yet to be defined is the processing ratio of the photodetector, i.e., P RD = T p /τ c , which will be used extensively in the next sections [19] , [20] . Using the model presented in this section, a step-by-step analysis of the system performance is carried out in the following.
III. VERIFYING THE DECISION VARIABLE (Y ) PROBABILITY DENSITY FUNCTION USING MONTE-CARLO SIMULATIONS
In this section the statistical distribution of the decision variable Y , expressed in equation (1), is investigated. We only consider ASE noise and shot and thermal noises are neglected in this section whereas their effects are taken into account in section V. The values of parameters used in simulations in this section are the same as those specified in TABLE I, unless mentioned otherwise. Precise evaluation of the system performance requires obtaining the probability density function (pdf) of the decision variable (Y ). As a rule of thumb, Gaussian assumption of the decision variable has been held for many applications [16] [17] [18] , [21] . Hence, the Gaussian approximation has been employed for power-linear receiver bit error rate analysis. The decision variable in the case of the power-linear receiver could be expressed as:
The result has been plotted in Fig. 2 , depicting the usefulness of Gaussian approximation. Indeed, the Gaussian approximation is completely accurate and matches to the Monte-Carlo method as depicted in Especially since, the decision variable Y 1 at the photodetector output could not take negative values, Gaussian distribution is not strictly approved. However, in the power-linear receiver, the Gaussian approximation for the pdf of the decision variable Y 1 still yields satisfactory results as it is obvious in Fig. 2 .
To verify the precision of Gaussian pdf in our problem, Monte-Carlo simulation is employed in this section utilizing the mathematical model discussed in the previous section. In Figs. 3 and 4 the histograms of the decision variable Y are depicted for the two cases of b = 1 and b = 0 respectively, and its equivalent Gaussian pdf -with the same mean and variance-is also plotted for P r = 35 dBm and P RD = 50. It could be observed from Figs. 3 and 4 that Gaussian approximation is not well-fitted for our decision variable Y , mostly possible since Y is the output of a highly nonlinear process, i.e., power-cubic process.
To highlight the extent of deviation of this approximation (i.e., Gaussian pdf approximation) from it's true value, a comparison is made with the Monte-Carlo method in the case of error probability in Fig. 5 for two different values of P RDs. Fig. 5 shows that Gaussian approximation leads to erroneous results especially for high peak power pulses. Among various other well-known two parameter probability distributions, such as Gamma, inverse Gaussian, Log-normal, Weibull, Erlang, Nakagami and many others, no probability distribution could be fitted to our decision variable Y . However, among the more advanced three parameters distributions, such as Generalized extreme value, Generalized Gamma, Generalized logistic and, etc., the Log-Pearson type III (LP3) distribution is the pdf completely fitted to the decision variable Y . Fitting tests are generally used to check how well the distribution fits the data samples showing the compatibility of random samples with a theoretical pdf. TABLE II shows the result of goodness of fitting procedures with 2.5×10 5 independent samples of the decision variable Y employing EasyFit software (with P r = 35 dBm, P RD = 50 and b = 1) for several well-known distributions based on commonly used tests namely Kolmogorov Smirnov, Anderson Darling and Chi-Squared [28] . In this table, each pdf is assigned by a rank number for a specified fitting test method that shows how well our decision variable histogram is fitted to this pdf applying the corresponding test method. Indeed, considering a specified test method, the better the fitness of a particular pdf to our decision variable histogram, the lower the rank number assigned to that pdf in the table. From TABLEII, it is clear that LP3 distribution virtually fits to our decision variable. Several typical fitting procedures using various other system parameters were performed, and nearly all had the same results and reconfirmed the goodness of LP3 distribution for the decision variable Y . However, only one simulation result is presented in Figs. 6 and 7 as an example. It must be noted that the Monte-Carlo method is a powerful approach in determining the system bit error rate. However, this method is very time-consuming and requires very large computer resources. Also this approach is not feasible for error probabilities lower than almost 10 −6 due to the long time required for simulation. In the case of our problem the Monte-Carlo method consumes much more time for higher values of P RD. Therefore, the LP3 model is a useful method to obtain the bit error rate of the system with a simple computer code and achieve the result in a few seconds. 
IV. STATISTICAL MODELING OF THE DECISION VARIABLE (Y ) BASED ON LP3 DISTRIBUTION
As discussed in the section III, the general form of the decision variable Y is well modeled with LP3 distribution, however in finding the exact mathematical form of the required LP3 pdf we need to obtain three unknown characteristic parameters of the LP3 pdf. In general LP3 pdf is expressed as follows [29] , [30] :
Also, the cumulative distribution function (cdf) of LP3 random variable can be expressed as:
Where α b > 0, β b = 0 and γ b are unknown parameters which must be characterized to completely express the expressions for LP3 pdf and cdf. Γ( ) and Ln( ) denote Gamma function and natural logarithm function, respectively. Also P is the lower incomplete gamma function defined as P (a, x) = (1/Γ (a))
x 0 e −t t a−1 dt and Q is the upper incomplete gamma function defined as Q (a,
Furthermore, the moments of a random variable Y with LP3 distribution can be expressed as [30] :
Based on the system model presented in section II, the first three moments, µ
2 and µ 
The second order moment can be expressed as:
Where: µ
2,3 = 52.8σ 
The third order moment can be expressed as:
In which: µ +43.56bP 
Indeed, the nonlinear equation (20) first has to be solved in order to obtain β b parameter. Knowing β b , α b is obtained readily in equation (21), and finally γ b is obtained from equation (22).
V. EFFECTS OF SHOT AND THERMAL NOISES In this section, effects of shot noise of the receiver's photodetector and thermal noise of the front end electronic stage of the receiver are taken into account and the statistics of decision variable is derived. We denote Y sh,th to be the decision variable that considers the effects of shot and thermal noises and can be defined at the output of the receiver's sampler as follows:
In the above equation, i shot−noise (t) is the shot noise current at the output of the photodetector and i thermal (t) is the current added to the shot noise due to thermal noise of the electronic front end of the receiver. Indeed, i shot−noise (t) includes the statistical properties of the added Gaussian noise to the signal due to ASE and shot noise of the photodetector. For obtaining the statistics of the final decision variable Y sh,th , we first consider its statistics conditioned on ASE noise. Since the random variable Y sh,th includes Y , then the condition has to be applied on Y . The cdf of random variable Y sh,th can be written as:
Conditioned on (Y = y), i shot and i thermal are two independent Gaussian random variables with y and zero mean and variances σ 2 shot = (2q e y)/T p and σ
, respectively, where K B is the Boltzman constant and T r is the absolute temperature of the receiver in Kelvin and R L is the equivalent load resistance in the front end stage of the electronic part of the receiver [24] . The bandwidth of the receiver's photodetector and electronic circuit are assumed to be identical and equal to BW = 1/T p . The exact statistics of i shot conditioned on (Y = y) follows a Poisson distribution [24] , but for the sake of mathematical simplicity we consider it to be approximately Gaussian without any loss of accuracy [24] . Accordingly, because of statistical independence between the shot and thermal noises, the random variable Y sh,th , conditioned on (Y = y), is a normal random variable with a mean value equal to y and variance equal to ((2q e y)/T p + (4K B T r )/(R L T p )). Therefore, the cdf of random variable Y sh,th , can be expressed as:
Using equations (24) and (26), the cdf of Y sh,th can be written as:
Where Φ(.) is the cumulative distribution function (cdf) of the standard normal distribution [31] and is defined as Φ (x)
. For the derivation of the error probability, including the effect of shot and thermal noises, the integral in equation (27) Y (0) = 0 and obtaining du/dy = u (y) as:
Where W (x, y) in (28) is:
Then, substituting (du = u (y)dy) in ( vdu) from (28), equation (27) can be shown to be equal to:
Substituting equation (7) into equation (30) and employing numerical integration, F (b) Y sh,th (x) can be readily obtained.
VI. ERROR PROBABILITY AND OPTIMUM THRESHOLD
The error probability of the system can be expressed as follows:
Note that the cdf of the decision variable for two cases of with and without shot and thermal noise effects were calculated in previous sections. And if the threshold level (i.e., T h) is known and fixed, the error probability in equation (31) can be written as:
Where in equation (32), F (0) ξ and F
(1) ξ are the cdf of the decision variable assuming bit zero and bit one being transmitted, respectively. Also, the variable ξ can take on two values namely Y given in equation (7) and Y sh,th expressed in equation (30) denoting decision variable with shot and thermal noises exclusion and inclusion, respectively. In obtaining the optimum threshold, T h must be specified such that the expression for P E in equation (32) is minimized (P E| min = P E| T h=T h OP T ). In the next section, the error probability curves are numerically calculated based on minimizing equation (32) in order to find the optimum threshold and its equivalent error probability.
VII. NUMERICAL RESULTS
The parameters used in our numerical error probability calculations are shown in TABLE I. First, a Monte-Carlo simulation with 10 7 independent samples of decision variable Y is performed to serve the performance comparison of power-cubic receiver against power-quadratic (SHG and TPA devices) and power-linear (no nonlinear preprocessor) counterparts. Recalling decision variable of the power linear receiver Y 1 in equation (5), for a power-quadratic receiver, the decision variable Y 2 can be expressed as:
Where ϑ in (33) is a device parameter related to the physical structure of TPA or SHG. Due to the fact that we neglect shot and thermal noises in our analysis in Fig. 8 , the value of ϑ is irrelevant in our simulations in this figure. By letting ϑ = 1 the result of the Monte-Carlo simulation is depicted in Fig.  8 . Fig. 8 shows performance superiority of the power-cubic receiver over the other two receivers. It is worth noting that many other simulations with various parameters were carried out and all resulted in demonstrating the performance superiority of the power-cubic receiver. However, for the sake of brevity we only presented one of the many cases in Fig. 8 . Fig . 9 shows the error probability curves based on the analytical LP3 model of the decision variable Y and the Monte-Carlo approach neglecting shot and thermal noises. Also the results of Gaussian approximation and Gram-Charlier analytical method -all for a power-cubic nonlinear receiver-presented in [20] are depicted. It is clear that our proposed LP3 analytical model is an accurate model. In [20] , the Gram-Charlier method whose pdf is approximated based on the first three moments of the random variable, is employed in order to model the pdf of the power-quadratic receiver. However, when the GramCharlier method is used for the case of a power-cubic receiver, according to our several comparisons with various system parameters, this method is no longer accurate and the proposed LP3 model, as it is shown in Fig. 9 , is more favorable.
In Fig. 10 , the error probability of an ultrafast digital lightwave communication system is depicted considering ASE noise of EDFA and ignoring shot and thermal noises. This condition is valid when ASE is the dominant noise in the system while shot and thermal noises are negligible. Also, the error probability for power-quadratic receiver (thin SHG crystal) based on Gram-Charlier approach employed in [20] is shown for comparison. Physical parameters of SHG used here, are also specified in TABLE I. The curve of error probability for ultrafast optimum detection (employing an ultrafast photodetector without any nonlinear preprocessor) is also shown in the same figure [26] . As expected based on our Monte- Carlo simulations, neglecting shot and thermal noises, power-cubic receiver has superior performance than power-quadratic receiver. In Fig. 11 the effects of shot and thermal noises are included. For a low thermal noise condition (i.e., R L = 10KΩ) the power-cubic thresholder outperforms the power-quadratic. However, for a high thermal noise situation (i.e., R L = 100Ω) in low power regime (P r < 38dBm) the SHG device has superior performance. On the contrary, for a high power regime (P r > 38dBm) the power-quadratic device has better performance due to the dominance of the ASE noise in high power regime. Indeed, due to the NOLM design in [14] with a low value of power transmittance parameter (k = 0.01), in the low power regime, the output power of NOLM is lower than SHG and as a result, NOLM has a lower performance than SHG. Also, in Fig. 12 the effect of the power transmittance parameter of the device (k) on the system performance is shown and as mathematical formulations suggest, higher values of k eventuates a more robust operation of the receiver when encountering the destructive effects of shot and thermal noises. Hence, in the design of the power cubic device this point must be taken into consideration. In Fig. 13 , for a fixed received peak power at the receiver (P r = 38 dBm) the performance of the power-cubic and power-quadratic systems are compared versus ASE noise power. From this figure it can be observed that for high thermal noise conditions (i.e., R L = 100Ω) and low ASE conditions, the SHG device outperforms the power-cubic device but when ASE power is increased the power-cubic based system shows a superior performance when compared to SHG. Also in lower thermal noise conditions (i.e., R L = 10KΩ) the power-cubic preprocessor has greater performance for any values of ASE power level. As a result, in the device design and implementation of the NOLM, greater value of k must be taken into account.
VIII. CONCLUSION
To conclude, the power-cubic NOLM based nonlinear preprocessor in an ultrafast digital lightwave communication system is mathematically investigated. We began by modeling the mathematical structure of the receiver, and the corresponding error probability curves were obtained using Monte-Carlo simulations. We also show the low accuracy of Gaussian approximation using Monte-Carlo simulations. Afterward, the goodness of Log-Pearson type III (LP3) distribution for characterization of the decision variable is shown based on matching the decision variable histograms to various known distributions. In specifying the parameters of LP3 distribution, the first three moments of the decision variable are obtained, and the parameters of LP3 were derived based on those three moments. We followed our analysis by adding the effects of shot and thermal noises to the receiver and an expression for the distribution of decision variable is also obtained. Finally based on our mathematical and statistical evaluations, performance and error probability of the ultrafast digital lightwave system were numerically calculated and error probability curves for various conditions are compared. Also the performance of power-cubic nonlinear preprocessor is compared with a power-quadratic preprocessor (SHG crystal) in various conditions and the performance superiority of power-cubic in various scenarios, i.e., low thermal noise conditions, high received power conditions and high ASE noise power conditions, is demonstrated.
APPENDIX A DERIVATION OF LP3 PARAMETERS BASED ON MOMENTS OF Y
Here the method of derivation of equations (20), (21) and (22) are explained in detail. Based on (8), we have: µ
Taking natural logarithm of both sides of equations (34), (35) and (36):
γ b is eliminated by simultaneously solving (37) and (38). As a result α b is expressed as follows:
Furthermore, α b can be written differently by replacing γ b from (37) in (39):
Equating (40) and (41), the nonlinear (20) is deduced. This equation has to be numerically solved to give β b value. Knowing β b , α b would be readily obtained as in (40) and then, using (37), γ b is obtained as expressed in (22) .
APPENDIX B DERIVING FIRST ORDER MOMENT
In this appendix, the first order moment of the random variable expressed in (1) is obtained. Assuming b = 1, the expectation value of expression (1) is obtained as follows:
Defining p 1 (t ) a(t ) + p t to simplify mathematical expressions, (42) can be rewritten as below: Due to the statistical independence of p 1 (t ) with q(t ) discussed in section II, (43) can be simplified as:
Using expressions for the arbitrary order moments of Gaussian random variable in [32] and noting that p 1 t ∼ N ormal(a t , σ 0 2 ) for all t and q t ∼ N ormal(0, σ 0 2 ) for all t as discussed in section II of the paper, the following expressions are obtained:
Substituting expressions (45) into (44) we have:
Changing the integral variable u = t /τ c it can be shown that:
For obtaining (47) and for P RD 1, three integral forms must be calculated as below:
Finally, the mean of the decision variable can be obtained as follows:
For b = 0, the mean of the decision variable can be obtained using (51) and holding P r = 0 as below:
APPENDIX C DRIVING SECOND ORDER MOMENT In this appendix we intend to drive a mathematical expression for the second order moment of the decision variable Y . Following the approach employed in appendix B, we begin by assuming that the transmitted bit is bit one (b = 1). And also in simplifying mathematical expressions, the variance of the decision variable Y is first calculated, then, the second order moment is obtained based on the mathematical expression of the variance, i.e., µ 2
. The variance term can be expressed as follows:
J(t , t )dt dt
Where J t , t in (53), is expressed as:
Where the expressions of J 1 t , t and J 2 t , t are:
Employing variable change of u = t /τ c and u = t /τ c , the form of the above expressions for the variance would be:
We note that in the integrand function in (57), four random variables exist namely,
and q 1 (u τ c ) V 4 which in accordance to our discussions in section II of the paper, are jointly Gaussian random variables with mean vector and covariance matrix as:
where in the above equations a 1 a(u )/ √ P r Sinc u , a 2 a(u )/ √ P r Sinc u and R 1 sinc(u − u ). Since the elements of the vector presented in (60) are jointly normal, the joint characteristic function of the decision random variable can be expressed as follows:
The joint moments of random variables presented in (60) can be expressed using the joint characteristic function as follows:
Therefore, (58) and (59) can be readily calculated with the help of joint characteristic function as follows:
Which z ij in (66) and (67) is:
Using the symbolic tools of Matlab software, J 1 and J 2 in (66) and (67) are obtained and then replaced in (57), the variance can be written as:
Where I 0,i in (69) can be expressed as follows:
Where TABLE III. Using values in TABLE III , summing all terms in (69), the variance can be expressed as: 
Also the variance for transmitting bit zero (b = 0) can be easily derived from (71). Equating P r = 0, the variance for bit zero is:
Using the mean values (µ
1 ,µ
1 ) from appendix B and variances from (71) and (72), second order moments for the bit one and the bit zero can be expressed as follows:
10 0 P r × P RD +1152σ 
APPENDIX D DRIVING THIRD ORDER MOMENT
In this appendix the third order moment of the decision variable is derived. Similar to the approach employed in the previous appendix, the moment is calculated for transmitted bit one (b = 1), after that the moment is calculated for b = 0. The third order moment can be expressed as:
Where in (75) G u, u , u = G 0 (u) G 0 (u )G 0 (u ). Also G 0 (x) can be expressed as:
Similar to the approach employed in appendix C, with using the joint characteristic function of six jointly normal random variables namely,
and q(u τ c ) V 6 , now by defining: 5 ∂s
In which z ij s are given in equation (68) Other than terms classified into cases A-Z, a large amount of terms that is not possible to show due its volume remain. Indeed, these terms are all the functions of u, u and u that are concentrated around zero. They have considerable value only for u ∈ [−1, 1], u ∈ [−1, 1] and u ∈ [−1, 1]. For these terms and due to assuming P RD >> 1 in the case of our problem, the triple integral in (75) can be calculated with keeping P r and σ 0 as symbolic variables and numerical integration with respect to u, u and u . While the numerical integration is performed for three different values of P RDs namely, P RD = 15, P RD = 20 and P RD = 25, the outcomes are nearly the same. Also in cases A-Z mentioned above, and for calculating triple integral in (75), four integral forms are required that have been expressed as follows:
I 1 (n 1 , n 2 , n 3 ) = k−1 dudu du ; i ∈ {1, 3} , j ∈ {1, 2} , k ∈ {2, 3}
Where in (83), (84) and (85), i, j, k ∈ {1, 2, 3}. These integrals are calculated in the tables IV, V, VI and VII. Finally summing all related terms, the third order moment can be expressed as follows: 
