WHOI acoustic telemetry project interim report 12/1/88 - 6/1/89 by Catipovic, Josko A. & Freitag, Lee E.
-
-
WHOI-89-21 
WHOI Acoustic Telemetry Project 
Interim Report 12/1/88 - 6/1/89 
by 
Josko Catipovic, Lee Freitag 
Woods Hole Oceanographic Institution 
Woods Hole, Massachusetts 02543 
July 1989 
Technical Report 
Funding was provided by the Ofice ofN a val Research 
under contract Number N00014-86-K-0751, and 
by the Charles Stark Draper Laboratory Inc. 
teproduction in whole or in part is permitted for any purpose of the 
United States Government. This report should be cited as: 
Woods Hole Oceanog. Inst. Tech. Rept., WHOI-89-21. 
Approved for publication; distribution unlimited. 
Approved for Distribution: 
atJJij.~ 3J 
Albert J. J'nliams 3rd, Chairman 
Department of Applied Ocean Physics and Engineering 
WHOI Acoustic Telemetry Project 
Interim report 12/1/88 - 6/1/89 
Josko Catipovic Lee Freitag 
June 13, 1989 
1 Introduction and Progress Overview 
This interim report covers the progress of the acoustic telemetry project 
during the period 12/1/88 to 5/15/89. In general, the work followed the 
format specified in WHOI proposal No. 5674.1. The major exception was 
the deletion of the transmitter array development task and a corresponding 
funding decrease from $242,242 to $170,000. In addition, the period for the 
funding was extended to June 30, partly due to a two month delay in project 
startup. 
The telemetry project was centered around the construction, program-
ming and testing of a digital receiver prototype capable of supporting future 
signal processing algorithms in real-time over ocean acoustic channels. The 
baseline receiver consists of a two-channel analog quadrature demodulator, 
and interface to a multiprocessor receiver for digital signal processing. 
The software developed includes routines for command and control of the 
analog demodulator, data handling and formatting, and minimal software 
to digitally implement an incoherent MFSK demodulator, synchronizer and 
data decoder. Data storage and display programs were also completed to 
facilitate the performance analysis of the unit during testing. 
The system was tested in Woods Hole harbor at data rates up to 4800 
bits/sec. The acoustic channel was time-dispersive Rayleigh fading, and 
performance close to theoretical expectations was achieved. We are confident 
that the system error behavior is arising from channel-caused effects and 
known deficiencies in system performance, such as excessive synchronizer 
steady-state jitter. 
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Figure 1: Acoustic telemetry transmitter block diagram 
1.1 System overview 
The acoustic telemetry test bed consists of a digital MFSK transmitter, 
developed with NSF funding, an analog demodulator, developed with ONR 
funding, and the signal processing receiver, developed on this project. 
The transmitter is diagrammed in Figure 1. It is a small device consist-
ing of a Motorola 68HC11 processor capable of digitally generating analog 
waveforms for data transmission. It is capable of transmitting 1.5 kbyte 
prestored buffers for experiments requiring arbitrary waveforms. It can also 
input a continuous data stream and modulate it in real-time at rates up to 
2500 bits/ sec. The system is capable of encoding the data stream with con-
volutional error correction codes, but this capability has not yet been used 
for this project. A set of software routines for progranuning the 68HC11 
transmitter and downloading arbitrary waveforms was developed at no cost 
to this project and is available for use. 
The demodulator is diagrammed in Figure 2. It was developed with 
ONR funds for ·other telemetry projects, and is available at no cost to this 
project. A printed circuit version is being constructed as a part of this 
project. The unit is also suitable for multichannel coherent data acquisition 
and processing. It consists of a piezoelectric crystal and 35 dB signal con-
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ditioning preamplifier housed inside a hydrophone mold. The conditioned 
signal is input to a two-channel surface-housed receiver. Each receiver chan-
nel consists of a digitally programmable bandpass filter with 24 dB /octave 
rolloff on high and low-pass ends, followed by 0- 90 dB programmable gain 
amplifier, a quadrature demodulator, sin and cosine anti-alias filters with 48 
dB/octave rolloff, 12-bit digitizers and an interface to the digital processor 
network. 
The digital receiver is implemented on an INMOS T800 transputer net-
work and represents the major development effort undertaken on this project. 
At present 5 processors are used. Any processor can be interfaced to the 
demodulator unit. In practice, one processor is interfaced to each of the 
two demodulator channels, and can adaptively reconfigure the demodulator 
as well as extract and format the input data. The other three processors 
perform signal processing and decoding tasks and output the data. 
The transputer array is housed in a portable IBM-compatible personal 
computer (PC). The PC supplies the code development environment and 
a disk and monitor for data storage and display. The transputer compiler, 
linker and loader all reside on the PC disk and run within the MS-DOS 
operating system. This packaging yielded an easily portable system. 
1.2 Tests done 
The telemetry project has a permanent mini-laboratory placed at the south-
west corner of the WHOI dock, and we have the use of a large harbor barge 
approximately 700 m away from the WHOI dock. These facilities have been 
used for performance testing of the acoustic telemetry system over actual 
marine channels. The test geometry yields a fully saturated, fading, disper-
sive channel, very characteristic of many shallow water and confined geome-
try acoustic propagation channels, and generally accepted as the worst-case 
ocean acoustic channel. 
Acoustic data was transmitted over this test range at data rates up to 
4800 bits/ sec. Measurements of the channel scintillation index, impulse re-
sponse, and channel transfer function have also been made. We are currently 
attempting to integrate those measurements into a channel model which will 
be used to improve the accuracy of performance prediction. 
1.3 Algorithm work done 
Substantial time and effort was spent writing signal processing and system 
software for the transputer array. At present, we have a software shell 
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written in the occam programming language which constitutes the receiver 
framework. The individual signal processing tasks are integrated into the 
shell, which provides inter-process data buffering and system control. A 
rudimentary receiver was programmed and executes in real-time at data 
rates up to 4800 bits/sec. The software is explained in greater detail in the 
transputer receiver section. 
2 Description of acoustic communication test bed 
· hardware 
This section contains a detailed description of the acoustic telemetry system 
hardware, in particular, the digital receiver and interface to the demodula-
tor, both of which were developed for this project. A description of the 
transmitter and demodulator is also included for completeness, and relevant 
schematics are included in an appendix. 
2.1 Transmitter 
The transmitter was developed for acoustic telemetry from pelagic fish, and 
was designed with severe space and power constraints. It employs a Motorola 
68HC11 for digital waveform generation. Two on-board interrupt timers 
are used to control the data buffer sample rate and the duration of the data 
buffer transmit time. The data buffer is either constructed from sine look-up 
tables in real-time (at data rates less than 2.5 kbits/sec), or precomputed 
buffers can be read out from the data memory and transmitted. Since the 
68HC11 has 2k bytes of program EEPROM, and only 500 bytes are required 
for the program, l.Skbytes are available for arbitrary waveform buffers. This 
mode has been useful for system testing at data rates above 2.5 kbitsf sec and 
for generating arbitrary waveform channel probe signals. A block diagram 
of the transmitter is in figure 1. 
The transmitter generates a baseband version of the transmitted signal, 
consisting of up to 64 tones distributed in 128 tone bins. The baseband 
signal is up-shifted using a double sideband modulator. The DSB modulator 
replicates the baseband signal onto two adjacent bands. This provides a 
frequency diversity of 2 for each transmitted tone. The carrier frequency is 
software programmable within the range of DC- 100kHz. 
In addition to the DSB modulated data buffer, the transmitter can syn-
thesize tone bursts useful for frame synchronization purposes. The duration 
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of the tone can be varied in 8 IJSec increments, and the frequency is pro-
grammable from DC - 100 kHz. 
There are several operational versions of the transmitter, each suited to 
a different propagation geometry: 
• A transmitter may be used with a 30-60kHz 32 element array with a 
source level approx 180 db re J.'Pa. The array beamwidth is 15 degrees 
but can be narrowed to as little as 7 degrees by rewiring the elements. 
The transmitter is packaged in two 6" diameter, 20" long cylinders. 
The package contains a 48-hour battery pack for stand-alone remote 
use. 
• A Tonpilz transducer with a ±60 degree beamwidth, 10- 40 kHz band-
width, and source level up to 180 dB re J.'Pa is also available with a 
68HC11 transmitter. It is packaged in a 6" by 20" cylinder with a 
150-hour power supply. This unit was used for most of system testing 
to date. 
• Two 15-20 kHz transmitters with 180 dB power outputs are available. 
These units have been manufactured under license by Datasonics Inc. 
to our specifications. The units are standard 68HC11 transmitters 
with a command and control link for feedback. 
• An omnidirectional15-20 kHz version with a power output of 190 dB 
{peak) will be available shortly for long-range testing. This unit, also 
manufactured by Datasonics, was purchased specifically for use on this 
project. 
2.2 Receiver- demodulator 
The receiver processes the signals from piezoelectric hydrophones. The hy-
drophones currently in use consist of Benthos AQ-2 and Benthos AQ-4 
piezoelectric elements coupled to a 35 dB voltage gain preamplifier. The 
unit sensitivity is -158 dB re J.'Pa per volt at 1 kHz and 10 kHz, -159 at 30 
kHz, and -161 at 100 kHz. The preamplifier drives a 50 Ohm load and is 
capable of driving 1 km of coax cable at 10 kHz. The hydrophone crystals 
and preamplifiers are electrically shielded with a coat of conducting paint, 
largely to reduce 60 Hz interference. The beam pattern is omnidirectional 
in X-Y plane up to 100 kHz and omnidirectional in the X-Z plane up to 10 
kHz. 
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The receiver was developed as a high-capability acoustic front-end, and 
is specifically targeted at acoustic data telemetry and high resolution sonar. 
Each of the channels has the following subsystems: 
• A bandpass filter is provided at the front end to avoid saturating the 
unit with out-of-band signals and noise. The low- and high-pass rolloff 
is 24 dB per octave, The center frequency and filter bandwidth are dig-
itally programmable. Both can be set to 256 programmed positions. 
The selectable range can be modified by component substitution. Cur-
rently the center frequency can be set from 1 kHz to 100 kHz and the 
bandwidth from 1 kHz to 20 kHz. 
• The bandpass filter is followed by a programmable gain stage. The 
gain can be adjusted over a 90 dB range in 1.5 dB steps. 
• The signal is quadrature demodulated by Analog Devices AD630 de-
modulators. These units provide approximately 90 dB of dynamic 
range. The demodulating frequency is digitally selectable over a 1 -
100 kHz range, and the range can be extended by component selection. 
• The quadrature demodulated signal is low-pass filtered by 48 dB per 
octave analog filters. Analog filters were chosen over switched capac-
itor units because of greater inherent dynamic range. The filters are 
programmable from DC to 51.2 kHz in 200 Hz steps, and the phase 
response is matched to better than 1 degree over the range of interest. 
• The anti-alias filters are followed by simultaneous sample and holds 
and digitizers. Currently 12-bit 100kHz A/D converters are used, but 
the components are pin compatible with 14-bit 100kHz and 12 bit 200 
kHz A/Ds. 
• The A/D converters are interfaced to INMOS T800 transputers via 
20 Mbit/sec serial links. A single processor controls a demodulator 
channel and formats the output data. The units are designed for use 
with a T800, although an interface to the PC AT bus is also available. 
Four analog output taps are available from each channel. They are: 
the buffered hydrophone output, the band-pass filter output, and the two 
low-pass filtered quadrature channels. 
The present demodulator is a wire-wrapped prototype. It exibits air 
proximately 1.5 bits of noise output at maximum gain. The PCB version 
currently in layout is expected to reduce the system noise to less than 1 bit. 
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The demodulator is packaged in a 13"x12"x9" splashproof aluminum box 
for field use, and draws approx 30W of power. It has been used extensivly 
on the WHOI dock and at sea. 
2.3 Transputer interface hardware 
A transputer serial link is a high-speed, special purpose, communication 
channel made for inter-processor communication. In order to talk to other 
types of devices, adaptor integrated circuits made by !NMOS are used. 
These link adaptors provide eight-bit parallel 1/0 while maintaining proper 
serial link protocols at either 10 or 20 Mbits per second. Thus very high 
throughput may be attained with the outside world. 
The programmable devices within the analog front-end are identified 
by eight-bit addresses, and accept eight-bit parameters. Devices take from 
one to three address locations depending on how many bytes are required to 
completely specify the program parameter. The digitized data from the A/D 
converters is 12-bits, and an additional bit indicates whether it is in-phase 
or quadrature. 
The serial down-link interface puts the device address and a data value 
onto the digital bus of the front-end and then provides a strobe. The serial 
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up-link uses a data-ready signal to begin a transaction, then folds the con-
verter output into two bytes which are passed up the link. A programmable 
logic device was used for a portion of the circuitry to provide a high degree of 
integration. The interface is housed in the same portable box as the analog 
circuitry. Complete schematics are included with this report. 
3 Transputer-based receiver 
The transputer is a powerful microprocessor developed specifically for mul-
tiprocessing and it is ideally suited for applications where the algorithms to 
be implemented can be mapped to a coarse-grained parallel processing ar-
chitecture. The real-time acoustic telemetry receiver is one such application, 
and the signal processing requirements for that system map very neatly onto 
this architecture. 
The transputer system has been programmed to work as a basic acoustic 
receiver processing system, and extending the system to include additional, 
more sophisticated, algorithms will be straightforward. The array has also 
been interfaced to the analog front-end described earlier in this report. The 
programmable devices in each channel of the front-end are accessible via 
transputer software, and the system is very extendable since only one link 
is required for each input channel and there is no common bus to saturate. 
The system has been implemented on an array of INMOS T800 Trans-
puters which are installed on an INMOS motherboard in a personal com-
puter. The motherboard has 10 sites for transputer modules (TRAMS) and 
currently 5 are installed. Four of them have 32Kbytes of static RAM, and 
one has 128K of SRAM and 2Mbytes of dynamic RAM. This large mem-
ory TRAM is called the root transputer and it is used to run the compiler, 
linker and configurer. While all of the files used by the transputer software 
development system reside on the PC, they actually execute on the root 
transputer. 
Transputers, their programming language and their capabilites are de-
scribed in references [4j, [5J and [6J. The actual hardware and software 
products (transputer modules, module motherboard and the development 
system) are detailed in manuals and INMOS technical reports. In what fol-
lows, the software development environment is described and the software 
written for the project to date is presented. 
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3.1 Developing transputer software 
Developing software for the transputer network usmg the !NMOS 0705 
Toolset involves several steps. 
1. An occam program for each transputer must be written. This pro-
gram may actually be (and usually is) a combination of several occam 
processes which run in parallel, each allocated processor time by a 
microcoded scheduler built-in to the transputer. Any one of these 
processes may be an occam shell which manages a program written in 
Fortran, Pascal or C. Thus it is possible to use conventional languages 
and existing code with the transputer array. 
2. The program is compiled to a binary object file and linked with the 
appropriate libraries. For a mixed-language program, the non-occam 
program must be compiled and linked before the occam harness is 
compiled and linked. 
3. After all of the programs for the array have been run through the 
previous step, they are ready to be configured for the network. To do 
this, a file which describes all of the interconnections between proces-
sors is written, and the configurer is run. The configurer puts together 
a file which contains all of the code for the processor array, and adds 
additional instructions which allow the code for each processor to be 
passed through the network to the correct destination. 
4. To run the configured executable image on the processors a program 
on the PC called the alien file server is used. It loads the configured 
code onto the root transputer, and also takes care of requests for host 
resources. Thus it acts as a server and runs simultaneously on the host 
to provide access to files, video display, keyboard and PC memory if 
required. 
One of the major advantages of the transputer occam system is that 
its parallelism is inherent, not added on. Constructs in the language allow 
for parallel processes to be spawned very simply, and those processes may 
be moved from processor to processor as required to share the load across 
the network. If an algorithm running with two others on a single processor 
overloads that processor as the algorithm is refined, it may be easily moved 
to its own processor with little software effort. If a particular routine exceeds 
the capability of a single processor, then a way of breaking it up must be 
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Figure 3: Transputer system block diagram 
found so that it can be placed on multiple processors. This could take the 
form of two sequential algorithm halves, one performed after the other, or 
two processors working in tandem on different portions of the input data. 
3.2 Receiver system 
The transputer system as it is configured now includes five transputers per-
forming the tasks as shown in Figure 3. With the exception of the trans-
puter performing the FFT, none of the processors are heavily loaded. Since 
most algorithms get more complex (and thus CPU intensive) as they are 
developed, a conservative system configuration policy is being used to place 
programs within the array. This results in initial under-utilization, but will 
save time as program code is incrementally expanded. A detailed description 
of the software processes running on each transputer follows. 
3.2.1 Synchronizer transputer 
The synchronizer processor controls one analog front-end channel, runs an 
extended delay locked loop (DLL), and provides the data collection processor 
with an estimate of the data packet arrival time. The analog front-end is 
setup to band-pass filter and demodulate the received synch pulse. The filter 
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is programmed to pass the pulse and remove most of the data spectrum, and 
the demodulator brings the pulse down to baseband, in essence performing a 
hardware correlation. The 12-bit digitized data is sent to the DLL processor 
over a transputer serial link. 
The synchronizer samples on either side of the synch pulse and attempts 
to keep the pulse in the center of the sample window. However, the data 
packet acquisition program must be handling data during the time just 
following the pulse, and is idle only after the previous packet has been re-
ceived. Thus the two processes are never idle at the same time and therefore 
must communicate via a buffer process running in the background on the 
synch processor. This process simply calculates the correct start time for 
the packet acquisition process, and at that time sends out a "go" signal to 
start it. This is one of the advantages of the occam language, an interme-
diate process benchtop for decoupling two "orthogonal" processes is very 
simple and allows the connected algorithms to be as standard as possible, 
i.e. any idiosyncrasies in timing or format are accounted for by the buffer, 
and algorithms require few implementation-specific modifications. 
3.2.2 Data acquisition transputer 
The data acquisition transputer controls the second analog front-end chan-
nel, collects sampled data, converts it into the appropriate format and then 
sends it to the FFT input buffer. The control performed on the analog 
front-end includes programming for the correct passband and demodulation 
frequency and providing adaptive system gain. This automatic gain control 
( AGC) is done by the processor after each frame is collected. This allows 
gain tracking at a rate equal to the number of frames collected, which is at 
present approximately 80 times per second. Along with formatting the input 
data the program can window each data frame for the fast Fourier trans-
form. A Hanning window is currently available, but any window generating 
procedure may be inserted into the program. The load for this transputer is 
directly proportional to the sampling rate, and as this is a parameter which 
should remain flexible, the entire processor was dedicated to just this one 
task. In addition, it allows arbitrary pre-processing if required. The current 
sample rate is 20 kHz complex, so data is acquired at 40 kHz. The system 
can run at much higher sample rates depending upon how much processing 
is done on each data point. 
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3.2.3 Fourier transform transputer 
This transputer includes an input buffer and the FFT. The transform algo-
rithm used is mixed-radix, written in occam and optimized for speed, not 
code size. Despite this, it fits without difficulty onto a 32K RAM transputer 
module. Excluding I/0 it performs a 128 point complex FFT in 4.1 ms and 
a 256 point complex FFT in 9.6 ms, without bit-reversal. 
The input buffer is a high-priority process which interrupts the FFT 
algorithm each time data is sent to it from the data acquisition transputer. 
This context switch is entirely transparent to the programmer, although the 
number of context switches per second was considered when this portion of 
the system was designed. The amount of time required for the scheduler 
to change tasks is 78 cycles when the FPU is in use, or 3.9 JlS, but to 
avoid excess switching from task to task the input data is actually sent in 
small bursts, several data points per burst. This makes the interprocess 
relationship more efficient. 
3.2.4 Decoding transputer 
The data from the FFT is passed to a process which recovers the information 
from the magnitude-square of the FFT output. At present no error correc-
tion coding is done, so this procedure simply looks at the MFSK signal and 
decides, based on relative magnitudes, whether a particular transmitted bit 
is a zero or one. To determine the number of errors in the received sequence, 
the incoming data is checked against the known transmitted data and the 
number of errors is tabulated, along with the signal-to-noise ratio. 
In the future this transputer (and perhaps several others) will be used for 
a soft-decision, maximum likelihood, Viterbi algorithm. A short constraint 
length code may be implemented on a single transputer, but as the constraint 
length is increased, the number of M-fold comparisons required at each step 
increases and will eventually swamp the processor. An area of future work is 
a general purpose, coarse-grained, parallel version of the Viterbi algorithm. 
3.2.5 Root transputer 
The root transputer maintains ties with the host machine and provides ac-
cess to host resources. For most programs data display and file access is 
all that is required. While in earlier versions of the software the decoding 
from MFSK and error tracking was all done on the root transputer, the cur-
rent version allows root processes extensive amounts of time to write to the 
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screen or to disk. This effectively decouples the real-time processing portion 
of the transputer system from the more mundane statistic accumulation and 
archiving tasks. 
3.3 Future transputer system work 
A new, easier to use, version of the Toolset has become available, and it 
provides a better interface to the host computer. In putting the system 
described above together, many low-level routines had to be written just 
to do screen and disk accesses. Work will begin shortly on upgrading the 
system to use the new development tools, and joint work on the system shell 
will be done to standardize the receiver structure. This will allow work at 
Draper and WHOI to proceed in parallel using the same software shell and 
also make integration easier. 
4 Test results to date 
A major thrust of the project is extensive testing in the ocean environment, 
and the project has acquired facilities and test equipment for fast turnaround 
testing in Woods Hole harbor and coastal waters. We routinely set up, 
complete and dissasemble a telemetry test with four people in four hours. 
This includes setting up the receiver and test equipment in a dockside van, 
deploying the transmitter from a coastal craft, performing the tests, and 
removing the equipment to the laboratory. 
The first stage of the testing procedure consisted of developing a set 
of performance benchmarks to assure that the equipment performs close 
to theoretical expectations. The goal is to ensure that project hardware 
performs in accordance with theoretical expectations, and we assume that 
approaching analytic performance expectations is a necessary and sufficient 
confirmation of hardware performance. 
The first system test was an evaluation of error probability in additive 
white gaussian noise (AWGN). The error probability for incoherent demod-
ulation in AWGN is 
System performance in AWGN was simulated with a programmable arbi-
trary waveform generator and the receiver operated in real-time to generate 
the results shown in Figure 4. It is seen that the system performs accord-
ing to expectations. We believe this test to be significant in resolving any 
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Figure 4: Telemetry system performance in benchtop AWGN environment 
present and future doubts about hardware defects and breakdowns, and the 
test may be repeated whenever hardware malfunctions are suspected. 
The second battery of tests was done at the WHOI dock. The transmitter 
was located near the Bigelow building and the receiver in the van at the 
southwest corner of the dock. Source receiver separation was approximately 
30m for two tests, and lOOm for the other. Three tests were run, and the 
results are shown in Figure 5. The scintillation index, defined by [3J 
(where I is the signal intensity an and E() denotes the expectation oper-
ation) was measured during a short-range test and ranged between 0.3 and 
0.7. 
Curve 2 reflects system performance with a sing le diversity transmission. 
A single CW tone was demodulated to simulate data transmission. A CW 
transmission is an important performance test because it isolates the effects 
of signal fluctuation/fading from multipath and synchronization problems. 
Curve 3 reflects error performance of a diversity 2 transmission. Perfor-
mance improvement is noticable, as expected in a fading environment. 
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Figure 5: Telemetry system performance in a dockside experiment 
Curve 4 is from an experiment involving transmission of an ASCII mes-
sage string at 5 kbits/sec. The difference between 3 and 4 is due to synchro-
nization and multipath effects. The source-receiver orientation was selected 
for this experiment to minimize multipath, and thus most of the discrep-
ancy is due to errors in the synchronization process. We expect to refine 
this testing procedure as more work is done on the synchronization .system. 
Curves 1 and 5 are predicted system performance in the Rayleigh fading 
(o-j = 1) and the AWGN (o-j = 0) environments. 
Figure 6 shows the system error performance over the 700 m path from 
a barge to the dock. A typical channel impulse response is shown in Figure 
7. Expected system performance over the Rayleigh fading channel by a 
diversity 2 incoherently demodulated system is shown in the solid trace. The 
dotted line represents AWGN performance. It is seen that the performance 
is somewhat better than anticipated. We expect the discrepancies may be 
due to the fact that the channel may not have been fully fading, although 
we are still investigating possible errors arising from the SNR estimator. 
We are currently developing a suite of system tests to isolate the effects of 
signal fading, multi path and synchronization jitter. When complete, this set 
of tests will allow independent optimization of synchronizer, equalizer/echo 
canceler and demodulator parameters, all of which are important for the 
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next phase of develpment work. 
4.1 Test facilities and equipment 
The telemetry project has priority access to two equipment vans on the 
WHOI dock. One van is located adjacent to the instrument test well; this 
location is suitable for instrument calibrations and controlled channel ex-
periments. We have created a controlled multipath test environment for 
equalization algorithm development. The multipath structure and multi-
path dynamics are precisely controllable, and the intent is to determine 
system performance in a gradually more dynamic environment. 
The other van is at the southwest corner of the WHOI dock with unob-
structed access to two in-harbor test ranges. 
• The project has access to a harbor barge approximately 700 m away. 
We have access to indoor lab space on the barge. The channel between 
the barge and dock can be considered Rayleigh fading . 
• We have established a test site at the mouth of the WHOI harbor 1.2 
km away from the receiver. The site is suitable for extended trans-
mitter deployments and was selected because of heavy current (up to 
3 m/sec) and frequent boat traffic. We expect this test site to be use-
ful for documenting system performance during extemely bad channel 
conditions. 
The test equipment available to the project includes a signal analyzer and 
digital oscilloscope, both with GPIB data logging capability, and a general 
purpose data acquisition program written for the Transputer network. We 
have the capability of logging up to 400,000 complex data points from the 
input channel continuously, and analog recording capability using Draper 
Lab's VCR. Standard lab equipment is also available. 
5 Future algorithm development 
The acoustic telemetry system as presently configured is capable of support-
ing computationally in~ensive signal processing algorithms in real-time. This 
feature will be exploited during Phase II of the project with the develop-
ment of error correction coding, equalization and echo-cancelling algorithms 
to improve the reliability of transmitted data. The development effort dur-
ing Phase II will be subdivided into four tasks: error correction coding, 
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synchronization, least squares equalization using existing algorithms, and 
maximum likelihood equalization using new techniques specifically devel-
oped for the ocean acoustic channel. The four tasks will be pursued in 
parallel in order to make maximum use of the testing facilities and system 
hardware. We anticipate that it will be possible to accomodate the in-water 
testing requirements of all four tasks. 
The following are task descriptions, personnel assignments and prelimi-
nary schedules. 
5.1 Error Correction Coding 
Error correction coding is required on ocean acoustic channels because of 
extensive signal fading. An acceptable channel model is the Rayleigh fading 
channel with extensive fade coherence in time, and frequency independent 
fading. Convolutional coding has been shown to perform well over this 
channel model, and we shall implement several convolutional codes to try to 
understand the in-water performance levels and compare them to theoretical 
predictions. • 
5.1.1 Short constraint trellis codes 
Short constraint length (K < 10) trellis codes can exibit significant cod-
ing gain over the Rayleigh fading channel. They are simple to implement, 
and the decoder complexity required for the optimal Viterbi algorithm is 
realizable with the Transputer network for 5 kbit/second rates. We in-
tend to develop a simulation environment (ported over from Catipovic's 
thesis work) for evaluating convolutional code performance over dispersive 
Rayleigh fading channels. The simulation results will be compared to per-
fomance achieved over actual in-water channels. 
The software development and testing effort will start in July '89, at 
the beginning of Phase II, and continue until December '89, the end of 
Phase II. We expect to implement a generalized Viterbi decoder capable 
of decoding any rate n / m codes. The transputer multiprocessing structure 
allows parallel implementations of several Viterbi decoders for real-time code 
comparisons over identical data sets. This task will be undertaken by Jasko 
Catipovic and Lee Freitag at WHOI. 
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5 .1.2 Sequential decoding of long constraint trellis codes 
The error performance of short length codes degrades as fade coherence 
increases. While this problem is traditionally solved by signal interleaving, 
we believe a more robust method is sequential decoding of long constraint 
length codes. This method uses an extremely complex code, but the decoder 
complexity is reduced by taking advantage of periods of high signal quality. 
In a sense, the decoder "smoothes" over extended areas of degraded signal by 
using information from areas of high signal quality. Our theoretical analysis 
of algorithm performance indicates that we can expect robust performance 
with SNR and bit error rates equivalent to or better than any known code 
[1] . 
The software development effort will start in September or October '89 
and continue at least until the end of Phase II. We expect to build on the 
performance results achieved with Viterbi decoding of shorter codes. This 
task will be undertaken by Josko Catipovic with support from Lee Freitag. 
5 .1.3 Binary expurgated modulation 
The ocean channel is bandwidth limited by attenuation at high frequen-
cies, and ambient noise at low frequencies. It is becoming apparent that 
the fundamental limits to underwater acoustic telemetry are the available 
bandwidth and· the channel-caused signal phase fluctuation . 
During Phase I, work was begun on a bandwidth-efficient integrated 
modulation and coding method. The method uses trellis-coded modulation 
of a Binary expurgated MFSK signal set. Preliminary results indicate that 
bandwidth expansion (BE) factors 1 as low as 1.2 can be achieved, and 1.6 
to 1.7 are practical. The code error performance is comparable to a diversity 
4 uncoded system, which has a BE of 8. Uncoded MFSK has BE of 2. This 
technique may allow data rates of 10 kbits/sec over 10 km shallow water 
channels and thus extend the state of the art in acoustic telemetry. 
During Phase II we intend to continue theoretical work on this technique 
and design and implement several test codes. We expect to have at least 
one code operational by the end of Phase II. This work will be undertaken 
by Josko Catipovic. 
'Bandwidth expansion factor is the number of Hs of bandwidth required to transmit 
one data bit per second. 
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5.2 Existing equalization algorithms 
Equalization of the underwater acoustic channel is difficult because of time-
variant behavior; the convergence rates of the algorithms tend to influence 
performance more than the steady-state behavior. Mark Fiorillo of CSDL 
will select and implement several promising equalization algorithms with the 
goal of improving overall system performance. The object is to implement 
reliable and known equalization methods and document their performance 
over actual ocean channel. This work is currently underway and we expect 
to have at least one operational algorithm by the end of Phase II. 
5.3 EM equalization algorithms 
Maximum likelihood (ML) parameter estimation, particularly estimate-maximize 
(EM) algorithms [7] capable of iteratively computing the maximum likeli-
hood estimate of an extended parameter, appear very promising for equaliza-
tion and channel state estimation in underwater acoustic telemetry. During 
Phase II, we intend to formulate the ML channel equalization problem and 
apply the EM algorithm. 
The first task to be solved is that of optimally processing the surface 
echo. In many underwater telemetry scenarios, the receiver is located near 
the surface, and the signal echo from the surface or a nearby scatterer, such 
as a ship hull, can severely degrade system performance. Most past solutions 
consisted of physically shielding the receiver hydrophone from downward-
radiating sound. This technique requires large mechanical shields and is 
clumsy to implement. We intend to determine the range of conditions in 
which optimal processing of the surfac~ echo actually increases system per-
formance. If the received signal is given by 
r(t) = al(t)x(t) + a2(t)x(t- T(t))ef8(t) + n(t) 
where x(t) is the transmitted signal, a1(t) and a2(t) are time variant 
signal amplitudes (perhaps Rayleigh distributed), T(t) is the delay difference 
between the two paths, and O(t) is the phase difference between the two 
paths, then there exists a set of conditions where processing both arrivals 
improves system performance. The proposed estimator jointly estimates 
a1 , a2 , T(t) and O(t) and applies the estimates to improve the decoder. 
An obvious upper bound is a diversity of 2 system. Starting in July '89, 
we propose to quantify the performance improvement under a variety of 
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conditions, propose and implement an algorithm for optimal processmg, 
and confirm our results in the water. 
We will extend this work to the several-multipath case and hopefully 
to typical multipath structures encountered in the ocean. This work will 
be undertaken by Josko Catipovic of WHOI and Meir Feder of Tel-Aviv 
University during the summer of '89. Ehud Weinstein may also participate 
in this task. 
5.4 Synchronization 
Frame synchronization is an essential part of the telemetry system. Dur-
ing Phase I, an extended delay lock loop was implemented as part of the 
skeleton receiver. Mr. Ira Ekhous of CSDL is to undertake further synchro-
nization system development. At the present time, frame synchronization 
jitter is believed to be a dominant cause of system errors, and a better un-
derstanding of the synchronization problem is urgently needed. This is a 
major bottleneck for system testing since robust data transmission methods 
cannot be readily evaluated with the present synchronizer system. We hope 
that a synchronization task for Phase I and Phase II will be formulated in 
the near future. 
6 Appendix 
This appendix contains a copy of the paper presented at the 6th Interna-
tional Symposium on Unmanned UntetheredSubmersible Technology by Lee 
Freitag. The report summarizes the work performed as part of this project, 
and is intended to be complementary to the rest of the interim report. 
Schematics of the Datasonics-built transmitter and WHOI-built demod-
ulator/receiver are included for completeness. 
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ABSTRACT 
A high performance system for communication 
with untethered underwater vehicles is presented. The 
system is centered around multiple digital processors 
which perform a variety of signal processing taaka. 
The processors are combined into an array using a 
flexible architecture designed for communication pro-
cessing. A basic system has been tested at 5 kbit/sec 
over the Rayleigh-fading multipa.th channel in Woods 
Hole harbor. 
To combat the deleterious effects of the fluctu-
ating ocean channe~ a series of algorithms designed 
to produce low error-rate communication is being im-
plemented on the array. The processing elements are 
!NMOS T800 transputers and the number of trans-
puters may be selected at deployment time to meet 
the requirements of a particular task. The result is 
a powerful and flexible architecture for underwater 
acoustic communication. 
INTRODUCTION 
One of the many difficult tasks facing designers 
of unmanned untethered vehicles operating in the 
ocean is providing reliable, high-speed, communica-
tion with the remote vehicle. A focus of current re-
search is acoustic telemetry in the 10 - 50 kHs band. 
While the range of acoustic signals at these frequen-
cies should in theory yield communication links with 
rates of 5k to 20k bits per second (bps), attaining 
theoretical performance limits is difficult due to the 
complexity of the required processing system. 
The environment that an underwater vehicle may 
be operated in may change rapidly depending on sea 
conditions and channel geometry. Some of the prob-
lems frequently encountered are signal fading, phase 
fluctuation and multipath, and all of these processes 
are time, frequency and space dependent [1] [2] [3] . 
Overcoming the effects of these phenomena requires 
sophisticated signal processing algorithms and a pro-
cessing engine capable of implementing them in real 
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time. The signal processing system described here 
is designed to allow for the implementation of algo-
rithms which will make possible communication un-
der worst-case conditions. 
The project described in this paper haa two main 
goals: develop theory and techniques for high-speed 
digital communication in the ocean by acoustic means 
and develop signal processing hardware and software 
for real-time, in-water, testing of algorithms using a 
multiprocessing approach. Theoretical work is cen-
tered on counteracting multipath, fading and Doppler 
aa well as providing synchronisation between source 
and receiver. The goals for the processing portion of 
the work include the general task of developing mul-
tiprocessor architectures for acoustic telemetry, and 
the specific work involved in developing a system ca-
pable of real-time signal processing. 
This paper is divided into three main sections. 
The first describes the problems faced by an acoustic 
telemetry system designed to work in the ocean. The 
second contains background on the multiprocessor 
system, introduces the notion of a relocatable process 
and discusses methods for connecting processes. In 
the third section the complete system and results 
from one test are presented. 
PROBLEM FRAMEWORK 
The problems which the signal processing system 
is being used to overcome are described below. In 
addition, the communication scheme selected for im-
plementation is presented and the type of algorithms 
required to effectively process the transmitted data 
are discussed in terms of specific acoustic channel 
phenomena. 
Acoustic telemetry in the ocean represents a stan-
dard, though quite difficult, communication prob-
lem. In the design of any communication link the 
transmission medium and link requirements define 
the resulting system. In what follows, the ocean is 
discussed as a communication channel, and the dif-
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Figure 1: Time wavefonn with synch pulse. 
ficulties associated with using that channel are de-
scribed. Means of overcoming channel difficulties are 
suggested, and a communication system framework 
is presented. 
Modulation and transmission 
In selecting a modulation method for the worst-
case ocean channel the issue of phase stability was 
considered carefully. While coherent communication 
may be possible under some conditions, an incoher-
ent modulation technique, multiple frequency shift-
keying (MFSK), was chosen for simplicity and ro-
bustness [4j. MFSK is an M-ary version of standard 
FSK. The number of bits which may be transmitted 
at any given time depends on the frequency spacing 
tlf and available bandwidth. If one bit is repre-
sented by a tone in one of two frequency bins, and 
a spacing of 78 Hz is used, then 64 bits requires .10 
kHz of bandwidth. The amount of time that a set of 
tones must be transmitted is 1/ tlf and thus for 78 
Hz spacing frame duration is 12.8 msec. The corre-
sponding data rate is 5k bps. 
A frame may be generated using an inverse FFT 
or a sine lookup table, depending on the number of 
FSK tones used. An inverse FFT is efficient for a 
large M (M > 16), and a prestored table if M is 
small. After modulation to MFSK, this baseband 
signal is up-shifted to the desired carrier frequency. 
Single or double sideband modulation (DSB) may be 
used, but DSB modulation doubles the number of 
transmitted baseband tones, in effect implementing 
explicit frequency diversity for each transmission. In 
the Rayleigh fading environment this method is valu-
able, even if error correction is used [1j . 
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Figure 2: Spectrum of the time waveform showing 
both sidebands centered around the modulation fre-
quency. 
Figures 1 and 2 show examples of a signal in time 
and frequency. The time wavefonn begins with a 
synchronization pulse and it is followed by a data 
packet made up of a number of data frames. The 
spectral plot shows the arrangement of tones around 
the carrier frequency. 
Synchronization 
Incoherent demodulation of the MFSK sequence 
described above requires an external synchronization 
reference to indicate the start of a data frame. There 
will normally be movement between source and re-
ceiver so that packet arrival time varies continuously. 
Thus, new arrival estimates must be made frequently. 
One reason for selecting the incoherent MFSK sys-
tem is that it eases synchronization requirements. In 
current work frames of 12.8 msec are used, and it has 
been shown that significant high frequency channel 
B.uctuations are smoothed over by extending a tone 
duration past 10 msec [2j. 
The synchronization task for MFSK packet trans-
mission reduces to the problem of accurately tracking 
the arrival of each packet. The required synch accu-
racy is proportional to the data frame duration, and 
is typically 10% of the frame length [Sj . One method 
of synchronization is the delay-locked loop (DLL) 
which performs optimally in the additive white gaus-
sian noise (AWGN) environment [6j . However, signal 
fading and multipath both influence the performance 
of the DLL synchronizer. The mean time to loose 
lock is particularly affected [5j [7j , and multipath 
causes a quasistatic offset in the desired synchroniza-
a.t 
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Figure 3: Initial arrival and reflections due to multi-
path of a 300 microsecond pulse transmitted across 
Woods Hole harbor. 
tion estimate (6]. Reducing the steady state synchro-
nizer jitter, minimizing the mean time to loose lock 
in a fading environment, and providing consistent 
synch estimates in the presence of time-varying mul-
tipath are currently being investigated. 
Fading and error correction 
The dispersive nature of the ocean medium is 
manifested in frequency dependent signal fading (3]. 
Communication over a fading channel requires a sig-
nificantly larger signal-to-noise ratio (SNR) than a 
channel with only additive white gaussian noise. The 
shallow-water, long-range, horizontal channel at fre-
quencies above 15 kHz may be modeled as Rayleigh, 
and the uncoded bit-error probability is given by 
1 
Prc(SNR) = 2 + SNR (1) 
For Pre= 10-6 , 60 dB of SNR is required. Con-
volutional coding is one method of improving per-
formance over correlated fading channels (8](9]. Be-
cause convolutional codes with rates of less than 1/2 
significantly reduce total link throughput in an al-
ready bandwidth limited system, work is being done 
on more bandwidth effi.cien~ coding methods. 
Multipath and echo canceling 
As an acoustic signal propagates through the wa-
ter, reflections due to local geometry and tempera-
ture gradients cause it to be seen at the receiver as 
a distinct series of arrivals, each the result of travel 
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over a different path. Figure 3 shows the arrivals of 
a 300 microsecond pulse transmitted over 700m in 
Woods Hole harbor. A group of secondary signals 
appears about 3 msec after the initial pulse, and an-
other approximately 12 msec after the initial arrival 
Multipath such as that shown in Figure 3 causes 
a data frame to be corrupted with interference from 
previously sent frames arriving late. Inter-symbol in-
terference resulting from multipath must be compen-
sated for with some knowledge of the channel impulse 
response, and the impulse response changes naturally 
over time and due to shifts in source-receiver geome-
try. A system for dealing with echoes must monitor 
changes in the impulse response and track it as it 
varies. Many methods exist for canceling echos in 
a time-varying environment (8J, but the speed with 
which the impluse response can change makes this 
problem particularly challenging. 
Doppler shift 
The result of a non-zero relative velocity between 
source and receiver is a Doppler shift in the received 
data spectrum given by 
C- tlr fr=/.--
C - tJ• 
where c is the velocity of propagation, Vr and v. are 
the receiver and source velocities, and /. is the trans-
mitted frequency. 
MFSK modulation uses signal tones llf Hz apart. 
While I /r - /.] < D. f, Doppler effects are insignif-
icant, but as ]/r- /.] - llf , a Doppler correction 
is required. Doppler may be estimated from a ded-
icated pilot tone using a narrowband phase-locked 
loop. The loop bandwidth is determined by the max-
imum expected Doppler and the Doppler rate. An 
earlier version of the system employed Doppler track-
ing with good results (10]. Correction for Doppler 
may be implemented through carrier frequency and 
data sample rate adjustments. The first removes the 
shift at the demodulation frequency, and the latter 
the differential between frequencies across the spec-
trum. 
A com.munication system 
In discussing the physical realities which affect 
underwater data transmission, potential solutions in 
the form of modulation methods and specific signal 
processing algorithms have been identified. The sy&-
tem, shown in Figure 4, includes blocks which ad-
dress each of the sections outlined above. Before the 
signal processing system that has been developed to 
implement Figure 4 is presented, the processor ele-
ments and real-time processing are discussed. 
! 
OOPPI.£1! ANAlOG 
CCRRfCTION fRONT· SYNCHRONIZER 
£NO 
l 
l"fSI( 
OEMOOllATal 
~ 
ECHO-
CANC£l£R 
l 
ERRal 
CCRRfCTION 
OECOOER 
~ 
Figure 4: Diagram of the communication system. 
PROCESSING FRAMEWORK 
The elements chosen for the processor array are 
INMOS T800 transputers (llj. The T800 has a float-
ing point unit, built-in multitasking capability and 
four high-speed serial links for interprocessor com-
munication. With multitasking, one or more algo-
rithms may be run concurrently on a single process-
ing element. 
The language developed for parallel processing 
using transputers is occam, but other programming 
languages such as Fortran, Pascal and C may be used 
with it. The transputer and occam form a powerful 
combination for multiprocessing because they allow 
the definition of processes and their interconnections 
independent of the final physical configuration (12J. 
Processes 
A process is a computational block with defined 
input and output. The simplest process does noth-
ing except I/0. Processes, which may be made up of 
any number of procedures and functions, communi-
cate over predefined channels which may be inter- or 
intra-processor. Multiple processes can run on one 
element up to the computational limit of the pro-
cessor and moving processes from one processor to 
another is not difficult. 
INPUT 
Figure 5: Array for combined parallel and pipelined 
processing. 
The flexibility of this approach becomes appar-
ent when the computational load of a given process 
changes during some stage of system development~ 
Processes can be easily redistributed to even the load 
across the array when required. 
Speeding things up 
While in many cases algorithms will run suffi-
ciently fast on one processor, some real-time sig-
nal processing tasks will require several processors. 
These algorithms may be run on a group of proces-
sors serially, using a pipeline of processors, or in par-
allel, where execution of independent tasks can take 
place simultaneously. The method used depends on 
precedence and whether or not the algorithms are 
parallelizable. An example of a combined system is 
shown in Figure 5. The left-hand portion of the ar-
ray is used to speed up a task which can be broken 
up into pieces that may be executed simultaneously. 
The remainder of the processes require the output of 
the previous one before beginning. 
Connecting processes 
A concern in any signal processing system run-
ning on an array of processors is interconnection of 
algorithms with different data flows. There are two 
types of tasks normally encountered in signal pro-
cessing, block-type tasks such as the FFT, and stream-
type tasks such as filtering ( 13J. While a filter can 
perform an iteration each time a new data point ar-
rives, a block-type procedure such as an FFT needs 
the entire data set before it can begin. Efficient con-
nection of two different types of processes nec~ssi­
tates controlled buffering to decouple the processes. 
Buffer use allows removal of strict synchronization 
requirements: data is sent to a buffer as it is pro-
cessed, and the next process gets it from the holding 
buffer as it needs it. 
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Figure 6: Standard analog front-end channeL Band-
pass filter, gain, demodulation frequency, lowpass fil-
ter and sampling frequency are all programmable. 
Input and output 
To construct a complete system some means of 
getting data in and out of the array is needed. Trans-
puter communication links are specialised, but inter-
face logic is straightforward and a variety of products 
which allow transputers to be connected to standard 
serial or parallel devices and mass storage units are 
commercially available. • 
To get data into the processor network a standard 
programmable analog front-end (Figure 6) has been 
designed and interlaced to a transputer serial link. 
Bidirectional communication allows control over those 
devices in the front-end which are programmable, 
and this makes things like digitally controlled am-
plifier gain possible. The unit has been designed 
for flexible use in acoustic telemetry research, and 
multiple units may be used for multichannel applica-
tions such as beamforming. The decentra.lized, one-
channel, one-processor approach is very powerful for 
high-speed acquisition and signal processing because 
additional processing elements may be added in lay-
ers as required to avoid saturating any portion of the 
processor network. 
Power, speed and size 
The transputer is available in modules with dif-
ferent amounts of memory. The smallest module has 
32K of fast static RAM, consumes approximately 1.2 
watts, and measures 3. 7xl inches. A 2-Mbyte, 5-watt 
module is only 3.7x2.15 inches. The T800 transputer 
running at 20 Mhz performs 10 million instructions 
per second, and 1.5 million floating point instructions 
per second. It does 4000k single length Whetstones 
per second as compared to the VAX 11/780 FPA run-
ning UNIX 4.3 BSD which attains 1083k Whetstones 
per second [14j. The compact size of the units, their 
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Figure 7: The transputer-based telemetry system. 
low power consumption and high perlormance make 
them well suited for real-time multiprocessing. 
A REAL-TIME ACOUSTIC 
TELEMETRY SYSTEM 
An array of transputers has been used to put to-
gether the framework of a complete system capable 
of handling the underwater communication problem 
described in the first section of this paper. A block 
diagram of the system is in Figure 7, and it may be 
seen, by comparing this figure with Figure 4, that 
the processor solution matches very closely the com-
munication scenario as described earlier. Each algo-
rithm is a process which may be placed on its own 
processor, or with others, if it does not require the 
resources of an entire processor. In what follows, 
each of the blocks in Figure 7 is discussed. 
Synch subsystem and data collection 
The synch processor runs an extended delay locked 
loop algorithm [15j in real-time. It uses the pulse 
transmitted at the beginning of a data packet to pro-
vide the data collection unit with information on the 
exact start of the signal waveform. A programmable 
analog front-end is used to separate the synch pulse 
from the data and demodulate it to baseband. This 
is then digitised and provided to the DLL algori£hm. 
The demodulator performs a hardware correlation, 
but the remainder of the algorithm is done in soft-
ware. 
The algorithm locks and then tracks by examin-
ing the energy in a window of sampled data contain-
ing the pulse. In its simplest form this algorithm is 
not computationally intensive, but a. complex version 
(capable of producing fine estimates with low jitter) 
requires additional processing power. For this reason 
the synchronizer has its own processor. 
The synch processor has complete control over 
the analog channel it is connected to, and the output 
of this processor is a message to the data collection 
processor as to when to begin collecting the current 
packet. This subsystem can be considered a "black-
box• by the rest of the system, and the algorithm 
running on it may be changed without modifying the 
rest of the system, as long as the form of the output, 
an arrival estimate, stays the same. 
The analog units are separate and programmable, 
so both processors exercise independent control over 
signal conditioning, demodulation and sampling pa-
rameters. This feature will allow the incorporation 
of spatial diversity at the receiver by replicating the 
data receiver front-end and the associated local pro-
cessing. 
MFSK demodulation 
The received data is passed to a processor which 
performs Fouri~r transforms on each frame. A mixed-
radix FFT program which can do a 256-point com-
plex FFT in less than 10 ms is used. If higher speeds 
are required, the mixed-radix technique allows break-
ing the algorithm into two pieces, each of which can 
be run on a different processor. As with the syn-
chronizer subsystem above, the FFT subsystem, no 
matter how many processors it requires, can be con-
sidered a single unit and treated accordingly. 
Doppler correction 
Correction for frequency errors due to movement 
between source and receiver can be done by adjusting 
the demodulation frequency and the sampling rate. 
A processor digitally calculates the Doppler shift of 
the incoming signa~ then utilizes the programma-
bility of the demodulator and the sample frequency 
generator to compensate. These two parameters can 
be set in small but discrete steps, and the object 
is not to track them exactly, but to keep If,. - /,I 
less than some t:..f which does not affect system per-
formance. The spacing of the MFSK tones may be 
selected so that several knots of relative motion does 
not affect the error rate. 
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Figure 8: Echo-canceler using an impulse responAe 
estimate from the synch pulse. 
Error correction decoding 
To cope with fading and other error-inducing chan-
nel mechanisms convolutional coding has been se-
lected for implementation. Convolutional coding cou-
pled with a Viterbi decoder is a means of error con-
trol which encodes data into a semi-infinite stream 
then, upon reception, decodes it using a sliding win-
dow across a trellis which represents the possible 
states of the encoder (9J. The amount of redundancy 
introduced into the data stream governs the effec-
tiveness of the code and this in turn affects the com-
plexity of the decoder. The Viterbi algorithm uses 
soft-decision decoding, so the output of the FFT may 
be provided to it directly, without any intermediate 
processing. 
Echo canceling 
The process flow for a basic echo-canceler is shown 
in Figure 8. This scheme uses the synch pulse to gen-
erate an estimate of the channel impulse response. 
The impulse response estimator provides the rela-
tive amplitudes and time delays to the echo canceler, 
which then compensates for the addition of the de-
layed replicas. Note that the impulse response is 
updated after each synch pulse. We are currently 
investigating ML sequence estimation equalizers and 
an integrated equalizer-decoder. 
SYSTEM PERFORMANCE 
A real-time acoustic telemetry receiver using a 
portion of the system described above has success-
fully received data at 5k bps over 700 meters in Woods 
100 
10° 
·. ••yl~lf.h .-.~unc a,._, 
:; (dt .. ,.ulc, ... 2) 
~ 
i 10 1 ] 
10-• •• Cau••l•n White Mol•• 
•••• Ch~l 
10• 
0 10 12 I< 16 .. lO 
Sicn.lto NoGc bio (dB) 
Figure 9: Error probabilities for Woods Hole harbor 
experiments, 100m range in water 6-18m deep. 
Hole harbor. Both source and receiver were fixed, the 
transmissions were uncoded, and echo canceling was 
not implemented. The tests have used a transmitter 
developed at WHOI for remote ocean instrumenta-
tion. For research purposes it has been programmed 
to send prestored buffers. The results of one 5k bps 
test are shown in Figure 9. This test was conducted 
at 25 kHz, and used data frames 12.8 milliseconds 
long, each containing 64 bits of information. The 
upper and lower curves in Figure 9 are theoretical er-
ror probabilities for incoherent communication in the 
Rayleigh fading channel (with diversity two), and the 
additive white gaussian noise channel. Additional 
experiments have yielded error rates as low as 0.003 
over the same path. 
Error correction coding and echo-canceling algo-
rithms are being evaluated and tested, and processor 
blocks in the array are reserved for those algorithms. 
As the algorithms are tested in the water, additional 
processors will be added to reach the desired perfor-
mance leveL 
SUMMARY 
This project's work in acoustic telemetry has cen-
tered on developing a flexible signal processing sys-
tem and on algorithms for improving the reliability 
of underwater communication. Using this process-
ing system algorithms will be tested in real-time and 
under realistic conditions. Theoretical work will be 
transferred to the system as it is developed, and iter-
ations that require additional processing power can 
be easily accomodated. 
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