In a typical learning problem, the goal is to use training data to pick one model from a collection of models that optimizes an objective function. In many multiagent settings, the training data is generated through the actions of the agents, and the model is used to make a decision (e.g., how to sell an item) that affects the agents. An illustrative example of this is the problem of learning the optimal reserve price in an auction. In such cases, the agents have an incentive to influence the training data (e.g., by manipulating their bids in the case of an auction) to game the system and achieve a more favorable outcome. In this paper, we study such incentive-aware learning problem in a general setting, and show that it is possible to approximately optimize the objective function under two assumptions: (i) each individual agent is a "small" (part of the market); and (ii) there is a cost associated with manipulation. For our illustrative application, this nicely translates to a mechanism for setting approximately optimal reserve prices in auctions where no individual agent has significant market share. For this application, we also show that the second assumption (that manipulations are costly) is not necessary, since we can "perturb" any auction to make it costly for the agents to manipulate. Finally, we prove that in the case of auction pricing, without any assumption, it is impossible to compete with the optimal revenue.
Introduction
Machine Learning is the science of computing a model or a hypothesis (from a fixed hypothesis space) that best describes data, or more generally, optimizes a given objective function over the data. This is done using a collection of observed historical data points, called training data. Many of the applications of machine learning are in environments that are game theoretic in nature, i.e., they involve multiple self-interested agents whose actions affect the data points that the machine learning algorithm observes, and who are affected by the outcome selected by the machine learning algorithm. A prime example of this is automated auction marketplaces such as the online advertisements market, where the agents are bidders who can influence the observed data point through the act of bidding. In this example, machine learning algorithms are often used to fine-tune various parameters in the auction (e.g., the reserve price) that have direct monetary impact on the bidders.
Learning in such game theoretic environments can be quite challenging: Agents are strategic and seek to optimize their own utility functions. If the outcome of the learning task has some impact on the utility of these agents, they might try to manipulate the training data to push the learning algorithm to make a decision to their advantage. The main challenge is to develop learning algorithms that encourage agents to behave truthfully, resulting in a correct outcome. Learning in the presence of such strategic agents has been studied the past, however known results are either for specific estimation problems [Dekel et al., 2010 , Meir et al., 2012 , Hardt et al., 2016 , or mainly in the context of prior-free mechanism design [Lu et al., 2006 , Balcan et al., 2005 which does not take advantage of any training data, or with a small number of non-strategic samples [Cole and Roughgarden, 2014] . In this paper, we study this problem in a simple (general) model of incentive-aware learning from a training data that strips away the learning complexity of the task to focus on the strategic component. A motivating application for this model is the problem of learning auction parameters such as the reserve price. In our model, the goal is to select one mechanism from a (potentially infinite) family of mechanisms (called the ground set) that optimizes an objective function (e.g., the revenue). Our main result is that it is possible to approximately optimize the objective function in this setting under the following two assumptions:
1. Individual agents are "small". 2 2. The mechanisms in the ground set are strongly incentive compatible, i.e., not only misreporting values is not better (for the agent) than reporting truthfully, but also it is worse by a specified margin.
A formal definition of the above properties in the general case is given in the full version. Under the above conditions, we can prove that there is an approximately incentive compatible mechanism whose value of the objective function is close to that of the best mechanism in the ground set.
We argue that these assumptions are reasonable in many practical settings. The first assumption holds in large markets where no agent has significant market power. For example, online advertisement marketplaces generally satisfy this. In fact, there is a growing literature in economics on market design for large markets that designs market mechanisms under similar assumptions [Kojima and Pathak, 2009, Budish, 2011] . Furthermore, as we will prove later in the paper, in the case of auction reserve pricing, without such an assumption it is not possible to get any positive result. Specifically, we show that in this model, it is not possible to design an incentive compatible auction that collects revenue more than the vanilla second price auction with zero prior knowledge.
The second assumption holds in situations where there is enough fluctuations in the environment so that a buyer (e.g., an advertiser) cannot safely misreport their data (e.g., their bid) without affecting the outcome to his detriment. For example, in a second price auction, if there is enough variance in the highest competing bid, overbidding runs the risk of winning an item at a price higher than its value, and underbidding runs the risk of not winning an item that is priced below its value. Such variance commonly exists in practice, which may, for example, come from the uncertainty in the prediction of the click-through-rates by the search engine in cost-per-click auctions, the changes of other buyers' bidding strategies, the random throttling, etc. On the other hand, for clean theoretical models, we will prove that in the motivating application of reserve price learning for auctions, even if the mechanisms in the ground set initially do not satisfy this condition: It is possible to modify them by adding a small "perturbation" so that the resulting mechanisms satisfy the above condition and the amount of revenue loss due to the perturbation is small.
The algorithm we propose is simple and practical: instead of picking the mechanism in the ground set that maximizes the value of the objective function (which would have been the natural thing to do in absence of incentive constraints), we use a randomized algorithm that picks a "soft" maximum among the mechanisms. Intuitively, this eliminates cases where a small change in the value of the objective function for a mechanism causes a sudden change in the output of the algorithm. The bulk of the work is in analyzing this mechanism and showing that it has the required incentive property and that it achieves an objective value close to the optimal.
Our contributions and techniques In summary, our contributions in this paper are as follows:
• We formalize a framework of incentive-aware learning for a major class of learning problems.
• Under this framework, we introduce the novel concept of strong incentive compatibility, which enables us to show a general randomized learning strategy that can "learn" an approximately optimal mechanism from a given ground set of truthful mechanisms that satisfy the strong incentive compatible property. In particular, the learning process is guaranteed to be approximately truthful and the degree of truthfulness as well as the approximate optimality becomes stronger as the buyer market power becomes weaker.
• More specifically, we present how this learning strategy can be used in an important industry application, the reserve price optimization in second price auctions. In particular, we will manually introduce the strong incentive compatibility of second price auctions with reserves by "perturbing" the auction a little bit.
• Finally, to complement our previous results, we show that the exact truthfulness and more revenue than vanilla second price auctions with zero-prior knowledge cannot be achieved simultaneously.
From technical point of view, as discussed earlier, our general learning algorithm is based on a "soft" maximum function that selects approximately optimal mechanisms from the ground set. Although the "soft" maximum function is similar to that of McSherry and Talwar [2007] applied in the context of differential privacy, techniques to prove the approximate incentive compatibility are quite different. In particular, the approximate incentive compatibility in McSherry and Talwar [2007] is derived from the differential privacy property of the mechanism, such as digital good auctions with unlimited supply, where the effect of one's misreporting on the total revenue is bounded by some constant.
However, such differential privacy property does not hold for general learning problems, such as the illustrative example that we consider, i.e., reserve pricing for single-item auctions, where we allow each buyer to misreport in m parallel single-item auctions simultaneously and the effect of one's misreporting on the total revenue cannot be bounded. Such a difference makes the problem more challenging and does require different techniques and concepts -strong incentive compatibility. In fact, strong incentive compatibility is critical to enabling the "soft" maximum based learning algorithm to work for the problems where the differential privacy property does not hold.
In order to apply our general result to the auction pricing application, we need some assumptions that are not automatically satisfied. To resolve this problem, we introduced some novel techniques to "perturb" the auctions given in the ground set. Intuitively, high-level ideas therein are to remove the discontinuity and eliminate the weak dominance in the system while sacrificing a small fraction of revenue.
Finally, in order to prove the impossibility result for auction pricing, we start with the observation that second price auction is Pareto optimal (except for some trivial corner cases) in the single sample case (only one auction and one item sold via the auction). Then we carefully generalize it to multiple sample cases by induction.
Related Work Balcan et al. studied the problem of designing digital good auctions (hence unlimited supply) via the technique of separating the market into two parts and applying the prices learned from each part to the other [Balcan et al., 2005] . Such a technique, in fact, creates many non-strategic samples. However, it is still limited to applications in separable environments. In particular, for single item auctions, the generalization -(i) separating buyers into different groups, (ii) learning reserve prices from bids in each group, and (iii) applying the reserves for other groups -can never be better than simply running a second price auction. Because the reserve price learned from each group can never be more than the highest bids within this group and applying such a reserve to other groups cannot be better than simply putting the buyers together and run a second price auction, where the second highest bid is no less than the reserve.
Another line of studies around prior-free auctions initiated by Cole and Roughgarden consider the design of approximately optimal mechanisms with oracle accesses to non-strategic samples of the prior distributions, while the number of such accesses is limited [Cole and Roughgarden, 2014 , Devanur et al., 2015 , Morgenstern and Roughgarden, 2015 , Gonczarowski and Nisan, 2016 , Balcan et al., 2017 . Dekel et al. and Meir et al. study the most classic learning tasks, regression [Dekel et al., 2010] and classification [Meir et al., 2012] , in game theoretic environments with some mild assumptions. In particular, the objectives in both the regression and classification problems are restricted to minimizing the loss functions. In contrast to such specific learning tasks, we consider learning with arbitrary objective with strategic agents having arbitrary utility functions.
For more related works, we refer the readers to the full version.
