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Non-equilibrium time evolution of bosons from the functional renormalization group
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We develop a functional renormalization group approach to obtain the time evolution of the
momentum distribution function of interacting bosons out of equilibrium. Using an external out-
scattering rate as flow parameter, we derive formally exact renormalization group flow equations for
the non-equilibrium self-energies in the Keldysh basis. A simple perturbative truncation of these
flow equations leads to an approximate solution of the quantum Boltzmann equation which does
not suffer from secular terms and gives accurate results even for long times. We demonstrate this
explicitly within a simple exactly solvable toy model describing a quartic oscillator with off-diagonal
pairing terms.
PACS numbers: 05.70.Ln, 05.10.Cc, 05.30.Jp, 76.20.+q
I. INTRODUCTION
Quantum mechanical many-body systems out of equi-
librium pose extraordinary challenges to theory. Al-
though powerful field-theoretical methods to formulate
non-equilibrium problems in terms of Green functions
and Feynman diagrams are available,1–8 in practice new
concepts and approximation strategies are needed. Be-
cause systems under the influence of external time-
dependent fields are not time-translationally invariant,
one has to formulate theoretical descriptions in the time
domain. Moreover, even if after a sufficiently long time
the system has approached a stationary non-equilibrium
state, such a state can exhibit properties which are rather
different from a thermal equilibrium state. For exam-
ple, the Fourier transform nk of the distribution function
at such a non-thermal fixed point can exhibit a scaling
behavior as function of momentum k which is charac-
terized by a completely different exponent than under
equilibrium conditions.9,10 In this case a simple pertur-
bative approach based on the quantum Boltzmann equa-
tion with collision integrals calculated in lowest order
Born approximation is not sufficient. The scaling behav-
ior close to non-thermal fixed points in simple models
has been studied within a next-to-leading order 1/N -
approximation.10 This method has also been used to
study the real-time dynamics of quantum many-body
systems far from equilibrium.11
Another useful method to investigate strongly corre-
lated many-body systems is the renormalization group
(RG), which has been extensively used to study the scal-
ing properties of systems in the vicinity of continuous
phase transitions.12 Although there are many successful
applications of RG methods to systems in thermal equi-
librium, there are only a few examples where RG meth-
ods have been used to study quantum mechanical many-
body systems out of equilibrium. Some authors10,13 have
focused on stationary non-equilibrium states, where the
system is time-translationally invariant so that the quan-
tum dynamic equations can be formulated in the fre-
quency domain. On the other hand, the more diffi-
cult problem of obtaining the time-evolution of quantum
many-body systems out of equilibrium has been studied
using various implementations of the RG idea, such as the
numerical renormalization group approach,14 the density
matrix renormalization group,15 real-time RG formula-
tions in Liouville space,16 and a flow equation approach
employing continuous unitary transformations.17,18 In re-
cent years a number of authors have also applied func-
tional renormalization group (FRG) methods to study
many-body systems out of equilibrium.10,19–26 While the
non-equilibrium FRG approach to quantum dots20–22
has so far only been applied to study stationary non-
equilibrium states, Gasenzer and Pawlowski26 have writ-
ten down a formally exact hierarchy of FRG flow equa-
tions describing the time evolution of the one-particle
irreducible vertices of interacting bosons out of equilib-
rium. Using a sharp time cutoff as RG flow parameter,
they showed that a simple truncation of the FRG vertex
expansion at the level of the four-point vertex reproduces
the results of the next-to-leading order 1/N -expansion.9
The specific choice of the cutoff procedure is a cru-
cial point when performing RG calculations and differ-
ent schemes had been proposed in earlier attempts to
describe non-equilibrium problems.16,21,25 In this work
we shall propose an alternative version of the non-
equilibrium FRG which uses an external out-scattering
rate as flow parameter. Such a cutoff scheme is closely
related to the “hybridization cutoff scheme” recently pro-
posed by Jakobs, Pletyukhov and Schoeller.22,25,27 Tech-
nically, we implement this cutoff scheme by replacing the
infinitesimal ±iη defining the boundary condition of the
retarded and advanced Green functions by finite quanti-
ties ±iΛ. Given this cutoff procedure, a simple substi-
tution in the usual hierarchy of FRG flow equations for
the irreducible vertices28 yields the FRG flow equations
describing the evolution of the irreducible vertices as the
flow parameter Λ is reduced. An important property
2of our cutoff scheme is that it preserves the triangular
structure in the Keldysh basis and hence does not vio-
late causality.
To be specific, we shall develop our formalism for the
following time-dependent interacting boson Hamiltonian,
H(t) =
∑
k
[
ǫka
†
k
ak +
γk
2
e−iω0ta†
k
a†−k +
γ∗
k
2
eiω0ta−kak
]
+
1
2V
∑
k1k2k3k4
δk1+k2+k3+k4,0
× U(k1,k2;k3,k4)a†−k1a
†
−k2
ak3ak4 , (1.1)
where a†
k
creates a boson with (crystal) momentum k
and energy dispersion ǫk, the volume of the system is
denoted by V , and U(k1,k2;k3,k4) is some momentum-
dependent interaction function; the minus signs in front
of the momentum labels of the creation operators in the
last line of Eq. (1.1) are introduced for later convenience.
As explained in Refs. [29, 30] the Hamiltonian (1.1) de-
scribes the non-equilibrium dynamics of magnons in or-
dered dipolar ferromagnets such as yttrium-iron garnet31
subject to an external harmonically oscillating microwave
field with frequency ω0. The energy scale γk is then pro-
portional to the amplitude of the microwave field. The
non-equilibrium dynamics generated by the Hamiltonian
(1.1) is very rich and exhibits the phenomenon of para-
metric resonance for sufficiently strong pumping.29,30
In practice it is often useful to remove the explicit
time dependence from the Hamiltonian H(t) in Eq. (1.1)
by going to the rotating reference frame. The effective
time-independent Hamiltonian H˜ in the rotating refer-
ence frame (denoted by a tilde) is obtained as follows:
Given the unitary time evolution operator U(t) defined
by
i∂tU(t) = H(t)U(t), (1.2)
we make the factorization ansatz
U(t) = U0(t)U˜(t), (1.3)
with
U0(t) = e− i2
∑
k
(ω0t−ϕk)a
†
k
ak , (1.4)
where ϕk is the phase of γk = |γk|eiϕk . The time evo-
lution operator U˜(t) in the rotating reference frame then
satisfies
i∂tU˜(t) = H˜ U˜(t), (1.5)
where the transformed Hamiltonian H˜ does not explicitly
depend on time,
H˜ = U†0 (t)[H(t) − i∂t]U0(t)
=
∑
k
[
ǫ˜ka
†
k
ak +
|γk|
2
(
a†
k
a†−k + a−kak
)]
+
1
2V
∑
k1k2k3k4
δk1+k2+k3+k4,0
×U(k1,k2;k3,k4)a†−k1a
†
−k2
ak3ak4 , (1.6)
with the shifted energy
ǫ˜k = ǫk − ω0
2
. (1.7)
The solution of Eq. (1.5) is simply U˜(t) = e−iH˜t, so that
the total time evolution operator of our system can be
explicitly written down,
U(t) = e− i2
∑
k
(ω0t−ϕk)a
†
k
ake−iH˜t. (1.8)
Throughout this article we shall work in the rotating ref-
erence frame were the effective Hamiltonian (1.6) is time
independent. To simplify the notation we shall rename
ǫ˜k → ǫk and give all Green functions and distribution
functions in the rotating reference frame. Explicit pre-
scriptions to relate these functions in the original and
the rotating reference frame are given in appendix A. We
emphasize that the general FRG formalism developed in
this work remains also valid if the Hamiltonian depends
explicitly on time.
The rest of this paper is organized as follows: In Sec. II
we shall define various types of non-equilibrium Green
functions and represent them in terms of functional inte-
grals involving a properly symmetrized Keldysh action.
Due to the off-diagonal terms in our Hamiltonian (1.1)
the quantum dynamics is also characterized by anoma-
lous Green functions involving the simultaneous creation
and annihilation of two bosons. To keep track of these
off-diagonal correlations together with the usual single-
particle correlations, we introduce in Sec. II a compact
matrix notation. In Sec. III we then derive several equiv-
alent quantum kinetic equations for the diagonal and off-
diagonal distribution functions. In Sec. IV we write down
formally exact FRG flow equations for the self-energies
which appear in the collision integrals of the quantum
kinetic equations discussed in Sec. III. We also discuss
several cutoff schemes. In Sec. V we then use our non-
equilibrium FRG flow equations to study the time evo-
lution of a simple exactly solvable toy model which is
obtained by retaining in our Hamiltonian (1.6) only a
single momentum mode. We show that a rather simple
truncation of the FRG flow equations yields already quite
accurate results for the time evolution. Finally, in Sec. VI
we summarize our results and discuss some open prob-
lems. There are four appendices with additional technical
details.
II. NON-EQUILIBRIUM GREEN FUNCTIONS
Our goal is to develop methods to calculate the time
evolution of the diagonal and off-diagonal distribution
functions
nk(t) = 〈a†k(t)ak(t)〉, (2.1a)
pk(t) = 〈a−k(t)ak(t)〉, (2.1b)
where all operators are in the Heisenberg picture and
the expectation values are with respect to some initial
3density matrix ρˆ(t0) specified at some time t0,
〈. . .〉 = Tr[ρˆ(t0) . . .]. (2.2)
Note that in our Hamiltonian (1.6) the combinations
a†
k
a†−k and a−kak do not conserve particle number, so
that we should also consider the anomalous distribution
function (2.1b) and its complex conjugate. Our final goal
is to derive renormalization group equations for the self-
energy appearing in the collision integrals of the quantum
kinetic equations for these distribution functions. In or-
der to do this, it is useful to collect the various types of
non-equilibrium Green functions into a symmetric ma-
trix, as described in the following section.
A. Keldysh (RAK) basis
In the Keldysh technique4 one doubles the degrees of
freedom to distinguish between forward and backward
propagation in time. As a consequence, all quantities
carry extra indices p ∈ {+,−} which label the branches
of the Keldysh contour associated with the forward and
backward propagation. The single-particle Green func-
tion is then a 2× 2 matrix in Keldysh space. Alternative
formulations of the Keldysh technique in combination
with diagonal and off-diagonal terms are known from the
theory of non-equilibrium superconductivity, see e.g. [32].
In order to formulate the Keldysh technique in terms of
functional integrals,7 it is convenient to work in a basis
where causality is manifestly implemented via the vanish-
ing of the lower diagonal element of the Green function
matrices in Keldysh space. The other matrix elements
can then be identified with the usual retarded (R), ad-
vanced (A) and Keldysh (K) Green functions. Keeping
in mind that our model has also anomalous correlations,
we define the following non-equilibrium Green functions,
gRk (t, t
′) = −iΘ(t− t′)〈[ak(t), a†k(t′)]〉, (2.3a)
gA
k
(t, t′) = iΘ(t′ − t)〈[ak(t), a†k(t′)]〉, (2.3b)
gKk (t, t
′) = −i〈{ak(t), a†k(t′)}〉, (2.3c)
where [ , ] denotes the commutator and { , } is the
anticommutator. The corresponding off-diagonal Green
functions are
pR
k
(t, t′) = −iΘ(t− t′)〈[ak(t), a−k(t′)]〉, (2.4a)
pAk (t, t
′) = iΘ(t′ − t)〈[ak(t), a−k(t′)]〉, (2.4b)
pK
k
(t, t′) = −i〈{ak(t), a−k(t′)}〉. (2.4c)
In Sec. II C we represent these Green functions as func-
tional integrals involving a suitably defined Keldysh ac-
tion. To write the Gaussian part of this action in a com-
pact form, it is convenient to introduce infinite matrices
gˆX and pˆX in the momentum and time labels (where
X = R,A,K labels the three types of Green functions)
whose matrix elements are related to the Green functions
(2.3a–2.4c) as follows,33
[gˆX ]kt,k′t′ = δk,−k′g
X
k
(t, t′), (2.5a)
[pˆX ]kt,k′t′ = δk,−k′p
X
k
(t, t′). (2.5b)
We have assumed spatial homogeneity so that the Green
functions are diagonal matrices in momentum space.
From the above definitions it is easy to show that the
normal blocks satisfy the usual relations7
(gˆR)† = gˆA , (gˆK)† = −gˆK , (2.6)
while the pairing blocks have the symmetries
(pˆR)T = pˆA , (pˆK)T = pˆK . (2.7)
For each type of Green function, we collect the normal
and anomalous components into larger matrices,
GˆR =
(
GˆRaa Gˆ
R
aa¯
GˆRa¯a Gˆ
R
a¯a¯
)
=
(
pˆR gˆR
(gˆR)∗ (pˆR)∗
)
, (2.8a)
GˆA =
(
GˆAaa Gˆ
A
aa¯
GˆAa¯a Gˆ
A
a¯a¯
)
=
(
pˆA gˆA
(gˆA)∗ (pˆA)∗
)
, (2.8b)
GˆK =
(
GˆKaa Gˆ
K
aa¯
GˆKa¯a Gˆ
K
a¯a¯
)
=
(
pˆK gˆK
−(gˆK)∗ −(pˆK)∗
)
, (2.8c)
whose blocks GˆXσσ′ are infinite matrices in the momentum
and time labels. The subscripts σ, σ′ ∈ {a, a¯} indicate
whether the associated Green functions involve annihila-
tion operators a or creation operators a†. We shall refer
to these subscripts as flavor labels. The symmetries (2.6)
and (2.7) imply
(GˆR)T = GˆA , (GˆK)T = GˆK . (2.9)
Finally, we collect the blocks (2.8a–2.8c) into an even
larger matrix Green function,
G =
(
[G]CC [G]CQ
[G]QC 0
)
=
(
GˆK GˆR
GˆA 0
)
, (2.10)
where the superscripts C and Q anticipate that in the
functional integral approach we shall identify the corre-
sponding block with correlation functions involving the
classical (C) and quantum (Q) component of the field,
see Eqs. (2.35a,2.35d) below. The symmetries (2.9) im-
ply that the infinite matrix G is symmetric,
G = GT . (2.11)
As emphasized by Vasiliev34 (see also Refs. [28, 35]) the
symmetrization of the Green function and all vertices
greatly facilitates the derivation of the proper combina-
torial factors in perturbation theory and in the functional
renormalization group equations. The definitions (2.5a,
2.5b, 2.8c) imply that at equal times and vanishing total
momentum the matrix elements of the Keldysh block GˆK
4contain the diagonal and off-diagonal distribution func-
tions defined in Eqs. (2.1a,2.1b),
[GˆK ]kt,−kt =
(
pK
k
(t, t) gK
k
(t, t)
gK
k
(t, t) pK
k
(t, t)∗
)
= −2i
(
pk(t) nk(t) +
1
2
nk(t) +
1
2 p
∗
k
(t)
)
. (2.12)
For later reference we note that the inverse of the matrix
G in Eq. (2.10) has the block structure
G
−1 =
(
0 (GˆA)−1
(GˆR)−1 −(GˆR)−1GˆK(GˆA)−1
)
, (2.13)
where the products in the lower diagonal block denote
the usual matrix multiplication, i.e.,
[AˆBˆ]σkt,σ′k′t′ =
∑
σ1
∑
k1
∫
dt1[Aˆ]σkt,σ1k1t1 [Bˆ]σ1k1t1,σ′k′t′ .
(2.14)
The symmetry relations (2.9) guarantee that the lower
diagonal block in Eq. (2.13) is again symmetric. To in-
troduce a matrix Fˆ in flavor space which contains both
the normal and the anomalous components of the distri-
bution function, we parametrize the Keldysh block in the
form
GˆK = GˆRFˆ Zˆ − ZˆFˆT GˆA, (2.15)
where the antisymmetric matrix Zˆ = −ZˆT is defined by
Zˆ = Z ⊗ 1ˆ =
(
0 1ˆ
−1ˆ 0
)
. (2.16)
Here Z is the following antisymmetric 2 × 2-matrix in
flavor space,
Z = iσ2 =
(
0 1
−1 0
)
, (2.17)
and 1ˆ is the unit matrix in the momentum- and time-
labels, i.e. [1ˆ]kt,k′t′ = δk,k′δ(t − t′). Substituting
Eq. (2.15) into (2.13), the lower diagonal block of the
matrix (2.13) can be written as
[G−1]QQ = −(GˆR)−1GˆK(GˆA)−1
= (GˆR)−1ZˆFˆT − Fˆ Zˆ(GˆA)−1, (2.18)
so that Eq. (2.13) takes the form
G
−1 =
(
0 (GˆA)−1
(GˆR)−1 (GˆR)−1ZˆFˆT − Fˆ Zˆ(GˆA)−1
)
.
(2.19)
In Sec. II D we shall explicitly calculate the matrix ele-
ments of Fˆ in the non-interacting limit, see Eqs. (2.68,
2.70) below.
Introducing the self-energy matrix Σ in all indices via
the matrix Dyson equation
G
−1 = G−10 −Σ, (2.20)
the non-equilibrium self-energy in the Keldysh basis ac-
quires the form
Σ =
(
0 [Σ]CQ
[Σ]
QC
[Σ]
QQ
)
=
(
0 ΣˆA
ΣˆR ΣˆK
)
. (2.21)
The sub-blocks contain the normal and anomalous self-
energy matrices
ΣˆR =
(
ΣˆRaa Σˆ
R
aa¯
ΣˆRa¯a Σˆ
R
a¯a¯
)
=
(
πˆR σˆR
(σˆR)∗ (πˆR)∗
)
, (2.22a)
ΣˆA =
(
ΣˆAaa Σˆ
A
aa¯
ΣˆAa¯a Σˆ
A
a¯a¯
)
=
(
πˆA σˆA
(σˆA)∗ (πˆA)∗
)
, (2.22b)
ΣˆK =
(
ΣˆKaa Σˆ
K
aa¯
ΣˆKa¯a Σˆ
K
a¯a¯
)
=
(
πˆK σˆK
−(σˆK)∗ −(πˆK)∗
)
. (2.22c)
The Dyson equation (2.20) and the symmetries
(2.6,2.7,2.9) imply that the sub-blocks satisfy the sym-
metries
(σˆR)† = σˆA , (σˆK)† = −σˆK , (2.23)
and
(πˆR)T = πˆA , (πˆK)T = πˆK . (2.24)
Since the self-energy blocks satisfy the same symmetry
relations as the Green functions (2.6,2.7), the symmetries
(2.9) hold also for the self-energy blocks in Keldysh space,
(ΣˆR)T = ΣˆA , (ΣˆK)T = ΣˆK . (2.25)
The full self-energy matrix is therefore again symmetric,
Σ = ΣT . (2.26)
In the presence of interactions the lower-diagonal block
of the inverse propagator is given by the negative of the
Keldysh component of the self-energy,
ΣˆK = (GˆR)−1GˆK(GˆA)−1 = −[G−1]QQ. (2.27)
B. Contour basis
In the Keldysh technique all operators are considered
as functions of the time-argument on the Keldysh con-
tour. The time contour runs in real-time direction from
some initial time t0 to some upper limit t>, which is
larger than all other times of interest and which is slightly
shifted in the upper positive imaginary branch of the con-
tour, and then back to t0 in the lower, negative imag-
inary branch. Alternatively, all time integrations can
be restricted to the interval [t0, t>] and one can keep
track of the two branches of the Keldysh contour us-
ing an extra label p = ±, where p = + corresponds to
the forward part of the contour and p = − denotes its
backward part. In the functional integral formulation
of the Keldysh technique,7 the bosonic annihilation and
5creation operators are then represented by pairs of com-
plex fields ak,p(t) and a¯k,p(t) carrying the contour label
p. The contour ordered expectation values of these fields
define four different propagators Gˆpp
′
, which are related
to the usual time-ordered (GˆT ), anti-time-ordered (GˆT¯ ),
lesser (Gˆ<) and greater (Gˆ>) Green functions and their
RAK-counterparts as follows,5,6(
GˆT Gˆ<
Gˆ> GˆT¯
)
=
(
Gˆ++ Gˆ+−
Gˆ−+ Gˆ−−
)
= R
(
GˆK GˆR
GˆA 0
)
R,
(2.28)
where the transformation matrix R has the block struc-
ture
R =
1√
2
(
Iˆ Iˆ
Iˆ −Iˆ
)
= R−1 = RT . (2.29)
Here Iˆ is the unit matrix in the flavor-, momentum-, and
time labels, i.e., [Iˆ]σkt,σ′k′t′ = δσ,σ′δk,k′δ(t−t′). The ma-
trix equation (2.28) implies for the blocks in the contour
basis
Gˆpp
′
=
1
2
[
p′GˆR + pGˆA + GˆK
]
, (2.30)
where p, p′ ∈ {+,−}. From Eq. (2.30) one easily verifies
the inverse relations,
GˆR = [G]CQ =
1
2
∑
pp′
p′Gˆpp
′
, (2.31a)
GˆA = [G]QC =
1
2
∑
pp′
pGˆpp
′
, (2.31b)
GˆK = [G]CC =
1
2
∑
pp′
Gˆpp
′
, (2.31c)
0 =
∑
pp′
pp′Gˆpp
′
. (2.31d)
The corresponding relations for the self-energy are(
ΣˆT Σˆ<
Σˆ> ΣˆT¯
)
=
(
Σˆ++ Σˆ+−
Σˆ−+ Σˆ−−
)
= R
(
0 ΣˆA
ΣˆR ΣˆK
)
R,
(2.32)
which gives
Σˆpp
′
=
1
2
[
pΣˆR + p′ΣˆA + pp′ΣˆK
]
, (2.33)
and the inverse relations
ΣˆR = [Σ]QC =
1
2
∑
pp′
pΣˆpp
′
, (2.34a)
ΣˆA = [Σ]CQ =
1
2
∑
pp′
p′Σˆpp
′
, (2.34b)
ΣˆK = [Σ]QQ =
1
2
∑
pp′
pp′Σˆpp
′
, (2.34c)
0 =
∑
pp′
Σˆpp
′
. (2.34d)
C. Functional integral representation of Green
functions in the RAK-basis
To define the proper boundary conditions in the func-
tional integral formulation of the Keldysh technique,7 it
is convenient to work in the RAK basis. The transition
from the contour basis to the RAK basis is achieved by
introducing the classical (C) and quantum (Q) compo-
nents of the fields, which are related to the corresponding
fields ak,± and a¯k,± in the contour basis via
aC
k
(t) =
1√
2
[ak,+(t) + ak,−(t)] , (2.35a)
a¯C
k
(t) =
1√
2
[a¯k,+(t) + a¯k,−(t)] , (2.35b)
aQ
k
(t) =
1√
2
[ak,+(t)− ak,−(t)] , (2.35c)
a¯Q
k
(t) =
1√
2
[a¯k,+(t)− a¯k,−(t)] . (2.35d)
Introducing a four-component “super-field”,


ΦCa (k, t)
ΦCa¯ (k, t)
ΦQa (k, t)
ΦQa¯ (k, t)

 =


aC
k
(t)
a¯C−k(t)
aQ
k
(t)
a¯Q−k(t)

 , (2.36)
the matrix elements of the symmetrized matrix Green
function G defined in Sec. II A can be represented as the
following functional average,
i[G]λλ
′
σkt,σ′k′t′ ≡ iGλλ
′
σσ′ (kt,k
′t′) = 〈Φλσ(kt)Φλ
′
σ′(k
′t′)〉
=
∫
D[Φ]eiS[Φ]Φλσ(kt)Φλ
′
σ′(k
′t′). (2.37)
For simplicity, we shall assume throughout this work that
the initial state at t = t0 is not correlated. In this case the
corresponding Gaussian initial density matrix does not
explicitly appear in the above Keldysh action S[Φ], but
enters the dynamics via the initial conditions for the in-
dependent one- and two-point functions.11,36–38 In prin-
ciple, non-Gaussian initial correlations can be considered
either explicitly by assuming a non-Gaussian initial den-
sity matrix, or implicitly by introducing multiple sources
in the generating functional for the n-point functions.38
The latter approach will also change the matrix structure
of the theory; for instance if the system is initially in ther-
mal equilibrium the Keldysh matrices expand from a 2×2
to a 3×3 form. As shown in Ref. [39], initial correlations
can lead to additional damping effects which modify the
amplitude and phase of the oscillatory evolution at inter-
mediate times. In the absence of initial correlations the
form of the Keldysh action S[Φ] in Eq. (2.37) can be di-
rectly obtained from the corresponding Hamiltonian, so
that it has has the following two contributions,
S[Φ] = S0[Φ] + S1[Φ], (2.38)
6where after proper symmetrization the Gaussian part
S0[Φ] can be written as
S0[Φ] =
1
2
∑
σσ′
∑
λλ′
∑
kk′
∫
dt dt′
× Φλσ(kt)[G−10 ]λλ
′
σkt,σ′k′t′Φ
λ′
σ′ (k
′t′). (2.39)
Here G−10 is the non-interacting inverse Green func-
tion matrix in Keldysh space, which is associated with
the non-interacting part of the Hamiltonian (1.6). The
matrix G−10 has the same block structure as G
−1 in
Eq. (2.13), with retarded and advanced blocks given by
(GˆR0 )
−1 = Dˆ − iηZˆ , (GˆA0 )−1 = Dˆ + iηZˆ, (2.40)
where the antisymmetric matrix Zˆ is given in Eq. (2.16),
and the symmetric matrix Dˆ is defined by
[Dˆ]kt,k′t′ = δk,−k′Z [−iδ′(t− t′) + δ(t− t′)Mk′ ] .
(2.41)
Here δ′(t) = ddtδ(t) is the derivative of the Dirac δ-
function andMk is the following matrix in flavor space,
40
Mk =
(
ǫk |γk|
−|γk| −ǫk
)
. (2.42)
Recall that we are working in the rotating reference frame
where we have redefined ǫ˜k ≡ ǫk− ω02 → ǫk,see Eq. (1.7).
Keeping in mind that iδ′(t−t′) = −iδ′(t′−t), it is obvious
that [(GˆR0 )
−1]T = (GˆA0 )
−1, in agreement with Eq. (2.9).
Although the Keldysh block [G−10 ]
QQ of the inverse
Gaussian propagator in Eq. (2.39) vanishes in continuum
notation, it is actually finite if the path integral is prop-
erly discretized.7 It is, however, more convenient to stick
with the continuum notation and take the discretization
effectively into account by adding an infinitesimal regu-
larization η. To derive this regularization, we note that
the relations G−10 G0 = G0G
−1
0 = I imply that in the
non-interacting limit the Keldysh block satisfies
DˆGˆK0 = Gˆ
K
0 Dˆ = 0. (2.43)
Introducing the non-interacting distribution matrix Fˆ0 as
in Eq. (2.15) this implies for η → 0,
DˆGˆK0 Dˆ = Fˆ0ZˆDˆ − DˆZˆFˆT0 = 0. (2.44)
Using Eq. (2.18) we thus obtain for the lower diagonal
block of G−10 in the non-interacting limit,
[G−10 ]
QQ = −(GˆR0 )−1GˆK0 (GˆA0 )−1
= (GˆR0 )
−1ZˆFˆT0 − Fˆ0Zˆ(GˆA0 )−1
= iη(Fˆ0 + Fˆ
T
0 ) = 2iηFˆ0, (2.45)
where we have used the fact that Fˆ0 is symmetric, which
is easily verified by explicit calculation, see Sec. II D. The
lower diagonal block ofG−10 is thus a pure regularization,
which guarantees that in the non-interacting limit the
functional integral (2.37) is well defined. In the presence
of interactions the Keldysh component of the self-energy
is finite due to Eq. (2.27), so that in this case the in-
finitesimal regularization (2.45) can be omitted.
To write down the interaction part of the Keldysh
action associated with the interaction part of the
Hamiltonian (1.1), one should first symmetrize the
Hamiltonian41,42 before formally replacing the operators
by complex fields, since a and a† are treated symmetri-
cally. Noting that the symmetrized product of n bosonic
operators A1, . . . , An is defined by
{A1 . . . An} = 1
n!
∑
P
AP1 . . . APn , (2.46)
where the sum is over all n! permutations, we have
a†
k1
a†
k2
ak3ak4 = {a†k1a
†
k2
ak3ak4}
− 1
2
[
δk1,k4{a†k2ak3}+ δk1,k3{a
†
k2
ak4}
+δk2,k3{a†k1ak4}+ δk2,k4{a
†
k1
ak3}
]
+
1
4
[
δk1,k3δk2,k4 + δk2,k3δk1,k4
]
. (2.47)
The quadratic terms on the right-hand side of Eq. (2.47)
lead to a time-independent first-order shift in the bare
energy dispersion,
ǫk → ǫk − 1
V
∑
k′
U(−k,−k′;k,k′). (2.48)
This shift can be absorbed by re-defining the energy ǫk in
the matrix Mk introduced in Eq. (2.42). The first term
on the right-hand side of Eq. (2.47) leads to the following
interaction part of the Keldysh action in the RAK-basis,
S1[Φ] = − 1
2V
∑
k1k2k3k4
∫
dt δk1+k2+k3+k4,0U(k1,k2;k3,k4)
×
{
ΦCa¯ (k1t)Φ
Q
a¯ (k2t)
[
ΦCa (k3t)Φ
C
a (k4t) + Φ
Q
a (k3t)Φ
Q
a (k4t)
]
+
[
ΦCa¯ (k1t)Φ
C
a¯ (k2t) + Φ
Q
a¯ (k1t)Φ
Q
a¯ (k2t)
]
ΦCa (k3t)Φ
Q
a (k4t)
}
. (2.49)
To eliminate complicated combinatorial factors in the FRG flow equations derived in Sec. IV it is convenient to
7symmetrize the interaction vertices in Eq. (2.49) with respect to the interchange of any two labels28,34,35 and write
S1[Φ] = − 1
4!V
∑
σ1...σ4
∑
λ1...λ4
∑
k1...k4
∫
dtδk1+k2+k3+k4,0 U
λ1λ2λ3λ4
σ1σ2σ3σ4 (k1,k2,k3,k4)Φ
λ1
σ1 (k1t)Φ
λ2
σ2 (k2t)Φ
λ3
σ3 (k3t)Φ
λ4
σ4 (k4t),
(2.50)
where the interaction vertex Uλ1λ2λ3λ4σ1σ2σ3σ4 (k1,k2,k3,k4) is
symmetric with respect to any pair of indices. Up to
permutations of the indices, the non-zero vertices are
UCQCCa¯ a¯ a a (k1,k2,k3,k4)
= UCQQQa¯ a¯ a a (k1,k2,k3,k4)
= UCCCQa¯ a¯ a a (k1,k2,k3,k4)
= UQQCQa¯ a¯ a a (k1,k2,k3,k4) = U(k1,k2;k3,k4). (2.51)
D. Non-interacting Green functions
To conclude this section, let us explicitly construct the
2 × 2 matrix Green functions in flavor space in the non-
interacting limit. In general, we define the Green func-
tions in flavor space in terms of the matrix elements
[GˆX ]kt,−kt′ = G
X(k, t, t′) , X = R,A,K. (2.52)
In the absence of interactions, we can obtain explicit
expressions for these Green functions. Then the non-
interacting part of the Hamiltonian (1.6) reduces to40
H˜0 =
∑
k
[
ǫka
†
k
ak +
|γk|
2
(
a†
k
a†−k + a−kak
)]
. (2.53)
The retarded and advanced matrix Green functions in the
non-interacting limit are now easily obtained. Consider
first the retarded Green function, which satisfies
i∂tG
R
0 (k, t, t
′) = δ(t− t′)Z +MkGR0 (k, t, t′). (2.54)
The solution of Eq. (2.54) with proper boundary condi-
tion is
GR0 (k, t, t
′) = −iΘ(t− t′)e−iMk(t−t′)Z. (2.55)
The matrix exponential is
e−iMkt = I cos(µkt)− iMk sin(µkt)
µk
, (2.56)
where I is the 2× 2 unit matrix, and
µk =
{ √
ǫ2
k
− |γk|2 if |ǫk| > |γk|,
i
√
|γk|2 − ǫ2k if |γk| > |ǫk|.
(2.57)
Using the symmetry relation (GˆR)T = GˆA given in
Eq. (2.9), we obtain for the corresponding advanced
Green function,
GA0 (k, t, t
′) = GR0 (−k, t′, t)T = −iΘ(t′−t)ZT e−iM
T
k
(t′−t).
(2.58)
Using the identities
Z2 = −I, (2.59a)
Z−1 = ZT = −Z, (2.59b)
MTk = ZMkZ = −ZTMkZ, (2.59c)
ZT e−iM
T
k
(t′−t) = −e−iMk(t−t′)Z, (2.59d)
we may also write
GA0 (k, t, t
′) = iΘ(t′ − t)e−iMk(t−t′)Z. (2.60)
Because the retarded and advanced Green functions de-
pend only on the time difference, it is useful to perform
a Fourier transformation to frequency space,
GX0 (k, ω) =
∫ ∞
−∞
dteiωtGX0 (k, t, 0). (2.61)
Substituting Eqs. (2.60) and (2.55) into this expression
and representing the step-functions as
Θ(t) =
∫ ∞
−∞
dω′
2πi
eiω
′t
ω′ − iη , (2.62)
it is easy to show that
GR0 (k, ω) = [ω −Mk + iη]−1Z, (2.63a)
GA0 (k, ω) = [ω −Mk − iη]−1Z
= Z[ω +MTk − iη]−1, (2.63b)
or explicitly,
G
R/A
0 (k, ω) =
1
(ω ± iη)2 − ǫ2
k
+ |γk|2
×
( −|γk| ω ± iη + ǫk
−ω ∓ iη + ǫk −|γk|
)
. (2.64)
Next, consider the Keldysh component GK0 (k, t, t
′) of
our 2×2 matrix Green function in flavor space. It satisfies
the matrix equations
i∂tG
K
0 (k, t, t
′) =MkG
K
0 (k, t, t
′), (2.65a)
i∂t′G
K
0 (k, t, t
′) = GK0 (k, t, t
′)MT
k
, (2.65b)
and hence
(i∂t+i∂t′)G
K
0 (k, t, t
′) =MkG
K
0 (k, t, t
′)+GK0 (k, t, t
′)MT
k
.
(2.66)
These equations are solved by
GK0 (k, t, t
′) = e−iMktGK0 (k, 0, 0)e
−iMT
k
t′ , (2.67)
8with an arbitrary initial matrix GK0 (k, 0, 0) which defines
the distribution functions at t = 0. To explicitly con-
struct the distribution matrix Fˆ0 defined via Eq. (2.15),
we note that in the non-interacting limit the distribution
matrix is diagonal in time,
[Fˆ0]kt,k′t′ = δk,−k′F0(k, t, t
′) = δk,−k′δ(t− t′)F0(k, t),
(2.68)
so that Eq. (2.15) reduces to the 2× 2 matrix relation
GK0 (k, t, t
′) = GR0 (k, t, t
′)F0(k, t
′)Z − ZF0(k, t)GA0 (k, t, t′)
= −iΘ(t− t′)e−iMk(t−t′)ZF0(k, t′)Z
−iΘ(t′ − t)ZF0(k, t)Ze−iM
T
k
(t′−t). (2.69)
It follows that in the non-interacting limit the time-
diagonal element F0(k, t) of the distribution matrix con-
tains the normal and anomalous distribution functions
defined in Eqs. (2.1a, 2.1b) in the following way,
F0(k, t) = iZG
K
0 (k, t, t)Z =
( −2p∗
k
(t) 2nk(t) + 1
2nk(t) + 1 −2pk(t)
)
.
(2.70)
Combining this relation with Eq. (2.66), we see that our
diagonal distribution function matrix satisfies the kinetic
equation
i∂tF0(k, t) = −MTk F0(k, t)− F0(k, t)Mk. (2.71)
Note that the non-interacting Keldysh Green function
(2.69) can also be written as
GK0 (k, t, t
′) = −i[GR0 (k, t, t′)ZGK0 (k, t′, t′)
−GK0 (k, t, t)ZGA0 (k, t, t′)], (2.72)
which relates the matrix elements of the Keldysh Green
function at different times to the corresponding equal-
time matrix elements.
III. QUANTUM KINETIC EQUATIONS
From the Keldysh component of the Dyson equation
we obtain quantum kinetic equations for the distribution
function. In this section we shall derive several equivalent
versions of these equations. Although matrix general-
izations of quantum kinetic equations are standard,5,6,43
we present here a special matrix structure of the kinetic
equations which takes into account off-diagonal bosonic
correlations.
A. Non-equilibrium evolution equations for
two-time Keldysh Green functions
In order to derive quantum kinetic equations we start
with the matrix Dyson equation (2.20), which can be
written as (
G
−1
0 −Σ
)
G = I. (3.1)
This “left Dyson equation” is equivalent with the follow-
ing three equations for the sub-blocks,
[(GˆR0 )
−1 − ΣˆR]GˆR = Iˆ , (3.2a)
[(GˆA0 )
−1 − ΣˆA]GˆA = Iˆ , (3.2b)
[(GˆR0 )
−1 − ΣˆR]GˆK = ΣˆKGˆA, (3.2c)
where Iˆ is again the unit matrix in the flavor-,
momentum- and time labels. Alternatively we can also
consider the corresponding “right Dyson equation”,
G
(
G
−1
0 −Σ
)
= I, (3.3)
which implies the following relations,
GˆR[(GˆR0 )
−1 − ΣˆR] = Iˆ , (3.4a)
GˆA[(GˆA0 )
−1 − ΣˆA] = Iˆ , (3.4b)
GˆK [(GˆA0 )
−1 − ΣˆA] = GˆRΣˆK . (3.4c)
In order to solve the coupled set of equations (3.2a–3.2c)
and (3.4a–3.4c), it is sometimes useful to rewrite them as
integral equations. Therefore we should take into account
that in the non-interacting limit the Keldysh self-energy
is actually an infinitesimal regularization, ΣˆK0 = −2iηFˆ0,
see Eq. (2.45). In the non-interacting limit the Keldysh
component therefore satisfies
(GˆR0 )
−1GˆK0 = −2iηFˆ0GˆA0 , (3.5)
which is equivalent with
GˆK0 = −2iηGˆR0 Fˆ0GˆA0 . (3.6)
Using the integral forms of the Dyson equations
(3.2a,3.2b) for the retarded and advanced Green func-
tions,
GˆR = GˆR0 + Gˆ
R
0 Σˆ
RGˆR, (3.7a)
GˆA = GˆA0 + Gˆ
A
0 Σˆ
AGˆA, (3.7b)
the equation (3.2c) for the Keldysh-block can alterna-
tively be written in integral form as
GˆK = GˆR0 Σˆ
RGˆK + GˆR0 Σˆ
KGˆA
= GˆK0 + Gˆ
K
0 Σˆ
AGˆA + GˆR0 Σˆ
RGˆK + GˆR0 Σˆ
KGˆA. (3.8)
Given an approximate expression for the self-energies,
the integral equations (3.7,3.8) can be solved by an ap-
propriate iteration to obtain the time evolution of the
Keldysh Green function. Here we follow a different strat-
egy which is similar to the one proposed in Ref. [11].
We represent the inverse propagators (2.40) as differen-
tial operators to derive evolution equations in differential
form. We will see that the resulting initial value prob-
lem allows for approximate solutions which manifestly
preserves causality. Using the advanced and retarded
9components of the Dyson equations (3.2a,3.2b,3.4a,3.4b)
and keeping in mind that by translational invariance the
matrix elements in the rotating reference frame are,
[GˆX ]
kt,k′t′ = δk,−k′G
X(k, t, t′), (3.9a)
[ΣˆX ]
kt,k′t′ = δk,−k′Σ
X(k′, t, t′), (3.9b)
with X = R,A,K, we obtain,
i∂tG
R/A(k, t, t′)−MkGR/A(k, t, t′) = Zδ(t− t′)
+
∫ t/t′
t0
dt1ZΣ
R/A(k, t, t1)G
R/A(k, t1, t
′), (3.10a)
i∂t′G
R/A(k, t, t′)−GR/A(k, t, t′)MT
k
= −Zδ(t− t′)
−
∫ t/t′
t0
dt1G
R/A(k, t, t1)Σ
R/A(k, t1, t
′)Z. (3.10b)
In the same way we obtain from (3.2c, 3.4c) the following
kinetic equations for the Keldysh component,
i∂tG
K(k, t, t′)−MkGK(k, t, t′)
=
∫ t′
t0
dt1ZΣ
K(k, t, t1)G
A(k, t1, t
′)
+
∫ t
t0
dt1ZΣ
R(k, t, t1)G
K(k, t1, t
′), (3.11)
and
i∂t′G
K(k, t, t′)−GK(k, t, t′)MT
k
= −
∫ t
t0
dt1G
R(k, t, t1)Σ
K(k, t1, t
′)Z
−
∫ t′
t0
dt1G
K(k, t, t1)Σ
A(k, t1, t
′)Z. (3.12)
Finally, in order uniquely define the solution of the
set of coupled first-order partial differential equations,
proper boundary conditions for the Green functions have
to be specified. From the definitions (2.3a,2.3b) and
(2.4a,2.4b) of the advanced and retarded propagators we
find that for infinitesimal η,
GR(k, t, t− η) = −iZ, (3.13a)
GA(k, t, t+ η) = iZ, (3.13b)
and that the Keldysh Green function should reduce to
the matrix GK(k, 0, 0) at the reference time t = t′ = 0.
Note that we have not made any approximations so far
and the time evolution is exact provided we insert the
exact self-energies. The evolution equations are causal
by construction, since no quantity in the collision inte-
grals on the right-hand side depends on future states.
Interpreting the time derivatives as finite-difference ex-
pressions, the solution can be obtained by stepwise prop-
agating the equations in t and t′ direction. Note that in
the non-interacting limit where all self-energies and col-
lision integrals vanish, our kinetic equations (3.11,3.12)
correctly reduce to the equation of motion for the non-
interacting Keldysh Green function given in Eq. (2.66).
For open systems coupled to an external bath, it is
sometimes convenient to move some of the terms on the
right-hand side of the kinetic equations (3.11,3.12) to the
left-hand side such that the remaining terms on the right-
hand side correspond to the “in-scattering” and the “out-
scattering-rate” in the Boltzmann equation. To achieve
this, we introduce the average (mean) and the imaginary
part of the retarded and advanced self-energies,5
ΣˆM =
1
2
[ΣˆR + ΣˆA] , ΣˆI = i[ΣˆR − ΣˆA]. (3.14)
The inverse relations are
ΣˆR = ΣˆM − i
2
ΣˆI , ΣˆA = ΣˆM +
i
2
ΣˆI . (3.15)
A similar decomposition is also introduced for the re-
tarded and advanced Green functions,
GˆM =
1
2
[GˆR + GˆA] , GˆI = i[GˆR − GˆA], (3.16)
so that
GˆR = GˆM − i
2
GˆI , GˆA = GˆM +
i
2
GˆI . (3.17)
Subtracting the Keldysh component of the left and right-
hand sides of the Dyson equations (3.2c,3.4c), we obtain
the (subtracted) kinetic equation
ZˆDˆM GˆK − GˆKDˆM Zˆ − [ZˆΣˆKGˆM − GˆM ΣˆKZˆ]
= Cˆ in − Cˆout, (3.18)
with
DˆM = Dˆ − ΣˆM = Dˆ − 1
2
[ΣˆR + ΣˆA]. (3.19)
The collision integrals are represented by symmetric ma-
trices,
Cˆ in =
i
2
[ZˆΣˆKGˆI + GˆIΣˆKZˆ], (3.20a)
Cˆout =
i
2
[ZˆΣˆIGˆK + GˆKΣˆI Zˆ], (3.20b)
and correspond to the usual “in-scattering” and “out-
scattering” term in the Boltzmann equation.7 The kinetic
equation (3.18) generalizes the subtracted kinetic equa-
tion given in Ref. [5] to matrix form, which includes also
off-diagonal correlations. In equilibrium both terms on
the right-hand side of Eq. (3.18) cancel.
B. Evolution equations for the equal-time Keldysh
Green functions
Keeping in mind that in analogy with Eq. (2.70) the
diagonal and off-diagonal distribution functions are con-
tained in the matrix F (k, t),
F (k, t) = iZGK(k, t, t)Z =
( −2p∗
k
(t) 2nk(t) + 1
2nk(t) + 1 −2pk(t)
)
,
(3.21)
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we only need to calculate the time evolution of the equal-
time Keldysh Green function in order to obtain the dis-
tribution function. Adding Eqs. (3.11) and (3.12) and
using
(∂t + ∂t′)G
K(k, t, t′)
∣∣
t′=t
= ∂tG
K(k, t, t), (3.22)
we arrive at the evolution equation for the equal-time
Keldysh Green function,
i∂tG
K(k, t, t) −MkGK(k, t, t)−GK(k, t, t)MTk
=
∫ t
t0
dt1[ZΣ
K(k, t, t1)G
A(k, t1, t)
−GR(k, t, t1)ΣK(k, t1, t)Z]
+
∫ t
t0
dt1[ZΣ
R(k, t, t1)G
K(k, t1, t)
−GK(k, t, t1)ΣA(k, t1, t)Z]. (3.23)
Although the left-hand side of Eq. (3.23) involves the
Keldysh Green function only at equal times, the inte-
grals on the right-hand side depend also on the Green
functions at different times (notice the implicit depen-
dence via the self-energies), so that Eq. (3.23) is not a
closed equation for GK(k, t, t). In principle, one has to
solve the more general equations (3.11) and (3.12) which
fully determines GK(k, t, t′) for all time arguments. An
alternative strategy is to close the kinetic equation (3.23)
for the equal-time Keldysh Green function by approxi-
mating all Keldysh Green functions at different times on
the right-hand side in terms of the corresponding equal-
time Green function. This is achieved by means of the
so-called generalized Kadanoff-Baym ansatz44 (GKBA)
which is one of the standard approximations to derive
kinetic equations for the distribution function from the
Kadanoff-Baym equations of motion for the two-time
non-equilibrium Green functions.6,44,45 For bosons with
diagonal and off-diagonal correlation, the GKBA ansatz
reads
GK(k, t, t′) ≈ −i[GR(k, t, t′)ZGK(k, t′, t′)
−GK(k, t, t)ZGA(k, t, t′)], (3.24)
which assumes that the exact relation Eq. (2.72) be-
tween non-interacting Green functions remains approx-
imately true also in the presence of interactions. Note
that Eq. (3.24) is a non-trivial 2 × 2 matrix relation in
flavor space. In appendix B we discuss the approxima-
tions which are necessary to obtain the GKBA from the
exact equations of motion (3.11,3.12) for the two-time
Keldysh Green function.
IV. NON-EQUILIBRIUM FUNCTIONAL
RENORMALIZATION GROUP
The functional renormalization group (FRG) has been
quite successful to study strongly interacting systems in
equilibrium, see Refs. [28, 46] for reviews. In contrast to
conventional renormalization group methods where only
a finite number of coupling constants is considered, the
FRG keeps track of the renormalization group flow of en-
tire correlation functions which depend on momentum,
frequency, or time. In principle, it should therefore be
possible to calculate the non-equilibrium time evolution
of quantum systems using FRG methods. Recently, sev-
eral authors have generalized the FRG approach to quan-
tum systems out of equilibrium.10,20–22,26 In particular,
Gasenzer and Pawlowski26 have used FRG methods to
obtain the non-equilibrium time evolution of bosons.
Given the Keldysh action defined in
Eqs. (2.38,2.39,2.50) it is straightforward to write
down the formally exact hierarchy of FRG flow equa-
tions for the one-particle irreducible vertices of the
non-equilibrium theory, which we shall do in the follow-
ing subsection. The real challenge is to devise sensible
cutoff schemes and approximation strategies. We shall
address this problem in Sec. V using a simple exactly
solvable toy model to check the accuracy of various
approximations.
A. Exact FRG flow equations
To begin with, we consider an arbitrary bosonic many-
body system whose Gaussian action is determined by
some inverse matrix propagator G−10 , which we modify
by introducing some cutoff parameter Λ,
G0 → G0,Λ. (4.1)
Depending on the problem at hand, different choices of Λ
may be appropriate. For systems in thermal equilibrium
it is usually convenient to choose Λ such that it removes
long-wavelength or low-energy fluctuations.28 In order to
calculate the time evolution of many-body systems, other
choices of Λ are more appropriate. For example, Gasen-
zer and Pawlowski have proposed that Λ should be iden-
tified with a time scale τ which cuts off the time evolution
of correlation functions at long times.26 In Sec. IVB 2 we
shall propose an alternative cutoff scheme which uses an
external “out-scattering rate” as RG cutoff.
Given the cutoff-dependent Gaussian propagator (4.1),
the generating functional of all correlation functions de-
pends on the cutoff. By taking the derivative of the gen-
erating functional ΓΛ[Φ] of the irreducible vertices with
respect to the cutoff, we obtain a rather compact closed
functional equation for ΓΛ[Φ] which is sometimes called
the Wetterich equation.47 Formally the Wetterich equa-
tion is valid also for quantum systems out of equilibrium
provided we use the proper non-equilibrium field theory
to describe the system.26 By expanding the generating
functional ΓΛ[Φ] in powers of the fields we obtain the
one-particle irreducible vertices of our non-equilibrium
theory,
ΓΛ[Φ] =
∞∑
n=0
1
n!
∫
α1
· · ·
∫
αn
Γ
(n)
Λ,α1...αn
Φα1 · · ·Φαn . (4.2)
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Here the collective labels α1, α2, . . . stand for all la-
bels which are necessary to specify the fields.28,35 For
the boson model defined in Sec. II the collective label
α = (λ, σ,k, t) represents the Keldysh label λ ∈ {C,Q},
the flavor label σ ∈ {a, a¯}, as well as the momentum
and time labels k and t. The corresponding integration
symbol is ∫
α
=
∑
λ
∑
σ
∑
k
∫
dt. (4.3)
The exact FRG flow equations for the irreducible vertices
can be obtained from the general FRG flow equations
given in Refs. [28, 35, 48] by making the following substi-
tutions to take into account the different normalization
of the action in the Keldysh formalism,
Γ
(n)
Λ,α1...αn
→ iΓ(n)Λ,α1...αn , (4.4)
GΛ → −iGΛ , G˙Λ → −iG˙Λ, (4.5)
where the single-scale propagator is given by
G˙Λ = −GΛ(∂ΛG−10,Λ)GΛ. (4.6)
This definition implies that the blocks of the single-scale
propagator for general cutoff are
[G˙Λ]
CQ =
˙ˆ
GRΛ = −GˆRΛ [∂Λ(GˆR0,Λ)−1]GˆRΛ , (4.7a)
[G˙Λ]
QC =
˙ˆ
GAΛ = −GˆAΛ [∂Λ(GˆA0,Λ)−1]GˆAΛ , (4.7b)
[G˙Λ]
CC =
˙ˆ
GKΛ = −GˆRΛ [∂Λ(GˆR0,Λ)−1]GˆKΛ
− GˆKΛ [∂Λ(GˆA0,Λ)−1]GˆAΛ
− GˆRΛ(∂Λ[G−10,Λ]QQ)GˆAΛ . (4.7c)
If the expectation values of the field components Φα van-
ish in the absence of sources, the exact FRG flow equation
for the irreducible self-energy (two-point function) is
∂ΛΓ
(2)
Λ,α1α2
=
i
2
∫
β1
∫
β2
[G˙Λ]β1β2Γ
(4)
Λ,β2β1α1α2
, (4.8)
while the four-point vertex (effective interaction) satisfies
∂ΛΓ
(4)
Λ,α1α2α3α4
=
i
2
∫
β1
∫
β2
[G˙Λ]β1β2Γ
(6)
Λ,β2β1α1α2α3α4
+
i
2
∫
β1
∫
β2
∫
β3
∫
β4
[G˙Λ]β1β2 [GΛ]β3β4
×
[
Γ
(4)
Λ,β2β3α3α4
Γ
(4)
Λ,β4β1α1α2
+ Γ
(4)
Λ,β2β3α1α2
Γ
(4)
Λ,β4β3α3α4
+(α1 ↔ α2) + (α1 ↔ α4)
]
. (4.9)
If, in the absence of sources, the field has a finite ex-
pectation value Φ0α 6= 0, it is convenient to re-define the
vertices in the functional Taylor series (4.2) by expanding
in powers of δΦ = Φ− Φ0,
ΓΛ[Φ] =
∞∑
n=0
1
n!
∫
α1
· · ·
∫
αn
Γ
(n)
Λ,α1...αn
(Φ0)δΦα1 · · · δΦαn .
(4.10)
Then, the odd vertices (n = 1, 3, 5, . . .) are in general
also finite. The requirement that the one-point vertex
vanishes identically leads to the following flow equation
for the field expectation value,28,48,49∫
β
[
(∂ΛΦ
0
β)[G
−1
Λ ]βα +Φ
0
β [∂ΛG
−1
0,Λ]βα
]
=
i
2
∫
β1
∫
β2
[G˙Λ]β1β2Γ
(3)
Λ,β2β1α
. (4.11)
Moreover, the FRG flow equation for the two-point ver-
tex contains additional terms involving the three-point
vertex,
∂ΛΓ
(2)
Λ,α1α2
=
i
2
∫
β1
∫
β2
[G˙Λ]β1β2Γ
(4)
Λ,β2β1α1α2
+
∫
β
(∂ΛΦ
0
β)Γ
(3)
Λ,βα1α2
+i
∫
β1
∫
β2
∫
β′
1
∫
β′
2
[G˙Λ]β1β′1 [GΛ]β2β′2Γ
(3)
Λ,β1β2α1
Γ
(3)
Λ,β′
1
β′
2
α2
.
(4.12)
B. Cutoff schemes
1. General considerations
The crucial point is now to identify a sensible flow pa-
rameter Λ. Since we are interested in calculating the time
evolution of the distribution function at long times the
flow parameter should be chosen such that for sufficiently
large Λ the long-time asymptotics is simple. This is the
case if Λ is identified with a scattering rate which intro-
duces some kind of damping. This strategy was already
implemented by Jakobs et al.22 in their recent FRG study
of stationary non-equilibrium states of the Anderson im-
purity model. Formally, such a cutoff can be introduced
by replacing the infinitesimal imaginary part η appear-
ing in the retarded and advanced blocks of the inverse
matrix propagator G−10 given in Eqs. (2.40) by a finite
quantity Λ. This amounts to the following replacement of
the inverse retarded and advanced propagators by cutoff-
dependent quantities,
(GˆR0 )
−1 → (GˆR0,Λ)−1 = (GˆR0 )−1 − iΛZˆ, (4.13a)
(GˆA0 )
−1 → (GˆA0,Λ)−1 = (GˆA0 )−1 + iΛZˆ. (4.13b)
Explicitly, the cutoff-dependent retarded and advanced
Green functions are then
GR0,Λ(k, t, t
′) = GR0 (k, t, t
′)e−Λ(t−t
′), (4.14a)
GA0,Λ(k, t, t
′) = GA0 (k, t, t
′)e−Λ(t
′−t). (4.14b)
As far as the QQ-component of the inverse free prop-
agator is concerned (which for infinitesimal η is a pure
regularization), we set
[G−10,Λ]
QQ = 2iΛFˆ∗,Λ, (4.15)
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where the distribution matrix Fˆ∗,Λ will be further
specified below. Defining the cutoff-dependent non-
interacting distribution matrix Fˆ0,Λ as in Eq. (2.15), we
have
GˆK0,Λ = Gˆ
R
0,ΛFˆ0,ΛZˆ − ZˆFˆ0,ΛGˆA0,Λ, (4.16)
and
[G−10,Λ]
QQ = −(GˆR0,Λ)−1GˆK0,Λ(GˆA0,Λ)−1
= (GˆR0,Λ)
−1ZˆFˆ0,Λ − Fˆ0,ΛZˆ(GˆA0,Λ)−1
= DˆZˆFˆ0,Λ − Fˆ0,ΛZˆDˆ + 2iΛFˆ0,Λ. (4.17)
Comparing this with Eq. (4.15), we see that our cutoff-
dependent distribution matrix satisfies
DˆZˆFˆ0,Λ − Fˆ0,ΛZˆDˆ + 2iΛ(Fˆ0,Λ − Fˆ∗,Λ) = 0. (4.18)
For our cutoff choice given in Eqs. (4.13a,4.13b) we have
∂Λ(Gˆ
R
0,Λ)
−1 = −iZˆ, (4.19a)
∂Λ(Gˆ
A
0,Λ)
−1 = iZˆ, (4.19b)
∂Λ[G
−1
0,Λ]
QQ = 2iFˆ∗,Λ, (4.19c)
so that in this scheme the blocks of the single-scale prop-
agator (4.7) are
˙ˆ
GRΛ = iGˆ
R
Λ ZˆGˆ
R
Λ , (4.20a)
˙ˆ
GAΛ = −iGˆAΛ ZˆGˆAΛ , (4.20b)
˙ˆ
GKΛ = i
[
GˆRΛ ZˆGˆ
K
Λ − GˆKΛ ZˆGˆAΛ − 2GˆRΛ Fˆ∗,ΛGˆAΛ
]
. (4.20c)
Let us now discuss two possible choices of Fˆ∗,Λ.
2. Out-scattering rate cutoff
The simplest possibility is to choose
Fˆ∗,Λ =
η
Λ
Fˆ0,Λ → 0, (4.21)
so that the cutoff-dependent distribution function defined
via Eq. (4.18) satisfies
DˆZˆFˆ0,Λ − Fˆ0,ΛZˆDˆ + 2iΛFˆ0,Λ = 0. (4.22)
In this case the QQ-component of the inverse free prop-
agator is chosen to be the following cutoff-dependent in-
finitesimal regularization,
[G−10,Λ]
QQ = 2iηFˆ0,Λ. (4.23)
The term 2iΛFˆ0,Λ in Eq. (4.22) amounts to the following
substitution for the time-derivative in the equations of
motion for the distribution function,
∂t → ∂t + 2Λ. (4.24)
The time-diagonal element of the non-interacting distri-
bution function is then modified as follows,
F0,Λ(k, t) = e
−2ΛtF0(k, t), (4.25)
whereas the cutoff-dependent non-interacting Keldysh
Green function is now given by
GK0,Λ(k, t, t
′) = e−Λ(t+t
′)GK0 (k, t, t
′). (4.26)
The occupation numbers therefore decrease exponen-
tially with rate Λ for large time, which justifies the name
“out-scattering cutoff scheme.” Because for Λ → ∞ all
propagators vanish in this scheme, the FRG flow equa-
tions should be integrated with the initial condition
lim
Λ→∞
Γ
(n)
Λ,α1...αn
= 0 if n 6= 4, (4.27)
and the limit of Γ
(4)
Λ,α1α2α3α4
is given by the bare interac-
tion Eq. (2.51).
3. Hybridization cutoff
Alternatively, we may choose Fˆ∗,Λ = Fˆ0,Λ, so that the
distribution function satisfies
DˆZˆFˆ0,Λ − Fˆ0,ΛZˆDˆ = 0. (4.28)
This equation agrees exactly with the cutoff-independent
non-interacting kinetic equation (2.44), so that we may
identify Fˆ0,Λ = Fˆ0 with the cutoff-independent non-
interacting distribution function. Obviously, this cutoff
choice amounts to replacing the infinitesimal η appearing
in Eq. (2.45) by the running cutoff Λ, so that
[G−10,Λ]
QQ = 2iΛFˆ0, (4.29)
where Fˆ0 is the distribution function for infinitesimal η,
which is determined by the same equation as for Λ = 0.
With this cutoff choice all propagators at non-equal times
vanish for Λ → ∞. Explicitly, we obtain for the non-
interacting 2 × 2 Green functions in flavor space in this
cutoff scheme,
GK0,Λ(k, t, t
′) = GR0,Λ(k, t, t
′)F0(k, t
′)Z
− ZF0(k, t)GA0,Λ(k, t, t′). (4.30)
Because for large Λ → ∞ all propagators at non-equal
times are suppressed, each time integration in loops
yields a factor of 1/Λ. For Λ → ∞ only the Hartree-
Fock contribution to the self-energy survives because it
depends only on the equal-time component of the Green
function. The FRG flow equations in this cutoff scheme
should therefore be integrated with the boundary condi-
tion that for Λ → ∞ the irreducible self-energy is given
by the self-consistent Hartree-Fock approximation.
The finite value of the QQ-block of the inverse prop-
agator can be considered to be a part of the Keldysh
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self-energy, which in turn is related to an in-scattering
rate.7 Compared to the out-scattering rate cutoff intro-
duced before, this cutoff scheme contains both in and
out scattering contributions, such that the bare distribu-
tion function is cutoff independent. Essentially the same
cutoff scheme has recently been proposed and tested by
Jakobs, Pletyukhov and Schoeller.22,23,27 In particular
in Ref. [22] they used this scheme to study stationary
non-equilibrium states of the Anderson impurity model.
In this case they identified the cutoff parameter Λ with
the hybridization energy arising from the coupling to the
bath of free electrons. Following their suggestion we shall
therefore refer to this scheme as the “hybridization cutoff
scheme.”
4. Alternative cutoff schemes
At this point it is not clear which cutoff choice is su-
perior. By construction, both schemes do no violate
causality for any value of the running cutoff Λ. More-
over, to describe systems close to thermal equilibrium
it might be important to require that in thermal equi-
librium the fluctuation-dissipation theorem relating the
Keldysh Green function to its retarded and advanced
counter-parts is satisfied for any value of the running
cutoff. Using the spectral representation of the Green
functions, it is easy to show that for our model the
fluctuation-dissipation theorem can be written as the fol-
lowing relation between the Fourier transforms of the 2×2
matrix Green functions in flavor space,
GK(k, ω) = [GR(k, ω)−GA(k, ω)]
[
2
eβω − 1 + 1
]
.
(4.31)
While this relation is manifestly violated in the out-
scattering cutoff scheme, in the hybridization cutoff
scheme it remains valid in the non-interacting limit.
Finally, let us point out that in certain situations other
choices of the distribution matrix Fˆ∗,Λ in the QQ-block
of the regularized inverse propagator given in Eq. (4.15)
may be advantageous. For example, for describing the
approach to thermal equilibrium, it might be useful to
identify Fˆ∗,Λ with the true equilibrium distribution. To
see this, let us approximate the Keldysh Green function
GˆK appearing in the Keldysh-block of the single-scale
propagator (4.20c) by the generalized Kadanoff-Baym
ansatz (3.24), which assumes that the non-interacting
relation (2.72) remains approximately valid for the in-
teracting system. Introducing the flowing distribution
function in analogy with Eq. (2.70),
FΛ(k, t) = iZG
K
Λ (k, t, t)Z, (4.32)
the generalized Kadanoff-Baym ansatz (3.24) can also be
written as
GKΛ (k, t, t
′) = GRΛ(k, t, t
′)FΛ(k, t
′)Z
− ZFΛ(k, t)GAΛ(k, t, t′). (4.33)
Substituting this approximation into Eq. (4.20c), we ob-
tain for the Keldysh block of the single-scale propagator
at equal times
G˙KΛ (k, t, t) = 2i
∫ t
t0
dt1G
R
Λ(k, t, t1)[FΛ(k, t1)− F∗,Λ(k)]
×GAΛ(k, t1, t). (4.34)
Obviously, this expression vanishes if the flowing distri-
bution matrix FΛ(k, t1) approaches the equilibrium dis-
tribution F∗,Λ(k).
C. Combining FRG flow equations with quantum
kinetic equations
The FRG flow equation (4.8) relates the derivative of
the self-energy [ΣΛ]α1α2 ≡ Γ(2)Λ,α1α2 with respect to the
flow parameter Λ to the flowing Green function GΛ and
to the flowing effective interaction Γ
(4)
Λ,β2β1α1α2
. Our final
goal is to obtain a closed equation for the Keldysh block
GˆKΛ of the Green function matrix at equal times (or al-
ternatively the distribution function FˆΛ), from which we
can extract the time evolution of the diagonal and off-
diagonal distribution functions given in Eq. (2.1a,2.1b).
Therefore we have to solve the FRG flow equation (4.8)
simultaneously with the cutoff-dependent quantum ki-
netic equation, which can be derived analogously to
Sec. III from the cutoff-dependent Dyson equation,
G
−1
Λ =G
−1
0,Λ −ΣΛ. (4.35)
The cutoff-dependent kinetic equation for the Keldysh
block can be derived in the same way as in Sec. III, and
we thus obtain for the equal-time Keldysh Green func-
tion,
i∂tG
K
Λ (k, t, t) −MΛ,kGKΛ (k, t, t)−GKΛ (k, t, t)MTΛ,k
=
∫ t
t0
dt1[ZΣ
K
Λ (k, t, t1)G
A
Λ(k, t1, t)
−GRΛ(k, t, t1)ΣKΛ (k, t1, t)Z]
+
∫ t
t0
dt1[ZΣ
R
Λ(k, t, t1)G
K
Λ (k, t1, t)
−GKΛ (k, t, t1)ΣAΛ(k, t1, t)Z], (4.36)
whereMΛ,k is a cutoff dependent deformation of the ma-
trix Mk defined in Eq. (2.42). The explicit form of MΛ,k
depends on the cutoff scheme. For the out-scattering
cutoff scheme, it follows from Eq. (4.22) and (4.32) that
MΛ,k = Mk − iΛI. For the hybridization cutoff scheme,
Eqs. (4.28) and (4.32) imply that MΛ,k = Mk, which
is identical to Eq. (2.42). The general form of the ki-
netic equation (4.36) is of course similar to Eq. (3.23),
except that now all Green functions and self-energies de-
pend on the cutoff parameter Λ. Together with the FRG
flow equation (4.8), this equation forms a system of cou-
pled first-order partial integro-differential equations with
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two independent variables t and Λ, which have to be
solved simultaneously. Because the flow equation (4.8)
depends on the effective interaction which satisfies the
flow equation (4.9), the simplest truncation is to neglect
the flow of the interaction. However, the resulting sys-
tem of kinetic and flow equations given by Eqs. (4.36) and
(4.8) is not closed because the flow and the kinetic equa-
tion contains integrals involving the two-time Keldysh
Green function. To reduce the complexity and to close
the system of equations, the usual approximation strate-
gies of quantum kinetics can now be made. For exam-
ple, on the right-hand side of the quantum kinetic equa-
tion (4.36), one could express the Keldysh Green func-
tion for non-equal times in terms of the corresponding
equal-time Keldysh Green function using the generalized
Kadanoff-Baym ansatz (3.24). Further simplifying ap-
proximations such as the Markov-approximation where
the time-arguments of all Keldysh Green functions on
the right-hand side of Eq. (4.36) are replaced by the ex-
ternal time t might also be useful. For the solution to be
unique, we have to further specify the boundary condi-
tions. For our system of kinetic and flow equation it is
sufficient to define the distribution FΛ(t0) at the initial
time t0 for arbitrary cutoff Λ, and the self-energy ΣΛ0(t)
at the initial cutoff scale Λ0 for arbitrary time t. We shall
illustrate this choice of boundary conditions and the ap-
proximations mentioned above in the following section
within the framework of a simple exactly solvable toy
model.
V. EXACTLY SOLVABLE TOY MODEL
Although the functional renormalization group ap-
proach for bosons out of equilibrium developed in Sec. IV
is rather general, at this point it is perhaps not so clear
whether this approach is useful in practice to calculate
the non-equilibrium time evolution of interacting bosons.
One obvious problem which we have not addressed so far
is that truncation strategies of the formally exact hierar-
chy of FRG flow equations have to be constructed which
correctly describe the long-time asymptotics.
As a first step in this direction, we shall consider in
this section a simplified version of our boson Hamiltonian
(1.1) which is obtained by retaining only the operators
associated with the k = 0 mode. Setting ak=0 = a,
ǫk=0 = ǫ, γk=0 = γ and U(0, 0; 0, 0)/V = u, our boson
Hamiltonian (1.1) thus reduces to the following bosonic
“toy model” Hamiltonian,
H(t) = ǫa†a+ 1
2
[
γe−iω0ta†a† + γ∗eiω0taa
]
+
u
2
a†a†aa. (5.1)
In the rotating reference frame Eq. (5.1) becomes
H˜ =
(
ǫ− ω0
2
)
a†a+
|γ|
2
[
a†a† + aa
]
+
u
2
a†a†aa. (5.2)
For notational simplicity, we redefine again40 ǫ − ω02 →
ǫ. This simplified model describes a single anhar-
monic quantum mechanical oscillator subject to a time-
dependent external field which creates and annihilates
pairs of excitations. Although this toy model does not
describe relaxation and dissipation processes, it does cap-
tures some aspects of the physics of parametric resonance
in dipolar ferromagnets.50
The non-equilibrium dynamics of the Hamiltonian
(5.2) can be easily determined numerically by directly
solving the time-dependent Schro¨dinger equation. Ex-
panding the time-dependent states |ψ(t)〉 of the Hilbert
space associated with Eq. (5.2) in the basis of eigenstates
|n〉 of the particle number operator a†a,
|ψ(t)〉 =
∞∑
n=0
ψn(t)|n〉, (5.3)
the time-dependent Schro¨dinger equation assumes the
form
i∂tψn(t) =
[
ǫn+
u
2
n(n− 1)
]
ψn(t)
+
|γ|
2
[√
n(n− 1)ψn−2(t)
+
√
(n+ 2)(n+ 1)ψn+2(t)
]
. (5.4)
This system of equations is easily solved numerically.
From the solution we may construct the normal and
anomalous distribution functions,
n(t) = 〈ψ(t)|a†a|ψ(t)〉 =
∞∑
n=0
n|ψn(t)|2, (5.5)
p(t) = 〈ψ(t)|aa|ψ(t)〉
=
∞∑
n=0
√
(n+ 2)(n+ 1)ψ∗n(t)ψn+2(t). (5.6)
We have prepared the coefficients at the initial time as
ψn(t0) = δn,1, (5.7)
so that the normal and anomalous pair-correlators have
the initial values n(0) = 1 and p(0) = 0. With this
choice all other correlators vanish at the initial time. We
have solved the Schro¨dinger equation (5.4) numerically
by both integrating it directly and by calculating the ma-
trix exponential exp[−iH˜(t− t0)] and using
ψn(t) =
nmax−1∑
j=0
[e−iH˜(t−t0)]njψj(t0), (5.8)
where the Hamiltonian H has the matrix elements
[H]nm =
[
ǫn+
u
2
n(n− 1)
]
δn,m +
|γ|
2
[√
n(n− 1)δn−2,m
+
√
(n+ 2)(n+ 1)δn+2,m
]
. (5.9)
We found identical results with both methods. A total
number of nmax = 20 basis coefficients was sufficient for
convergence.
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A. Time-dependent Hartree-Fock approximation
As a reference, let is briefly discuss the self-consistent
Hartree-Fock approximation for our toy model. In the
context of parametric resonance of magnons in yttrium-
iron garnet, this approximation is also referred to as “S-
theory.”29,30 Within this approximation the self-energy
matrix is time-diagonal,
[Σ]λλ
′
σt,σ′t′ = δ(t− t′)Σλλ
′
σσ′ (t). (5.10)
With the help of the symmetrized interaction vertex de-
fined in Eq. (2.51) we may write
Σλλ
′
σσ′(t) =
1
2
∑
σ1σ2
∑
λ1λ2
Uλ1λ2λλ
′
σ1σ2σσ′
〈Φλ1σ1 (t)Φλ2σ2 (t)〉
=
i
2
∑
σ1σ2
∑
λ1λ2
Uλ1λ2λλ
′
σ1σ2σσ′
Gλ1λ2σ1σ2 (t, t). (5.11)
Recall that by definition ΣQC ≡ ΣR and ΣCQ ≡ ΣA,
so that we obtain for the time-diagonal elements of the
retarded and advanced self-energy,
Σ1(t) ≡ ΣR(t) = ΣA(t) = iu
(
1
2G
K
a¯a¯(t, t) G
K
aa¯(t, t)
GKa¯a(t, t)
1
2G
K
aa(t, t)
)
= u
(
p∗(t) 2n(t) + 1
2n(t) + 1 p(t)
)
. (5.12)
The Keldysh component of the self-energy vanishes in
this approximation,
ΣQQ(t) ≡ ΣK(t) = 0. (5.13)
Actually, there is an additional time-independent in-
teraction correction −u to the normal component of
the advanced and retarded self-energy which arises from
the symmetrization of the Hamiltonian, as discussed in
Sec. II C. According to Eq. (2.48) this contribution
simply leads to a constant shift −u in the energy in
Eq. (2.42). Taking this shift into account, we find that
our kinetic equation (3.23) reduces to the following 2× 2
matrix equation,
i∂tF (t) = −MT (t)F (t) − F (t)M(t), (5.14)
where
M(t) =M + ZΣ1(t) =
(
ǫ(t) γ(t)
−γ∗(t) −ǫ(t)
)
, (5.15)
with
M =
(
ǫ− u |γ|
−|γ| −(ǫ− u)
)
, (5.16)
and
ǫ(t) = ǫ+ 2un(t), (5.17a)
γ(t) = |γ|+ up(t). (5.17b)
Recall that according to Eq. (2.70) the 2× 2 distribution
matrix is given by
F (t) = iZGK(t, t)Z =
( −2p∗(t) 2n(t) + 1
2n(t) + 1 −2p(t)
)
. (5.18)
At this level of approximation the kinetic equation (5.14)
has the same structure as the corresponding equation
(2.71) in the absence of interactions. From Eqs. (5.18)
and (5.14) we obtain the following kinetic equations for
the diagonal and off-diagonal distribution functions,50
i∂tn(t) = −γ∗(t)p(t) + γ(t)p∗(t), (5.19a)
i∂tp(t) = 2ǫ(t)p(t) + γ(t)[2n(t) + 1]. (5.19b)
In Figs. 1 and 2 we compare the numerical solution
of these equations with the exact result obtained from
Eqs. (5.4–5.6), and with the time evolution in the non-
interacting limit. Because our simple toy model does
not account for damping and dissipative effects, the time
evolution is purely oscillatory. However, the true oscil-
lation period lies between the non-interacting oscillation
period T0 = π/µ = π/
√
ǫ2 − |γ|2 and the smaller oscilla-
tion period predicted by the self-consistent Hartree-Fock
approximation. A similar phenomenon is also observed
for the oscillation amplitudes. As expected the devia-
tion between the three curves increases with increasing
interaction strength. We thus conclude that the Hartree-
Fock approximation is only capable for moderate interac-
tion strength and short times as illustrated in the middle
panel of Figs. 1 and 2. In this case the Hartree-Fock re-
sult up to times of the order T0/4 is reliable. However, in
this regime the free time evolution is also fairly accurate.
B. Kinetic equation with self-energy up to second
order
Let us consider again the quantum kinetic equation for
the Keldysh Green function GK(t, t′), which for our toy
model can be obtained by simply omitting the momen-
tum label in Eqs. (3.11) and (3.12). Substituting on the
right-hand side of this equation the self-energies up to
second order in the interaction given in Eq. (5.11) (first
order self-energy) and in appendix C (second order self-
energy), we obtain an equation of motion for the two-
time Keldysh Green function GK(t, t′). Together with
the corresponding retarded and advanced components of
the Dyson equation, this equation forms a closed system
of partial differential equations, which can in principle be
solved numerically. To simplify the numerics, we will fo-
cus here only on the evolution equation for the equal-time
Keldysh Green function GK(t, t) which can be obtained
from the kinetic equation (3.23) by omitting the momen-
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FIG. 1. (Color online) Time evolution of the diagonal distri-
bution function for initial conditions n(0) = 1 and p(0) = 0.
We have chosen |γ|/ǫ = 0.1 and three different values of the
interaction strength: u/ǫ = 0.025 (top), u/ǫ = 0.1 (middle),
and u/ǫ = 0.25 (bottom). The frequency µ =
√
ǫ2 − |γ|2 de-
termines the oscillation period in the non-interacting limit.
We compare the result of the self-consistent Hartree-Fock ap-
proximation (solid line) with the exact solution (dashed line)
and the time evolution in the non-interacting limit (dotted
line).
tum labels,
i∂tG
K(t, t) −MGK(t, t)−GK(t, t)MT
=
∫ t
t0
dt1[ZΣ
K(t, t1)G
A(t1, t)
−GR(t, t1)ΣK(t1, t)Z]
+
∫ t
t0
dt1[ZΣ
R(t, t1)G
K(t1, t)
−GK(t, t1)ΣA(t1, t)Z]. (5.20)
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FIG. 2. (Color online) Time evolution of the off-diagonal
distribution function for increasing interaction strength (from
top to bottom). The parameters and initial conditions are
the same as in Fig. 1. We compare the result of the self-
consistent Hartree-Fock approximation (solid line) with the
exact solution (dashed line) and the time evolution in the
non-interacting limit (dotted line).
Since the two-time function GK(t, t′) appears again on
the right hand side of this equation let us make three
additional standard approximations to close the system
of equations:
1. Generalized Kadanoff-Baym ansatz: As discussed
in Sec. III B, with the help of the generalized
Kadanoff-Baym ansatz (3.24) we may derive a
closed integral equation for the equal-time Keldysh
Green function GK(t, t). For our toy model, the
generalized Kadanoff-Baym ansatz reads
GK(t, t′) ≈ −i[GR(t, t′)ZGK(t′, t′)
−GK(t, t)ZGA(t, t′)]. (5.21)
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This ansatz amounts to approximating the distri-
bution matrix in the collision integrals by its diag-
onal elements,
[Fˆ ]tt′ ≡ F (t, t′) ≈ δ(t− t′)F (t)
= δ(t− t′)iZGK(t, t)Z. (5.22)
2. Markov approximation: To reduce the integro-
differential equation for the equal-time Keldysh
Green function to an ordinary differential equation,
we replace under the integral
∫ t
t0
dt1G
K(t1, t1) . . .→ GK(t, t)
∫ t
t0
dt1 . . . . (5.23)
3. Free advanced and retarded propagators: Finally,
we neglect the self-energy corrections of the ad-
vanced and retarded propagators in Eq. (5.20) and
thus replaceGR(t, t′) andGA(t, t′) by the free prop-
agators, which can be obtained by omitting the mo-
mentum labels in Eqs. (2.55,2.60).
After these approximations, the collision integrals in
Eq. (5.20) can be calculated analytically and the non-
equilibrium distribution functions are easily obtained by
numerically solving a system of two coupled ordinary dif-
ferential equations. For the numerical solution, the time
grid was chosen equally spaced with ∆t ǫ = 1.3 × 10−2
and the differential equations were solved using a fourth-
order Runge-Kutta algorithm.51
The result for the same parameters and initial con-
ditions as in Figs. 1 and 2 is shown in Figs. 3 and
4. Obviously, for moderate interaction strength the in-
clusion of second-order corrections indeed improves the
agreement with the exact solution up to times of order
T0 = π/µ = π/
√
ǫ2 − |γ|2. However, for stronger in-
teractions and for times exceeding T0, the solution of
the kinetic equation with second-order corrections to the
self-energy disagrees even more drastically from the exact
solution than the time-dependent Hartree-Fock approx-
imation shown in Figs. 1 and 2. In addition we found
secular behavior and unphysical divergences of the pair
correlators for long times (not shown in Figs. 3 and 4).
By numerically solving the kinetic equation without mak-
ing the above approximations (see appendix D), we have
checked that the strong disagreement of the time evolu-
tion beyond one oscillation period T0 with the exact re-
sult is not an artifact of the Kadanoff-Baym ansatz, the
Markov approximation or the neglected renormalization
of the retarded and advanced propagators.
C. First order truncation of the FRG hierarchy
We now show that a very simple truncation of the non-
equilibrium FRG flow equation for the self-energy where
the flow of the effective interaction is neglected leads to
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FIG. 3. (Color online) Time evolution of the diagonal distri-
bution function of the toy model. The parameters and initial
conditions are the same as in Fig. 1. The solid line is the so-
lution of the kinetic equation with second order self-energies,
simplified using the generalized Kadanoff-Baym ansatz and
the Markov approximation. For comparison we also show the
exact solution (dashed line).
much better results for the time evolution than the pre-
vious two approximations. A similar truncation has also
been made by Gezzi et al.20 in their FRG study of sta-
tionary non-equilibrium states of the Anderson impurity
model. In the exact FRG flow equation (4.8) for the
self-energy we replace the flowing effective interaction by
the bare interaction (recall that for our toy model the
collective labels αi represents (ti, λi, σi)),
Γ
(4)
Λ,α1α2α3α4
≈ δ(t1 − t2)δ(t2 − t3)δ(t3 − t4)Uλ1λ2λ3λ4σ1σ2σ3σ4 ,
(5.24)
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FIG. 4. (Color online) Time evolution of the off-diagonal dis-
tribution function for increasing interaction strength (from
top to bottom) of the toy model. The parameters and initial
conditions are the same as in Fig. 1. The solid line is the so-
lution of the kinetic equation with second order self-energies,
simplified using the generalized Kadanoff-Baym ansatz and
the Markov approximation. The dashed line is again the ex-
act solution.
where up to permutation of the indices the symmetrized
bare interaction is given by (see Eq. (2.51))
UCQCCa¯ a¯ a a = U
CQQQ
a¯ a¯ a a = U
CCCQ
a¯ a¯ a a = U
QQCQ
a¯ a¯ a a = u. (5.25)
In this approximation the two-point function is time-
diagonal,
Γ
(2)λλ′
Λ,σt σ′t′ = δ(t− t′)Σλλ
′
Λ,σσ′ (t), (5.26)
where the self-energies satisfy the FRG flow equation
∂ΛΣ
λλ′
Λ,σσ′ (t) =
i
2
∑
λ1σ1
∑
λ2σ2
Uλλ
′λ1λ2
σσ′σ1σ2
G˙λ1λ2Λ,σ1σ2(t, t). (5.27)
With the bare interaction given by Eq. (5.25), this leads
to the FRG flow equations for the retarded (λλ′ = QC)
and advanced (λλ′ = CQ) self-energies,
∂ΛΣ
R
Λ(t) = ∂ΛΣ
A
Λ(t) ≡ ∂ΛΣΛ(t)
= iu
(
1
2 G˙
K
Λ,a¯a¯(t, t) G˙
K
Λ,aa¯(t, t)
G˙KΛ,a¯a(t, t)
1
2 G˙
K
Λ,aa(t, t)
)
. (5.28)
For the Keldysh component of the self-energy corre-
sponding to λλ′ = QQ we obtain
∂ΛΣ
K
Λ,aa¯(t) = iu
[
G˙RΛ,aa¯(t, t) + G˙
A
Λ,aa¯(t, t)
]
, (5.29a)
∂ΛΣ
K
Λ,aa(t) = i
u
2
[
G˙RΛ,a¯a¯(t, t) + G˙
A
Λ,a¯a¯(t, t)
]
. (5.29b)
From the definitions (4.20a,4.20b) of the retarded and
advanced components of the single-scale propagators it
is easy to see that at equal times G˙RΛ(t, t) = 0 = G˙
A
Λ(t, t),
so that within our truncation the right-hand sides of the
flow-equations (5.29a,5.29b) for the Keldysh self-energy
vanish. Because the initial Keldysh self-energy is zero, it
remains zero during the entire RG flow within our trun-
cation.
At this point we specify our cutoff procedure. It
turns out that from the two cutoff schemes discussed in
Sec. IVB, the out-scattering rate scheme described in
Sec. IVB2 is superior. Recall that this scheme amounts
to setting Fˆ∗,Λ = 0 in Eq. (4.20c). For our toy model
the Keldysh component of the single-scale propagator at
equal times is then given by the following 2 × 2 matrix
equation,
G˙KΛ (t, t) = i
∫ t
t0
dt1
[
GRΛ(t, t1)ZG
K
Λ (t1, t)
−GKΛ (t, t1)ZGAΛ(t1, t)
]
. (5.30)
Note that this equation still contains memory effects. We
simplify Eq. (5.30) using the same approximations as in
the previous subsection: First of all, we use the general-
ized Kadanoff-Baym ansatz (5.21) to express the Keldysh
Green functions on the right-hand side of Eq. (5.30) in
terms of the corresponding equal-time Green function.
Introducing the cutoff-dependent distribution function
FΛ(t) = iZG
K
Λ (t, t)Z, (5.31)
we obtain
G˙KΛ (t, t) ≈ 2i
∫ t
t0
dt1G
R
Λ(t, t1)FΛ(t1)G
A
Λ(t1, t). (5.32)
Next, we replace FΛ(t1)→ FΛ(t) under the integral sign
(Markov approximation). Substituting the advanced and
retarded propagators by their free counterparts (which
can be obtained from Eq. (2.55,2.60) by omitting the mo-
mentum labels) we finally arrive at the following simple
expression for the Keldysh component of the single-scale
propagator in the out-scattering rate cutoff scheme,
G˙KΛ (t, t) ≈ 2i
∫ t
t0
dt1G
R
0,Λ(t, t1)FΛ(t)G
A
0,Λ(t1, t). (5.33)
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At this point we have arrived at a system of two cou-
pled partial differential equations (PDE) for the cutoff-
dependent distribution matrix FΛ(t) and the self-energy
matrix ΣΛ(t). The former contains the normal (nΛ(t))
and anomalous (pΛ(t)) distributions as in Eq. (5.18),
FΛ(t) =
( −2p∗Λ(t) 2nΛ(t) + 1
2nΛ(t) + 1 −2pΛ(t)
)
. (5.34)
The time evolution of this distribution matrix is deter-
mined by a kinetic equation which is formally identical
to the corresponding kinetic equation (5.14) within time-
dependent Hartree-Fock approximation,
i∂tFΛ(t) = −MTΛ (t)FΛ(t)− FΛ(t)MΛ(t). (5.35)
The cutoff-dependent matrix MΛ(t) is
MΛ(t) =M − iΛI + ZΣΛ(t)
=
(
ǫ− u− iΛ + ΣΛ,a¯a(t) |γ|+ ΣΛ,a¯a¯(t)
−|γ| − ΣΛ,aa(t) −[ǫ− u+ iΛ + ΣΛ,aa¯(t)]
)
,
(5.36)
and depends on the bare matrixM defined in Eq. (5.16),
on the cutoff parameter Λ, and on the cutoff-dependent
self-energy ΣΛ(t). The flowing self-energy matrix satisfies
∂ΛΣΛ(t) = iu
(
1
2 G˙
K
Λ,a¯a¯(t, t) G˙
K
Λ,aa¯(t, t)
G˙KΛ,a¯a(t, t)
1
2 G˙
K
Λ,aa(t, t)
)
, (5.37)
where the matrix G˙KΛ (t, t) is given by Eq. (5.33).
Mathematically, the problem is now reduced to the so-
lution of a system of first order partial differential equa-
tions in two independent variables t and Λ. To illustrate
the structure more clearly, we rewrite the system (5.35)
and (5.37) as
∂tFΛ(t) = A(FΛ(t),ΣΛ(t),Λ), (5.38a)
∂ΛΣΛ(t) = B(FΛ(t),Λ, t), (5.38b)
where the explicit form of the matrix functions A and
B follows from the right-hand sides of Eq. (5.35) and
(5.37). Note, that the system is not fully symmetric in
the variables Λ and t, because the flow equation con-
tains causal memory integrals over the time t. Without
Markov approximation, the right-hand side of the flow
equation (and in higher-order truncations also the ki-
netic equation) is a functional of the distribution matrix
FΛ(t) and depends on the distribution matrix at earlier
times. Using the Markov approximation the distribution
matrix can be pulled out of the integral and the func-
tional B reduces to an ordinary function of the distribu-
tion FΛ(t). To define the solution of Eqs. (5.38a,5.38b)
uniquely we note that the boundary conditions fix the
distribution matrix FΛ(t0) at the initial time t0 and ar-
bitrary cutoff Λ, and the self-energy matrix ΣΛ0(t) at
the initial cutoff Λ0 and arbitrary time t. In fact, within
our truncation, the boundary condition for the distribu-
tion matrix is FΛ(t0) = F (t0). Since for a large cutoff
FIG. 5. (Color online) Illustration of our approach to solve
the system (5.38a) and (5.38b) of partial differential equa-
tions. The kinetic equation (5.38a) describes the propagation
of FΛ(t) in t, where the flow equation (5.38b) describes the
propagation of ΣΛ(t) in Λ-direction. The boundary conditions
define the distribution function FΛ(t0) at the initial time t0
(dashed line) and the self-energy ΣΛ0 (t) at the initial Λ0 (dot-
ted line).
all one-particle irreducible vertices (with the exception
of Γ(4)) vanishes due to Eq. (4.27), the boundary condi-
tion for the self-energy matrix at sufficiently large initial
cutoff Λ0 is ΣΛ0(t) = 0. The standard method of deal-
ing with this kind of first order PDEs is the method of
characteristics.52 However, in our case the characteristic
curves coincide with the curves where the boundary con-
ditions are specified, so that the standard procedure is
not applicable. Nevertheless, it is easy to see that the
solution with the proper boundary conditions can be ob-
tained by means of the following algorithm: We first note
that the kinetic equation (5.38a) describes the propaga-
tion of FΛ(t) in t, and that the flow equation (5.38b)
gives the propagation of ΣΛ(t) in Λ direction, as illus-
trated in Fig. 5. Solving the kinetic equation (5.38a) for
an infinitesimally small time step dt, the resulting dis-
tribution function at t+ dt can be used to integrate the
flow equation (5.38b) at fixed t + dt over Λ. Repeating
these two steps allows to obtain the solution of FΛ(t) and
ΣΛ(t) in the entire (t,Λ)-plane.
In the following we explain our approach to numeri-
cally solve the coupled set of first order partial differ-
ential equations. We focus on the out-scattering cutoff
scheme but generalizations to other cases are straightfor-
ward. We consider a discretization of the two variables t
and Λ in the form
t→ tm ∈ {t0, . . . , tM−1}, (5.39a)
Λ→ Λn ∈ {Λ0, . . . ,ΛN−1}, (5.39b)
with m ∈ {0, . . . ,M − 1} and n ∈ {0, . . . , N − 1}. The
discretized grid points are ordered as tn < tn+1 and
Λn > Λn+1. Both grids do not need to be equally spaced.
Moreover, the number of points M and N can be chosen
arbitrarily. The discretized functions are written as
FΛn(tm) = Fnm , ΣΛn(tm) = Σnm, (5.40)
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and
G˙KΛn(tm, tm) = G˙
K
nm. (5.41)
The derivatives are approximated by first-order finite-
difference expressions,
∂tFΛn(tm) ≈
Fnm+1 − Fnm
tm+1 − tm , (5.42a)
∂ΛΣΛn(tm) ≈
Σn+1m − Σnm
Λn+1 − Λn . (5.42b)
The discretized version of the kinetic equation (5.14) then
follows as
Fnm+1 = Fnm + i(tm+1 − tm)(MTnmFnm + FnmMnm),
(5.43)
with the time-dependent coefficient matrix
Mnm =M − iΛnI + ZΣnm. (5.44)
In the same way the discretized flow equation (5.37) for
the self-energy is
Σn+1m = Σnm
+ iu(Λn+1 − Λn)
(
1
2 G˙
K
nm,a¯a¯ G˙
K
nm,aa¯
G˙Knm,a¯a
1
2 G˙
K
nm,aa
)
. (5.45)
According to Eq. (5.33) the single-scale propagator G˙Knm
on the right-hand side is defined as
G˙Knm = 2i
∫ tm
t0
dt′GR0,Λn(tm, t
′)FnmG
A
0,Λn(t
′, tm).
(5.46)
From the structure of the discretized equations it is obvi-
ous that causality is preserved since each time step can be
calculated from the previous ones and does not depend
on quantities at later times. Starting from the initial
values which specify the distribution matrix Fn 0 with
n ∈ {0, . . . , N − 1} and the self-energy matrix Σ0m with
m ∈ {0, . . . ,M − 1} on the boundaries, one can obtain
the entire solution by stepwise propagating in t- and in
Λ-direction in terms of basic Euler steps. One Euler step
from tm to tm+1 contains two parts: First, with the so-
lution Fnm where n ∈ {0, . . . , N − 1} from the previous
step and the initial self-energy Σ0m on the boundary,
the flow equation (5.45) at fixed time tm can be inte-
grated in N sub-steps from Λ0 to ΛN−1 to obtain Σnm
on all points n ∈ {0, . . . , N − 1}. Next, by using the ki-
netic equation (5.43), Fnm+1 can be derived from Fnm
and Σnm. This completes one basic Euler step since the
distribution function Fnm+1 is now known at time tm+1.
Repeating this procedureM -times yields the full solution
up to time tM−1. Numerically, the first-order finite differ-
ence derivatives are not accurate enough unless the grid
spacing becomes very small which is not feasible in prac-
tice. Therefore a fourth-order Runge-Kutta method for
the propagation in t- and the second-order Heun method
for the propagation in Λ-direction51 is used. One Runge-
Kutta step from Fnm to Fnm+1 consists of four Euler
steps of the form described above. The integral (5.46)
was solved analytically using the free retarded and ad-
vanced Green functions (given by (2.55, 2.60) without
k dependence). The time grid was chosen similar to
the Hartree-Fock and the second-order case described in
Sec. VB. The Λ-grid ranges between Λ0/ǫ = 8.1 and
Λ299/ǫ = 2.1×10−7 and was adjusted in such a way that
for Λ/ǫ < 1, the resolution of the grid spacing was in-
creased to take into account the higher curvature of the
self-energy in this region.
The result for the FRG approach with the out-
scattering cutoff scheme for the same parameters and ini-
tial conditions as in perturbation theory (compare Figs.
1, 2 and 3, 4) is shown in Figs. 6 and 7. For the oscil-
lation period of the pair correlators, the FRG treatment
clearly improves the results compared to perturbative ap-
proaches. Up to time T0 = π/µ = π/
√
ǫ2 − |γ|2 the pe-
riod of the oscillation is nearly identical with the exact
result. Even after longer times of the order 4T0 (mid-
dle panel) the deviation from the exact solution is small.
The oscillation is regular and we found no secular behav-
ior even at long times. However, the amplitude of the
pair correlators is underestimated and is comparable to
the perturbative mean-field result shown in Figs. 1 and
2. In contrast, with the hybridization cutoff scheme, we
were not able to obtain any reasonable results for the
pair-correlator dynamics. This suggests that in practice
the out-scattering cutoff scheme works better than the
hybridization cutoff scheme.
VI. SUMMARY AND CONCLUSIONS
We have developed a real-time functional renormaliza-
tion group (FRG) approach to calculate the time evolu-
tion of interacting bosons out of equilibrium. To be spe-
cific, we have developed our formalism in the context of
the interacting time-dependent boson Hamiltonian (1.1)
describing the non-equilibrium dynamics of magnons in
dipolar magnets such as yttrium-iron garnet31 subject
to an oscillating microwave field.29,30 To take into ac-
count the off-diagonal correlations inherent in this model
we have introduced an efficient matrix notation which
facilitates the derivation of quantum kinetic equations
for both the normal and anomalous components of the
Green functions in the Keldysh formalism. We have also
extended the generalized Kadanoff-Baym ansatz44 to in-
clude both diagonal and off-diagonal correlations on the
same footing.
In our FRG approach the time evolution of the di-
agonal and off-diagonal distribution functions is ob-
tained by solving a quantum kinetic equation with cutoff-
dependent collision integrals simultaneously with a renor-
malization group flow equation for cutoff-dependent non-
equilibrium self-energies appearing in the collision in-
tegrals. To implement this procedure, we proposed a
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FIG. 6. (Color online) The solid lines are our FRG results for
the diagonal distribution function for increasing interaction
strength (from top to bottom). The parameters and initial
conditions are the same as in Figs. 1 and 3. For comparison
we also show the exact solution (dashed line).
new cutoff scheme where the infinitesimal imaginary part
defining the boundary conditions of the inverse advanced
and retarded propagators is replaced by a finite scale
acting as a running cutoff. We have called this cutoff
procedure out-scattering rate cutoff scheme because the
cutoff-dependent imaginary parts in the retarded and
advanced propagators lead to an exponential decay of
the occupation numbers. In principle one can also re-
place the infinitesimal imaginary part appearing in the
Keldysh component of the inverse free propagator by a
cutoff-dependent finite quantity which leads to the hy-
bridization cutoff scheme proposed by Jakobs et al..27
For the toy model we presented evidence that it is better
to work with the out-scattering cutoff scheme, keeping
the Keldysh component of the inverse free propagator
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FIG. 7. (Color online) The solid lines are our FRG results
for the off-diagonal distribution function for increasing inter-
action strength (from top to bottom). The parameters and
initial conditions are the same as before. The dashed line is
again the exact solution.
infinitesimal.
We have explicitly tested our FRG approach for a sim-
plified toy model which is obtained from the Hamilto-
nian (1.1) by retaining only a single momentum mode.
Although this simplified model does not contain damp-
ing and dissipative effects, it does describe some aspects
of the magnon dynamics in yttrium-iron garnet.50 Since
the non-equilibrium time evolution of our toy model can
be obtained exactly by direct numerical integration of
the time-dependent Schro¨dinger equation, our toy model
allows us to test the quality of various approximations.
Specifically, we have studied the following approxima-
tions:
1. Self-consistent Hartree-Fock approximation, which
is also called S-theory in the context of non-
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equilibrium dynamics of magnons.29,30
2. A perturbative approach based on the calculation
of the non-equilibrium self-energies to second order
in the interaction, in combination with the gener-
alized Kadanoff-Baym ansatz and the Markov ap-
proximation.
3. A FRG approach based on the simultaneous solu-
tion of a coupled system of kinetic equations and
renormalization group flow equations for the scale-
dependent self-energies, using a simple truncation
of the FRG flow equations for the non-equilibrium
self-energies where the flow of the interaction is ne-
glected.
For each approach we have calculated the time depen-
dence of the normal and anomalous distribution function
for some representative values of the interaction and com-
pared the result with the exact solution. It turns out that
the first two approaches do not give reliable predictions
for the time evolution beyond one oscillation period. Al-
though inclusion of second order self-energy corrections
somewhat improves the agreement for short times, the
time dependence beyond a single oscillation period dis-
agrees even more strongly with the exact solution than
the prediction of the self-consistent Hartree-Fock approx-
imation. In fact, in Appendix D we shall show that the
numerical solution of the two-time quantum kinetic equa-
tions with second order self-energies does not lead to a
better agreement with the exact solution of the toy model
than calculations which in addition rely on the Kadanoff-
Baym ansatz and the Markov-approximation. The per-
turbative approaches are therefore not able to reproduce
the real-time dynamics of our toy model and do not al-
low for systematic improvements. The failure of pertur-
bation theory to predict the long-time behavior of cor-
relation functions is not unexpected.11 In contrast, our
simple truncation of the FRG flow equations in combina-
tion with the out-scattering cutoff scheme leads to quite
good agreement with the exact solution over many oscil-
lation periods. Note, however, that our FRG approach
is numerically more costly than the other two methods,
because one has to solve a coupled system of partial dif-
ferential equations in two independent variables, the time
t and the cutoff-parameter Λ. Moreover, due to our sim-
ple truncation of the FRG flow equations the oscillation
amplitudes are still underestimated. Nevertheless, from
all approximation strategies we have tested our first order
FRG approach with out-scattering cutoff scheme clearly
gives the most satisfactory results for the time-evolution
of our toy model. One should keep in mind, however,
that the toy model does not have any intrinsic dissipa-
tion and therefore does not relax towards a stationary
state at long times. In fact, we expect that for mod-
els with intrinsic dissipation other cutoff schemes such as
the hybridization cutoff22,27 discussed in Sec. IVB is su-
perior, because the hybridization cutoff retains the bal-
ance between in-scattering and out-scattering terms in
the collision integral which is crucial to describe the re-
laxation towards a stationary state. The hybridization
cutoff scheme also preserves the fluctuation-dissipation
theorem during the entire flow22 which is advantageous
close to thermal equilibrium.
Our work can be extended in several directions: First
of all, it should be interesting to use our FRG approach
to calculate the time evolution of infinite or open quan-
tum systems which exhibit relaxation and dissipative pro-
cesses. We expect that for such systems standard ap-
proximations such as the Kadanoff-Baym ansatz or the
Markov approximation may have different regimes of va-
lidity than for our toy model. Recall that for weakly
correlated systems such as semiconductors the Kadanoff
Baym ansatz has been shown to be quite useful and
accurate.6 It should also be interesting to extend our
study of the toy model to the regime of strong pump-
ing where the original vacuum state is unstable.50 More-
over, it would be even more interesting to apply our non-
perturbative FRG method to study the non-equilibrium
dynamics of the time-dependent boson Hamiltonian (1.1)
in the regime of strong pumping. It is well known29,30
that for sufficiently large values of the pumping parame-
ter γk the system exhibits the phenomenon of paramet-
ric resonance. The magnon operators acquire than finite
expectation values and the system approaches a non-
trivial time-independent non-equilibrium state which is
dominated by interactions.29,30,53 Although this state
has been studied at the level of time-dependent Hartree-
Fock approximation29,30 (S-theory) it would be interest-
ing to describe the time evolution into stationary non-
equilibrium states non-perturbatively, and check if the
states exhibit non-thermal scaling properties as predicted
in Ref. [10].
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APPENDIX A: TRANSFORMATION TO THE
ROTATING REFERENCE FRAME
In order to simplify the calculations, it is useful to re-
move the explicit time-dependence from the Hamiltonian
H(t) in Eq. (1.1). This can be achieved by means of a
unitary transformation to the rotating reference frame,
as discussed in Sec. I. In the rotating reference frame
the Hamiltonian does not explicitly depend on time, see
Eqs. (1.6). To distinguish quantities in the original- and
the corresponding rotating frame, we put in this ap-
pendix an extra tilde over Green functions in the rotating
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frame. Introducing the unitary 2× 2 matrix
Uk(t) =
(
e−
i
2
(ω0t−ϕk) 0
0 e
i
2
(ω0t−ϕk)
)
, (A1)
the relations between the elements of the matrix Green-
functions GˆR, GˆA, GˆK defined in Eqs. (2.8a–2.8c) and
the corresponding quantities in the rotating reference
frame (with the tilde) is
GX(k, t, t′) = Uk(t)G˜
X(k, t, t′)Uk(t
′), (A2)
where X = R,A,K, and we have defined the 2 × 2-
matrices in flavor space,
GX(k, t, t′) = [GˆX ]kt,−kt′ . (A3)
Introducing the diagonal matrix
Uˆ = U(t)⊗ 1ˆ, (A4)
with matrix elements [Uˆ ]kt,k′t′ = δk,k′δ(t − t′)Uk(t), we
can rewrite Eq. (A2) in the more compact form
GˆX = Uˆ ˆ˜GX Uˆ . (A5)
The distribution function matrix Fˆ defined via Eq. (2.15)
is related to its counterpart ˆ˜F in the rotating reference
frame via
Fˆ = Uˆ † ˆ˜FUˆ †. (A6)
Taking matrix elements in the time-labels and using the
fact that in the non-interacting limit the distribution
function matrix is time-diagonal (see Eqs. (2.68)), the
relation (A6) implies the 2× 2 matrix equation,
F0(k, t) = U
†
k
(t)F˜0(k, t)U
†
k
(t), (A7)
where we have used the fact that
U †
k
(t) = ZTUk(t)Z = ZUk(t)Z
T . (A8)
APPENDIX B: GENERALIZED
KADANOFF-BAYM ANSATZ
The generalized Kadanoff-Baym ansatz (GKBA) is an
approximate relation between matrix elements of the
Keldysh Green function at different times and its equal-
time counterparts. To derive the matrix form of the
GKBA given in (3.24) formally and to identify the terms
which are neglected if one uses this ansatz, we follow
the derivation by Lipavsky´ et al..44 Without any loss of
generality we will neglect the momentum labels for a mo-
ment and concentrate on the time dependence only. In
addition we use the short-hand notation Gtt′ ≡ [Gˆ]tt′ for
the matrix elements in the time labels. We introduce
GKRtt′ = G
KR(t, t′) = Θ(t− t′)GK(t, t′), (B1a)
GKAtt′ = G
KA(t, t′) = Θ(t′ − t)GK(t, t′), (B1b)
so that by definition
GKtt′ = G
KR
tt′ +G
KA
tt′ . (B2)
Note that the above functions are 2×2 matrices in flavor
space. Acting with (GˆR)−1 from the left on Eq. (B1a)
and using the left Dyson equation (3.2a) for the retarded
Green function we obtain
[(GˆR)−1GˆKR]tt′ = −iδ(t− t′)ZGKtt′
+Θ(t− t′)
(
[(GˆR0 )
−1GˆK ]tt′ −
∫ t
t′
dt1Σ
R
tt1G
K
t1t′
)
.
(B3)
A similar relation can be derived for the advanced com-
ponent of the Keldysh Green function,
[GˆKA(GˆA)−1]tt′ = iδ(t− t′)GKtt′Z
+Θ(t′ − t)
(
[GˆK(GˆA0 )
−1]tt′ −
∫ t′
t
dt1G
K
tt1Σ
A
t1t′
)
.
(B4)
Using the Keldysh components of the left and right
Dyson equations given in Eqs. (3.2c) and (3.4c), the ac-
tion of the free inverse propagators on GˆK can be written
as
[(GˆR0 )
−1GˆK ]tt′ =
∫ t
−∞
dt1Σ
R
tt1G
K
t1t′ +
∫ t′
−∞
dt1Σ
K
tt1G
A
t1t′ ,
(B5)
[GˆK(GˆA0 )
−1]tt′ =
∫ t′
−∞
dt1G
K
tt1Σ
A
t1t′ +
∫ t
−∞
dt1G
R
tt1Σ
K
t1t′ .
(B6)
Substituting these expressions into Eqs. (B3) and (B4)
and solving for GˆKR and GˆKA we obtain
[GˆKR]tt′ = −iGRtt′ZGKt′t′ +Θ(t− t′)
×
∫ t
t′
dt1
∫ t′
−∞
dt2G
R
tt1
[
ΣRt1t2G
K
t2t′ +Σ
K
t1t2G
A
t2t′
]
,
(B7)
[GˆKA]tt′ = iG
K
ttZG
A
tt′ +Θ(t
′ − t)
×
∫ t′
t
dt1
∫ t
−∞
dt2
[
GKtt2Σ
A
t2t1 +G
R
tt2Σ
K
t2t1
]
GAt1t′ .
(B8)
Adding Eqs. (B7) and (B8) we obtain the following exact
integral equation for the Keldysh component of the Green
function,
[GˆK ]tt′ = −i
[
GRtt′ZG
K
t′t′ −GKttZGAtt′
]
+Θ(t− t′)
∫ t
t′
dt1
∫ t′
−∞
dt2G
R
tt1
[
ΣRt1t2G
K
t2t′ +Σ
K
t1t2G
A
t2t′
]
+Θ(t′ − t)
∫ t′
t
dt1
∫ t
−∞
dt2
[
GKtt2Σ
A
t2t1 +G
R
tt2Σ
K
t2t1
]
GAt1t′ .
(B9)
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To rewrite this equation in a more compact form we in-
troduce the functions
WRtt′ = Θ(t− t′)
∫ ∞
−∞
dt2(Σ
R
tt2G
KA
t2t′ +Σ
K
tt2G
A
t2t′), (B10a)
WAtt′ = Θ(t
′ − t)
∫ ∞
−∞
dt2(G
KR
tt2 Σ
A
t2t′ +G
R
tt2Σ
K
t2t′). (B10b)
Then we may write
[GˆKR]tt′ = −iGRtt′ZGKt′t′ +Θ(t− t′)
∫ ∞
−∞
dt1G
R
tt1W
R
t1t′
= −iGRtt′ZGKt′t′ +
∫ ∞
−∞
dt1G
R
tt1W
R
t1t′
= −
∫ ∞
−∞
dt1G
R
tt1ZF
R
t1t′
= −[GˆRZˆFˆR]tt′ , (B11)
[GˆKA]tt′ = iG
K
ttZG
A
tt′ +Θ(t
′ − t)
∫ ∞
−∞
dt1W
A
tt1G
A
t1t′
= iGKttZG
A
tt′ +
∫ ∞
−∞
dt1W
A
tt1G
A
t1t′
=
∫ ∞
−∞
dt1F
A
tt1ZG
A
t1t′
= [FˆAZˆGˆA]tt′ , (B12)
and hence
GˆK = −GˆRZˆFˆR + FˆAZˆGˆA. (B13)
Here the retarded and advanced component of the distri-
bution function matrix is defined by
FˆR = FˆD + ZˆWˆR, (B14a)
FˆA = FˆD − WˆAZˆ, (B14b)
with the time-diagonal part given by
[FˆD]tt′ = iδ(t− t′)GK(t, t). (B15)
One easily verifies that the blocks have the following sym-
metries,
(GˆKR)T = GˆKA, (B16a)
(WˆR)T = WˆA, (B16b)
(FˆR)T = FˆA, (B16c)
(FˆD)T = FˆD. (B16d)
The above relations are all exact. Comparing Eq. (2.15)
with Eq. (B13), we conclude that the parametrization in
Eq. (2.15) is indeed correct, and that
Fˆ = ZˆFˆRZˆ. (B17)
The GKBA amounts to retaining only the diagonal part
FˆD of the distribution function. Then the matrix ele-
ments of the general relation (B13) reduce to
GK(t, t′) = −i[GR(t, t′)ZGK(t′, t′)−GK(t, t)ZGA(t, t′)].
(B18)
This is identical to the GKBA ansatz (5.21) which was
used to study the toy model. Repeating the above calcu-
lation in the same fashion including the full momentum
dependence leads to the relation (3.24).
APPENDIX C: SECOND ORDER SELF-ENERGY OF THE TOY MODEL
In this appendix we explicitly give the matrix elements of the non-equilibrium self-energies Σ2(t, t
′) of our toy model
introduced in Sec. V to second order in the interaction. Ignoring Hartree type of diagrams which are implicitly taken
into account by imposing self-consistency in the first order calculation, the non-equilibrium self-energy to second order
in the interaction is in the contour basis (p, p′ ∈ {+,−}) given by
[Σˆ2]
pp′
tt′ =
(
Σpp
′
2,aa(t, t
′) Σpp
′
2,aa¯(t, t
′)
Σpp
′
2,a¯a(t, t
′) Σpp
′
2,a¯a¯(t, t
′)
)
= −2u2pp′
(
Gpp
′
aa (G
pp′
a¯a¯ )
2 + 2Gpp
′
a¯a¯ G
pp′
aa¯ G
pp′
a¯a G
pp′
aa¯ (G
pp′
a¯a )
2 + 2Gpp
′
a¯a G
pp′
aa G
pp′
a¯a¯
Gpp
′
a¯a (G
pp′
aa¯ )
2 + 2Gpp
′
aa¯ G
pp′
a¯a¯ G
pp′
aa G
pp′
a¯a¯ (G
pp′
aa )
2 + 2Gpp
′
aa G
pp′
a¯a G
pp′
aa¯
)
,
(C1)
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where the time labels of all Green functions are (t, t′). Using the relations (2.34a–2.34c) we obtain for the normal
part of the matrix elements of the self-energy in the Keldysh (RAK)-basis,
ΣR2,aa¯(t, t
′) =− u
2
2
{
GRaa¯[(G
R
a¯a)
2 + (GKa¯a)
2] + 2GKaa¯G
R
a¯aG
K
a¯a + 2G
R
a¯a[G
R
aaG
R
a¯a¯ +G
K
aaG
K
a¯a¯] + 2G
K
a¯a[G
R
aaG
K
a¯a¯ +G
K
aaG
R
a¯a¯]
}
,
(C2a)
ΣA2,aa¯(t, t
′) =
{
replace R→ A in the above expression for ΣR2,aa¯(t, t′)
}
, (C2b)
ΣK2,aa¯(t, t
′) =− u
2
2
{
GKaa¯[(G
R
a¯a)
2 + (GAa¯a)
2 + (GKa¯a)
2] + 2[GRaa¯G
R
a¯a +G
A
aa¯G
A
a¯a]G
K
a¯a
+ 2GKa¯a[G
R
aaG
R
a¯a¯ +G
A
aaG
A
a¯a¯ +G
K
aaG
K
a¯a¯] + 2G
R
a¯a[G
K
aaG
R
a¯a¯ +G
R
aaG
K
a¯a¯] + 2G
A
a¯a[G
K
aaG
A
a¯a¯ +G
A
aaG
K
a¯a¯]
}
=
u2
2
{
GKaa¯[(G
I
a¯a)
2 − (GKa¯a)2] + 2GIaa¯GIa¯aGKa¯a + 2GKa¯a[GIaaGIa¯a¯ −GKaaGKa¯a¯] + 2GIa¯a[GKaaGIa¯a¯ +GIaaGKa¯a¯]
}
,
(C2c)
where GIσσ′ (t, t
′) is the matrix element of the matrix GˆI defined in Eq. (3.16), i.e.,
GIσσ′(t, t
′) = i[GRσσ′ (t, t
′)−GAσσ′ (t, t′)], (C3)
and we have used the fact that GR(t, t′)GA(t, t′) = 0. The corresponding self energies ΣR2,a¯a(t, t
′), ΣA2,a¯a(t, t
′), and
ΣK2,a¯a(t, t
′) can be obtained by simply exchanging a↔ a¯ in the above expressions. The anomalous components of the
self-energy are
ΣR2,aa(t, t
′) =− u
2
2
{
GRaa[(G
R
a¯a¯)
2 + (GKa¯a¯)
2] + 2GKaaG
R
a¯a¯G
K
a¯a¯ + 2G
R
a¯a¯[G
R
aa¯G
R
a¯a +G
K
aa¯G
K
a¯a] + 2G
K
a¯a¯[G
R
aa¯G
K
a¯a +G
K
aa¯G
R
a¯a]
}
,
(C4a)
ΣA2,aa(t, t
′) =
{
replace R→ A in the above expression for ΣR2,aa(t, t′)
}
, (C4b)
ΣK2,aa(t, t
′) =− u
2
2
{
GKaa[(G
R
a¯a¯)
2 + (GAa¯a¯)
2 + (GKa¯a¯)
2] + 2[GRaaG
R
a¯a¯ +G
A
aaG
A
a¯a¯]G
K
a¯a¯
+ 2GKa¯a¯[G
R
aa¯G
R
a¯a +G
A
aa¯G
A
a¯a +G
K
aa¯G
K
a¯a] + 2G
R
a¯a¯[G
K
aa¯G
R
a¯a +G
R
aa¯G
K
a¯a] + 2G
A
a¯a¯[G
K
aa¯G
A
a¯a +G
A
aa¯G
K
a¯a]
}
=
u2
2
{
GKaa[(G
I
a¯a¯)
2 − (GKa¯a¯)2] + 2GIaaGIa¯a¯GKa¯a¯ + 2GKa¯a¯[GIaa¯GIa¯a −GKaa¯GKa¯a] + 2GIa¯a¯[GKaa¯GIa¯a +GIaa¯GKa¯a]
}
.
(C4c)
Finally, the conjugate anomalous self-energies ΣR2,a¯a¯(t, t
′), ΣA2,a¯a¯(t, t
′), and ΣK2,a¯a¯(t, t
′) can be obtained by exchanging
a↔ a¯ on both sides of Eqs. (C4a-C4c). In order to calculate the “out-scattering term” (3.20b) in the kinetic equation,
we need only the difference between retarded and advanced self-energies, which to second order in the interaction can
be written as
ΣI2,aa¯(t, t
′) ≡ i[ΣR2,aa¯(t, t′)− ΣA2,aa¯(t, t′)] =
u2
2
{
GIaa¯[(G
I
a¯a)
2 − (GKa¯a)2]− 2GKaa¯GIa¯aGKa¯a
+2GIa¯a[G
I
aaG
I
a¯a¯ −GKaaGKa¯a¯]− 2GKa¯a[GIaaGKa¯a¯ +GKaaGIa¯a¯]
}
, (C5)
ΣI2,aa(t, t
′) ≡ i[ΣR2,aa(t, t′)− ΣA2,aa(t, t′)] =
u2
2
{
GIaa[(G
I
a¯a¯)
2 − (GKa¯a¯)2]− 2GKaaGIa¯a¯GKa¯a¯
+2GIa¯a¯[G
I
aa¯G
I
a¯a −GKaa¯GKa¯a]− 2GKa¯a¯[GIaa¯GKa¯a +GKaa¯GIa¯a]
}
. (C6)
The functions ΣI2,a¯a(t, t
′) and ΣI2,a¯a¯(t, t
′) can again be obtained by exchanging a↔ a¯ in the above expressions.
APPENDIX D: SOLUTION OF THE TWO-TIME
KINETIC EQUATIONS FOR THE TOY MODEL
In this appendix we examine the validity of the three
approximations made in Sec. VB to obtain a closed sys-
tem of equations for the equal-time Keldysh-Green func-
tion of our toy model: the Kadanoff-Baym ansatz, the
Markov approximation, and the neglected renormaliza-
tion of the retarded and advanced propagators. For sim-
plicity, we focus on the kinetic equations for our toy
model with the perturbative second-order self-energy.
We compare different combinations of these approxima-
tions and their influence on the results. For our toy model
we can obtain the quantum dynamics without relying
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FIG. 8. (Color online) Time evolution of the diagonal dis-
tribution function for the second-order self-energy without
Markov approximation. We compare the result with GKBA
(top) and the full two-time result without GKBA (bottom).
For the retarded and advanced propagators we used the renor-
malized (solid line) or the free propagators (dashed line). The
parameters and initial conditions are the same as in the mid-
dle panel in Fig. 1. The dashed line is again the exact solution.
on any of these approximations by solving the two-time
quantum dynamic partial differential equations numer-
ically. Technically, this is almost as simple as solving
a system of ordinary differential equations in the equal-
time formalism, except that now we have to propagate
in two different time directions t and t′. The collision in-
tegrals were calculated numerically using the trapezoidal
rule. To shorten the presentation, we will concentrate on
the dynamics of the normal pair-correlator with the in-
teraction strength u/ǫ = 0.1 corresponding to the middle
panel in Fig. 3. The pumping strength |γ| and the initial
conditions are the same as before.
To begin with, we have solved the kinetic equation
(5.20) for GK using the GKBA but without Markov ap-
proximation. The results are shown in the upper panel
of Fig. 8 where we compare two different variants, de-
pending how the retarded and advanced Green functions
entering the collision integral in Eq. (5.20) are handled.
In the first case we solved the kinetic equation (5.20)
for GK together with the equations for the renormalized
retarded and the advanced Green functions, which can
be obtained from Eq. (3.10) by simply omitting the mo-
mentum labels. The set of kinetic equations was solved
self-consistently using only the GKBA in the collision in-
tegrals. This combination turned out to be quite unstable
and the solutions of the equations diverge slightly above
the time µt/π = 2. We have checked that the divergence
is not an artifact of our grid discretization. In the sec-
ond case we used the free retarded and advanced Green
functions in the collision integral of the kinetic equation
(5.20). The solution is again stable but shows an irregular
dynamics in comparison with the exact solution. Com-
pared to the analogous results relying in addition on the
Markov approximation shown in Fig. 3 we did not find
any improvement.
Next, we additionally avoided the GKBA. In the lower
panel of Fig. 8 we compare the two different variants
using the full renormalized or the free retarded and ad-
vanced propagators in the collision integral. In the first
case with the full renormalized quantities, the set of ki-
netic equations (3.10,3.11,3.12) without momentum la-
bels was solved simultaneously. The dynamics is sta-
ble, but the oscillation amplitude disappears nearly com-
pletely. In the variant with the free advanced and re-
tarded Green functions the dynamics changes completely
and the solution shows large oscillations of the pair-
correlator amplitude. Again we do not observe any im-
provements towards the correct solution.
In summary, despite the known limitations of the
GKBA and the Markov approximations, we have not
found any improvements in the full two-time approach.
Note that a similar comparison of the GKBA with full
and free propagators, respectively, was performed for
semiconductors in Ref. [43], with the conclusion that the
full GKBA performs rather well. At this point it is not
clear to us if the different behavior in the present paper
is due to a breakdown of standard perturbation theory or
simply a special feature of the toy model, which contains
no intrinsic dissipation.
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