We consider the problem of remote state preparation recently studied in several papers. We show that for a finite subset of the set S(K) of quantum states in the Hilbert space K, this problem can be solved with optimal communication, in the presence of entanglement.
Introduction
The remote state preparation problem has been studied in several papers in the last few years, see for example, [Lo00] , [ [ZZ02] . We define the problem below. Let X be a set. Let S(K) be the set of quantum states in the Hilbert space K. An encoding E is a function from X to S(K). The remote state preparation, RSP (X, E, ǫ) problem is as follows: Definition 1.1 Let Alice, who knows the function E, get an input x ∈ X. Alice and Bob are required to communicate and at the end of the communication Bob should have a quantum state ρ x such that F (ρ x , E(x)) ≥ 1 − ǫ, for some 0 ≤ ǫ < 1. Alice and Bob may start with some prior entanglement between them.
In several papers, in the remote state preparation problem, Alice instead of x is given a description of the state ρ x . We assume in this paper that the description is given in the form of the element x of X. We study the communication complexity of this problem. Let Q pub (RSP (X, E, ǫ)), Q(RSP (X, E, ǫ)) denote the communication complexity of the above problem with and without prior entanglement respectively.
We prove that if Alice and Bob share entanglement then this problem can be solved with optimal communication for any encoding E over a finite set. We consider a notion of maximum possible information in an encoding and show that the optimal communication is equal to this value up to constants.
Preliminaries
In this section we give a few definitions and state some facts that we will use later.
Given a joint quantum system AB, the mutual information between them is defined as I(A : B) = S(A) + S(B) − S(AB), where S(A) is the von-Neumann entropy of the system A. Given two quantum states, ρ, σ the relative entropy between them is defined as S(ρ||σ) ∆ = Trρ(log ρ − log σ). Let X be a finite set (below we always assume that X is a finite set). For a distribution µ over X let X E µ be the bipartite state
We note that in this case
Definition 2.1 (Maximum possible information) Maximum possible information in an encoding
E : X → S(K) is defined as T E (X) ∆ = max µ I E µ (X). It
is easily seen that if the encoding is in c qubits then
We use the following information-theoretic result called the substate theorem due to Jain, Radhakrishnan, and Sen [JRS02] .
Fact 2.1 (Substate theorem, [JRS02]) Let H, K be two finite dimensional Hilbert spaces and dim(K) ≥ dim(H).
Let C 2 denote the two dimensional complex Hilbert space. Let ρ, σ be density matrices in H such that S(ρ σ) < ∞. Let |ρ be a purification of ρ in H ⊗ K. Then, for r > 1, there exist pure states |φ , |θ ∈ H ⊗ K and |σ ∈ H ⊗ K ⊗ C 2 , depending on r, such that |σ is a purification of σ and F (|ρ ρ|, |φ φ|)
, where
The following fact can be implicitly found in Cleve et al [CvDNT98] . We will require the following minimax theorem from game theory(see [OR94] 
We will also require the following Local transition theorem based on [May97] .
Theorem 2.1 Let ρ be a quantum state in K. Let |φ 1 and |φ 2 be two purification of ρ in H ⊗ K.
Then there is a local unitary transformation U acting on H such that (U ⊗ I)|φ 1 = |φ 2 .
Communication bounds
The following lemma states the communication lower bound.
Lemma 3.1 Let E : x → ρ x be an encoding, then Q pub (RSP (X, E, 0)) = Ω(T E (X)).
Proof:
Let T E (X) = c. Let µ be the distribution on X such that I E µ (X) = c. Consider the random variable Z taking values in X with distribution µ. Let Alice be given inputs according to µ. We know that after the remote state preparation protocol mutual information between Z and the qubits of Bob, where the state is created, is c. Hence by fact 2.2 at least c/2 qubits must be communicated by Alice to Bob.
On the other hand we show that T E (X) bits of communication is enough to solve the approximate problem.
Theorem 3.1 Let E : x → ρ x be an encoding and 0 < ǫ < 1 be a constant, then Q pub (RSP (X, E, ǫ)) = O(T E (X)).
We first show the following key lemma.
Lemma 3.2 Let E : x → ρ x be an encoding. There exists a distribution µ such that
Proof: Let A 1 be the set of all distribution on the set X. Let A 2 be the set X itself. The function u : A 1 × A 2 → R be such that u(µ, x) = S(ρ x ||ρ µ ). The conditions of Fact 2.3 are satisfied and therefore we have:
(1)
Inequality (1) follows since relative entropy is jointly convex in its arguments. Equality (2) is from Fact 2.3. Let T E (X) = c, then from lemma 3.2 we get a distribution µ on X such that ∀x, S(ρ x ||ρ µ ) ≤ c. Let Alice and Bob start with r 2 2 rk r−1 (r = 64/ǫ 2 ) copies of some purification |ψ of ρ µ with the purification part being with Alice. Let |ψ x be the purification of ρ µ obtained from Fact 2.1. Since the reduced quantum state on Bob's part in both |ψ x and |ψ is the same, from local transition theorem, there exists a transformation acting only in Alice's side which takes |ψ to |ψ x . Alice on input x, transforms each |ψ to |ψ x and measures the first bit. If she obtains 1 in any copy of |φ x she communicates the number of that copy to Bob. It is easily seen that the communication from Alice is O(c). Also since Pr(Alice observes 1) = r−1 r2 rk , and Alice makes r 2 2 rk r−1 tries she succeeds with probability at least 1 − 1/r. In case she succeeds, let the state with Bob in which Alice succeeds be ρ ′ x . From Fact 2.1, F (ρ ′ x , ρ x ) ≥ 1 − 4/ √ r. So for the final stateρ x produced with Bob, F (ρ x , ρ x ) ≥ 1 − 8/ √ r = 1 − ǫ.
Remarks:
1. Given an encoding E : x → ρ x , a small constant ǫ and states
It is quite possible that T E ′ (X) << T E (X). In such a case communication can be reduced a lot by running the above protocol for E ′ instead of E since we are ready to tolerate constant fidelity loss anyway.
2. One can consider the classical version of the remote state generation problem in which the encoding considered is a mapping from X to the set of classical distributions on some set.
On input x ∈ X to Alice, they are required to communicate, at the end of which Bob is required to sample from a distribution close to E(x). The same communication bounds apply for this problem as well.
Conclusions
The optimal protocol mentioned in this paper uses a large amount of entanglement. It will be interesting to see if it can be reduced or even eliminated if possible. Also it will be interesting to get entanglement-communication tradeoffs for this problem.
