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Abstract-In this paper, we apply a cone theoretic fixed-point theorem and obtain sufficient 
conditions for the existence of positive solutions to some boundary value problems for a class of 
functional difference equations. We consider analogues of sublinear or superlinear growth in the 
nonlinear terms. @ 2001 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Let IR denote the real numbers, let Z denote the integers, and let IF!+ denote the nonnegative real 
numbers. Given a < b in Z, let [a, b] = { a, a + 1, . . , b}. In this paper, for fixed integer, T 2 2, 
we consider the existence of eigenvalues corresponding to positive solutions of a boundary value 
problem (BVP) for the functional difference equation, 
A2:c(t - 1) + Xa(t)f(z(t), x(4(t))) = 0, tE [l,T+l]. (1.1) 
The solution IC is required to satisfy the initial value 
48 = v(j), j E [-T, -11, 
and the boundary conditions 
2(O) = 0, z(T + 2) = 0. 
We shall assume 
(A) the function f : (Rf)2 ---f Et+ is continuous; 
(1.2) 
(1.3) 
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(B) the function a: [l,T+ l] 4 Iw+; 
(C) 4 : [l,T + l] -+ [--T,T + 11, 4(t) 5 t; and 
(D) the function u : [-r, -11 4 Iw+. 
Initially, we shall develop the analysis for the case of superlinear growth. In particular, in 
addition to Conditions (A)-(D): we shall also consider the following: 
(E) if z = (x1,22) and ]/x// = max{/5r(: ].rz]}. then 
(F) cc = lim,,, f(~, a)/~; 
(G) 0 = lima_tO+ f(z, v(s))/z, uniformly in s E [-r% -11; 
(H) ,f(zr, ~2) is increasing in each zi, for xj > 0, j = 1,2. 
Boundary value problems for functional differential equations have been studied extensively 
in recent years. We cite some appropriate references here [I-IO]. We are particularly motivated 
by the work of Hudson and Henderson [4] on functional differential equations and the work of 
Reid and Yin [l l] on a functional difference equation. In these studies, a cone theoretic fixed- 
point theorem due to Krasnosel’skii [la] is applied to obtain a X interval on which there exists 
a nontrivial positive solution to the BVP (1.1))(1.3), f 01 each X in that interval. Erbe and 
Wang [13] were the first to apply the cone theoretic fixed-point theorem in the case of ordinary 
differential equations; their motivation was to produce positive solutions in the case that the 
nonlinear term f satisfied sublinear or superlinear growth. Henderson and Wang [14] were the 
first to adapt these methods to nonlinear eigenvalue problems. 
The methods employed in this paper are now well known; we apply the methods to problems 
where the nonlinear term exhibits sublinear or superlinear growth. This provides the primary 
purpose of this study. We point out that analogues of sublinear or superlinear growt,h are not 
addressed in any of t,he applications to fmlctional equations cited above. We claim that Con 
tlit,ions (E)-(G) generalize the concept of superlinear growt,h. Condition (H) is an additional 
condition. In a recent st,udy [15], a monotonicity assumption analogous to Condition (H) has 
allowed for .f to be a function of several variables. That same analysis is employed here. 
2. PRELIMINARIES 
Let G(t, s) be the Green’s function for the boundary value problem 
-n”x(t - 1) = 0: tE [l,T+l]: 
satisfying (1.3). G(t, s) is given by the formula 
“(‘,‘;“,‘), tE [0,,7+2], s E [t,T + 11, 
G(t, s) = 
s(T + 2 - t) 
7’+2 ’ 
t E [0.?‘+2], s E [1,t]. 
See [16]. It follows that 
G(t, s) 5 G(s, s) = 
s(T + 2 - s) 
T+2 ’ 
t t [O,Ti 21, s E 
Let W denote the natural numbers, and define 
,T+ 11. (2.1) 
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Then 
G(t,s) > ;G(s,s), for all t E Y, and for all s E [l,T + I]. (2.2) 
We will have need to define further subsets of [0, T] with respect to the delay 4. Set 
Yl := {t E [O,T] : q!(t) < O}, 
Y2 := {t E [O,T] : 4(t) > O}, 
Y3 := {t E [O,T] : d)(t) E Y}, 
and finally, set 
In the appli&ions below, it is necessary t,hat YJ is nonempty. In the case that 4(t) = t - 7, 
then Yi is nonempty if 7 < (T + 1)/2, for example. 
We now state the Iirasnosel’skii fixed-point theorem [la]. 
THEOREM 2.1. Let I3 be a Banach space, and ket P be a cone in B, Suppose R1 and Rz are open 
subsets of B suck, thar; 0 E RI C 21 c 02, and suppose that 
is a completely continuous operator such that 
6) IP-4-/I II < u , u E P n dR1, and lllu(l > IIzLII; u E P n Xl,; or 
(ii) //dull 2 IMJ u E P n XIl; and /I’Full 5 /).l~l/, ‘1~ E P n Xlz. 
Then I has a fixed point in P n (& \ 01). 
3. SOLUTIONS 
111 this section, let 4 : [l,T + 11 + [-r,T + l] such that 4(t) 5 t. Note that z(t) is a solution 
of (1.1)~(1.3) if and ouly if 
v(t), if t t [-T, -11, 
s(t) = Tfl 
X c G(t,s)a(s)f(z(s),z(~(s))), if t E [O,T + 21. 
s=l 
set 
B = {u : [O,T + 21 + R : u(O) = 0, u(T + 2) = 0) 
with norm defined by 
~~~~~~ = tEf~aTX+21 b(t) I. 
Then (a, (( . 11) is a B anach space. For each z G 13, extend z(t) to [-r.% T + 2] with z(j) = z~(j) for 
j E [-T, -11. Define a cone P by 
T f3EOREM 3.1. Assume Conditions (A)-(H) are satisfied. Assume YJ is nonempty. Then, for 
each 0 < X < co, there exists at least one nontrivial positive solution of the BVP (1.1)-(1.3). 
PROOF. Let 0 < X. Define the summation operator I : P + B by 
7x(t) = X c G(t, s)n(s)f(z(s),,o(~(s))) + X c G(t, s)a(s)f(z(s),~(~(s))). 
SEYl stY2 
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For simplicity, we may write 
T+l 
7x(t) = X c G(t, sb(s)f(4s), 44(s))). 
s=l 
We seek a fixed point, ui, of 7 in the cone P. Define 
u(t) = 
ui(t), if t E [O,T + 21, 
v(t), if t E [-r, -11. 
Then u(t) denotes a positive, nontrivial solution of (l.l)-(1.3). By the nonnegativity of f, a, V, 
and G, 7x(t) > 0 on [O,T + 21. By the properties of the Green’s function, ‘7~ satisfies (1.3). 
Next, for z E P from (2.1), 
TCl 
‘J-x(t) = X c (34 sb(s).f(x(s), 44(s))) 
s=l 
T+l 
5 X c G(s, s)~(s)f(xc(s),x(~(s))), t E [O,T+2]. 
Thus, 
T+l 
/174/ = ter=al I74t)l 5 X c G(s,s)a(s)f(z(s),z(~(s))) 
s=l 
For x E P and t E Y, from (2.2), 
T+l 
y&$-x(t) = $;A c G(t, s)4s)f(4s), 44(s))) 
A-=1 
In particular, 7 : P + P. It is readily shown that 7 is a sum of completely continuous maps, 
and so 7 is completely continuous. 
We now construct the domain Ri in order to apply Theorem 2.1. Apply Condition (G) and 
set ~1 > 0 such that if 0 < x < ~1, then 
f(X) 44(s))) < 
X 
2X & G(s, sb(s) )’ 
for each s c Yi. Apply Condition (E) and set ~2 > 0 such that if 0 < max{]zi], IQ]} < ~2, then 
f(lXll1 Ix211 < 
max{lal, lml> 
3 Es G(s> sb(s) 
Set Hi = min{&i, ~a}, and define 
01 = {x E a : J/x(( < HI}. 
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(Note that if either Yl or Yz is empty, then define an appropriate ~1 or ~2 and set HI equal to 
the appropriate ~1 or ~2.) Then, if IC E P n dR1, 
Ttl 
Ix(t) = X c G(t> ~)a(s)f(z(s)>z(+(s))) 
S:=lJ 
I X c G(s) s)a(s)f(z(s), v(~(s))) + X c G(s> s)a(s)f(x(s), %(4(s))) 
SCfYl SEYZ 
< (ma-i 4s)) + ( maxSEY2 max {4~),44(s)))) 
2 2 
In particular, lllzll 5 llzll, for all 5 E P n dR1. 
Next, we construct the domain 02. Let to E [l, T + l] and set 
M := 
4 
( 
X C G(to,s)a(s) 
SEY4 
). 
Apply Condition (F) and find H > 0 such that 
for all IC 2 H. Let HZ = max{2H1,4H}. 
Define 
ti, = {z E B : lIzi/ < Hz}. 
If IC E P n 802, then mintGy z(t) 2 (l/4)11211 > H and, in fact, 
Then, applying the monotonicity Condition (H), one obtains 
Tt1 
Iz(to) = X c G(to, s)a(s)f(z(s), x(4(s))) 
s=l 
L X c G(to, s)a(s)f(~(s),~(~(s))) 
SEY4 
2 A)-‘G(to,s)u(s)f (!$o$ 
> X c G(to,s)n(s)M~ = 11x// - 
SGY4 
4 . 
In particular, (/1X11 2 lIzI f or z E P n dRz. Apply Condition (i) of Theorem 2.1, and this 
completes the proof of Theorem 3.1. I 
It is interesting to note that Theorem 3.1 applies to ordinary difference equations satisfying 
superlinear growth. Theorem 3.1 also applies to 
f(a, x2) = x:x;, 
if p > 1 and q > 0. However, Theorem 3.1 does not apply in the preceding example if p = 1 and 
4(t) < 0 for some t. Nor does the theorem apply if 
f(Z1,Zz) = x4 + z; 
if 4(t) < 0 for some t, for example. We now provide a second theorem to address such cases. 
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TlIEOREhl 3.2. Assume Conditions (A)-(F) and (H) are satisfied. Assume Y4 is nonempty. Then, 
there exists L > 0 such that for each 0 < X 5 L, there exists at least one nontrivial positive 
solution of the BVP (1.1)~(1.3). 
l\Te outline the proof as a modification of the proof of Theorem 3.1. Only the argument in the 
construction of RI is modified. Let X > 0. As in the proof of Theorem 3.1, apply Condition (E); 
this time set ~2 > 0 such that if 0 < mjx{lxl/, [x21} < ~2, then 
Xow~ set HI = ~2 and define 
$21 = {x E B : Il:LlI < HI}. 
In particular, note that HI is independent of X. Let 
D = zn; c G(s, s)a(s)f(x(s),‘u(a(s)). 
SEI’I ,, 
Recall that f is continuous so D is well defined. Assume 
in particular, L: in the statement of the theorem. is min{H1/2D, l}. Then 
T-t1 
Ix(t) = X c G(t, s)a(s)f(x(s)> x(4(s))) 
s=o 
5 X 1 (3s. ~b(s)f(x(s), 49(s))) + X c G(s, sb(s)f(x(s), x(d(s))) 
sEY1 SEY2 
The remainder of the proof of Theorem 3.1 carries over verbatim. 
We do note that L in Theorem 3.2 is not sharp. If f( x1,x2) = xi and 4(t) = t - r; then one 
can employ initial value methods, piecewise, to obtain a positive solution for each 0 < X < co. 
We now address the case when f satisfies sublinear growth. First, consider analogous condi- 
tions: 
(l?) if x = (x1,x2) and llxll = max{/xl/, jx4}, then 
30 = lim f(Xl> x2) : 
ll.4l+O lkll 
(P) 0 = lim,,, f(x, x))/x; 
(G) 0 = lim,,, f(x, 2/(s))/x, uniformly in s E [-T, -11 
‘l’liEOREM 3.3. Assume Conditions (A)-(D), (k)-(e), and (H) are satisfied. Assume Y4 is non- 
~q@. Then, for each 0 < X < CQ, there exists at least one nontrivial positive solution of the 
LIVP (U-(1.3). 
PROOF. Let 0 < X. We first construct the domain fil in order to apply Theorem 2.1, Condi- 
tion (ii). Let to E [l:. . ,T + 11. Set 
nr := 4 
X C G(h,sb(s)’ 
SEY4 
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Apply Condition (fi) and choose HI > 0 such that if 0 < rnax(iz11, Ixz~} < HI, then 
f(lzll, 1x21) > ~~m~x{l4,14I. 
Define RI = {x E B : (/xl/ < HI}; and assume 5 E P n dS11. Then 
T+l 
Iz(t,,) = X 1 G(tr,, s)a(s)j’(z(s), x(4(s))) 
s= 1 
> X c G(to, s)a(s)Af max{z(s),z(4(s))} 
SEY, 
In particular, 117~11 2 //XI/ for n: E P n dfll. 
111 order to construct s12, we consider two cases. ,f bounded and f unbounded, a.s dictated in 
the Erbe and Wang [13] development. 
The case where f is bounded is straightforward. If f(zl, ~2) is bounded by N > 0, set 
‘l’+ I 
Hz := max 2H1, N c G(s, s)u(s) 
s= 1 I 
Then if :c E P and IIS:// = HZ: 
T+l 
IX(~) 5 NC G(s, s)a(s) i H2. 
s=l 
Assume f is unbounded. Apply Condition (6) and set ~1 > 0 such that if ~1 < 5, t,hen 
.0&44(S))) < 
Ic 
( 
2X & G(s> s)a(s) 
1’ 
for each s E Yl. Apply Condkion (P) and set ~2 > 0 such that if ~2 < X, then 
f(X,X) < 
.c 
( 
2X C G(s,s)a(s) 
stEi 1’ 
Set Hz = max{2H1,e:1,&z}, and define 
f12 = {:c E B : l&cl~ < Hz}. 
Then, if 2; E P n d&, apply Coudition (H) and 
ij”+l 
Ix(t) = A x G(t, s)a(s)f(~(s), x($(s))) 
:i = 0 
5 X c G(s, s)u(s),f(:~(s), u(Q(s))) + X c G(s, s)a(s)f(z(s),:c(q5(s))) 
>,EYI SEYZ 
I A c G(s. s)a(s)f(H2;11(~(~))) + X c G(s, sMs)f(Hz, Hz) 
hEYI SEY‘J 
H2 < T- + : = H2 
In particular, l/lzll 15 Ilz/j, for all LC E P n dR2. I 
We close the paper with one comment. Theorems 3.1-3.3 can be modified to address the 
BVP (l.l)-( 1.3) if f has the form 
f(z J441): ” 144%)) 
For notational simphcity only, we chose k = 1. 
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