In the local access network expansion problem we need to expand a given network (with tree topology) due to traffic demand increase. We can expand the network either by increasing the capacity of its edges and/or by installing equipments that concentrate the traffic of several demand points. This problem has received some attention in the literature. Here, we view the problem as an extension of the well-known capacitated minimum spanning tree problem. We adapt two types of flow-based formulations, aggregated and disaggregated formulations and present some valid inequalities to improve the linear programming bounds of the previous formulations.
Introduction
A local access network is a set of customer nodes, a central office and several links that allow the transmission of the information from one customer to another. Concentrating devices (called concentrators, in the sequel) that are linked to the central office can be installed in the customer nodes. When the forecast of future demand (due to new customers or new types of services) indicates that the current network is inadequate, the network should be upgraded. This can be done by adding capacity to the existing links or by installing concentrators (that compress traffic and reduce the need to add extra capacity on the links). The local access network expansion problem is to determine, with minimum cost, which edges need to be expanded and where the concentrators should be located in order to guarantee that the node demands can be sent to (or from) the central office.
Balakrishnan et al. [1] present and explain the characteristics of several problems arising in the context of local access network planning. Some variants of this problem have been considered in the literature. The variants include different kinds of concentrators and transmission links and vary between static and dynamic versions (see, for instance, [2] [3] [4] [5] [6] [7] [8] for single-period versions of the problem; [9] [10] [11] for multi period versions and [12] for a version of the problem using two types of cables with different capacities).
In this paper, we point out that the general modelling view described by Cho and Shaw [6, 7] corresponds to viewing the problem as a more complicated version of the well-known capacitated minimum spanning tree (CMST) problem (see, for instance, [13, 14] ). This permits us to use knowledge from this rather well studied problem in order to present alternative and new approaches for the local access expansion problem. We start by borrowing and adapting formulations from the CMST problem, and later on, strengthen them with the inclusion of valid inequalities that are tailored for the problem under study.
This paper is organized in the following way. In Section 2, we define the problem, present several assumptions for the problem and describe parameters that are needed for deriving and describing the formulations. In Section 3, we show how the problem under study can be seen as a variation of a CMST problem and present network flow-based formulations. We discuss aggregated (Section 3.1) and disaggregated (Section 3.2) versions of these models and we introduce some valid inequalities that strengthen the linear programming relaxation of the models. Section 4 gives pre-processing techniques for variable elimination and coefficient reduction and presents several computational results for evaluating the different models with respect to previous approaches described in the literature. Section 5 presents some conclusions and points out several areas for future research.
Parameter definition and basic assumptions
The version of the problem studied in this paper corresponds to the single-period version of the problem that considers only one type of concentrator, one type of link and one type of demand. In general, a local access network has a fixed tree structure (neither nodes nor edges can be added). In this work, we consider uncapacitated concentrators and we assume that no concentrator has been installed in the given network. However, the formulations described in the paper can be easily generalized to the case where some concentrators have already been installed in the given network.
The central office is the root of the tree and is represented by node 1 and all the other nodes represent the customer nodes. The edges of the network correspond to the existent links between the several points. To each edge we associate an available capacity that identifies the amount of information that can circulate initially on the edge and associate a maximum capacity that corresponds to the maximum amount of traffic that will be able to circulate on the edge, after expanding the network. The information in the local access network can flow in both directions.
In this work, we follow the problem restrictions that have been used and stated in Balakrishnan et al. [5] (also in [6] [7] [8] 
):
A single concentration level: The information is concentrated once, either by one concentrator or by the central office (we assume that the central office can be viewed as a concentrator with zero costs).
Unsplitted demand: The demand of each node is unsplitted, that is, all the demand is processed by only a single concentrator or by the central office.
Contiguity restriction: If the demand of a node i is processed by a given concentrator, then the demand of every node in the path from node i to the concentrator is also processed by the same concentrator.
Equipment/central cost: The demand processed by a given concentrator is transmitted to the central office through the original links of the network or by a direct link to the central node. In this case, the corresponding transmission cost is incorporated in the fixed cost of the concentrator.
Let T = (N, E) be the tree defining the local access network, let N = {1, . . . , n} be the corresponding node set (node 1 is the central office node) and let E be the edge set of the tree (corresponding to the existing links between customer nodes).
The demand and concentrator costs associated to each node are defined as follows:
F j , fixed cost of installing one concentrator at node j, ∀j ∈ N ; c j , variable cost of installing one concentrator at node j, ∀j ∈ N.
We assume that the definition of the values F j include the cost of connecting the concentrator to the root node.
The costs and capacities of each link are defined in the following way:
G ij , fixed cost corresponding to the expansion of the link (i, j ), ∀(i, j ) ∈ E; e ij , variable cost corresponding to the expansion of the link (i, j ),
In general, the value M ij gives an upper bound on the traffic that can circulate in the edge (i, j ). This upper bound is either due to physical limitations of the network (related with the number of cables and its maintenance, for example) or it is due to the maximum required cable expansion on the link (i, j ). Although our model can handle both cases, in order to compare with other models presented in the literature, we only present computational results for the second case.
Given the demand in each node, the available capacity and the maximum capacity that can be installed in each edge of the tree, the expansion and equipment costs, the local access network expansion problem is to determine, with minimum cost, which edges need to be expanded and where the concentrators should be located in order to guarantee that the node demands can be sent to (or from) the central office.
The problem has been extensively studied by Balakrishnan et al. [5] , which show that the problem is NP-hard. They present a formulation to the problem which involves index sets defining subsets of adequate feasible paths in order to model the capacity constraints. Because the uncapacitated version of this problem without given link capacities is easy to solve using a polynomial-time dynamic programming algorithm, the authors proposed a lagrangian relaxation in order to generate good upper and lower bounds on the optimal value that exploits the special tree structure and routing restrictions of the problem. To improve their method, they have considered coefficient reduction and have developed several classes of valid inequalities to strengthen the linear programming relaxation of the formulation.
Cho and Shaw [6, 7] have modelled the local access network design and expansion problems as an adequate network flow model (see Section 3). They used a formulation with an exponentially sized set of so-called path variables in a column generation framework. They solve the expansion problem with a pseudo-polynomial dynamic programming algorithm embedded in the column generation approach in O(n 2 B) time, where n is the number of nodes in the tree, is the largest existing cable capacity and B is an upper bound on concentrator capacity.
Later on, Flippo et al. [8] presented a pseudo-polynomial dynamic programming algorithm for the problem which depends on a constant value B that gives an upper bound on the capacity of the concentrators. Their algorithm solves the problem in O(nB 2 ) time and O(nB) storage space and considers more general cost structures for cable expansion and concentrator installation.
In this paper, we point out that the general modelling view described by Cho and Shaw [6, 7] corresponds to viewing the problem as a more complicated version of the well-known CMST problem (see, for instance, [13, 14] ). This permits us to use knowledge from this rather well-studied problem in order to present alternative and new approaches for the local access expansion problem. We start by borrowing and adapting formulations from the CMST problem, and later on, strengthen them with the inclusion of valid inequalities that are tailored for the problem under study.
Flow-based formulations
With the inclusion of adequate auxiliary edges in the original tree T , we transform the problem under study into a variation of the CMST problem (see, for instance, [13, 14] ). We note that a similar graph transformation has been suggested by Shaw [15] but, apparently, no reference to a modified CMST has been noted. Given the tree T , N and E as defined in Section 2, we define a new graph T 0 , obtained from T by adding a dummy node 0 and the edges (0, j) for each node j in N, as described in Fig. 1 . Let, also, N 0 denote the set of nodes in T 0 and E 0 the corresponding edge set.
The main idea of this transformation is to represent the situation "a concentrator is installed at node k" in T , by the situation "the edge (0, k) is included in the solution" in T 0 . The total demand served by that concentrator in T is represented by the flow in edge (0, k) in T 0 . Since the inclusion of each one of these T T edges in T 0 corresponds to the installation of one concentrator in T , the corresponding available edge capacity must be unlimited, and therefore these edges are not included in the set of edges to be expanded. Two costs are associated to the new edges (0, j): one corresponding to the fixed cost of installation of one concentrator at j, F j , and the other corresponding to the variable cost associated to the installation of the concentrator, which depends on the flow that circulates through the edge. Fig. 2 illustrates a feasible solution in T and the corresponding feasible solution in T 0 . The alternative representation of the problem given by the new graph permits us to model the problem as a capacitated network flow model in T 0 . It is well known that network flow models have proven to be valuable in modelling many network design problems (see, for instance, [16] ). It is also well known that a powerful modelling construct to improve formulations for several network design problems is to "direct the given network" (see [17] [18] [19] ). Thus, we model our problem in a directed graph, D 0 = (N 0 , A 0 ), as specified next. Each edge (i, j ) in E 0 is replaced by two arcs, arc i, j and arc j, i , with the same parameters as the original edge and we will denote by A 0 the set of all arcs. Note, however, that each edge of the form (1, j) and (0, j) is replaced only by one single arc, 1, j and 0, j (we designate arc 0, j by auxiliary arc).
Aggregated flow formulation
To define the aggregated flow-based formulation we use the following variables:
where A is the arc set without the auxiliary arcs (note that these arcs are not expanded because we consider uncapacitated concentrators). Our first model is the following directed flow-based formulation, which is denoted by FA 0 :
The objective function states that we want to minimize the sum of the concentrator costs together with all the link costs. Constraints (A1) ensure that each node, except node 0, has only one incident arc and constraints (A5) are the flow conservation constraints. Constraints (A2) ensure that an arc is expanded if it is used, constraints (A3) guarantee that the flow in any arc is less than or equal to the available capacity plus the added capacity and constraints (A4) give an upper bound on the added capacity. Note that, with (A3), (A4) and (A2), the flow that circulates in an arc is less than or equal to the maximum capacity of the arc, that is, y ij M ij x ij , which we call "coupling constraints". The two sets (A1) and (A5), together with (A12) and the coupling constraints, guarantee that the set of arcs with corresponding x variables equal to 1 define a spanning tree.
Since the flow variables y ij represent the total demand that can circulate in arc i, j ∈ A (corresponding to the sum of the initial flow with the one that use the added capacity), the total flow y ij is greater than or equal to the added capacity. Constraints (A6) y ij s ij , ∀ i, j ∈ A, are not necessary for obtaining a valid integer program but they are included as valid inequalities (in practice, the effect of these constraints on the lower-bound value of FA 0 was very small-in our computer experiments, only in two cases were these constraints able to improve on the lower-bound value of FA 0 ).
The formulation presented by Cho and Shaw [7] is equivalent to FA 0 in terms of the corresponding linear programming relaxations. Instead of the two sets of variables, y ij and s ij , used in our model, they use two sets y 1 ij and s ij , such that y ij = y 1 ij + s ij and 0 y 1 ij B ij . Using this relation, we can transform one formulation into the other and prove that the corresponding linear programming relaxations are equivalent. It is, however, interesting to point out that in our computational experiments, our formulation has consistently produced smaller CPU times (one possible explanation for this is that the flow conservation constraints in Cho and Shaw's formulation contain many more nonzero coefficients-due to the fact that they split variables y ij into two sets of variables, y 1 ij and s ij ). As the results of Section 4 will show, the linear programming relaxation of FA 0 can be quite weak. We present next several sets of valid inequalities that improve the optimal solution of the linear programming relaxation of FA 0 .
Although the lower-bound inequality (A6) y ij s ij , ∀ i, j ∈ A, is not effective in practice, we can generate more effective inequalities based on the same concept of bounding below the flow in each arc. Note that if the amount of flow that passes through the arc i, j is greater than the available capacity B ij , then it is necessary to expand the arc (z ij = 1) and the inequality y ij B ij z ij is valid. However, since the flow that traverses each arc i, j must be greater than or equal to the demand in node j (that is, the inequality y ij d j x ij is also valid), we introduce the stronger inequality which subsumes the previous two inequalities:
To see the validity of (A7), consider the two cases: (i) if z ij = 0 and x ij = 1 (the capacity of the arc is not expanded) then we obtain y ij d j , which is clearly valid (for the auxiliary arcs, this is the inequality to include); (ii) if z ij = x ij = 1 (the capacity of the arc is expanded) then we obtain y ij B ij , which is also valid (if B ij d j , then we have y ij d j ).
A different set of lower-bounding inequalities is presented in Gouveia and Lopes [20] . In our case, we can use the fact that the input graph of the problem has a tree structure (and thus, the arcs that diverge from each node j are known). Let S j be the subset of nodes that are endpoints of the arcs diverging from j . If these arcs are included in the solution, the minimum flow in arc i, j is equal to the sum of the demand of the nodes in S j . We introduce, then, the following new set of valid "lower-bounding" constraints:
To see that (A8) is valid we first consider the case |S j | = 1 (from [20] ), that is, there is only one arc, say j, k , diverging from j . Suppose arcs i, j and j, k are in the solution. In this case, the minimum flow that crosses i, j must be equal to d j + d k (instead of being equal to d j ) because the flow in arc i, j must satisfy the demand of nodes j and k; that is,
is a valid inequality (see, [20] for the proof of its validity).
The general case, where S j has more than one element, can be easily proved in a similar manner.
We note that the inclusion of (A8) does not necessarily imply that constraints y ij d j x ij become redundant. To see this, note that when |S j | = 1, (A8) can be rewritten as
To finish the discussion of valid inequalities for the aggregated formulation, we refer to two sets of valid inequalities introduced by Balakrishnan et al. [5] . In order to improve the lower-bound given by their formulation, Balakrishnan, Magnanti and Wong proposed valid inequalities relating the expansion of the network either with the installation of concentrators or with the expansion of the links. To introduce these constraints, we first define the concept of saturated node: we say that node j is saturated if the total demand in the subtree rooted at node j , which is denoted by D(j ), is greater than the available capacity in the arc that connects the predecessor of j to j . Let N s be the set of saturated nodes and, for each node j ∈ N s , let a j be the predecessor of j and let T (j) be the subtree rooted at j . Thus, for each saturated node, either we install one concentrator, at least, in the subtree rooted at j or we expand the arc that arrives into j . This argument leads to the first set of valid inequalities:
The other set of constraints guarantees that, if no concentrator is installed in the subtree T (j), the capacity to add to that arc must be greater than or equal to the difference of the total demand D(j ) and the available capacity of that arc, that is,
Constraints (A10) and (A11) are defined for each saturated node in the tree. We denote by FA 1 the formulation FA 0 augmented with (A7), (A8), with the simple two-subtour elimination inequalities x ij + x ji 1, ∀(i, j ) ∈ E (these constraints are denoted by (A9) in the remainder of the text) and the constraints based in saturated nodes (A10) and (A11)-some computational testing has shown that the optimal solutions of the linear programming relaxation of FA 0 quite often violate several of these constraints.
Disaggregated flow formulation
It is well known that the linear programming relaxation of an aggregated flow formulation can be improved by using a so-called multicommodity reformulation (see for instance, [16, 21] ), where the flow variables are indexed by source and/or destination. In the context of our problem, the multicommodity reformulation uses new variables f p ij that specify the flow in arc i, j sent from the root node, node 0, to node p. Note that these variables are only defined if node p and arc i, j are in the same subtree, but for simplicity, we will indicatep = 1, . . . , n.
The first disaggregated formulation, FD 0 , obtained directly from FA 0 with the new flow variables, is presented next:
The constraints that characterize this reformulation are the disaggregated flow constraints (D5 ) , (D5 ) and the coupling constraints (D13) f Using the relationship above between the two sets of variables, we can also prove (see [20] for a more general proof) that constraints (A8) rewritten with the new flow variables, that is, constraints
are redundant to the linear programming relaxation of FD 0 .
Finally, constraints (A9) x ij + x ji 1, ∀(i, j ) ∈ E are also not considered in the new model because they are also redundant in the corresponding linear programming relaxation. This follows from the fact that the projection into the space of the x variables, of the linear programming relaxation of (D1), (D5 ), (D5 ), (D13) and (D12) gives a complete description of the convex hull of the incidence vectors of directed spanning trees (see, for instance, [19, 22] ). This description includes the so-called subtour elimination constraints and constraints (A9) are a small subset of this general class. We denote by FD 1 the formulation FD 0 with the inclusion of (D7) and (A10) and (A11), the inequalities based in saturated nodes (these ones are not dependent of the new flow variables).
Computational tests
In the preceding sections, we have presented two classes of flow-based formulations for the local access network expansion problem: FA (aggregated flow formulations) and FD (disaggregated flow formulations). In this section, we present computational results that access their quality in solving instances of the problem. We also compare the use of such formulations with two formulations from Balakrishnan et al. [5] : the original one denoted by BMW 0 and a strengthened version (denoted by BMW 1 ), obtained from the previous one by adding the two sets of "saturated node" inequalities previously described and we also compare our methods with the pseudo-polynomial dynamic programming algorithm of Flippo et al. [8] .
It should be pointed out that the BMW 0 formulation involves index sets defining subsets of adequate feasible paths which permit to model the contiguity constraints and also permit the use of the "path-like" constraints to model the capacity constraints.
As we described in Section 2, the pseudo-polynomial dynamic programming algorithm of Flippo et al. [8] has time complexity O(nB 2 ) and requires O(nB) storage space, where B is an upper bound for the concentrator capacity. As our problem considers uncapacitated concentrators, we make B equal to the total demand (as the authors of that paper suggest).
Since pre-processing is one way of reducing the size of the models and, in some cases, of tightening the linear programming relaxation, we first show how to eliminate some variables from the models and reduce some data coefficients. Note that, in each model, the variables must be defined regarding the tree structure (namely, the nodes must be in the same subtree-our instances consider trees with only one subtree-and, in FD models, f p ij is defined only if there exists a direct path from i to p that cross i, j ). For each pair of nodes i and j (i, j ∈ N), we can determine a lower-bound to the cost of assigning node j to i and compare to an upper-bound on the cost of installing a concentrator at node j . If the lower-bound is higher than the upper-bound, then node j cannot be assigned to node i (see [5] for details); thus, some arcs and/or paths and the corresponding variables can be eliminated from the models. As another reduction test, note that if M ij B ij , then the arc i, j cannot be expanded and in an optimal solution we must have z ij = s ij = 0 (and these variables can also be eliminated). Note, however, that this elimination rule is dependent on the value of the M ij coefficients. Thus, the elimination rule will get stronger if these coefficients can be, somehow, reduced. Clearly, the M ij coefficients can be made equal to the sum of all the node demands of the tree. However, this value is very poor and it can be improved in several ways. Let us consider the following three cases: (a) an auxiliary arc 0, j , (b) a down arc i, j (the level of node i is less than the level of node j ) and (c) an up arc i, j (the level of node j is less than the level of node i), as illustrated in Fig. 3 .
In case (a), the value M 0j can be made equal to the sum of all the demands that can be served by a concentrator located in node j , that is, the demand of all the nodes of the subtree containing j . In case (b), the value M ij can be made equal to the maximum flow traversing that arc which is the total demand of the downstream nodes (if the arc is used and as the network has a tree structure, there is no way to send flow to a node situated above node j ). The flow that traverses an up arc (case (c)) can only go to the nodes belonging to the same subtree but not belonging to the subtree rooted at i and, thus, M ij can be made equal to the corresponding demand.
In order to evaluate and compare the corresponding linear programming relaxations, we have generated several instance problems with different parameters. As stated before, the networks involved have a fixed tree structure. We have performed our tests with trees involving 100 and 200 nodes. We have generated two 100-node instances and two 200-node instances, where the number of sons for each node is less than or equal to 3 (tree 101 and 201) and less than or equal to 10 (tree 102 and 202). Fig. 4 summarizes the tree topologies of the instances tested. We have used the same trees with different parameters to generate new instances. For each problem instance we have considered four more additional cases: we have divided the demand of each node by 5 and 2, respectively, and have multiplied it by 2 (these three types of instances are denoted by P/5, P/2 and P × 2, respectively). The fourth case is obtained by doubling the fixed cost of the concentrators (instances denoted by F × 2). In Table 1 , we present the results for all the instances: the four new instances as well as the original ones.
The table depicts the gaps given by the optimal linear programming bound of the models and the CPU times. The first two columns specify the instance problems. The next 12 columns present the gaps given by the optimal linear programming bound of the models; each model has two columns associated, denoted by with and without, which corresponds to results with and without the pre-processing described above. These columns indicate the value [(OPT − LB)/OPT] * 100 (OPT is the value of the optimal solution and LB is the value of the lower bound given by the optimal linear programming solution of the model indicated at the top of the column). Next to this value we present two other values in parentheses; the first one is the CPU time needed to solve the linear programming relaxation and the second one is the additional time needed to obtain the optimal value (time is given in seconds). We present also a column related to CPU time Flippo's algorithm takes to solve the instance (in brackets we have the value B which is an upper bound for the concentrator capacity, given by the sum of the total demand of the nodes in the tree). The last column gives the optimal value for each instance. The results have been obtained in a Pentium IV, 3.06 GHz, personal computer with 1024 Mb of RAM, and the CPLEX package, version 7.1, has been used to obtain the linear programming bounds and the integer optimal solutions. Table 1 Results 
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The designation 10h indicates that we were not able to solve the integer model because CPLEX takes more than 10 h of CPU time and * indicates out of memory.
As expected, the disaggregated flow formulations FD produce, in general, the better linear programming bounds. However, it is interesting to see that FD 0 improves a lot over FA 0 but the same does not happen when we examine the formulations FD 1 and FA 1 (with or without pre-processing). This suggests that disaggregating the models gets substantially less effective after adding some of the valid inequalities to the models.
We present the results with and without pre-processing to see the influence that pre-processing has in the results. In all cases, without pre-processing, we have higher gaps because pre-processing eliminates many variables and reduces quite effectively the M ij coefficient. Although variable elimination and coefficient reduction are done, in many cases, more than once, the time pre-processing takes in all instances considered is less than 1 s.
The CPU times of the FA and FD models are insignificant for almost all cases, with and without preprocessing. The exception is for instances P/5 (with small demand) with 200 nodes, where CPU times are more significant. We see also that, for each instance, the gaps decrease when demand increases.
The gaps given by the BMW model are in general worse than the ones produced by the models FA and FD. Note also that BMW model involves many more variables and constraints (this is a consequence of the previously mentioned index sets that define the paths in the tree). However, pre-processing has a great impact in this model because it eliminates many paths, leading to reduced CPU times (the exception is again the instance with 200 nodes and demand P/5) and reduced gaps; without pre-processing, the CPU times of the BMW models are very high. We can also see that within each class, the more complicated models (the models with more inequalities) do not take substantially more time than the original models (in some cases they take less time, namely without pre-processing).
For the instances with the fixed cost of concentrators multiplied by 2, the CPU times are more or less the same when comparing with the original instance. However, the gaps increase a little because the costs encourage the installation of concentrators instead of expanding the links (with the increase of the fixed cost, this behaviour is not significant).
We have also tested the instances with the pseudo-polynomial algorithm developed by Flippo et al. [8] .The results show that FA models and the pseudo-polynomial algorithm have inverse behaviours; the FA models produce worse results when demand is smaller (corresponding to a smaller value for B); Flippo's algorithm is clearly favoured for the instances with small B (because its running time increases when B increases). This becomes very clear in the 200 node instances and the demand divided by 5 (solving the integer models takes much more time than using their algorithm). However, our experiments also indicate that for instances with the same number of nodes and higher demand, the FA models are solved within 2 s (with pre-processing) and the algorithm needs up to 50 and 450 s.
As the pre-processing has a great influence in our instances and our trees have a great number of saturated nodes, we decided to test the models with other instances. Since Flippo et al. [8] made available their instances, we decided to test their instances with 100 and 200 nodes (see [8] , for instances characteristics). However, they have used their algorithm in instances with different capacities for the concentrators. As our problem considers uncapacitated concentrators, we need to adapt the instances making the value B equal to the total demand of the tree. Table 2 depicts the gaps given by the optimal linear programming bound of the models and the CPU times, for the new instances. The results are presented in a similar way as Table 1 : the first column specifies the instance problems; the next 12 columns present the gaps given by the optimal linear programming bound of the models, with and without pre-processing, as described above. We also Table 2 Results for instances with 100 and 200 nodes (Flippo et The designation 10h indicates that we were not able to solve the integer model because CPLEX takes more than 10 h of CPU time.
present a column giving the CPU time that Flippo's algorithm needs to solve the corresponding instance. The last column gives the optimal value. The first remark is that the CPU time is very small for FA and FD models. Only for BMW model, it is, in some cases, higher. Our models always use less CPU time than Flippo's algorithm (for the FA model, the CPU times are not greater than 2 s). However, the average gaps are, in general, higher than the average gaps in the instances generated by us.
With the inclusion of valid inequalities, the linear programming gaps decrease considerably. Comparing the more complicated model within each class, with pre-processing, there are higher gaps in BMW 1 (in average, 4.1%) but much lower in FA 1 and FD 1 ; in the first case, the gaps are less than 2% (the exception is the instance LANEP100b, with gap value given by 2.25%) and in the second, less than 1% (the exception is the instance Lan100a, with gap value given by 1.24%).
With respect to the disaggregated models FD 0 and FD 1 we notice that the pre-processing is not so significantly as in our instances, in terms of time and gaps (furthermore, in some cases gaps are equal with and without pre-processing).
To conclude this section, we make a brief remark to the work by Balakrishnan et al. [5] and the algorithm developed by Flippo et al. [8] . We have given empirical experiments showing that our network flow-based methods seem preferable to BMW model, when we use CPLEX as a solving tool. We note, however, that the paper by Balakrishnan et al. [5] also describes a lagrangian relaxation based on their formulation and with the property that the associated lagrangian dual bound is better than the corresponding linear programming bound. Thus, their lagrangian bounds should be better than the lower bounds reported here in the columns corresponding to BMW models. With respect to the pseudo-polynomial algorithm, our models appear, in general, to be preferable to the algorithm developed by Flippo et al. [8] . However, as we said before, the problem under study where concentrators have no capacities corresponds to the worst-case behaviour of their algorithm.
Nonetheless, we still believe that the network flow-based approach here proposed is worth trying as our results show that we can solve quite easily instances with up to 200 nodes.
