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Abstract-The efficient and accurate evaluation of the Hankel transform is required in a number 
of applications. This paper reviews a number of algorithms that have only recently been exposed in 
the literature. Results of a comparative study of some useful algorithms are presented. It is found that 
the performance of all algorithms depends on the type of function to be transformed. The projection 
based methods provide acceptable accura.cy with better efficiency than numerical quadrature. 
1. INTRODUCTION 
The numerical computation of the Hankel (or Fourier-Bessel) transform of the function f(r), 
F,(p) = 3_tn[f(r)](p) =2% Srn 7-f(7-)Jn@T-3) d7.1 T E I[$, f E cc, (1) 
0 
is under consideration. The order of the Hankel transform, indicated by the subscript n, is 
given by the order of the Bessel function present in the kernel. The Hankel transform is self 
reciprocal, thus X,‘[f(r)] = 7&[f(r)](p). D iscussion, henceforth, is presented in terms of the 
forward transform with no loss of applicability to the inverse transform. Much importance of the 
Hankel transform lies in its relationship to the Fourier transform, which is [I], 
F[f(+P] = e-i”+Fn(p), (2) 
where the polar coordinates p and 4 label the two-dimensional Fourier space conjugate to the two- 
dimensional image space labelled by r and 8. Applications for the Hankel transform commonly 
involve circular symmetry and have been reported, for example, in the analysis of central potential 
scattering [2], solenoidal magnetic fields [3], and medical computed tomography [4]. 
It is only recently, mainly in the last fifteen years, that attention has been turned to discovering 
algorithms useful for numerical evaluation of the Hankel transform. In this time, a variety of 
algorithms of various strengths, weaknesses, and applicabilities have been reported. As sometimes 
happens, the relevant literature is distributed through a number of journals, some of it in apparent 
ignorance of other research. 
We believe it is now timely to bring this literature together, giving a review of the main methods 
available and providing pointers to some of the less efficient, but nevertheless elegant, methods. 
We also present the results of testing our implementations of the main methods for the zero order 
transform. Such a comparative study has not been reported before to our knowledge. 
One of the authors, M. Cree, acknowledges the financial assistance of a New Zealand Universities Postgraduate 
Scholarship. 
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In Section 2, we develop some mathematical preliminaries and notation, then, in the following 
section, proceed to give a brief overview of the main types of algorithms available to compute the 
Hankel transform. Discussion of the various algorithms in more detail is left to later sections. Fol- 
lowing the discussion of the algorithms themselves, Section 8 presents the results of a comparative 
study of some of the algorithms more useful to the engineer or experimental physicist. 
2. PRELIMINARIES 
The Hankel transform as presented in equation (1) is not suitable for numerical computation 
since it is defined on a continuous domain and has infinite extent, so some restrictions are intro- 
duced. The function f to be transformed often results from measured data and is known only 
for a finite number of sample points. Some form of discrete transformation is therefore needed. 
Furthermore, to assist computation of the transform, f(r) will be required to vanish above some 
value of r, say for r > R, allowing the upper limit of the integral in equation (1) to be modified 
to R. The N samples of f will be denoted 
fk = f(Tk), k=O,...,N-1, (3) 
where rk, the sample points, are ordered rk+l > rk with rg = 0 and TN = R. The datum 
at TN, f(rN), is assumed to vanish. All algorithms considered here in any detail satisfy the above 
conditions. 
It is common practice, particularly when dealing with Fourier transforms, to impose the extra 
condition of equi-spaced samples, that is, rk = I&-, where 6r, the sample separation, is given 
by R/N. Many algorithms for the evaluation of the Hankel transform rely on the use of the 
discrete Fourier transform (DFT) and naturally will require equi-spaced samples. In this case, 
and in light of equation (2), it is reasonable to evaluate F,(p) on the equi-spaced grid pl = lSp, 
where 6p = P/N, for 1 = 0, 1, . . . , N - 1, and P is the maximum value for which the transform 
is evaluated. The values of F,(pl) for each 1 are notated as Fn,lr and the two ranges, R and P, 
satisfy the condition RP = N/2. All algorithms tested in Section 8 satisfy this more stringent 
condition whether they involve the DFT or not. 
We take i to be the square root of negative unity. Caligraphic letters (‘FI, F, or -4) will be used 
to identify integral transforms (Hankel, Fourier, and Abel, respectively). The subscript ‘c’ or ‘s’ 
is used with the Fourier transform symbol to identify its cosine or sine forms, respectively. 
3. OVERVIEW OF ALGORITHMS 
Early attempts at numerical evaluation of the Hankel transform were made by Longman [5-71, 
in which he proposed two methods. The first method [5,6] involves the summation of Gaussian- 
Legendre quadratures between the zeros of the Bessel function, thus 
(4) 
where j,,c = 0 and Jn(&k) = 0 for k = 1,2, . . . , K with K being given by j,,K 2 R. In 
the second method [7], the function to be transformed is expressed as an asymptotic series in 
increasing powers of l/r, thus the zero order transform is given as the summation 
PO(p) = 27r 2 ak Srn r-"J0(2mp) dr, 
k=O 0 
where the ak are the coefficients of the series expansion. Neither method lends itself to compu- 
tationally efficient evaluation. Furthermore, any adaptive Gaussian quadrature method does not 
satisfy the conditions given in Section 2 because of the need to know f analytically. 
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The literature concerning numerical Hankel transform techniques is very sparse from Longman 
until the late seventies when a flurry of papers were published on the topic. The various algorithms 
that have been published during and since the seventies can be filed into a few general categories. 
They are: numerical quadrature, logarithmic change of variables, asymptotic expansion of the 
Bessel function, projection-slice/back-projection methods, and various miscellaneous methods. 
We devote an entire section of this paper to each of the first four categories identified above, but 
briefly discuss the miscellaneous methods first. 
A variety of such algorithms, normally requiring a series expansion of f(r) or Jn(z), have been 
proposed in the literature. In general, these methods suffer from poor computational efficiency 
and/or have restrictions on the set of functions f that they can work with. Consequently the 
methods are of limited applicability, but are briefly reviewed here for completeness. 
One obvious expansion of f is in terms of orthogonal Bessel functions [8-lo] analogous to 
the Fourier series. This allows the development of a discrete Hankel transform that parallels 
the derivation of the DFT [9]. However, the properties of the Fourier series necessary for the 
development of the fast Fourier transform (FFT) are not found in the Bessel series expansion, 
hence, no fast algorithm after the style of the FFT arises. Also the sample points at which f is 
known must be located at the zeros of the Bessel functions, which are unequally spaced. 
Cavanagh and Cook [ll] expand f into a Gaussian-Laguerre series, since the Gaussian-Laguerre 
function is self transforming under the Hankel transform. The upshot is that the Hankel transform 
of f can also be expressed as a Gaussian-Laguerre series whose coefficients are easy to calculate 
when one has knowledge of the coefficients of f. The evaluation of the Hankel transform then 
becomes the problem of fitting a Gaussian-Laguerre series to a function. This method has O(KN) 
efficiency. The number of terms, K, needed for the series expansion can be difficult to determine 
and may be large enough to render the method at a computational disadvantage to other methods. 
Piessens and Branders [12] expand the function f in terms of a series of shifted Chebyshev 
polynomials for which algorithms exist to perform the integration. This method requires f to 
be smooth. Another proposal by the same authors [13] replaces the Bessel function kernel of the 
Hankel transform with an approximation that is suggested by the asymptotic expansion of the 
Bessel function. This allows use of the Fourier transform, but suffers in a similar manner to the 
asymptotic methods to be discussed in Section 6. Lewanowicz [14] extends the use of Chebyshev 
polynomials to Bessel-type integrals including the Hankel transform. His method, though very 
general, is not as efficient as that of Piessens and Branders. 
4. NUMERICAL QUADRATURE 
An obvious, though not necessarily the best, means of evaluating equation (1) is by standard 
numerical quadrature. Methods that require adaptive Gaussian quadrature [6,15,16] are rejected 
due to their need to know f analytically. The simplest means is the trapezoidal rule for which 
we obtain for the zeroth order transform, 
(6) 
where equi-spaced samples, as previously discussed, have been assumed. Care has been taken 
to avoid na’ive zeroing of terms for 1 = 0 and for k = 0. It is the k = 0 terms that make 
generalisation to higher order transforms difficult due to the requirement to evaluate J zJn(z) dx, 
which for n # 0 is normally expressed as an infinite series of Bessel functions of increasing order. 
The main disadvantage of the trapezoidal rule is its poor computational efficiency, which 
is 0(N2) to evaluate equation (6) for 1 = O,l,. . . , N - 1. As documented in Section 8, the 
trapezoidal method was found to be almost always as reliable as any other method tested. For 
this reason, we find it useful as a benchmark to test more efficient algorithms. That it is reliable 
is partly due to the sample grid chosen, which results in at most half a cycle of the Bessel function 
being approximated by a trapezium. 
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5. EXPONENTIAL CHANGE OF VARIABLES 
Having established a benchmark and well understood algorithm, we now proceed to examine 
the various algorithms offered in the recent literature. The first examined are those that use an 
exponential change of variables to rewrite the Hankel transform as a convolution. Making the 
change of variables (17-221 
r = roe-““, p = poesy, r,, h a E R, (7) 
equation (1) is converted into the convolution, 
where i?(y) = M’,(P), f(z) = rf(rL and &(y - z) = 2narpJ,(27rrp). Using the convolution 
theorem, we obtain 
QL) = ~(u)&.(u), (9) 
where 3, = 3[&], 6’ = 3[i], and P = S[f’]. S’ mce &, is known a priori, &, can be evaluated 
analytically. Much of Christensen (211 and Johansen and Sorensen [29] are devoted to deriving 
efficient and reliable methods to evaluate j, numerically from its known analytic expression. 
From the above, the method involves scaling and sampling f(r) on an exponential grid, forming 
its Fourier transform, and multiplying by j,. An inverse Fourier transform gives g(p) sampled 
on an exponential grid. The bulk of the processing is contained in the two Fourier transforms 
and, if it is not performed by table lookup, the evaluation of j,. The algorithm, therefore, 
is capable of 0( N log N) efficiency. However, the need to have f sampled on an exponential 
grid can be a severe disadvantage, particularly if f is oscillatory or changing fast where the 
exponential sampling results in few samples being taken. Helpful considerations for determining 
the parameters rs, pe, Q, and thus the sample spacing are given by Siegman [18]. If the application 
does in fact suit exponential sampling, as is the case of atomic scattering [19], then the method 
is worth considering. 
6. ASYMPTOTIC EXPANSION 
The Bessel function has a well-known asymptotic series expansion which may be used in the 
Hankel transform integral to provide an efficient method for computing higher order components 
of the Hankel transform. The method is briefly described by Oppenheim et al. [23] and is utilised 
by Candel [24] to supplement the back-projection algorithm (see Section 7) and by Sharafeddin 
et al. [2] in application to central potential scattering. 
The Bessel function can be expressed as the asymptotic series, 
where the terms un,k(z) and b,+(x) can be found in a text such as Watson [25]. Taking the first 
term only and substituting for the kernel of the zeroth order Hankel transform gives the first 
order approximation as 
Fe(p) 21 2rlwrf(r)/scos (2srp - 2) dr 
= 5 lrn &f(r) cos (2nrp - 2) dr. (11) 
This can be efficiently evaluated with the FFT. If better accuracy or higher order transforms are 
required, then more terms of the series will be required, resulting in the evaluation of an FFT 
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for each term of the series, thus increasing the computational burden. It must be remembered 
that the approximation, equation (lo), is only valid for large z, hence, it would be unreasonable 
to expect the asymptotic method to give reliable Hankel transforms for small p. Indeed, this 
is found to be the case in Section 8 where the lowest order samples of the zero order Hankel 
transform are found to deviate significantly for some functions. If the lowest order samples of 
the Hankel transform are not required, then the asymptotic method can provide a very efficient 
transform method. This is the case, for example, with the work of Sharafeddin [2]. 
7. PROJECTION METHODS 
Much of the numerical Hankel transform literature has been devoted to methods that pass 
through Radon space as employed in projection reconstruction theory [26]. Two distinct meth- 
ods categories are possible: those that implement the projection-slice theorem and those that 
implement the inverse process, that is, the back-projection theorem. For those unfamiliar with 
projection theory, the projection-slice theorem states that the two-dimensional Fourier transform 
of a 2-D function can be calculated by taking one-dimensional Fourier transforms of the pro- 
jections formed by integrating the function along parallel rays. Coupled with equation (2), the 
projection-slice theorem gives a method for calculating the Hankel transform. 
Oppenheim et al. [23,27] gives a useful derivation of both the projection-slice and back- 
projection methods. Independent and different derivations of the back-projection methods are 
given by Linz [28] and Candel [29] for the zero order transform. Gopalan and Chen [30] suggest 
some improvements to Candel’s work, and Higgins and Munson [31] extend the derivations to 
higher order transforms and suggest useful symmetry arguments to reduce computation. Exten- 
sions to the projection-slice method beyond that of Oppenheim et al. [16,32,33] have focused on 
improving the algorithms for taking the projections. More detailed discussion is left until later 
this section. 
It is appropriate to repeat a derivation of the two methods under discussion, illuminating their 
similarity to each other. Our approach differs from that of Oppenheim et al. [23] in that we use 
the standard integral representation of the Bessel function [25], 
Jn(z) = 7 
J 
R eizcose cos(n8) de, 
0 
rather than appealing to the projection-slice theorem. This has the effect of popping out the 
desired formulas with minimal effort. Substituting equation (12) into the kernel of the Hankel 
transform, equation (l), gives 
Fn(p) = 2i? lrn rf(r) lZ ei2?rrPc0se cos(n0) dc9 dr. (13) 
This forms the starting point to derive the projection methods. 
To derive the back-projection method, it is noted that one is free to define f for negative r; to 
make the integrand of the r integral even, we choose to extend the domain of f such that 
f(r) = (--lYf(-T) for r < 0. (14 
Using the above in equation (13), extending the range of integration to include the negative real 
axis and swapping the order of integration gives 
(15) 
We have arrived at the mathematical statement of the back-projection algorithm, which is that 
an integration (back-projection) over the Fourier transform of the function f, filtered by T, gives 
the Hankel transform of f. 
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Higgins and Munson [31] demonstrate that the domain of integration over the angular integral 
can be halved. We note that similar arguments are true for f complex and state, 
K(P) = 
2(-l)~‘2J~‘2cos(7ze)~[~r]f(r)](~cose)de for n even, 
2(-l)(n-1)/2 so”‘” cos(n0)7[]rlf(r)](pcos@ de for n odd. 
(16) 
That the Fourier transform can be reduced to its cosine and sine parts is dependent on Ir]f(r) 
being even and odd for n even or odd, respectively. 
In discretising equation (16), it is expedient to perform the Fourier transform with the FFT. A 
direct result of using the FFT is that F[]r]f(r)] will only be available at equi-spaced points, not 
at p cos 8 as required. Some interpolation is needed and can be accomplished by such schemes 
as nearest neighbour or linear interpolation [29] or by padding in the signal domain with zeros 
so that the FFT produces more closely spaced samples [30]. It is our experience that a small, 
but incorrect, constant offset can result from the FFT, presumably due to the sample of ]r]f(r) 
at T = 0 being forced to zero. We suggest replacement of the offending sample with 
(17) 
which adds a corrective offset in the Fourier domain. 
The outer (or 0) integral in equation (15) can be evaluated by normal integration techniques. 
For example, our implementation (discussed in Section 8) uses an N-point midpoint rule. Can- 
de1 [34] notes that if multiple Hankel transforms of different orders for the same function f are 
required, the outer integral can be evaluated efficiently with Fourier cosine algorithms. 
The efficiency of back-projection methods is certainly better than straightforward numerical 
integration, as much of the computation is performed by the efficient O(N log N) FFT. However, 
the method still suffers from 0(N2) efficiency overall due to the outer integral. The efficiency 
can be improved somewhat by using the results of the asymptotic method (an extra FFT for 
the first order approximation) to replace the higher order terms of the transform as calculated 
by the back-projection method [24]. This will result in time saved since the higher order terms 
are provided reliably by the asymptotic method, and thus, evaluation of the slow O(N2) outer 
integral of equation (16) is only required for the lower order terms. The problem is that a suitable 
switchover point from one algorithm to the other must be identified. Candel’s suggestion [24] 
implies knowledge of the exact transform. Even if the results of the back-projection algorithm 
are compared against those of the asymptotic algorithm until some minimum error condition is 
met, it is not apparent to us, on the basis of the functions tested, that this provides a reliable 
condition. If the switching point could be determined reliably, then the method would be more 
accurate and faster than standard back-projection algorithms. Testing of our implementation of 
the back-projection algorithm for zero-order Hankel transforms is reported in Section 8. 
We now turn our attention to the projection-slice algorithms. Returning to equation (13), 
making the substitution y = r cos 0 and swapping the order of integration gives 
M co 
F,(p) = i+’ ss 2r.f (7-1 T, g ei2=pydrdy, -co 0 IYI T7 r (18) 
where T,(z) = cos(ncos-l(x)) is the nth order Chebyshev polynomial. The Hankel transform 
can therefore be computed by taking a Chebyshev transform followed by a Fourier transform. 
For the case n = 0, the Chebyshev transform reduces to the Abel transform, hence, 
Fob) = Wb-f(r)ll. (19) 
The Abel transform can be shown [23] to be identical to taking the projection parallel to the 
y-axis, through the two-dimensional function, f(dm) = f(r), hence, the connection with 
the projection-slice theorem. 
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Various methods to numerically evaluate the Chebyshev transform have been reported. Op- 
penheim et al. [23] used standard numerical quadrature. As usual, such a procedure suffers from 
poor computational efficiency. Extensions to the work of Oppenheim et al. have focused on the 
zero-order Chebyshev or Abel transform. Mook [32] shows that both of the coordinate variable 
transformations s = r2, z = y2 and r = es, y = e* allow the Abel transform to be expressed as 
a convolutional integral. Evaluation is thereby possible with the FFT as discussed in Section 5. 
Only the exponential change of variables can be used for the case of the general order Hankel 
transform. Hansen [33] provides an interesting approach in which the Abel transform is modelled 
by a set of linear differential equations of the state-variable type. This results in a recursive algo- 
rithm that can proceed in linear time, that is, with O(N) e ffi ciency. In principle, the algorithm 
can be generalised to higher order Chebyshev transforms, but, as Hansen notes, the order of 
the model required will increase due to the increasingly oscillatory behaviour of the Chebyshev 
polynomial, hence, losing the computational efficiency advantage. Details of the algorithm and 
the parameters for a ninth order model can be found in Hansen and Law [35]. One disadvantage 
of Hansen’s method, due to the recursive nature of the algorithm, is that any errors present in the 
function’s samples will be propagated and accumulated as the procedure continues. Suter [16] 
develops an efficient Gaussian quadrature approach to evaluate the Abel transform; however, 
this is not easily applied to experimentally obtained data. In Section 8, our implementation of 
Hansen’s method to evaluate the zero order Hankel transform is put to the test. 
8. A COMPARATIVE STUDY OF ALGORITHMS 
Four different types of algorithms to perform the zero order Hankel transform, namely trape- 
zoidal integration, asymptotic approximation, projection, and back-projection algorithms, have 
been implemented in the C programming language and executed under UNIX on the Sun SPARC 
platform. The various algorithms were tested with eight different functions and a comparison 
of the results are presented. Our aim is to identify the most reliable algorithm for a general 
cross-section of functions. 
The test functions are listed as Hankel transform pairs for clarity: 
S(r - a) * 27raJo(27mp), (29) 
{ 
1, r<a 
V(r - u) = 0.5, r = a @ 2na2jinc(2rap) = cJ1(27mp) 
P ’ 
(21) 
9, r>a 
e-rT2Ls(27rr2) * e-~p2Ls(2*p2), (22) 
1,1. 
r P’ 
{ 1 
W’ r<a # a sinc( 2mp) = 
a sin( 2mp) 
0, r>a 2nap * 
(24) 
L*(z) is the Laguerre polynomial of order 8. This selection of functions, besides being given 
analytically, gives a good range of characteristics near the origin and includes some functions 
with discontinuities. Each transform was performed using 128 samples for the function, the 
samples being taken to be equi-spaced as discussed in Section 2. 
The details of the algorithms are as follows. The trapezoidal rule is implemented according to 
equation (6). For the asymptotic rule, only the first term of the approximation is taken, thus 
equation (11) is implemented. The projection method was performed according to equation (19) 
with the algorithm as described by Hansen and Law [35] used to perform the Abel transform. 
The parameters for the state equations were directly copied from Hansen and Law’s paper. In the 
back-projection algorithm, interpolation is required between the calculated values of the Fourier 
transform of ]r]f(r). Th is was achieved by a variety of means. Both nearest-neighbour and linear 
8 M. J. CREE AND P. J. BONES 
Table 1. RMS errors: all transforms were performed with the test functions given by 
equations (20)-(24) with the parameter a, where appropriate, set to 40 or 100. Each 
transform was performed by a 128 point zero order transform for various algorithms. 
The variants of the bsck-projection algorithm are labelled by ‘n’ and ‘1’ for nearest- 
neighbour and linear interpolation and by a ‘2’ to represent zero-padding which 
doubles the number of samples. 
Algorithm 2~40~ jinc(80nr) 2~100~ jinc(200sr) 
trap 0.0359114 0.094502 
asymp 0.584552 0.754968 
back n 0.0425042 0.156044 
back 1 0.0321526 0.154369 
back n2 0.0373796 0.155507 
back 12 0.0356703 0.155125 
proj 0.0380625 0.200361 
Algorithm 80nJo(80?Tr) 2007rJo (2007rr) 
trap 0.257013 0.196087 
asymp 0.277434 0.210189 
back n 0.53151 0.458588 
back 1 0.420045 0.382584 
back n2 0.32233 0.275786 
back 12 0.270243 0.215398 
proj 0.267136 0.478904 
Algorithm e-“r2Ls(27rrZ) l/r 
trap 0.00513791 0.190208 
asymp 0.0661687 0.360472 
back n 0.0892021 0.0713351 
back 1 0.0526035 0.081851 
back n2 0.031827 0.150251 
back 12 0.0148154 0.170863 
proj 0.0214311 0.190513 
Algorithm 40 sinc( 8O?rr) 100 sinc(2007rr) 
trap 0.67187 0.612033 
asymp 0.875389 0.87675 
back n 0.5513 0530089 
back 1 0.554931 0.518466 
back n2 0.631943 0.603624 
back 12 0.636202 0.593866 
proj 0.61518 0.394137 
U(r - 40) U(r - 100) 
0.00476999 0.00218571 
0.112408 0.00778157 
0.0518863 0.22582 
0.0330721 0.175721 
0.0180498 0.0661409 
0.00978595 0.0400996 
0.0068764 0.0034431 
6(40 -7) a( 100 - r) 
9.93462e - 17 5.52223e - 17 
0.02586 0.028029 
0.136439 0.495121 
0.0693146 0.398335 
0.0479561 0.182509 
0.0173378 0.0973895 
0.138347 0.143394 
1 1 
27TJ1002-7.2 
0.240676 0.208715 
0.214076 0.207613 
0.262525 0.336025 
0.259338 0.310765 
0.246492 0.223856 
0.245303 0.221586 
0.238701 0.208378 
interpolation were tested, as well as padding \rlf(r) with zeros so that the Fourier space will be 
more finely sampled. Hence, four variations of the back-projection algorithm are tested. The 
final integration was performed by an N-point midpoint rule. 
For each of the Hankel transforms, an RMS error estimate was formed by taking 
ERMS = (25) 
where F, is defined to be the exact Hankel transform of f and the subscript 0 has been omitted 
from F. A list of RMS errors evaluated for the test functions can be found in Table 1. 
Using the RMS error estimates and by visual inspection of the results, we make the following 
observations: the trapezoidal algorithm was found to be the most reliable algorithm; however, it 
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. . . . . . .._ exact 
- back-proj (lin) 
------ trapezoidal 
I 
l 
16 
I I 1 
32 
P 
48 64 
Figure 1. Graph of the numerical calculation of ‘Ho[40sinc(80~r)]. Note the Gibbs 
phenomena associated with the trapezoidal rule. The best curve was provided by 
the back-projection method. 
0.P 
0.5 
O.O- 
-0.z 
-0.4 I I I 
0 1 
P 2 
3 
----- exact 
- trapezoidal 
------ asymptotic 
Figure 2. Graph of the numerical calculation of 7&[e-~‘TaLs(2~r2)]. Note how the 
asymptotic method has followed the exact curve with only slight deviations. The 
best curve was provided by the trapezoidal method. 
does have a tendency to produce Gibbs phenomenon around discontinuities, particularly notable 
for the case of the transform of the sine(r) function, shown in Figure 1. The asymptotic algorithm, 
as expected, often failed for the first few samples of F(p). However, the asymptotic method did 
perform well for test functions with relatively low value near the origin. This can be explained 
by noting that the integrand on the right hand side of equation (11) contributes little to the 
integral for the range of T over which the asymptotic expansion (equation (10)) is inaccurate. 
The Laguerre-Gaussian function, Figure 2, is an example where the asymptotic method performed 
beyond initial expectation. The projection-slice method, in general, performed reasonably when 
compared to the other methods. It has a tendency to smudge over discontinuities, rather severely 
for the transform of the jinc(s) function, illustrated in Figure 3. A point in its advantage is that 
it is computationally very efficient. The performance of the back-projection method depends 
on the type of interpolation used. Nearest-neighbour interpolation can produce very inaccurate 
results. Using linear interpolation makes a significant improvement, turning the algorithm into 
an ‘average’ performer. The use of a zero-padded Fourier transform also improves the transform 
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except for those test functions of the form f(r)/ T, in which case using a zero-padded Fourier 
transform resulted in an unacceptable increase in Gibbs phenomenon. This behaviour can be 
observed in Figures 4 and 5. Padding the Fourier transform with zeros beyond doubling the 
number of samples generally did not improve the accuracy of the Hankel transform noticeably. 
Figures l-5, besides showing the characteristics outlined above, also contain one extra curve 
each to show the result of the better performing algorithms. The range of the z-axis has been 
restricted for illustration purposes; thus, all of the 128 samples are not necessarily shown. 
0 16 32 
P 
46 64 
Figure 3. Graph of the numerical calculation of ‘Ho[3200njinc(dO?rr)]. The pro- 
jection-slice and the back-projection (with linear interpolation) algorithms are shown. 
F(P) 
I 
0 16 
I 
32 P 
I I 
48 64 
Figure 4. Graph of the numerical calculation of 3ie[80aJo(807rr)]. In general, using 
the back-projection method with the zero-padding technique improves the transform, 
as can be seen here. However, there are cases where this is not true, as Figure 5 
illustrates. Linear-interpolation was used in the calculation of the two curves. 
Tests were also performed on a variety of sample sizes ranging from 32 to 1024 points and 
confirmed that decreasing the sample spacing improves the result of the transform, including 
reducing Gibbs phenomena and improving the clarity of features. Speed tests were also performed 
for the various algorithms for increasing numbers of samples, confirming that the algorithms were 
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.-..-. exact 
- back-proj (Iin) 
------. back-proj (zero-Iin) 
Figure 5. Graph of the numerical calculation of Xo[l/r]. The (back-projection 
method) with and without padding Ir\f(r) with zeros is plotted, showing the increase 
of Gibbs phenomenon for functions of the form f(r) = g(r)/r. Linear interpolation 
is used in both cases. 
of the efficiency evaluated in earlier sections of this paper. We do not present timing results since 
they are implementation dependent. 
9. CONCLUSION 
A variety of algorithms exists for performing the numerical evaluation of the Hankel transform. 
Algorithms that are suitable for the processing of experimentally obtained data include numerical 
quadrature, logarithmic change of variables, asymptotic approximation, and various projection- 
slice based methods. Other algorithms exist but are either slow in computation or more suited 
to the numerical evaluation of analytically expressed Bessel integrals. 
Testing our implementations of the trapezoidal, asymptotic, and projection-based algorithms 
indicated that the performance of any one algorithm is dependent on the function to be trans- 
formed. In general, for a variety of input functions, the trapezoidal algorithm was found to 
perform best; however, it suffers from poor computational efficiency. The projection based meth- 
ods improve computation speed somewhat by shifting some computation to the efficient fast 
Fourier transform and, in general, performed at least reasonably for all input functions tested. 
The use of the zero-padded Fourier transform for the back-projection method usually improves 
accuracy, but one must be aware that it can increase oscillation around the true curve when 
the input function involves a reciprocal term. The projection-slice method tested also performed 
reasonably well in most cases; however, discontinuities are not always rendered with clarity. The 
asymptotic method must be used with care, in which case it can provide a useful method for 
certain input functions. It is not recommended as a general purpose algorithm. 
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