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A practical problem for memory applications involving perpendicularly magnetized magnetic tun-
nel junctions is the reliability of switching characteristics at high-bias voltage. Often it has been
observed that at high-bias, additional error processes are present that cause a decrease in switching
probability upon further increase of bias voltage. We identify the main cause of such error-rise
process through examination of switching statistics as a function of bias voltage and applied field,
and the junction switching dynamics in real time. These experiments show a coincidental onset
of error-rise and the presence of a new low-frequency microwave emission well below that dictated
by the anisotropy field. We show that in a few-macrospin coupled numerical model, this is consis-
tent with an interface region with concentrated perpendicular anisotropy, and where the magnetic
moment has limited exchange coupling to the rest of the layers. These results point to the impor-
tant role high-frequency interface magnetic moment dynamics play in determining the switching
characteristics of these tunnel junction devices.
INTRODUCTION
Perpendicularly magnetized magnetic tunnel junctions
(p-MTJ) are enabling devices for spin-transfer torque
switched[1–3] magnetic random access memory (STT-
MRAM)[4–7], allowing for more efficient memory-logic
integration, and for advanced neuromorphic and other
information processing applications beyond the von Neu-
mann architecture[8, 9].
For these applications, an important device character-
istics is its switching error probability vs drive-current
(voltage) amplitude. This so-called “write-error-rate”
(WER), defined as a write-error probability per switch-
ing operation ǫr, is a function of the write speed and
write voltage across an p-MTJ. This WER behavior orig-
inates from STT-dynamics with thermal-agitation. It is
important to achieve low WER well below 10−6/write-
operation, at given write speed and voltage, and consis-
tently across all devices in a memory chip[10, 11]. How-
ever, due to the symmetric nature of spin-transfer torque
versus transport current direction[12–14], the same force
that switches the so-called magnetic free-layer (FL) in
an p-MTJ will also impose a destabilizing force on the
reference-layer (RL) following the FL switching. Such
behavior causes a second threshold in the write-voltage,
above which additional write-error would occur.[14–18]
To mitigate these issues, it is essential to fully under-
stand the STT-related magnetic dynamics on both sides
of the tunnel barrier in an p-MTJ.
STT-induced magnetic switching involves an anti-
damping process, with the transport spin decoherence
induced spin-torque heavily concentrated near the inter-
face receiving the spin-current.[1, 12] This makes it par-
ticularly important to understand the role of the inter-
face moments. For CoFeB-MgO-CoFeB type of p-MTJs,
it is known both from theoretical[19, 20] and from ex-
perimental studies[21, 22] that the formation of Fe-O
bond near the MgO interface could lead to a difference
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FIG. 1: (a) Schematic of the magnetic tunnel junction layers.
The reference layer is composed of an MgO-CoFeB interface,
followed by a synthetic antiferromagnet (SAF) structure. (b)
p-MTJ resistance R as a function of applied magnetic field.
in properties between the interface moments and the rest
of the CoFeB electrodes. Further, the MgO-barrier ini-
tiated (bcc) crystallization of FeCo at the tunnel bar-
rier interface during post-deposition annealing[23] weak-
ens these interface moment’s magnetic exchange across
MgO-dictated lateral grain-boundaries. The MgO-FeCo
interface is also responsible for concentrated perpendic-
ular magnetic anisotropy (PMA) potential for these in-
terface moments. The presence of MgO tunnel barrier
interface concentrated PMA reduces interface moment’s
rotation in hard-axis field as seen by tunnel magnetore-
sistance. It also causes an apparent 4th order magnetic
anisotropy.[24, 25] It has also recently been related to
the observed size and RA dependence of STT-switching
threshold in p-MTJ that are clearly non-macrospin in
nature.[26]
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FIG. 2: (a) WER (in % per switching operation) vs pulse voltage height Vpulse at three different applied magnetic fields. +Vpulse
and +Ha directions correspond to switching intended for AP-to-P . (b) and (c): Contour plot showing the switching errors for
various applied field and pulse magnitudes for AP-to-P (b) and P-to-AP (c) transitions. All measurement are performed with a
100 ns pulse width. White data points on (b) correspond to the onset field of the LF mode (white dotted line) – see discussion
surrounding Fig. 4(c).
In this work, we investigate the switching statistics and
real-time dynamics of an p-MTJ as they depend on write-
voltage and external bias magnetic field. By examining
both in time- and frequency-domain, we experimentally
probe the origin of high-bias WER anomaly. It is shown
to correspond to a new form of microwave emission with a
lower frequency dispersion with magnetic field compared
to normal ferromagnetic resonance. We show this is con-
sistent with an STT-driven interface magnetic moment
instability that reduces much of the PMA in the p-MTJ
layers adjacent to MgO tunnel barrier. Accompanying
FL and RL instabilities then lead to a WER deteriora-
tion.
EXPERIMENTAL RESULTS
In the following sections, our measurements show that
(1) there is a bias-field dependent WER rise at high
bias voltage beyond the main switching threshold across
the p-MTJ;(2) the onset of such WER rise is systemat-
ically dependent on an easy-axis applied magnetic field;
(3) This type of WER rise apparently does not in-
volve a permanent reversal of the entire RL; and (4)
the onset boundary of such WER rise in applied field
and voltage parameter space coincides with the observa-
tion of a new low-frequency microwave emission mode,
whose frequency-magnetic field dispersion shows inter-
cepts much reduced from the FL anisotropy field Hk.
We measure a circular 75 nm p-MTJ represented in
Fig. 1(a), patterned from magnetic films consisting of a
CoFeB-like free and reference layers separated by anMgO
tunnel barrier similar to those discussed in Refs.[27, 28].
Figure 1(b) shows the p-MTJ’s resistance (R) as a func-
tion of an applied field Ha perpendicular to the sample
plane. The p-MTJ free layer can be switched with the
application of roughly 2 kOe of magnetic field. The high
field decrease in resistance is related to un-optimized, in-
sufficient PMA at the RL-MgO interface, and may in-
volve partial rotation of the top RL moments in elevated
bias fields.
STT Switching and WER statistics
We first characterize the device performance with spin
transfer torque switching statistics. The p-MTJ is ini-
tially reset into a known state, then a 100ns long voltage
pulse is applied. The resulting resistance is read to de-
termine if a switch was made. This is repeated 200 times
at each fixed pulse amplitude to establish the switching
probability, to an accuracy of 0.5%, of the device at the
given pulse width and amplitude. This process is then
repeated for various voltage amplitudes and bias field val-
ues to map out the WER behavior of a device, as shown
in Fig. 2.
Figure 2(a) shows that, at zero external bias field, the
device switched as intended from anti-parallel to paral-
lel (AP-to-P) around +0.4V, and P-to-AP, -0.4V, with
no visible error upon further increase of |Vpulse|. How-
ever, with -1 kOe bias field, it shows a WER-rise at
Vpulse ∼+0.7V and beyond (dashed line), correspond-
ing to error events reverting the p-MTJ into AP-state in
bias-direction for switching to P. Similarly, at +1 kOe
bias, a WER-rise is seen for the P-to-AP switching be-
yond ∼ -0.7V (dashed line).
This dependence of WER-rise on magnetic field bias
is systematically mapped out for both AP-to-P and P-
to-AP direction of Vpulse in Fig. 2(b) and (c). For the
AP-to-P transition shown in Fig. 2(b), the initial switch-
ing voltage decreases as the magnetic field is swept to-
wards the positive direction. This is a result of the mag-
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FIG. 3: (a) Single shot time traces of the junction conductance when a -0.5 V pulse is applied at 0 and 1.25 kOe. For clarity,
traces shown in the figures undergo a moving average of five data points. Dotted lines represent junction conductance in the
P and AP states. (b) The junction conductance when a -0.65V pulse is applied at 0 and 1.25 kOe. (c) Time trace (top) of the
junction conductance when 0.55V pulse is applied along with a -1.75 kOe field. The contour plot shows the FFT of the time
trace as a function of time with the average plotted on the right.
netic field being applied in a direction that encourages
switching and thus decreasing the required spin current
to induce switching. In contrast, as the magnetic field is
swept towards positive values, the onset of the high volt-
age errors increases. For the P-to-AP transition shown
in Fig. 2(c), a similar trend is seen. The application of
negative magnetic fields to encourage switching lowers
the initial switching threshold and increases the onset
for high voltage errors.
We observe that the SAF layer’s resting orientation re-
mains unchanged when these erroneous switching events
occur by checking the R(Ha) loop direction upon such
switching error detection.
Time Domain Dynamics
To elucidate the cause for the high voltage switching
errors, we investigate the p-MTJ dynamics in the time
domain. A single-shot 200ns voltage pulse is applied
to the device. The time-dependent current through the
p-MTJ is tracked in real-time on a 50-Ohm terminated
digital oscilloscope (Tektronix TDS 6604, with a pair of
broad-band amplifies in front). A linear background is
subtracted using the trace of a low bias non-switching
event. Figure 3(a) shows the p-MTJ conductivity σ for
single shot P to AP transitions when a -0.5V pulse is ap-
plied at two different applied field values. From Fig. 2(c),
both of these fields should exhibit a low probability of er-
rors. As expected, we observe the junction conductivity
decrease within roughly 15 ns in both cases, indicating
successful switching.
From Fig. 2(c), application of a -0.65V pulse will likely
produce a successful switch in zero field, but with the ap-
plication of 1.25 kOe there is a high chance of a switching
error. Fig. 3(b) shows that the p-MTJ switches within
6 ns at zero field. However, in a 1.25 kOe field the sig-
nal does not show a clean switching behavior. Instead,
we observe an oscillatory signal with an amplitude near
the full switching amplitude observed in zero field, indi-
cating there is large angle dynamics beyond switching of
the p-MTJ layers. The final state of the p-MTJ upon
withdrawal of the voltage pulse will be determined by
the probability the intermediate states are occupied at
the moment the pulse is removed.
Auto-oscillations of a single layer’s magnetization
driven by spin currents have been observed in spin torque
oscillator devices[29–31]. The characteristic frequency of
these devices is typically close to the ferromagnetic res-
onance frequency[32]. From previous measurements of
similar p-MTJ made from the same material stack[28],
this frequency should be at a minimum 5GHz. How-
ever, the frequency of the large amplitude events ob-
served here is less than 100MHz, suggesting that these
observed dynamics are not the excitation of small an-
gle auto-oscillations of the FL ferromagnetic resonance
mode.
Frequency Domain Characteristics
Next we further investigate the frequency domain char-
acteristics when the p-MTJ is held in the oscillatory
state. Fig. 3(c) shows the time domain conductivity when
a 0.55V pulse is applied along with a -1.75 kOe field, rep-
resenting errors in an AP-to-P switching event. As seen
4−2 −1 0 1
5
10
15
Field (kOe)
f (G
Hz
)
(a)
(c)
−2 −1.5 −1
5
10
15
Field (kOe)
f (G
Hz
)
−2 −1.5 −1
Field (kOe)
−2 −1.5 −1
Field (kOe)
−2 −1.5 −1
Field (kOe)
−2 −1.5 −1
Field (kOe)
−2 −1.5 −1
Field (kOe)
FL0
RL0
0.35 V 0.40 V 0.45 V 0.50 V 0.55 V 0.60 V
AP State 0V
FL0
LF
FL0
−1 0 1 2
5
10
15
Field (kOe)
f (G
Hz
)
P State 0V(b)
FIG. 4: ST-FMR measurements showing the field dispersions in the (a) AP and (b) P states. (c) Field derivative of the
emitted microwave power as a function of applied field and detected frequency for multiple amplitude of voltage pulses. White
line indicates switching boundary into the P state and red line shows the region where FL frequency drops.
before in Fig. 3(b), large oscillations in the junction con-
ductivity are observed. We perform a discreet sliding
Fourier transformation on this trace with a 7.5 ns win-
dow over the duration of the pulse and assemble it into
the color plot shown in Fig. 3(c), with the average of these
traces shown on the right. The low frequency content in
the spectra is consistent with the periodicity of the large
amplitude oscillations. More interestingly, a peak near
5.5GHz is observed. Given the large angle low frequency
dynamics present, it is surprising to see a distinct peak in
this frequency range. The color plot also indicates that
this frequency content is present over almost the entire
length of the trace except for a brief period starting at
around 120 ns when the p-MTJ temporarily stabilizes in
the AP state.
Generally, microwave frequency generation in p-MTJ
can be interpreted as the excitation of the standing
spin wave modes in ferromagnetic layers near the MgO
interface[28, 33, 34]. While the exact source of the sig-
nals produced is unclear in circular p-MTJ, the resonance
field dispersion can be reliably obtained. To map out
these modes, we use field modulated spin torque ferro-
magnetic resonance (ST-FMR) techniques[34–36]. We
perform measurements on the p-MTJ in the AP state
and obtain the field derivative ST-FMR amplitude as a
function of microwave drive frequency and applied mag-
netic field shown in Fig. 4(a). Branches with two distinct
slopes are seen and as determined in previous studies in
similar devices[28], resonance modes with positive slope
are associated to the RL and those with negative slopes
the FL. The lowest order modes FL0 and RL0 are the
quasi-uniform modes, with higher frequency modes aris-
ing from the higher order standing spin wave modes.
From Fig. 4(a) when the p-MTJ is in the initial AP
state, there is no distinct source for the 5.5GHz peak
seen in the high bias time domain measurements. How-
5ever, the conductivity shown in Fig. 3(c) suggests that the
p-MTJ dwells in a state closer to the P state. Figure 4(b)
shows the ST-FMR field dispersion in the P state. Near
-1.75 kOe there is a resonance around 5.5GHz, but as-
cribing the peak to any of these resonances at low bias
is difficult since joule heating and field like torques can
drastically alter the resonance position[22, 37].
To investigate the high bias behavior of the p-MTJ
spectra, we switch to microwave emission based measure-
ments. The p-MTJ is supplied with 100ns voltage pulses
with a repetition period of 1µs to reduce Ohmic heat-
ing. A spectrum analyzer is used to measure microwave
power produced by the sample. To enhance the signal to
noise in this measurement, we employ a field modulated
spectrum analyzer method discussed elsewhere[31].
Figure 4(c) shows the field derivative of the microwave
signal as a function of frequency and applied field for mul-
tiple amplitude voltage pulses. When a 0.35V pulse am-
plitude is used, we observe a negative sloping line left of
the white dotted line where the p-MTJ is in the AP state.
From the ST-FMR measurements performed earlier, this
is the lowest order spin wave mode FL0. Right of the
white dotted line, the p-MTJ has switched to the P state
and we observe one of the P state resonance modes. Fur-
ther increasing the pulse amplitude to 0.4V and 0.45V
results in little change to the spectral content. The p-
MTJ switches to the P state at larger fields (white line),
consistent with Fig. 2(b). We also observe a slight de-
crease of the resonance frequency at a given field likely re-
lated to increased joule heating and subsequent decrease
in perpendicular anisotropy from temperature[22].
When a 0.5V and larger pulse is applied, we observe a
change in the spectral content. For larger negative fields
we still observe the FL0 resonance, but as the field is de-
creased, there is a sudden jump in frequency (red dotted
line) and a new lower frequency mode (LF) is observed.
The LF mode has a negative slope like the FL modes
in the AP state, opposite of the P state resonance mode
slopes. This indicates the LF mode is not just the exci-
tation of one of the P state modes even though Fig. 3(c)
suggests the p-MTJ dwells closer to the P state. It is also
important to note that the normal FL0 mode identified in
ST-FMR measurements no longer exists when this new
mode is observed. These observations suggest that this
mode is related to the FL dynamics. The field and fre-
quency of the peak observed in Fig. 3(c) match up with
the LF mode. While in the time domain based measure-
ment there is only one main peak, there are multiple in
the data obtained by the spectrum analyzer. Mode hop-
ping events like those observed in spin torque oscillator
devices[38] could explain the multiple peaks in this data,
as it integrates over a significantly longer time than the
single time trace.
The field range the LF mode begins is similar to the
range where high voltage switching errors are observed in
Fig. 2(b) (white points), suggesting that the presence of
the LF mode is related to such high-bias WER rise. An
understanding of the onset of this low-frequency mode
is therefore important to the reduction and removal of
high-bias WER rise, which is important for STT-MRAM
applications[18].
The high-bias WER-rise has been reported before, and
has been suggested to arise from a decrease of FL uniaxial
anisotropy, presumably related to ohmic heating[15, 39].
The decrease in the FL resonance frequency with in-
creasing voltage in Fig. 4(b) is consistent with this as-
sertion. However, the jump in frequency at high voltages
from the FMR-like mode to the LF mode is not, as a
change in anisotropy with heating would be expected
to be a smooth continuous function of bias. Effects
such as voltage controlled magnetic anisotropy[40] will
alter the resonance frequency and exchange stiffness[41],
but are known to do so continuously as well. Low fre-
quency sub-harmonics have been observed in the non-
linear regime[42], but do not correspond to the disap-
pearance of the main resonance mode as seen in our mea-
surements.
Next we explore the likely causes of this LF-mode, and
identify possible mechanisms that give rise to a threshold-
like onset for this mode vs bias voltage. We do so by nu-
merically simulating the dynamics of the p-MTJ stack,
and by going beyond the individual layer’s macrospin
limit, but only introduce the minimum amount of addi-
tional degrees-of-freedom as necessary. Turns out it is
very difficult if not impossible for a simple three-moment
stack to possess such characteristics of the LF-mode and
simultaneously the type of WER-boundary as seen in
Fig. 2(b) and (c). On the other hand, we will next
demonstrate that these WER-rise boundaries as shown
in Fig. 2(b) and (c), together with the presence of a high-
bias LF-mode strongly suggest the presence of interface
moments with low magnetization, high local anisotropy,
and limited exchange coupling to the rest of the layers,
which is consistent with other behaviors we have seen
from these p-MTJs.[24–26]
NUMERICAL SIMULATIONS
First in the following sections, we consider the simplest
model of the p-MTJ, where each layer shown in Fig. 1 is
represented by a single macrospin. While the resulting
three-moment model can be used to qualitatively explain
the large angle dynamics seen in the time domain mea-
surements, analysis of the frequency content produced by
this model can not reproduce the observation of the low
frequency microwave generation. We then modify the
macrospin model to take into account interface moments
represented by separate exchange coupled macrospins.
This model shows similar large angle dynamics to the
three moment model, but more importantly is able to
qualitatively capture the drop in resonance frequency ob-
6served in experiments.
Three Macrospin-Moment Coupled Model
Here we build a numerical three moment coupled
macrospin model by writing their corresponding Landau-
Lifshitz-Gilbert equations for a structure schematically
shown in Fig. 5(a). In this model we consider the FL,
RL and bottom SAF layers. For simplicity, we assume
the Slonczewski-type of spin-torque is only present at the
tunnel interface between the FL momentm1 and RL mo-
ment m2. The RL m2 is exchange coupled to the bottom
SAF layerm3 with energy Eex,23 = −0.1 emu cm
−2. The
model then is then written


dnm1
dt
= γ [Hk1 (nk1 · nm1)nk1 +Ha]× nm1 + α1nm1 ×
dnm1
dt
+
(
Js
Ms1t1
)
nm1 × (nm1 × nm2)
dnm2
dt
= γ
[
Hk2 (nk2 · nm2)nk2 +
Eex,23
Ms2t2
nm3 +Ha
]
× nm2 + α2nm2 ×
dnm2
dt
−
(
Js
Ms2t2
)
nm2 × (nm2 × nm1)
dnm3
dt
= γ
[
Hk3 (nk3 · nm3)nk3 +
Eex,23
Ms3t3
nm2 +Ha
]
× nm3 + α3nm3 ×
dnm3
dt
(1)
Moment Ms (emucm
−3) Hk (kOe) α t (nm)
m1 700 4 0.005 1.5
m2 700 2 0.01 1.5
m3 700 6 0.02 2
TABLE I: Material parameters used in the three macrospin-
moment model .
where nm1,2,3 are the moment direction unit vectors,
Hk1,2,3 are the uniaxial anisotropy fields of the individual
moments, nk1,2,3 = ez are their collinear anisotropy axes
(along the z-direction or film-normal for PMA); α1,2,3 are
the LLG-damping factor for the moments; Js is the spin
current flowing through the layer in units of magnetic
moment, generating spin-torque across the interface be-
tweenm1 andm2. For simplicity, we assume equal charge
to spin conversion efficiency for both layers. γ ≈ 2µB/~
is the gyro-magnetic ratio, and Ha is the applied field,
along ez also. The values used for these parameters can
be seen in Table I.
Figure 5(b) shows the z component of m1, m2, and m3
as a function of time when a Js = 5.3×10
4 emu s−1 cm−2
amplitude pulse is applied. The system is initially pre-
pared in the P state and as time passes, m1 flips with no
significant change in m2 representing a successful switch-
ing event. Figure 5(c) shows the behavior when the pulse
amplitude is increased to 1.3×105 emu s−1 cm−2. Shortly
after m1 flips, m2 flips its direction and a “pinwheel”
process[14] begins. Qualitatively, this is similar to the
large amplitude oscillations observed in experiment.
These numerical simulations can relate the large os-
cillatory signal seen in experiment at high bias to the
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FIG. 5: (a) A macrospin construct of the magnetic tunnel
junction layers. z component of the magnetization of the
layers near the interface for a (b) 5.3×104 emus−1 cm−2 and
(c) 1.3× 105 emu s−1 cm−2 pulses.
pinwheeling between the FL and RL layers. However, it
can not recreate the switching characteristics seen with
varying the applied magnetic field in experiment. Mainly,
for positive applied magnetic fields along the RL direc-
tion, the field stabilizes the RL and prevents the pinwheel
state from forming. This is contrary to the observation in
Fig. 2(c) where the WER-rise threshold decreases as mag-
netic field is swept in the positive direction. Further, we
perform FFT analysis on the time domain dynamics and
observe no resonance peak in this state, indicating the
model fails to explain the LF mode. This mismatch with
7Moment Ms (emucm
−3) Hk (kOe) α t (nm)
m1 600 1 0.007 1.5
m2 160 21 0.005 0.4
m3 175 22 0.012 0.4
m4 1200 2 0.012 3
m5 1200 2 0.02 5
TABLE II: Material parameters used in the five macrospin-
moment model where interfaces are taken into account.
the experimental observations suggests that the model
needs to be expanded to more accurately represent the
layer material properties.
Five Macrospin-Moment Coupled Model
The presence of the LF mode points to magneti-
zation dynamics outside of the simplest mathematical
pictures of p-MTJ, where each representative layer is
taken to be uniform. In actual materials, perpendicu-
lar anisotropy is expected to be largest at atomic layers
near interfaces[19, 20, 43]. Experimental studies have
shown that the MgO/FM interface can form magnetic
oxides[21, 22], which will result in a large variation in
the interface moment properties across the width of the
layer. Taking these aspects into consideration, models
treating the interface and bulk separately have been able
to describe the size and RA dependence of the switching
threshold in p-MTJ[26].
We therefore modify the numerical model shown above
to treat the dynamics of tunnel-barrier interface-bound
magnetic moments separately, coupled to the rest of the
film stack. We further assume that spin-current trans-
mission and absorption across the MgO tunnel barrier is
fully accounted for at these two interface layers. Such a
five-coupled-moment model is schematically represented
in Fig. 6(a). The FL bulk is represented by m1, the FL
interface by m2. Similarly, the top RL interface is rep-
resented by m3, and the rest of top RL by m4. m5 rep-
resents RL2. With a negative exchange coupling Eex,45,
RL1 and RL2 together describes a SAF reference layer
construct.
We then write out the corresponding LLG equa-
tions, similar to those in eq. 1 using the parameters
shown in Table II, and with Eex,12 = 0.06 emu cm
−2,
Eex,34 = 0.1 emu cm
−2 and Eex,45 = −0.4 emu cm
−2.
These materials-related parameters are chosen to be con-
sistent with literature values associated with interface-
related magnetic texture discussion[20], and with our ob-
servable device properties. They are however only for
qualitative numerical illustration of the mechanisms in-
volved, as our device structures details may be signifi-
cantly more complex. Numerically evaluated model re-
sults are compared with experimentally obtained time-
dependent junction conductance trances and correspond-
ing frequency-domain spectra, as well as with WER-rise
boundary in Vpulse andHa, such as those shown in Fig. 2.
To keep numerical procedures simple and avoid com-
putation time and resources for a probabilistic calcula-
tion, we use the relevant moment’s z-component value
obtained from time domain dynamics to approximate the
switching and reversion-error regions in the (Js,Ha) pa-
rameter space. Specifically, the average of the z compo-
nent of the m1 magnetization from 33ns to 50 ns is used
as a proxy for estimating the boundaries of switching
and/or error-generation.
Figure 6(b) shows the resulting m1z for the AP-to-P
transition where m1z is initially set to -1. As seen in ex-
periments, the main switching threshold, as represented
by the lower |Js| boundary in Figure 6(b) depends on Ha.
For larger values of |Js|, a second region emerges where
there is no longer a full reversal of m1z, representing
the WER-rise region. The Vpulse −Ha dependent WER-
rise boundary shows stronger field dependence than the
main switching threshold’s. The same is seen in both
AP-P and P-AP STT-switching directions, as shown in
Fig. 6(b) and (c), with the FL’s orientation with respect
to applied field Ha dictating the sign of the WER-rise
boundary slope.
Figure 6(d) shows the time domain dynamics for the
top three layers in the model when a Js = 1.1 ×
105 emu s−1 cm−2 is applied with a 500Oe field, corre-
sponding to a region where high bias switching errors
appear as shown by the red x in Fig. 6(c). We observe
that a dynamic state is formed between the interface mo-
ments m2 and m3, similar to the “pinwheel” motion in
the three moment model, albeit now at frequencies much
higher than that of the FL or RL bulk moment’s.
Once the two interface moments enter their large am-
plitude precessions, their exchange-coupled contribution
to the perpendicular anisotropy of the bulk of FLm1 (and
RL m4) is diminished. This is revealed by the emergence
of a new, low-frequency (LF) spectral signature of the
FL-bulk m1 at large values |Js| in the WER-rise region
in Fig. 6(b-c), as illustrated in Figure 6(e-f), which we
will discuss below.
If the threshold for the WER-rise onset in Figure 6(b-
c) is due to the loss of PMA from interface moment’s
developing their large amplitude dynamics, then we ex-
pect to see a drop in the m1 resonance frequency when a
bias and field value inside the WER-rise region is used.
Figure 6(e) shows the precession frequency of the m1x
component as a function of applied bias with -3 kOe of
magnetic field, obtained from FFT of the time domain
dynamics. At low bias, m1 and m2 precess in sync at
a frequency corresponding to the effective anisotropy of
the pair and applied field. When a sufficient drive is ap-
plied, the m2 interface moment enters a large angle state
and a sudden drop in the m1 resonance frequency is ob-
served (white arrow). Further increasing the bias leads
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to a pinwheeling state (red arrow) between the m2 and
m3 moments.
To further illustrate the process associated with
Fig. 4(c), we simulate the field dispersion when −8.5 ×
104 emu s−1 cm−2 of bias is applied, shown in Fig. 6(f),
corresponding to the red dashed line drawn in Fig. 4(b).
At large negative fields, the RL interface moment is satu-
rated in the negative direction resulting in no excitation
of the FL. The m1 and m2 pair then relax to equilibrium
at their combined resonance frequency. Once the field is
lowered, the RL interface moments remain in their ini-
tially defined positive direction, allowing an antidamping
torque to be exerted on the FL. The m2 moments then
enter a large angle state and the resonance frequency of
m1 drops(white arrow). Further decreasing the magnetic
field, there is a second jump (red arrow) at the point the
RL interfacem3 is no longer stable and enters a pinwheel
state withm2, similar to that in Fig. 6(d). Around -1 kOe
(white dotted line) the device successfully switches into
the P state as shown in Fig. 4(b). At this point the large
angle dynamics are no longer excited, and the m1 and
m2 pair precess at their combined resonance frequency
once more. The numerical simulation behavior is qual-
itatively similar to the measurements in Fig 4(c), where
at high biases multiple jumps in frequency are observed.
These numerical studies above demonstrate and con-
firm the understanding that high-frequency interface-
moment dynamics play a important role in switching
and error-generation behavior in our p-MTJs. The large-
amplitude excitation of interface moments with dynamic
frequencies well-above the bulk of FL or RL causes the
effective perpendicular anisotropy of the bulk FL and RL
to decrease. This reduction to the energy barriers causes
an increase of the error-probability due to thermal agi-
tation and disturbances from coupled interface moment
dynamics. This type of dynamic reduction of effective en-
ergy barrier would cause the observedWER-rise at higher
voltages[18].
CONCLUSION
We demonstrate the important role interface moments
play in STT-driven switching dynamics for our p-MTJs.
Experiments at high bias voltages reveal a WER-rise (i.e.
switch-reversion) behavior. Correspondingly we observe
the onset of a new LF mode in the spectra-content of
the real-time p-MTJ conductance at high-bias. A five
macrospin coupled numerical model is successful in illus-
trating the important role interface moments play, when
such interface moments are situated in large perpen-
dicular interface anisotropy and with limited exchange-
coupling to the bulk of corresponding FL and RL. Their
high-frequency dynamic excitation under STT is shown
to be responsible for the resulting LF mode, as well as
the observed WER-rise state-boundary in (Js,Ha) space.
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