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RÉSUMÉ.Les méthodes actuellement les plus utilisées pour étudier les systèmes pair-à-pair (mo-
délisation, simulation, et exécution sur des systèmes réel) montrent souvent des limites sur les
plans du passage à l’échelle et du réalisme. Cet article présente P2PLab, une plate-forme pour
l’étude et l’évaluation des systèmes pair-à-pair, qui combine l’émulation (utilisation de l’appli-
cation réelle à étudier à l’intérieur d’un environnement synthétique) et la virtualisation. Après
la présentation des caractéristiques principales de P2PLab (émulation réseau distribuée, vir-
tualisation légère), nous montrons son utilité lors de l’étude du système de diffusion de fichiers
BitTorrent, notamment en comparant deux implantations différentes de ce protocole complexe.
ABSTRACT.The current methods used to study and evaluate peer-to-peersystems (namely mod-
elisation, simulation, and execution and real-world systems) often show limits regarding scal-
ability and accuracy. This paper describes P2PLab, an evaluation platform for peer-to-peer
systems, which combines emulation (execution of the real applic tion inside a synthetic envi-
ronment) and virtualization. After describing the main features of P2PLab (distributed network
emulation, lightweight virtualization), we demonstrate its usefulness by comparing two imple-
mentations of the BitTorrent file-sharing system.
MOTS-CLÉS :systèmes pair-à-pair, évaluation, émulation, virtualisation, BitTorrent
KEYWORDS:peer-to-peer systems, evaluation, emulation, virtualization, BitTorrent
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1. Introduction
Les systèmes pair-à-pair et les algorithmes utilisés par ces systèmes ont fait l’ob-
jet d’un intérêt considérable ces dernières années. Ils sont devenus plus performants,
mais aussi plus complexes, ce qui a eu pour conséquence de lesrendre plus difficiles
à concevoir, à vérifier et à évaluer. Il devient nécessaire depouvoir vérifier qu’une ap-
plication se comportera correctement même lorsqu’elle sera exécutée sur des milliers
de nœuds, ou de pouvoir comprendre des applications conçuespo r fonctionner sur
un tel nombre de nœuds.
Les applications distribuées sont traditionnellement étudi es en utilisant la mo-
délisation, la simulation, et l’exécution sur des systèmesré ls. La modélisation et la
simulation consistent à utiliser un modèle du fonctionnement d l’application dans un
environnement synthétique (par opposition à un environnement réel). Cette méthode
est largement utilisée, et permet d’obtenir des résultats de bonne qualité assez facile-
ment. Toutefois, il est souvent nécessaire d’accepter un compr mis entre le nombre
de nœuds simulés et la précision du modèle : il est difficile desimuler efficacement un
grand nombre de nœuds en utilisant un modèle complexe de l’applic tion.
L’alternative consiste à exécuter l’application réelle à étudier dans un environne-
ment d’expérimentation réel comme PlanetLab (Chunet al., 2003). Mais ces plates-
formes sont difficiles à contrôler et à modifier (afin de les adapter à des conditions
d’expériences particulières), et les résultats sont souvent difficiles à reproduire, car les
conditions environnementales peuvent varier de manière importante entre les expé-
riences. L’expérimentation sur ce type de plate-forme est nécessaire lors du dévelop-
pement d’un système pair-à-pair, mais ces expériences ne sont pas suffisantes, car il
est très difficile de couvrir ainsi suffisamment de conditions d’expériences différentes
pour pouvoir conclure dans le cas général. L’utilisation d’autres méthodes d’évalua-
tion devient alors de plus en plus importante (Haeberlenet al., 2006).
Entre ces deux approches, il est nécessaire d’explorer d’autres voies, permettant
d’exécuter l’application réelle dans un environnement synthétique, sous des condi-
tions reproductibles. Cet article décrit ainsi une solution intermédiaire, combinant
émulation et virtualisation, et montre que cette approche permet d’obtenir des résultats
intéressants lors de l’étude d’applications existantes.
2. Emulation et virtualisation
Il est nécessaire de commencer par distinguer émulation et virtualisation.
L’émulation consiste à exécuter l’application à étudier dans un environnement mo-
difié afin de correspondre aux conditions expérimentales souhaitées. Il est né-
cessaire de déterminer quelles sont les ressources à émuler(et avec quelle pré-
cision) : il s’agit souvent d’un compromis entre réalisme etcoût. Par exemple,
lors de l’étude de systèmes pair-à-pair, l’émulation réseau est importante, alors
que l’émulation précise des entrées/sorties sur le disque dur n’est probablement
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pas nécessaire. L’émulation est souvent coûteuse (temps processeur, mémoire),
et son coût est souvent difficile à évaluer, car il dépend à la fois de la qualité
de l’émulation et de ses paramètres : émuler un réseau à latence importante né-
cessitera une quantité de mémoire plus importante qu’émuler un réseau à faible
latence, à cause de la nécessité de conserver les paquets dans une file d’attente
(par exemple, émuler une latence de 1s sur un réseau avec un débit de 1 Gbps
requiert une file d’attente occupant 125 Mo).
La virtualisation de ressources permet de partager une ressource réelle entreplu-
sieurs instances d’une application. Elle est nécessaire afin de permettre l’étude
d’un grand nombre de nœuds. Dans le cas des systèmes distribué , la virtualisa-
tion permet d’exécuter plusieurs instances de l’application ou du système d’ex-
ploitation sur chaque machine physique. Bien entendu, comme les ressources
réelles de la machine physique sont partagées entre les différentes instances,
l’équité est un problème important. Comme la précision de l’émulation, le ni-
veau d’équité de la virtualisation est un compromis entre qualité et coût : un bon
niveau d’équité s’obtient souvent au détriment des performances globales de la
machine physique.
3. Etat de l’art
Beaucoup de travaux ont été effectués récemment sur la virtualisation, avec diffé-
rentes approches. Linux Vserver (Project., 2003) est une modification du noyau Linux
qui y ajoute descontexteset contrôle les interactions entre ces contextes, permettant
à plusieurs environnements de partager le même noyau de manière i visible pour les
applications, avec un très faible surcoût. User Mode Linux (Dike, 2000) est une adap-
tation du noyau Linux vers un processus Linux. Enfin, Xen (Barhamet al., 2003) uti-
lise lapara-virtualisation(exécution de systèmes légèrement modifiés au-dessus d’un
système hôte) pour permettre d’exécuter simultanément plusieurs systèmes d’exploi-
tation.
Le réseau est l’aspect le plus important à contrôler lorsqu’on s intéresse aux sys-
tèmes pair-à-pair, puisqu’il s’agit du principal facteur limitant. Des outils de bas ni-
veau permettent d’émuler différentes caractéristiques deliens (en faisant varier la
bande passante et la latence), tandis que des outils de haut niveau permettent de
construire des topologies synthétiques complexes.
Dummynet (Rizzo, 1998), sous FreeBSD, est l’émulateur réseau l plus utilisé.
Il est intégré au pare-feu de FreeBSD, et est donc contrôlé par l’ajout de règles spé-
cifiques. NISTNet (Carsonet al., 2003) (sous Linux 2.4) et Linux Traffic Control
(TC) (Hemminger, 2005) sous Linux 2.6 ont des fonctionnalités similaires. Ces outils
se positionnent au niveau paquet et ordonnancent les paquets entrants et/ou sortants
du système pour contrôler le débit et le délai, en émulant aussi de problèmes comme
la perte de paquets.
4 RSTI - TSI – 27/2008. RenPar’06
Des outils de plus haut niveau permettent de recréer des topologies virtuelles :
NetBed (Whiteet al., 2002) est une plate-forme combinant des nœuds réels (utiliant
des connexions RTC ou ADSL), des nœuds utilisant Dummynet, et des nœuds simulés
(en utilisant Network Simulator Emulation Layer) pour fournir un environnement ex-
périmental. Mais en raison de son faible nombre de nœuds (environ 200), il est assez
difficile d’y faire des expériences à très grande échelle. Modelnet (Vahdatet al., 2002)
utilise des nœuds d’une grappe partitionnée en deux sous-ensembles : l’application à
étudier est exécutée sur lesdge nodestandis que lesModelnet core nodesémulent
une topologie réseau. Modelnet utilise une phase dedistillation pour faire un compro-
mis entre réalisme et passage à l’échelle, permettant ainsid’émuler le réseau sur un
faible nombre de nœuds. Mais la mise en œuvre de Modelnet est difficile.
Les outils existants de virtualisation ciblent un grand réalisme et ont un facteur
de virtualisation (nombre de machines virtuelles/nombre de machines physiques) as-
sez faible. Ils virtualisent un système d’exploitation complet (noyau, bibliothèques,
applications) alors que cela n’est souvent pas nécessaire dans le cadre de l’étude des
systèmes pair-à-pair, qui sont généralement des applicationsverticales, ayant peu de
dépendances avec le reste du système.
Un autre problème est l’émulation de la topologie du réseau :les outils existants
visent une émulation réaliste du cœur du réseau (congestion, routage ...). Or la plu-
part des applications pair-à-pair sont utilisées par des personnes individuelles sur des
liens de type ADSL. Certains aspects du cœur du réseau sont importants (la latence,
notamment, pour des expériences impliquant des problèmes de localité), mais dans le
cadre d’une plate-forme d’émulation, l’accent peut être mis sur l’émulation du lien
entre les nœuds et leur fournisseur d’accès à internet. Ce lien est en effet le goulot
d’étranglement dans la plupart des cas.
4. P2PLab
4.1. Présentation générale
P2PLab est notre outil d’étude des systèmes pair-à-pair utilisant l’émulation. Il
vise une grande efficacité (un grand nombre de nœuds doivent pouvoir être étudiés sur
un faible nombre de nœuds physiques) et un bon passage à l’échelle (des expériences
avec plusieurs milliers de nœuds doivent être possibles).
P2PLab virtualise au niveau des processus, pas au niveau du système d’exploita-
tion comme les autres outils de virtualisation le font. En effet, une virtualisation com-
plète du système n’est pas forcément nécessaire lorsque lesobj t étudiés sont des
applications pair-à-pair, ces applications n’ayant en général que peu de dépendances
sur le reste du système. P2PLab utilise FreeBSD pour pouvoirtiliser Dummynet pour
l’émulation réseau. Une approche décentralisée est utilisée pour émuler les topologies
réseau, permettant un meilleur passage à l’échelle.
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Dans la section suivante, nous présenterons le système de virtualisation proposé
par P2PLab, après avoir vérifié que les caractéristiques de FreeBSD correspondaient
bien à celles attendues. Puis nous nous intéresserons à son modèle d’émulation réseau.
4.2. Virtualisation
FreeBSD a été choisi pour P2PLab en raison de la disponibilité de Dummy-
net (Rizzo, 1997), l’émulateur réseau inclu dans FreeBSD. Mais il était nécessaire de
commencer par vérifier que les caractéristiques de FreeBSD étaient suffisantes pour
permettre l’exécution d’un grand nombre de processus sans fausser les résultats des
expériences. FreeBSD 6 propose deux ordonnanceurs de processus différents :
– un ordonnanceurhistorique(appelé 4BSD) dérivé de celui de BSD 4.3 ;
– un ordonnanceur plus moderne, ULE (Roberson, 2003)1, développé pour per-
mettre une meilleure interactivité, même sous une charge importante.
Comme le nombre de processus concurrents sera important, l’ordonnanceur jouera
un rôle-clé, et il est également important de comparer ces deux ordonnanceurs afin de
sélectionner le plus adapté à l’exécution de nombreux processus concurrents.
4.2.1. Adéquation de FreeBSD
Dans une première expérience, nous avons démarré un grand nombre de proces-
sus utilisant intensivement le processeur en même temps et examiné le temps né-
cessaire à la complétion de l’ensemble des tâches. Cette évaluation, ainsi que toutes
les suivantes, a été réalisée sur la plate-forme GridExplorer, qui fait partie du projet
Grid’5000 (Cappelloet al., 2005). Les machines utilisées sont des Bi-Opteron 2 Ghz
avec 2 Go de mémoire vive et un réseau Gigabit Ethernet. Le programme utilisé réa-
lisait un calcul utilisant peu de mémoire (calcul de la fonction de Ackermann) et pre-
nant de l’ordre de3, 3 secondes. Afin d’éviter des disparités causés par les versions
des compilateurs, le même code assembleur a été utilisé sur les différents systèmes.
Comme les machines utilisées disposent de deux processeurs, les calculs se répar-
tissent naturellement sur les deux processeurs, et le tempsmoyen par tâche est donc
de l’ordre de 1,65 secondes.
La figure 1 montre qu’on n’observe pas de surcoût lié au nombrede processus
concurrents. Au contraire, le temps moyen d’exécution sembl ême baisser très lé-
gèrement lorsque le nombre de processus augmente (surtout sous Linux 2.6), proba-
blement à cause d’effets de cache ou d’économies d’échelle (c rtaines parties du coût
n’étant pas dépendantes du nombre de processus, leur part diminue lorsque le nombre
de processus augmente).
Nous avons ensuite réalisé la même expérience, mais avec desprocessus utilisant
la mémoire de manière intensive (réalisant des opérations smples sur des matrices de
1. Il s’agit d’un jeu de mots, l’option pour l’activer étant appelée SCHED_ULE.








































Figure 1. Temps moyen d’exécution en fonction du nombre de processus concurrents.
Les processus utilisent intensivement le processeur, maisn’utilisent que peu de mé-
moire
grande taille). Exécutés seuls, ils ont besoin d’environ 3 secondes de temps processeur
avant de terminer. La figure 2 permet d’abord de constater queles résultats obtenus
avec Linux et FreeBSD sont très différents. Sous Linux 2.6, l’ordonnanceur et/ou
la gestion mémoire permettent d’éviter au temps d’exécution d’augmenter lorsque
l’ensemble des instances ne peuvent plus être contenues dans la mémoire vive. Au
contraire, sous FreeBSD, dès que la mémoire virtuelle (swap) est utilisée, le temps
d’exécution augmente de manière importante.
Dans les expériences futures, il sera important de se placerdans des conditions
où l’utilisation deswapn’est pas nécessaire. Nous avons donc fait le choix de ne pas
activer le swap sur les machines utilisées. Ainsi, un manquede mémoire se traduira
par une erreur franche, facilement détectable, plutôt que par une perte progressive de
performances.
L’équité entre les processus est également importante : certain s instances ne
doivent pas bénéficier plus souvent ou plus longtemps du processeur. L’expérience
suivante nous permet d’avoir une première estimation du niveau d’équité fourni par







































Figure 2. Temps moyen d’exécution en fonction du nombre de processus concurrents.
Les processus utilisent intensivement le processeur et la mémoire
Linux et FreeBSD. Nous démarrons en « même temps »2, ur la même machine, 100
instances d’un même programme utilisant intensivement le processeur, et mesurons
les temps de terminaison de chaque instance. Le programme exécuté seul prend envi-
ron 5 secondes à terminer.
La figure 3 montre qu’avec l’ordonnanceur 4BSD et celui de Linux, la plupart des
processus terminentpresqueen même temps. L’ordonnanceur ULE laisse par contre
apparaître de plus grandes variations. Il faut noter que cesrésultats sont différents
de ceux qu’une précédente étude réalisée avec FreeBSD 5 (Nussbaumet al., 2006)
avait donnés : avec l’ordonnanceur ULE, certains processusétaient excessivement
privilégiés et s’exécutaient seuls sur l’un des processeur. Ce problème semble avoir
été corrigé dans FreeBSD 6.
Même si cette approche fournit des résultats satisfaisants, tant sur le plan du pas-
sage à l’échelle que de l’équité, elle est limitée : elle ne permet pas, par exemple, de
réaliser des expériences où des processeurs virtuels de vitesses différentes sont affec-
2. Un processus, lancé avec une priorité élevée, lance les instances qui sont exécutées à une
priorité plus faible. Les résultats ne montrent pas une influe ce significative de l’ordre de lan-
cement.




















Figure 3. Fonction de répartition des temps d’exécution des processus avec Linux 2.6
et les deux ordonnanceurs de FreeBSD.F (x) indique la proportion des processus
ayant terminé avantt
tés aux processus. Cette approche n’est donc pas adaptée à l’étude des systèmes de
typeDesktop Computing. L’utilisation de solutions de virtualisation plus lourdes per-
mettrait un contrôle plus précis du partage du processeur, et permettrait également de
contrôler la mémoire.
Dans la suite des expériences, nous avons choisi d’utiliserl’ordonnanceur 4BSD,
malgré cette limitation : il n’existe pas de solution sans cette limitation à l’heure ac-
tuelle sous FreeBSD.
4.2.2. Virtualisation au niveau processus
Comme indiqué précédemment, P2PLab virtualise au niveau del’identité réseau
des processus : les instances exécutées sur la même machine physique partagent toutes
les ressources (système de fichiers, mémoire, etc.) comme des processus normaux,
mais chaque processus virtualisé a sa propre adresse IP sur le réseau. L’adresse IP
de chaque machine physique est conservée à des fins d’administrat on, tandis que les
adresses IPs des nœuds virtuels sont configurées comme desalias d’interface, comme
montré sur la figure 4 (la plupart des systèmes Unix, dont Linux et FreeBSD, per-
mettent d’affecter plusieurs adresses IP à une même interface éseau à travers un






























Figure 4. Sur chaque machine physique, les adresses IP des nœuds virtuels sont confi-
gurées comme des alias d’interface
système d’alias). Nous avons vérifié que les alias d’interfac ne provoquaient pas de
surcoût par rapport à l’affectation normale d’une adresse IP à une interface.
Pour associer une application à une adresse IP particulière, nous avons choisi d’in-
tercepter les appels systèmes liés au réseau (la figure 5 présente ces différents appels
systèmes et leur ordre d’appel). Ainsi, avant chaque appel àonnet(), un appel
à bind() est fait pour que l’adresse d’origine de la connexion soit celle souhaitée.
De même, les appels àbind() sont modifiés pour resteindre lebind() à l’adresse
souhaitée. Plusieurs solutions étaient possibles pour réaliser techniquement ces res-
trictions :
– modifier l’application étudiée, par exemple en faisant explicitement unbind()
avant chaque appel àonnet(). Cette méthode a le désavantage de nécessiter une
compréhension du code de l’application ;
– lier l’application avec une bibliothèque réalisant la surcharge des appels système,
soit à la compilation, soit en utilisant la variable d’environnementLD_PRELOAD. Cette
méthode a le désavantage de ne pas fonctionner si l’application effectue les appels
systèmes réseaux à travers une bibliothèque ;
– modifier le noyau pour modifier le traitement des appels systèmes. Sous Linux,
c’est la méthode choisie par VServer (Project., 2003). Maiss mise en œuvre est
compliquée ;







Figure 5. Enchaînement des appels systèmes réseaux dans le cadre de connexions
TCP
– utiliser ptrae() pour intercepter les appels systèmes réseaux. Sous Linux,
c’est la méthode choisie par User Mode Linux (Dike, 2000). Cette méthode a un sur-
coût relativement important à cause des changements de contxte supplémentaires
nécessaires ;
– modifier la bibliothèque C. Cette approche permet de se placer « au-
dessous » des bibliothèques éventuelles, mais ne fonctionne pas avec les exécutables
compilés statiquement.
Dans P2PLab, nous avons choisi de modifier la bibliothèque C dFreeBSD, ce
qui est un bon compromis entre complexité et efficacité, et nous avons vérifié que
cette approche fonctionnait dans tous les cas, à l’exception des exécutables compilés
statiquement. Nous avons modifié les fonctionsbind(), onnet() et listen()
pour toujours se restreindre à l’adresse IP spécifiée dans lavariable d’environnementBINDIP.
Pour mesurer le surcoût induit par cette technique, nous avons réalisé un pro-
gramme de test très simple : un client TCP qui se connecte sur un serveur tournant
sur la même machine. Dès que la connexion a été acceptée par leserveur, le serveur
coupe la connexion. Puis le cycle recommence : le client se reconnecte. En exécu-
tant ce test un nombre important de fois, nous avons pu mesurer avec un intervalle de
confiance satisfaisant que la durée d’un cycle était de10, 22 µs sans la modification
de lalib, et de10, 79 µs avec la modification de lalib. Il faut noter que ce sur-
coût n’est présent que lors de l’établissement de la connexio . Notre test montre que,
même dans un cas limite (application passant tout son temps àétablir des connexions),
ce surcoût reste très limité comparé au temps nécessaire pouétablir une connexion.
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Notre méthode de surcharge ne fonctionne que pour les connexions TCP. Une ap-
proche identique permettrait dans le futur de traiter également les communications
UDP, mais il faudrait alors surcharger les appelssend() et reeive(), ce qui pro-
voquerait un surcoût plus élevé : les appels de bibliothèqueseraient alors surchargés
à chaque envoi de datagramme, et non plus uniquement lors de l’établissement de la
connexion.
4.3. Emulation réseau
Les émulateurs de topologies réseau existants comme Modelnet (Vahdat et
al., 2002) visent une émulation réaliste du cœur du réseau (routage et interactions entre
lessystèmes autonomes(AS) ou entre les principaux routeurs). Mais la plupart des ap-
plications pair-à-pair sont exécutées sur des nœuds situésen bordure d’internet(Foster
et al., 2003), par exemple sur des ordinateurs personnels d’abonnés à l’ADSL. Même
si le trafic dans le cœur du réseau peut influencer certains aspects du comportement
des systèmes pair-à-pair (la congestion dans le cœur du réseau peut influencer la la-
tence, par exemple), le principal goulot d’étranglement res e le lien entre le système
participant et son fournisseur d’accès à internet. Dans le cadre d’une plate-forme d’ex-
périmentation comme P2PLab, on peut donc utiliser un modèlerés au simplifié, et
faire abstraction des problèmes de congestion dans le cœur du réseau. Dans tous les
cas, des évaluations sur un outil comme Modelnet ou P2PLab nedoiv nt pas être
considérées comme suffisantes, et doivent être complétées par des évaluations sur des
systèmes réels comme PlanetLab (Chunet al., 2003) ou DSLLab (DSLLab, 2005), qui
permettent de prendre en compte les problèmes de congestiondans le cœur du réseau,
ou par des simulations.
Dans P2PLab, nous modélisons donc le réseau internet en mettant l’accent sur le
point de vue du nœud participant, en excluant ce qui est moinsimportant de ce point
de vue là.
L’émulation réseau est réalisée d’une manière décentralisée : chaque nœud phy-
sique se charge de l’émulation réseau pour les nœuds virtuels q ’i héberge, à l’aide
de Dummynet (Rizzo, 1997) : il y a ainsi deux règles dans le par-feu pour chaque
nœud virtuel hébergé, l’une pour les paquets entrants à destination de ce nœud virtuel,
l’autre pour les paquets sortant en provenance de ce nœud virt el.
Mais ce modèle permet uniquement d’avoir des paramètres de bande passante et de
latence pour chaque nœud virtuel. Il ne permet pas d’exprimer la proximitéentre deux
nœuds. Nous rajoutons donc une notion de groupe de nœud, permettant d’évaluer des
applications utilisant la localité. Dans un système réel, cs groupes de nœuds pour-
raient correspondre à un ensemble de nœuds provenant du mêmefournisseur d’accès,
du même pays, ou du même continent.
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Figure 6. Evolution duround-trip timeen fonction du nombre de règles de pare-feu à
évaluer
Le modèle d’émulation de P2PLab permet de contrôler :
– la bande passante, la latence et le taux de perte de paquets sur le liens réseaux
entre les nœuds et leur fournisseur d’accès à internet ;
– la latence entre des groupes de nœuds, permettant d’étudier des problèmes met-
tant en jeu la localité des nœuds, par exemple.
Le nombre de règles nécessaires est le principal paramètre limitant le passage à
l’échelle de P2PLab. Pour montrer l’importance de ce facteur, nous mesurons leround-
trip time (temps aller/retour) à l’aide deping entre deux nœuds. Lors de la sortie du
premier nœud, le pare-feu doit, pour chaque paquet, évaluerun nombre important
de règles. La figure 6 permet d’observer que la latence commence par croître assez
lentement (probablement à cause d’optimisations), elle croît ensuite linéairement, avec
un surcoût non négligeable quand le nombre de règles est important.
Ce surcoût provient du fait que les règles sont évaluées linéairement : avec Dum-
mynet, il n’est pas possible d’évaluer les règles d’une manière hiérarchique, ou à l’aide
d’une table de hachage. Une solution possible aurait pû êtrede modifier le pare-feu de
FreeBSD pour y rajouter ce type d’évaluations, mais dans le cadre de P2PLab, nous
avons préféré utiliser la notion de groupes de nœuds pour limiter le nombre de règles
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Figure 7. Topologie émulée
(une seule règle par groupe permettant alors de traiter la latence pour l’ensemble des
nœuds composant le groupe).
La figure 7 montre un exemple de topologie que nous avons émulée avec P2PLab.
Le nœud physique hébergeant le nœud virtuel 10.1.3.207 aurap r exemple :
– deux règles par nœud physique hébergé (paquets entrants etsortants, respective-
ment) ;
– une règle pour traiter l’ajout de 100 ms de latence pour les paquets provenant
du groupe 10.1.3.0/24 à destination du groupe 10.1.1.0/24 (la règle réciproque étant
présente sur les nœuds hébergeant le groupe 10.1.1.0/24) ;
– une règle pour traiter l’ajout de 100 ms de latence pour les paquets provenant du
groupe 10.1.3.0/24 à destination du groupe 10.1.2.0/24 ;
– une règle pour traiter l’ajout de 400 ms de latence pour les paquets provenant du
groupe 10.1.0.0/16 à destination du groupe 10.2.0.0/16 ;
– une règle pour traiter l’ajout de 600 ms de latence pour les paquets provenant du
groupe 10.1.0.0/16 à destination du groupe 10.3.0.0/16.
Nous avons mesuré la latence entre les nœuds 10.1.3.207 et 10.2.2. 17 (il n’y avait
pas d’autre trafic entre les nœuds). La latence mesurée de 853ms se décompose en :
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– 20 ms de délai lorsque le paquet est parti de 10.1.3.207 (délai pour le groupe
10.1.3.0/24) ;
– 400 ms de délai entre le groupe 10.1.0.0/16 et le groupe 10.2.0. /16;
– 5 ms lorsque le paquet est arrivé sur 10.2.2.117 (délai pourle groupe
10.2.0.0/16) ;
– 425 ms lorsque le paquet est revenu de 10.2.2.117 à 10.1.3.207, comme ci-avant ;
– 3 ms de surcoût, dûs à la latence lors du transit sur le réseaude la grappe, et
surtout au parcours des règles du pare-feu.
5. Evaluation d’un système pair-à-pair avec P2PLab : le cas de BitTorrent
Dans cette partie, nous allons réaliser quelques expériences sur BitTorrent (Cohen,
2003) en utilisant P2PLab. Dans un premier temps, nous nous attacherons à montrer
l’aptitude de P2PLab à évaluer un tel système pair-à-pair. Pu s nous évaluerons cer-
taines techniques permettant à un nœud égoïste d’obtenir demeill ures performances
(temps de récupération d’un fichier plus court, ou récupération en consommant moins
de bande passante).
BitTorrent est un système pair-à-pair de distribution de fichiers très populaire. Il
fournit de très bonnes performances grâce à un mécanisme de réciprocité complexe
en s’assurant que les nœuds récupérant un fichier coopèrent en voyant les morceaux
déjà récupérés vers d’autres nœuds. Lors d’un transfert avec BitTorrent, les clients
contactent untrackerpour récupérer une liste d’autres nœuds participant au téléchar-
gement de ce fichier, puis se connectent directement aux autres nœuds. Les nœuds
disposant du fichier complet sont appelésseeders.
BitTorrent a déjà été étudié par l’analyse de traces d’une utilisation à grande
échelle (Pouwelset al., 2005; Izalet al., 2004), ainsi qu’à l’aide de modélisation (Qiu
et al., 2004) et de simulation (Bharambeet al., 2005). Cependant, ces travaux ont ra-
rement été comparés à des évaluations à grande échelle sur des systèmes réels, ou à
des études utilisant l’émulation. BitTorrent est avant tout un travail d’ingénierie, et
non un prototype de recherche : plusieurs parties de son codesont très complexes, et
le nombre élevé de constantes et de paramètres utilisés dansles algorithmes le rendent
très difficile à modéliser avec précision.
Pour toutes les expériences qui suivent, nous avons utiliséles ressources déjà dé-
crites à la section 4.2.1. Les clients BitTorrent utilisés sont BitTorrent 4.4.0 (écrit en
Python par l’auteur originel de BitTorrent) et une version modifiée de CTorrent 3.1.43
(écrite en C++).

































Figure 8. Evolution du téléchargement des 160 clients
5.1. Rapport de virtualisation
P2PLab vise un bon rapport de virtualisation : il doit être possible d’exécuter de
nombreux nœuds virtuels sur le même système physique, permettant ainsi de réaliser
des expériences avec un très grand nombre de nœuds. Mais l’exécution concurrente
de plusieurs instances de l’application étudiée ne doit pasinfluencer les résultats.
Dans une première expérience, nous comparons le téléchargement d’un fichier de
16 Mo entre 160 clients. La taille du fichier n’est pas importante dans le cas de BitTor-
rent, puisque le fichier est toujours découpé en blocs de 256 Ko. Le fichier est fourni
par 4seeders. Tous les nœuds (à la fois les téléchargeurs et lesse ders) disposent des
mêmes conditions réseaux :
– bande passante descendante de 2 mbps ;
– bande passante ascendante de 128 kbps ;
– latence (en entrée et en sortie des nœuds) de 30 ms.
Ces conditions sont similaires à celles rencontrées avec des connexions ADSL.
Tous les clients ont des caractéristiques identiques : nousavons préféré utiliser ces
3. Disponible surhttp://www.rahul.net/dholmes/ctorrent/.
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conditions non réalistes, plutôt que de chercher à utiliserdes conditions d’expériences
supposées réalistes, sans pouvoir le justifier. Quand les clients terminent leur téléchar-
gement, ils restent connectés et transmettent des données aux autres téléchargeurs.
Les 160 clients sont déployés successivements sur 160 nœudsphysiques (soit l’en-
semble des nœuds disponibles de GridExplorer lorsque cetteexpérience a été faite),
puis 16 nœuds physiques (10 nœuds virtuels par nœud physique), puis 8, puis 4, et 2
nœuds physiques (avec 80 nœuds virtuels par nœud physique).
Les clients sont démarrés toutes les 10 secondes. La figure 8 montre l’évolution
du téléchargement sur chacun des 160 clients quand ils sont déployés sur 160 nœuds
physiques. On peut constater qu’avec ces conditions expérimentales, toutes les phases
d’un téléchargement avec BitTorrent sont représentées :
– d’abord, il y a une période de quelques secondes pendant laquelle seuls lesee-
derssont capables de transmettre des données ;
– puis les téléchargeurs commencent à s’échanger des données ;
– enfin, après environ 1 300 secondes, les premiers téléchargeurs deviennentsee-
dersà leur tour, et aident les autres téléchargeurs à finir leur téléchargement.
Ces paramètres sont donc suffisamment réalistes pour vérifier les capacités de vir-
tualisation de P2PLab.
La figure 9 montre que l’expérience s’est réalisée sans surcoût quel que soit le
rapport de virtualisation utilisé. Même avec 80 nœuds virtuels par nœud physique, les
résultats sont presque identiques (ce qui est amplifié par lef it que nous mesurons la
quantité totale de données reçues, ce qui masque les différences éventuelles entre les
clients). Les sources potentielles de surcoût ont été recheché s, et il a été déterminé
que le premier facteur limitant était la vitesse du réseau : avec des paramètres légère-
ment différents pour le réseau émulé, le réseau Gigabit de laplate-forme était saturé
par les téléchargements.
5.2. Passage à l’échelle
Dans cette expérience, nous cherchons à montrer qu’il est possible de réaliser
des expériences avec un nombre important de nœuds. Nous transférons un fichier de
16 Mo en utilisant 13 040 nœuds répartis sur 163 machines physiques (80 nœuds vir-
tuels par machine physique). Parmi ces 13 040 nœuds, il y untracker, et 8 nœuds (see-
ders) qui disposent du fichier complet dès le début de l’expérience afin de le transférer
vers les autres nœuds. Letrackeret lesseeders ont démarrés au début de l’expérience,
tandis que les clients sont démarrés toutes les 0,25 secondes. Les clients (seederscom-
pris) à numéro pair utilisent CTorrent, tandis que les clients à numéro impair utilisent
BitTorrent 4.4.0. Lorsqu’un client termine le transfert, il reste présent afin d’aider les
autres clients.

































1 client par noeud physique
10 clients par noeud physique
20 clients par noeud physique
40 clients par noeud physique
80 clients par noeud physique
Figure 9. Rapport de virtualisation de P2PLab : quantité totale de données récupé-
rées par les 160 clients avec les différents déploiements
La figure 10 montre l’avancement du transfert sur les clientsnumérotés 101, 200,
301, 400, 501 ... On constate que, malgré des dates de démarrage décalées, la plupart
des clients terminent leur transfert à des dates proches, cequi st confirmé par la
figure 11. Cela est dû au mécanisme de réciprocité de BitTorrent : l s clients préfèrent
aider les clients ayant reçu peu de données que des clients proches de la fin de leur
transfert, car ces derniers, une fois le transfert terminé,pourraient quitter le système
et ne plus contribuer aux transferts des autres clients.
P2PLab a permis de réaliser cette expérience assez facilement. Toutefois, le
nombre important de nœuds virtuels et la fréquence élevée del urs lancements a
causé des problèmes avec les serveurs SSH des nœuds (le serveur SSH n’accepte
qu’un nombre faible de connexions en attente, et rejette lesconnexions en surplus, ce
qui pose problème lorsque le rapport de virtualisation est important et que la fréquence
de connexion est importante). L’utilisation d’outils spécifiques adaptés au contrôle de
ce type d’expériences (lanceurs parallèles) permettrait d’éviter ces problèmes.


























Figure 10. Evolution du transfert d’un fichier de 16 Mo entre 13 031 clients sur
quelques nœuds sélectionnés (nœuds 101, 200, 301, 400 ...)
5.3. Comparaison de différentes implantations de BitTorrent
Puisqu’il permet d’exécuter directement des applicationsréelles, P2PLab est
adapté à la comparaison d’implantations différentes du même protocole. Nous l’utili-
sons donc pour comparer BitTorrent, le client de référence dév loppé par l’auteur du
protocole (Cohen, 2003), et CTorrent, qui a été utilisé dansdes travaux visant à mon-
trer certaines limites du protocole (Liogkaset al., 2006). Nous réalisons le transfert
d’un fichier de 16 Mo entre 500 clients et 8seeders(4 utilisent BitTorrent, 4 CTorrent)
en nous plaçant dans les mêmes conditions réseau que précédemment, et lançons tous
les clients en même temps, au début de l’expérience.
Pour vérifier qu’un client BitTorrent est performant, il estimportant de vérifier
qu’il est performant à la fois lorsqu’il ne communique qu’avec des clients identiques,
et lorsqu’il communique avec des clients différents. Nous comparons donc les perfor-
mances de BitTorrent et CTorrent lorsqu’ils sont lancés seuls (500 clients du même
type) ou en mélangeant des clients BitTorrent et CTorrent (250 clients de chaque
type). Les résultats sont présentés en figures 11 et 12, et montrent que BitTorrent
4.4.0 semble plus performant dans les deux cas avec ces paramètres d’expérience. Il
sera toutefois important de compléter cette expérience pard’autres expériences avec































Figure 11. Temps de complétion du transfert sur les différents nœuds
des paramètres différents : il est par exemple possible que CTorrent soit plus perfor-
mant que BitTorrent sous certaines conditions réseau, et notre outil pourrait permettre
facilement de comparer ces deux implantations sous un largespectre de conditions
réseau.
6. Conclusion
Avec l’augmentation des ressources disponibles sur les ordinateurs, la virtualisa-
tion et l’émulation ont fait l’objet de beaucoup d’intérêt ces dernières années. Mais
au-delà de leur usage habituel, ils peuvent être combinés pour construire des plates-
formes expérimentales permettant une grande configurabilité et la reproductibilité des
expériences. Ces plates-formes sont particulièrement utiles dans le cadre de l’étude
des systèmes distribués, où le nombre de nœuds participant est un critère primordial.
Dans cet article, nous avons présenté P2PLab, un outil d’étude des systèmes pair-
à-pair, et nous avons montré son utilité à travers quelques expéri nces sur différentes
implantations du protocole de diffusion de fichiers BitTorrent.
Nous avons aussi proposé un modèle simple de topologies réseaux virtuelles
adapté à l’étude des systèmes pair-à-pair : à la différence des modèles de topologie





























BitTorrent seul (100% BT)
250 BitTorrent avec 250 CTorrent
CTorrent seul (100% CT)
250 CTorrent avec 250 BitTorrent
Figure 12. Comparaison de BitTorrent et CTorrent
couramment utilisés, nous modélisons le réseau du point de vue du nœud participant,
en masquant une partie des interactions se déroulant dans lecoeur du réseau. Ce mo-
dèle permet aussi une implantation facile dans des outils d’émulation.
Notre travail laisse à penser qu’il n’est pas forcément nécessaire de recourir à
des systèmes de virtualisation lourds (virtualisant l’ensemble des ressources). Notre
approche plus légère permet d’augmenter le rapport de virtualisation en ne virtualisant
que ce qui est absolument nécessaire : l’identité réseau de l’application étudiée.
P2PLab n’est pour l’instant pas disponible publiquement, sa mise en oeuvre néces-
sitant une expertise trop importante pour qu’il soit facilement utilisable. Les auteurs
sont par contre ouverts à toute proposition de collaboration autour de cet outil.
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