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Introduction à l'inférence bayésienne
Cours 1 : Axiomatisation
Valentin ROUSSEL
Laboratoire S2HEP, Université de Lyon, France
Résumé du cours - Le bayésianisme est une forme d'épistémologie qui connaît un succès croissant
dans de nombreux domaines du savoir. En confrontation direct avec le fréquentisme, le bayésianisme
suggère de faire usage de l'inférence bayésienne dans le raisonnement scientiﬁque comme d'un critère de
démarcation entre la rationalité et l'irrationalité. Tantôt modèle mathématique, tantôt modèle de pensée,
le bayésianisme tente de modéliser les formes de croyances en leur attribuant des degrés de crédibilité
pouvant prendre des valeurs de 0 ( Je ne crois absolument pas en . . . ) à 1 ( J'ai la certitude absolue que
. . . ). La force du modèle de pensée bayésien est en ceci paradoxale qu'elle est peut-être également sa plus
grande faiblesse : son originalité, son anticonformisme à l'inférence fréquentiste  pourtant majoritaire
dans les études scientiﬁques , et la place prépondérante qu'elle accorde à la subjectivité de l'agent qui
s'en réfère. Ce cours en plusieurs parties n'a pas la prétention d'être parfaitement exhaustif ; il propose
en revanche une exploration mathématique et épistémologique du concept et des principaux mécanismes
à l'÷uvre dans la pensée bayésienne.
Mots-clefs - bayésianisme, inférence bayésienne, inférence fréquentiste, probabilités, épistémologie
Introduction
Nous commencerons ce cours par un rappel des
axiomes fondamentaux en théorie de probabilités.
Cette axiomatisation doit nous permettre de ﬁxer
les propriétés que doit vériﬁer une application P aﬁn
de formaliser l'idée de probabilité. Pour cela, nous
commencerons par rappeler les axiomes de Kolmo-
gorov (Kolmogorov, 1986) ainsi que les notions
d'espace de probabilité, de mesure et d'espace me-
surable. Par la suite, nous énoncerons les consé-
quences des axiomes de Kolmogorov, ce qui nous
conduira à la démonstration du théorème de Bayes.
Enﬁn, nous proposerons une courte introduction au
théorème de Cox-Jaynes (Jaynes, 2003), et termi-
nerons par la caractérisation du bayésianisme telle
qu'énoncée dans le livre d'Isabelle Drouet(Drouet,
2016).
Mesure, espace mesurable et es-
pace de probabilité
Déﬁnition - Un espace mesurable, ou espace pro-
babilisable, est un couple (X ,A) où X est un en-
semble et A une tribu.
Déﬁnition - Une tribu sur un ensemble X est un
ensemble non vide des parties de X, stable par pas-
sage au complémentaire et par union dénombrable.
Déﬁnition - Soit (X ,A) un espace mesurable, une
application µ déﬁnie sur A, à valeurs dans [0,+∞[
est appelée mesure lorsque les deux propriétés sui-
vantes sont satisfaites :
1. l'ensemble vide a une mesure nulle : µ(∅) = 0
2. l'application µ est α− additive : Si E1, E2,...
est une famille dénombrable de parties de X
appartenant à A, et si ces parties sont deux à
deux disjointes, alors la mesure µ(E) de leur
réunion E est égale à la somme des mesures
des parties :
µ
( ∞⋃
k=1
Ek
)
=
∞∑
k=1
µ(Ek)
Une partie de X est dite mesurable lorsqu'elle ap-
partient à la tribu A.
Déﬁnition - Un espace de probabilités, ou espace
probabilisé est un espace construit à partir d'un es-
pace probabilisable en le complétant par une mesure
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de probabilité. C'est un triplet (Ω, A,P) formé d'un
ensemble Ω, d'une tribu A sur Ω et d'une mesure P
sur cette tribu telle que P(A) = 1.
Axiomatique de Kolmogorov
Dans l'axiomatique de Kolmogorov, un espace
probabilisé est ainsi déﬁni comme un triplet
(Ω, A,P) où :
1. Ω est un ensemble appelé l'univers.
2. A est une tribu des parties de Ω, les éléments
de A sont appelés événements. A est un sous-
ensemble des parties de Ω, tel que :
(a) Il contient Ω.
(b) Il est stable par passage au complèmen-
taire.
(c) Il est stable par réunion dénombrable.
3. P est une probabilité sur (Ω, A), c'est-à-dire
que P est une application de A dans [0, 1] vé-
riﬁant :
(a) P(Ω) = 1
(b) Si (An) est une famille d'événements 2 à
2 incompatibles (ou disjoints), alors :
P
( ∞⋃
k=1
An
)
=
∞∑
k=1
P(An)
Notes de rappel
Considérons deux événements A et B :
Déﬁnition - La réunion des événements A,B est
un événement noté A∪B. A∪B est réalisé si A est
réalisé OU B est réalisé. La réunion des événements
A,B est donc l'événement A OU B : "Tirer un roi
ou un valet".
Déﬁnition - L'intersection des événements A,B
est un événement noté A∩B. A∩B est réalisé si A
est réalisé ET B est réalisé. La réunion des événe-
ments A,B est donc l'événement A ET B : "Tirer
un roi et un valet".
Déﬁnition - Les événements A,B sont dits dis-
joints (ou incompatibles) s'ils n'ont aucun résultat
en commun, c'est-à-dire A ∩ B = 0. Deux événe-
ments disjoints ne peuvent pas être réalisés simul-
tanément puisqu'ils n'ont aucun résultat en com-
mun : si l'un est réalisé, l'autre ne peut pas l'être :
"Tirer un roi", "Tirer un valet".
Déﬁnition - Les événements A et A¯ sont dits
contraires. L'événement contraire de A est réalisé
lorsque A n'est pas réalisé.
Quelques conséquences et pro-
priétés
Nous ne reviendrons pas ici sur les démonstrations
des propriétés énoncées. Soit P la fonction de pro-
babilité déﬁnie précédement, elle vériﬁe :
1. P(∅) = 0
2.
P(A ∪B) = P(A) + P(B)− P(A ∩B)
≤ P(A) + P(B)
3. P(A ∪ B) = P(A) + P(B)⇔ A et B sont dis-
joints.
4. si (Ak)16k6n est une famille d'événements 2 à
2 incompatibles, alors :
P
 ⋃
1≤k≤n
Ak
 = ∑
1≤k≤n
P(Ak)
5. Si A ⊂ B alors P(A) 6 P(B)
6. P(B \A) = P(B)− P(A ∩B)
"Probabilité que B se réalise, mais pas A"
En particulier si A ⊂ B alors P(B \ A) =
P(B)− P(A)
7. P(Ω \A) = 1− P(A)
8. P(A¯) = 1− P(A)
9. P(A ∩ B¯) = P(A)− P(A ∩B)
10. Si Ω =
⋃n
i=1Ai n issues élémentaires équipro-
bables, alors P(Ai) = 1/n
11. Si A est formé de la réunion de k issues élé-
mentaires équiprobables, alors P(A) = k/n
Théorème de Bayes
Déﬁnition - Soit A un événement tel que P(A) >
0 et B un second événement. On appelle probabi-
lité de B conditionnée par A (ou probabilité de B
sachant A) le réel noté P (B|A) tel que :
P(B|A) = P(B ∩A)
P (A)
Théorème de Bayes - Soit A un événement tel
que P(A) > 0 et B un second événement. On re-
tiendra la formule de Bayes suivante :
P(A|B) = P(B|A).P(A)
P(B)
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Démonstration - La probabilité de deux évène-
ments A et B simultanés, notée P(A ∩ B), est la
probabilité de A fois la probabilité de B sachant A,
notée P(B|A) :
P(B ∩A) = P(A)P(B|A) (1)
De même, la probabilité de deux évènements A et
B simultanés, est aussi égale à la probabilité de B
fois la probabilité de A sachant B.
P(B ∩A) = P(B)P(A|B) (2)
Il vient donc :
P(A)P(B|A) = P(B)P(A|B) (3)
Et ainsi :
P(A|B) = P(B|A).P(A)
P(B)
(4)
Formules des probabilités to-
tales
Soit un espace probabilisé (Ω, A,P). Si (Ai)i∈I est
un système exhaustif (ﬁni ou dénombrable) d'évè-
nements, et si quel que soit i ∈ I, P(Ai) 6= 0, alors
pour tout évènement B :
P(B) =
∑
i∈I
P(B|Ai)P(Ai) =
∑
i∈I
P(B ∩Ai) (1)
Réécriture et généralisation du
Théorème de Bayes
On remarque que :
P(B) = P(A ∩B) + P(A¯ ∩B) (2)
= P(B|A)P(A) + P(B|A¯)P(A¯) (3)
On a ainsi :
P(A|B) = P(B|A)P(A)
P(B|A)P(A) + P(B|A¯)P(A¯) (4)
de (1) et (4) on peut alors exprimer la forme géné-
rale du théorème de Bayes pour des variables dis-
crètes :
P(Ai|B) = P(B|Ai)P(Ai)∑
j P(B|Aj)P(Aj)
(5)
Caractérisation du bayésianisme
Dans cette partie, nous reprendrons point par
point les éléments de caractérisation  en trois
étages  de la pensée bayésienne, tels que présen-
tés dans l'ouvrage de référence d'Isabelle Drouet
(Drouet, 2016). Drouet précise ainsi qu'il est pos-
sible d'identiﬁer trois étages de thèses dans  l'édi-
ﬁce bayésien  : les croyances considérées de ma-
nière synchroniques, la dynamique des croyances et
le raisonnement scientiﬁque.
Croyances considérées de manière
synchroniques
1. Les croyances viennent pas degré.
2. Les degrés de croyance d'un agent rationnel
sont des probabilités.
3. Par déﬁnition, les degrés de croyance d'un
agent rationnel satisfont donc les axiomes du
calcul des probabilités de Kolmogorov.
4. Un agent rationnel croit les tautologies au de-
gré 1, et conséquemment, les contradictions au
degré 0.
5. Certaines probabilités sont des degrés de
croyance rationnelle, c'est-à-dire les degrés de
croyance d'un individu rationnel. De fait, elles
portent également sur l'évaluation et l'expres-
sion de l'incertitude.
6. Le point (5) est compatible avec l'existence
de probabilités qui ne sont pas des degrés de
croyance rationnelle, en particulier avec l'exis-
tence de probabilités qui sont des fréquences
relatives ou des limites de fréquences relatives.
7. La point (5) est classiquement étendue par les
bayésiens de la façon suivante : toutes les pro-
babilités sont des degrés de croyance ration-
nelle.
Drouet (Drouet, 2016) suggère en ce sens que 
le bayésianisme classique est un monisme 1 concer-
nant les probabilités .
Dynamique des croyances
1. Les degrés de croyance rationnelle sont révi-
sés par conditionnalisation bayésienne. Cela
signiﬁe qu'un agent rationnel croyant en A au
degré P(A) et qui viendrait à apprendre B,
c'est-à-dire ici à croire B au degré 1, devrait
en conséquence croire en A au degré P(A|B).
Ceci décrit une révision épistémique globale
qui aﬀecte en même temps les degrés de toutes
les croyances entretenues par un agent ration-
nel.
1. Système qui considère l'ensemble des choses comme réductible à un seul principe
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2. Généralisation - Un agent rationnel dont les
degrés de croyance initiaux sont représentés
par la distribution de probabilité P(∆) doit,
s'il apprend B, réviser ses degrés de croyance
de sorte qu'ils soient ﬁnalement représentés
par la distribution de probabilité P(∆|B).
Raisonnement scientiﬁque
1. Les hypothèses scientiﬁques peuvent faire
l'object de croyances graduées.
2. L'évaluation rationnelle d'une hypothèse
scientiﬁque consiste essentiellement à quanti-
ﬁer la croyance dont elle fait l'objet une fois
que toutes les informations pertinentes dis-
ponibles au moment de l'évaluation ont été
prises en compte.
3. L'existence d'une relation de conﬁrmation
entre une hypothèse scientiﬁque H et les don-
nées empiriques décrites par E dépend essen-
tiellement de P(H|E).
Théorème de Cox-Jaynes
Le théorème de Cox-Jaynes (Cox, 1946) propose
une codiﬁcation et une quantiﬁcation originale de
la démarche d'apprentissage en se fondant sur cinq
postulats - ou desiderata - simples.
Ce système induit une interprétation logique des
probabilités, indépendamment de la notion de fré-
quence et fournit une base rationnelle au méca-
nisme d'induction logique. Sous les conditions im-
posées par les postulats, ce théorème postule que
toute autre forme de prise en compte des informa-
tions dans le cadre de cette représentation particu-
lière de la connaissance serait en fait biaisée.
Les résultats de ce théorème fûrent redécouverts
par Jaynes (Jaynes, 2003) qui formulat alors une
série d'implications pour les méthodes bayésiennes.
Nous revenons ici sur les postulats et les règles du
théorèmes de Cox. Nous approfondirons les résul-
tats et les conséquences de ce théorèmes dans une
partie ultérieure de ce cours.
Axiomes de Cox
1. Consistance - S'il existe plusieurs façons de
trouver un résultat, elles doivent aboutir au
même résultat.
2. Continuité méthodique - Le changement
de la valeur d'un paramètre ne doit pas
contraindre le changement de la méthode de
calcul.
3. Universalité - Les méthodes de calcul
doivent être généralisables et non destinées à
un usage particulier.
4. Spéciﬁcations non ambiguës - Une propo-
sition doit pouvoir être comprise d'une façon
et d'une seule
5. Rétention d'information - Aucune donnée
pertinente ne doit être omise.
Règles
1. Plausibilité - Les nombres peuvent repré-
senter des degrés de plausibilité. Il faut pou-
voir exprimer quantitativement l'expression
de deux plausibilités en fonction de l'une et de
l'autre : des plausibilités plus grandes seront
représentées par des nombres plus grands ;
l'ensemble des nombres réels est adopté pour
permettre cette quantiﬁcation.
2. Inférence - Les règles d'inférence ne doivent
pas contredire les règles d'inférence com-
munes. Autrement dit, la logique ne doit pas
être contredite par le modèle.
3. Cohérence - Si une conclusion peut être ob-
tenue par plus d'un moyen, alors tous ces
moyens doivent donner le même résultat.
4. Honnêteté - L'agent rationnel ne doit pas dé-
libérément ignorer une partie des informations
dont il a connaissance et fonder ses conclu-
sions sur le reste : l'agent rationnel est non-
idéologique et neutre de point de vue.
5. Reproductibilité - L'agent rationnel doit re-
présenter des états de connaissance équiva-
lents par des plausibilités équivalentes.
6. Somme - Lorsque deux plausibilités du même
état se composent, la plausibilité composée est
nécessairement égale ou supérieure à la plus
grande des deux.
7. Produit - Lorsque deux plausibilités doivent
toutes deux être vériﬁées pour qu'un état
puisse exister, cet état ne peut avoir de plau-
sibilité plus grande que la plus petite des deux
précédentes.
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