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A Quantum Walk (QW) simulating the flat (1 + 2)D Dirac Eq. on a spatial polar grid is con-
structed. Because fermions are represented by spinors, which do not constitute a representation
of the rotation group, but rather of its double cover, the QW can only be defined globally on an
extended spacetime where the polar angle extends from 0 to 4pi. The coupling of the QW with
arbitrary electromagnetic fields is also presented. Finally, the cylindrical relativistic Landau levels
of the Dirac Eq. are computed explicitly and simulated by the QW.
INTRODUCTION
First proposed by Feynman as possible discretizations
of Dirac path integrals [1, 2], Quantum Walks (QWs)
are unitary quantum automata that can be viewed as
formal generalizations of classical random walks. Rein-
troduced later by Aharonov et al. [3], and then studied
systematically by Meyer [4], QWs, like classical random
walks in classical computing, have found application in
quantum information and algorithmic development [5–
7]. They can also be used as quantum simulators [8–16],
where the lattice represents a discretization of continuous
space, that could potentially represent a realistic discrete
spacetime underlying the apparently continuous physical
universe [17].
It has been shown that several discrete-time quan-
tum walks defined on regular square lattices simulate the
Dirac dynamics in various spacetime dimensions and that
these Dirac Quantum Walks (DQWs) can be coupled to
various discrete gauge fields [18–28]. Extensions to regu-
lar non-square lattices have also been proposed [29–31].
More recently, a discrete action principle has been con-
structed for quantum automata [32]. In this context, the
charge current of 1D DQWs has been recovered and a
stress-energy ‘tensor’ for DQWs has been constructed. In
particular, a ‘true’ Hamiltonian (as opposed to an effec-
tive Hamiltonian), and a linear momentum for 1D DQWs
have been proposed and their conservation has been es-
tablished for free 1D QWs. These results extended to
QWs defined on higher dimensional square lattices. It is
however not obvious that angular momenta can be built
for QWs. This question is not purely of fundamental, but
also of practical interest, to simulate problems with axial
symmetry. For example, the Landau levels of an electron
in a constant uniform magnetic field are degenerated and
the conserved angular momentum can be used to dis-
tinguish between states sharing the same energy. An
experimental proposal based on magnetic discrete-time
quantum walks has been made to construct anomalous
Floquet Chern topological insulators, that exhibit edge
charge currents similar to those observed in the quantum
Hall effect [33].
The aim of this article is to construct angular momen-
tum for DQWs. In standard theories, angular momen-
tum is conserved under rotations if the system has ro-
tational symmetry. We want to obtain such a theorem
in the simplest manner possible, so we define the DQW
on a polar space grid, which by definition has a natu-
ral rotational symmetry. We then simulate the so-called
cylindrical Landau levels. The material is organized as
follows. We first transcribe the usual, flat-spacetime
(1 + 2)D Cartesian Dirac Equation (CDE) into a Po-
lar Dirac Equation (PDE), then construct a DQW which
simulates the PDE in the presence of an arbitrary elec-
tromagnetic field. We exhibit the angular momentum of
this DQW, establish its conservation in electromagnetic
fields with axial symmetry and finally construct the dis-
crete Landau levels and show by numerical simulation
that these converge to the usual continuous-spacetime
Landau levels as the step if the spacetime grid tends to
zero. These results are summarized and discussed in the
final section. Appendix A offers an alternative derivation
of the PDE while Appendix B presents the literal com-
putations behind the construction of the Landau levels.
THE POLAR DIRAC EQUATION
In (1 + 2)D flat spacetime, the CDE can be written
DABΨB = 0, (1)
with the operator D defined by
D = i(γ0∂t + γ1∂x + γ2∂y)−m, (2)
where (t, x, y) are Minkowski coordinates in the flat
(1 + 2)D spacetime and m is the mass of the particle.
The indices (A,B) ∈ {L,R}2 refer to components on a
cartesian, point-independent spin basis which we denote
by (bL, bR). In this basis, the γ operators are represented
by the Pauli matrices:
[(γ0)AB ] = σ1, [(γ
1)AB ] = iσ2, [(γ
2)AB ] = iσ3, (3)
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2where the notation [(γi)AB ] represents the matrix formed
by the components of the operator γi in the basis (bL, bR).
We also introduce, for further use, a metric λ in spin
space, defined by
λAB =
{
1 if A = B
0 otherwise
. (4)
To obtain the PDE from the CDE, one must proceed
in two steps. The first one consists in introducing the
polar coordinates (r, θ) in the plane and use the relations
x = r cos θ, y = r sin θ, to express the partial derivatives
∂x and ∂y appearing in D in terms of ∂r and ∂θ. This
delivers
D = iγ0∂t + iγ˜1(θ)∂r − i
r
γ˜2(θ)∂θ −m, (5)
with
γ˜1(θ) = γ1 cos θ + γ2 sin θ, (6)
and
γ˜2(θ) = γ1 sin θ − γ2 cos θ. (7)
The second step consists in changing basis in spin
space. The new, so-called polar basis (b−, b+), is defined
by
b− = cos
θ
2
bL − i sin θ
2
bR, (8)
b+ = −i sin θ
2
bL + cos
θ
2
bR, (9)
and we denote by MBa and (M−1)bA the change of basis
matrices:
ΨB =M(θ)Ba Ψa,
Ψb = (M−1(θ))bAΨA, (10)
where[
M(θ)Ba
]
= e−i
θ
2σ1 ,
[
(M−1(θ))bA
]
= ei
θ
2σ1 . (11)
In the new basis, the components of the operators γ0, γ˜1
and γ˜2, read
[(γ0)ab ] = σ1, [(γ˜
1)ab ] = iσ2, [(γ˜
2)ab ] = iσ3, (12)
and components of the operator D are
Dab = i
(
γ1
)a
b
∂t + i
(
γ˜2(θ)
)a
b
∂r
+
i
r
((
γ˜3(θ)
)a
b
∂θ +
1
2
(
γ˜2(θ)
)a
b
)
−m. (13)
Note that the operators γi and γ˜i are represented by the
same matrices, but in different bases. Note also that the
change of basis, being unitary, conserves the components
of the metric λ i.e.
λab =
{
1 if a = b
0 otherwise
. (14)
In this new basis, the flat-spacetime Dirac equation
reads DabΨb = 0. This can be abbreviated into(
iσ1∂t − σ2∂r − 1
r
(
σ3∂θ +
1
2
σ2
)
−m
)
Ψ = 0, (15)
which we call the Polar Dirac equation (PDE). We will
use this compact form in the remainder of this article
when no confusion with the CDE seems possible.
As usual, the coupling of the Dirac fermion with
an electromagnetic field with 3-potential (Aµ) =
(At, Ar, Aθ) is achieved by adding +iqAµ to ∂µ for µ =
0, 1, 2. We choose to set the charge q to −1 and get:(
iσ1(∂t − iAt)− σ2(∂r − iAr)
− 1
r
(
σ3(∂θ − iAθ) + 1
2
σ2
)
−m
)
Ψ = 0. (16)
Let us conclude this section by pointing out a very
important property of the PDE. The second polar coor-
dinate θ is an angle. Thus, the components ΨL and ΨR of
Ψ in the Cartesian spin basis, when written as functions
of r and θ, are 2pi-periodic functions of θ. So are the
time component At, the cartesian components Ax, Ay
and the polar components Ar and Aθ of the potential.
The components Ψ− and Ψ+ of Ψ in the polar spin basis
are linear combinations of ΨL and ΨR with coefficients
cos
(
θ/2
)
and sin
(
θ/2
)
. These two coefficients are 2pi-
anti -periodic in θ i.e. they obeyf(θ+2pi) = −f(θ) for all
θ ∈ [0, 2pi[. It follows that the polar components Ψ− and
Ψ+ are also 2pi-anti-periodic in θ. This expresses the fact
that spinors belong to representations of the double cover
of the rotation group SO(2,R) and, thus get an extra mi-
nus sign after a rotation by 2pi. Thus, the PDE is defined
over {(r, θ), r ∈ R∗+, θ ∈ [0, 4pi[} and should only be used
with initial conditions which are 2pi-anti-periodic in θ.
By construction, the PDE conserves this anti-periodicity
over time. Finally, only half integer modes k = p + 1/2,
p ∈ Z enter the decomposition of the polar spinor com-
ponents Ψ± in terms of Fourier modes exp(ikθ).
Another method leading to the PDE is to use the so-
called curved spacetime Dirac equation, which is actually
valid for any spacetime, flat or curved, and in arbitrary
coordinates, and particularize the treatment to (1 + 2)D
flat Minkowski spacetime equipped with polar coordi-
nates in 2D physical space. This derivation is presented
in Appendix A. The presentation retained above in the
main part of this article has three distinct advantages: it
is computationally simpler, it requires less geometry, and
3it highlights the global 2pi-anti-periodicity of spinor com-
ponents in the polar basis, which is not readily apparent
from the purely local derivation given in Appendix A.
However, things are different for quantum automata.
There is indeed no way to obtain from a standard DQW
defined on a cartesian grid a DQW approximating the
PDE. For DQWs, the easiest route is to adapt the pro-
cedure presented in Appendix A for the Dirac equations.
This is done is the next section.
A POLAR DIRAC QUANTUM WALK
The starting point is the general construction pre-
sented in [23], which delivers DQWs approximating Dirac
equation in a possibly curved (1 + 2)D spacetime. By
particularizing to flat Minkowski spacetime with 2D po-
lar coordinates, we will obtain a DQW which simulates
the PDE, albeit without electromagnetic field. This field
will be added as the latest step in the construction of the
DQW.
Without electromagnetic field
The DQW will be defined on a grid in (1 + 2)D space-
time with temporal steps of 2 labelled by t ∈ N, and
identical spatial steps of  labelled by (r, h) ∈ N× [0, 4pi −
1]. The DQW in Arnault et al. has the form
Φt+1,r,h = Vˆ Φt,r,h, (17)
where Φt,r,h = (ϕ
−
t,r,h, ϕ
+
t,r,h)
> is a two component wave-
function. The operator Vˆ reads
Vˆ = Π−1
[
W1(α
12)W2(α
22)
]
Π
×
[
W2(α
21)W1(α
11)
]
Q(m), (18)
where
Π =
1√
2
(−i 1
−1 i
)
, (19)
the W operators are defined as
Wi(α) = R
−1(α)
[
U(α)SˆiU(α)Sˆi
]
R(α), (20)
the Sˆ operators are shift operators defined as
Sˆ1Φt,r,h =
(
ϕ−t,r+1,h
ϕ+t,r−1,h
)
, (21)
Sˆ2Φt,r,h =
(
ϕ−t,r,h+1
ϕ+t,r,h−1
)
, (22)
and U and R are defined as
U(α) =
(− cosα i sinα
−i sinα cosα
)
,
R(α) =
(
i cos
(
α
2
)
i sin
(
α
2
)
− sin (α2 ) cos (α2 )
)
. (23)
The operator Q is defined as
Q(M) =
(
cos(2M) −i sin(2M)
−i sin(2M) cos(2M)
)
. (24)
The cosαkl terms match up the n-bein components like
so:
(eµa) =
et0 et1 et2er0 er1 er2
eθ0 e
θ
1 e
θ
2
 =
1 0 00 cosα11 cosα12
0 cosα21 cosα22
. (25)
The n-bein components are related to the metric compo-
nents gµν by
gµν = eµae
ν
bη
ab, (26)
where ηab are the orthonormal components of the flat
Minkowski metric. In the case of polar coordinates, one
obtains:
(eµa) =
1 0 00 1 0
0 0 1r
, (27)
which defines the four angles for the walk as:
α11 = 0, (28)
α12 = α21 = pi2 , (29)
α22 = arccos
(
1
r
)
. (30)
With electromagnetic field
As is the case with other DQWs, an electromagnetic
field can be inserted by multiplying the advancement op-
erator Vˆ at each point by an additional unitary operator
Uem. The method presented in [31] delivers
Uem = e2iAt
(
e−2iAr 0
0 e2iAr
)(
cos
(
2
r Aθ
)
sin
(
2
r Aθ
)
− sin ( 2r Aθ) cos ( 2r Aθ)
)
.
As the PDE, this walk only makes sense if the initial
condition contains only half-integer Fourier modes. It
can be checked by a direct computation that the walk
then does not populate integer Fourier modes i.e. that
the two polar components of the walk wave-function then
remain at all time 2pi-anti-periodic functions of the angle
θ.
4Continuum Limit
To obtain the continuum limit we take the same ap-
proach as in [18–23, 29, 31] where we interpret Φt,r,h and
the αijt,r,h angles as functions Φ and α
ij at the polar space-
time coordinates of (t = 2t, r = r, θ = h). The factor
of two on the temporal steps was established as neces-
sary in [23] to make the continuum match with the stan-
dard form of the (curved spacetime) Dirac Equation. The
limit of → 0 is then determined by Taylor expanding to
first order in . While the zeroth-order terms cancel each
other out, the first order coefficients deliver the equation
(
iσ1 (∂t − iAt)− σ2 (∂r − iAr)
− 1
r
σ3 (∂θ − iAθ)−m
)
Φ = 0, (31)
which transcribes into the PDE for the wave-function
Ψ(t, r, θ) = 1√
r
Φ(t, r, θ).
ANGULAR MOMENTUM
Working with the PDE and the PDQW pays off when
one has to deal with angular momentum. Consider for ex-
ample the PDE with a potential A which does not depend
on θ. Writing Eq. (17) in θ Fourier space shows imme-
diately that all wave numbers are decoupled and evolve
unitarily independently of each other. This implies that
the average wave-number is conserved and this average
coincides with the average of the operator Jˆ = −i∂θ,
the sign has been chosen for reasons which will soon be
made clear. This operator represents the total angular
momentum of the Dirac field. The same mutatis mu-
tandi goes for the PDQW, so that Jˆ can also be consid-
ered/defined as the angular momentum of the PDQW,
the main difference being that Fourier analysis now takes
place on a bounded grid, so the spectrum is also discrete
and bounded.
Let us now show that Jˆ can be interpreted as the sum
of the orbital angular momentum and of the spin of the
Dirac field. Indeed, one has (with obvious notations)〈
Jˆ
〉
= −i
∫
λabΨ
a∗ ∂Ψ
b
∂θ
rdrdθ
= −i
∫
Ψ∗b(M∗(θ))bDM(θ)Dc
∂Ψc
∂θ
rdrdθ
= −i
∫
Ψ∗D
[
∂
∂θ
(
M(θ)Dc Ψc
)
− dM(θ)
D
c
dθ
Ψc
]
rdrdθ.
(32)
This expression can be further simplified in the following
manner. First,
M(θ)Dc Ψc = ΨD, (33)
so the first partial derivative with respect to θ on the
right-hand side of the last equation should actually be
expressed in terms of partial derivatives with respect to x
and y. A simple computation shows that ∂θ = x∂y−y∂x.
Second, computing the derivative of M with respect to
θ delivers
dM(θ)Dc
dθ
= − i
2
(σ1)
D
EM(θ)Ec . (34)
Putting everything together leads to〈
Jˆ
〉
= −i
∫
λABΨ
A∗
(
(x∂y − y∂x)δBC
+
i
2
(σ1)
B
C
)
ΨCrdrdθ. (35)
The first term on the right-hand side represents the ki-
netic angular momentum and the second represents the
spin.
QUANTUM SIMULATION OF RELATIVISTIC
LANDAU LEVELS
Relativistic Landau levels are eigenstates of the Dirac
Hamiltonian in the presence of a uniform magnetic field
orthogonal to the plane of motion. These levels are de-
generate and any operator which commutes with the
Hamiltonian can be used to label the different eigenstates
corresponding to the same level. Because the magnetic
field is uniform and orthogonal to the plane of motion, the
angular momentum operator commutes with the Hamil-
tonian and can be used to distinguish between eigenstates
of a given Landau level, and we thus search for eigenstates
of the form ΦE,κ(t, r, θ) = exp(−iEt)Ξ(r) exp(−iκθ).
The computation of these eigenstates is best carried out
by replacing the components ξ− and ξ+ of Ξ by the new
unknown functions
u− =
i√
2
exp
(
ipi
4
)
(ξ− + ξ+),
u+ =
1√
2
exp
(
ipi
4
)
(−ξ− + ξ+). (36)
The eigenfunctions of energy E and angular momentum
κ then obey
±∂ru±E,κ(r)+
(
κ
r
+
1
2
Bqr
)
u±E,κ(r)−(E∓m)u∓E,κ(r) = 0.
(37)
This explicit solution of this system is presented in Ap-
pendix B. For example, if Bq > 0, one obtains
u−E,κ(r) =
Bq
m− ECr
1−κe−
1
4Bqr
2
Lα+1n−1
(
1
2
Bqr2
)
,
u+E,κ(r) = Cr
−κe−
1
4Bqr
2
Lan
(
1
2
Bqr2
)
, (38)
5FIG. 1. Evolution of the discretisation error δ with the time
and space step  for parameters n = 1, α = 5, Bq = 0.1 and
m = 1
where Lαn(x) are associated Laguerre polynomials, n ≥ 1
and α ≥ −n are integers that are related to energy, mass
and angular momentum as
n =
E2 −m2
2Bq
, (39)
α = −κ− 1
2
, (40)
and the constants C is defined by the normalisation con-
dition:
|C|2 = (m− E)
2(Bq)α+1n!
pi2α+1(n+ α)!(2Bqn+ (m− E)2) . (41)
Choose an eigenfunction of energy E and angular mo-
mentum κ, say ΦE,κ, and use it as initial condition for
the polar DQW with finite discretisation parameter .
After one time-step of length , the continuous dynam-
ics of the Dirac equation changes the function simply by
the phase factor exp(−iE) while the discrete dynamics
of the walk delivers a different function Φ1E,κ. The er-
ror δ() involved in the discretisation can be measured
by the L1 norm of the difference Φ1E,κ − exp(−iE)ΦE,κ,
and this error should naturally tend to zero with . Fig-
ure 1 shows the typical evolution of this error with the
parameter .
CONCLUSION
We have presented a new DQW which can simulate
the (1 + 2)D flat-spacetime Dirac equation on a spatial
polar grid. Thanks to the polar grid, we have identified
a quantity which we define as the angular momentum of
the DQW, since it is conserved under rotations when the
system has rotational symmetry (e.g., for a free DQW,
but also for a DQW with electromagnetic potential if
the latter has rotational symmetry). Because fermions
are described by spinors, the PDQW can only be defined
globally on an extended spacetime grid. We have also
shown how the PDQW can be coupled to arbitrary elec-
tromagnetic fields and we have demonstrated that the
PDQW can simulate relativistic Landau levels.
Let us now conclude by mentioning a few possible ex-
tensions to this work. A first one would be to build
(1 + 3)D DQWs on a spherical spatial grid and, more
generally, on an elliptical spatial grid. The global and
local discrete U(1) gauge invariance associated to elec-
tromagnetism and charge conservation should also be in-
vestigated on such non-cartesian grids. The same should
be carried out for arbitrary Yang-Mills fields and for grav-
itational fields as well. Finally, some of the material de-
veloped in [32] for DQWs on (1 + 1)D cartesian grids
only should be extended to more general grids. For ex-
ample, can one introduce on general grids an action prin-
ciple which involves spacetime coordinates and delivers
the stress-energy momentum of the walk?
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A: (2+1)D Dirac Equation in Polar Coordinates
An easy way to derive the PDE is to start with the gen-
eral, so-called curved spacetime formulation of the Dirac
equation and then particularise the treatment to polar
coordinates and to a polar spin basis.
Let us first recall that the Dirac equation in flat (1 +
2)D Minkowski spacetime (in natural units ~ = c = 1), in
cartesian coordinates and in a cartesian spin basis takes
the form:
(iγa∂a −m)Ψ = 0, (42)
where γa are related to the flat Minkowski metric by
{γa, γb} = 2Iηab, (43)
where
ηab = ηab =
1 0 00 −1 0
0 0 −1
, (44)
Formally speaking, the general formulation of the
Dirac equation can be obtained by replacing the γa ma-
trices with coordinate dependent matrices γµ and replac-
ing the partial derivatives with covariant derivatives ∇µ.
The coordinate dependent gamma matrices are defined
as
γµ = eµaγ
a, (45)
where the eµa ’s are the components of the n-bein vectors
ea in the coordinate basis in the tangent space i.e.
ea = e
µ
a∂µ. (46)
The basis (θa) dual to (ea) has components e
a
µ in the
basis (dxµ) of the cotangent:
θa = eaµdx
µ. (47)
By definition,
ds2 = gµνdx
µdxν = ηabθ
aθb, (48)
where the gµν ’s are the coordinate basis components of
the metric. Substituting Eq. (47) into Eq. (48) we get
gµν = ηabe
a
µe
b
ν . (49)
Assuming there is no torsion and the connection is
compatible with the metric, the covariant derivative of
spinors is defined by
∇µ = ∂µ + Γµ, (50)
where the connection coefficients Γµ read
Γµ =
1
8
ωµcd[γ
c, γd]. (51)
The quantities ωµcd = ηcaω
a
µd are called the Ricci ro-
tation coefficients. They can be computed from the
Christoffel symbols are are related to the Christoffel sym-
bols Γνσµ by
ωcµd = e
c
νe
σ
dΓ
ν
σµ + e
c
ν∂µe
ν
d, (52)
and the Christoffel symbols can be computed from the
metric components by
Γνσµ = g
νρΓρσµ, (53)
Γρσµ =
1
2
(∂µgρσ + ∂σgρµ − ∂ρgσµ). (54)
Now, let us focus on (1+2)D flat Minkowski spacetime,
choose a Lorentz frae (t, x, y) and introduce the new co-
ordinate system (t, r, θ) where (r, θ) are polar coordinates
in the (x, y) plane. In these new coordinates, the metric
and inverse components are:
(gµν) =
1 0 00 −1 0
0 0 −r2
, (55)
(gµν) = (gµν)
−1 =
1 0 00 −1 0
0 0 − 1r2
. (56)
7In these coordinates, the only non vanishing Christoffel
symbols are:
Γrθθ =
1
2
(∂θgrθ + ∂θgrθ − ∂rgθθ) = r,
Γθrθ =
1
2
(∂θgθr + ∂rgθθ − ∂θgrθ) = −r,
Γθθr =
1
2
(∂rgθθ + ∂θgθr − ∂θgθr) = −r, (57)
⇒ Γrθθ = grrΓrθθ = −r,
Γθrθ = Γ
θ
θr = g
θθΓθθr = g
θθΓθrθ =
1
r
. (58)
Equation (48) gives
ds2 = dt2 − dr2 − r2dθ2 = (θ0)2 − (θ1)2 − (θ2)2, (59)
which results in
θ0 = dt, θ1 = dr, θ2 = rdθ. (60)
Using Eq. (47) then delivers the following n-bein and
inverse n-bein components
(eµa) = (e
a
µ)
−1 =
1 0 00 1 0
0 0 r

−1
=
1 0 00 1 0
0 0 1r
, (61)
where the upper index indicates the rows and the lower
index indicates the columns.
The only non vanishing Ricci rotation coefficients are
ω1θ2 = e
1
re
θ
2Γ
r
θθ = (1)(
1
r
)r = −1,
ω2θ1 = e
2
θe
r
1Γ
θ
rθ = (r)(1)
1
r
= 1. (62)
This leads to
ωθ12 = η11ω
1
θ2 = 1,
ωθ21 = η22ω
2
θ1 = −1, (63)
and the only non vanishing spin connection coefficients
is therefore
Γθ =
1
8
ωθ12[γ
1, γ2] +
1
8
ωθ21[γ
2, γ1]
=
1
4
[γ1, γ2]. (64)
The PDE thus reduces to(
iγ0∂t + iγ
1∂r +
i
r
γ2
(
∂θ +
1
4
[γ1, γ2]
)
−m
)
Ψ = 0.
(65)
Choosing the representation where γ0 = σ1, γ
1 = iσ2
and γ2 = iσ3 gives us(
iσ1∂t − σ2∂r − 1
r
(
σ3∂θ +
1
2
σ2
)
−m
)
Ψ = 0, (66)
which coincides with the PDE presented in Section 2.
This equation conserves the normalisation condition∫ √
get0Ψ
†Ψd3x = 1, (67)
where g = det
(
gµν
)
. If one works with (t, r, θ) as coor-
dinates, g = r2 and this normalisation condition can be
rewritten ∫
Φ†Φd3x = 1, (68)
with
Φ =
√
rΨ. (69)
The function Φ obeys(
iγ0∂t + iγ
1∂r
+
i
r
γ2
(
∂θ +
1
4
[γ1, γ2]
)
−m
)(
1√
r
Φ
)
= 0, (70)
which becomes, in the above representation:(
iσ1∂t − σ2∂r − 1
r
σ3∂θ −m
)
Φ = 0. (71)
This equation coincides with the continuum limit of the
free polar quantum walk introduced in this article.
B: Laguerre solutions to the differential equations
To solve the differential equations in Eq. (37), we first
make the substitutions u± = r∓κe∓
1
4Bqr
2
v±. Assuming
E 6= ±m, v± satisfy the equations
v− =
1
E −mf(r)
dv+
dr
, (72)
v+ =
1
E +m
g(r)
dv−
dr
, (73)
where f(r) = r−2κe−
1
2Bqr
2
and g(r) = − 1f(r) . Now dif-
ferentiate Eq. (72) and substitute dv
−
dr into Eq. (73) to
get
d2v+
dr2
+
1
f
df
dr
dv+
dr
+ (E2 −m2)v+. (74)
Now we focus on the case Bq > 0 and make the change
of variable x = 12Bqr
2 (for Bq < 0, the useful change of
variable reads x = − 12Bqr2). Simplifying this brings us
to:
x
d2v+
dx2
+
(
−κ+ 1
2
− x
)
dv+
dx
+
E2 −m2
2Bq
v+ = 0. (75)
8Introducing n = E
2−m2
2Bq and α = −κ − 12 , this can then
be rewritten as
x
d2v+
dx2
+ (α+ 1− x)dv
+
dx
+ nv+ = 0. (76)
We thus write
v+ = CLαn(x) = CL
α
n
(
1
2
Bqr2
)
, (77)
where C is a constant and Lnα is an associated Laguerre
polynomial. Substituting this into Eq. (72) we then ob-
tain
v− = − CBqr
E −mf(r)L
α+1
n−1
(
1
2
Bqr2
)
(78)
and
u(r) =
(
Bq
m−ECr
1−κe−
1
4Bqr
2
Lα+1n−1
(
1
2Bqr
2
)
Cr−κe−
1
4Bqr
2
Lan
(
1
2Bqr
2
) ). (79)
Enforcing the normalisation condition
∫ 2pi
0
∫ ∞
0
∣∣Φ(r, θ)∣∣2drdθ = 1. (80)
delivers
|C|2 = (m− E)
2(Bq)α+1n!
pi2α+1(n+ α)!(2Bqn+ (m− E)2) . (81)
