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Abstract 
This paper explores methods of formulating and solving equations for related deterministic and stochastic models of 
interacting roups in the AIDS epidemic. Computational s well as analytic methods are used in a variety of models 
which exhibit stationary behaviour in the limit. The advantages and drawbacks of applying computational methods to 
deterministic and Markovian models of interacting roups having no analytical solutions are discussed. 
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1. Introduction 
Gani [3] has recently studied the development of an epidemic in several related growing 
communities where infection is transmitted between individuals both within and across the 
communities. To achieve xplicit solutions, one needs to apply certain restrictions to the various 
infection rates: such restrictions are not always realistic, and the question arises as to whether one 
can dispense with them. The short answer is that while one can no longer obtain analytic solutions 
to the relevant equations in a closed form, it is always possible to solve them numerically using 
standard computer programs. One of the results of this study is that, in some cases, the lumped 
approximation of the group model has an analytic solution which yields trajectories reasonably 
close to those of the original problem. 
Let us, for convenience, consider a simple version of Rushton and Mautner's [6] and Gani's [3-1 
equations for the transmission ofinfection in a simple epidemic occurring in two related communi- 
ties, the first of fixed size nl containing x~(t) susceptibles and y~(t) infectives, and the second of 
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Fig. l(a). Numbers of infectives for 2 groups with 
17 ~ 0.5, 71 ~ 0.25, 72 = 0.5. 
Fig. l(b). Number of infectives for 1 group with 17 = 1, 
71 = 1, ~2 ~ 1. 
fixed size n2 containing x2(t ) susceptibles and y2(t)  infectives at time t/> 0. Let us assume yl(0) = 1, 
y2(0) = 0, and take the internal infection rate in group 1 to be 1, and from group 1 to group 2 to be 
71 < 1, while in group 2 the infection rate is fl ~< 1, and the rate from group 2 to group 1 is ~2 < fl" 
These correspond to an infection rate which is usually higher within group 1 than group 2, and to 
slightly reduced external infection rates for both groups. The differential equations governing this 
deterministic system are 
dXl  dx2  
d~- - x l (Y l  -t- "Y2Y2), d~- - -  X2(71y  1 -t- flY2), 
(1.1) 
dyt dy2 
dt -x l (Y l  + ~2Y2), d t  - x2(Y lY l  -1- flY2). 
Numerical solutions to (1.1) can readily be found. We illustrate these two examples in which 
n 1 = 250, y l (0 )= 1, n 2 = 1000, y2(0)= 0. In the first, illustrated in Fig. l(a), fl = 0.5, YI = 0.25, 
72 = 0.5; here yl(t), y2(t)  and y(t) = yl(t) + y2(t)  are shown. In the second, illustrated in Fig. l(b), 
f l  ---- ~1 = ~2 = 1 corresponds to homogeneous mixing in a single group with n = nl + n2, y(0) = 1 
where the known solution to the resulting logistic equation is 
n 
y( t )  = 1 + (n -- 1)e -"t" (1.2) 
Although the numerical approach to the solution of (1.1) is not difficult to implement, one may 
ask whether a weighted average of the various infection rates and the reduction of the two groups 
to a single group might provide an adequate approximation to the total number of infectives. 
A possible weighted average for the infection rate, which would be exact if Yl = Y2, and Xl, x2 
remained proportional to nl, n2 for all time t >t 0, is 
J. Gani, S. Yakowitz/Journal of Computational nd Applied Mathematics 59 (1995) 207-220 209 
1,4~0 
1,200 
1,000 
8OO 
600 
4~30 
2OO 
0 
(a) 
y ( t )  i 
0.005 0.01 0.015 0 .~ 
1,400 
1200 
1,0~0 
800 
EK30 
4OO 
2OO 
(b) 
~ y( t )  
0.01 0.1~ 0.03 0.04 
Fig. 2(a). Number of infectives y(t) for 2 groups with 
fl = 0.5, Yl = 0.25, Y2 = 0.5, compared with 37(0 with 
fl = 0.45. 
Fig. 2(b). Number of infectives for y(t) for 2 groups with 
fl =0.25, Yl = 0.5, Y2 = 0, compared with 37(0 with 
fl= 0.4. 
Using this in the single population of size n = nl + n2, where the infectives )7(0 satisfy 
dy 
d---t = f ly(n - y), (1.4) 
one obtains the explicit solution 
8 
jT(t) = 1 + (n -- 1)e -"~'" (1.5) 
This works well in some cases, as is seen in Fig. 2(a) where the rates from Fig. l(a) are used to 
obtain 
,_{.0(17)_ +.000(0,+0.)}/,1.0,=04, 
and the curves y( t )  = ya(t) -I- y2(t) and )7(0 are almost indistinguishable. It works somewhat less 
well in the case where fl = 0.25, y~ = 0.5, Y2 = 0, in Fig. 2(b), when 
/~ = {250(0.5) + 1000(0.375)}/(1250) = 0.4, 
and the discrepancy between y( t )  and )7(0 is large. 
As an approach to an epidemic of the common cold, where all the susceptibles may eventually 
become infected, this type of two-group model may be acceptable. But it is not realistic for an 
epidemic such as AIDS, in which a large number of susceptibles remain unaffected. The time scale 
of the HIV-AIDS process compared to a human life time suggests that the flow of individuals 
through an epidemic milieu may be a more appropriate model. As individuals progress through 
sexual maturity to abstinence, some succumb to the infection. There is exponential growth, which 
accounts for the birth and death of susceptibles, and a homogeneous mixing infection process as in 
(1.1). Terms will be added to (1.1) to account for the inflow of susceptibles and the removal of 
infectives. 
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Fig. 3(a). xl(t), yl(t), x2(t), y2(t) for xl(0) = 4, yt(0) = 1, 
X2(0 ) = 8, y2(0) = 0, /]'1 = 3, 22 = 4, 71 = 0.3, Y2 = 0.25, 
fl = 0.25. 
Fig. 3(b). xl(t), yl(t), x2(t), y2(t) for xl(0) = 4, yl(0) = 1, 
X2(0 ) = 8, y2(0)  = 0, /~1 = 1, •2 = 4, 71 = 0.3, 72 = 0.25,  
/~ = 0.25. 
2. A deterministic epidemic model for two groups with growth and removal 
Gani's [3] Eqs. (3.1) allow growth which is proportional to the number  of susceptibles 
xl (t), x2(t), and removals proportional to the number of infectives Yl (t), y2(t) in the two groups of 
Section 1. For 21 the growth rate, and 22 the removal rate, the equations governing the system are 
dxl dx2 
d--t- - x l (y l  q- T2Y2) + ,~,1x1, dt - x2(YlYl q- flY2) q- ,~,1x2, 
dyl dy2 
dt = xl(y l  + 72Y2) - -  22y l ,  dt - -  X2(71Yl  + flY2) -- 22Y2" 
(2.1) 
The behaviour of these populations is oscillatory, as is the case of the single group in which the 
epidemic is recurrent. The data for measles in large cities are of this kind (see [2]). Since Eqs. (2.1) 
are similar to the predator-prey model discussed in [8, Section 7.5], the oscillatory nature of SIR 
type models, described later in Section 3, and their generalizations to interacting roups as in (1.1) 
and (2.2) are to be anticipated. The oscillations are sensitive to the value of 21,22: for example, if all 
parameters are fixed except for 21, we see from Figs. 3(a) and (b) that the oscillations for 21 = 3 are 
sharper than for 21 = 1. 
When 21 = 0, we have the two-group equivalent of the Kermack-McKendr ick equations [5], 
where, as t ~ ~,  y l ( t )  and y2(t) tend to zero, while Xl(t) ,  x2(t) tend to positive values which give 
the surviving susceptibles in the two populations, as shown in Fig. 4(a). Fig. 4(b) shows that when 
21 < 0 (21 = - 1), the susceptibles also die out, and both susceptibles and infectives are ultimately 
extinguished. 
The behaviour of these models does not appear to correspond to what is known about the AIDS 
epidemic. In such an epidemic, we may think of group 1 as consisting of the more sexually active 
individuals at greater isk, and group 2 as the less sexually active. What appears to be emerging 
from current data is that both the slowly growing susceptible population, and the infective 
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Fig. 4(a). The Kermack-McKendrick case: 21 =0,  
22 = 4, 71 = 0.3, 72 = 0.25, fl = 0.25. 
Fig. 4(b). Case of 21 = - 1, 22 = 4, Yl = 0.3, Y2 = 0.25, 
fl = 0.25. 
population subject o removals are gradually stabilizing. We ask whether a model more closely 
reflecting these conditions will result in behaviour currently experienced in the AIDS situation (see 
also [4]). 
Suppose that susceptibles xl(t), xz( t )  grow at a constant immigration rate 21, while infectives 
yl(t), yz(t) are removed at rates 22yl and 22Y2. Our equations then become 
dXl  dx2 
d~- - x l (y l  + 72Y2) + 21, d--t- - x2(YlYl  + flY2) + 21, 
dy l  dy2 
dt = xl(Yl + 72Y2) - -  )~2Yl, d t  = x2(71Yl + flY2) -- J'2Y2. 
(2.2) 
We can see directly that there exist equilibrium values for x l ,y l ,x2 ,  Y2; as t ~ ~,  setting the 
derivatives equal to zero, we find that 
x~(y~ + 72Y2) = 21, x2(7~Yx + flY2) = ~1, 
~'1 ~2 )01 22 
Yx =--~2, x2 1 + 72 Y2 = ~ x2 = 71 + fl' 
(2.3) 
where these values are independent of the initial values xl(O) = nl - 1, yl(O) = 1, x2(O) = n2, 
y2(O) = O. 
To illustrate the behaviour of the two groups, we take a simple example in which xl (0) = 4, 
yl(0) = 1, x2(0)= 8, y2(0)= 0, 71 = 0.3, Y2 = 0.25, fl = 0.25, 21 = 3, 22 = 4, for which from 
(2.3) x l (oo)= 3.2, y l (oo)= 0.75, x2(~)= 7.27, y2(oo)= 0.75 (see Fig. 5). This approximates 
more closely to AIDS data behaviour; we now attempt o study a stochastic version of this 
model. 
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Fig. 5. Behaviour of xl(t), yx(t), x2(t), y2(t) satisfying Eqs. (2.2). 
3. Deterministic and stochastic SIR epidemics in one group 
It is evident hat the AIDS or any other real epidemic is essentially random. However, in large 
populatioris, deterministic models have provided approximations which are taken to be equivalent 
to the mean numbers of susceptibles and infectives in the analogous tochastic models (see, for 
example, I-1]). This assumption is not always justified. In this section, we explore a simple 
stochastic version of the SIR (susceptible, infective and removal) epidemic, its deterministic version 
is given by 
dx 
dt - xy + 21, 
dy 
dt xy 2zy, (3.1) 
dz 
dt 22y, 
where x(t), y(t), z(t) are susceptibles, infectives and removals in the population. The equilibrium 
values of (3.1) are 
21 
x(oo) = ,h ,  y(oo) = 
Fig. 6(a) shows the solution x(t), y(t) of (3.1) when x(0) = 6, y(0) = 1, 21 = 3, 22 = 4. 
The idea of this section is to assess how far simple computer methodology can take us, and what 
its limitations are. Another is to compare the deterministic SIR model to its stochastic counterpart. 
For computational simplification, we may work with discrete time models. If we take h = 0.01 as 
the time step, we approximate (3.1) by 
x(t + h) = x(t) -x ( t )y ( t )h  + 21h, (3.2) 
y(t + h) = y(t) + x( t )y( t )h  - 22y(t)h. 
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Fig. 6(a). Solut ions of (3.1) for x(0) = 6, y(0) = 1 when 
21 = 3, 22 = 4. 
Fig. 6(b). A finite difference approximation: solutions of 
(3.2) for x(0) = 6, y(0) = 1 when 2t = 3, 22 = 4. 
Note that the trajectory in Fig. 6(b) corresponding to Eqs. (3.2) is indistinguishable from the 
continuous time results of Fig. 6(a), This is important in the Markov chain models which we study 
later, where we must make sure that the discretization is not a source of misrepresentation. The 
discrete approximation is, in fact, Euler's method applied to the differential equations (3.1), with 
local error O(h 2) (see [-8, pp. 290-293-1). 
Suppose we have a deterministic relation 
z(t + h) = F(z(t)). (3.3) 
If this difference equation is intended to describe the mean of a stochastic series, it ought at least o 
satisfy the mean equation locally. Thus one should insist that 
E{Z(t  + h) lZ(t) = z(t)} = F(z(t)) + O(h2), 
and if the process has a stationary distribution (z), then we have the identity 
(3.4) 
This need bear no obvious relation to the equilibrium condition 
z = F(z) (3.6) 
for (3.3). We illustrate these points by studying the stochastic processes {X(t), Y(t)} analogous to 
the deterministic processes of (3.2). 
Consider the equations 
X(t + h) = X(t)  + 8hX(t) + qx{oh, 
Y(t + h) = Y(t) + 8h Y(t) + qrtoh, 
(3.7) 
f F(z) drc(z) = f z  drc(z). (3.5) 
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Fig. 7(a). Four realizations of a random SIR epidemic, 
low noise V(r/x) = V(r/y) = 1. 
Fig. 7(b). Four realizations of a random SIR epidemic, 
high noise V(qx) = V(qy) = 9. 
where 8hX(t), 8bY(t) denote the expected changes in X(t), Y(t) during the interval (t, t + h), and 
r/x(t), rh.,), which may depend respectively on X(t), Y(t), are independent random variables with 
zero expectations. By way of simple experiments, we simulated observations of (3.7) with Gaussian 
noise having standard eviations of 1 and 3 respectively. Outcomes for parameters as in Fig. 6 are 
shown in Figs. 7(a) and (b); we see that the low noise case results in realizations that track the 
deterministic solutions fairly closely. But when the noise is greater the realizations diverge 
substantially from the deterministic solutions. Thus, depending on the variability of the random 
component, the deterministic model for the mean may or may not be appropriate: it may be 
informative or misleading. 
We now proceed to a more detailed analysis of the usual Markov chain {X(t), Y(t); t >~ 0} in 
continuous time analogous to the deterministic model (3.1). For this chain, one has 
P{X(t  + 80 = x + 1, Y(t + 80 = y lS( t )  = x, Y(t) = y} = 2~8t + o(St), 
e{x( t  + 80 = x - 1, Y(t + 80 = y + l lX( t )  = x, Y(t) = y} = xySt + o(St), 
(3.8) 
P{X(t  + 80 = x, Y(t + St) = y - 1 IX(t) = x, Y(t) = y} = 22y8t + 0(80, 
P{X( t  + 80 = x, Y(t + St) = y]X(t)  = x, Y(t) = y} = 1 - (xy + 21 + 22y)St - 0(80. 
The probability of more than one event is also 0(80, and x, y are constrained to be integers. These 
relations then ensure that the Markov process is the only one consistent with the expectation 
condition (3.4). The forward Kolmogorov equations for the probabilities 
pxy(t) = P{X(t )  = x, Y(t) = ylX(O) = Xo, Y(O) = Yo} 
of this model are given by 
d 
-~tpxy = - (xy  + 21 + 22y) pxy + 21px-l,y + (x + 1)(y - 1) px+l,y-x + 2z(y + 1)px,y+l. 
(3.9) 
J. GanL S. Yakowitz/Journal of Computational and Applied Mathematics 59 (1995) 207-220 215 
The p.g.f. ~b(u, v, t) = Z~,rpxy(t)uXv ~ satisfies the partial differential equation 
~2(~ 
22(v -  1)0~ - "l- 21(N -- 1) ~/~. = v(v - u) Ou Ov GI) (3.10) 
Let us assume 
= ~J (u, v) satisfies 
~24, 
v(v - u) ~u Ov 
that stationary probabilities limt-.oo pxy(y)= nxr exist; then limt-.o~ ¢(u ,v , t )  
0¢ 
22(v - 1)--~v -4- 2,(u -- 1) ~ = O. (3.11) 
Taking partial derivatives with respect o u, v, in turn, and setting u = v = 1, we find 
02~ 03~ ~2q, 0~ 
-- vo--ff-~v + v(v - u) O-~-Ov 22(v -- 1) ~ "q- 21~1 4- 21(U -- 1) ~u = 0, 
x 02¢ t ~3~¢ 01// (~21~ 
(2v-u~sU-~v+V(v-U)ou~ 2g~-2g(v-1)~-v~+2~(u-1) =o 
so that 
02~(1, 1) 
+ 2~ = O, lim E(X( t )  Y(t) )  = 2t,  
Ou Ov t-. o~ 
(3.12) 
021//(1, 1) 
22 ~vv (1, 1) = 0, lim E(Y( t ) )  
(~t/01) t-'* c¢ 2 2 
We note that while the stationary mean of Y(t )  is the same as the deterministic mean, that of X(t) is 
not necessarily equal to 2 2 since X(t), Y(t)  are not independent. 
We may discretize time so that in (3.8), with h = 0.01, 
P{X( t  + h) = x + 1, Y(t  + h) = y lX( t )  = x, Y( t )  = y} = 21h = qxh, 
P{X( t  + h) = x - 1, Y ( t  + h) = y + 1 {X(t) = x, Y( t )  = y} = xyh = qxyh, 
(3.13) 
P{X( t  + h) = x, Y ( t  + h) = y - l [X(t )  = x, Y(t)  = y} = 22yh = qyh, 
P{X( t  + h) = x, Y( t  + h) = y lX( t )  = x, Y( t )  = y} = 1 - (xy + 21 + 22y) h. 
Also, for the purposes of simulation, to prevent he epidemic from terminating or extending beyond 
state x = N, we have set qx = 0 ifx = N, qxy -- 0 i fx -- 1, qr = 0 ify = 1. For N = 10, for example, 
the transition matrix based on (3.13) turns out to have order 121, and the computer is somewhat 
strained to calculate the theoretical mean over the 1000 steps needed for the time interval [0, 10]. 
The values of the means E(X(t)) ,  E (Y ( t ) )  for this slightly modified discretized model are shown in 
Fig. 8; we see that the match with Fig. 6(a) is at best qualitative. The expected number of infectives 
rises in both cases, but the asymptotic values are different, as might be expected. Note that the 
oscillations disappear, the probabilities pxy(t) converging exponentially fast for any aperiodic 
Markov chain. 
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Fig. 8. Theoretical means of E(X(t)), E(Y(t)) of a Markov SIR chain, N = 10, 21 = 3, 22 = 4, with reflecting barriers of 
model (3.13). 
~E(X(  t~ {a) 
E(Y(t)) 
6 
3 
2 y ( t )  
J 0!2 01, 016 018 10 J 012 01, of 0 0!8 
Fig. 9(a). Theoretical means of a Markov SIR chain for 
N = 20, 21 = 3, 22 = 4, with reflecting barriers of model 
(3.13). 
Fig. 9(b). Deterministic SIR trajectory for model (3.1) 
with 21 = 3, 22 = 4. 
In going to N = 20, with a transition matrix of order 441, it became necessary to use a worksta- 
tion rather than a PC for storage. Problems of accumulated round-off error arose which limited 
calculations to 90 iterations; iterative calculations of the probability vector became unstable after 
90 iterations. However, within this range, agreement with the deterministic model was good; in 
Figs. 9(a) and (b), we compare the results for the means of our modified Markov chain E(X(t)), 
E(Y(t)) with those of the deterministic model. 
The conclusion from these experiments is that the curse of dimensionality is difficult to 
overcome. The number of states grows as the square of the order of the transition matrix. This 
means that one cannot obtain a dependable model for interacting roups by direct techniques. 
Yakowitz 1-7] has explored elsewhere Gauss-Markov approximations which can track the means 
and variances of the groups, while introducing an approximation error that can be studied and 
bounded. 
J. GanL S. Yakowitz/Journal of Computational nd Applied Mathematics 59 (1995) 207-220 217 
We may, however, proceed in an alternative manner, where the true epidemic process 
{X(t), Y(t); t >/0} discussed in (3.8)-(3.12) is approximated by {X'(t); t/> 0} for which Y(t) is 
replaced by its asymptotic mean limt-. ~ E(Y(t)) = 21/22 of(3.12). In this case, writing 21/22 for y in 
(3.8), we find that the process X'(t)  is a death-immigration process whose forward Kolmogorov 
equations for px(t) = e{x ' ( t )  = xlX'(0) = Xo} are given by 
dPx - (22-21 dt ) 21 x+21 p~+- f -2 (x+1)p~+a+21p~- l ,  x=0,1  . . . .  , 
with p- l ( t )  = O. 
The p.g.f, q~(u, t) = Y.x~O uXpx(t), 0 <~ u <~ 1, satisfies the partial differential equation 
~b 21 (1 -- u) c~b 
dt - 22 ~u - 21(1 - u)~b. (3.14) 
Its solution is known to be 
49(u, t) = e ~2~1 -(exp(- ).d).2)t))(u-1) (1 -- e -¢a'/~2)t + ue-Od)2)t) x°. 
The mean of X'(t)  is given by 
E(X'(t)) = 42(1 - -e  -tz'/a2)t) + Xo e-O''/'~2)t (3.15) 
with limit 42 as t --, oo, precisely like the deterministic model, while the variance is 
V(X'(t)) = 22(1 - e -(a'/~2)') + xoe -(z'/~2)' (1 - e -(zl/~)') 
again with limit 22. Thus, in the limit, the process X'(t)  behaves as a Poisson process with mean 22. 
This procedure suggests a way of approximating the interacting two-group model. 
4. The two-group model 
The stochastic analogue of the deterministic model governed by Eqs. (2.2) is a Markov process 
{XI (t), YI (t), X2(t), Y2(t); t >~ 0} in continuous time, with infinitesimal transition probabilities for 
population changes denoted for simplicity by: 
Time t ---, time t + & 
x l ,  Yl, x2, Y2 
x I ,Y l ,X2,Y2 
Xl, Yl, X2, Y2 
x I ,Y l ,X2 ,  Y2 
x l ,  Yl, x2, Y2 
xx, Yl, X2, Y2 
X1, Yl, X2, Y2 
~xx -- 1, yl + 1, x2,Y2 
- - *X l ,y l ,x2  -- 1, y2 + 1 
Xl, Yl - 1, x2, Y2 
- -~X l ,Y l ,X2 ,y  2 -- 1 
---~ X1 -[.- 1, y l ,x2 ,y  2 
- -~X l ,Y l ,X  2 + 1, y2 
--'~ X1, y l ,  X2, y 2 
Probability 
x ly t& + "Y2Y2X1 & + O(&) 
f lx2Y2& + 71yxXE& + o(&) 
22y l&  -I- O(&) 
22Y2& + o(&) 
21& + o(&) 
21& + o(&) 
1 - x l (y l  + ~2Y2)~t -- X2(f12Y2 -b ~xYx)& 
--221& -- 22(yl + Y2)& -- o(&) 
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The forward Ko lomogorov  equations for the process are readily found to be 
dpx,.y,,x2.r~ 
dt = - Px"r"x='r~(xl(yx + 72Y2) + x2(fly2 + 71Yl) + 221 + 22(Yl + Y2)) 
+ P=, + x,r,- 1,x~,r2((xl + 1) (Yl - 1 + 72Y2)) 
+ Px.y,,x2+l,y2-1((X2 + 1) ( f l (y 2 -- 1 )+ 71Yl)) 
+ P~,,r,+ 1,:,~,r~22(ya + 1) + Px,,y,,x2,y2+122(Y2 + 1) 
+ "~lPx,-1,yl.x2.y2 + '~lPx.yl,x2-1,y2 (4.1) 
for appropr iate values of Xl, Yl, x2, Y2; when any of the suffices are negative, the probabi l i ty is set 
equal to zero. 
Writing 
4,(u, v, w ,z , t )  = F.  " I ,W, , . , , , , , - , . ,2  
Xl,yl,X2,y2 
for the p.g.f, of the process, Eqs. (4.1) lead to the partial differential equation 
04, /3(/3 -- U) 024, )],2(/3 - 1) 04, __  __  O---t- = du Ov -~v + 21(u - 1)4, + flz(z - w) 024, 22(z - 1) 04, 
Ow Oz Oz 
024, 024, 
+ Al(w - 1)4, + 72Z(1 -- U) ~--~Z + "by(1 --  w) OvOw (4.2) 
satisfied by 4,. We assume the existence of a stationary p.g.f. 
lim 4,(u,v, w,z,t)  = ~(u,v, w,z), 
t---~ O0 
which will satisfy the equation 
v(v - u) ,//0a..__.__~  Aa(v - 1),gd, 
Ou gv OV 
+ 21(u - 1)0 + f lz(z- -  w) - -  
~2[]1 
22(z - 1)-:f- + 2,(w -- 1)0 
Ow Oz UZ 
020 ~2~ _ O. (4.3) 
-t- yzz(1 -- u) o--~z + Tlv(1 - w) OvOw 
If we now differentiate (4.3) with respect o u, v, w, z, and set u = v = w = z = 1, we finally obtain 
the relations 
J'l -- y2E(X1 Y2) 21 
ml = E(Y i )  = 22 < -~2' 
~1 -- YlE(X2Y1) "~1 
m2 = E(Y2) = 22 < ~2'  
(4.4) 
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Fig. 10. E(X'x(t)), E(X'2(t)) for model (4.2); note that the oscillations illustrated in Fig. 5 no longer exist. 
where E(X, Y2) and E(X  2 Y1) may be difficult to evaluate xplicitly. To approximate the two-group 
process, let us replace YI (t), Y2(t) by ml, rn2 respectively; we shall then have two associated eath 
and immigration processes X~ (t), X~(t) whose p.g.f.'s will be 
dpl(u,t) =exp ml ~--y2m2 (1 - -e  -("' - {1 (u--  1)e-(m'+r2":'} ~'(°), 
dp2(u't)=exp{(~mz2' ]) lml~(1-e-(am2+~'"')(u-1)} {l+ 
respectively. 
The means of these processes are 
E(Xi(t)) - 
E(xi(t)) - 
2, 
rnl + y2m2 
(1 - e - (" '  +r:"~)') + x l (0 )e  -~"' +r:"~)', 
2, 
tim2 + ])1m1 
(1 - e -(t~m:+~'2'''~') + x2(O)e -(#ra2+r`m~)t 
(4.5) 
with limits 21/(ml + ])2m2), ).1~(tim2 + Ylmx) respectively as t ~ oo. Since m I and  m 2 are both 
smaller than 21/).2, these limits are larger than 22/(1 + ])2), 21/(//+ ])1), the results obtained in the 
deterministic model (2.3). 
To give an idea as to what such approximations look like, we show in Fig. 10 the expectations 
E(X'I(t)), E(X'2(t)) when E(Yx(t)), E(Y2(t)) are replaced by exactly )~1/22 rather than m I < 21/22, 
m 2 < /],1/22, and X,(0) = 4, X2(0  ) ~--- 8, ])1 = 0.3, ])2 = 0.25, fl = 0.25, 2, = 3, '~2 ~--- 4. 
In comparing Figs. 5 and 10, we note that the shapes are asymptotically similar, but the 
deterministic trajectories oscillate. We would anticipate that the random paths might also oscillate 
(as they did in Fig. 3(a)), but their expectations tend towards flatness. In this sense, the mean 
function is less informative than one might wish. 
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