Abstract. The self-consistent field (SCF) iteration has been used ubiquitously for solving the Kohn-Sham (KS) equation or the minimization of the KS total energy functional with respect to orthogonality constraints in electronic structure calculations. Although SCF with heuristics such as charge mixing often works remarkably well on many problems, it is well known that its convergence can be unpredictable and there is no general theoretical analysis on their performance. We regularize the SCF iteration and establish rigorous global convergence to the first-order optimality conditions. The Hessian of the total energy functional is further exploited. By adding the part of the Hessian which is not considered in SCF, our methods can always achieve a high accurate solution on problems for which SCF fails and even exhibit quadratic or superlinear convergence on most test problems in the KSSOLV toolbox under the Matlab environment.
The differential rule is defined as dF = ∂F(X,X) ∂X dX + ∂F(X,X) ∂X dX.
The second-order Taylor expansion in X can be expressed as 2.1. Kohn-Sham Total Energy Minimization. In this section, we introduce minimizing the discretized Kohn-Sham (KS) total energy functional with respect to electron wave functions. Using a suitable discretization scheme, the electron wave functions of p occupied states can be approximated by a matrix
where n is the spatial degrees of freedom. Due to physical constraints, the wave functions X must be orthogonal to each other, namely:
where I is the identity matrix. The charge density associated with the occupied states can be expressed as ρ(X) := diag(XX * ).
The finite-dimensional approximation to the continuous KS total energy functional is defined as (2.1) E(X) := 1 4 tr(X * LX) + 1 2 tr(X * V ion X) + 1
Here, the first term of (2.1) is the so called kinetic energy, where L is a finite dimensional representation of the Laplacian operator. The second term denotes local ionic potential energy, where the diagonal matrix V ion is the ionic pseudopotentials sampled on the suitably chosen Cartesian grid. The third term defines the nonlocal ionic potential energy, where w l represents a discretized pseudopotential reference projection function. The matrix L † corresponds to the pseudo-inverse of L and the fourth term denotes the Hartree potential energy, which is used to model the classical electrostatic average interaction between electrons. The final term denotes the exchange correlation energy, which is used to describe the nonclassical interaction between electrons. An example of ǫ xc (ρ) is given in section 5. More detailed description of each terms of E(X) can be found in [27, 25] .
The discretized KS total energy minimization problem is (2.2) min E(X) s.t. X * X = I.
It can be verified that the gradient of E(X) with respect to X is
G(X) := ∇E(X) = H(X)X,
where the Hamiltonian
and µ xc = ∂ǫxc ∂ρ ∈ R n×n . Hence, the first-order optimality conditions of (2.2) are (2.4) H(X)X = XΛ,
where Λ is the Lagrangian multiplier that is a symmetric matrix.
Equations (2.4) has been dubbed as the Kohn-Sham equation, which is a type of nonlinear eigenvalue problem since H(X) is a function of the vector ρ or X. The most widely used technique for solving (2.2) or (2.4) is the self-consistent field (SCF) iteration. Starting from X 0 with X * 0 X 0 = I, SCF computes the (k + 1)-th iterate X k+1 as the solution of the linear eigenvalue problem:
The convergence of SCF can often be sped up by the so called charge mixing. The only difference is that the coefficient matrix H(X k ) of the linear eigenvalue (2.5) is replaced by another matrix H, which is constructed from a linear combination of the previously computed potential or charge densities and the one obtained from certain schemes at current iteration. Frequently used schemes include Pulay (or DIIS), Broyden and
Anderson mixing. Although SCF with charge mixing often works well on many problems, it is well known that there is no theoretical guarantee on its convergence and it can converge very slowly or fail on certain problems. On the other hand, the main computational bottleneck of SCF is solving a sequence of linear eigenvalue problems. 4 2.2. Our Motivation. We first present the Hessian of the total energy functional and then describe the connection between SCF and its optimization counterpart.
Lemma 2.1. Suppose that ǫ xc (ρ(X)) is twice differentiable with respect to ρ(X). Given a direction Z ∈ C n×p , the Hessian-vector of E(X) is
where
Proof. It can be verified that
Since the gradient of E(X) is H(X)X, it is suffice to compute the gradient of vec(H(X)X). Using similar proofs as in section 3.1 in [7] , we obtain
which gives (2.6).
Note that the KS equation (2.5) corresponds to the first-order optimality conditions of the subproblem
On the other hand, a direct calculation reveals:
Comparing (2.8) with the Hessian operator (2.6), the quadratic surrogate function q(X) is a second-order
Taylor expansion of E(X) without involving the second term in the right hand side of (2.6).
We are motivated to improve SCF by the Gauss-Newton, Levenberg-Marquardt and Quasi-Newton methods for solving the nonlinear least squares problems [15, 19] :
where r(x) = [r 1 (x), . . . , r m (x)] ⊤ and r j (x) : R n → R. The gradient and Hessian of f (x) are
where the Jacobian matrix J(x) = [∇r 1 (x) ⊤ , . . . , ∇r m (x) ⊤ ]. These algorithms update the k-th iteration x k as follows.
1. Newton's method:
where α k is a stepsize and d k is the solution of
2. Gauss-Newton method, i.e., an approximate Newton method without the term m j=1 r j (x)∇ 2 r j (x):
3. Levenberg-Marquardt Method:
The minimization of the objective function without the trust region constraint d ≤ ∆ k leads to the Gauss-Newton method. The addition of the trust-region ensures the global convergence.
4. Quasi-Newton method:
where B k is a Quasi-Newton approximation to the term
Clearly, the Hessian (2.6) of the KS energy functional is also split in two parts. In particular, one part of the Hessian is defined by H(X) which is already available in the gradient. Hence, using the relationship (2.8), SCF can be viewed as a counterpart of the Gauss-Newton method without considering the "complicate" part of the Hessian. The rest of the paper shows that adding the trust-region like regularization can indeed guarantee convergence while the (approximate) full Hessian can accelerate convergence.
The superlinear or quadratic convergence of Gauss-Newton or Levenberg-Marquardt methods applies for zero residue problems, since in this case the J ⊤ k J k will asymptotically approximates the true Hessian. However, in our problem, the missing part of the Hessian usually does not vanish at the optimum. Hence, for fast local convergence, an asymptotic accurate approximation of the true full Hessian would be necessary in the algorithm. 
Unfortunately, it is not clear whether (3.1) can be solved efficiently with the additional trust-region constraint.
Yang, Meza and Wang replaced the term [27] and penalized it in the objective function. Since both X and X k are orthogonal matrices, the quadratic terms in XX
are constant. Then, the subproblem becomes
which leads to a standard linear eigenvalue problem. However, their numerical experiments show that solving a sequence of the trust region subproblems themselves is not necessarily faster than SCF. Therefore, they embedded the trust-region method in a direct constrained minimization algorithm.
Motivated by the Levenberg-Marquardt method, our method penalizes the distance X − X k F in the objective function:
where ν is either 2 or 3. The regularization parameter τ k > 0 plays a similar role as the trust-region radius ∆ k in (2.10) and they act reciprocal to each other in the sense that increasing τ k corresponds to decreasing ∆ k and vice versa. A special choice of τ k will be discussed in sub-section 3.2. Then the regularized SCF subproblem is
Suppose ν = 2 and let Z k denote the optimal solution of (3.4). Then the first-order optimality conditions of (3.4) are simply
which seems to be no more difficult than solving the linear eigenvalue problem except there is an extra linear term in the first equation of (3.5). When ν = 3, problem (3.4) corresponds to the cubic regularization used in [4] which has been proved to be useful in nonlinear programming.
Since the term 1 2 H(X k )X, X can be far away from the exact curvature, in particular, on difficult problems, it is often helpful to consider using the exact Hessian when solving (3.4) . Combining Lemma 2.1 and (3.4), we obtain an approximate Taylor expansion to E(X) as
where J = ℜL † + ∂ 2 ǫxc ∂ρ 2 e, and then compute the Newton's step:
When the computational cost of the second order derivative
∂ρ 2 of the exchange correlation energy is expensive, a quasi-Newton approximation B k can be used to substitute
† + B k and construct the approximation:
Then the subproblem involving the quasi-Newton approximation is
The regularized SCF subproblems (3.4), (3.7) and (3.9) can be solved by an efficient feasible method proposed in [23] .
generates the (i + 1)-th iteration by the scheme:
where σ is a suitable step size and A (i) is a skew-symmetric matrix defined by
The matrix A (i) has rank 2p. In many cases, p is much smaller than n/2. It follows from the ShermanMorrison-Woodbury (SMW) theorem that one only needs to invert a smaller 2p × 2p matrix. The total flops for computing
We outline the major steps of the basic version of the algorithm in Algorithm 1. For more details we refer the reader to [23] . 
We should point out that the feasible point method in [23] can also be applied to solve (2.2) directly.
Although the algorithm can be competitive to SCF on many problems, its convergence is often slowed down when the iterate is close to the optimal solution, and thus it can take a lot of iterations to obtain a high accurate solution. Usually, fast local convergence cannot be expected if only the gradient information is used, in particular, for difficult non-quadratic problems. However, the method is ideal for solving the regularized SCF subproblems (3.4), (3.7) and (3.9) since i) the computational cost of the gradient of these subproblems is usually cheaper than that of (2.2); ii) it is not necessary to solve these subproblems to a high accuracy, especially, at the early stage of the algorithm when a good starting guess is not available.
The Regularized SCF Framework.
We next present the regularized SCF framework starting from a feasible initial point X 0 and the regularization parameter τ 0 using a fixed regularized SCF subproblem either (3.4) or (3.7) or (3.9) for all iterations. At the k-th iteration, an optimal or approximate optimal solution Z k is generated as follows. Let Z k (σ) denote the feasible curve
where β, γ ∈ (0, 1). Then, for α ∈ (0, 1), the trial point Z k should satisfy a fraction of Cauchy decrease condition
Note that Algorithm 1 can be applied to obtain Z k .
Generally speaking, an algorithm cannot be guaranteed to converge globally if X k+1 is set directly to the trial point Z k obtained from a model with a fixed τ k . In order to decide whether the trial point Z k should be accepted and whether the regularization parameter should be updated or not, we calculate the 9 Algorithm 2: The Regularized SCF Method S0 Initialize: Given a feasible initial solution X 0 with X * 0 X 0 = I and initial regularization parameter τ 0 > 0. Choose 0 < η 1 ≤ η 2 < 1, 1 < γ 1 ≤ γ 2 and α, β, γ ∈ (0, 1). Set iteration k := 0. Choose one of the subproblems (3.4) or (3.7) or (3.9) and set ν = 2 or 3. while stopping conditions not met do
S1
Compute a new trial point Z k satisfying the approximate Cauchy condition (3.13).
S2
Compute the ratio ρ k via (3.14).
S3
Update X k+1 from the trial point Z k based on (3.15).
S4
Update τ k according to (3.16) .
ratio between the actual reduction of the objective function E(X) and predicted reduction:
If ρ k ≥ η 1 > 0, then the iteration is successful and we set X k+1 = Z k ; otherwise, the iteration is not successful and we set X k+1 = X k , that is,
Then the regularization parameter τ k+1 is updated as
where 0 < η 1 ≤ η 2 < 1 and 1 < γ 1 ≤ γ 2 . These parameters determine how aggressively the regularization parameter is decreased when an iteration is successful or it is increased when an iteration is unsuccessful. In practice, the performance of regularized SCF algorithm is not very sensitive to the values of the parameters.
The complete regularized SCF algorithm to solve (2.2) is summarized in Algorithm 2.
Convergence Theory.
We now analyze the convergence of Algorithm 2 based on either the model (3.3), (3.6) or (3.8) with the cubic regularization, i.e., ν = 3. The analysis can be similarly extended to the algorithm using quadratically regularized SCF subproblems as well. To allow an uniform treatment of the convergence analysis, we substitute the respective second order parts of the different models and study the generalized model
In particular, the following specific forms are considered in our model:
It is easy to verify, that the above functions b We first state a few important properties of the derivatives of Z k (σ) with respect σ. It can be verified that
and the second and third order derivative of the model function m k are given by
Hence, using the invariance of the trace operator under cyclic permutation, we obtain
4.1. Analysis of the Cauchy point. We assume:
Assumption 4.1. Suppose that the R-bilinear form b k is bounded with constant κ B , i.e.,
and that the matrix H(X) in ∇E(X) = H(X)X is Lipschitz continuous on the convex hull conv(M p n ) of the Stiefel manifold with constant L ∈ R, i.e.,
Let Assumption 4.1 hold, then the continuity of H(X) and the compactness of the Stiefel manifold We start our analysis with the following Armijo-type result: Lemma 4.3. Let Assumption 4.1 hold and let γ ∈ (0, 1) be arbitrary. Then there exists a constant ζ = ζ(τ k , W k F ) > 0 that only depends on the regularization parameter τ k and W k F with
In particular, it holds with ζ(τ k , W k F ) = C · min 1,
, where C := 1−γ 11np(κH +κB ) .
Proof. Apparently σ = 0 fulfils (4.7). Assume that σ > 0 is sufficiently small. Then we obtain for
where we used a Taylor expansion with suitable ξ ∈ [0, 1], (4.5) and (4.6). Due to the construction of the matrix Z k (τ ), it is orthogonal for all k ∈ N and τ ≥ 0, i.e., we have
Furthermore, it holds (4.9)
Now, assuming σ <
2κH
√ p and applying the properties of the Neumann series, we obtain
Hence, for all τ ≤ σ, it follows that
Using (4.8)-(4.13) and ξ ∈ [0, 1] yields
Applying (4.14), (4.15) and (4.16), we obtain
Thus, for all σ < 1 2κH
Then, the Armijo condition (4.7) is satisfied by setting 
Lemma 4.3 shows that the Armijo condition is satisfied for σ
Proof. By using Lemma 4.3, we have σ c k ≥ βζ(τ k , W k F ). Then, it follows from (3.12) that
This immediately implies (4.18).
Global Convergence.
Motivated by the similarity of the previous subsection and Lemma 2.1 in [4] , we follow the ideas in [4] and extend the existing theory to problems with orthogonality constraints. 
Proof. Using Corollary 4.4, κ H , p ≥ 1 and following the proof of Lemma 2.2 in [4] , we obtain
Lemma 4.6. Suppose that Assumption 4.1 holds and that Z k satisfies (3.13). Suppose furthermore that W k = 0 and that
and γ ∈ (0, 1). Then iteration k is very successful, i.e. ρ k ≥ η 2 and
Proof. Since the trial point Z k satisfies (3.13), it holds
Using a Taylor expansion with suitable ξ ∈ [0, 1], we have
which together with Assumption 4.1 and
Consequently, (4.18), (4.19) and (4.20) yield
The above inequality gives ρ k > η 2 . Hence, it follows from step S4 of Algorithm 2 that τ k+1 ≤ τ k .
Lemma 4.7. Suppose that Assumption 4.1 holds and there exists a constant ǫ > 0 such that
Proof. Assume that the following bound holds for any k ≥ 0
Then Lemma 4.6 implies that iteration k is very successful with τ k+1 ≤ τ k . Thus, when τ 0 ≤ γ 2 κ 2 τ , it follows τ k ≤ γ 2 κ 2 τ , k ≥ 0, where the factor γ 2 shall cover the case when τ k is less than κ Proof. Let the last successful iteration be indexed by k 0 , then, due to the construction of the algorithm, there holds X k0+1 = X k = X * , for all k ≥ k 0 + 1. Since all iterations k ≥ k 0 + 1 are unsuccessful, the regularization parameter τ k tends to infinity as k → ∞. If W k0+1 F > 0, then W k F = W k0+1 F > 0, for all k ≥ k 0 + 1, and Lemma 4.7 implies that τ k is bounded above, k ≥ k 0 + 1. This contradiction completes the proof. 
Proof. Due to Lemma 4.8 we only have to consider the case when infinitely many successful iterations occur. Assume that there exists ǫ > 0 such that
Let k ∈ S, where S := {k ∈ N : iteration k is successful or very successful}.
Then step S1 of Algorithm 2, Lemma 4.3 and (4.22) imply
Summing up over all iterates gives
Since S is not finite, |S ∩{1, ..., k}| → ∞ as k → ∞. Inequality (4.25) now implies that lim k→∞ E(X k ) = −∞.
On the contrary, if (E(X k )) k∈N is bounded below, then Assumption (4.24) does not hold and so ( W k F ) k∈N has a subsequence converging to zero. 
Proof. Following the ideas of Corollary 2.6 [4] we assume that (4.26) and (4.27) do not hold. Thus, suppose that (E(X k )) k∈N is bounded below and that there exists a subsequence (k i ) i∈N ⊂ S of successful iterates such that (4.29)
W ki F ≥ 2ǫ, for some ǫ > 0 and for all i ∈ N. Since W k remains constant whenever an unsuccessful iteration occurs only successful iterates need to be considered. Notice, that there are infinitely many successful iterations since we assumed (4.26) does not hold. This assumption also implies that for each index k i , there is a first successful iteration l i > k i such that W li F < ǫ. Thus (l i ) i∈N ⊂ S and
where we used the construction of the algorithm, Corollary 4.4 and (4.30). Now, since (E(X k )) k∈N is monotonically decreasing and bounded from below, it is convergent and the last inequality implies
and, due to (4.30),
Thus, for k ∈ K sufficiently large, (4.31) implies
Hence, we have
Recalling (4.19), it follows
for all j ∈ K sufficiently large.
Next, (4.32) and (4.33) provide
) i∈N converges to zero as i → ∞. Hence, X li − X ki F converges to zero as i → ∞ and by continuity of H, W ki − W li F also converges to zero. Due to (4.29) and (4.30), we obtain W ki − W li F ≥ W ki F − W li F ≥ ǫ which is a contradiction.
Numerical Results
. In order to demonstrate the effectiveness of our regularized SCF method, we implemented it based on a MATLAB toolbox KSSOLV [25] and compared it with the SCF iteration, the trust-region enabled direct constrained minimization algorithm (TRDCM, [25] ) and the feasible method for optimization with orthogonality methods (OptM, [23] ) on nine standard testing problems. For our comparison, we used three versions of the regularized SCF method: TRQ and TRQH, the versions with the inexact and exact Hessian and quadratic regularization, respectively, and TRCH, which uses the exact Hessian and cubic regularization. All codes were implemented in MATLAB. All the experiments were performed on a Dell Precision T5500 workstation with Intel Xenon(R) E5620 CPU at 2.40GHz (×4) and 12GB of memory running Ubuntu 12.04 and MATLAB 2011b.
All methods were terminated if the residual HX − X(X * HX) F is less than 10 −6 . For fair comparison, a maximal of 100 iterations is set for all methods except that 1000 is used for OptM, whose computational cost is cheap at each iteration compared with other methods. In addition, OptM, TRQ, TRQH and TRCH were also terminated if the relative changes of the two consecutive iterates and their corresponding objective function values are less than 10 −8 and 10 −14 , respectively. The linear eigenvalue problems in SCF were solved by a preconditioned LOBPCG [11] with a maximal of 10 iterations. For TRQ, TRQH and TRCH, we set η 1 = 0.01, η 2 = 0.9 and τ k = ω k θ k , where ω k is updated by (3.16) . For TRCH, θ k = 1 and for TRQ and TRQH, θ k = 0.1
The k-th regularized SCF subproblem was terminated if a maximal of 50 iterations is reached or the norm of the projected gradient on the Stiefel manifold was less than
k was the i-th iteration of the k-th regularized SCF subproblem and tol = max(min(0.1
Letγ = e 
It can be verified that
Hence, the terms ∂µxc ∂ρ required for the Hessian-matrix products in Lemma 2.1 are
The continuous energy functional is discretized by using the planewave discretization scheme in KSSOLV. By imposing periodic boundary condition, the Laplacian operator L can be expressed as a block circulant matrix with circulant blocks that can be decomposed as L = F * D g F , and D g is a diagonal matrix. Each column of X corresponds to n components of a three-dimensional (3D) matrix of size n 1 × n 2 × n 3 . The indices of these n components are determined by the diagonal elements of D g which are larger than certain thresholding value "ecut". More detailed description of KSSOLV is available in [25] . The matrix sizes of the nine testing examples are summarized in Table 5 .1. One of the main computational costs in evaluating the total energy functional (2.1), the gradient and the Hessian-matrix products arises from the 3D Fourier and inverse Fourier transformations of size n 1 × n 2 × n 3 corresponding to X.
A summary of the computational results is presented in Table 5 .2, where "E(X)", "resi" and "feasi" denote the total energy functional value, the residual HX − X(X * HX) F and the violation of the orthogonality constraints X * X − I F at the computed solution, respectively, "iter" denotes the total number of iterations of each algorithm, and "cpu" denotes the CPU time measured in seconds. From the table, we can see that SCF failed at problems "al", "graphene30" and "qdot" and TRDCM failed at problems "graphene30", "ptnio" and "qdot". The pure first-order method OptM often works well and is stopped by the relative change rules on most problems. Since it can take many iterations to achieve a high accuracy, we didn't calibrate its termination rules for a more detailed comparison. Without using the exact Hessian matrix, TRQ failed on instances "ctube661", "graphene30" and "ptnio". Adding the extra Hessian term, both TRQH and TRCH were able to solve all problems and their CPU time are quite competitive to those of SCF and TRDCM. It is interesting to note that TRQ can be faster than TRQH and TRCH on "qdot" to achieve almost the same accuracy. This behavior implies that a rule on switching between the inexact and extra Hessian may be helpful. Although orthogonality is lost on a few problems for OptM, TRQ, TRQH and TRCH, a single orthogonalization step can be executed at the end of these algorithms for a correction.
The typical convergence behaviors of all six methods are demonstrated in Figure 5 .1 using four testing problems. The performance of TRQH and TRCH was almost the same. Superlinear convergence can be observed on all problems except "qdot". In fact, they can even achieve quadratic convergence if the tolerance is sufficient small when the regularized SCF subproblem is solved. For example, a tolerance of "1e-6" was used to obtain the lines "TRQH, 1e-6" and "TRCH, 1e-6" in Figure 5 .2 and these two variants saved two outer iterations. However, they were more computationally expensive than TRQH and TRCH because more inner iterations were executed. Finally, a summary of the averaged number of the inner iterations and function evaluations for solving the regularized SCF subproblems is presented in Table 5 .3. Actually, the cpu time of TRQH and TRCH can often be reduced if only 20 or 30 inner iterations are used.
6. Conclusions. Solving the Kohn-Sham equation or minimizing the electronic total energy functional with respect to electron wave functions is a central problem in electronic structure calculations. In this paper, we propose to regularize the widely used SCF iteration by adding an extra proximal term which enables a rigorous convergence proof. Observing that the SCF iteration can be regarded as an "inexact" Gauss-Newton method, we take advantage of the structure of the exact Hessian of the total energy functional without introducing much additional computational cost. The proposed algorithms compare favorably with SCF for the standard testing problems in the KSSOLV toolbox under the Matlab environment. In particular, our new algorithms exhibit quadratic or superlinear convergence on most test problems and can always attain a high accurate solution even on problems for which SCF fails.
Although our feasible point method in [23] works reasonably well on solving the regularized SCF subproblems, they are still the most computational extensive parts of our algorithm. These subproblems cannot be expressed as a standard linear eigenvalue problem because of the tensor structure in the exact Hessian and the addition of a linear term from the regularization function. Further research on, for example, a alanine  43  9  11  6  18  21  6  14  16  al  100  14  16  38  44  48  31  44  48  c12h26  56  8  9  6  15  17  7  15  17  ctube661  40  6  8  6  17  20  6  15  19  glutamine 60  10  11  8  19  22  13  13  15  graphene30 100  7  8  18  42  45  12  36  39  pentacene 58  10  12  6  25  28  8  19  22  ptnio  100  9  10  24  35  38  25  35  38  qdot  76  46  50  76  47  50  63  44  47 suitable discretization of the total energy functional, an adaptive rule for switching between using the exact and inexact Hessian in the subproblem, and effective preconditioning techniques are also needed.
Finally, we opine that optimization techniques offer a greater opportunity to further improve the SCF iteration and the simulation of large systems from both theoretical and computational perspectives. Moreover, our adaptive regularization methods can also be naturally applied to solve other optimization problems with orthogonality constraints. 
