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VANISHING VISCOSITY APPROXIMATION FOR LINEAR
TRANSPORT EQUATIONS ON FINITE STARSHAPED
NETWORKS
FRANCESCA R. GUARGUAGLINI∗ AND ROBERTO NATALINI∗∗
Abstract. In this paper we study linear parabolic equations on a finite
oriented starshaped network; the equations are coupled by transmission
conditions set at the inner node, which do not impose continuity on the
unknown. We consider this problem as a parabolic approximation of a set
of first order linear transport equations on the network and we prove that,
when the diffusion coefficient vanishes, the family of solutions converges
to the unique solution to the first order equations and satisfies suitable
transmission conditions at the inner node, which are determined by the
parameters appearing in the parabolic transmission conditions.
1. Introduction
In this paper we study a vanishing viscosity approximation for linear first order
transport equations on a finite starshaped network composed by m arcs Ii, i ∈M,
an inner node N and m outer nodes ei, i ∈ M; each arc is a bounded interval
Ii = (0, Li). We set
I = {i ∈M : Ii is an incoming arc in the node N} ,
O = {i ∈M : Ii is an outgoing arc from the node N} ;
I and O are non empty sets.
On each arc Ii, i ∈M, we consider a linear first order transport equation
(1.1) uit = −λiuix x ∈ Ii , t > 0 ,
where λi > 0; each equation (1.1) is complemented by the initial condition
(1.2) ui(x, 0) = u0i(x) ∈ BV (Ii) ,
and, when i ∈ I, by the boundary condition at the outer node ei,
(1.3) ui(0, t) = Bi , t > 0 , i ∈ I ;
moreover the equations (1.1) for i ∈ M, are coupled by the following condition at
the inner node N ,
(1.4)
∑
i∈I
λiui(Li, t) =
∑
i∈O
λiui(0, t) ,
which establishes the conservation of the flux.
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First order nonlinear conservation laws on networks with transmission conditions
preserving the flux at the inner nodes have been largely studied by several authors,
see for instance [11] and references therein for traffic models.
Here we focus on cases when equality (1.4) is achieved imposing at the node this
kind of conditions
(1.5) λiui(0, t) =
∑
j∈I
γijλjuj(Lj, t) , ∀i ∈ O ,
where
(1.6) γij ≥ 0 ∀i ∈ O and ∀j ∈ I ,
∑
i∈O
γij = 1 ∀j ∈ I .
We notice that conditions (1.5) form actually a set of transmission conditions if
the parameters γij satisfy
(1.7) for all i ∈ O there exists at least one j ∈ I such that γij > 0 .
Set
Lp(A) = {f = (f1, f2, ..., fm) : fi ∈ L
p(Ii)} ,
Wm,p(A) = {f = (f1, f2, ..., fm) : fi ∈W
m,p(Ii)} ,
BV (A) = {f = (f1, f2, ..., fm) : fi ∈ BV (Ii)} ,
BV (A× (0, T )) = {f = (f1, f2, ..., fm) : fi ∈ BV (Ii × (0, T ))},
and ‖f‖ =
∑
i∈M
‖fi‖.
Definition 1.1. For every u0 ∈ BV (A), a function u ∈ BV (A × (0, T )) is a
solution of (1.1)-(1.3), (1.5) if, for all φi ∈ C
1
0([0, Li)× [0, T )) ,∫ T
0
∫
Ii
[ui(φit + λiφix)] (x, t)dxdt+
∫
Ii
ui0(x)φi(x, 0)dx = −λiBi
∫ T
0
φi(0, t)dt , i ∈ I,
∫ T
0
∫
Ii
[ui(φit + λiφix)] (x, t)dxdt +
∫
Ii
ui0(x)φi(x, 0)dx =
−
∫ T
0
φi(0, t)
∑
j∈I
γijλjuj(Lj, t)dt , i ∈ O .
For every u0 ∈ BV (A), problem (1.1)-(1.3),(1.5) has a unique solution in the
sense of the above definition; this fact is easily proved by taking into accout that
each component ui has null weak derivative in the direction z = (s, λis) and then
using the Stampacchia’s Lemma [24] and the Green’s formula for BV functions [26]
(see also [20], Remark 3 and Theorem 3).
In this paper we deal with a vanishing viscosity approximation for (1.1)-
(1.3),(1.5), by considering the following parabolic problem, where ǫ is a variable
parameter to be sent to zero,
(1.8)

uǫi t = −λiu
ǫ
ix + ǫu
ǫ
ixx x ∈ Ii , t > 0 , i ∈ M ,
uǫi(x, 0) = u
ǫ
0i(x) ∈W
2,1(Ii) , x ∈ Ii , i ∈ M ,
βi
(
−λiu
ǫ
i(N, t) + ǫu
ǫ
ix(N, t)
)
=
∑
j∈M
Kij(u
ǫ
j(N, t)− u
ǫ
i(N, t)) , t > 0 , i ∈ M,
uǫi(ei, t) = u
ǫ
0i(ei) , i ∈ M t > 0 ,
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where uǫi(N, t) denotes u
ǫ
i(0, t) if i ∈ O and denotes u
ǫ
i(Li, t) if i ∈ I, and u
ǫ
i(ei, t),
u0
ǫ
i(ei) denote u
ǫ
i(0, t), u0
ǫ
i(0) if i ∈ I, and denote u
ǫ
i(Li, t), u0
ǫ
i(Li) if i ∈ O.
Besides, we assume
(1.9) Kij ≥ 0 , Kij = Kji ∀i, j ∈M , βi =
{
1 i ∈ I
−1 i ∈ O
.
Finally, the values u0
ǫ
i satisfy the transmission conditions in (1.8) for all i ∈M,
(1.10) βi (−λiu
ǫ
0i(N) + ǫu
ǫ
0ix(N)) =
∑
j∈M
Kij(u
ǫ
0j(N)− u
ǫ
0i(N))
and uǫ0 approximates u0 for ǫ→ 0 in suitable way (see Section 3).
Transmission conditions in (1.8) imply that the sum of the fluxes incoming in the
inner node N is equal to the one of the outgoing fluxes, thanks to the assumptions
on the coefficients Kij ; however these conditions impose no continuity condition on
the solution at node, as assumed for instance in [19, 6, 9, 25], so that they seem
to be more appropriate when dealing with mathematical models for movements
of individuals, as in traffic flows or in biological phenomena involving bacteria
or other microorganisms movements, where discontinuities at the nodes for the
density functions are expected. This kind of conditions were introduced by Kedem-
Katchalsky in [18] as permeability conditions in the description of passive transport
through a biological membrane, see also [22, 4, 5] for various mathematical and
related formulations; more recently they were proposed as transmission conditions
for hyperbolic-parabolic and hyperbolic-elliptic systems describing movements of
microorganism on networks, driven by chemotaxis [12, 13, 14, 15].
In the next section we are going to prove that problem (1.8)-(1.10) has a unique
smooth solution uǫ in the following sense.
Definition 1.2. For every uǫ0 ∈ W
2,1(A) satisfying (1.10), a solution of (1.8)
is a function uǫ ∈ C([0,+∞);W 2,1(A)) ∩ C1([0,+∞);L1(A)) which solves the
equation in (1.8) in strong sense and verifies the initial, boundary and transmission
conditions in (1.8).
Moreover we shall prove some estimates uniform in ǫ for uǫ, assuming the
following condition on the coefficients Kij in (1.8),
(1.11) for all i ∈ I ,Kij > 0 for some j ∈ O (at least one j).
The uniform estimates allow to use compacteness techniques and prove the
convergence of each sequence {uǫn}n∈N, ǫn → 0, to the unique solution to problem
(1.1) which satisfies (1.2), (1.3) and (1.5) with coeffcients γij determined by Kij
and λi (i, j ∈ M). The result is achieved provided that {u
ǫn
0 }n∈N is a sequence
approximating in suitable way the initial data u0 and assuming the boundary
data Bi on the incoming arcs; we show the actual possibility to obtain such
approximation.
The vanishing viscosity for conservation laws on networks has been approached
in several papers. In particolar we refer to [6], where the authors approximate
a conservations law on a starshaped network with unlimited arcs by means of
a parabolic problem, enforcing a continuity condition at the inner node beside
to conservation of the parabolic flux; also, we refer to [7] where a more general
set of transmission conditions on the parabolic fluxes is considered, inspired by
[12], which preserve the parabolic flux but allows discontinuities for the unknown;
both the papers consider a nonlinear conservation law and the results concern the
convergence of a subsequence of solutions of the parabolic problems to a solution
of the conservation law satisfying the conservation of the flux at the inner node;
the flux function f in the conservation law is such that f(1) = f(0) = 0 and
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initial data verify 0 ≤ u0i ≤ 1, so that a uniform L
∞ bound for solutions
to the parabolic problems holds thanks to comparison results, and compensated
compactness arguments are used to prove strong convergence.
Here, thanks to the linearity of the problems, not only we can study in details
the solvability of the regularized problem, but also we are able to give a more
precise result of convergence: once the velocities λi and the coeffcients Kij in the
conditions at the node N in (1.8) have been set, we identify univokely the limit
function as the solution to (1.1)-(1.3) satisfying (1.5) with specific γij , so that the
convergence result holds for all the sequence uǫn , ǫn → 0. The structure of the
transmission conditions in (1.8) is crucial in proving this result.
We remark that we could not obtain a uniform L∞ bound for the functions
{uǫ} by means of comparison techiques since, in general, it is not easy to find
supersolutions and subsolutions to the problem (1.8); as a matter of fact, the
existence of solutions in the form Ui(x, t) = Ci satisfying transmission conditions
(1.8) is connected to the features of the coefficients matrix of the linear system∑
j∈M
Kij(Cj − Ci)− βiλiCi = 0 , i ∈M;
moreover, although the equations in (1.8) are linear, if u is a solution , the function
u+C no longer satisfies the transmission conditions, so that we are able to compare
solutions only with the null one, i.e. the unique solution which is constant on the
whole network and satisfies the transmission conditions in (1.8).
One may wonder if, every given set of parameters {γij} satisfying (1.6) and (1.7)
admits at least a corresponding set {Kij} verifying (1.9),(1.11) so that problems
(1.8) approximates the problem (1.1)-(1.5). In this direction, first we prove that
under the condition
(1.12) for each i ∈ O there exists at least one j ∈ I such that Kij > 0 ,
problem (1.1)-(1.5), whose solution is the limit function of the sequences uǫn
(ǫn → 0), actually verifies condition (1.7), i.e. (1.6) are actually transmission
conditions. However, in the general case, we do not have the proof that to each
given family of parameters γij satisfying (1.6), (1.7), corresponds at least one family
of coefficients Kij in (1.8), satisfying (1.9), (1.11), which allow to achieve the
approximation result, since this involves too heavy computations. In this paper,
we are able to show how choosing the coefficients Kij in correspondence with the
parameters γij only for some classes of networks and some classes of conditions
(1.5).
The paper is organized as follows. In Section 2 we study the solvability of
problem (1.8)-(1.10) by using the theory of semigroups. In Section 3 we derive a
priori estimates for the solutions to (1.8)-(1.10), (1.11), which will turn out to be
uniform in ǫ providing the family of initial data uǫ0 approximate u0 in a suitable
way. This approximation is described in Section 4, where, finally, we prove the
convergence result for all the sequences of solutions of the parabolic problem to a
determined solution of (1.1)-(1.4). In the last section we propose, for some classes
of networks and some classes of transmission conditions (1.5), sets of parameters
Kij which give rise to limit function satisfying (1.5) with predetermined coefficients
γij .
2. Existence of solutions for the parabolic problem
This section is devoted to the prove of existence and uniqueness of solutions to
problem (1.8)-(1.10). It is convenient to rewrite the transmission condtions in (1.8)
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in a more compact form, as follows
(2.1) βi (λiu
ǫ
i(N, t)− ǫu
ǫ
ix(N, t)) =
∑
j∈M
αiju
ǫ
j(N, t) , t > 0 , i ∈M ,
where
(2.2) αij = −Kij ≤ 0 for i 6= j , αii =
∑
j∈M,j 6=i
Kij ≥ 0 ;
notice that αij = αji, and
∑
j∈M
αij =
∑
i∈M
αij = 0; moreover, if (1.11) holds, then
αii > 0 for i ∈ I.
Let us consider q(x) = {qi(x)}i∈M, qi ∈ C
∞(Ii), such that
qi(ei) = u
ǫ
0i(ei) , qi(N) = q
′
i(N) = 0 , i ∈M ,
and the operator Aǫ0 defined as follows
(2.3)
D(Aǫ0) =


w ∈ W 2,1(A) : w(ei) = 0 (i ∈M),
βi (λiwi(N)− ǫwix(N)) =
∑
j∈M
αijwj(N) (i ∈ M)

 ,
Aǫ0w = {ǫwixx − λiwix}i∈M .
If uǫ is a solution to problem (1.8)-(1.10) then vǫ(t) = uǫ(t) − q satisfies the
problem
(2.4)


vǫ(t) ∈ C([0,+∞);D(Aǫ0)) ∩ C
1([0,+∞);L1(A)) ,
vǫt = A
ǫ
0v
ǫ + F ,
vǫ(x, 0) = uǫ0(x) − q(x) ∈ D(A
ǫ
0) ,
where F (x) = {Fi(x) = ǫq
′′
i (x) − λiq
′
i(x)}i∈M.
We are going to prove the existence and uniqueness of solutions to problem (2.4)
in order to prove the same results for problem (1.8)-(1.10).
The first step in the proof is showing that, thanks to conditions (2.2) on αij , the
linear unbounded operator Aǫ0 is m-dissipative in L
1(A), so that the existence of a
unique solution vǫ ∈ C([0,+∞);D(Aǫ0)) ∩ C
1([0,+∞);L1(A)) for the homogeneous
problem associated to (2.4) will result from the theory of linear semigroups (see
[3]). We recall that, as defined in the same reference, a linear unbounded operator
A in a Banach space X is dissipative if ‖v − θAv‖X ≥ ‖v‖X for all v ∈ D(A) and
for all θ > 0; moreover a linear unbounded operator A in a Banach space X is
m-dissipative if it is dissipative and there exists θ0 > 0, such that for all f ∈ X ,
there exists a solution v of v − θ0Av = f .
In some of the proofs of the paper we are going to use the following functions.
Let δ > 0; we set
(2.5) gδ(w) =


0 w ∈ (−∞, 0]
w2(4δ)−1 w ∈ (0, 2δ]
w − δ w ∈ (2δ,+∞)
.
Notice that
(2.6)
gδ ∈ C
1(R) , gδ(w)→δ→0 [w]
+ pointwise , |gδ(w)| ≤ |w| ,
g′δ(w)→δ→0 χ[0,+∞)(w) pointwise , |g
′
δ(w)| ≤ 1 ,
g′′δ (w)→δ→0 0 pointwise , g
′′(w)w is bounded .
Finally, we set
(2.7) gδ(w) := gδ(w) + gδ(−w) ∈ C
1(R) .
Proposition 2.1. The operator Aǫ0 defined in (2.3) is dissipative in L
1(A).
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Proof. We have to prove that∑
i∈M
‖vi − θ(ǫvixx − λivix)‖1 ≥
∑
i∈M
‖vi‖1 ∀v ∈ D(A
ǫ
0) , ∀θ > 0 .
Setting fi := vi − θ(ǫvixx − λivix), then∑
i∈M
‖fi‖1 ≥
∑
i∈M
∫
Ii
fig
′
δ(vi)dx =
∑
i∈M
∫
Ii
(vig
′(vi) + θ(λivix − ǫvixx)g
′
δ(vi)) dx
=
∑
i∈M
∫
Ii
vig
′(vi)dx+ θ
∑
i∈M
∫
Ii
(ǫvix − λivi)vixg
′′
δ (vi)) dx
+θ
∑
i∈I
(λivi(Li)− ǫvix(Li)) g
′
δ(vi(Li))− θ
∑
i∈O
(λivi(0)− ǫvix(0)) g
′
δ(vi(0))
≥
∑
i∈M
∫
Ii
vig
′
δ(vi)dx + θ
∑
i∈M
∫
Ii
(−λivi)vixg
′′
δ (vi)) dx
+θ
∑
i∈I

∑
j∈M
αijvj(N)

 g′δ(vi(N)) + θ∑
i∈O

∑
j∈M
αijvj(N)

 g′δ(vi(N))
=
∑
i∈M
∫
Ii
vig
′
δ(vi)dx+ θ
∑
i∈M
∫
Ii
(−λivi)vixg
′′
δ (vi)) dx+ θ
∑
i,j∈M
αijvj(N)g
′
δ(vi(N)) .
Since vi, vix ∈ L
1(Ii), thanks to (2.6), when δ goes to zero, using the dominated
convergence theorem, we obtain∑
i∈M
‖fi‖1 ≥
∑
i∈M
‖vi‖1 + θ
∑
i,j∈M
αij |vj(N)|sgn(vj(N))sgn(vi(N))
=
∑
i∈M
‖vi‖1 + θ
∑
j∈M
|vj(N)|
∑
i∈M
αijsgn(vj(N))sgn(vi(N)) .
The conditions (2.2), which are valid thanks to the assumptions on the coefficients
Kij , ensure that there holds∑
i∈M
αijsgn(vj(N))sgn(vi(N)) ≥ 0 ,
so the dissipativity of Aǫ0 follows. 
Proposition 2.2. The operator Aǫ0 defined in (2.3) is m-dissipative in L
1(A).
Proof. Since the operator Aǫ0 is dissipative, we have only to prove that for all
f ∈ L1(A) there exists a solution v ∈ D(Aǫ0) of the equation v − A
ǫ
0v = f . Let
f = {fi}i∈M; if fi ∈ C
∞
0 (Ii) for all i ∈M, the solutions of the equation
(2.8) v′′i −
λi
ǫ
v′i −
1
ǫ
vi =
fi
ǫ
, x ∈ Ii
can be written
(2.9) vi(x) = ci1e
ai1x + ci2e
ai2x + pi(x)
where
(2.10) ǫ ai1 =
λi
2
−
1
2
√
λ2i + 4ǫ < 0 , ǫ ai2 =
λi
2
+
1
2
√
λ2i + 4ǫ > λi ,
and pi(x) is the particular solution to (2.8) which satisfies the conditions
(2.11) pi(L) = p
′
i(L) = 0 if i ∈ I , pi(0) = p
′
i(0) = 0 if i ∈ O .
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We are going to prove that there exist ci1, ci2 ∈ R (i ∈ M) such that v = {vi}i∈M
given by (2.9) satisfies the boundary and the transmission conditions in (2.3) . The
boundary conditions read
(2.12)
ci1 + ci2 + pi(0) = 0 i ∈ I ,
ci1e
ai1Li + ci2e
ai2Li + pi(Li) = 0 i ∈ O ,
while the conditions at the inner node read
(2.13)


λi
(
ci1e
ai1Li + ci2e
ai2Li
)
− ǫ
(
ci1ai1e
ai1Li + ci2ai2e
ai2Li
)
=
∑
j∈I
αij
(
cj1e
aj1Lj + cj2e
aj2Lj
)
+
∑
j∈O
αij (cj1 + cj2) , i ∈ I,
−λi (ci1 + ci2) + ǫ (ci1ai1 + ci2ai2) =
∑
j∈I
αij
(
cj1e
aj1Lj + cj2e
aj2Lj
)
+
∑
j∈O
αij (cj1 + cj2) i ∈ O .
Using the conditions (2.12) in (2.13) and setting
Pi := e
ai1Li(λi − ǫai1) pi(0)−
∑
j∈I
αije
aj1Ljpj(0)−
∑
j∈O
αije
−aj1Ljpj(Lj), i ∈ I,
Pi := e
−ai1Li(−λi+ǫai1)pi(Li)−
∑
j∈I
αije
aj1Ljpj(0)−
∑
j∈O
αije
−aj1Ljpj(Lj), i ∈ O,
{ci2}i∈M will result as solution of the linear systems of m equations:

(
(ǫai2 − λi)e
ai2Li + (λi − ǫai1)e
ai1Li + αii(e
ai2Li − eai1Li)
)
ci2
+
∑
j∈I,j 6=i
αij
(
eaj2Lj − eaj1Lj
)
cj2 +
∑
j∈O
αij
(
1− e(aj2−aj1)Lj
)
cj2 = −Pi , i ∈ I,
(
(ǫai2 − λi) + (λi − ǫai1)e
(ai2−ai1)Li + αii(e
(ai2−ai1)Li − 1)
)
ci2
−
∑
j∈I
αij
(
eaj2Lj − eaj1Lj
)
cj2 +
∑
j∈O,j 6=i
αij
(
e(aj2−aj1)Lj − 1
)
cj2 = Pi , i ∈ O.
Let H = {hij} be the coefficients matrix of the above linear system; then (2.10)
and the assumptions on αij imply that∑
j∈M,j 6=i
|hji| = (e
ai2Li − eai1Li)
∑
j∈M,j 6=i
|αji| ≤ αii(e
ai2Li − eai1Li)
< (ǫai2 − λi)e
ai2Li + (λi − ǫai1)e
ai1Li + αii(e
ai2Li − eai1Li) = hii ,
i ∈ I ,
∑
j∈M,j 6=i
|hji| = (e
(ai2−ai1)Li − 1)
∑
j∈M,j 6=i
|αji| ≤ αii(e
(ai2−ai1)Li − 1)
< (ǫai2 − λi) + (λi − ǫai1)e
(ai2−ai1)Li + αii(e
(ai2−ai1)Li − 1) = hii ,
i ∈ O ,
so that H has strictly dominant diagonal . It follows that there exists a unique
solution {ci2}i∈M of the linear system, and {ci1}i∈M con be determined using
(2.12).
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If f ∈ L1(A) then we consider a sequence {fn}n∈N, fni ∈ C
∞
0 (Ii) ( i ∈M), such
that fn →n→+∞ f in L
1(A); moreover we consider the corresponding sequences
{pn}n∈N, satisfying (2.11), and the functions
vni(x) = c
n
i1e
ai1x + cni2e
ai2x + pni(x) , i ∈ M ,
solutions to (2.8), where f is replaced by fn,
(2.14) v′′ni −
λi
ǫ
v′ni −
1
ǫ
vni =
fni
ǫ
, x ∈ Ii , i ∈M .
The sequence {vn}n∈N converges to some v in L
1(A), since the operator Aǫ0 is
dissipative in L1(A) so that ‖vn − vn‖1 ≤ ‖fn − fn‖1, for n, n ∈ N.
We can express each pni, for i ∈ I, as follows
pni(x) =
1
a2i − a1i
∫ x
Li
fni(y)
ǫ
(
−eai1(x−y) + eai2(x−y)
)
dy ,
and a similar expression holds for i ∈ O; if we define, for i ∈ I
pi(x) =
1
a2i − a1i
∫ x
Li
fi(y)
ǫ
(
−eai1(x−y) + eai2(x−y)
)
dy ,
we obtain
|pni(x)− pi(x)| ≤
1
a2i − a1i
∫ Li
0
|fni(y)− fi(y)|
ǫ
(
eai2(x−y) − eai1(x−y)
)
dy ,
so that {pni} converges in C(Ii) to pi for each i ∈ I, and similarly, for each for
i ∈ O. This fact implies the convergence of the sequences {cni2}n∈N and {c
n
i1}n∈N,
for all i ∈M. Then
vi(x) = ci1e
ai1x + ci2e
ai2x + pi(x)
and the claim is proved if we show that v ∈ D(Aǫ0) and it satisfies (2.8).
Since, for all i ∈ M,
p′ni(x) =
1
a2i − a1i
∫ x
Li
fni(y)
(
−a1ie
a1i(x−y) + a2ie
a2i(x−y)
)
dy ,
the functions p belong to W 1,1(A) and
p′i(x) =
1
a2i − a1i
∫ x
Li
fi(y)
(
−a1ie
a1i(x−y) + a2ie
a2i(x−y)
)
dy ;
moreover
v′ni(x) = a1ic
n
1ie
a1ix + a1ic
n
2ie
a2ix + p′ni(x) ,
v′i(x) = a1ic1ie
a1ix + a1ic2ie
a2ix + p′i(x) ,
so we infer that
vni →n→+∞ vi in W
1,1(Ii) .
From the equation (2.14) we obtain
−
∫ Li
0
v′iφ
′ =
∫ Li
0
φ
(
λi
ǫ
v′i +
1
ǫ
vi +
fi
ǫ
)
, φ ∈ C10 (Ii) ,
so vi ∈W
2,1(Ii), |vni − vi| → 0 in W
2,1(Ii) and vi satisfies (2.8) for all i ∈M.
Finally, the convergence in W 2,1(Ii) implies that v satisfies the boundary and
transmission conditions . 
The proof of existence and uniqueness of solutions to problem (2.4), where
homogeneous boundary conditions are considered, is a direct consequence of the
previous propositions.
Proposition 2.3. For every uǫ0 ∈ D(A
ǫ
0), there exists a unique solution to problem
(2.4).
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Proof. For all ǫ > 0 we easily see that D(Aǫ0) is dense in L
1(A), in fact
{f = (f1, f2, ..., fm) : fi ∈ C
∞
0 (Ii)} ⊂ D(A
ǫ
0) .
Since Aǫ is an m-dissipative operator in L1(A) and D(Aǫ0) is dense in L
1(A), the
Hille -Yosida theorem implies that Aǫ0 generates a linear semigroup τǫ. Moreover,
Fi ∈ C
∞(Ii), so the linear contraction semigroups theory applies to problem
(2.3), (2.4) (see [3]), providing the unique solution vǫ ∈ C([0,+∞);D(Aǫ0)) ∩
C1([0,+∞);L1(A)),
vǫ(t) = τǫ(t)(u
ǫ
0 − q) +
∫ t
0
τǫ(t− s)F ds .

The existence and uniqueness of solutions to problem (1.8))-(1.10) immediately
follows from the above proposition, thanks to the position vǫ = uǫ − q set at the
beginning of this section.
Theorem 2.1. For every uǫ0 ∈ W
2,1(A) satisfying (1.10) there exists a unique
solution uǫ to problem (1.8) with
uǫ ∈ C([0,+∞);W 2,1(A)) ∩ C1([0,+∞);L1(A)) ,
and this solution is given by
(2.15) uǫ(t) = τǫ(t)(u
ǫ
0 − q) +
∫ t
0
τǫ(t− s)Fds+ q .
3. Uniform estimates for the solutions of the parabolic problem
In this section we obtain some estimates for the solutions to problems (1.8)-
(1.10), which will be uniform in ǫ provided that uǫ0i approximates ui0 in suitable
way when ǫ→ 0+ (see next Section).
Let 0 < ǫ ≤ 1 and let q be the function defined at the beginning of Section 2.
Proposition 3.1. Let uǫ be the solution to problem (1.8)-(1.10); then for all t > 0,
‖uǫ(t)‖L1(A) ≤ ‖u
ǫ
0‖L1(A) + η1t+ η2 ,
where η1, η2 ≥ 0.
Proof. From Theorem 2.1 we know that
uǫ(t) = τǫ(t)(u
ǫ
0 − q) +
∫ t
0
τǫ(t− s)Fds+ q
so, thanks to the properties of contraction semigroups,
‖uǫ‖L1(A) ≤ ‖u
ǫ
0‖L1(A) + 2‖q‖L1(A) + t
∑
i∈M
‖ǫq′′i (x) − λiq
′
i(x)‖L1(A) .

Using the properties of the semigroup τǫ we can also prove the following estimate
for uǫt.
Proposition 3.2. Let uǫ be the solution to problem (1.8)-(1.10), then, for all t > 0,
‖uǫt(t)‖L1(A) ≤
∑
i∈M
‖ − λiu
ǫ
0x + ǫu
ǫ
0xx‖L1(A) .
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Proof. Since (uǫ0 − q) ∈ D(A
ǫ
0) the following equality holds
Aǫ0τǫ(u
ǫ
0 − q) = τǫA
ǫ
0(u
ǫ
0 − q) ,
hence, using (2.15) (see [3]), we can write
‖uǫt(t)‖L1(A) = ‖ (τǫ(t)(u
ǫ
0 − q))t + τǫ(t)F‖L1(A)
= ‖Aǫ0τǫ(t)(u
ǫ
0 − q) + τǫ(t)F‖L1(A) = ‖τǫ(t)(A
ǫ
0(u
ǫ
0 − q) + F )‖L1(A)
≤ ‖Aǫ0(u
ǫ
0 − q) + F‖L1(A) = ‖ǫu
ǫ
0xx − λiu
ǫ
0x‖L1(A) .

Now we can prove the following estimate for uǫx.
Proposition 3.3. Let (1.11) hold and let uǫ be the solution to problem (1.8)-(1.10);
then, for all T > 0 and all i ∈M, for small ǫ,
sup
t∈[0,T ]
∫
Ii
|uǫix(x, t)|dx ≤ C
∑
j∈M
‖uǫ0j‖W 1,1(Ij)
+C sup
t∈[0,T ]
∑
j∈M
(
‖uǫjt(t)‖L1(Ij) + ‖u
ǫ
j(t)‖L1(Ij)
)
,
where C depends on λι,Lι, Kιj (ι, j ∈M) and Sobolev constants.
Proof. Using the function (2.7) we can write, for each i ∈ M and t > 0,∫
Ii
[uǫit g
′
δ(u
ǫ
ix)] (x, t)dx =
∫
Ii
[(ǫuǫixx − λiu
ǫ
ix) g
′
δ(uix)] (x, t)dx
whence ∫
Ii
λi [u
ǫ
ix g
′
δ(u
ǫ
ix)] (x, t)dx =
= ǫ[uǫix g
′
δ(u
ǫ
ix)](Li, t)− ǫ[u
ǫ
ix g
′
δ(u
ǫ
ix)](0, t)
−
∫
Ii
ǫ [uǫix g
′′
δ (u
ǫ
ix)u
ǫ
ixx] (x, t)dx −
∫
Ii
[uǫi t g
′
δ(u
ǫ
ix)] (x, t)dx .
Now, let δ go to zero and we use the dominated convergence theorem, taking
into account that uǫix, u
ǫ
ixx, u
ǫ
it ∈ L
1(Ii) and the properties of gδ (see (2.6)). So we
obtain
(3.1)
∫
Ii
λi|u
ǫ
ix(t)|dx ≤ ‖u
ǫ
it(t)‖L1(Ii) + ǫ|u
ǫ
ix(Li, t)| − ǫ|u
ǫ
ix(0, t)|
≤ ‖uǫit(t)‖L1(Ii) + |ǫu
ǫ
ix(Li, t)− λiu
ǫ
i(Li, t)|+ |λiu
ǫ
i(Li, t)|
≤ ‖uǫit(t)‖L1(Ii) + C
i
0‖(ǫu
ǫ
ix − λiu
ǫ
i)(t)‖W 1,1(Ii) + |λiu
ǫ
i(Li, t)|
≤ Ci1
(
ǫ‖uix(t)‖L1(Ii) + λi‖ui(t)‖L1(Ii) + ‖uit(t)‖L1(Ii)
)
+ |λiu
ǫ
i(Li, t)| ,
where we used the equation satisfied by uǫi ; then, for small ǫ,
(3.2)
∫
Ii
|uǫix(t)|dx ≤ C
i
2
(
‖ui(t)‖L1(Ii) + ‖uit(t)‖L1(Ii)
)
+ |λiu
ǫ
i(Li, t)| ,
where Ci0, C
i
1, C
i
2 depend on Sobolev constants and on λi.
For i ∈ O, the claim easily follows from (3.2), since uǫi(Li, t) = ui
ǫ
0(Li, t).
As a consequence we obtain the L∞-bound for uǫi , i ∈ O,
(3.3) ‖uǫi(t)‖L∞(Ii) ≤ C
i
3
(
‖uǫit(t)‖L1(Ii) + ‖u
ǫ
i(t)‖L1(Ii) + ‖u
ǫ
i0‖W 1,1(Ii)
)
, t > 0 ,
where Ci3 depends on λi and Sobolev constants.
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In order to obtain the estimate in the claim for the incoming arcs, we fix ǫ and
U ǫ := max
j∈I
max
t∈[0,T ]
[uǫj(Lj , t)]
+ , U ǫ := −max
j∈I
max
t∈[0,T ]
[uǫj(Lj, t)]
− .
If U ǫ > 0, let k ∈ I and tˆ ∈ [0, T ] be such that u
ǫ
k(Lk, tˆ) = U ǫ; then, arguing as in
(3.1), we have
(3.4)
∣∣∣∣∣∣
∑
j∈M
αkju
ǫ
j(N, tˆ)
∣∣∣∣∣∣ =
∣∣[ǫuǫkx − λkuǫk](Lk, tˆ)∣∣
≤ Ck0
(
‖uǫkt(tˆ)‖L1(Ik) + ǫ‖u
ǫ
kx
(tˆ)‖L1(Ik) + λk‖u
ǫ
k(tˆ)‖L1(Ik)
)
whence
(3.5)
U ǫ

αkk + ∑
j∈I,j 6=k
αkj

 ≤ αkkU ǫ + ∑
j∈I,j 6=k
αkju
ǫ
j(Lj , tˆ) =
∑
j∈I
αkju
ǫ
j(Lj, tˆ)
≤
∣∣∣∣∣∣
∑
j∈O
αkju
ǫ
j(0, tˆ)
∣∣∣∣∣∣+ Ck0
(
‖uǫkt(tˆ)‖L1(Ik) + ǫ‖u
ǫ
kx(tˆ)‖L1(Ik) + λk‖u
ǫ
k(tˆ)‖L1(Ik)
)
;
now we use (1.11) to say that
(
αkk +
∑
j∈I,j 6=k αkj
)
> 0, and (3.3) to obtain
U ǫ ≤ C4
∑
j∈O∪{k}
(
‖uǫjt(tˆ)‖L1(Ij) + ‖u
ǫ
j(tˆ)‖L1(Ij) + ‖u
ǫ
0j‖W 1,1(Ij)
)
+Ck0 ǫ‖uk
ǫ
x(tˆ)‖L1(Ik),
where C4 is a positive constant depending on Sobolev constants, on λi and on the
coefficients αij (i, j ∈ M).
As for the lower bound, if U ǫ < 0 let h ∈ I and t˜ ∈ [0, T ] be such that
uǫh(Lh, t˜) = U ǫ; arguing as above we obtain
U ǫ ≥ −C5
∑
j∈O∪{h}
(
‖uǫjt(t˜)‖L1(Ij) + ‖u
ǫ
j(t˜)‖L1(Ij) + ‖u
ǫ
0j‖W 1,1(Ij)
)
−Ch0 ǫ‖uh
ǫ
x(t˜)‖L1(Ih),
where C5 is a positive constant depending on Sobolev constants, on λi and on the
coefficients αij (i, j ∈ M).
So, we achieved the L∞-bound for uǫi(Li, t), i ∈ I,
(3.6)
‖uǫi(Li, ·)‖L∞(0,T ) ≤ C6

ǫ∑
j∈I
sup
s∈[0,T ]
‖uj
ǫ
x
(s)‖L1(Ij) +
∑
j∈M
‖uǫ0j‖W 1,1(Ij)


+C6 sup
s∈[0,T ]
∑
j∈M
(
‖uǫjt(s)‖L1(Ij) + ‖u
ǫ
j(s)‖L1(Ij)
)
,
where C6 depends on Sobolev constants, on λι and on the coefficients αιj (ι, j ∈ M),
which allows us to control the quantity |λiu
ǫ
i(Li, t)| in (3.2) also when i ∈ I,
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obtaining, for t ∈ [0, T ],∫
Ii
|uǫix(x, t)|dx ≤ C
i
2
(
‖ui(t)‖L1(Ii) + ‖uit(t)‖L1(Ii)
)
+λiC6

ǫ∑
j∈I
sup
s∈[0,T ]
‖uj
ǫ
x
(s)‖L1(Ij) +
∑
j∈M
‖uǫ0j‖W 1,1(Ij)


+λiC6 sup
s∈[0,T ]
∑
j∈M
(
‖uǫjt(s)‖L1(Ij) + ‖u
ǫ
j(s)‖L1(Ij)
)
;
finally∑
i∈I
sup
t∈[0,T ]
∫
Ii
|uǫix(x, t)|dx ≤ C7
∑
j∈M
‖uǫ0j‖W 1,1(Ij)
+C7 sup
t∈[0,T ]
∑
j∈M
(
‖uǫjt(t)‖L1(Ij) + ‖u
ǫ
j(t)‖L1(Ij)
)
+ C7ǫ
∑
j∈I
sup
t∈[0,T ]
‖uj
ǫ
x
(t)‖L1(Ij),
where C7 depends on Sobolev constants, λι, αιj (ι, j ∈ M). For small ǫ we have
the claim. 
Finally we prove the following comparison result, relying on the fact that the
functions Ui(x) = 0, for all x ∈ Ii and all i ∈ M, satisfies the equations and the
transmission conditions in (1.8).
Proposition 3.4. Let uǫ be the solution to problem (1.8)-(1.10); if uǫ0i(ei) ≥ 0 for
all i ∈ M, then, for all t > 0,∑
i∈M
∫
Ii
[uǫi(x, t)]
−dx ≤
∑
i∈M
∫
Ii
[uǫ0i(x)]
−dx ;
in particular, if uǫ0i(x) ≥ 0 then u
ǫ
i(x, t) ≥ 0 .
Proof. Following standard methods (for example see [8]), using the function (2.5)
we can write∑
i∈M
(∫
Ii
gδ(−u
ǫ(x, t))dx −
∫
Ii
gδ(−u
ǫ(x, 0))dx
)
=
∑
i∈M
∫ t
0
∫
Ii
(gδ(−u
ǫ)(x, s))s dxds
≤
∫ t
0
∑
i,j∈M
αiju
ǫ
j(N, s)g
′
δ(−u
ǫ
i(N, s))ds
+
∑
i∈M
∫ t
0
∫
Ii
λig
′′
δ (−u
ǫ(x, s))(uǫi(x, s))xu
ǫ
i(x, s)dx ds .
Since uǫi(t), u
ǫ
ix(t) ∈ L
1(Ii) and u
ǫ
i(N) ∈ L
1(0, t) for all i ∈ M, thanks to (2.6) we
can let δ go to zero using the dominated convergence theorem, to obtain∑
i∈M
∫
Ii
[uǫi(x, t)]
−dx−
∑
i∈M
∫
Ii
[uǫi(x, 0)]
−dx
≤
∫ t
0
∑
i∈M
∑
j∈M
αij |u
ǫ
j(N, s)|sgn(u
ǫ
j(N, s))sgn
+(−uǫi(N, s))ds ≤ 0
since the assumptions on the coefficients ensure that∑
i∈M
αijsgn(u
ǫ
j(N, s))sgn
+(−uǫi(N, s))ds ≤ 0, for all j ∈ M.

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4. Convergence
In this section we prove the vanishing viscosity approximation result. The first
subsection is devoted to the proof that, when ǫn → 0, each sequence {u
ǫn} of
solutions to parabolic problems (1.8)-(1.10) has a subsequences converging to a
solution u of (1.1)-(1.3) satisfying (1.4); this convergence result holds provided
{uǫn0 } approximates u0 in the sense of the Lemma 4.1 below. In Subsection 4.2 we
prove that such limit function u satisfies conditions (1.5), where γij are univokely
determined by λi and Kij (i, j ∈ M), so that, thanks to uniqueness of solution to
(1.1)-(1.3), (1.5), each sequence {uǫn} converges to u. In particular, if the family
{Kij} verifies (1.12), then (1.7) holds for the parameters γij , i.e. the conditions
satisfied by the limit function u at the inner node N are actually transmission
conditions.
4.1. Vanishing viscosity limit. Let us set
(4.1) Dǫ :=


w ∈ W 2,1(A) : wi(ei) = Bi if i ∈ I ,
βi (λiwi(N)− ǫw
′
i(N)) =
∑
j∈M
αijwj(N) , i ∈M

 ,
where βi is defined in (1.9).
We will use the following lemma whose quite technical proof is included in the
Appendix.
Lemma 4.1. Let {ǫn}n∈N be any decreasing sequence such that ǫn → 0. For every
v ∈ BV (A) there exists a sequence {vn}n∈N converging to v in L
1(A) such that
vn ∈ Dǫn for each n ∈ N, ‖v
′
n‖L1(A) are bounded by a quantity dependent on
‖v‖BV (A) and independent of n, and ǫn‖vn‖W 2,1(A) are bounded independently of
n.
Let u0 ∈ BV (A); in this section, for each decreasing sequence {ǫn}n∈N such that
ǫn → 0, {u
ǫn
0 }n∈N denotes a sequence approximating u0 as in Lemma 4.1 .
Let {uǫn}n∈N be the sequence of solutions to the following problems:
(4.2)

ui
ǫn
t = −λiui
ǫn
x + ǫnui
ǫn
xx , x ∈ Ii , t ∈ [0, T ] , i ∈M,
uǫni (x, 0) = u
ǫn
0i
(x) ∈W 2,1(A) , x ∈ Ii, i ∈M,
βi (−λiu
ǫn
i (N, t) + ǫnui
ǫn
x (N, t)) =
∑
j∈M
Kij(u
ǫn
j (N, t)− u
ǫn
i (N, t)) , t ∈ [0, T ] ,
uǫni (0, t) = Bi , i ∈ I , u
ǫn
i (Li, t) = u
ǫn
0i
(Li) , i ∈ O , t ∈ [0, T ] ,
where Kij satisfy (1.9) and u
ǫn
0 ∈ Dǫn .
The results in the previous section imply the following proposition.
Proposition 4.1. Let (1.11) hold, let u0 ∈ BV (A) and Bi ∈ R for i ∈ I; for all
T > 0
sup{‖uǫn‖BV (A×(0,T ))}n∈N < +∞ .
Proof. Let C1 ≥ ǫn‖u
ǫn
0 ‖W 2,1(A) for all ǫn. Lemma 4.1 and Proposition 3.1 imply
‖uǫn(t)‖L1(A) ≤ C2
for t ∈ [0, T ], where C2 depends on T and on ‖u0‖L1(A); Lemma 4.1 and Proposition
3.2 imply
‖uǫnt (t)‖L1(A) ≤ C3
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for t ∈ [0, T ], where C3 depends on ‖u0‖BV (A) and on the quantity C1; finally,
Propositions 3.3, 3.1 and 3.2 imply
‖uǫnx (t)‖L1(A) ≤ C4
for t ∈ [0, T ], where C4 depends on T, ‖u0‖BV (A), the quantiy C1, λι,Kιk (ι, k ∈ M)
and Sobolev constants. The constants Ci, i = 2, 3, 4 are independent from ǫn, so
the claim is proved. 
The first step in proving the convergence result is the argument of the next
proposition.
Proposition 4.2. Let (1.11) hold, let u0 ∈ BV (A), Bi ∈ R for i ∈ I. For all
T > 0 and for each decreasing sequence {ǫn}n∈N such that ǫn → 0, the sequence
{uǫn}n∈N of solutions to (4.2) admits a subsequence converging in L
1((A× (0, T ))
to a solution u of (1.1)-(1.4). For all i ∈ M, the corresponding subsequence of
traces u
ǫnk
i (N, t) converges weakly
∗ in L∞(0, T ) to some functions WNi (t); besides,
for all i ∈ O, the limit function u satisfies
(4.3) ui(0, t) =W
N
i (t) , t > 0 .
Proof. Thanks to the previous proposition, fixed T > 0, for every sequence {uǫn}
(ǫn → 0) there exist a subsequence {u
ǫnk} converging in L1(A × (0, T )) to a
function u ∈ BV (A × (0, T )), for n → +∞. It is possible to consider its traces
u(x, 0) ∈ L∞(A) and ui(0, t), ui(Li, t) ∈ L
∞(0, T ) (i ∈M), and we know that
lim
t→0
‖u(·, t)− u(·, 0)‖L1(A) = 0 ,
lim
x→0
‖ui(x, ·)− ui(0, ·)‖L1(0,T ) , lim
x→Li
‖ui(x, ·)− ui(Li, ·)‖L1(0,T ) = 0 , i ∈ M,
see [1].
We are going to identify the function u. First we have, for i ∈ I,∫ T
0
∫
Ii
[
u
ǫnk
i φit + λiu
ǫnk
i φix − ǫnkui
ǫnk
x φix
]
(x, t) dxdt +
∫
Ii
ui
ǫnk
0 (x)φi(x, 0)dx
=
∫ T
0
φi(Li, t)
∑
j∈M
αiju
ǫnk
j (N, t)dt , ∀φi ∈ C
∞
0 ((0, Li]× [0, T )) ,
and in similar way, for i ∈ O,∫ T
0
∫
Ii
[
u
ǫnk
i φit + λiu
ǫnk
i φix − ǫnkui
ǫnk
x φix
]
(x, t) dxdt +
∫
Ii
ui
ǫnk
0 (x)φi(x, 0)dx
=
∫ T
0
φi(0, t)
∑
j∈M
αiju
ǫnk
j (N, t)dt , ∀φi ∈ C
∞
0 ([0, Li)× [0, T )) ;
here we have used the expression (2.1) for the transmission conditions.
First, we recall that, thanks to Propositions 3.1, 3.2 and 3.3, for i ∈M,∫ T
0
∫
Ii
ǫnkui
ǫnk
x φixdxdt→k→+∞ 0 .
Then we notice that, since uǫnk ∈ C([0,+∞);W 2,1(A)), thanks to Propositions
3.1−3.3, the sequence of the traces u
ǫnk
i (N, t) is uniformly bounded in L
∞(0, T ),
so that we can consider a subsequence converging weak∗ in L∞(0, T ) to a certain
function WNi (t), for each i ∈M.
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So, we can consider a subsequence of {ǫnk}, still denoted by {ǫnk}, and letting
ǫnk go to zero in the above equalities, using the dominated convergence theorem
and Lemma 4.1, we obtain
(4.4)
∫ T
0
∫
Ii
[uiφit + λiuiφix] (x, t) dxdt +
∫
Ii
ui0(x)φi(x, 0)(x)dx
=
∫ T
0
φi(Li, t)
∑
j∈M
αijW
N
j (t)dt , ∀φi ∈ C
∞
0 ((0, Li]× [0, T )) i ∈ I ,
(4.5)
∫ T
0
∫
Ii
[uiφit + λiuiφix] (x, t)dxdt +
∫
Ii
ui0(x)φi(x, 0)dx
=
∫ T
0
φi(0, t)
∑
j∈M
αijW
N
j (t)dt , ∀φi ∈ C
∞
0 ([0, Li)× [0, T )) , i ∈ O .
Using test functions vanishing in {N} × [0, T ), it immediately follows that ui is
a weak solution to the conservation law (1.1) and satisfies in weak sense the initial
condition.
In order to prove that u satisfies the boundary conditions (1.4) and (4.3), we
are going to follow the [1, 23], where, however, only boundary conditions were
considered. Here we adapt their arguments to transmission conditions.
Let φi ∈ C
∞
0 (Ii × [0, T )); we set
(4.6) I[φi] :=
∫ T
0
∫
Ii
[uiφit + λiuiφix ](x, t)dx +
∫
Ii
ui0(x)φi(x, 0)dx .
Moreover, let ζ ∈ C10(R) be a suitable function such that ζ(x) = 1 in a neighborhood
of x = 0; we set ζai (x) := ζ
(
d(x,∂Ii)
a
)
; if the parameter a is positive and small,
(1− ζa)φi ∈ C
1
0(Ii × [0, T )), then
(4.7)
I[φi] = I[(1 − ζ
a
i )φi] + I[ζ
a
i φi] = I[ζ
a
i φi] = λi
∫ T
0
(uiφi(Li, t)− uiφi(0, t)) dt ,
where the last equality follows letting a go to zero and using the properties of the
traces [23].
As a consequence of the above computations, by density argument, for all test
functions φi ∈W
1,1
0 (R× (−∞, T )) the following formula holds, for i ∈ M,
(4.8)
∫ T
0
∫
Ii
[uiφit + λiuiφix ](x, t)dxdt +
∫
Ii
ui0(x)φi(x, 0)dx
= λi
∫ T
0
(uiφi(Li, t)− uiφi(0, t)) dt .
First, using (4.8) with test functions φi having null trace in {ei} × (0, T ) (we
recall that ei is the the boundary node of the arc Ii), and (4.4), (4.5), we obtain
(4.9)
λiui(Li, t) =
∑
j∈M
αijW
N
j (t) a.e. in (0, T ) , i ∈ I
−λiui(0, t) =
∑
j∈M
αijW
N
j (t) a.e. in (0, T ) , i ∈ O ;
the previous equalities prove that u satisfies the conservation of the fluxes (1.4) at
the inner node N , since
∑
i∈M
αij = 0.
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Then we use the technique in [23], considering at the inner node the functions
WNi (t), i ∈ O, in place of prescribed boundary functions . We consider functions
wi ∈ W
1,1(Ii × (0, T )), i ∈ I, whose traces in {0} × (0, T ) are Bi and functions
wi ∈W
1,1(Ii × (0, T )), i ∈ O, whose traces in {0} × (0, T ) are W
N
i (t).
Let E(ξ) = ξ2, then the following inequality holds
E(u
ǫnk
i )t ≤ ǫnk(E(u
ǫnk
i ))xx − λi(E(u
ǫnk
i ))x , i ∈M ,
and considering positive test functions φi vanishing in {Li} × (0, T ), we obtain
0 ≤
∫ T
0
∫
Ii
[
E(u
ǫnk
i ) (φit + λiφix)− ǫnk(E(u
ǫnk
i ))xφix
]
(x, t)dxdt
+
∫
Ii
E(u0
ǫnk
i (x))φi(x, 0)dx +
∫ T
0
[(
λiE(u
ǫnk
i )− ǫnk(E(u
ǫnk
i ))x
)
φi
]
(0, t)dt ,
for all i ∈ M; moreover, using the equation satisfied by uǫni and test functions
ψi = φiE
′(wi), we have
0 =
∫ T
0
∫
Ii
[
u
ǫnk
i (ψit + λiψix)− ǫnkui
ǫnk
x ψix
]
(x, t)dxdt
+
∫
Ii
u0
ǫnk
i (x)ψi(x, 0)dx+
∫ T
0
[(
λiu
ǫnk
i − ǫnkui
ǫnk
x
)
φiE
′(wi)
]
(0, t)dt .
Subtracting the last relation from the previous one we obtain
0 ≤
∫ T
0
∫
Ii
[
E(u
ǫnk
i )φit − u
ǫnk
i ψit + λi
(
E(u
ǫnk
i )φix − u
ǫnk
i ψix
)]
(x, t)dxdt
−
∫ T
0
∫
Ii
ǫnk
[
(E(u
ǫnk
i ))xφix − ui
ǫnk
x ψix
]
(x, t)dxdt
+
∫
Ii
(
E(u0
ǫnk
i (x)) − E
′(wi(x, 0))ui
ǫnk
0 (x)
)
φi(x, 0)dx
+
∫ T
0
[(
λi
(
E(u
ǫnk
i )− u
ǫnk
i E
′(wi)
)
− ǫnk (E
′(uǫni )− E
′(wi))ui
ǫnk
x
)
φi
]
(0, t)dt.
Now we let k → +∞ and using the dominated convergence theorem and taking into
account that ‖uǫn(t)‖W 1,1(A) and ǫn‖u
ǫn(t)‖W 2,1(A) are bounded in [0, T ], uniformly
in n, we obtain
0 ≤
∫ T
0
∫
Ii
[E(ui)φit − uiψit + λi (E(ui)φix − uiψix)] (x, t)dxdt
+
∫
Ii
(E(u0i(x)) − E
′(wi(x, 0))ui0(x))φi(x, 0)dx
+λi
∫ T
0
[(E(wi)− wiE
′(wi))φi] (0, t)dt ,
then (4.8) implies
0 ≤
∫ T
0
∫
Ii
[E(ui)φit + λiE(ui)φix] (x, t)dxdt +
∫
Ii
E(u0i(x))φi(x, 0)dx
+λi
∫ T
0
[(E(wi) + E
′(wi)(ui − wi))φi] (0, t)dt , for all i ∈M .
Now, we consider positive functions ηi ∈ C
1
0((−∞, Li)× [0, T )) and the functions
ζa previously introduced in this proof, with 0 ≤ ζ ≤ 1; in the above inequality we
choose φi = φ
a
i := ηiζ
a
i .
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As a goes to zero, as in [23], we obtain
0 ≤ λi
∫ T
0
[(E(wi)− E(ui) + E
′(wi)(ui − wi)) ηi] (0, t)dt, for all i ∈ M ;
since the above inequality holds for all positive ηi ∈ C
1
0((−∞, Li)× [0, T )), it follows
that, for all i ∈M,
u2i (0, t)− w
2
i (0, t) ≤ 2wi(0, t)(ui(0, t)− wi(0, t)) , a.e. t ∈ (0, T ) .
It is readily seen that the above relation must be an equality and gives ui(0, t) =
wi(0, t) for a.e. t, i.e.
(4.10) ui(0, t) = Bi , i ∈ I , ui(0, t) =W
N
i (t) , i ∈ O , a.e. in (0, T ) .

We remark that the conditions (4.10) identify each limit function ui as the unique
solution to equation (1.1) with boundary conditions in x = 0 given by (4.10) (see
Definition 1.1 and (4.8) with φi(Li, t) = 0) .
4.2. Identification of the limit. Now we are going to prove that all the sequences
{uǫn} converge to the same limit function, showing that the limit function u in the
Proposition 4.2 does not depend on the particular subsequence.
First we notice that the limit function u is univoquely determined on the
incoming arcs Ii, i ∈ I, by the boundary and initial conditions for these arcs;
moreover, we recall that the limit function u satisfies the equalities (4.9), which,
taking into account the second equalities in (4.10), can be written in the following
way
(4.11)
∑
j∈I
αijW
N
j (t) +
∑
j∈O
αijuj(0, t) = λiui(Li, t) , i ∈ I ,∑
j∈I
αijW
N
j (t) + (αii + λi)ui(0, t) +
∑
j∈O,j 6=i
αijuj(0, t) = 0 , i ∈ O ,
for a.e. t ∈ (0, T ); using these equalities we are going to prove that the values
uj(0, t), j ∈ O, are determined by the values uj(Lj , t), j ∈ I, by (1.5) where the
parameters γij depend only on αij (i.e. Kij) and λi.
Let Q be the m × m coefficients matrix of the linear system (4.11) for the
unknowns WNι (t), ul(0, t), ι ∈ I, l ∈ O; thanks to (1.9) and (2.2) this matrix has
some useful properties we are going to prove.
We assume that I = {1, 2, ...,mI} and O = {mI + 1,mI + 2, ...,m} and we set
mO = m−mI . The matrix Q has the form
Q =


α11 . . α1mI α1mI+1 . . α1m
. . . . . . . .
. . . . . . . .
αmI1 . . αmImI αmImI+1 . . αmIm
αmI+11 . . αmI+1mI αmI+1mI+1 + λmI+1 . . αmI+1m
. . . . . . . .
. . . . . . . .
αm1 . . αmmI αmmI+1 . . αmm + λm


.
First we prove that the assumptions on Kij , i, j ∈ M (i.e. on αij , see (2.2)),
imply that the matrix Q is nonsingular. We need some preliminary definitions and
theorems, for whom we refer to [17, 16].
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Definition 4.1. Given a matrix P ∈ Cn×n, P = {pij}, and n points Yi in the
plane, the oriented graph associated to P is the graph obtained joining the points
Yi and Yj with an oriented arc from Yi to Yj, for all i, j such that pij 6= 0.
Definition 4.2. An oriented graph is strongly connected if any two nodes are
connected by an oriented walk ( i.e. a sequence of oriented arcs Vi and points
Yi, such that Vi = (Yi, Yi+1)).
We are going to deal with the class of irreducible matrices. The definition of
irreducible matrix can be found, for example, in [17, 16]; here, in order to apply
the Theorem 4.1 below, we are going to use the following characterization [17, 16].
Proposition 4.3. P ∈ Cn×n is an irreducible matrix if and only if its associated
oriented graph is strongly connected.
Theorem 4.1. (Gershgorin theorems) Let P ∈ Cn×n, P = {pij}, and let
JPi = {z ∈ C : |z − pii| ≤
n∑
j=1,j 6=i
|pij |}; then all the eigenvalues of P belongs to the
set ∪ni=1J
P
i . Moreover, if P is an irreducible matrix and µ is an eigenvalue lying
on the boundary of each disk JPi which contains it, then it lies on the boundaries
of all disks JPi , i = 1, ..., n.
Assume condition (1.11). We notice that we can consider the case when the
parameters Kij (and, consequently, αij) are such that the matrix Q is irreducible.
If not, problem (4.2) can be splitted in two or more independent transmission
problems, and for each one of them the corresponding coefficients matrix in system
(4.11) is an irreducible matrix; so, Theorem 4.2 below can be proven separately for
each independent problem.
Lemma 4.2. Let (1.11) hold. The matrix Q is nonsingular and detQ > 0.
Proof. The matrix Q is simmetric and
0 < αii =
∑
j∈M,j 6=i
|αij | if i ∈ I , αii + λi >
∑
j∈M,j 6=i
|αij | , if i ∈ O ,
thanks to (2.2), since λi > 0 for i ∈M; these facts and Theorem 4.1 imply that Q
has real positive eigenvalues since JQi ⊆ {ℜz ≥ 0} for i ∈ M, and none eigenvalue
can be zero since the origin does not belong to the disks JQi for i ∈ O. 
The matrix Q is a M−matrix, according with the following definition [21].
Definition 4.3. A matrix P ∈ Rn×n which can be expressed in the form P =
σI − P , where P = {pij} with pij ≥ 0, 1 ≤ i, j ≤ n, and σ ≥ ρ(P ), the maximum
of the moduli of the eigenvalues of P , is called an M−matrix.
It is easy to check that the matrixQ verifies the above definition with the position
σ = max{αii, αjj + λj : i ∈ I, j ∈ O}.
Non singularM−matrices have several properties; in particular all their principal
minors are positive and their inverse matrices have non negative elements [21].
In the following lemma we prove further properties for the elements of the matrix
Q−1.
Lemma 4.3. Let (1.11) hold and let Z = Q−1 = {zij}i,j∈N. For all i ∈M, zii > 0;
for i 6= j, if αij < 0 then zij > 0 (i, j ∈M).
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Proof. Let consider a submatrix of Q obtained by deleting a set of corresponding
rows and columns

αk1k1 . . αk1kn αk1h1 . . αk1hl
. . . . . . . .
. . . . . . . .
αknk1 . . αknkn αknh1 . . αknhl
αh1k1 . . αh1kn αh1h1 + λh1 . . αh1hl
. . . . . . . .
. . . . . . . .
αhlk1 . . αhlkn αhlh1 . . αhlhl + λhl


,
where
(4.12)
0 ≤ n ≤ mI , 0 ≤ l ≤ mO ,
ki ∈ I for i = 1, 2, ..., n , hi ∈ O for i = 1, 2, ..., l ,
ki 6= kj for i, j = 1, 2, ..., n , hi 6= hj for i, j = 1, 2, ..., l ;
then we consider the submatrix obtained edging the above one with the r−th row
and the c−th column of Q,
Hrcnl =


αrc αrk1 . . αrkn αrh1 . . αrhl
αk1c αk1k1 . . αk1kn αk1h1 . . αk1hl
. . . . . . . . .
. . . . . . . . .
αknc αknk1 . . αknkn αknh1 . . αknhl
αh1c αh1k1 . . αh1kn αh1h1 + λh1 . . αh1hl
. . . . . . . . .
. . . . . . . . .
αhlc . . . αhlkn αhlh1 . . αhlhl + λhl


,
where
(4.13) r, c ∈M , r 6= c , ki, hj 6= r, c for i = 1, 2, ..., n and j = 1, 2, ..., l.
First we are going to show that all the Hrcnl−type matrices have non positive
determinant, and that, if αrc < 0, then detH
rc
nl < 0.
This fact is readily seen for all n, l such that n+ l = 0, 1, 2 (for any r, c as above),
using (2.2) and the positivity of the principal minors of Q.
In order to use the principle of induction to prove that detHrcnl ≤ 0 for all
l+n < mI+mO and r, c, ki, hj satisfying (4.12), (4.13), we assume that detH
rc
nl ≤ 0
for all n, l such that n+ l = ν − 1 < mI +mO − 2 (and any ki, hj, r, c as in (4.12),
(4.13)), and we compute detHrcnl when n + l = ν (and any ki, hj , r, c as in (4.12),
(4.13)):
detHrcnl = αrc detMrc +
n∑
j=1
αrkj (−1)
j(detMrkj ) +
l∑
j=1
αrhj (−1)
n+j(detMrhj) ,
where Mrc is the matrix obtained removing the first line and the first column in
Hrcnl , Mrkj is the one obtained removing the first line and the j + 1-th column and
Mrhj is the one obtained removing the first line and the n + j + 1-th column .
Mrk1 is a H
k1c
n−1l matrix, while, for all j = 2, ..., n, Mrkj becomes a H
kjc
n−1l matrix
provided j − 1 exchanges of rows, and Mrhj becomes a H
hjc
nl−1 matrix provided
n+ j − 1 exchanges of rows.
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Using the inductive assumption we have
detHrcnl = αrc detMrc
−
n∑
j=1
αrkj (−1)
j(−1)j−1| detMrkj | −
l∑
j=1
αrhj(−1)
n+j(−1)n+j−1| detMrhj |
= αrc detMrc +
n∑
j=1
αrkj | detMrkj |+
l∑
j=1
αrhj | detMrhj | ;
detMrc > 0, since it is a principal minor of Q, so, thanks to (2.2), the principle of
induction proves that detHrcnl ≤ 0 for all r, c, n, l satisfying (4.12),(4.13). Finally,
it is readily seen that αrc < 0 implies detH
rc
nl < 0.
Knowing the sign of the principal minors of Q and of the determinant of Hrcnl -
type matrices is the argument to prove the claim.
WhenmO = mI = 1 it is readily seen that zij > 0 for i, j = 1, 2. In general cases,
let Qij be the adjoint matrix to the element qij (remember that Q is simmetric):
• zii:
zii = (detQ)
−1 detQii > 0 ,
since the principal minors of Q are positive;
• zij , i < j:
zij = (detQ)
−1(−1)i+j detQij ,
where :
- Q12 reveals to be a H
21
(mI−2)mO
matrix if mI ≥ 2 and a H
21
0(mO−1)
matrix if mI = 1 ; detQ12 < 0 if α12 < 0 ;
- provided j − 2 exchanges of rows, Q1j becomes a H
j1
nl matrix, where
n+ l = mI +mO − 2 ; detQ1j 6= 0 if α1j < 0;
- in general, provided j − 2 exchanges of rows and i − 1 exchanges of
columns, Qij becomes a H
ji
nl matrix, where n + l = mI + mO − 2;
detQij 6= 0 if αij < 0;
so
zij = (detQ)
−1(−1)i+j detQij
= (detQ)−1(−1)i+j(−1)j−2+i−1(−| detQij |) = (detQ)
−1| detQij |
which implies zij > 0 if αij < 0.
• zij , i > j:
the result follows by the simmetry of Z.

In the following theorem we prove our main convergence result .
Theorem 4.2. Let (1.11) hold, let u0 ∈ BV (A) and Bi ∈ R for i ∈ I . There exist
parameters γij, satisfying (1.6), univokely determined by λi and Kij (i, j ∈ M),
such that all the sequences {uǫn}n∈N of solutions to problems (4.2) (ǫn → 0)
converge in L1((A × (0, T )) to the solution of (1.1)-(1.5), for all T > 0. If (1.12)
holds, then the parameters γij satisfy (1.7).
Proof. Let ǫn → 0 and let u be the limit function in Proposition 4.2; on each arc
Ii incoming in the node the function ui is univokely determined by the initial data
u0i and the boundary ones Bi, thanks to the first equalities (4.10) (see Section 1).
The matrix Q of the system (4.11) is nonsingular, then WNi (t) and uj(0, t),
(i ∈ I, j ∈ O) are univokely determined by λiui(Li, t), i ∈ I; in particular,
(4.14) λjuj(0, t) =
∑
i∈I
λjzjiλiui(Li, t) , j ∈ O ,
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where Z = Q−1 = {zij}i,j∈N; so, on each outgoing arc Ij the limit function uj
is univokely determined by the initial datum u0j , by the initial data u0i and the
boundary ones Bi, for i ∈ I, (see Section 1).
This fact prove that the set of possible limit functions for subsequences {uǫnk}
contains only the solution to problem (1.1)-(1.3), satisfying (1.5) with γij = λizij
(i ∈ O, j ∈ I), in the sense of Definition 1.1.
The elements of Z are non negative, since it is the inverse of a M− matrix, so
γij ≥ 0; moreover, equalities (4.9) and (4.14) easily imply that
∑
i∈O
γij = 1. Finally,
thanks to the previous lemma, if αij < 0 (i ∈ O, j ∈ I), then zji > 0, so that
condition (1.12) implies condition (1.7). 
5. Approximation examples
In the previous section we proved that, if the family of parametersKij appearing
in the transmission conditions in (4.2) satisfies the constrains (1.9),(1.11),(1.12),
then, when ǫn → 0, problems (4.2) approximate the first order transport problem
(1.1)-(1.5) with appropriate transmission coefficients γij satisfying (1.6),(1.7) (in
the sense of Theorem 4.2). On the other hand, in the general case, we are unable
to prove that, given some parameters γij satisfying (1.6),(1.7), it is possible to pick
out some corresponding coefficients Kij satisfying (1.9),(1.11) (or, equivalently,
αij satisfying (2.2)) and to build a sequence of linear parabolic problems as (4.2)
approximating the problem (1.1)-(1.5). The main difficulty is in inverting some
complicate matrices and this involves heavy computations. However, in this section
we prove such result for some particular and quite general instances.
5.1. First we show that, when the transmission conditions (1.5) have the particular
form
(5.1) λiui(0, t) = γi
∑
j∈I
λjuj(Lj , t) ∀i ∈ O, γi > 0,
∑
i∈O
γi = 1 ,
it is possible to find families {Kij} satisfying (1.9), (1.11) in such a way the limit
u of the sequence of solutions of problems (4.2) satisfies conditions (5.1).
Let I = {1, 2, ...,mI}, O = {mI + 1,mI + 2, ...,m}; we consider the following
parabolic transmission conditions , which are particular cases of the ones in (1.8),
−λiu
ǫ
i(N, t) + ǫu
ǫ
ix(N, t) =
∑
j∈O
kj(u
ǫ
j(N, t)− u
ǫ
i(N, t)) i ∈ I ,
λiu
ǫ
i(N, t)− ǫu
ǫ
ix(N, t) = ki
∑
j∈I
(uǫj(N, t)− u
ǫ
i(N, t)) i ∈ O ,
where kj > 0 (j ∈ O); this kind of transmission conditions involves only the jumps
between the solutions on each ougoing arc and the solutions on each incoming one.
The corresponding coefficient matrix Q of the linear system (4.11) is
Q =


−kmI+1 −kmI+2 ... −km
Q11 . . . .
. . . .
−kmI+1 −kmI+2 ... −km
−kmI+1 .. .. −kmI+1
. . . . Q22
. . . .
−km .. .. −km


,
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where Q11, Q22 are diagonal matrices,
Q11 =

∑
j∈O
kj

 I , Q22 = diag{mIki + λi, i ∈ O}.
We consider the second line in (4.11); in this case it gives
(5.2) (mIki + λi)ui(0, t) = ki
∑
j∈I
WNj (t) , i ∈ O ;
then, summing the first mI equations of system (4.11) we obtain
(5.3)
∑
j∈O
kj
∑
i∈I
WNi (t) +mI
∑
j∈O
−kjuj(0, t) =
∑
i∈I
λiui(Li, t) ;
using (5.2) in (5.3) gives∑
j∈O
λjkj
mIkj + λj
∑
i∈I
WNi (t) =
∑
i∈I
λiui(Li, t) ,
then, by (5.2) we obtain
λiui(0, t) =
λiki
mIki + λi

∑
j∈O
λjkj
mIkj + λj


−1∑
l∈I
λlul(Ll, t) , i ∈ O .
It is easy to show that, for every set {γi : i ∈ O , 0 < γi < 1 ,
∑
i∈O
γi = 1} , there
exist sets {ki : i ∈ O , ki > 0} satisfying
(5.4) γi =
λiki
λi +mIki

∑
j∈O
λjkj
mIkj + λj


−1
, i ∈ O .
For this, it is sufficient to fix θ > 0 such that mIθγi < λi for all i ∈ O, and choose
each ki in such a way
λiki
λi +mIki
= θγi .
Notice that, when I = {1, ...,m− 1} , O = {m}, there is only the following way
to set transmission conditions conserving the flux at the node,
(5.5) λmum(0, t) =
∑
i∈I
λiui(Li, t) ;
for this reason, Theorem 4.2 ensures that, for this kind of networks, for all the
families {Kij} satisfying (1.9), (1.11) the sequences of solutions to problems (4.2)
converge the solution to problem (1.1)-(1.3), (5.5).
5.2. Another interesting case we can deal with, it is for networks with only two
outgoing arcs, i.e.:
I = {1, 2, ...,mI} , O = {h1, h2} ,
with transmission conditions
(5.6) λiui(0, t) =
∑
j∈I
γijλjuj(Lj, t) for i = h1, h2 ,
where γh1j ∈ (0, 1) and, obviously, γh2j = 1 − γh1j , for j ∈ I. Fixed a pair of
families {γh1j}j∈I and {γh2j}j∈I satisfying these conditions, we are going to find
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families {Kij} achieving our purpose. We impose the following conditions on some
of coeffcients Kij involved in the transmission conditions in (4.2),
Kij = 0 if i 6= j, i, j ∈ I or i, j ∈ O, , Kih2 = k > 0 ∀ i ∈ I;
the corresponding coefficient matrix of the linear system (4.11) is
Q =


K1h1 + k 0 . . 0 −K1h1 −k
0 K2h1 + k . . 0 −K2h1 −k
. . . . . . .
. . . . . . .
0 0 . . KmIh1 + k −KmIh1 −k
−K1h1 −K2h1 . . −KmIh1
∑
i∈I
Kih1 + λh1 0
−k −k . . −k 0 mIk + λh2


.
In the following we use the notations
ui := ui(Li, t), W
N
i :=W
N
i (t) for i ∈ I , uh1 := uh1(0, t), uh2 := uh2(0, t) .
The first mI equations of system (4.11) in this case give
(5.7) (Kih1 + k)W
N
i = Kih1uh1 + kuh2 + λiui i ∈ I ;
using the above relations in the penultimate equation in system (4.11) we obtain(∑
i∈I
(
−K2ih1
k +Kih1
+Kih1
)
1
λh1
+ 1
)
λh1uh1
+
∑
i∈I
(
−Kih1
k +Kih1
)
k
λh2
λh2uh2 =
∑
i∈I
Kih1
k +Kih1
λiui ,
then, using the conservation of the flux (1.4), we have((
k
λh1
+
k
λh2
)∑
i∈I
Kih1
k +Kih1
+ 1
)
λh1uh1
=
∑
i∈I

 k
λh2
∑
j∈I
(
Kjh1
k +Kjh1
)
+
Kih1
k +Kih1

λiui
and the transmission conditions (5.6) are verified if, for i ∈ I,
γh1i
((
k
λh1
+
k
λh2
)∑
i∈I
Kih1
k +Kih1
+ 1
)
−

 k
λh2
∑
j∈I
(
Kjh1
k +Kjh1
)
+
Kih1
k +Kih1

 = 0.
We set
θ(y) =
y
k + y
, θi = θ(Kih1) , i ∈ I ;
so, for any set {γh1i}i∈I , we are looking for coefficientsKih1 > 0 and k > 0 verifying
(5.8) k (−γh1i(λh1 + λh2) + λh1)
∑
j∈I
θj + θiλh1λh2 = γh1iλh1λh2 , i ∈ I .
We consider the linear system for the unknowns Xi
(5.9) k (−γh1i(λh1 + λh2) + λh1)
∑
j∈I
Xj +Xiλh1λh2 = γh1iλh1λh2 , i ∈ I ;
for small k the system has dominant diagonal, so it has a unique solution {Xi}i∈I .
Notice that for y > 0 the function θ increcreases and θ(y) ∈ (0, 1), then we are
going to show that 0 < Xi < 1 for all i ∈ I.
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We sum the equations in (5.9)
∑
j∈I
Xj
(
k
∑
i∈I
(−γh1i(λh1 + λh2) + λh1) + λh1λh2
)
= λh1λh2
∑
i∈I
γh1i
and we use the above equality in (5.9)
Xi = γh1i − k
(−γh1i(λh1 + λh2) + λh1)
∑
i∈I
γh1i
λh1λh2 + k
∑
j∈I
(−γh1j(λh1 + λh4) + λh1)
, i ∈ I ;
now, since each 0 < γh1i < 1, it is possible to choose k so small to have 0 < Xi < 1
for all i ∈ I.
It follows that, to each set {γh1i}i∈I , γh1i ∈ (0, 1), corresponds a small value k0,
such that, for each 0 < k < k0 there exist Kih1 , i ∈ I, verifying (5.8).
6. Appendix
Proof of Lemma 4.1. Let v ∈ BV (A). We consider a sequence {wn}n∈N such
that wni ∈ C
1(Ii) ∩W
2,1(Ii) and
(6.1)
‖wn − v‖L1(A) →n→∞ 0 ,
‖w′ni‖L1(Ii) ≤ TV
Li
0 (vi) ∀i ∈M , ǫn‖wn‖W 2,1(A) ≤ C1 ,
where C1 is a quantity independent from n and , for f ∈ BV (A),
TV Li0 (fi) = sup
{∫
Ii
fiφ
′dx : φ ∈ C10 (Ii), |φ| ≤ 1
}
[10]. Then we introduce the polinomials pn defined on the network,
(6.2) pni(x) = a
i
nx
3 + binx
2 + cinx+ d
i
n x ∈ Ii ,
whose coefficients have to be determined. When i ∈ O, we impose the conditions
(6.3)


pni(0) = wni(0) ,
ǫnp
′
ni(0) =
∑
j∈M
αijwnj (N) + λiwni(0)
pni(δn) = wni(δn) ,
p′ni(δn) = w
′
ni(δn)
where
(6.4) δn = ǫ
θ
n , θ > 1 ,
and we define the sequence {vn}n∈N on the outgoing arcs
vni(x) =
{
wni(x) x ∈ [δn, Li]
pni(x) x ∈ [0, δn]
i ∈ O .
When i ∈ I we define
vni(x) =


wni(x) x ∈ [ǫn, Li − δn]
pni(x) x ∈ [Li − δn, Li]
rni(x) x ∈ [0, ǫn]
i ∈ I ,
where pni(x) are the polinomials in (6.2) whose coefficients are determined by
(6.5)


pni(Li) = wni(Li) ,
ǫnp
′
ni(Li) = −
∑
j∈M
αijwnj(N) + λiwni(Li)
pni(Li − δn) = wni(Li − δn) ,
p′ni(Li − δn) = w
′
ni(Li − δn) ,
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and rni(x) = µ
i
nx
2+νinx+ρ
i
n , where the coefficients are determined by the following
conditions
(6.6)


rni(0) = Bi ,
rni(ǫn) = wni(ǫn) ,
r′ni(ǫn) = w
′
ni(ǫn) .
For all n ∈ N , vn ∈ Dǫn , since vni ∈ C
1(Ii) for all i ∈ M and v
′′
n ∈ L
1(A),
the transmission conditions at the internal node are verified, thanks to the first
two equalities in (6.3) and (6.5) and also the boundary ones, thanks to the first
condition in (6.6).
If i ∈ O, the conditions in (6.3) imply
(6.7) din = wni(0) , ǫnc
i
n =
∑
j∈M
αijwnj (N) + λiwni(0)
so that
(6.8) |din| , ǫn|c
i
n| ≤ C0 , n ∈ N ,
where C0 is a quantity independent from n, thanks to (6.1). The conditions in (6.3)
also imply
(6.9) |bin|δ
2
n = | − 2c
i
nδn + 3(wni(δn)− wni(0))− δnw
′
ni(δn)|
(6.10) |ain|δ
3
n = |c
i
nδn − 2(wni(δn)− wni(0)) + δnw
′
ni(δn)| ;
notice that the quantities in (6.9) and (6.10) go to zero when n goes to infinity,
since wni is continuous and δnw
′
ni(δn) is infinitesimal thanks (6.4) and (6.1).
Now we have
‖pni‖L1(0,δn) ≤
|ain|δ
4
n
4
+
|bin|δ
3
n
3
+
|cin|δ
2
n
2
+ |din|δn
‖p′ni‖L1(0,δn) ≤ |a
i
n|δ
3
n + |b
i
n|δ
2
n + |c
i
n|δn .
Similar computations can be made when i ∈ I, so that, thanks to (6.8),(6.9), (6.10),
(6.11)
∑
i∈O
‖pni‖W 1,1(0,δn) +
∑
i∈I
‖pni‖W 1,1(Li−δn,Li) →n→+∞ 0 .
As regard to rn, using conditions in (6.6) we see that
ρin = Bi ,
µinǫ
2
n + ν
i
nǫn +Bi = wni(ǫn) ,
2µinǫn + ν
i
n = w
′
ni(ǫn) ,
so we have, thanks to (6.1),
|νinǫn| = | − 2Bi + 2wni(ǫn)− w
′
ni(ǫn)ǫn| ≤ Cν , Cν independent from n ,
|µinǫ
2
n| = |Bi + w
′
ni(ǫn)ǫn − wni(ǫn)| ≤ Cµ , Cµ independent from n ,
which imply
(6.12)
∑
i∈I
‖rni‖L1(0,ǫn) ≤ |µ
i
n|
ǫ3n
3
+ |νin|
ǫ2n
2
+ |ρin|ǫn →n→+∞ 0 ,
and
(6.13)
∑
i∈I
‖r′ni‖L1(0,ǫn) ≤ |µ
i
n|ǫ
2
n + |ν
i
n|ǫn ≤ Cr , Cr independent from n .
Thanks to(6.1),(6.11),(6.12) we obtain
(6.14) ‖vn − v‖L1(A) →n→+∞ 0 .
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Now we are going to prove that, for i ∈M,
(6.15) ‖v′ni‖L1(Ii) ≤ TV
Li
0 (vi) + CBV , CBV independent from n :
for i ∈ I ∫
Ii
|v′ni|dx ≤ ‖p
′
ni‖L1(LI−δn,Li) + ‖r
′
ni‖L1(0,ǫn) + ‖w
′
ni‖L1(Ii) ,
and similar computations can be made for the outgoing arcs, so that, using (6.1)
and (6.11)-(6.13) we obtain (6.15), which implies that
‖vn‖W 1,1(A) ≤ C2 , for all n ∈ N ,
where C2 depends on ‖v‖L1(A) and TV
Li
0 (vi), i ∈M.
We have only to prove that ǫn‖vn‖W 2,1(A) is bounded independently of n. For
i ∈ O ,
ǫn‖p
′′
ni‖L1(0,δn) ≤ ǫn(3|a
i
n|δ
2
n + 2|b
i
n|δn);
from (6.9), (6.10), (6.8) and (6.1) we know that
ǫn|b
i
n|δn = ǫn| − 2c
i
n +
3
δn
(wni(δn)− wni(0))− w
′
ni(δn)|
≤ 2C0 + ǫn4CS‖wni‖W 2,1(Ii) ≤ 2C0 + 4CSC1
and
ǫn|a
i
n|δ
2
n = ǫn
∣∣∣∣cin − 2wni(δn)− wni(0)δn + w′ni(δn)
∣∣∣∣
≤ C0 + 3ǫnCS‖wni‖W 2,1(Ii) ≤ C0 + 3CSC1 ,
where CS depends on Sobolev constants. Similar estimates can be obtained for
i ∈ I, to conclude that there exists C3 > 0 such that
ǫn‖pni‖W 2,1(0,δn) , ǫn‖pnj‖W 2,1(Lj−ǫn,Lj) ≤ C3 , ∀n ∈ N , i ∈ O , j ∈ I,
(see also (6.11); moreover, for i ∈ I, we know that
ǫn‖rn
′′
i ‖L1(0,ǫn) ≤ 2ǫ
2
n|µ
i
n| ≤ 2Cµ .
Since ǫn‖wn‖W 2,1(A) ≤ C1, for all n ∈ N, we conclude that ǫn‖vn‖W 2,1(A) ≤ C , for
all n ∈ N , where C depends on C0, C1, C2, C3, Cµ.
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