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a b s t r a c t 
A combined Lagrange multiplier (LM) test for autoregressive conditional heteroskedastic 
(ARCH) errors in vector autoregressive (VAR) models is proposed by replacing an exact 
Monte Carlo (MC) test by a bootstrap MC test when the model includes lags. The test cir- 
cumvents the problem of high dimensionality in multivariate tests for ARCH in VAR mod- 
els. It only requires computing univariate statistics. A computational advantage is therefore 
that the number of parameters to be estimated is independent of the dimension of the 
VAR process. The bootstrap MC test is shown to be asymptotically valid. Monte Carlo sim- 
ulations show that the test has good ﬁnite-sample properties. The test is robust against a 
non-normal error distribution. Two ﬁnancial applications of multivariate LM tests for ARCH 
to credit default swap (CDS) prices and Euribor interest rates are presented. The results in- 
dicate that the errors are skewed and heavy-tailed, and that there are signiﬁcant ARCH 
effects. 
© 2016 ECOSTA ECONOMETRICS AND STATISTICS. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license 
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 1. Introduction 
The Lagrange multiplier (LM) test for autoregressive conditional heteroskedasticity (ARCH) of Engle (1982) is widely used
as a speciﬁcation test in univariate time series models. It is a test of no conditional heteroskedasticity against an ARCH
model. The test is easy to compute from an auxiliary regression involving the squared least squares (LS) residuals. The LM
statistic is asymptotically distributed as χ2 under the null hypothesis. Besides, there are other less frequently used LM tests
for ARCH such as the one-sided test of Lee and King (1993) , and Portmanteau tests for ARCH such as the test of McLeod and
Li (1983) . Andrews (2001) considers testing conditional homoscedasticity against a GARCH(1,1) model. This testing problem
is considerably more complicated since it involves a nuisance parameter which is unidentiﬁed under the null hypothesis. 
Testing for ARCH in multivariate time series models is routinely done equation-by-equation by applying univariate tests
(e.g. the LM test of Engle, 1982 ) to the individual equations. However, as emphasised by Dufour et al. (2010) in the context
of multivariate linear regression models, univariate statistics from the individual equations are not independent if the
errors are contemporaneously correlated. The application of univariate tests in multivariate models leads to problems with
combining the outcomes of the tests. Multivariate LM tests for ARCH are available but have not been much used. General
multivariate GARCH models have O ( n 4 ) parameters, where n is the dimension of the process ( Engle and Kroner, 1995 ,
p. 126). The multivariate generalisation of the LM test (see e.g. Lütkepohl, 2006 ) requires estimating a large number of∗ Corresponding author. 
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 parameters in the auxiliary regression. Another multivariate LM test for ARCH is the test of constant error covariance matrix
of Eklund and Teräsvirta (2007) . Besides LM tests, there exist multivariate portmanteau tests ( Duchesne and Lalancette,
2003; Dufour et al., 2010; Ling and Li, 1997 ) and kernel-based tests ( Duchesne and Lalancette, 2003 ) for ARCH. For testing
the ﬁt of a vector autoregressive moving average (VARMA) model, Paparoditis (2005) proposes a procedure which is based
on comparing the spectral density matrix of the ﬁtted VARMA model with a kernel-based spectral density matrix estimate.
A parametric bootstrap-based method to estimate the distribution of the test statistic is introduced and its asymptotic
validity is established. The test of Paparoditis is an omnibus test which has power against any alternative, including error
autocorrelation (AC) and ARCH. Poulin and Duchesne (2008) use the spectral approach for testing error AC in VARMA
models. They also consider bootstrap versions of their tests. Paparoditis (2005) and Poulin and Duchesne (2008) ﬁnd
that the bootstrap provides more accurate approximations to the distributions of the test statistics than the asymptotic
distributions. Because in empirical applications of vector autoregressive (VAR) models in econometrics LM tests for ARCH
have almost exclusively been used, we will focus on LM tests and not study other tests. 
The Monte Carlo (MC) test technique was introduced by Dwass (1957) in statistics. MC tests make it possible to conduct
exact inference in small samples based on pivotal test statistics. MC tests were introduced in econometrics by Dufour
(2006) and applied to speciﬁcation testing by Dufour et al. (2010) and Dufour et al. (2004) . MC test techniques deliver exact
ﬁnite-sample speciﬁcation tests in regression models with exogenous regressors. Dufour et al. (2004) study MC tests for
heteroskedasticity and ARCH in linear regression models with ﬁxed or exogenous regressors. Dufour et al. (2010) propose
combined equation-by-equation tests for error AC and ARCH errors in multivariate linear regression models with exogenous
regressors. González and Teräsvirta (2006) apply MC test techniques to testing linearity against smooth transition models. 
In this paper we propose a combined equation-by-equation LM test for ARCH errors in VAR models by following a
suggestion in Dufour et al. (2010) of replacing an exact MC test by a bootstrap MC test when the model includes lags.
The combined test circumvents the problem of high dimensionality in multivariate tests for ARCH in VAR models. It only
requires computing univariate statistics. A computational advantage is therefore that the number of parameters to be
estimated is independent of the dimension of the VAR process. The combined LM test may be viewed as the extension of
the practice in econometrics of reporting univariate LM tests for ARCH in VAR models (see e.g. Ahlgren and Antell 2013 for
an example). The bootstrap MC test is not exact in ﬁnite samples but is asymptotically valid. Our combined LM test for
ARCH extends the combined LM test for ARCH of Dufour et al. (2010) in regression models with exogenous regressors to
VAR models, and the univariate bootstrap LM test for ARCH of Gel and Chen (2012) to the multivariate case. 
The bootstrap method is a parametric bootstrap which simulates the errors using a multivariate normal distribution.
The justiﬁcation for a parametric bootstrap is that in the framework of Dufour et al. (2010) the errors are restricted, and
the parametric bootstrap preserves the restriction. Another approach would be to use a non-parametric, residual-based
bootstrap procedure (see Kreiss and Franke, 1992 and Kreiss, 1997 ). Gonçalves and Kilian (2004) and Hafner and Herwartz
(2009) introduce residual-based wild bootstrap procedures for autoregressions with conditional heteroscedasticity, but here
the errors are assumed to be conditionally homoscedastic under the null hypothesis. 
The combined LM test, multivariate LM test and LM test of constant error covariance matrix are evaluated in simulation
experiments. In addition to the asymptotic tests, we consider bootstrap versions of latter using the same parametric
bootstrap method. The results show that the combined test has good ﬁnite-sample properties. Besides volatility clustering,
perhaps the most important stylised facts of ﬁnancial time series are skewed and heavy-tailed distributions. The combined
LM test is robust against a non-normal error distribution, while the asymptotic and bootstrap multivariate LM test, and in
particular LM test of constant error covariance matrix suffer from size distortion. We present two ﬁnancial applications of
the multivariate LM tests for ARCH to credit default swap (CDS) prices and Euribor interest rates. The results indicate that
the errors are skewed and heavy-tailed, and that there are signiﬁcant ARCH effects. 
The paper is organised as follows. The combined LM test for ARCH in VAR models is introduced in Section 2 . The
framework of MC speciﬁcation tests based on standardised multivariate LS residuals and the bootstrap algorithm are
described in Section 3 . The results of simulation experiments investigating the ﬁnite-sample properties of the multivariate
LM tests for ARCH are reported in Section 4 . The tests are applied to CDS prices and Euribor interest rates in Section 5 .
Section 6 concludes. The proof of the main result is placed in the Appendix. 
The following notation will be used. The dimension of the VAR process is denoted by n and the number of observations
by T . Convergence in probability is denoted by 
p → and convergence in distribution is denoted by d → . Order in probability is
denoted by o p ( ·) and O p ( ·), respectively. The trace of a matrix A is denoted tr( A ), the determinant det ( A ) and the diagonal
diag( A) . The half-vectorisation operator is denoted by vech. The abbreviation a.s. stands for almost surely. Bootstrap
quantities are denoted by a ‘ ∗’. 
2. Combined Lagrange multiplier test for ARCH in vector autoregressive models 
2.1. Model and assumptions 
The observations on the n × 1 vector y t = (y 1 t , . . . , y nt ) ′ are assumed to be generated by an n -variate VAR model 
y t = 1 y t−1 + · · · + p y t−p + u t , t = 1 , . . . , T , (1)
where 1 , . . . , p are n × n parameter matrices. 
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 We make the following assumptions: 
(A.1) det (I n −1 z − · · · −p z p )  = 0 for | z | ≤ 1. 
(A.2) { u t } is stationary and α-mixing. 
(A.3) E (u t |F t−1 ) = 0 , a.s., where F t−1 = σ (u t−1 , u t−2 , . . . ) is the σ -ﬁeld generated by { u t−1 , u t−2 , . . . } . 
(A.4) E(| u t | 
2 δ) ≤ C < ∞ for all t and some δ > 2. 
(A.5) E (u t u 
′ 
t |F t−1 ) = , a.s., positive deﬁnite. 
Hafner and Herwartz (2009) made these assumptions when they derived tests on parameter restrictions in VAR models.
The assumptions allow for dependence in { u t }, which is assumed to be a martingale difference sequence with ﬁnite fourth
moments. These conditions guarantee that a law of large numbers and a central limit theorem hold for the second moments
of the errors. Hafner and Herwartz allow the errors to be conditionally heteroskedastic, but here they are assumed to be
conditionally homoskedastic under the null hypothesis. 
The stationarity assumption (A.1) is not necessary. The results also hold when { y t } is a cointegrated pro-
cess (see e.g. Brüggemann et al., 2006 and Poulin and Duchesne, 2008 ), in which case (A.1) is replaced by (A.1 ′ )
det (I n −1 z − · · · −p z p )  = 0 for | z | < 1. 
The null hypothesis to be tested is that the errors are conditionally homoskedastic against the alternative hypothesis
that they are conditionally heteroskedastic: 
u t = H 1 / 2 t ε t , (2) 
where H t = E (u t u ′ t |F t−1 ) is the conditional covariance matrix of the errors { u t } and { ε t } is a sequence of IID( 0 , I n ) random
variables. 
2.2. Combined LM test for ARCH 
Following Dufour et al. (2010) , we present the combined equation-by-equation LM test for ARCH in VAR models. The
LM test for ARCH of order h ( Engle, 1982 ) in equation i is a test of H 0 : b 1 = · · · = b h = 0 against H 1 : b j  = 0 for at least one
j ∈ { 1 , . . . , h } in the auxiliary regression ̂ u 2 it = b 0 + b 1 ̂  u 2 i,t−1 + · · · + b h ̂  u 2 i,t−h + e it , (3) 
where ̂  ui = ( ̂  u i 1 , . . . , ̂  u iT ) ′ , i = 1 , . . . , n, are the LS residuals from model (1) . The test statistic has the form 
LM i = T R 2 i , (4) 
where R 2 
i 
is the coeﬃcient of determination in the auxiliary regression for equation i . The asymptotic distribution of LM i 
under the null hypothesis is χ2 ( h ) under regularity conditions (Assumptions (A .1)–(A .5) are suﬃcient; see also Koenker
(1981) and Gel and Chen (2012) ). 
The combined LM statistic is given by (Dufour et al., 2010) ˜ LM = 1 − min 
1 ≤i ≤n 
(p(LM i )) , (5) 
where p ( LM i ) is the p -value of the LM i statistic. The p -value may be derived from the asymptotic distribution of LM i , which
is χ2 ( h ) under regularity conditions. 
It is pointed out by Dufour et al. (2010) that a combined test is related to a Bonferroni-type test procedure. Both provide
size control of multiple univariate tests. In a Bonferroni test procedure with joint nominal signiﬁcance level α, the null hy-
pothesis is rejected if at least one of the individual p -values is less than α/ n . The MC test technique simulates a joint p -value.
The combined LM test for ARCH rejects the null hypothesis if the simulated p -value is less than α. The combined LM test
for ARCH will be more powerful than a Bonferroni-type test procedure if the errors are contemporaneously correlated. The
bootstrap algorithm for simulating the p -value of the combined LM test for ARCH in VAR models is outlined in Section 3 . 
If the null hypothesis of no ARCH is rejected, it is common to ﬁt a multivariate GARCH (MGARCH) model to the
errors of the VAR model. It is then good practice to check the adequacy of the ﬁtted VAR-MGARCH model by testing for
remaining ARCH. The residuals ̂ ut from the VAR model are replaced by the residuals ̂  εt = H −1 / 2 t ̂ ut from the VAR-MGARCH
model. Lundbergh and Teräsvirta (2002) derived a test for no remaining ARCH which adds the partial derivatives of the
conditional variance with respect to the conditional volatility parameters as regressors in the auxiliary regression (3) . The
test is applicable to testing remaining ARCH in equation i of the VAR-MGARCH model. Because the covariance matrix is
not block diagonal, further regularity conditions, including at least ﬁnite 8th moments of the errors, are required for the
asymptotic validity of the test (see Lundbergh and Teräsvirta, 2002 ). The combined LM test for ARCH may then be extended
straightforwardly to testing remaining ARCH in VAR-MGARCH models. 
3. Monte Carlo test technique and bootstrap algorithm 
3.1. Monte Carlo test technique 
In this section we brieﬂy present the MC test technique before outlining the bootstrap algorithm for the combined LM
test for ARCH errors in VAR models. For a general treatment and proofs, see Dufour (2006) ; for a treatment of speciﬁcation
tests, see Dufour et al. (2010) . 
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 Dufour et al. (2010) develop a framework for MC speciﬁcation tests which employs standardised multivariate residuals
from the multivariate linear regression model 
Y = XB + U , (6)
where Y = (y 1 , . . . , y n ) is a T × n matrix, X is a T × k matrix of full column rank, B is a k × n parameter matrix and
U = (u 1 , . . . , u n ) is a T × n matrix of errors. The framework delivers exact simulation-based MC speciﬁcation tests in ﬁnite
samples under the following assumtions about the regressors X and the errors: 
(B.1) The regressors X are exogenous. 
(B.2) The distribution of the errors u t is restricted as follows: 
u t = JW t , t = 1 , . . . , T , 
where J is an unknown non-singular lower triangular matrix and the distribution of the vector vec (W 1 , . . . , W T ) is fully
speciﬁed. 
Test statistics are based on Cholesky-standardised multivariate residuals ˜ W = ̂  U S −1 ̂ U , (7)
where S ̂ U is the Cholesky factor of T −1 ̂ U ′ ̂ U , i.e. S ̂ U is the (unique) upper triangular matrix such that ̂  = S ′ ̂ U S ̂ U , ̂ −1 = (T −1 ̂ U ′ ̂ U ) −1 = S −1 ̂ U (S −1 ̂ U ) ′ , (8)
and ̂ U = ( ̂  u1 , . . . , ̂  un ) are the LS residuals from (6) . We use the notation as in Dufour et al. (2010) : ˜ W = ( ˜  w1 , . . . , ˜  wn ) = ( ˜  w1 , . . . , ˜  wT ) ′ and ˜ wi = ( ˜  wi 1 , . . . , ˜  wiT ) ′ . 
The standardised residuals are ˜ wt = (S −1 ̂ U ) ′ ̂ ut . 
Dufour et al. (2010) show that under assumptions (B.1) and (B.2), the distribution of the standardised residuals ˜ W is
completely determined by the distribution of W given X . The mean parameters B and the covariance matrix of the errors
 are evacuated from the distribution of the Cholesky-standardised multivariate residuals, so that the distributions of test
statistics which are functions of ˜ W do not depend on nuisance parameters. 
The VAR model (1) deﬁnes a pure autoregression which can be written in the linear regression form (6) with
X t = (y ′ t−1 , . . . , y ′ t−p ) a typical row of X and B = (1 , . . . , p ) ′ an np × n parameter matrix. Because the VAR model
contains lags of the dependent variables, (B.1) does not hold. While the distribution of the Cholesky-standardised residuals˜ wt = (S −1 ̂ U ) ′ ̂ ut does not depend on the covariance matrix of the errors , the dependence on the mean parameters B remains
(see Dufour and Jouini 2006 ). The distribution of test statistics in VAR models is therefore not free of nuisance parameters. 
For dealing with nuisance parameters, Dufour (2006) considers three alternative approaches: (i) maximised Monte Carlo
(MMC) tests, (ii) MMC tests on a consistent set estimator of the nuisance parameters and (iii) local MC (LMC) tests. The
former MMC tests maximise the p -value function over the null nuisance parameter space, whereas the latter MMC tests
maximise the p -value function over a consistent set estimator of the nuisance parameters. The LMC tests are obtained by
replacing the unknown nuisance parameters by a point estimate. Dufour and Jouini (2006) consider MMC and LMC tests on
the mean parameters in VAR models. In this paper we will exploit the LMC method. The LMC tests may be interpreted as
parametric bootstrap tests ( Dufour, 2006 ). Dufour (2006) gives general conditions under which an MC test obtained after
replacing an unknown nuisance parameter by a consistent point estimate yields an asymptotically valid test in cases where
the limit distribution of the test statistic involves nuisance parameters. This is not the case here, because in LM tests for
ARCH in VAR models the asymptotic distributions do not depend on nuisance parameters. But for the asymptotic validity
of bootstrap MC tests in VAR models the existence of moments is required. 
3.2. Bootstrap algorithm 
Standardised versions of the LM i statistics in (4) are obtained by replacing the residuals ̂ u it by the standardised residuals˜ wit . The combined ˜ LM statistic is then given by (5) . 
The bootstrap combined LM test for ARCH errors in VAR models is detailed in Algorithm 1 . The algorithm is a modiﬁ-
cation of the algorithm in Dufour et al. (2010) to autoregressions. To be speciﬁc, step 3 in the algorithm is replaced by 3 ∗
( Dufour et al., 2010 , p. 271). The LS estimator ̂ B of B under the null hypothesis is used in a parametric bootstrap and the
Cholesky decomposition is used to generate the bootstrap errors, U ∗ = WS ̂ U . The bootstrap combined LM test for ARCH may
therefore be viewed as an LMC test ( Dufour and Jouini, 2006 ). 
Algorithm 1 (Bootstrap combined LM test for ARCH) . 
1. From the data, compute ˜ LM in (5) and denote it ˜ LM (0) . 
66 P.S. Catani, N.J.C. Ahlgren / Econometrics and Statistics 1 (2017) 62–84 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 2. Obtain N draws from 
W 1 , . . . , W T ∼ NID (0 , I n ) 
and denote the drawn variates W ( j ) , j = 1 , . . . , N. 
3. For each draw j , conditional on the matrix X , the Cholesky factor S ̂ U of the residuals ̂ U and the LS estimator ̂ B of B ,
construct a bootstrap replication 
Y ( j) ∗ = X ̂  B + W ( j) S ̂ U , j = 1 , . . . , N. 
Regress Y ( j ) ∗ on X and obtain the associated residual matrix ̂ U ( j) ∗, covariance matrix ̂ ( j) ∗ = T −1 ̂ U ( j) ∗′ ̂ U ( j) ∗ and Cholesky
factor S 
( j) ∗̂ U . Obtain the simulated standardised residuals ˜ W ( j) ∗ = ̂  U ( j) ∗(S ( j) ∗̂ U ) −1 = ( ˜  w( j) ∗1 , . . . , ˜  w( j) ∗n ) , 
where ˜ w( j) ∗
i 
= ( ˜  w( j) ∗
i 1 
, . . . , ˜  w
( j) ∗
iT 
) ′ , i = 1 , . . . , n . 
4. Compute the bootstrap LM statistic for equation i and MC draw j using (4) , denoting it ˜ LM ( j) ∗i . Compute ˜ LM ( j) ∗ = 1 −
min 1 ≤i ≤n (p( ˜  LM 
( j) ∗
i )) using (5) as in step 1. 
5. Given ˜ LM ( j) ∗, j = 1 , . . . , N, compute the number of simulated values greater than or equal to ˜ LM (0) . The bootstrap p -value
is 
̂ p ∗( ˜  LM ) = N ̂  G N ( ˜  LM (0) ) + 1 
N + 1 , 
where 
̂ G N ( ˜  LM (0) ) = 1 
N 
N ∑ 
j=1 
I( ˜  LM 
( j) ∗
> ˜ LM (0) ) , 
and I ( A ) is the indicator function taking the value 1 if A is true and 0 otherwise. 
The null hypothesis is rejected at the signiﬁcance level α if the simulated p -value ̂ p ∗( ˜  LM ) ≤ α. 
The asymptotic validity of ˜ LM ∗ depends on the ability of the bootstrap to mimic the asymptotic distribution of ˜ LM under
the null hypothesis. Proposition 1 states the asymptotic validity of the bootstrap combined LM test for ARCH errors in VAR
models. 
Proposition 1. Under Assumption (A .1)–(A .5), (B.2) and under H 0 , as T → ∞ , 
sup 
0 <c< ∞ 
| P ∗( ˜  LM ∗ ≤ c) − P ( ˜  LM ≤ c) | P → 0 , 
where P ∗ denotes the bootstrap probability measure. 
The proof is placed in the Appendix. 
The assumption of a normal distribution for vec (W 1 , . . . , W T ) is not required for implementing the bootstrap combined
LM test for ARCH. Any distribution that speciﬁes the distribution of the errors up to a linear transformation u t = JW t in
(B.2) can be used. For simplicity, we use the multivariate normal distribution, which is also used by Dufour and Jouini
(2006) and Dufour et al. (2010) . 
The bootstrap algorithm may be used in tests for remaining ARCH mentioned in Section 2.2 . MGARCH models contain a
large number of parameters. The bootstrap algorithm may be used to incorporate the uncertainty caused by parameter es-
timation of MGARCH models in ﬁnite samples. We leave further investigation of such bootstrap MC tests to future research.
Dufour et al. (2010) extend the MC test technique to the case of nuisance parameters in the distribution of
vec (W 1 , . . . , W T ) , which is a particular concern in tests for ARCH with skewed and heavy-tailed ﬁnancial data. For
example, when a non-normal error distribution is required to capture the skewness and heavy-tailed behaviour of ﬁnancial
time series, a t -distribution or skew- t -distribution is often assumed. We consider the case where the error distribution of
W is skew- t skT (0 , 1 ;λ, v ) , where λ is the skewness parameter and υ is the degrees of freedom parameter. In the LMC
method, the unknown nuisance parameters λ and v are replaced by point estimates ̂  λ and ̂  v. In the bootstrap algorithm the
standard normal distribution of vec (W 1 , . . . , W T ) is replaced by the skT (0 , 1 ;λ, v ) distribution, and the unknown nuisance
parameters λ and v are estimated from the data. 
Algorithm 2 (Bootstrap combined LM test for ARCH with skew- t errors) . 
1. Same as in Algorithm 1 . 
2. Obtain N draws from 
w i 1 , . . . , w iT ∼ skT (0 , 1 ;λ, v ) , i = 1 , . . . , n, W t = (w i 1 , . . . , w in ) ′ , t = 1 , . . . , T , 
where the unknown parameters λ and v are estimated from the data, and denote the drawn variates W ( j ) , j = 1 , . . . , N.
3–5. Same as in Algorithm 1 . Remark 3. Proposition 1 continues to hold if the errors in the distribution of vec (W 1 , . . . , W T ) are skT (0 , 1 ;λ, v ) , v ≥ 5 . 
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 3.3. Other tests 
Since it is of interest to compare the combined LM test for ARCH with other multivariate LM tests in simulations, in this
section we brieﬂy present these tests. 
Multivariate LM test 
The multivariate LM test for ARCH of order h is a generalisation of the univariate test and is based on the auxiliary
regression 
vech ( ̂  ut ̂  u
′ 
t ) = b 0 + B 1 vech ( ̂  ut−1 ̂  u′ t−1 ) + · · · + B h vech ( ̂  ut−h ̂  u′ t−h ) + e t , (9)
where b 0 is a 
1 
2 n (n + 1) -dimensional parameter vector and B 1 , . . . , B h are 1 2 n (n + 1) × 1 2 n (n + 1) parameter matrices. The
null hypothesis is H 0 : B 1 = · · · = B h = 0 against H 1 : B j  = 0 for at least one j ∈ { 1 , . . . , h } . The multivariate LM statistic is of
the form 
MLM = 1 
2 
T n (n + 1) − T tr ( ̂  vech ̂  −1 ) , (10)
where ̂ vech is the estimator of the error covariance matrix from the auxiliary model (9) and ̂  = T −1 ∑ T t=1 ̂  ut ̂  u′ t is the
estimator of the error covariance matrix from the VAR model (1) (see e.g. Lütkepohl, 2006 , sect. 16.5). Under regularity
conditions, the MLM statistic is asymptotically distributed as χ2 (n 2 (n + 1) 2 h/ 4) under the null hypothesis. The test can be
performed as a bootstrap test using Algorithms 1 and 2 . We use the term bootstrap multivariate LM test to refer to this
bootstrap test, although other bootstrap procedures could also be used. The asymptotic validity of the bootstrap multivariate
LM test has not been established. 
LM test of constant error covariance matrix 
Eklund and Teräsvirta (2007) propose an LM test of constant error covariance matrix which may be viewed as a
multivariate diagnostic test for ARCH if the alternative is a constant conditional correlation autoregressive conditional
heteroskedasticity (CCC-ARCH) process of order h : 
H t = D t PD t , 
where 
D t = diag (h 1 / 2 1 t , . . . , h 1 / 2 nt ) (11)
is a diagonal matrix of conditional standard deviations of the errors { u t } and P = (ρi j ) , i, j = 1 , . . . , n, is a positive deﬁnite
matrix of conditional correlations, i.e. ρi j = 1 for i = j. The conditional variance h t = (h 1 t , . . . , h nt ) ′ is assumed to follow a
CCC-ARCH( h ) process: 
h t = a 0 + 
h ∑ 
j=1 
A j u 
(2) 
t− j , (12)
where a 0 = (a 01 , . . . , a 0 n ) ′ is an n -dimensional vector of positive constants, A 1 , . . . , A h are n × n diagonal matrices and
u (2) t = (u 2 1 t , . . . , u 2 nt ) ′ . The idea behind the test is that under the alternative hypothesis the error variances are time-varying,
whereas the correlations are constant over time. The restriction of constant correlations decreases the dimensions of the
null hypothesis from O ( n 4 ) to O ( n ). The null hypothesis is H 0 : diag (A 1 ) = · · · = diag (A h ) = 0 against H 1 : diag( A j )  = 0 for at
least one j ∈ { 1 , . . . , h } . The LM statistic has the form 
LM C C C = T s ( ̂  θ) ′ I ( ̂  θ) −1 s ( ̂  θ) , (13)
where s ( ̂  θ) and I ( ̂  θ) are the score vector and information matrix, respectively, estimated under the null hypothesis (see
Eklund and Teräsvirta, 2007 for details). Under regularity conditions, the LM CCC statistic is asymptotically distributed as
χ2 ( nh ) under the null hypothesis. The test can be performed as a bootstrap test using Algorithms 1 and 2 . We use the term
bootstrap LM test of constant error covariance matrix to refer to this bootstrap test, although other bootstrap procedures
could also be used. The asymptotic validity of the bootstrap LM test of constant error covariance matrix has not been
established. 
Comparison of tests 
Under the null hypothesis the conditional variances and covariances of the errors are constant. Under the alternative
hypothesis the conditional variances of the errors are time-varying in all tests. The tests differ in what they assume about
the conditional covariances of the errors under the alternative. The combined LM test is based on univariate tests for ARCH.
Implicit in the test is therefore an assumption that the conditional covariances of the errors are constant. In the multivariate
LM test the conditional covariances of the errors are time-varying under the alternative. Since B j , j = 1 , . . . , n, in (9) are
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2 n (n + 1) × 1 2 n (n + 1) parameter matrices, the degrees of freedom in the asymptotic χ2 -distribution of the MLM statistic of
order h are n 2 (n + 1) 2 h/ 4 . In the LM CCC test the conditional correlations are constant and thus the conditional covariances
are proportional to the square root of the product of the conditional variances. Since A j , j = 1 , . . . , n, in (12) are diagonal
matrices, the degrees of freedom in the asymptotic χ2 -distribution of the LM CCC statistic are nh . 
4. Simulations 
We conduct Monte Carlo simulations of the size and power of the multivariate LM tests for ARCH in ﬁnite samples. The
model for the conditional mean is a VAR(2) model 
y t = 1 y t−1 + 2 y t−2 + u t , t = 1 , . . . , T , 
with 1 = diag (0 . 5) and 2 = diag (0 . 3) . The dimensions are n = 2 and 5. The series lengths are T = 200 , 400 and 800.
The number of Monte Carlo replications is 20 0 0 0 for n = 2 and 10 0 0 0 for n = 5 . The error distribution of vec (W 1 , . . . , W T )
in the bootstrap tests is independent NID(0, 1) and skT (0 , 1 ;λ, v ) . The number of replications in the bootstrap tests is
N = 499 . All estimations and numerical calaculations are done using code written in R, version 2.15.2. We present the
results in the form of p -value discrepancy plots, as recommended by Davidson and MacKinnon (1998) . The plots show the
empirical rejection probabilities (ERPs) as a function of the nominal level α. 
4.1. Size 
In the simulations for size, the errors { u t } are independent normally distributed, u it ∼ NID(0, 1), or independent skew- t
distributed, u it ∼ skT (0 , 1 ;λ, v ) , i = 1 , . . . , n, where λ is the skewness parameter and υ is the degrees of freedom parameter.
The value of λ is λ = −0 . 5 and the values of v are v = 12 , 5 and 2. Notice that v = 5 is the smallest value of the degrees
of freedom for which the errors have ﬁnite fourth moments. The variance of the errors is not ﬁnite when υ = 2 . In the
bivariate models ( n = 2 ) and models with n = 5 the errors are correlated with covariance matrix 
 = 
(
1 ρ
ρ 1 
)
and  = 
⎛ ⎜ ⎜ ⎝ 
1 ρ ρ2 ρ3 ρ4 
ρ 1 ρ ρ2 ρ3 
ρ2 ρ 1 ρ ρ2 
ρ3 ρ2 ρ 1 ρ
ρ4 ρ3 ρ2 ρ 1 
⎞ ⎟ ⎟ ⎠ , 
respectively. 
The bootstrap combined ˜ LM ∗ test and the bootstrap MLM ∗ and LM ∗C C C tests of orders h = 2 , 5 and 10 have size close to
the nominal level in bivariate models with normal errors, as is seen from Figs. 1 –3 . The asymptotic MLM test is slightly
oversized at the nominal signiﬁcance levels 1% and 5%. The asymptotic LM CCC test is undersized. The size distortions of the
asymptotic tests decrease with the series length T . In order to save space, we mainly focus on the results for T = 200 . The
size of the tests does not depend on the correlation ρ , as is seen by comparing the size distortions when ρ = 0 in Fig. 1 and
ρ = 0 . 9 in Fig. 4 . This is not surprising since the tests are based on Cholesky-standardised residuals. Fig. 5 demonstrates the
effect of the dimensions. The size distortions are larger when the dimensions increase to n = 5 . Fig. 6 shows the size dis-
crepancies when the errors are normal, skew-normal with λ = −0 . 5 , t (5) and skT (0 , 1 ;−0 . 5 , 5) but the error distribution of
vec (W 1 , . . . , W T ) in the bootstrap tests is NID(0, 1). Skewness has no impact on the performance of the bootstrap tests with
normal errors but heavy-tailedness has. Fig. 7 shows the size discrepancies when the errors are skT (0 , 1 ;−0 . 5 , 5) but the er-
ror distribution of vec (W 1 , . . . , W T ) in the bootstrap tests is NID(0, 1). The size distortions of the asymptotic MLM and LM CCC 
tests are larger when the errors are skewed and heavy-tailed. The size of the bootstrap combined ˜ LM ∗ test is close to the
nominal level. The simulated size of ˜ LM ∗ of order h = 2 at the nominal 5% level is 4.8% when T = 200 , 5.4% when T = 400
and 5.8% when T = 800 . The bootstrap MLM ∗ test is slightly oversized, but the bootstrap LM ∗C C C test is severely oversized. The
size distortions of MLM ∗ and LM ∗
C C C 
increase with T . The simulated size of MLM ∗ is 8.5% when T = 200 , 8.9% when T = 400
and 9.1% when T = 800 . The simulated size of LM ∗
C C C 
is 15.4% when T = 200 , 19.8% when T = 400 and 24.8% when T = 800 .
The simulated size of the asymptotic and bootstrap tests with skewed and heavy-tailed errors at the nominal 5% level
when T = 200 are shown in Table 1 . The error distribution of vec (W 1 , . . . , W T ) in the bootstrap tests is independent NID
(0, 1) and skT (0 , 1 ;0 , v ) , v = 12 , 5 and 2. In the table the results for the normal distribution are labelled v = ∞ . Note that the
size of the asymptotic tests does not depend on the distribution of vec (W 1 , . . . , W T ) , so the simulated sizes are from a single
experiment. The results do not depend on the skewness; the parameter λ is therefore set to zero. The bootstrap combined˜ LM ∗ test with normal errors is robust against a non-normal error distribution. The simulated size of ˜ LM ∗ of order h = 2 
with normal errors is 4.6% when v = ∞ and 12, 4.8% when v = 5 and 4.4% when v = 2 . The result for v = 2 is interesting,
since it suggests that the use of the combined LM test may be justiﬁed with heavy-tailed errors which do not have ﬁnite
fourth moments. A similar result was found by Gel and Chen (2012) for univariate bootstrap LM tests for ARCH. The case
v = 2 should be treated with caution, because the asymptotic validity of the LM test and the bootstrap combined ˜ LM ∗ test
requires v > 4 . The bootstrap MLM ∗ and LM ∗C C C tests with normal errors suffer from size distortions if the errors are skewed
and heavy-tailed. The bootstrap MLM ∗ and LM ∗
C C C 
tests have size close to the nominal level, provided that the number of
degrees of freedom in the errors and the error distribution of vec (W , . . . , W ) in the bootstrap tests is the same. In practice,1 T 
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Fig. 1. Empirical size discrepancy of the multivariate LM tests for ARCH of orders h = 2 , 5 and 10 when n = 2 , T = 200 and normal errors with ρ = 0 . The 
error distribution of vec (W 1 , . . . , W T ) in the bootstrap tests is NID(0, 1). 
Fig. 2. Empirical size discrepancy of the multivariate LM tests for ARCH of orders h = 2 and 5 when n = 2 , T = 400 and normal errors with ρ = 0 . The 
error distribution of vec (W 1 , . . . , W T ) in the bootstrap tests is NID(0, 1). 
 
 
 
 
 
 
 the number of degrees of freedom is unknown and must be estimated from the data. Table 1 shows the simulated size of the
bootstrap LMC tests, where the unknown parameter v is replaced by an estimate ̂  v. In the case of normal errors the degrees
of freedom are not ﬁnite, which leads to numerical problems in the estimation of the degrees of freedom. We therefore do
not compute the LMC tests when the errors are normal. The LMC procedure achieves size control of the bootstrap tests. 
4.2. Power 
In the power simulations u t = H 1 / 2 t ε t , where { ε t } is as { u t } in the simulations for size. We conduct power simulations
in bivariate models ( n = 2 ) using CCC-GARCH, extended CCC-GARCH (ECCC-GARCH) and BEKK models to deﬁne the data-
generation process (DGP) under the alternative. For deﬁnitions of the models, see e.g. Silvennoinen and Teräsvirta (2009) .
The parameters are contained in Table 2 . In addition, we consider a CCC-GARCH model with n = 5 , where the parameters
on the diagonals are as in the model with n = 2 . 
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Fig. 3. Empirical size discrepancy of the multivariate LM tests for ARCH of orders h = 2 and 5 when n = 2 , T = 800 and normal errors with ρ = 0 . The 
error distribution of vec (W 1 , . . . , W T ) in the bootstrap tests is NID(0, 1). 
Fig. 4. Empirical size discrepancy of the multivariate LM tests for ARCH of order h = 2 when n = 2 , T = 200 and normal errors with ρ = 0 . 9 . The error 
distribution of vec (W 1 , . . . , W T ) in the bootstrap tests is NID(0, 1). 
Fig. 5. Empirical size discrepancy of the multivariate LM tests for ARCH of order h = 2 when n = 5 , T = 200 and normal errors with ρ = 0 . The error 
distribution of vec (W 1 , . . . , W T ) in the bootstrap tests is NID(0, 1). 
 
 
 
 
 
 
 
 
 Size-power curves against h = 2 when n = 2 and 5, T = 200 and normal errors are presented in Figs. 8 –13 . The power
functions of the asymptotic and bootstrap tests are indistinguishable from each other because the tests are size-adjusted. In
the power comparisons we focus on the bootstrap tests. The order of power dominance is LM ∗C C C > 
˜ LM ∗ > M LM ∗ both when
the DGP is a CCC-GARCH model in Fig. 8 and when the DGP is an ECCC-GARCH model in Fig. 9 with ρ = 0 . The power
dominance is reversed when ρ = 0 . 9 : M LM ∗ > LM ∗
C C C 
> ˜ LM ∗. The power of MLM ∗ in increasing in ρ , and when ρ is large
MLM ∗ is more powerful than ˜ LM ∗ and LM ∗
C C C 
. The tests are about equally powerful when the alternative is a BEKK-GARCH
model in Fig. 10 . The power differences are larger when the DGP is a CCC-GARCH model and the dimensions increase to
n = 5 in Fig. 11 . Fig. 12 demonstrates the situation when n = 2 series follow a CCC-GARCH process and the remaining 3
series are NID(0, 1). The bootstrap combined ˜ LM ∗ test and LM ∗ test are about equally powerful, but the MLM ∗ test suffersC C C 
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Fig. 6. Empirical size discrepancy of the multivariate LM tests for ARCH of order h = 2 when n = 2 , T = 200 , normal errors, skew-normal errors with 
λ = −0 . 5 , t (5) errors and skT (0 , 1 ;−0 . 5 , 5) errors with ρ = 0 . The error distribution of vec (W 1 , . . . , W T ) in the bootstrap tests is NID(0, 1). 
Fig. 7. Empirical size discrepancy of the multivariate LM tests for ARCH of order h = 2 when n = 2 , T = 20 0 , 40 0 and 80 0 and skT (0 , 1 ;−0 . 5 , 5) errors 
with ρ = 0 . The error distribution of vec (W 1 , . . . , W T ) in the bootstrap tests is NID(0, 1). 
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Table 1 
Simulated size of the multivariate LM tests for ARCH of order h = 2 when n = 2 and T = 200 with skewed and heavy-tailed errors. The 
error distribution of vec (W 1 , . . . , W T ) in the bootstrap tests is independent NID(0, 1) and skT (0 , 1 ;0 , v ) , v = 12 , 5 and 2. The nominal level 
is α = 0 . 05 . 
v MLM LM CCC ˜ LM ∗ MLM ∗ LM ∗CCC 
v = ∞ 
∞ 0.054 0.038 0.046 0.044 0.046 
12 0.054 0.038 0.044 0.025 0.017 
5 0.054 0.038 0.031 0.008 0.002 
2 0.054 0.038 0.031 0.0 0 0 0.0 0 0 
LMC – – – – –
v = 12 
∞ 0.067 0.074 0.046 0.058 0.089 
12 0.067 0.074 0.046 0.042 0.043 
5 0.067 0.074 0.034 0.016 0.010 
2 0.067 0.074 0.036 0.001 0.0 0 0 
LMC – – 0.048 0.045 0.051 
v = 5 
∞ 0.092 0.136 0.048 0.085 0.154 
12 0.092 0.136 0.049 0.069 0.099 
5 0.092 0.136 0.043 0.036 0.041 
2 0.092 0.136 0.041 0.010 0.004 
LMC – – 0.045 0.058 0.076 
v = 2 
∞ 0.099 0.195 0.044 0.095 0.211 
12 0.099 0.195 0.043 0.085 0.158 
5 0.099 0.195 0.040 0.070 0.103 
2 0.099 0.195 0.040 0.033 0.035 
LMC – – 0.036 0.044 0.057 
Fig. 8. Size-power curves of the multivariate LM tests for ARCH against h = 2 when n = 2 , T = 200 and normal errors. The errors are generated from a 
CCC-GARCH process with conditional correlation ρ = 0 , 0 . 5 and 0.9. The error distribution of vec (W 1 , . . . , W T ) in the bootstrap tests is NID(0, 1). 
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Table 2 
DGPs in the simulations for power. 
CCC-GARCH(1, 1) ECCC-GARCH(1, 1) BEKK 
Constant 
(0.02, 0.02) ′ (0.02, 0.02) ′ (0.02, 0.02) ′ 
ARCH parameters (
0 . 08 0 
0 0 . 08 
) (
0 . 08 0 . 001 
0 . 004 0 . 08 
) (√ 
0 . 08 0 
0 
√ 
0 . 08 
)
GARCH parameters (
0 . 9 0 
0 0 . 9 
) (
0 . 9 0 . 004 
0 . 02 0 . 9 
) (√ 
0 . 9 0 
0 
√ 
0 . 9 
)
Conditional correlation 
0, 0.5, 0.9 –
Fig. 9. Size-power curves of the multivariate LM tests for ARCH against h = 2 when n = 2 , T = 200 and normal errors. The errors are generated from an 
ECCC-GARCH process with conditional correlation ρ = 0 and 0.9. The error distribution of vec (W 1 , . . . , W T ) in the bootstrap tests is NID(0, 1). 
Fig. 10. Size-power curves of the multivariate LM tests for ARCH against h = 2 when n = 2 , T = 200 and normal errors. The errors are generated from a 
BEKK-GARCH process. The error distribution of vec (W 1 , . . . , W T ) in the bootstrap tests is NID(0, 1). 
 
 
 
 
 
 
 a loss in power compared to the situation in Fig. 11 where all n = 5 series follow a CCC-GARCH process. Size-power curves
against h = 2 when n = 2 , T = 200 and skT (0 , 1 ;−0 . 5 , 12) errors are presented in Fig. 13 . The tests are equally powerful
with normal and skew- t errors. 
5. Empirical examples 
5.1. Credit default swap prices 
In our ﬁrst empirical example we apply the multivariate LM tests for ARCH to VAR models estimated on credit default
swap (CDS) prices data. A CDS is a credit derivative which provides a bondholder with protection against the risk of default
by the company. If a default occurs, the holder is compensated for the loss by an amount which equals the difference
between the par value of the bond and its market value after the default. The CDS price is the annualised fee (expressed as
a percentage of the principal) paid by the protection buyer. We denote by p CDS the CDS price and p CS the credit spread ont t 
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Fig. 11. Size-power curves of the multivariate LM tests for ARCH against h = 2 when n = 5 , T = 200 and normal errors. The errors are generated from a 
CCC-GARCH process with conditional correlation ρ = 0 and 0.9. The error distribution of vec (W 1 , . . . , W T ) in the bootstrap tests is NID(0, 1). 
Fig. 12. Size-power curves of the multivariate LM tests for ARCH against h = 2 when n = 5 , T = 200 and normal errors. The errors are generated from a 
CCC-GARCH process with n = 2 , conditional correlation ρ = 0 , 0 . 5 and 0.9, and the remaining 3 series are independent normal N(0, 1). The error distribution 
of vec (W 1 , . . . , W T ) in the bootstrap tests is NID(0, 1). 
 
 
 
 
 
 
 a risky bond over the risk-free rate. The basis is the difference between the CDS price and bond spread: 
s t = p CDS t − p CS t . 
If the two markets price credit risk equally in the long run, prices should be equal, so that the basis s t = 0 . The vector
y t with the value 1 appended is y t = (p CDS t , p CS t , 1) ′ . The non-arbitrage relation is tested as an equilibrium relation in a
cointegrated VAR model for y t (see e.g. Blanco et al., 2005 and Ahlgren and Catani, 2014 ). 
We take a subsample of the companies in Table 1 of Blanco et al. The companies in our subsample are Bank of America,
Citigroup, Goldman Sachs, Barclays Bank and Vodafone, the ﬁrst three of which are US and the remaining two European
companies. We use 5-year maturity CDS prices and credit spreads from Datastream. The data are daily observations from
1 January 2009 to 31 January 2012, and the number of daily observations is T = 804 . Based on the Schwarz (SC) and
Hannan–Quinn (HC) information criteria, we select lag length p = 2 for Bank of America, p = 3 for Citigroup, Goldman
Sachs and Vodafone, and p = 4 for Barclays Bank. 
P.S. Catani, N.J.C. Ahlgren / Econometrics and Statistics 1 (2017) 62–84 75 
Fig. 13. Size-power curves of the multivariate LM tests for ARCH against h = 2 when n = 2 , T = 200 and skT (0 , 1 ;−0 . 5 , 12) errors. The errors are generated 
from CCC-GARCH, ECCC-GARCH and BEKK-GARCH processes with conditional correlation ρ = 0 . The error distribution of vec (W 1 , . . . , W T ) in the bootstrap 
tests is NID(0, 1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 14 shows plots of the standardised residuals ˜ wt from the VAR models. We observe that the bond and CDS markets
share periods of high volatility. This suggests that multivariate tests for ARCH will be more powerful than univariate tests. 
The tests for ARCH require ﬁnite fourth moments of the errors { u it }. It is therefore important to check that the as-
sumption is satisﬁed, since otherwise the tests may not be valid. The index of regular variation (tail index) α measures
tail thickness. If α < 4 then E | u 4 
it 
| = ∞ . An estimator of α is the Hill (1975) estimator, which is based on an increasing
sequence of upper order statistics, where k is the number of order statistics used in the estimation of the tail index (see
e.g. Embrechts et al. 2008 , Section 6.4.2). Based on practical experience with ﬁnancial data, McNeil et al. ( 2015 ) suggest
that the best choices of k are relatively small, 10–50 order statistics in a sample of size 10 0 0. The estimates of α based on
k = 10 , . . . , 50 range between 2 and 4. The Hill estimator is known to be very sensitive to dependence in the data. The tail
index estimator of Hill (2010) is valid for dependent and heterogeneous data, including ARCH processes. Hill (2010) plots for
the standardised residuals ˜ wt from the VAR models are shown in Fig. 15 . The Gauss code of Hill (2010) with non-parametric
kernel asymptotic variance estimation is used for computing the Hill estimates and conﬁdence bounds. The estimates of α
range between 2 and 12 for all companies, but they are dominantly between 4 and 5 for small values of k . 
Table 3 reports maximum likelihood (ML) estimates of the skewness parameter λ and degrees of freedom parameter v
for the standardised residuals ˜ wt from the VAR models. To account for ARCH effects under the alternative hypothesis, we
ﬁtted GARCH(1, 1) models with skT (0 , 1 ;λ, v ) errors to the standardised residuals ˜ wt . The skewness parameter ̂  λ is about 1
for all series. The degrees of freedom parameter ̂  v varies between 2 and 4. 
The Hill estimates and the estimated degrees of freedom for the standardised residuals ˜ wt from the VAR models support
skewed and heavy-tailed errors of the VAR models. The Hill (2010) estimates indicate that the assumption of ﬁnite fourth
moments is tenable. The simulations results reported in the previous section suggest that the combined ˜ LM ∗ test may
be justiﬁed with heavy-tailed errors which do not have ﬁnite fourth moments. It should be noted that the test has no
asymptotic justiﬁcation when E | u 4 
it 
| = ∞ . However, the simulations provide some evidence in favour of the use of the test
with these data. 
The results of LM tests for ARCH of orders h = 2 , 5 and 10 are reported in Table 4 , which shows the p -values of the
asymptotic MLM and LM CCC tests, bootstrap combined 
˜ LM ∗ test, and bootstrap MLM ∗ and LM ∗
C C C 
tests. In addition to the full
sample period of T = 804 observations, we divide the data into 2 sub-periods of T = 402 observations and 4 sub-periods of
T = 201 observations. The error distribution of vec (W 1 , . . . , W T ) in the bootstrap tests is independent NID(0, 1) and skT(0,
1; 0, 5). Because the estimates ̂ α of the index of regular variation α are mainly between 4 and 5, the bootstrap tests with
skT(0, 1; 0, 5) erors may be interpreted as LMC tests if a skT (0 , 1 ;λ, v ) distribution is assumed for the errors. The results
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Fig. 14. Standardised residuals ˜  wt from the VAR models for the CDS prices data (red lines CDS prices, black lines bond spreads). 
 
 
 
 
 
 
 
 
 
 do not depend on the skewness; the parameter λ is therefore set to zero. In the bootstrap tests we use N = 999 . Hence,
the smallest possible p -value of the bootstrap tests equals 0.001. The results for the full sample period and normal errors
show that all tests are signiﬁcant at the 1% level. In fact, all p -values are 0.0 0 0 or 0.001, with the exception of ˜ LM ∗ of h = 2
for Bank of America which is 0.004. The p -values of the tests with skT(0, 1; 0, 5) errors are larger than the p -values with
normal errors. We ﬁnd that all tests are signiﬁcant at the 5% level but not at the 1% level. In the ﬁrst sub-period of T = 402
observations, all tests for Bank of America and Barclays Bank are signiﬁcant at the 5% level. For Citigroup, Goldman Sachs
and Vodafone more rejections are recorded for the bootstrap tests with normal errors than skT(0, 1; 0, 5) errors. In the
second sub-period, the bootstrap tests reject the null hypothesis of no ARCH for all companies and all values of h , except˜ LM ∗ of h = 2 for Bank of America and h = 5 for Vodafone, and MLM ∗ for all values of h for Vodafone. 
The sub-periods of T = 201 observations reveal some interesting differences in the outcomes of the tests. The bootstrap
combined ˜ LM ∗ test with normal errors detects ARCH effects in about half the cases. The asymptotic MLM and LM tests,CCC 
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Fig. 15. Hill (2010) plots for the standardised residuals ˜  wt from the VAR models for the CDS prices data. 
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Fig. 16. Correlograms of the squares and cross products of the standardised residuals ˜  wt from the VAR model for the Euribor interest rates data. 
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Table 3 
Quasi maximum likelihood (QML) estimates of the skewness parameter λ and degrees of freedom parameter v , standard errors and 95% conﬁdence intervals 
for the standardised residuals ˜  wt from the VAR models for the CDS prices data. 
ˆ λ se 95% ̂ v se 95% 
Bank of America 
p CDS t 1.112 0.048 (1.018, 1.207) 3.455 0.502 (2.472, 4.438) 
p CS t 1.032 0.044 (0.947, 1.118) 2.147 0.081 (1.989, 2.305) 
Citigroup 
p CDS t 1.064 0.047 (0.972, 1.155) 3.632 0.499 (2.654, 4.610) 
p CS t 1.024 0.043 (0.940, 1.107) 2.361 0.199 (1.970, 2.751) 
Goldman Sachs 
p CDS t 1.072 0.043 (0.988, 1.157) 2.908 0.374 (2.175, 3.641) 
p CS t 0.985 0.040 (0.906, 1.063) 2.148 0.151 (1.852, 2.443) 
Barclays Bank 
p CDS t 1.012 0.044 (0.925, 1.099) 4.314 0.717 (2.909, 5.720) 
p CS t 0.934 0.041 (0.854, 1.014) 2.401 0.131 (2.144, 2.658) 
Vodafone 
p CDS t 1.056 0.035 (0.987, 1.124) 2.079 0.061 (1.959, 2.199) 
p CS t 0.946 0.041 (0.866, 1.026) 3.215 0.397 (2.437, 3.994) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 and bootstrap MLM ∗ and LM ∗
CCC 
tests ﬁnd more evidence of ARCH. Taking Bank of America as an example and if we use the
signiﬁcance level 5%, ˜ LM ∗ rejects h = 5 and 10 in sub-period 1, all values of h in sub-period 2, h = 2 in sub-period 3 and no
value of h in sub-period 4. The MLM and MLM ∗ tests reject h = 5 and 10 in sub-period 1, and all values of h in sub-periods
2, 3 and 4. The LM CCC and LM 
∗
CCC 
tests reject all values of h in all sub-periods. The outcomes of the bootstrap combined˜ LM ∗ test with normal and skT(0, 1; 0, 5) errors are identical. Conﬂicting outcomes are recorded for the bootstrap MLM ∗ and
LM ∗
CCC 
tests. For example, the MLM ∗ test which at the 5% level rejects all values of h in sub-period 3 with normal errors
does not reject any value of h with skT(0, 1; 0, 5) errors. Similarly, the LM ∗
CCC 
test which at the 1% level rejects all values of
h in sub-period 3 with normal errors only rejects h = 2 with skT(0, 1; 0, 5) errors. A similar picture emerges for the other
companies. The ﬁnding of more rejects for MLM ∗ and LM ∗
CCC 
than ˜ LM ∗ with normal errors is in line with our simulations in
Section 4 , which show that ˜ LM ∗ is robust against a non-normal error distribution, whereas MLM ∗ and LM ∗C C C are oversized.
For the degrees of freedom v = 5 , the empirical size of MLM ∗ with normal errors is estimated to be 8.5% and LM ∗
C C C 
15.4%. 
5.2. Euribor interest rates 
Our second empirical example uses Euribor interest rates data (see e.g. Ahlgren and Antell, 2013 ). The data consist of T =
172 monthly observations from December 1998 to March 2013 on the 1, 3, 6, 9 and 12 month Euribor interest rates. All inter-
est rates are nominal and annualised. The Data were retrieved from www.euribor-ebf.eu . We ﬁt a VAR model with lag length
p = 3 to the interest rates data. Fig. 16 graphs correlograms of the squares and cross products of the standardised residu-
als ˜ wt . The correlograms show signiﬁcant correlations in the squares and cross products. The signiﬁcant cross correlations
suggest that multivariate tests for ARCH will be more powerful than univariate tests. We do not report Hill estimates and es-
timates of skewness and degrees of freedom because skewed and heavy-tailed errors is not an issue with interest rates data.
The results of LM tests for ARCH of orders h = 2 and 12 are reported in Table 5 , which shows the p -values of the
asymptotic univariate LM tests, asymptotic multivariate MLM and LM CCC tests, bootstrap combined 
˜ LM ∗ test, and bootstrap
MLM ∗ and LM ∗
C C C 
tests. The error distribution of vec (W 1 , . . . , W T ) in the bootstrap tests is independent normal NID(0, 1). In
the bootstrap tests we use N = 999 . Hence, the smallest possible p -value of the bootstrap tests equals 0.001. The p -values
of the multivariate tests are all 0.0 0 0 or 0.0 01. The results for the individual LM tests show that for h = 2 , 4 out of 5 tests
are signiﬁcant at the 5% level and 3 out of 5 tests at the 1% level, and for h = 12 , 4 out of 5 tests are signiﬁcant at the 5%
level, and 3 out of 5 tests at the 1% level. 
6. Conclusions 
In this article we propose a combined LM test for ARCH errors in VAR models by following a suggestion in Dufour
et al. (2010) of replacing an exact MC test by a bootstrap MC test when the model includes lags. The test circumvents
the problem of high dimensionality in multivariate tests for ARCH in VAR models. It only requires computing univariate
statistics. A computational advantage is therefore that the number of parameters to be estimated is independent of the
dimension of the VAR process. We show that the bootstrap MC test is asymptotically valid. Monte Carlo simulations show
that the test has good ﬁnite-sample properties, and is robust against skewed and heavy-tailed errors. From a practical point
of view it could be mentioned that the use of the bootstrap combined LM test for ARCH may be justiﬁed with heavy-tailed
errors which do not have ﬁnite fourth moments. This conclusion is based on Monte Carlo simulations and there is no
asymptotic justiﬁcation for the bootstrap MC test in such situations. We present two ﬁnancial applications of multivariate
LM tests for ARCH to CDS prices and Euribor interest rates. The results show that the errors are skewed and heavy-tailed,
and that there are signiﬁcant ARCH effects. 
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Table 4 
LM tests for ARCH in the VAR models for the CDS prices data. The number of observations is T = 804 in the full sample, T = 402 in the 2 sub-periods 
and T = 201 in the 4 sub-periods. The error distribution of vec (W 1 , . . . , W T ) in the bootstrap tests is independent NID(0, 1) and skT(0, 1; 0, 5). The table 
reports the p -values of the tests. Note: The lag length of the VAR model is p = 2 for Bank of America, p = 3 for Citigroup, p = 3 for Goldman Sachs, p = 4 
for Barclays Bank and p = 3 for Vodafone. 
h MLM LM CCC ˜ LM ∗ MLM ∗ LM ∗CCC ˜ LM ∗ MLM ∗ LM ∗CCC 
Asymptotic NID(0, 1) errors skT(0, 1; 0, 5) errors 
T = 804 
Bank of America 
2 0.0 0 0 0.0 0 0 0.004 0.001 0.001 0.015 0.001 0.001 
5 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.003 0.001 0.001 
10 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.004 0.001 0.001 
Citigroup 
2 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.005 0.021 0.002 
5 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.010 0.032 0.001 
10 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.005 0.002 0.002 
Goldman Sachs 
2 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.002 0.008 0.002 
5 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.003 0.008 0.003 
10 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.002 0.005 0.002 
Barclays Bank 
2 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.001 0.002 0.001 
5 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.001 0.001 0.001 
10 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.002 0.002 0.001 
Vodafone 
2 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.003 0.014 0.001 
5 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.010 0.016 0.003 
10 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.011 0.028 0.002 
h MLM LM CCC ˜ LM ∗ MLM * LM ∗CCC ˜ LM ∗ MLM ∗ LM ∗CCC MLM LM CCC ˜ LM ∗ MLM ∗ LM ∗CCC ˜ LM ∗ MLM ∗ LM ∗CCC 
Asymptotic NID(0, 1) errors skT(0, 1; 0, 5) errors Asymptotic NID(0, 1) errors skT(0, 1; 0, 5) errors 
T = 402 , Sub-period 1 T = 402 , Sub-period 2 
Bank of America Bank of America 
2 0.0 0 0 0.0 0 0 0.004 0 .001 0.001 0.020 0.015 0.006 0.0 0 0 0.0 0 0 0.199 0.001 0.001 0.146 0.001 0.007 
5 0.0 0 0 0.0 0 0 0.001 0 .001 0.001 0.002 0.003 0.002 0.0 0 0 0.0 0 0 0.002 0.001 0.001 0.014 0.002 0.003 
10 0.0 0 0 0.0 0 0 0.001 0 .001 0.001 0.004 0.002 0.003 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.003 0.001 0.001 
Citigroup Citigroup 
2 0.001 0.0 0 0 0.007 0 .006 0.001 0.013 0.047 0.005 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.011 0.007 0.007 
5 0.127 0.0 0 0 0.005 0 .132 0.001 0.023 0.154 0.012 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.003 0.003 0.002 
10 0.0 0 0 0.0 0 0 0.014 0 .001 0.001 0.050 0.019 0.011 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.001 0.001 0.001 
Goldman Sachs Goldman Sachs 
2 0.798 0.087 0.501 0 .766 0.070 0.315 0.481 0.248 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.006 0.007 0.003 
5 0.374 0.0 0 0 0.007 0 .349 0.001 0.025 0.278 0.039 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.009 0.003 0.004 
10 0.0 0 0 0.0 0 0 0.001 0 .001 0.001 0.002 0.032 0.009 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.004 0.002 0.002 
Barclays Bank Barclays Bank 
2 0.0 0 0 0.0 0 0 0.001 0 .001 0.001 0.001 0.002 0.001 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.003 0.003 0.002 
5 0.0 0 0 0.0 0 0 0.001 0 .001 0.001 0.001 0.004 0.001 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.002 0.001 0.001 
10 0.0 0 0 0.0 0 0 0.001 0 .001 0.001 0.001 0.011 0.003 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.001 0.001 0.002 
Vodafone Vodafone 
2 0.0 0 0 0.0 0 0 0.001 0 .002 0.001 0.016 0.044 0.001 0.084 0.0 0 0 0.025 0.084 0.001 0.042 0.123 0.009 
5 0.006 0.0 0 0 0.006 0 .013 0.001 0.026 0.076 0.003 0.543 0.0 0 0 0.083 0.496 0.001 0.111 0.339 0.014 
10 0.399 0.0 0 0 0.013 0 .371 0.001 0.044 0.320 0.006 0.096 0.0 0 0 0.006 0.100 0.001 0.040 0.159 0.010 
h MLM LM CCC ˜ LM ∗ MLM * LM ∗CCC ˜ LM ∗ MLM ∗ LM ∗CCC MLM LM CCC ˜ LM ∗ MLM ∗ LM ∗CCC ˜ LM ∗ MLM ∗ LM ∗CCC 
Asymptotic NID(0, 1) errors skT(0, 1; 0, 5) errors Asymptotic NID(0, 1) errors skT(0, 1; 0, 5) errors 
T = 202 , Sub-period 1 T = 201 , Sub-period 2 
Bank of America Bank of America 
2 0.098 0.015 0.373 0 .101 0.019 0.239 0.138 0.101 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.004 0.008 0.004 
5 0.0 0 0 0.0 0 0 0.007 0 .001 0.001 0.020 0.008 0.021 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.007 0.001 0.004 
10 0.0 0 0 0.0 0 0 0.006 0 .001 0.001 0.036 0.010 0.012 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.002 0.001 0.002 
Citigroup Citigroup 
2 0.501 0.002 0.179 0 .457 0.004 0.132 0.324 0.062 0.014 0.020 0.519 0.020 0.017 0.340 0.067 0.095 
5 0.995 0.005 0.600 0 .995 0.009 0.400 0.840 0.135 0.004 0.0 0 0 0.181 0.009 0.001 0.156 0.059 0.033 
10 0.714 0.002 0.924 0 .679 0.003 0.759 0.467 0.179 0.0 0 0 0.0 0 0 0.471 0.002 0.001 0.322 0.013 0.078 
Goldman Sachs Goldman Sachs 
2 0.996 0.980 0.999 0 .997 0.970 0.998 0.912 0.992 0.0 0 0 0.0 0 0 0.008 0.002 0.001 0.028 0.009 0.006 
5 0.893 0.021 0.241 0 .852 0.019 0.180 0.563 0.186 0.0 0 0 0.0 0 0 0.004 0.001 0.001 0.017 0.010 0.006 
10 0.100 0.0 0 0 0.001 0 .081 0.001 0.004 0.170 0.021 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.012 0.006 0.012 
( continued on next page ) 
P.S. Catani, N.J.C. Ahlgren / Econometrics and Statistics 1 (2017) 62–84 81 
Table 4 ( continued ) 
h MLM LM CCC ˜ LM ∗ MLM * LM ∗CCC ˜ LM ∗ MLM ∗ LM ∗CCC MLM LM CCC ˜ LM ∗ MLM ∗ LM ∗CCC ˜ LM ∗ MLM ∗ LM ∗CCC 
Asymptotic NID(0, 1) errors skT(0, 1; 0, 5) errors Asymptotic NID(0, 1) errors skT(0, 1; 0, 5) errors 
T = 202 , Sub-period 1 T = 201 , Sub-period 2 
Barclays Bank Barclays Bank 
2 0.017 0.0 0 0 0.001 0 .031 0.001 0.007 0.094 0.035 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.001 0.001 0.001 
5 0.318 0.0 0 0 0.004 0 .277 0.002 0.014 0.273 0.069 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.001 0.001 0.002 
10 0.315 0.0 0 0 0.001 0 .313 0.001 0.008 0.276 0.049 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.001 0.001 0.001 
Vodafone Vodafone 
2 0.539 0.0 0 0 0.811 0 .532 0.003 0.605 0.350 0.015 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.001 0.001 0.001 
5 0.348 0.0 0 0 0.847 0 .312 0.004 0.625 0.273 0.071 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.003 0.004 0.002 
10 0.937 0.006 0.979 0 .932 0.009 0.853 0.703 0.238 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.009 0.005 0.002 
h MLM LM CCC ˜ LM ∗ MLM * LM ∗CCC ˜ LM ∗ MLM ∗ LM ∗CCC MLM LM CCC ˜ LM ∗ MLM ∗ LM ∗CCC ˜ LM ∗ MLM ∗ LM ∗CCC 
Asymptotic NID(0, 1) errors skT(0, 1; 0, 5) errors Asymptotic NID(0, 1) errors skT(0, 1; 0, 5) errors 
T = 202 , Sub-period 3 T = 201 , Sub-period 4 
Bank of America Bank of America 
2 0.005 0.0 0 0 0.034 0 .011 0.001 0.032 0.067 0.007 0.0 0 0 0.002 0.719 0.001 0.007 0.568 0.006 0.072 
5 0.020 0.0 0 0 0.118 0 .027 0.001 0.130 0.094 0.012 0.0 0 0 0.0 0 0 0.411 0.001 0.001 0.297 0.004 0.038 
10 0.020 0.0 0 0 0.544 0 .022 0.001 0.359 0.089 0.022 0.0 0 0 0.0 0 0 0.055 0.001 0.001 0.078 0.010 0.008 
Citigroup Citigroup 
2 0.005 0.0 0 0 0.035 0 .015 0.001 0.046 0.060 0.017 0.001 0.0 0 0 0.034 0.006 0.002 0.041 0.034 0.038 
5 0.049 0.0 0 0 0.056 0 .066 0.001 0.081 0.126 0.046 0.001 0.0 0 0 0.008 0.007 0.001 0.021 0.051 0.013 
10 0.013 0.0 0 0 0.052 0 .016 0.001 0.074 0.084 0.066 0.001 0.0 0 0 0.001 0.001 0.001 0.012 0.034 0.007 
Goldman Sachs Goldman Sachs 
2 0.025 0.063 0.230 0 .040 0.046 0.152 0.104 0.177 0.004 0.0 0 0 0.030 0.014 0.001 0.053 0.067 0.021 
5 0.093 0.023 0.564 0 .089 0.021 0.431 0.173 0.224 0.002 0.0 0 0 0.169 0.009 0.001 0.139 0.051 0.033 
10 0.156 0.0 0 0 0.036 0 .129 0.001 0.067 0.192 0.072 0.0 0 0 0.0 0 0 0.010 0.001 0.001 0.031 0.033 0.020 
Barclays Bank Barclays Bank 
2 0.039 0.0 0 0 0.015 0 .057 0.001 0.029 0.118 0.015 0.0 0 0 0.0 0 0 0.023 0.001 0.001 0.033 0.003 0.011 
5 0.630 0.0 0 0 0.128 0 .594 0.001 0.112 0.378 0.057 0.0 0 0 0.0 0 0 0.001 0.001 0.001 0.010 0.002 0.007 
10 0.522 0.008 0.579 0 .478 0.009 0.423 0.373 0.235 0.0 0 0 0.0 0 0 0.004 0.001 0.001 0.019 0.001 0.005 
Vodafone Vodafone 
2 0.563 0.003 0.174 0 .495 0.007 0.108 0.327 0.068 0.824 0.0 0 0 0.139 0.789 0.001 0.110 0.527 0.024 
5 0.373 0.002 0.393 0 .349 0.005 0.252 0.286 0.100 0.999 0.0 0 0 0.490 0.999 0.001 0.349 0.900 0.037 
10 0.591 0.013 0.723 0 .566 0.008 0.499 0.393 0.264 0.965 0.0 0 0 0.551 0.960 0.001 0.396 0.721 0.028 
Table 5 
LM tests for ARCH in the VAR model for the Euribor interest rates data. The number of observations is T = 172 . The error distribution of vec (W 1 , . . . , W T ) 
in the bootstrap tests is independent NID(0, 1). The table reports the p -values of the tests. Notes: The lag length of the VAR model is p = 3 . The MLM test 
cannot be computed because the number of parameters in the auxiliary regression exceeds the number of observations. 
h LM 1 LM 3 LM 6 LM 9 LM 12 ˜ LM ∗ MLM MLM ∗ LM CCC LM ∗CCC 
2 0.0 0 0 0.002 0.0 0 0 0.031 0.677 0.001 – – 0.0 0 0 0.001 
12 0.0 0 0 0.111 0.001 0.048 0.0 0 0 0.001 – – 0.0 0 0 0.001 
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Appendix. Proof of Proposition 1 
The LM test for ARCH is based on the auxiliary regression for the residuals from the VAR model: 
̂ u 2 it = b 0 + b 1 ̂  u 2 i,t−1 + · · · + b h ̂  u 2 i,t−h + e it , i = 1 , . . . , n. 
If the conditional mean is correctly speciﬁed, then ̂ u it = u it + o P (1) . Tests for ARCH based on ̂ u 2 it and u 2 it are asymptotically
equivalent because the covariance matrix is block diagonal under the null hypothesis of conditional homoskedasticity. For
proof of this result, see Andreou and Werker ( 2012 , Theorem 1) and the discussion in Andreou and Werker ( 2004 , Example
4.4). Lumsdaine and Ng (1999) consider ARCH tests when the conditional mean is possibly misspeciﬁed, but here we
assume that the conditional mean is correctly speciﬁed. 
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 The derivations are based on results of Gel and Chen (2012) . Deﬁne z it = ̂  u 2 it , the T × 1 vectors Z i = (z i 1 , . . . , z iT ) ′ ,
Z i = ( z iT , . . . , z iT ) ′ , the h × 1 vector V it = (z i,t−1 − z iT , . . . , z i,t−h − z iT ) and the T × h matrix V i = (V i 1 , . . . , V iT ) ′ . The
population counterparts are E (u 2 
it 
) = σ 2 
i 
and E (u 2 
it 
− σ 2 
i 
) 2 = τ 4 
i 
. The LM statistic (4) can be written in the form 
LM i = 
(Z i − Z i ) ′ V i (V ′ i V i ) −1 (V ′ i V i )(V ′ i V i ) −1 V ′ i (Z i − Z i ) 
T −1 (Z i − Z i ) ′ (Z i − Z i ) 
(14) 
= T 1 / 2 ̂ β′ i 
(
T −1 (Z i − Z i ) ′ (Z i − Z i ) 
T −1 (V ′ 
i 
V i ) 
)−1 
T 1 / 2 ̂ βi , 
where ̂ βi = (V ′ i V i ) −1 V ′ i (Z i − Z i ) . 
Under our assumptions (A .1)–(A .5) and under H 0 , as T → ∞ , 
T 1 / 2 ̂ βi d → N (0 , τ 4 i ( E (V ′ i V i )) −1 ) , 
and 
T −1 (Z i − Z i ) ′ (Z i − Z i ) p → τ 4 i 
and 
T −1 (V ′ i V i ) 
p → E (V ′ i V i ) . 
By Cramer’s theorem, 
T 1 / 2 ̂ β′ i 
(
T −1 (Z i − Z i ) ′ (Z i − Z i ) 
T −1 (V ′ 
i 
V i ) 
)−1 / 2 
d → N (0 , 1) , 
and the quadratic form in (14) 
T 1 / 2 ̂ β′ i 
( 
T −1 (Z i − Z 
′ 
i (Z i − Z i ) 
T −1 (V ′ 
i 
V i ) 
) −1 
T 1 / 2 ̂ βi , d → χ2 (h ) . 
The LM test for ARCH is based on the Cholesky-standardised residuals ˜ wit , but this standardisation does not change the
asymptotic χ2 -distribution. 
Proof of Proposition 1 
The bootstrap LM test for ARCH is based on the bootstrap residuals ̂ u ∗
it 
. Our bootstrap Algorithm 1 corresponds to
the ﬁxed-design bootstrap for autoregressions of Hafner and Herwartz (2009) . They established the asymptotic validity
of the ﬁxed-design bootstrap for the mean parameters B in VAR models under assumptions (A1)–(A5) and condition-
ally heteroskedastic errors. Because conditionally homoskedastic errors is a special case, their results hold for bootstrap
Algorithm 1 . Thus, we have ̂ u ∗
it 
= u ∗
it 
+ o P (1) . The situation is analogous to the asymptrotic test in that bootstrap tests for
ARCH based on ̂ u ∗2 
it 
and u ∗2 
it 
are asymptotically equivalent. 
Similar to (14) , the bootstrap LM statistic can be written as 
LM i = 
(Z ∗
i 
− Z ∗i ) ′ V ∗i (V ∗′ i V ∗i ) −1 (V ∗′ i V ∗i )(V ∗′ i V ∗i ) −1 V ∗′ i (Z ∗i − Z 
∗
i ) 
T −1 (Z ∗
i 
− Z ∗i ) ′ (Z ∗i − Z 
∗
i ) 
(15) 
= T 1 / 2 ̂ β∗′ i 
(
T −1 (Z ∗
i 
− Z ∗i ) ′ (Z ∗i − Z 
∗
i ) 
T −1 (V ∗′ 
i 
V ∗
i 
) 
)−1 
T 1 / 2 ̂ β∗i , 
where ̂ β∗i = (V ∗′ i V ∗i ) −1 V ∗′ i (Z ∗i − Z ∗i ) . 
By construction, the bootstrap errors are NID. Further, the ﬁrst two moments of the errors and the bootstrap errors are
identical: 
E (u it ) = E (u ∗it ) = 0 
and 
E (u 2 it ) = E (u ∗2 it ) = σ 2 i . 
By (B.2), the fourth moments of the errors and the bootstrap errors are identical: 
E (u 4 ) = E (u ∗4 ) = σ 4 . it it i 
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 It readily follows that under our assumptions (A1)–(A5) and under H 0 , as T → ∞ , 
T 1 / 2 ̂ β∗i d ∗→ N (0 , τ 4 i ( E (V ′ i V i )) −1 ) , in probability , 
and 
P ∗(| T −1 (Z ∗i − Z ∗i ) ′ (Z ∗i − Z ∗i ) − τ 4 i | > c) P 
∗
→ 0 , in probability 
and 
P ∗(| T −1 (V ∗′ i V ∗i ) − E(V ′ i V i ) | > c ) P 
∗
→ 0 , in probability . 
By Cramer’s theorem, 
T 1 / 2 ̂ β∗′ i 
(
T −1 (Z ∗
i 
− Z ∗i ) ′ (Z ∗i − Z 
∗
i ) 
T −1 (V ∗′ 
i 
V ∗
i 
) 
)−1 / 2 
d ∗→ N (0 , 1) , in probability 
and the quadratic form in (15) 
T 1 / 2 ̂ β∗′ i 
(
T −1 (Z ∗
i 
− Z ∗i ) ′ (Z ∗i − Z 
∗
i ) 
T −1 (V ∗′ 
i 
V ∗
i 
) 
)
T 1 / 2 ̂ β∗i d ∗→ χ2 (h ) , in probability. 
Hence, we can conclude that 
sup 
0 <c< ∞ 
| P ∗(LM ∗i ≤ c) − P (LM i ≤ c) | p → 0 , i = 1 , . . . , n. 
The continuity of f (·) = 1 − min 1 ≤i ≤n (p(LM i )) in (5) follows from a composition of continuous functions. The weak
convergence result follows by applying the continuous mapping theorem (CMT). 
The bootstrap LM test for ARCH is based on the bootstrap Cholesky-standardised residuals ˜ w∗
it 
, but this standardisation
does not change the asymptotic χ2 distribution. 
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