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Introduction
Optimization problems in economic theory often involve linearly homogenous functions. In general, the derivative of such a function is neither defined nor consistently definable at the origin. If the origin cannot be excluded as a Solution, the KuhnTucker (as well as the Lagrange) approach cannot be used to characterize solutions since this approach makes use of the derivative. The present paper derives necessary and sufficient first-order conditions (FOC) describing the optimum in these cases.
The FOC are modifications of the well-known Kuhn-Tucker conditions.
The paper proceeds as follows. The next section states the problem. The third section formulates and proves the theorem and shows that the envelope theorem still applies for parametrized variants of the problem. The fourth section applies the theorem to the maximization problem defming the GNP function. Appendix A summarizes the Kuhn-Tucker approach as far as necessary to make the paper selfcontained. Appendix B contains some short remarks on the differentiability problem.
The Problem
Consider a linearly homogenous function h(x) and assume that it is differentiable everywhere except for the origin. Then it is easy to show that it is impossible to define Dh(0) in a consistent way. Consider the behavior of h on two different rays through the origin, i. 1 If h is concave, it is possible to replace differentiability by subdifferentiability (see appendix B). However, this is no real Solution to the problem considered here. It is true that one caxi S tate the same Kuhn-Tucker conditions as before, using subdifferentiability instead of di fferentiability. However, implicitly one has to go through considerations analoguous to those of t he next section when interpreting these conditions. (3) rests on the idea to split up the original problem of choosing the optimal x into two problems: the choice of a ray through the origin with direction a and h(a) > 1, and the choice of the distance t to the origin along that ray. This implies x = t • a since, as will be shown below, we have h(a) = 1 at the maximum. (3) avoids the problem at the origin. However, the admissible set is not convex in (t, o) despite its
being convex in t and a separately. The Standard FOC
are sometimes necessary but never sufficient. In the next section, we derive necessary and sufficient conditions for problem (1). Moreover, we show that these conditions imply (4), and that problems (1) and (3) are indeed equivalent.
All proofs in the next section can be adapted without difficulty if the function h is replaced by a vector-valued linearly homogenous function h: IR" i-• IR*.
We will assume that the function h(x) is regulär in the following sense. 
Regularity guarantees that (6) has a Solution for all non-negative q. Note that for any Solution (x*,A*), we have A* = . Moreover we always can choose x* such that h(x*) = 1.
If we require h to be regulär and concave, then the above FOC are not only necessary, but also sufficient according to theorem 9. As the following theorems show, the problem is simplified in this case. 
This theorem is well-known (cf. Diewert (1974: 112) and the comment by Shepard (1974: 200) ). The following proof makes no direct use of these references.
Proof. Consider the function (ii) Let g{x) < 1. Then g T äc < z(q) = 1. This, however, is impossible since k(x) = 1 and since z(q) is the minimum of q^x for all x fullfilhng h(x) > 1. 
Then problem (1) is equivalent to
We proof the theorem in two steps.
1. Let q* be a Solution of (9) and (x*,y*) a corresponding Solution of (8). Then (x*,y*) is a Solution of (1).
Proof. Because of Dhf > 0, q* has to minimize q T x* and thus has to be a Solution to problem (7) corresponding to x*. This implies that (<f*) T = Dh{x*). Proof. Again we use the fact that a Solution of (9) must be equal to Dh(x) for some x. Let s(a:) = f (Dh(x)) T and <ß(x) = f 7r(s(x)). By definition of the functions, the minimum of 7r is the minimum of <f>(x), and the Solution of (9) Because of the concavity of h, we have Dh(x)x > h{x) for all «, x. Therefore
Because of the concavity of h, we have
, and q* is a Solution of (9). Moreover, since min <j>(x) = ff*, (x*,y*) is a Solution of (8) SO corresponding to q*. QED The Standard FOC of problems (8) and (9) axe defined everywhere. If the admissible set of the original problem (1) is convex, the same goes for problem (8).
Therefore theorem 2 solves our problem. But the combined FOC of problems (8) and (9) are quite messy. Moreover, it can be shown that these combined FOC are equivalent to those we will derive below without making use of the concavity of h.
Nevertheless, theorem 2 may be useful in some contexts.
In the following, we make use of two further subproblems of (1). One is given by
where T0 = 1 for all j and m > 0. The additional constraint T T X > m > 0 requires that at least one of the xj is greater than zero. The second subproblem results from fixing a ray through the origin:
The FOC are given by
Theorem 3 Let the functions f, g be differentiable everywhere in their domains.
Let f be non-decreasing in h. Let h be regulär. Consider the following FOC:
a) Let the FOC (11) and (13) be necessary conditions for the subproblems (10) and (12) (11) and (13) be sufficient conditions for the subproblems (10) and (12)
, respectively. Then, if there is a vector (t*,a*,y*, fj,*, X*) with x* = t*-a* satisfying the FOC (14), (#*, y*) is a Solution to (1).
We give separate proofs for several steps of the argument.
(2) and (11) are equivalent if T T X > m.
Proof. In (11) T T X > m implies 0 = 0. The result follows immediately from a comparison of the two sets of inequalities. QED
If (t,a,y, fjt, A) satisfies (14), then it satisfies (13).
Proof. From (14) we get (15) (14)-
Proof. If x* 0, the conditions (2) are necessary and sufficient (step 1. (12) for any a. Thus for every a there exists a ß* such that (0,a,y*,n*) satisfies (13). Moreover, because of t = 0, fi* is independent from a.
The part of (14) that goes beyond (13), and therefore must be verified, is given by 
and because of t = 0, condition (13a) can be written in the following form:
Because of Dhf > 0 this implies q > 0, since (17) must hold for all a > 0, a ^ 0.
We consider the set of a satisfying h(a) = 1. For such a, (17) transforms into
Thus any Solution of
is a Solution of (16). Since h is regulär, there is a Solution to (19a,b) satisfying A* = q T a* and h(a*) = 1.
(ii) Since (18) is fulfilled for all a with h(a) = 1, (18) Proof. Assume that («*, y*) is not a Solution. Then there must exist a («, y) which is better than (x*,y*). This leads to a contradiction. There are two possibilities.
(i) x or x*, or both, are equal to 0. Then both are on the same ray through the origin defined by a*. Since (14) implies (13) (step 2.) and since the latter conditions guarantee that («*, y*) is optimal on that ray, (JE, y ) cannot be better.
Contradiction!
(ii) x and x* are both not equal to 0. In this case, (14) implies (2) (step 1.). The latter conditions guarantee that no (#, y) with x ^ 0 can be better than (x*,y*). In the right-hand inequalities, replace x by a. Moreover, add the last two pairs of inequalities in order to determine t and A.
The following theorem avoids explicit reference to the two subproblems of prob lem (1). It is analoguous to theorem 10 in that it gives conditions under which the FOC (14) are necessary and sufficient. (21) and thus (4a).
Dhf(t,t-a,y)-Dh(a)-t + [Dxf(t, t • a ,y) -t^Dxglt • a , y)] • t < 0, a > 0 w.c.s..

From (14e) we have Dhf(t, t • a ,y) • t = A • t. This together with (14a) implies
Moreover, (14a) implies (22) A + Dxf(t, t • a , y)a -p 1 Dxg(t a,y)a = 0. (22) together with (14e) implies (4b).
The other pairs of inequalities are either identical in both sets or occur only in (14). QED
Theorems (5) and (6) that the necessary and sufficient conditions (14) of prob lem (1) imply the Standard FOC (4) resulting from the equivalent restatement (3).
We now show that the envelope theorem can be applied directly to problem (1) without modification. This has to be verified since the proof of the envelope theorem is based on the Standard FOC.
Theorem 7 Consider the maximum value function 
f(t, t • a ,y,0) -fi r g(t • a , y, 0 ) + X • ( h(a, 0) -1).
Under the assumptions of the theorem, the envelope theorem can be proven as before using the FOC (14). Since problems (1) and problem (3) are equivalent, their optimal-value function are identical. We therefore get f26)
DT ( This is equal to DTT{8) in (26), since, for all cases where x* ^ 0 and thus t* =
h(x*) ^ 0, (14) requires A* = Dkf(h(x*),x*,y*,8). QED
A Problem in the Theory of Production
With perfect competition, concave production functions with constant returns to scale, and indifFerence of factor-owners between employments, the equilibrium con ditions for the production sector of an economy can be stated, as is well-known, in the following form:
Here p € IR+ denotes goods prices, w £ IR™ d enotes factor prices, x E IR^ denotes Output, v E 1R™ denotes overall inputs, and 6 E IR" denotes unit costs. The unit cost functions bj(w) are defined by
bj(w) is linearly homogenous, non-decreasing, and concave. By the envelope theo rem, Db(w) is the matrix of input coefficients. On the question of differentiability, see appendix B. We assume the production function to be regulär in the sense of def. 1 in section 3. This implies the existence of the cost functions for all non negative factor prices but excludes, for example, CES production functions with an elasticity of substitution smaller or equal to one. Woodland (1977) shows how to deal with non-regular production functions: the corresponding cost functions have to be defined by the infimum instead of the minimum. However, while it is surely to be appreciated if non-regular functions are covered, Pearce, in the context of the factor-price equalization controversy (e.g. Pearce 1970) , argued convincingly that real-world production functions can never show the behavior we have excluded by the regularity assumption. Thus we opt for this assumption, since the analysis in section 3 is based on it.
Conditions (28) are the necessary and sufficient FOC of Samuelson's (1953) prob lem of factor-cost minimization:
Because of the "product exhaustion theorem", national factor costs are equal to the value of national production. Thus r (p, v) is the GNP function. This can also be seen from (28) directly.
Problem (30) is the dual to the more natural formulation
The equivalence of problems (30) and (31) is not easily seen. Dixit & Norman (1980: 45f) give a proof that uses the optimality properties of equilibrium. There is, however, a simpler method of proof using necessary and sufficient FOC.
The usual FOC of problem (31), i.e.
are stated e.g. by Woodland (1982: 56) . Obviously these conditions are correct descriptions of the production equilibrium if it is optimal to produce all the goods. The
Lagrange multipliers fi are to be interpreted as factor prices; the conditions, beyond restating the constraints, imply that factors not fully employed have zero prices, and factors are either paid their marginal value product or not used in a sector.
However, the conditions cease to be meaningful if there is specialization on a subset of goods: If v 3 = 0, the marginal value products in sector j are not defined. Since the production functions are concave, it is possible to define a subdifferential at the origin (see appendix B). However, as already mentioned above, any interpretation along these lines implicitly uses the same sort of arguments that are made explicit by the theorems proved in section 3. The FOC used by Woodland are defined in the admissible set, necessary and sufficient in this interpretation, but the FOC derived below are much easier to handle.
Probably to avoid these difficulties, Silberberg (1978: 446ff) considers the fol lowing equivalent restatement of (31):
This is analoguous to problem (3). However, this reformulation causes trouble instead of avoiding it. Silberberg discusses the Standard FOC
which are defined in the admissible set and necessary. He fails to mention, however, that they are insufficient because they never enforce diversification. It is always possible to satisfy them by specialization on any good. In order to see this, just
possible to satisfy /z T a J > pj for the goods not produced. In many cases, this can be done even if = 1 is imposed. The crucial point is that conditions (34) require input coefficients to be cost-minimizing only for goods that are actually produced.
This, however, yields no basis for an optimal decision as to whether a good should be produced or not.
Theorem 4, which obviously applies to (31), delivers the necessary and sufficient conditions:
This results from successive applications of the theorem to all the production func tions in the maximand of (31). These conditions give a complete picture of the production equilibrium; just note that A is the unit-cost and fx the factor-price vector.
In order to prove the equivalence of the alternative definitions of the GNP func tion, we have to transform (28) Since bj(w) = w T a j = Xj at the cost minimum, we can replace bj(w) in (28) by Aj and add (36). The derivatives Dbj(w) can be replaced by the input coefficients a 1 . • All the functions gi, i = 1,..., m are concave.
• All the functions gi, i = 1,... ,m are convex. Moreover, there exists a point x in the admissible set such that g(x) < 0.
• • Df{x*) ± 0
• / is concave.
Theorems 8 and 9 follow immediately from the Arrow-Hurwicz-Uzawa theorem or the Arrow-Enthoven theorem, respectively (Takayama 1985: 97f, 114f If a function is not concave, subgradients still may exist in the sense that (46) holds for all x in a neighborhood of x*. While subdifferentiability is guaranteed for concave functions (and an analogue obviously holds for convex functions), functions that are neither concave nor convex may be sub-or superdifferentiable whereever they are not differentiable. For most of the considerations here, this generalization of differentiability will do.
Non-differentiability of linearly homogenous functions at the origin sometimes can be treated by analogy. If the function h(x) defined in IR" is linearly homogenous and concave, the set of subgradients at the origin is the union of all the subgradients in IR" \ 0. This set can be fairly large. While it is possible to make use of the subdifferential here, the interpretation of the FOC of an optimization problem is much easier if one does not.
