The R package pcadapt performs genome scans to detect genes under selection based 8 on population genomic data. It assumes that candidate markers are outliers with respect 9 to how they are related to population structure. Because population structure is ascer-10 tained with principal component analysis, the package is fast and works with large-scale 11 data. It can handle missing data and pooled sequencing data. By contrast to population-12 based approaches, the package handle admixed individuals and does not require grouping 13 individuals into populations. Since its first release, pcadapt has evolved both in terms of 14 statistical approach and software implementation. We present results obtained with robust 15 Mahalanobis distance, which is a new statistic for genome scans available in the 2.0 and 16 later versions of the package. When hierarchical population structure occurs, Mahalanobis 17 distance is more powerful than the communality statistic that was implemented in the 18 first version of the package. Using simulated data, we compare pcadapt to other software 19 for genome scans (BayeScan, hapflk, OutFLANK, sNMF). We find that the proportion of 20 false discoveries is around a nominal false discovery rate set at 10% with the exception of 21 BayeScan that generates 40% of false discoveries. We also find that the power of BayeScan 22 is severely impacted by the presence of admixed individuals whereas pcadapt is not im-23 pacted. Last, we find that pcadapt and hapflk are the most powerful software in scenarios 24 of population divergence and range expansion. Because pcadapt handles next-generation 25 sequencing data, it is a valuable tool for data analysis in molecular ecology. 26
Introduction line. We recommend to use Cattell's rule that states that components corresponding to eigenvalues to the left of the straight line should be kept (Cattell, 1966) .
Test statistic 125 We now detail how the package computes the test statistic. We consider multiple linear 126 regressions by regressing each of the p SNPs by the K principal components X 1 , . . . , X K 127
where ⌃ is the (K ⇥ K) covariance matrix of the z-scores andz is the vector of the 136 K z-score means (Maronna and Zamar, 2012 that would lead to an excess of false positives (François et al., 2016) . To account for the inflation of test statistics, we divide Mahalanobis distances by a constant to obtain a 148 statistic that can be approximated by a chi-square distribution with K degrees of freedom.
149
This constant is estimated by the genomic inflation factor defined here as the median of 150 the Mahalanobis distances divided by the median of the chi-square distribution with K 151 degrees of freedom (Devlin and Roeder, 1999) .
152
Control of the false discovery rate (FDR)
153
Once p-values are computed, there is a problem of decision-making related to the 154 choice of a threshold for p-values. We recommend to use the FDR approach where the 155 objective is to provide a list of candidate genes with an expected proportion of false 156 discoveries smaller than a specified value. For controlling the FDR, we consider the q-157 value procedure as implemented in the qvalue R package that is less conservative than 158 Bonferroni or Benjamini-Hochberg correction (Storey and Tibshirani, 2003 we compute the n ⇥ n covariance matrix ⌦ instead of the much larger p ⇥ p covariance 166 matrix. We compute the covariance ⌦ incrementally by adding small storable covariance 167 blocks successively. Multiple linear regression is then solved directly by computing an 168 explicit solution, written as a matrix product. Using the fact that the (n, K) score matrix 169 X is orthogonal, the (p, K) matrixˆ of regression coefficients is given by G T X and the 170 (n, p) matrix of residuals is given by G XX T G. The z-scores are then computed using 171 the standard formula for multiple regression
where 2 j is an estimate of the residual variance for the j th SNP, and x ik is the score of are available for both individuals. To compute z-scores, we account for missing data in 180 formula (3). The term in the numerator P n i=1 x 2 ik depends on the quantity of missing data.
181
If there are no missing data, it is equal to 1 by definition of the scores obtained with PCA.
182
As the quantity of missing data grows, this term and the z-score decrease such that it 183 becomes more difficult to detect outlier markers. 7 generated by drawing randomly admixture proportions using a Dirichlet distribution of parameter (↵, ↵, ↵) (↵ ranging from 0.005 to 1 depending on the simulation).
200
Island model 201 We used ms to create simulations under an island model ( Fig SI1) . We set a lower varies from 20 to 60.
229
Parameter settings for the different software 230 When using hapflk, we set K = 1 that corresponds to the computation of the F LK 231 statistic. When using BayeScan and OutFLANK, we used the default parameter values.
232
For sNMF, we used K = 3 for the island and divergence model and K = 5 for range we assigned each individual to the population with maximum amount of ancestry.
237

Results
238
Choosing the number of principal components 239 We evaluate Cattell's graphical rule to choose the number of principal components.
240
For the island and divergence model, the choice of K is evident (Figure 1 ). For K 3, the (Figure 2) . Using a FDR threshold of 10% with the qvalue package, we find 122 outliers 257 among 10, 000 SNPs, resulting in 23% actual false discoveries and a power of 95%.
258
Control of the false discovery rate 259 We evaluate to what extent using the packages pcadapt and qvalue control a FDR set 260 at 10% (Figure 3 ). All SNPs with a q-value smaller than 10% were considered as candidate 261
SNPs. For the island model, we find that the proportion of false discoveries is 8% and it 262 increases to 10% when including admixture. For the divergence model, the proportion of 263 false discoveries is 11% and it increases to 22% when including admixture. The largest 264 proportion of false discoveries is obtained under range expansion and is equal to 25%. 265 We then evaluate the proportion of false discoveries obtained with BayeScan, hapflk,
266
OutFLANK, and sNMF (Figure 3 ). We find that hapflk is the most conservative approach 267 (FDR = 6%) followed by OutFLANK and pcadapt (FDR = 11%). The software sNMF 268 is more liberal (FDR = 19%) and BayeScan generates the largest proportion of false 269 discoveries (FDR = 41%). When not recalibrating the p-values of hapflk, we find that the 
Range expansion
K=8
Figure 1 -Determining K with the screeplot. To choose K, we recommend to use Cattell's rule that states that components corresponding to eigenvalues to the left of the straight line should be kept. According to Cattell's rule, the eigenvalues that correspond to random variation lie on the straight line whereas the ones corresponding to population structure depart from the line. For the island and divergence model, the choice of K is evident. For the model or range expansion, a value of K between 5 and 8 is compatible with Cattell's rule. 15 Figure 5 -Statistical power averaged over the expected proportion of false discoveries (ranging between 0% and 50%) for the divergence model with 3 populations. We assume that adaptation took place in an external branch that follows the most recent population divergence event. 10,000 20,000 30,000 40,000 50,000
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Software FLK OutFLANK pcadapt sNMF Figure SI7 -Running times of the different software. The different software were run on genotype matrices containing 300 individuals and from 500 to 50, 000 SNPs. The characteristics of the computer we used to perform comparisons is the following : OSX El Capitan 10.11.3, 2,5 GHz Intel Core i5, 8 Go 1600 MHz DDR3.
