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Abstract
Car styling and features play an important role in an automobile’s design and how
consumers perceive it. The goal of this study is to propose a methodology to assist
automotive designers in understanding consumers’ affective responses to green vehicles'
form design, in order to further develop the shape and styling of green cars. Given the
increase of environmental awareness among consumers and the current fierce competition
in the automotive industry, it is very important for automobile makers to effectively
consider consumer desires for the form features of green vehicles. To achieve this, we
performed Support Vector Regression (SVR) to incorporate the psychological response of
customers into the design of shape variables and to establish prediction models to fulfill
customers’ demands for green cars. In this paper, a systematic evaluation method is
presented as follows. First, semantic differential (SD) evaluation was used to measure the
feeling associated with certain adjectives describing green vehicle design to obtain
customers' baseline attitudes, and factor analysis (FA) was used to extract representative
affective dimensions. Next, automotive form features were determined by a numerical
definition-based system approach (NDSA). Finally, a SVR-based model was constructed for
predicting customer’s affective responses. The results of this experiment can provide a
basis for future green technology vehicle design to support automotive makers in bringing
visual expectations of automotive styling to life, therefore satisfying consumer needs.
Keywords: form features, semantic differential (SD), factor analysis (FA), numerical
definition-based system approach (NDSA), support vector regression (SVR)
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Introduction
Developing attractive vehicles to increase sales has become a primary objective among
automobile manufacturers. Vehicle appearance is one of the key factors affecting a
consumer's purchasing decisions, once the functional and operational utilities of
automobiles have fulfilled customer needs (Moulson & Sproles, 2000). In general, a
vehicle’s design initially develops from the current designers' experience and innovation,
which tend to rapidly differentiate an automobile’s shape from that of the competitor's
vehicles. However, designers can never guarantee the market success of their
distinguished designs. A widespread problem is that designers fail to objectively consider
customer satisfaction and to reliably meet customer demands with an automobile’s
design. One must consider the prominence of customer-oriented marketing, whose
purpose is to satisfy customers by identifying potential expectations. Therefore, it is
essential to improve designers' understanding of customer affective responses so they
can develop and systematically guide vehicle form design to best meet consumers’ actual
and potential desires.
Several studies of product design have been run to gain more insight into customers’
affective responses in order to develop appealing and successful products (Hong, Han, &
Kim, 2008; Hsiao, Chiu, & Lu, 2010; Lai, Chang, & Chang, 2005; Zhai, Khoo, & Zhong,
2009). The Kansei Engineering (KE) method is significant because it first introduced a
cause and effect assumption in product design that systematically translated customer
feelings and demands into design elements (Nagamachi, 1995). The purpose of the KE
method is to provide designers with an explicit evaluation method for product design by
examining and clarifying the relationship between affective factors in consumers and
design variables. However, in order to optimize a customer’s satisfaction with a product,
researchers will confront the design problems systematically organized procedure
information to determine a suitable KE methodology.
In this paper, we aim to provide a method for adopting Support Vector Regression (SVR)
to evaluate affective responses to green technology cars, in order to determine consumer
preferences and to promote further understanding among designers of the psychological
consumer needs that should be fulfilled by a product. The paper is structured as follows:
Section 2 consists of a related literature review of the current KE method. Section 3
includes a proposal for construction of a method based on the SVR prediction model.
Section 4 highlights the experimental results by analyzing samples collected from the
market, using green technology cars as examples. Finally, Section 5 offers conclusions
and suggestions for future study.

Overview of Previous Works
The KE method introduces several useful applications for product design and provides a
potential advantage for product development. Nagamachi (1993) first suggested a KE
approach should contain the following steps: target product selection, adjective collection,
adjective definition understanding, emotional assessment, statistical analysis, and expert
system establishment. Based on previous KE studies, Schutte, Eklund, Axelsson, and
Nagamachi (2004) point out the procedures common to past KE studies, which include
choosing the product domain, surveying the semantic and other properties of a product,
and synthesizing these elements.
A product’s physical features play a very important role in a consumer’s impression of
how appealing a product is and how well it satisfies their needs. Accordingly, many
researchers in the field of product design have explored the feasibility of developing
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various approaches to representative product features analysis as utilized in KE studies.
Previous KE studies have employed a qualitative description for product features to
simplify product form definition. Hsiao and Chen (1997) broke down an office chair into its
individual design elements: the seat, back, armrests, back support, base, etc. These
isolated components represent this product's basic design features, and then a
parametric definition can be easily obtained from typical curvature or representative form
features. While this approach is a fairly straightforward way to represent product form
features, it is quite difficult to uniformly apply to all product types. Therefore, an extensive
method of product form features analysis was conducted to establish the feature
elements relevant to each product. Kwahk and Han (2002) proposed an advanced
method based on a class-subclass concept, which introduces a more objective and
effective metric for representing more complex product samples. Moreover, a conceptual
approach of product design can also be applied to the level-based structural framework to
describe a product’s style (Chen & Owen, 1998). However, qualitative approaches in the
past were based on experts and focus group opinions, which share the drawback of
drawing from a small selection of available experts whose opinions weren't objective.
Recent product form research has attempted to use numerical definition-based
descriptions to overcome the disadvantages of over-reliance on such expert subjective
conjecture. In order to remedy the subjective nature of qualitative approaches, Chang
and Chen (2008) employed a numerical definition-based system approach (NDSA) to
synthesize various explicit shape variables for product form design. Research by You and
Lin (1997) also applied a similar concept to the 2D profiles definition of automobile design.
In a typical affective assessment, customer affective responses are measured by their
grading of various researcher-provided adjectives in describing product samples, and
then accompanied by a semantic differential (SD) survey to evaluate them (Osgood, Suci,
& Tannenbaum, 1957). Factor analysis (FA) was often employed to examine the
evaluation scores on the SD questionnaire to understand the subject's feelings. In order
to reveal the difference in perception of product appearance between designers and
users, Hsu, Chuang, and Chang (2000) apply the FA technique to explore the designers'
and users' perception space toward the form elements of telephone samples. According
to the customers' perception of a product, FA can combine similar or identical meanings
of adjectives to determine the factor loadings on the common factors that can help
designers once they have interpreted the effect of such adjectives. Several studies have
further investigated the underlying dimensions of customer affective responses to various
product form designs (Chuang, Chang, & Hsu, 2001; You, Ryu, Oh, Yun, & Kim, 2006).
A key component of the KE method is the construction of a prediction model to determine
the existing cause and effect relationship between affective factors and design variables,
in order to enhance product evaluations (Han & Hong, 2003). Therefore, a Kansei model
developed for predicting product form design was also utilized in our study to evaluate the
regression issue. Some KE studies have used common analysis approaches related to
product design, for example quantification theory type I (QT1; Lai, Lin, Yeh, & Wei, 2006),
multiple linear regression (MLR; Han, Kim, Yun, & Hong, 2004), and partial least squares
regression (PLSR; MacKay, 2006). These studies mostly conform to an assumption of
linearity. However, many practical product design problems often lead to more complex
nonlinear relationships between variables. For this reason, the specific type of nonlinear
relationship cannot be inferred accurately, and these techniques cannot be used.
In order to solve the issue surrounding nonlinear variables, Nagamachi was the first to
present a model based on artificial neural networks (NN) to establish relationships
between consumer preferences and form features in automobile design (Nagamachi,
1995). A NN model is capable of processing nonlinear input-output maps of variables
(Hsiao & Huang, 2002), which is why this model is considered to be a suitable method for

274

Conference Proceedings

CHIU Chun-Hui, FAN Kuo-Kuang and YANG Chih-Chieh

constructing prediction models. Some previous NN studies relevant to product design
yielded significant results. For example, a comparison of models based on NN and grey
relational analysis (GRA) was presented by Lai et al. (2005), and demonstrated that NN
is the better method for predicting effective product form feature combinations. However,
there are disadvantages with the NN models. Most importantly, they are limited by the
large quantity of parameters that must be estimated, and they lack a transparent
framework for finding an appropriate solution for a generalization performance (Chan,
Kwong, Dillon, & Fung, 2010).
Support vector machines (SVM), a new type of NN algorithm proposed by Vapnik (1995),
have been adapted to minimize structural risk instead of minimizing training errors that
can occur in the NN models, in order to achieve good generalized performance on a
limited number of samples. Structural risk minimization principle mainly seeks to minimize
empirical risk and confidence intervals. SVM have been shown to provide better
performance than traditional training methods and successfully applied in many
circumstances and fields (Burges, 1998; Wang, Huang, Tian, & Xu, 2010; Tanoori,
Azimifar, Shakibafar, & Katebi, 2011). In product design fields, the appearance of a
product is directly correlated to customer satisfaction, and product form attributes are
highly correlated with each other. (Han, Kim, Yun, & Hong, 2004). In order to address
problems arising due to the nonlinear nature of variables, SVM was initially introduced to
take advantage of the kernel technique for carrying out a nonlinear mapping in a high
dimensional feature space to solve classification problems. In recent studies, SVM have
also been applied to deal with nonlinear classification tasks in stylistic applications of
product design. For example, Shieh and Yang (2010) proposed a classification method
based on fuzzy SVM to predict the classifications of different product form attributes
according to customer perceptions. By adopting an appropriate loss function, the SVM
method has further been extended into SVR to handle the domain of nonlinear estimation
problems. Yang and Shieh (2010) demonstrated a high performing SVR method to build
a model for predicting consumer feelings towards mobile phones. Despite SVR’s many
attractive properties that make it a valuable choice as an evaluation method, SVR has yet
to be widely applied in the design field of green vehicles.
At present, the automobile industry is facing fierce competition. To reduce the
environmental impact of conventional vehicles, automobile manufacturers have
continuously introduced green vehicles and tried to improve the visual appeal of green
car design in order to attract more consumers. However, their efforts are hindered by a
lack of ability to measure and comprehend consumer preferences concerning stylistic
designs. Zafarmand, Sugiyama, and Watanabe (2003) suggest that a green design
should demonstrate that the product is consistent with the environment. The aesthetic
message conveyed by the appearance of a product can also influence consumer
preferences (Pernot, Falcidieno, Giannini, & Leon, 2008). The intensity of a consumer’s
visual perception of a product is also related to the influence of the form features (Lai, Lin,
& Yeh, 2005). Therefore, product features can be used as design specifications for
consumer preferences (Nagamachi, 1995). The impact of the physical features of green
technology vehicles, which shape consumers’ decisions on whether to purchase such
green vehicles, can be assessed by a quantitative process. Datschefski (2001) described
an assessment scheme for developing green design products based on quantitative
evaluations of each aspect necessary to consider for product success.

Method
This study proposes a method based on the SVR prediction model for product form
design of green technology vehicles. Firstly, samples vehicle, including concept cars,
were collected from the marketplace. With regards to the side view of the vehicles, the
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numerical-based profile curves proposed by Chang and Chen (2008) were defined by a
set of control points and also adopted in our study. Secondly, adjectives were compiled
which could be used to measure participant affective responses to the vehicle form
design. Thirdly, the representative affective dimensions were screened by FA. The SD
evaluation data of participants were collected using questionnaires. Finally, SVR
prediction models based on different adjectives were created using the control point
coordinates of the vehicle profiles as input data and the evaluated SD scores as the
output value. Optimal training parameters of the SVR model were determined using a grid
search of cross-validation.

Preparing numerical definition-based form samples of
green cars
The proposed method first collected the green car samples from car magazines, catalogs,
and photos taken from the Internet. The background of car samples was initially removed
from the original images, and the contours of the car were described from non-uniform
rational basis spline (NURBS) curves using vector graphics. In order to further establish
mutual relationships between affective responses and form variables, vehicle profiles
were adopted to explore the possibility of existing distinctions between different
automobiles due to consumer perceptions of quality, so that we would be able to take
feasible market strategies to automobile manufacturers. The form features of other views
from a different perspective given by consumer impressions will be required for future
investigations into improving vehicle styling.
A significant characteristic of a car appealing customers is mainly judged on its form
features. The data of default dimensions of vehicle samples were collected for the
reduced scale experiments on customer perception. As shown in Figure 1, the
investigation of automobile form was based on the numerical definition-based profile
shape of green technology vehicles. The main structure of the vehicle’s form features
were defined using ten NURBS curves, and constructed using a total of 35 control points,
as shown in Table 1. Note that control point P 33, which was located at the lower edge of
the front bumper curve, was specified as the origin (0, 0) of the coordinate system used
to define the location of each control point (x, y) in the overall vehicle form. There were 63
sample vehicles used in this study, however only fifteen have been listed in Figure 2. In
order to reduce instances of perceived differences caused by the materials and textures
of the car samples, the car shapes were overlaid with an identical gray color with uniform
luminance. Moreover, the shape features of automobile rim were not included in this
investigation.

Figure 1
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Table 1

The form feature definition of a green technology vehicle.

Feature specifications
Front lights
Engine hood
Windshield
Car roof
Trunk
Rear bumper
Rear wheels
Chassis
Front wheels
Front bumper

Features
Point 1-3
Point 4-6
Point 7-9
Point 10-12
Point 13-15
Point 16-18
Point 19-23
Point 24-27
Point 28-32
Point 33-35

Sample 1

Sample 2

Sample 3

Sample 4

Sample 5

Sample 6

Sample 7

Sample 8

Sample 9

Sample 10

Sample 12

Sample 13

Sample 14

Sample 15

Sample 11
Figure 2

The form samples of green technology vehicles used in this study (only listed
15 samples).

Affective response dimension extraction using factor
analysis
In order to evaluate customer affective responses towards green technology vehicles,
adjectives which might be suitable for describing the vehicle form design were first
collected from car magazines, newspapers and books, and further improve the
participants' mental consistency and obtain consumer subjective perception in
questionnaire evaluation, by screening similar and redundant adjectives, a total of 18
adjectives were used as the initial set of affective dimensions (Table 2). To select the
most representative adjectives, 25 participants, 13 males and 12 females, were asked to
evaluate 20 representative product samples using the initial set of affective dimensions in
SD experiment (see Figure 3). A user-friendly questionnaire interface was also used to
collect the evaluation data in a more effective way. The scores of SD evaluation for each
product sample were averaged. The SD evaluation scores were then evaluated using FA.
Two criteria, the eigenvalues and the percentage of variance explained for all extracted
factors, were used to determine the number of factors. A simple and intuitive way to
select representative adjectives was to include the adjectives with the largest absolute
factor loadings in each factor.
Table 2

Eighteen initial affective dimensions for describing the product form design of
a green technology vehicle

1
2
3
4
5
6

Natural
Peace
Life
Healthy
Fresh
Young

7
8
9
10
11
12

Neat
Friendly
Safe
Hopeful
Pure
Vital

13
14
15
16
17
18

Vigor
Environmental
Balanced
Coordinated
Precise
Advanced
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Figure 3

An SD evaluation for green technology vehicle samples

Questionnaire surveys for adjective evaluation
To collect the affective response data for automobile form design, 35 participants, 20
males and 15 females, were asked to evaluate 63 vehicle samples using a score from 0
to 1, with intervals of 0.1, using the representative adjectives. Images of the vehicle
samples were presented to the participants in the format of a questionnaire. The
presentation order of the vehicle samples was randomized to avoid any systematic
effects. The adjective data of all the participants was averaged to reach a final utility
score and applied as the output values in the SVR prediction models.

SVR-based prediction models construction
SVR was used to construct the prediction model based on the control points of car
profiles and the average adjective ratings obtained from the questionnaire. SVR can only
deal with one output value at a time, thus a separate prediction model must be built for
each representative adjective. The training scheme of a single SVR model is shown in
Figure 4. Firstly, the vehicle samples, which consist of a series of control points as input
vectors, are fed into the training model. These input vectors are mapped into feature
space by a map function Φ . Instead of directly calculating the mapping Φ , the kernel
function K is used to compute the inner product of two vectors

xi and x j in the

, x j ) Φ ( xi ) ⋅ Φ ( x j ) . SVR is known for its
feature space Φ ( xi ) and Φ ( x j ) , that is, K ( x i=
elegance in solving the nonlinear problem with the kernel function which automatically
applies nonlinear mapping to a feature space. In this study, the Gaussian kernel function
was adopted as follows:

Gaussian kernel : K ( xi ,=
x j ) exp( − || xi - x j ||2 / 2σ 2 )

(1)

where σ is the spread parameter determining the influence of squared distance
between

xi and x j to the kernel value. Using the Gaussian kernel function, dot

products were computed with the output values of the training vehicle samples under the
map Φ . The weights in the SVR model represent the knowledge acquired from the

278

Conference Proceedings

CHIU Chun-Hui, FAN Kuo-Kuang and YANG Chih-Chieh

vehicle samples. Finally, the dot products were summed using the weights terms of
*

Lagrange multipliers, α i and α i . This, plus a constant term b , yields the final predictive
output value as follows:
l

y = f(x) = ∑ (α i - α i* )K(x, xi )+ b

(2)

i=1

The following procedure was used to train the vehicle samples:
(1) Convert the data to the input of SVR format;
(2) Normalize the coordinates of the control points linearly to the range [0, 1];
(3) Conduct a grid search with 20-fold cross-validation to optimize the best parameter
C,

ε and the spread width σ of the Gaussian kernel function;

(4) Use the best parameter set to train the remaining training set.
Input
vectors

Mapped
vectors

Kernel
function

x1

φ ( x1 )

K ( x, x1 )

x2

φ ( x2 )

K ( x, x2 )

..
.

xl

..
.

φ ( xl )

Figure 4

..
.

Weights

α1 − α1*

α 2 − α 2*
y

αl − α

*
l

predictive
output

K ( x, xl )

Training scheme of the SVR model

Experimental Results
Results of selected affective dimensions
Factor analysis as a feature extraction method was used to merge similar adjectives from
the initial 18 groups and to form new groups by choosing a suitable number of factors.
The results of the factor loading using three factors are shown in Table 3. The extracted
three factors account for 42.3%, 25.3% and 12.1% of the explained variance respectively.
The total cumulative percentage of variances is 79.7%, indicating that the result of the
factor analysis using the three factors is acceptable. The adjectives with larger absolute
factor loadings in each factor are regarded as more important, thus they were selected as
representative adjectives. The selected adjectives for the three factors were adj1 (natural),
adj18 (advanced), and adj12 (vital). These three selected adjectives were used in the
adjective evaluation experiment.
Table 3

The factor loadings of the 18 adjectives using three factors

1
15
16
2

Adjectives
Factor 1
0.906
Natural
0.876
Balanced
Coordinated 0.850
0.766
Peace

Factor 2
－0.070
0.062
0.244
－0.338

Factor 3
0.280
－0.163
－0.143
0.310
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11
7
4
8
9
18
17
6
16
12
5
10
3

Pure
Neat
Healthy
Friendly
Safe
Advanced
Precise
Young
Vigor
Vital
Fresh
Hopeful
Life

0.724
0.714
0.702
0.690
0.679
－0.180
－0.070
0.136
0.044
0.016
－0.114
0.524
0.449

0.555
0.209
0.253
0.516
0.008
0.130
－0.234
0.307
0.381
0.854
0.831
0.691
0.632

－0.193
0.437
－0.254
－0.342
－0.631
0.903
0.889
0.864
0.847
0.203
0.143
0.229
0.213

Final statistics
Eigenvalue
7.6
4.6
Percentage
of
variance
42.3
25.3
Cumulative
percentage
42.3
67.6
The bold underlined numbers indicate the
adjectives associates with factors 1-3.

2.2
12.1
79.7
groups of

Predictive performance of SVR model
In order to obtain the best performance and reduce any over-fitting of the SVR training
model, a grid search of 20-fold cross-validation was taken using the following sets of
values: C

= {10 −5 ,10 −4 ,...,105 } , ε = {10 −5 ,10 −4 ,...,105 } , σ 2 = {10 −5 ,10 −4 ,...,105 } . Thus we

utilized 1,331 combinations of parameters (11 × 11 × 11 ＝ 1331). An optimum

(C , ε , σ 2 ) was selected from the grid search and used to construct the prediction model
for each adjective. The optimized parameter set
“advanced”,

and

“vital”

were

(C , ε , σ 2 ) for the adjectives “natural”,

(1, 0.001, 100) ,

(100, 1.00E − 05, 1.00E + 5) , and

(0.1, 0.01, 1.00E + 5) respectively. Figure 5 shows the predictive performance of the
constructed models. The blue solid lines are the original adjective scores of the product
samples while the red dashed lines are the predictive scores. The root mean square error
(RMSE) values of the three prediction models were 0.103, 0.102, and 0.078 respectively.
RMSE reflects an accuracy evaluation, by comparing measures between values
predicted by a model and the values actually observed. Since the predictive adjective
scores fit well to the original adjective scores, the SVR models are capable of predicting
the affective response of the product form design for the green technology vehicles.
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(a)

(b)

(c)

Figure 5

Predictive performance of SVR models of the adjectives (a) natural, (b)
advanced, and (c) vital.

Conclusions/Summary
This paper has proposed a methodology based on SVR model for predicting the form
design of green technology vehicles. NDSA profile curves of the vehicle side view were
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applied to the form design of green representative cars. FA was adopted to extract
consumer affective responses to construct the prediction model. Consumer affective
responses toward the form design of green technology vehicles were described using a
set of 18 adjectives. Three typical adjectives "natural", "advanced", and "vital" were
acquired by FA. The SD data of these adjectives for the 63 product form samples were
collected using questionnaires. Finally, SVR prediction models based on different
adjectives were constructed using the coordinates of the control points as input data and
the adjective evaluated scores as the output value. The experimental results of the SVR
models of the three adjectives have provided great predictive performance, and yield low
RMSE values of 0.103, 0.102, and 0.078 respectively. However, the analysis of the
vehicle form study is only based on the contour lines of the side view, which is not a
complete view. A more comprehensive study should include a detailed decomposition of
the vehicle form design in order to verify the effectiveness of the proposed method.
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