We prove that the integral cohomology ring modulo torsion H * (Sym n X; Z)/Tor for symmetric products of connected CW-complexes X of finite homology type is a functor of H * (X; Z)/Tor. Moreover, we give an explicit description of this functor.
Let us denote the ring (H * (X; Q) ⊗n ) Sn by S n H * (X; Q). If we know some Q-basis γ q i ∈ H q (X; Q), ∀q ≥ 1, and rational multiplication table γ But, over Q these forms are isomorphic:
Therefore, we get the isomorphism H * (S 2 × S 2 ; Q) ∼ = H * (CP 2 #CP 2 ; Q). The most difficult step in the proof of Theorem 1 below is the following Integrality Lemma proved by the author in [2] (in a slightly more general case).
It is clear, that if
Integrality Lemma. Let X be a connected Hausdorff space homotopy equivalent to a CW-complex of finite homology type. Then for any n ≥ 2 and any "integral rational" class α ∈ H * (X; Z)/Tor the following element χ(α) ∈ S n H * (X; Q) lies in the "integral structure" subring H * (Sym n X; Z)/Tor :
Remark. From the Transfer over Z (linear algebra), it can be derived that only (n − 1)!χ(α) is integral. So, the integrality of χ(α) for n ≥ 3 is not evident. For example, the element β ⊗ β ⊗ . . . ⊗ β may have denominator n! for even-dimensional β ∈ H * (X; Z)/Tor.
In section 2 we prove our main result -Theorem 1, which gives the explicit description of the ring H * (Sym n X; Z)/Tor as a functor of H * (X; Z)/Tor. In section 3 we apply our knowledge to the case when X is a compact Riemann surface M 2 g of arbitrary genus g ≥ 0. Here we verify the famous theorem of I.G.Macdonald [3] of 1962, which gives an explicit determination of the integral cohomology ring H * (Sym n M 2 g ; Z).
Main Theorem
Theorem 1. Let X be a connected Hausdorff space homotopy equivalent to a CW-complex and such that H q (X; Z) are finitely generated for all q ≥ 1. Denote by B m the m-th rational Betti number of X for all m ≥ 0. Let B odd := ∞ m=0 B 2m+1 ∈ Z + ∪ {∞} andB even := ∞ m=1 B 2m ∈ Z + ∪ {∞}. Take arbitrary additive basises of H 2m+1 (X; Z)/Tor for all m ≥ 0 and denote by α 1 , α 2 , . . . the elements of the union of these basises with the condition |α i | ≤ |α i+1 | ∀1 ≤ i ≤ B odd − 1. Also take any additive basises of H 2m (X; Z)/Tor for all m ≥ 1 and denote by β 1 , β 2 , . . . the elements of the union of these chosen basises with the same condition |β i | ≤ |β i+1 | ∀1 ≤ i ≤B even − 1. Then for all n ≥ 2 the following statements hold:
(i) The elements χ(α i ) = α i ⊗ 1 ⊗ . . . ⊗ 1 + 1 ⊗ α i ⊗ . . . ⊗ 1 + . . . + 1 ⊗ . . . ⊗ 1 ⊗ α i ∈ H * (Sym n X; Z)/Tor, χ(β j ) = β j ⊗ 1 ⊗ . . . ⊗ 1 + 1 ⊗ β j ⊗ . . . ⊗ 1 + . . . + 1 ⊗ . . . ⊗ 1 ⊗ β j ∈ H * (Sym n X; Z)/Tor,
are multiplicative generators of the ring H * (Sym n X; Z)/Tor. It means that the minimal subring, which contains χ(α i ) and χ(β j ), coincides with the whole ring H * (Sym n X; Z)/Tor. (ii) The elements
where Proof. We will use the following notations:
One has canonical inclusions A *
Sn . We will identify the rings D * n and S n A * via this isomorphism π * n . Let us write an explicit formula for the (right) action of the symmetric group S n on A ⊗n . For any k, l ∈ N we set ε kl = 1 if k > l, and ε kl = 0 if k ≤ l. Then for any homogeneous a 1 , a 2 , . . . , a n ∈ A * one has:
First, let us prove that the elements
of the type ( * ) lie in the subring D * nZ ⊂ D * n = S n A * . For this it is sufficient to prove that for any homogeneous ξ 1 , . . . , ξ n ∈ A odd Z and η 1 , . . . , η n ∈ A even≥2 Z the elements
where 0 ≤ k, s ≤ n, 1 ≤ k + s ≤ n, lie in the subring D * nZ . For the proof we will use the finite induction on pairs (k, s).
The base case
follows form Integrality Lemma.
The inductive step: suppose that for all pairs (k, s), 1 ≤ k + s ≤ q < n, the statement holds true. Let us show that for all pairs (k, s), k + s = q + 1, the statement also holds. Clearly, it is sufficient to derive the statement for (k + 1, s) and (k, s + 1), where k + s = q, from the statements for all pairs (k, s), k + s = q.
Case (k + 1, s). Suppose k, s ≥ 1. One has the following computation:
It is easy to see that the above computation implies the desired integrality property
By means of the similar computation one has the following identity, which proves the integrality property:
Therefore, in the current case the inductive step is proved. Case (k, s + 1). Using the similar computation one can derive the following formula, which proves the inductive step in this case: 
, contains all elements of the type ( * ). Thus, the statement (ii) of the theorem implies the statement (i). Let us prove the part (ii).
It is evident, that the graded Q-vector space S n A * = D * n could be linearly generated by the elements
As for odd-dimensional elements a i we have a i = p s i α s , and for evendimensional elements a i we have a i = q t i β t , where p * * , q * * ∈ Q, therefore S n A * is linearly generated by the elements
, then the corresponding symmetric element is equal to zero. Thus, we have proved that the elements of the type ( * ) linearly generates S n A * = D * n . Moreover, it can be derived from I.G.Macdonald's formula for Betti numbers of symmetric products (see [4] ), that these elements ( * ) are Q-linear independent. But, we will show it independently, and at the same time we will prove, that the elements ( * ) are Z-basis of the "integral structure" subring
be the dual Z-basis:
. Consider the following element:
where
, where π n : X n → Sym n X is a canonical projection. We will prove now, that the elementc lies in "integral structure" H * (Sym n X; Z)/Tor ⊂ H * (Sym n X; Q). This fact could be easily derived from the following lemma. Lemma 1. Let X be a connected Hausdorff space homotopy equivalent to a CW-complex and such that H q (X; Z) are finitely generated for all q ≥ 1. 
We have the following commutative diagram:
which concludes the proof of the lemma.
Therefore, we have the above considered element c ∈ H * (X n ; Q) with the "integral" imagec = π n * (c) ∈ H * (Sym n X; Z)/Tor. Letγ ∈ H * (Sym n X; Z)/Tor be an arbitrary element of the type ( * ). Denote also γ = π * n (γ) ∈ H * (X n ; Z)/Tor. We have γ,c = γ, c ∈ Z. Now, letγ ∈ H * (Sym n X; Z)/Tor runs over all elements of type ( * ), and c ∈ H * (X n ; Q) runs over all elements of the type (1). It is easy to see, that the value γ,c = γ, c always belongs to the set {0, +1, −1}. Moreover, γ,c = 0 iff the elements γ and c are constructed from the same combinatorial data, i.e.
For all p ≥ 1 denote
We have the isomorphisms of free abelian groups of finite rank
Tensoring by Q gives us the isomorphisms of Q-vector spaces
Let us fix any p ≥ 1. Denote the Q-vector space H p (Sym n X; Q) by V p , and the dual space 
are Q-linear independent. But, we have already shown that the vectorsγ i , 1 ≤ i ≤Ñ p , linearly generates the space V * p . Thus, the system of vectorsγ i , 1 ≤ i ≤Ñ p , is a Q-basis of the space V * p and, consequently,
But, the fact that the determinant of the matrix γ i ,c j is equal to ±1 and the property A, B ∈ GL(N p , Z) obviously imply the identity t 1 = . . . = t Np = s 1 = . . . = s Np = 1. This identity proves that the systemγ 1 , . . . ,γ Np ∈ L * p is a Z-basis of the lattice L * p . Therefore, we have just proved that our elements of the type ( * ) with degree p forms a Z-basis of the lattice H p (Sym n X; Z)/Tor. The statement (ii) of the theorem is proved. As was mentioned above, (ii) implies (i), so the part (i) is also proved. By product, we have shown that the elements of the type (1) with degree p forms a Z-basis of the homology lattice H p (Sym n X; Z)/Tor, i.e. we have constructed also an explicit Z-basis in homology modulo torsion.
Suppose we know the integral multiplication table for the considered Z-basis α i , β j , 1 ≤ i ≤ B odd , 1 ≤ j ≤B even , of the ring H * (X; Z)/Tor:
Let us denote byγ 1 ,γ 2 , . . . the elements of the type ( * ), which forms a Z-basis of our ring H * (Sym n X; Z)/Tor. Now, we will present a simple algorithm for computing the integral multiplication table for this basisγ iγj = ν k ijγ k , ν * * * ∈ Z. We have the following calculation:
Here, the constants µ * * , * * ∈ Q are easily computable from the original multiplication table of the ring H * (X; Z)/Tor. The constants ν k ij = τ ∈Sn µ k τ,ij ∈ Q are also computable. We know, that the elements γ 1 ,γ 2 , . . . forms the Z-basis of the ring H * (Sym n X; Z)/Tor. This fact implies that these rational structural constants ν k ij are indeed integral. So, we have just presented a simple algorithm for computing the integral multiplication table for the constructed Z-basis ( * ) of our ring H * (Sym n X; Z)/Tor. The theorem is completely proved.
Verification of I.G.Macdonald's theorem
The natural homeomorphism Sym n C ∼ = C n implies that for any 2-dimensional manifold M 2 its symmetric product Sym n M 2 is a 2n-dimensional topological manifold. Actually, it is always smoothable and admits a natural complex structure if M 2 is equipped with a structure of a Riemann surface. It is well known that if M 2 is a compact Riemann surface then Sym n M 2 is a smooth projective algebraic variety. The standard fact is that Sym n CP 1 ∼ = CP n . Let us denote by M 2 g an arbitrary compact Riemann surface of genus g ≥ 1. There is a classical Abel map Ab : Sym n M 2 g → Jac = T g , where Jac is a Jacobian variety of M 2 g , which is a g-dimensional complex torus. The following famous theorem states the good behavior of the Abel map for stable n.
Theorem [A. Mattuck, 1961] If n ≥ 2g − 1, then Abel map Ab : Sym n M 2 g → Jac = T g is an algebraic projective bundle, with fiber CP n−g . Moreover, it is a projectivization of a canonically defined algebraic complex vector bundle, with fiber C n−g+1 . The integral cohomology ring of M 2 g is well known:
Let us denote
Without Integrality Lemma we have
Consider the free graded commutative Q-algebra
,
Here we state the famous theorem of I.G.Macdonald [3] (case Q). Theorem α [I.G. ] Suppose M 2 g is an arbitrary compact Riemann surface of genus g ≥ 1, and n ≥ 2. Take the Q-algebra homomorphism
Then the following statements hold:
(i) f Q is an epimorphism, and Ker(f Q ) = I * Mac is generated by the following polynomials-relations
where a + b + 2c + q = n + 1 and i 1 , . . . , i a , j 1 , . . . , j b , k 1 , . . . , k c are distinct integers from 1 to g inclusive.
(ii) if n ≥ 2g − 1, then I * Mac is generated by the single relation
It is the only relation with q = q min = n − 2g + 1.
Mac is generated by )y = 0. In I.G.Macdonald's paper the proof of the statement (i) is correct. Here we reprove the statement (ii) and the correction ( iii A ) and ( iii B ). We will deduce these statements from (i).
Proof of the correction (case Q). It is evident that the 4-tuples (a, b, c, q) ∈ Z 4 + from (i) are the solutions of the following system a + b + 2c + q = n + 1 a + b + c ≤ g. Now, our goal is to deduce any relation from (i) with the 4-tuple (ã,b,c,q) from relations with (a, b, c, q) such that q <q (if it can be done). Consider the following 4 cases.
We will deduce the relation
from the relation for the set of indices {i 1 , i 2 , . . . , i a , j 1 , . . . , j b , k 1 , . . . , k c−1 , k c := i a+1 } ⊂ {1, 2, . . . , g}, and q =q − 1. Here is the deduction:
The reasoning in this case is absolutely similar and is left to the reader.
Case III. (q ≥ 2,ã =b = 0, 0 ≤c ≤ g − 1) Set a = b = 0, c =c + 1, q =q − 2. Take any distinct integers {k 1 , . . . , kc =c−1 } ⊂ {1, 2, . . . , g}, and add to them any k c ∈ {1, 2, . . . , g}\{k 1 , . . . , kc =c−1 }. Here is the desired deduction:
Case IV. (ã =b = 0,c = g) As we haveã +b + 2c +q = 2g +q = n + 1 andq ≥ 0, this case can occur iff n ≥ 2g − 1 (stable dimension). In this case there is only one relation:
Suppose first that 2 ≤ n ≤ 2g − 2. Then from above analysis of Cases I,II,III, we obtain the following fact: the ideal I * Mac is generated by the relations from (i) with q = 0 and q = 1. Consider any 4-tuple (ã,b,c,q = 1). We haveã +b + 2c + 1 = n + 1. If n is an odd number, n = 3, 5, . . . , 2g − 3, thenã +b is always odd. In particular,ã ≥ 1 orb ≥ 1. So, we come to Case I or II. Thus, any relation with a given (ã,b,c,q = 1) is a consequence of relations with q = 0. The correction ( iii A ) is completely proved. Now, suppose that n = 2, 4, . . . , 2g − 2. It is easy to check, that in this case the ideal I * Mac is generated by the relations from (i) with q = 0 and (a, b, c, q) = (0, 0, n 2 , 1). Any relation with 4-tuple (0, 0, n 2 , 1) has the form:
where {k 1 , k 2 , . . . , k n 2 } ⊂ {1, 2, . . . , g} and |{k 1 , k 2 , . . . , k n 2 }| = n 2 . Denote by I * q=0 the ideal of our ring which is generated by all relations with q = 0. Then for any distinct integers i, k, k 2 , k 3 , . . . , k n 2 ∈ {1, 2, . . . , g}
we have
Multiplying by x ′ i we get
By change i ↔ k we obtain
So, for any distinct integers i, k, k 2 , k 3 , . . . , k n 2 ∈ {1, 2, . . . , g} we have
This formula can be rewritten in the way
The last formula implies that for any 1 ≤ k 1 < k 2 < . . . < k n 2 ≤ g we get the identity
Therefore, in the case n = 2, 4, . . . , 2g − 2, the ideal I * Mac is generated by the 2g n+1 relations with q = 0 and one more relation P 1,2,...,
)y = 0 with q = 1. Moreover, the relation P 1,2,..., does not belong to the ideal I * q=0 . It can be proved by the following argumentation. We have degP 1,2,..., n 2 = n+2, and degR = n+1 for any our relation R with q = 0. So, if P 1,2,..., n 2 ∈ I * q=0 , then there should be the identity
is a free graded commutative ring, the above identity cannot hold true. The correction ( iii B ) is completely proved.
Let us consider the stable case n ≥ 2g − 1. Take any 4-tuple (a, b, c, q). We have double inquality a + b + 2c ≤ 2(a + b + c) ≤ 2g. We also have the identity a + b + 2c + q = n + 1. It follows that q = n + 1 − (a + b + 2c) ≥ n + 1 − 2g = q min ≥ 0. Thus, the minimal q that may occur in this case is q min = n − 2g + 1 and there is only one relation with this q min :
Consider any 4-tuple (ã,b,c,q) withq > q min . Ifã ≥ 1 orb ≥ 1, then we get to Case I or II, and, therefore, any relation with this 4-tuple (ã,b,c,q) is a consequence of some relation with q <q. Ifã =b = 0, thenq = n + 1 − 2c > n + 1 − 2g. It follows that 0 ≤c ≤ g − 1 andq ≥ 2, so, we get to Case III. And again any relation with this 4-tuple (ã,b,c,q) is a consequence of some relation with q <q.
By finite descending induction we obtain, that in the stable case n ≥ 2g − 1 the ideal I * Mac is generated by the single relation with q = q min . The part (ii) is completely prooved.
The last remark before we go to the case Z. Suppose 2 ≤ n ≤ 2g − 2. So, we get to the cases ( iii A ) and ( iii B ). We will prove now, that no one of the 2g n+1 relations with q = 0 can be removed. Fix any 2 ≤ n ≤ 2g − 2. Denote by B k , 0 ≤ k ≤ 2n, the k-th rational Betti number of Sym n M 2 g . In I.G.Macdonald's paper there is an explicit formula for B k :
We also have
It follows that dim
n+1 . But, any relation from (i) has degree a + b + 2c + 2q = n + 1 + q ≥ n + 1. So, Q-vector space I n+1 Mac of dimension 2g n+1 is linearly generated by 2g n+1 relations with q = 0. Therefore, the system of 2g n+1 relations with q = 0 is Q-linearly independent, so, none of them can be removed. The correction in the case Q is completely prooved.
In the same paper [3] I.G.Macdonald proves that the integral cohomology ring H * (Sym n M 2 g ; Z) has no torsion. Let us take the following free graded commutative ring
Here we formulate the famous theorem of I.G.Macdonald [3] (case Z). Theorem β [I.G. ] Suppose M 2 g is an arbitrary compact Riemann surface of genus g ≥ 1, and n ≥ 2. Take the graded ring homomorphism
Then the following statements hold:
(i) f Z is an epimorphism, and Ker(f Z ) = I * Mac is generated by the following polynomials-relations
Mac is generated by 2g n+1 relations with q = 0. The statements (i) and (ii) again hold true, but the statement (iii) needs the same correction, as in the case Q: 
whose kernel contains I * Mac (by I * Mac we denote the ideal generated by the relations from (i)). Therefore, the induced graded ring homomorphism
is also an epimorphism. Moreover, after ⊗Q it turns out to be an isomorphism (Theorem α(i)). It follows that For any subset {i 1 , . . . , i a , j 1 , . . . , j b , k 1 , . . . , k c } ⊂ {1, 2, . . . , g} and any q ≥ 0 let us consider the following two elements of E * g,n :
monomial
and
Clearly, deg P = deg S(P ) = a + b + 2c + 2q. Set w(P ) := a + b + 2c + q = the "weight" of P .
The ideal I * Mac ⊂ E * g,n is generated by elements S(P ) for all monomials P with w(P ) = n + 1. For such monomials P we have deg S(P ) = w(P ) + q = n + 1 + q ≥ n + 1. It follows that I s Mac = 0, 0 ≤ s ≤ n. Therefore, our ring E * g,n /I * Mac is torsionless in dimensions 0 ≤ s ≤ n. Case 0 ≤ s ≤ n. It is just done. Case n + 1 ≤ s ≤ 2n − 1. As before, we denote by B t , 0 ≤ t ≤ 2n, the t-th Betti number of Sym n M 2 g . In I.G.Macdonald's paper there is an explicit formula for B t :
First, let us prove that elements S(P ) lie in I * Mac for all monomials P with w(P ) ≥ n + 1. We will use the induction on w(P ). The base w(P ) = n + 1 is correct.
The inductive step. Suppose that the statement is proved for w(P ) = n + t for some t ≥ 1. Let us prove the statement for w(P ) = n + t + 1. Take an arbitrary monomial
with w(P ) = a + b + 2c + q = n + t + 1.
(1) c ≥ 1. In this case the corresponding element S(P ) has the following decomposition:
, where
Evidently, w(P 1 ) = w(P 2 ) = w(P ) − 1 = n + t. By induction hypothesis, we have S(P 1 ), S(P 2 ) ∈ I * Mac . It follows that S(P ) also lies in I * Mac . The inductive step in the case (1) is proved. (2.1) c = 0, a = b = 0. In this case P = y q = S(P ) and w(P ) = q = n + t + 1 ≥ n + 1. But, one has y n+1 ∈ I * Mac . Therefore, S(P ) also belongs to I * Mac . The inductive step in this case is proved. (2.2) c = 0, a ≥ 1. In this case the corresponding element S(P ) has the following simple decomposition:
Clearly, w(Q) = w(P ) − 1 = n + t. So, one has S(Q) ∈ I * Mac and S(P ) ∈ I * Mac . The inductive step in this case is proved.
(2.3) c = 0, b ≥ 1. The reasoning here is an evident change of that in the previous case. So, we have just proved the induction step in all cases. Therefore, we have proved, that S(P ) ∈ I * Mac for all monomials P with w(P ) ≥ n + 1. Let us call a monomial P "primitive", if 1 ≤ w(P ) ≤ n. How many are primitive monomials P of degree s = n + t, 1 ≤ t ≤ n − 1? We have two conditions for P :
It is clear, that for such P we have t ≤ q ≤ n + t − 1. Moreover, for q = t there are 2g n−t possibilities, for q = t + 1 there are 2g n−t−2 possibilities, e.t.c. Thus, the whole quantity of primitive monomials P of degree n + t, 1 ≤ t ≤ n − 1, is equal to Consider any monomial P of degree n + t, 1 ≤ t ≤ n − 1, and satisfying the condition w(P ) ≥ n + 1. We have S(P ) ∈ I * where m * ∈ Z, Q * are monomials of degree n + t, w(Q * ) ≤ w(P ) − 1, and R ∈ I * Mac . By finite descending induction, for any monomial P of degree n + t, 1 ≤ t ≤ n − 1, and w(P ) ≥ n + 1 we get the following decomposition: P = fin.
where m * ∈ Z, Q * are monomials of degree n + t, 1 ≤ w(Q * ) ≤ n, and R ∈ I * Mac . Therefore, for 1 ≤ t ≤ n − 1 we obtain the identity for abelian groups: From the above two identities we get that Z Q| . . . ∩ I n+t Mac = 0. Therefore, we have just proved that in the case s = n + t, 1 ≤ t ≤ n − 1, our abelian group E Consider any monomial P of degree s ≥ 2n+1. We have s = w(P )+q ≥ 2n+1. So, w(P ) ≥ n+1+(n−q) and w(P ) ≥ q. Thus, we always have w(P ) ≥ n + 1 and S(P ) ∈ I s Mac . Now, we also have two possibilities: (A) c = 0, here P = S(P ) ∈ I s Mac ; and (B) c ≥ 1, where we have the same decomposition of S(P ) as in the previous case (n + 1 ≤ s ≤ 2n − 1).
Thus, for any monomial P of degree s ≥ 2n+1 we obtain P ∈ I s Mac , or we get the following decomposition:
where m * ∈ Z, Q * are monomials of degree s, n + 1 ≤ w(Q * ) ≤ w(P ) − 1, and R ∈ I s Mac .
By evident finite descending induction we obtain that any monomial P of degree s ≥ 2n + 1 belongs to I s Mac . Therefore, we have just proved the desired identity E s g,n = I s Mac in the considered case (s ≥ 2n + 1). Case s = 2n. Let us show, that in this case there is only one primitive monomial P = y n . Consider any primitive P of the type (a, b, c, q). We have two conditions: deg P = a + b + 2c + 2q = 2n, w(P ) = a + b + 2c + q ≤ n.
Clearly, we get 0 ≤ q ≤ n. If q = n, then a = b = c = 0 and P = y n . If 0 ≤ q ≤ n − 1, then w(P ) = 2n − q ≥ n + 1. Thus, we have just proved that the only primitive monomial in our last case is P = y n . Consider any monomial P of the type (a, b, c, q) and deg P = 2n. If P = y n , then w(P ) ≥ n + 1. Again we have two cases: (A) c = 0, P = S(P ) ∈ I * Mac ; (B) c ≥ 1, here we obtain the following decomposition:
where m * ∈ Z, Q * are monomials of degree 2n, n ≤ w(Q * ) ≤ w(P ) − 1.
By evident finite descending induction we obtain that any monomial P of degree s = 2n has the following decomposition:
where m ∈ Z and R ∈ I * Mac . Thus, we have the identity: 
