Abstract. We prove that for any countable group Γ there exists a free minimal continuous action α : Γ C on the Cantor set admitting an invariant Borel probability measure.
Introduction
In [6] Hjorth and Molberg proved that for any countable group Γ there exists a free and continuous action of Γ on the Cantor set C that admits an invariant Borel probability measure. Our main goal is to prove that one can also assume the minimality of the action. Theorem 1. For any countably infinite group Γ, there exists a free minimal continuous action α : Γ C on the Cantor set admitting an invariant Borel probability measure.
In fact, we show that α can be chosen to be universal in the following sense.
Theorem 2.
There exists a free, minimal action α : Γ C that satisfies the following condition. Let β : Γ X be a free Borel action of the above group Γ on the standard Borel space X admitting an invariant Borel probability measure µ. Then there exists a Borel embedding Φ : X ′ → C commuting with the actions α and β, such that X ′ is an invariant Borel set of X and µ(X ′ ) = 1.
It is important to note that Weiss proved [11] the existence of a topologically free minimal Cantor action satisfying the condition of Theorem 2. Notice however, that topologically free minimal Cantor actions of the free group admitting an invariant measure can be very far from being essentially free. In fact, it is possible that the equivalence relation associated to such topologically free minimal action is hyperfinite [1] . Our approach to prove Theorem 2 is based on the philosophy behind Weiss' proof and the notion of properness.
First we prove a result on Borel universality.
2010 Mathematics Subject Classification. 46L55. The author was partially supported by the ERC Consolidator Grant "Asymptotic invariants of discrete groups, sparse graphs and locally symmetric spaces" No. 648017. Proposition 1.1. For any countably infinite group Γ and for any free Borel action β : Γ X on the standard Borel space, there exists an injective equivariant Borel map Ψ ′ β : X → Free(C Γ ) ( where Free(C Γ ) is the free part of the Bernoulli C-shift space), such that the closure of the set Ψ ′ β (X) is still in Free(C Γ ).
As a consequence, we will obtain the following theorem.
Theorem 3. For any countably infinite group Γ, there exists a free continuous action ζ : Γ C such that for any free Borel action β : Γ X on the standard Borel space we have an injective Borel map Ψ β : X → C satisfying
Note that Seward and Tucker-Drob [10] (see also [2] ) proved the following result: For any free Borel action α : Γ X there exists a (not necessarily injective) equivariant Borel map Ψ : X → Free({0, 1} Γ ) such that the closure of the set Ψ(X) is still in Free({0, 1} Γ ).
In 1952 Oxtoby [9] proved that there exists a free, minimal Z-action on the Cantor set that is not uniquely ergodic, that is, it admits more than one ergodic invariant Borel probability measures. We will prove the following corollary of Theorem 2.
Corollary 1.1. Any countably infinite group Γ has a free, minimal action on the Cantor set that is not uniquely ergodic.
We will also prove a version of Theorem 2 for uniformly recurrent subgroups (Theorem 4) answering a question of Glasner and Weiss in the "universal sense". Finally, we prove Theorem 1. The main idea is to construct an explicit free minimal action for any countably infinite group using an inductive "learning" algorithm. Then we combine this construction with Theorem 3 to obtain our main result.
Acknowledgement:
We are grateful to Benjamin Weiss for sending us his paper [11] .
The proof of Theorem 3
Let Γ be a countable infinite group and {σ i } ∞ i=1 be a generating system of Γ. Also for n ≥ 1, let Γ n be the subgroup of Γ generated by the elements {σ i } n i=1 . Let α : Γ X be a Borel action of Γ on the standard Borel space X. We define a sequence {G n } ∞ n=1 of Borel graph structures on X in the following way. If p, q ∈ X, p = q, then let (p, q) ∈ E(G n ) if there exists 1 ≤ i ≤ n such that α(σ i )(p) = q or α(σ i )(q) = p. A Borel C-coloring of X is a Borel map ϕ : X → C, where C = {0, 1}
N is the Cantor set. We say that ϕ is a proper C-coloring with respect to α : Γ X if for any r > 0 there exists S r > 0 such that for any p, q ∈ X (ϕ(p)) Sr = (ϕ(q)) Sr , provided that 0 < d Gr (p, q) ≤ r, where
• d Gr is the shortest path metric on the components of the Borel graph G r .
• For κ ∈ C and s > 0, (κ) s ∈ {0, 1}
[s] , denotes the projection of κ onto its first s coordinates. Here [s] denotes the set {1, 2, . . . , s}.
The Borel coloring ϕ is called separating if for any p = q ∈ X, ϕ(p) = ϕ(q).
Lemma 2.1. For any Borel action α : Γ X there exists a separating, proper C-coloring with respect to α.
Proof. First, for any r ≥ 1 we construct a new Borel graph H r of bounded vertex degree on X such that (p, q) ∈ E(H r ) if 0 < d Gr (p, q) ≤ r. By the classical result of Kechris, Solecki and Todorcevic [7] , there exists an integer m r > 0 and a Borel coloring ψ r : X → {0, 1}
[mr] such that ψ r (p) = ψ r (q), whenever p and q are adjacent vertices in the Borel graph H r . Then
N , defines a proper C-coloring of X with respect to α. Now we use the usual trick to obtain a separating coloring. Let
Clearly, ϕ is a separating, proper C-coloring with respect to α. Now we prove Proposition 1.1. Let α : Γ X be a free Borel action and let ϕ : X → C be a separating, proper C-coloring. Consider the Bernoulli shift C Γ with the natural left action 
Since ρ(γ) = lim n→∞ ϕ(α(γ)(x n )) and ρ(e Γ ) = lim n→∞ ϕ(x n ), we have that ρ(γ) = ρ(e Γ ) . Hence our proposition follows. Now we prove Theorem 3. Let ι : Γ Free(C Γ ) be the natural free action and Ψ 
Clearly,Ψ α : X → W is an injective Γ-equivariant Borel map. Now we define the injective Γ-equivariant Borel map Ψ α : X → W 2 by modifyingΨ α on countably many orbits. Since W 2 is homeomorphic to C our theorem follows.
Uniformly recurrent subgroups
Let Γ be a countable group and let Sub(Γ) be the space of subgroups of Γ [5] . Then Sub(Γ) is a compact, metrizable space and conjugations define a continuous action c : Γ Sub(Γ). Now let β : Γ M be a continuous minimal nonfree action of a countable group on a compact metric space. Then we have a natural equivariant map Stab β : M → Sub(Γ) from our space M to the compact space of subgroups of Γ, mapping each point x ∈ M to its stabilizer subgroup. Glasner and Weiss (Proposition 1.2 [5] ) proved that the set M 0 of the continuity points of the map Stab β is a dense, invariant G δ subset of M and the closure of Stab β (M 0 ) in Sub(Γ) is a minimal closed invariant subset of Sub(Γ), that is, a uniformly recurrent subgroup. They asked if for any uniformly recurrent subgroup Z ⊂ Sub(Γ) there exists a minimal continuous action β : Γ M such that M 0 = M. This question has been answered in [3] and [8] . Now we show that one can answer the question of Glasner and Weiss in the universal sense. • For any Borel action α : Γ X such that for any x ∈ X the group Stab α (x) is in Z (we call these actions (Γ, Z)-actions), there exists an injective Borel map
It was proved in Section 5 [3] that there exist countable groups Γ and uniformly recurrent subgroups Z ⊂ Sub(Γ) such that no Borel (Γ, Z)-action admits an invariant Borel probability measure. However, we have the following nonfree analogue of the aforementioned result of Hjorth and Molberg.
Corollary 3.1. Let Γ be a countable group and let Z ⊂ Sub(Γ) be a uniformly recurrent subgroup. If there exists a Borel (Γ, Z)-action α : Γ X that admits an invariant Borel probability measure, then there exists a continuous (Γ, Z)-action β : Γ C on the Cantor set admitting an invariant Borel probability measure such that
• The map Stab β : C → Sub(Γ) is continuous everywhere and
Proof. (of Theorem 4) Let Z ⊂ Sub(Γ) be a uniformly recurrent subgroup. We define the Bernoulli shift space C Z of Z in the following way. Let
where F (H) is the set of maps ρ : Γ/H → C from the right coset space of H to the Cantor set. The action of Γ on C Z is defined as follows.
•
Proof. We need to show that if ρ : Γ/H → C and
Observe that
We can equip C Z with a compact metric structure d such that (C Z , d) is homeomorphic to the Cantor set and the Γ-action above is continuous. Let ρ 1 : Γ/H 1 → C, ρ 2 : Γ/H 2 → C be elements of C Z . We say that ρ 1 and ρ 2 are n-equivalent, ρ 1 ≡ n ρ 2 if
We can define Free(C Z ) in the usual way. We have that ρ : Γ/H → C ∈ Free(C Z ) if L δ (ρ) = ρ for any δ / ∈ H. Clearly, if for any δ / ∈ H, ρ(H) = ρ(Hδ), then ρ ∈ Free(C Z ). Now let α : Γ X be a Borel (Γ, Z)-action and ϕ : X → C be a separating, proper C-coloring with respect to α. We define Ψ ϕ α : X → C Z as follows.
Now we prove the nonfree analogue of Proposition 1.1. Proof. Let ϕ and Ψ ϕ α be as above.
Since, lim n→∞ ϕ(α(δ)(x n )) = ρ(Hδ) and lim n→∞ ϕ(x n ) = ρ(H) we have that ρ(H) = ρ(Hδ). Hence, we have that ρ ∈ Free(C Z ). Now Theorem 4 follows from Proposition 3.1 exactly the same way as Theorem 1 follows from Proposition 1.1.
Minimal Cantor labelings I. (patchings)
The goal of the next three sections is to present an explicit contstruction of free minimal actions for countably infinite groups. Before getting further let us recall some notions from graph theory. Let G be a graph, S ⊂ V (G) be a subset and r, s > 0 be integers. Then S is an s-net if for any
is an S-maximal r-sparse set if T is maximal among sets that satisfy the following two properties.
• T ⊆ S • T is r-sparse.
Note that an S-maximal r-sparse set is not necessarily a maximal r-sparse set. However, if T is an S-maximal r-sparse set, then T is also an S ′ -maximal r-sparse set, provided that S ⊆ S ′ ⊆ T .
Lemma 4.1. If T is an S-maximal r-sparse, where S is an s-net, then T is an s + r-net.
be as above and for r ≥ 1 let the graph G r be defined in the following way.
We construct inductively a sequence of positive integers
with distinguished elements q m ∈ F m satisfying certain rules. These rules will be described in Section 10.
We assume that Γ is equipped with a labeling
satisfying the following conditions.
(1) (
We call such a labeling a clean labeling of Γ. It is easy to see that such clean labelings exist using Rule 2. In Section 9 we will call a labeling almost clean labeling if it satisfies the first three conditions above. From now on we use F as a shorthand for C ×
Patching is an elementary construction that turns one clean labeling into another clean labeling using a third clean labeling. First, we define "regular n-patchings". Suppose that two clean labelings
The ball is the patch we wish to insert into Γ in order to turn Θ a into the new clean labeling Θ b . In the course of the paper we will refer to the change of labeling described in the next proposition as "patching the
a around the vertex y."
Proposition 4.1. Let y ∈ Γ such that Θ a n (y) = q n . Then, there exists a clean labeling
Proof. We need to define only Θ y) ) be defined in the following way.
We also define κ 0 as the empty set. One can observe that κ n−1 ⊂ κ n−2 ⊂ · · · ⊂ κ 1 and for any 1 ≤ i ≤ n − 1, the set κ i is r i -sparse in G i . Let κ 1 ⊂ λ 1 be an arbitrary maximal r 1 -sparse set. Now, let κ 2 ⊂ λ 2 be a λ 1 -maximal r 2 -sparse set. Inductively, we construct the sets
leading to a contradiction. Suppose that our statement holds for any 1 ≤ k ≤ i. Let
in contradiction with the fact that λ i+1 is r i+1 -sparse. The proof of the second part can be done similarly.
to obtain a clean labeling. Note that 1 Γ / ∈ B sn+5r n−1 (G n , y), hence by Rule 2 such extensions Θ b i clearly exist.
We need another kind of patching in our construction that we call "supersize n-patchings".
The following proposition is about how to insert B into Θ a . Notice that in the case of regular patchings the ball B we use as a patch contained only one element of (Θ d n )
−1 (q n ). In the case of supersize patchings the ball B contains many elements of (Θ d n ) −1 (q n ). Nevertheless, B will not contain any element of the set (Θ d n+1 ) −1 (q n+1 ). The next proposition is the "supersized" version of Proposition 4.1.
• For m ≤ n and z ∈ Γ such that d Gn (y, z) ≥ 7r n , we have Θ Proof. First we construct sets λ n ⊂ λ n−1 ⊂ · · · ⊂ λ 1 , where κ i ⊂ λ i for any 1 ≤ i ≤ n, λ 1 is a maximal r 1 -sparse set and if i > 1, then λ i is a λ i−1 -maximal r i -sparse set. Then we can proceed in the same way as in the proof of Proposition 4.1.
Minimal Cantor labelings II. (codeballs)
Definition 5.1. Let Θ ′ and Θ ′′ be labelings as above. We say that the
We will start with a clean labeling Θ and inductively construct a sequence of clean labelings
such that Θ 1 = Θ and for any z ∈ Γ there exists an
The clean labeling Θ ∞ : Γ → F will generate a free, minimal subshift in the Bernoulli shift space F Γ .
The construction of Θ 2 . Our input is the clean labeling Θ = Θ 1 . Pick any z 2 ∈ Γ such that Θ 1 2 (z 2 ) = q 2 . First we modify the labeling Θ 1 on the
• For any 1
) fully contains an isomorphic copy of the G 1 -ball A 
is a maximal r 1 -sparse set such a family of vertices {z
indeed exists. Hence, we obtain a modified clean labeling 
2 . Note that the 2-codeballs are the analogues of the 2-welcome words of [11] . We will see that for any i ≥ 1 and
The construction of Θ 3 . Our input is now the clean labeling Θ 2 . Pick any z 3 ∈ Γ such that Θ 2 3 (z 3 ) = q 3 . We modify the labeling Θ 2 on the ball
be the set of all F 2 -labeled G 2 -balls of radius s 2 in Θ 2 up to isomorphism. Let {w
2 ) −1 (q 2 ) be a subset of vertices such that:
• For any 1 . Hence, we obtain a modified clean labelingΘ 3 : Γ → F . So far, the construction of the 3-codeball was identical to the one of B 2 . Now, we need some further considerations. It is possible that after the patching we will have some g ∈ Γ such that the ball BΘ 3 ,2 s 2 (G 2 , g) is not isomorphic to the codeball B 2 . For all those elements g, the ball B s 2 (G 2 , g) properly intersects the ball B 3r 2 (G 2 , z 
Minimal Cantor labelings III. (the induction)
Let us suppose that we have already constructed the clean labelings Θ 1 , Θ 2 , . . . , Θ n satisfying the following properties.
i=1 be the set of all F j−1 -labeled G j−1 -balls of radius s j−1 in Θ j−1 up to isomorphism. Then for any 1 ≤ i ≤ τ j−1 , the j-codeball B j fully contains a copy of A j−1 i . Now we construct the clean labeling Θ n+1 in two rounds.
Round one: The n + 1-codeball. Pick z n+1 ∈ Γ such that Θ n n+1 (z n+1 ) = q n+1 . We modify the labeling Θ n on the ball
be the set of all F n -labeled G n -balls of radius s n in Θ n up to isomorphism. Let {w
−1 (q n ) be a subset of vertices such that
By Rule 3, such system indeed exists. Now, for each 1 
is an element for which B 
Lemma 6.1. The G i -diameter of an i-chain L is less than 1 10 r i−1 .
Proof. We have that
hence the lemma follows from Rule 1.
, there exists h ∈ Γ and j < i such that
Let l be the largest integer such that we have an i-chain L of length l satisfying the following properties.
So, by our previous observation we have that l ≥ 1.
Lemma 6.2. The set
is isomorphic to the j l -codeball B j l . Thus, there is some j l < k < i and g ∈ Γ such that g ∈ Bad k (Θ n+1,k+1 ) and the ball B s k +5r k−1 (G k , g) intersects the ball B s j l +5r j l −1 (G j l , g l ), in contradiction with the maximality of l. Hence the lemma follows. (G i , w)) = ∅ hold. Therefore, our proposition follows.
We call the F n+1 -labeled G n+1 -ball B n+1 = BΘ n+1,2 ,n+1 s n+1 (G n+1 , z n+1 ) the n + 1-codeball. Now we construct the clean labeling Θ n+1 by patching the ball
Round two: The construction of Θ n+1 . Again, it is possible that for some 2 ≤ i ≤ n the set Bad i (Θ n+1 ) is non-empty. Now, we inductively construct the clean labelings {Θ n+1,i } n+1 i=2 . Let Θ n+1,n+1 = Θ n+1 and for 2 ≤ i ≤ n, let
. Copying the proof of Proposition 6.1, we can prove the following proposition.
Let us summarize what we have already proved about the clean labeling Θ n+1 .
Proposition 6.3.
• For all 1 < j ≤ n + 1 and z ∈ (Θ n+1 j
• For any 1 < j ≤ n + 1 and 1 ≤ i ≤ τ j−1 , the j-codeball B j fully contains a copy of the ball A j−1 i
.
Finally, we have the following lemma.
Proof. By our construction if Θ n+1 (z) = Θ n (z) then there exists some y ∈ Γ such that • Θ n n+1 (y) = q n+1 and there is an l-chain L for some l ≤ n, intersecting B 2s n+1 (G n+1 , y) for which z ∈ B 2s n+1 (G n+1 , y) ∪ L.
Therefore, z ∈ B 5s n+1 (G n+1 , y), hence the lemma follows from the definition of the clean labelings.
Explicit construction of a free, minimal action
Let {Θ n } ∞ n=1 be the clean labelings constructed in the previous sections. By Lemma 6.3, for any y ∈ Γ there exists n y > 0 such that if n ≥ n y , then Θ n (z) = Θ ny (z). Hence, lim n→∞ Θ n (z) = Θ ∞ (z) is a well-defined clean labeling.
Lemma 7.1. For any i ≥ 2 and z ∈ (Θ
Hence our lemma follows. Lemma 7.2. Let z ∈ Γ, and t, j ≥ 1 be integers. Then, there exists some
Proof. Let q > j be an integer such that the , z) , whenever m ≥ q. Let n > q be an integer such that s n > t. Then the n + 1-codeball B n+1 contains a copy of the F n -labeled G n -ball B Θ n ,n sn (G n , z). In particular, B n+1 contains a copy of the ball B
Theorem 5. The orbit closure of Θ ∞ in the Bernoulli shift space F Γ is free and minimal.
By Lemma 7.2, the orbit closure of Θ ∞ is minimal. Since Θ ∞ is a clean labeling, it is proper in the sense that for any r > 0 there exists some
Therefore, by repeating the argument of the proof of Proposition 1.1, we immediately obtain that the action of Γ on the orbit closure of Θ ∞ is free.
The dynamical version of clean labelings
In this section we prove some propositions and lemmas that we need for the proof of Theorem 2. For the whole section let the integers
and the finite sets {F m } ∞ m=1 be as in the previous sections. Our first proposition is about the existence of the dynamical analogue of clean labelings. Proposition 8.1. Let α : Γ C be a free continuous action as in the previous sections. Then there exists a continuous map
such that for any x ∈ C, Σ x (γ) := Σ(α(γ)(x)) defines an almost clean labeling of the group Γ (see Section 4). We call Σ a dynamical clean labeling.
Proof. Before starting the proof let us fix some definitions and notations. As in Section 2, we will consider the Borel graphs G r on the Cantor set C associated to the free action α. If U is a clopen subset of C, then we define a subset of our countable group Γ by
Let t > 0 be an integer. We call a clopen set U ⊂ C t-separated in the Borel graph G r if for any x = y ∈ U, d Gr (x, y) > t. Clearly, U is t-separated if and only if for any x ∈ C the set O U x is t-sparse in the graph G x r (the x-component of G r ).
Lemma 8.1. Let U ⊂ C be a clopen set an t > 0 be an integer. Then there exists a clopen set V ⊂ C such that for any x ∈ C, the set O Proof. By continunity and freeness, there exists some s > 0 such that if for some x, y ∈ C we have d Gr (x, y) ≤ t, then (x) s = (y) s . Let a 1 , a 2 , . . . , a 2 s be an enumeration of the set {0, 1} {1,2,...,s} . For 1 ≤ i ≤ 2 s , let
Now let V 1 := U ∩ W 1 and
Clearly, Z 1 is a clopen set. Let Z c 1 denote the complement of Z 1 . Now, let
is a t-sparse set in the graph G x r which is contained in the set O U x . We define
is not an O U x -maximal t-sparse set in the graph G x r . Then there exists δ ∈ Γ r such that α(δ)(x) ∈ U and
in contradiction with our assumption. Lemma 8.2. Let V be an r m -separated clopen set in the Borel graph G m . Then there exists a continuous function ϕ : C → F m such that
• For any q ∈ F m , the clopen set ϕ −1 (q) is r m -separated in the Borel graph G m .
Proof. Let V := V 1 . Using Lemma 8.1, we pick V 2 in such a way that for any
x -maximal r m -sparse set in the graph G 2 . Inductively, suppose that the clopen sets V 1 , V 2 , . . . , V i have already been picked. Then, let V i+1 ⊂ C be a clopen set such that for any
Suppose that x ∈ C\ ∪ |Fm| i=1 V i . By Rule 2, there exists 1 ≤ i ≤ |F m |, such that for any γ for which d Gm (γ, e Γ ) ≤ r m holds, we have that α(γ)(x) / ∈ V i . However, this is in contradiction with the definition of the set V i . Now we finish the proof of our proposition. First, using Lemmas 8.1 and 8.2 we construct a continuous map Σ 1 : C → F 1 such that for any q ∈ F 1 the set (Σ 1 ) −1 (q) is r 1 -separated in the Borel graph G 1 . Then, using the lemmas we construct Σ 2 : C → F 2 such that for any q ∈ F 2 , ( t (G r , e Γ ) be a F i -labeled ball of radius t in the graph G r . Let
be defined in the following way.
Then Σ" is a continuous map as well.
Lemma 8.4. Let V ⊂ C be a t-separated clopen set. Let s < t and suppose that for some ε > 0 we have
Let U ⊂ C be the set of elements x such that there exists y ∈ V so that d Gr (x, y) ≤ s. Then, for any Borel probability measure µ on C that is invariant under the action α, µ(U) < ε .
The proof of Theorem 2
Let ζ : Γ C be a free continuous action. Let
be a sequence of dynamical clean labelings. We call y ∈ C stable (with respect to the system
) if for any x ∈ C element in the Γ-orbit of y, there exists n x > 0 such that if n ≥ n x then Σ n (y) = Σ nx (y). So, for the Γ-invariant subset of stable points y, lim n→∞ Σ n (y) = Σ ∞ (y) exists.
Proposition 9.1. There exists a sequence of dynamical clean labelings
such that • For any Borel probability measure µ that is invariant under the action ζ, the µ-measure of the stable points is 1.
• There exists a free and minimal Bernoulli subshift M ⊂ F Γ such that for each stable point y ∈ C,
defines an injective equivariant Borel map from the Borel set of stable points to M.
Proof. We proceed very similarly as we did in the construction of Θ ∞ . The following lemma is an immediate corollary of Lemma 8.3.
be a dynamical clean labeling and
be an almost clean labeling. Let Θ d n (x) = q n . Let V ⊂ C be an r n -separated clopen subset. For all y ∈ V we patch the ball B The construction of Σ 2 . Let Σ 1 be a dynamical clean labeling such that The induction. Let us suppose that we have already constructed the dynamical clean labelings Σ 1 , Σ 2 , . . . , Σ n satisfying the following properties.
be the set of all F j−1 -labeled G j−1 -balls of radius s j−1 in the almost clean labelings {Σ j−1 w } w∈C up to isomorphism. Then for any 1 ≤ i ≤τ j−1 , the j-codeballB j fully contains a copy ofÂ j−1 i . Again, we construct the dynamical clean labeling Σ n+1 in two rounds.
Round one: The new n + 1-codeball. Let x ∈ C and
be the set of all F n -labeled G n -balls of radius s n in the almost clean labelings {Σ n w } w∈C up to isomorphism. Now we construct the almost clean labelingΘ n+1,2 : Γ → F exactly the same way as in Section 6. The F n+1 -labeled G n+1 -ballB n+1 = BΘ n+1,2 ,n+1 s n+1 (G n+1 , z n+1 ) will be the new n + 1-codeball. Finally, we construct the dynamical clean labeling Σ n+1 by patching the ball BΘ n+1,2 ,n+1
Round two: The construction of Σ n+1 . For a dynamical clean labeling Σ ′ , the set Bad i (Σ ′ ) is clopen so by Lemma 8.3 we can construct the dynamical
in the same way as in Section 6. Let Σ n+1 = Σ n+1,2 and let Y ⊂ C be the set of stable points with respect to the family of dynamical clean labelings . We finish the proof of our proposition by showing that for any Borel probability measure µ invariant under the action ζ, µ(Y ) = 1. Let Q n ⊂ C be the set of elements w such that Σ n+1 (w) = Σ n (w). By the Borel-Cantelli Lemma, it is enough to prove that
Let z ∈ Q n and let V = (Σ n n+1 ) −1 (q n+1 ). As we observed in the proof of Lemma 6.3, there exists y ∈ V and γ ∈ B 5s n+1 (Γ n+1 , e Γ ) such that ζ(γ)(y) = z. Note that V is a (Γ n+1 , e Γ )| ≥ 10 n+1 |B 5s n+1 (Γ n+1 , e Γ )| .
Thus by Lemma 8.4 we have that µ(Q n ) < 10 −(n+1) , therefore (2) holds. This finishes the proof of our proposition.
. Now we can finish the proof of Theorem 2. Let ζ : Γ C be the universal action of Theorem 3. Let α : Γ M be the Bernoulli subshift and
be the sequence of dynamical clean labelings in Proposition 9.1. Let β : Γ X be a Borel action, let ν be a Borel probability measure on X invariant under β, and finally let Ψ β : X → C be the equivariant map in Theorem 3. Then (Ψ β ) * (ν) is a Borel probability measure invariant under the action ζ. Let Y ⊂ C be the set of stable points with respect to the system {Σ i } Finally, we prove Corollary 1.1. Let β : Γ C be the action in Theorem 2. First let us suppose that Γ is amenable. Let α : Γ (X, µ) be an ergodic action and Φ α (X ′ ) → C be an equivariant injective map. Then the KolmogorovSinai entropies of α and (Φ α ) * (µ) coincide. Also, (Φ α ) * (µ) is ergodic. Since for any 0 < c ≤ ∞ we have an ergodic action with Kolmogorov-Sinai entropy c, our corollary follows for amenable groups. Now let us suppose that Γ is non-amenable. Again, we need to prove that there exist more than one non-isomorphic essentially free ergodic actions of Γ. However, by the famous theorem of Epstein every non-amenable group has uncountably many pairwise orbit-inequivalent actions [4] so our corollary follows for non-amenable groups as well.
The Rules
We choose the numbers {s i } • r m ≥ 1000( • |L T | = κ m .
• For any δ ∈ L T , 1 3
• For any γ = δ ∈ L T , d Γ m+1 (γ, δ) > 20r m .
Lemma 10.1. The number s m+1 can be chosen as it is required above.
Proof. Let s m+1 ≥ 1000r m κ m . Let c 1 < c 2 < · · · < c κm be integers such that for any 1 ≤ i ≤ κ m we have satisfies the three conditions in Rule 3.
