


























































重回帰分析の目的変数を yλ （ 1,2, , Nλ =  ）、説明変数を ix λ（ 1, 2, ,i p=  ）、誤差
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ここに、 
( ) i i i ix x xλ λ λ= = −X   ，( ) y y yλ λ λ= = −y   ， 1 2( , , , )
t
pb b b=b   
である。パラメータは以下で与えられる。 
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問題となる多重共線性は、行列
t XX の非正則性から生じる。 
 多重共線性の判定については、i 番目の説明変数を、他の説明変数で予測して重相関係数 ir を
求め、以下の式で定義されるVIF 指標を利用することが多い。 




一般にVIF 指標が 10 以上であれば多重共線性の疑いがあるとみなされる。この式によると
VIF の値が 10 程度というのは、重相関係数が約 0.95 ということになる。 
10 0.95i iVIF r⇔� �  
これより、変数間の相関を調べて、どこかに 0.9 以上の値があれば問題とすることは１つの簡







1( )t tη −′ = +b XX I Xy  
これは、以下を最小化する解でもある。 
( )( )t tD η′ ′ ′ ′ ′= − − +y Xb y Xb b b  











r u xλ λ
=
=∑    （ 1, 2, , ;i r r p= < ） 
この式を行列記号を用いて書くと以下となる。 
=R XU   1 2( )r=U u u u   
ここで、行列U の各列ベクトルは直交し、順番に iXu とy との内積が最大化されるように選
ばれる。 
この新しい変数を用いて、目的変数を以下のように予測する。 
= + = +y Rβ ε XUβ ε  
最小 2 乗法を使い、以下の量を最小化するようにパラメータを決定する。 
( )( )tD′′ = − −y Rβ y Rβ  
その解は次のように与えられる。 
1 1( ) ( )t t t t t t− −= =β RR Ry U XXU U Xy   




=b Uβ  
 多重共線性の改善の程度については、変数をU 行列で変換した後のi 番目の説明変数を、他
の説明変数で予測して重相関係数 ir を求め、以下の式で定義される VIF 指標を利用している。 








r u xλ λ
=
=∑    （ 1, 2, , ;i r r p= < ） 
ここで irλ は主成分得点である。この式について行列記号を用いて書くと以下となる。 
=R XU   1 2( )r=U u u u   
行列U の各列ベクトルは、相関行列R で与えられる以下の固有方程式から得られる正規化さ
れた固有ベクトルである。 








y rλ λ λβ ε
=
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即ち、 
= + = +y Rβ ε XUβ ε  
最小 2 乗法を使い、以下の量を最小化するようにパラメータを決定する。 
( )( )tD′′ = − −y Rβ y Rβ  
その解は次のように与えられる。 
1 1( ) ( )t t t t t t− −= =β RR Ry U XXU U Xy   
これから、標準化偏回帰係数b  は以下となる。 
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 多重共線性の改善の程度については、変数をU 行列で変換した後のi 番目の説明変数を、他
の説明変数で予測して重相関係数 ir を求め、以下の式で定義される VIF 指標を利用するが、 













 メニュー［分析－多変量解析等－予測手法－リッジ回帰分析他］を選択すると、図 1 のよう
な分析実行メニューが表示される。 
 
図 1 分析実行メニュ  ー
ここでは図 2 のような形式のデータを用いて多重共線性と各種の分析の結果を見て行く。 
 
図 2 多重共線性について調べるデータ 
データは、目的変数と説明変数１を共通として、他の変数は、説明変数２a と説明変数３a、
説明変数２b と説明変数３b、説明変数２c と説明変数３cという順番に選ぶ。説明変数２と説明
変数３については、a, b, c となるに連れて、相関が大きくなる。c については、最初のレコード
がほんの少し違っているだけで後は同じである。 
「重回帰分析」ラジオボタンを選択し、説明変数を１,２a,３a、１,２b,３b、１,２c,３c と順





図 3 ほぼ問題のない結果 
 
図 4 問題のある結果 
 





 この図 5 のデータについて、リッジ回帰分析、PLS回帰分析、主成分回帰分析がどのような
結果を出すか見てみよう。但し、図 1 でPLS 回帰と主成分回帰のラジオボタンの右にある成分
数のテキストボックスには 2 を入力した。 
 リッジ回帰分析の結果を図 6、PLS 回帰分析の結果を図 7、主成分回帰分析の結果を図 8 に
示す。いずれも偏回帰係数の値は適正な値であり、交差検証の結果も良好である。 
 





図 7 PLS 回帰分析結果 
 
図 8 主成分回帰分析結果 
 
3. 非線形最小 2乗法と非線形回帰分析 




















できる点である。例えば 2 つの説明変数の場合には図 3 のような散布図が表示される。 
 
図 3 3 次元の散布図 








使い方は図 2 の非線形最小 2 乗法と同様であるが、この場合は、近似する関数として予めよく
知られた関数が用意されている。例えば、多項式期近似で、「多項式次数」を 2 とした例を図 5
と図 6 に示す。 
   
図 5 非線形回帰分析実行結果                   図 6 予測散布図 





 N 個の測定データ（の組）から、重複を許してランダムにN 個のデータ（の組）を抜き出
す操作をM 回行う。その取り出したデータを元に、分析をM 回行う。その分析による目的と
する統計量のM 個のデータを昇順に並べ、両端から 2 100%α × のデータを取って、




母平均と母分散の (1 ) 100%α− ×  信頼区間について、データに正規性が認められる場合
には、以下のように与えられる。 
母平均の推定（標本数n ，標本平均 x ，不偏分散 2u ） 
 1 1( / 2) ( / 2)n n
u ux t x t
n n
α µ α− −− ≤ ≤ +  

























ここに、 )2/(1 α−nt は自由度 1−n の t 分布の上側確率 2/α の統計値、
2
1( / 2)nχ α− は自由


























図 3 パス解析実行画面 
我々のプログラムで図 4のようなパス図に通常のパス解析を行った場合の結果とブートストラ
ップを行った結果をそれぞれ図 5と図 6に示す。 
 
図 4 パス図 
 
図 5 一般的なパス解析結果 
 






意見も分かれるところである。これまで我々のプログラムにはFisher の LSD 法だけが用意さ
れていたが、LSD 法は 4 分類以上では使用してはいけない等の意見もあり、他の手法も用意し




ように、比較的よく利用されるBonferroni の方法、Turkey-Kramer の方法、Sheffe の方法の
3 つの手法を追加しておいた。 
 
図 1 実験計画法での多重比較 
これらの手法の中で、Bonferroni の方法は、データの正規性や等分散性から pooledｔ検定また
は joint Wilcoxon 検定を自動選択して、それを元に実行する。この検定確率は通常の検定確率
に比較回数をかけて出力されている。Turkey-Kramer の方法は正規性・等分散性がある場合の
方法である。また、Sheffe の方法は非正規分布の場合にも適用可能であるが、LSD 法と同じく、
最初に Kruskal-Wallis 検定を必要とする。 
それぞれの結果を図 2 から図 4に示す。Turkey-Kramer の方法では確率の値が数値では与え
られていない。 
 
図 2  Bonferroni の方法による実行結果 
 





図 4 Sheffe の方法による実行結果 
次に質的データにおける多重比較について追加した残差分析を紹介する。残差分析はχ2検定
後に行う多重比較の一種である。ここでは、標準的な Haberman の残差分析を用いている。こ
れはセル ,i j に対する基準化残差 ije の以下の性質を利用している。 
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残差分析を図 5 に示されるような分割表のデータで行ってみよう。 
 
図 5 残差分析分割表 
まず、この分割表に対してχ2検定を実施した結果を図6に示す。結果に有意差があることから、
残差分析を行うと図 7 に示すような結果になる。 
  





























図 1 量的データの集計実行画面 
図2aと図2bにデータが正規分布の場合と非正規分布の場合のプログラムの実行結果を示す。 
   





 これまでCollege Analysis の相関と回帰分析では、相関係数と回帰係数は 0 との比較の場合
だけを考えてきた。しかし、相関係数や回帰式が同じかどうかを調べることも多くなると考え、
検定を加えることにした。 
 相関係数と母相関係数の比較では、データ数をn 、標本相関係数をr 、母相関係数をρ とし
て、以下の関係を利用する。 
1 1 1 1log log

















1 11 1log log
2 1 2 1 (0,1)











 回帰係数と母回帰係数の比較では、データ数をn 、標本回帰式を y ax b= + 、母回帰式を
y xα β= + として、以下の関係を利用する。 
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 2 群の回帰係数の比較では、データ数を 1 2,n n 、標本回帰式を 1 1y a x b= + , 2 2y a x b= +
として、まず、以下の関係を利用して勾配係数の比較を行う。 
[ ]
1 22 1 1 2 1, 4







1 23 2 1 2 1, 3
( ) 1 ( 3)b n nF n n F + −= ∆ ∆ − + − �  
ここで、定数係数が異なるとすると 1 2 1 2( ) ( )xy xy x xa SS SS SS SS= + + ， i i ib y ax= −  
として、回帰式は以下を与える。 
1y ax b= + , 2y ax b= +  
定数係数が同じとすると xy xa SS SS= ，b y ax= − として、回帰式は同一に以下で与え
られる。 
y ax b= +  


















xi i i iSS x n xλ
λ=
= −∑ ， 2 2
1
n





xyi i i i i iSS x y n x yλ λ
λ=
= −∑  
2 2




























図 2 相関係数と回帰係数の比較データ 
 
図 3 相関係数の比較分析結果 
また、「回帰式比較」のボタンをクリックすると、図 4 のような結果が表示される。 
 





























多重比較の問題では、多変量解析の「実験計画法」の中に、これまでのFisher の LSD 法に
加え、新しくBonferroni の方法、Turkey の方法、Scheffe の方法を導入した。Bonferroni の方
法はどんな場合にも使える方法であるので、ここでは正規性や等分散性がある場合とない場合
に自動で分けて、結果を表示するようにした。この良し悪しには問題があるが、基本的には
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