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ABSTRACT
This thesis presents a framework to verify asynchronous real-time systems based on model
checking. These systems are modeled by using a common modeling formalism named Labeled
Petri-nets(LPNs).
In order to verify the real-time systems algorithmically, the zone-based timing analysis method
is used for LPNs. It searches the state space with timing information (represented by zones).
When there is a high degree of concurrency in the model, ﬁring concurrent enabled transitions in
diﬀerent order may result in diﬀerent zones, and these zones may be combined without aﬀecting
the veriﬁcation result. Since the zone-based method could not deal with this problem eﬃciently,
the POSET timing analysis method is adopted for LPNs. It separates concurrency from causality
and generates an exactly one zone for a single state. But it needs to maintain an extra POSET
matrix for each state. In order to save time and memory, an improved zone-based timing analysis
method is introduced by integrating above two methods. It searches the state space with zones
but eliminates the use of the POSET matrix, which generates the same result as with the POSET
method. To illustrate these methods, a circuit example is used throughout the thesis.
Since the state space generated is usually very large, a graph data structure named multi-
value decision diagrams (MDDs) is implemented to store the zones compactly. In order to share
common clock value of diﬀerent zones, two zone encoding methods are described: direct encoding
and minimal constraint encoding. They ignore the unnecessary information in zones thus reduce
the length of the integer tuples. The eﬀectiveness of these two encoding methods is demonstrated
by experimental result of the circuit example.
v
CHAPTER 1
INTRODUCTION
With the increasing complexity of modern computing systems, the chances of introducing er-
rors into designs have increased signiﬁcantly [1]. Detecting and ﬁxing every design error is very
important, especially for safety-critical applications. In order to improve the quality of system de-
signs, model checking [13, 12] plays an important role to detect all possible errors. Model checking,
an automated formal method for verifying hardware and software systems, systematically checks
whether the model of a given system satisﬁes desired properties such as deadlock freedom and
request-response properties [5]. In model checking, the behavior of a computing system is de-
scribed as a state transition model, and the properties are checked on its complete state space
reachable from the initial state.
Computing systems can be roughly classiﬁed to synchronous and asynchronous. In synchronous
systems, all state variables are updated simultaneously due to the global synchronization controlled
by a clock signal. Instead of sharing a common clock and exchanging data on the clock edges,
asynchronous designs communicate through control protocols, and multiple components can exe-
cute concurrently. When verifying an asynchronous system, concurrently enabled executions need
to be interleaved during the state space search so that all possible orderings of executions can
be considered to avoid missing any behavior. The need to consider all possible interleavings of
concurrently enabled executions is the main cause of state explosion in the asynchronous system
model checking as the number of interleavings grows exponentially if a system has a high degree
of concurrency, and this often leads to an excessively large state space for even a relatively small
system. Although model checking is in general an eﬀective method to expose all potential design
errors, the state explosion problem is a very serious factor preventing model checking from being
scaled to large designs.
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Real-time asynchronous systems, which has an additional dimension of complexity on top of the
untimed asynchronous systems, are more challenging for model checking. For a real-time system
(i.e., timed asynchronous circuits, industrial controllers or communication protocols [4]), the correct
behavior depends on not only the correct results to be produced but also the satisfaction of speciﬁed
timing constraints on when these results are generated [18]. Failure to satisfy these properties may
lead to functional faults, system shutdown, or even risk to humans [21]. In order to guarantee the
correctness of real-time systems under all possible circumstances where all timing constraints are
satisﬁed, timing analysis methods based on model checking is developed [3, 2, 19, 17]. However,
timing analysis often leads to even more serious state space explosion problem due to two diﬀerent
factors: complexity of concurrent behavior and the need to consider the timing constraints in every
state. By incorporating timing constraints with each state, executions leading to the same untimed
state may lead to diﬀerent timed states. This may cause more timed states to be generated during
timing anaylsis.
1.1 Related Work
In the past two decades, many accomplishments in model checking of real-time systems have
been reported. First, researchers [16, 4] focus on discrete time analysis, which extends untimed
model checking by discretizing time into units with ﬁxed durations. The underlying model checking
algorithms do not require modiﬁcation to support timing analysis, but this approach can blow up
state space much more quickly. The discrete-time analysis technique was ﬁrst applied to timed
circuit veriﬁcation by Burch [10, 11].
When considering the models of the asynchronous real-time systems, new complexities arise if
dense time instead of discrete time is used during timing analysis. A standard dense time approach
[20, 25] is to analyze the transition relation with a ﬁnite set of real-valued clocks which proceed at
a uniform rate. During timing analysis, time of the clocks is advanced, and the logical relations
of the clock values are computed where transitions that can be ﬁred are determined. In order
to analyze the asynchronous real-time systems using dense time based analysis, Dill devised the
zone-based method for representing timed states in [14] which allows the timing relations of all
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clocks to be stored. Myers applied this eﬃcient method to perform timing analysis on timed
asynchronous circuit designs [24]. Since the zone-based method has a considerable shortcoming
for handling concurrent systems, Myers and Rokicki introduced a POSET timing analysis method
[24, 26] to separate concurrency from causality. In a concurrent system, when ﬁring concurrently
enabled transitions in diﬀerent orders that result in the same ﬁnal untimed state, the zone-based
method could ﬁnd diﬀerent zones for the same ﬁnal untimed state by following diﬀerent execution
orderings. In order to deal with this problem and reduce the state space without aﬀecting the
analysis result, the POSET method maintains an extra matrix to keep track of time separations of
all ﬁred transitions, and the zones are derived from the POSET matrices. The POSET method can
lead to signiﬁcant improvement in eﬃciency of timing analysis compared to the zone-based method.
Rokicki also introduced a representation, orbital nets [26], to model asynchronous timed circuits
and presented a set of techniques which reduce the complexity of timing analysis considerably.
Since model checking relies on the analysis of reachable state space, the eﬃcient state space
representation is critical for analyzing large real-time systems. One work in this regard is to use
binary decision diagrams (BDDs) or BDD-like data structures [9]. The ﬁrst paper to describe how
to use BDDs to encode zones was by Wang et al. [30]. It describes that zones are encoded as a set
of decision atoms, such as Ci −Cj ≤ c to represent time diﬀerence between two transitions i and j
where Ci and Cj are values of the clocks associated with ti and tj respectively, and each decision
atom is encoded by a Boolean variable. Subsequently, the set of decision atoms is encoded as a
Boolean function and represented by a BDD. Since the idea in [30] did not report any experiments,
then Balarin reported experiments based on BDDs in [6]. In [22], Moller et al. introduced diﬀerence
decision diagrams (DDDs) based on the same idea. In [7], G. Behrmann et al. introduced clock
diﬀerence diagrams (CDDs), a data structure to represent a zone that is encoded by a set of decision
atoms of disjoint timing constraints with lower and upper bounds l ≤ Ci−Cj ≤ u to label arcs in a
CDD. This data structure is used in UPPAAL, a veriﬁcation tool for real-time systems [7]. Then,
clock restriction diagrams (CRDs) were introduced by Wang [29], which is similar to CDDs. The
main diﬀerence between CRDs and CDDs is that the arcs are labeled with timing constraints with
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only upper bounds Ci − Cj ≤ u, and the timing constraints on arcs from a node are overlapping
structurally in order to avoid fragmentation in CDDs, therefore making the CRDs more compact.
1.2 Thesis Approach and Contributions
In this thesis, labeled Petri-nets (LPNs) are used for modeling asynchronous real-time systems.
LPNs can model concurrent programs and communication protocols in addition to asynchronous
circuits. Existing timing analysis algorithms are adapted to this formalism in this thesis, and an
improvement is described to make it more eﬃcient. More speciﬁcally, the main contributions of
this thesis are described as follows.
• Adopt the zone and POSET-based timing analysis methods for LPN models. Zone-based
timing analysis in [24] is modiﬁed for LPNs modeling real-time systems. When there is a high
degree of concurrency in a model, ﬁring concurrently enabled transitions in diﬀerent orders
may result in diﬀerent zones which may be parts of a larger zone if the eﬀects from diﬀerent
ﬁring orderings are eliminated. The POSET timing analysis method in [24] is modiﬁed for
LPNs. This method considers concurrent as well as causal relationships among enabled
transitions, and it can reduce number of zones found signiﬁcantly.
• Improve the POSET timing analysis method. The original POSET timing analysis method,
which needs to maintain a data structure to keep track of the concurrent and causal rela-
tionships among the enabled transitions, costs more memory and time. This method can
be improved by removing such a data structure used during timing analysis. This improved
timing analysis method results in the same state space as with POSET method, but could
potentially save memory and time signiﬁcantly.
• Use multi-value decision diagrams to compactly store timed states. As to be shown, diﬀerent
zones often share common elements, therefore storing zones using traditional hash tables may
lead to redundant memory use. To address this issue, this thesis proposes to use the multi-
value decision diagrams to store zones. Two encoding methods are described to encode a
zone to an integer tuple, which can then be stored in the decision diagrams. If diﬀerent zones
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share many common elements, using decision diagrams for storing zones can lead to large
savings in memory.
1.3 Thesis Organization
Chapter 2 provides background for later chapters. It introduces a modeling formalism, labeled
petri-nets (LPNs), for modeling real-time asynchronous designs. This chapter also describes a zone
timing analysis method for analyzing the dynamic behavior of real-time asynchronous systems
represented in LPN models. A simple real-time asynchronous circuit example is given in this
chapter to illustrate how it is modeled in LPNs and how timing analysis is performed on this
simple example. This example is used as the running example throughout the entire thesis.
Chapter 3 describes how the POSET timing analysis method described in [24] is adopted for
LPN models to deal with the redundant zones generated by the zone based method. It gives
an algorithm for exploring state space by updating the POSET matrixes and zones. A detailed
illustration is also given to show how the POSET timing analysis is performed on the same example
given in Chapter 2.
Chapter 4 introduces an improved zone-based method. Instead of maintaining and updating
the additional POSET matrix as in the POSET method, this improved method only manipulates
the zone information during timing analysis. An algorithm is given in this chapter to show how the
zones are generated with the eﬀects of ﬁring concurrently enabled transitions taken into account.
Similarly, a detailed illustration is given to show how this improved method is performed on the
same example given in Chapter 3.
Chapter 5 describes a data structure, denoted as multi-value decision diagrams (MDDs), to
store zones found during the timing analysis. In order to store zones in the MDDs eﬃciently, two
encoding methods are described: direct encoding and minimal constraint encoding. Examples are
given to illustrate these two methods.
Finally, conclusions and directions for future work can be found in Chapter 6.
5
CHAPTER 2
TIMING ANAYLSIS
To better understand how the timing constraints aﬀect the behavior in asynchronous real-time
systems, this chapter introduces a timing analysis approach based on model checking. A modeling
formalism is introduced to describe the real-time system ﬁrst. Then, it describes a timing analysis
algorithm for analyzing the models of real-time designs. At last, an example is shown to explain
how the timing analysis works step by step during state space search.
2.1 Labeled Petri-nets : Deﬁnition
This thesis uses Labeled Petri-nets to model asynchronous systems with structures. Petri-nets
are a common modeling formalism for asynchronous designs [23]. A Petri-net is a directed graph
with a set of transitions and a set of places. A Labeled Petri-net, where transitions are labeled with
various information, is able to describe the behavior and structures of designs [28]. The deﬁnition
of LPNs is given as follows. Let Z be the set of integers.
Deﬁnition 2.1.1 A Labeled Petri-net (LPN) is a tuple N = 〈V, P, T, F, μ0, α0, L〉, where
1. V is a set of state variables of the integer type,
2. P is a ﬁnite set of places,
3. T is a ﬁnite set of transitions,
4. F ⊆ (P × T ) ∪ (T × P ) is a ﬁnite set of the ﬂow relations,
5. μ0 ⊆ P is a ﬁnite set of initially marked places,
6. α0 : V → Z is an assignment of initial values to V ,
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(a) (b)
Figure 2.1. (a) A simple asynchronous circuit, (b) The LPNs for module M1, M2, and M3. The
initial values of variables u, v, w, x, y, and z are 0, 1, 1, 0, 0, and 0, respectively.
7. L = 〈Guard,Delay,Assign〉 is a triple of labeling functions for transitions in T , which is
deﬁned below.
A simple asynchronous circuit and its corresponding LPN model is shown in Figure 2.1. The
circuit in Figure 2.1-(a) consists of three components, and Figure 2.1-(b) shows the LPNs for each
component in the circuit.
For each component, its LPN has 4 places and 4 transitions. The places are represented as
circles, and the transitions are represented as boxes. Each place is preceded and followed by one
or more transitions, and each transition is preceded and followed by one or more places. The ﬂow
relations are represented by the edges connecting the transitions and places. The bullets found in
some places are called tokens. Each place can have at most one token at any time. A place is
marked if it has a token. A marking of a LPN, μ ⊆ P is a set of marked places.
The dynamic behavior of a concurrent system is captured by LPN transitions with labelings.
Each transition t ∈ T has a preset denoted by •t = {p ∈ P |(p, t) ∈ F}, which is the set of places
connected to t, and a postset denoted by t• = {p ∈ P |(t, p) ∈ F}, which is the set of places to
which t is connected. The preset and postset for places are deﬁned similarly.
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Before deﬁning the transition labelings formally, the grammar used by these labelings is intro-
duced ﬁrst below [28]. The numerical portion of the grammar is deﬁned as follows:
χ ::= ci | vi | (χ) | − χ | χ+ χ | χ− χ | χ ∗ χ |
χ/χ | χ%χ | NOT(χ) | OR(χ, χ) |
AND(χ, χ) | XOR(χ, χ)
where ci is an integer constant from Z, and vi is an integer variable. The functions NOT, OR,
AND, and XOR are bit-wise logical operations, and assume a 2’s complement format. The set Pχ
is deﬁned to be all formulas that can be constructed from the χ grammar.
The Boolean portion of the grammar is as follows:
φ ::= true | false | vi | ¬φ | φ ∧ φ | φ ∨ φ | χ = χ |
χ ≥ χ | χ > χ | χ ≤ χ | χ < χ
where the integer vi is regarded as true if its value is nonzero, and false otherwise. In this sense,
it is similar to the semantics of the C language. The set Pφ is deﬁned to be all formulas that can
be constructed from the φ grammar.
As in Deﬁnition 2.1.1, each LPN transition is labeled with an enabling condition, a bounded
delay and a set of variable assignments. The labeling is deﬁned by L = 〈Guard,Delay,Assign〉
where
• Guard : T → Pφ labels each LPN transition with a Boolean expression that deﬁnes its
enabling condition.
• Delay : T → Q+ × (Q+ ∪∞) labels each LPN transition with a possibly un-bounded delay
which includes timing constraint [l, u], where Q+ is the set of non-negative rational numbers,
l denotes the earliest ﬁring time and u denotes the latest ﬁring time.
• Assign : T × V → Pχ labels each LPN transition t ∈ T and variable v ∈ V with an integer
assignment made to v when t ﬁres.
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For transition t1 in Figure 2.1, the place in •t1 is marked, and •t1 is the same as t1•. Its enabling
condition Guard(t1) = (z = 0) ∧ (v = 0), and it has one assignment Assign(t1) = {v := 1}. Its
bounded delay Delay(t1) = [1, 3], which means transition t1 can only be ﬁred after it has been
enabled for at least 1 time units, but no more than 3 time units. The semantics of LPNs are
explained further in Section 2.2.
2.2 Labeled Petri-nets : Semantics
Notation In this thesis, for each LPN transition or LPN transition ﬁring ti, li represents ti’s earliest
ﬁring time (lower bound) and ui represents ti’s latest ﬁring time (upper bound). The corresponding
clock value of ti is denoted as ci, and C demotes a vector of clock values.
The semantics of LPNs is deﬁned as a transition system where each state includes the current
marking μ, variable assignments α and the current values of clocks of all enabled transitions [8].
The dynamic behavior of a design is captured by ﬁring LPN transitions. A transition can be ﬁred
only after it is enabled in a state. The transition enabling is deﬁned as follows.
Deﬁnition 2.2.1 (Transition Enabling) A LPN transition ti is enabled in state s = (μ, α,C)
only if the following two conditions are met:
1. •ti ⊆ μ,
2. value(e, s) is true or not zero for e = Guard(ti), where value(e, s) denote a function that
returns the value of expression e in state s.
The set of transitions that are enabled in a state s is denoted as enb(s). Each transition ti is
associated with a clock ci, which can be assigned with any real value in R
+ that does not exceed
the upper bound delay of ti once transition ti is enabled. The enabled transition ti can be ﬁred
only when the value of ci is no less than li and must be ﬁred before ui time units have elapsed since
it has been continuously enabled. In other words, time may not increment beyond the deadlines
set by the ui of the enabled transitions. The transition ﬁring is deﬁned as follows.
Deﬁnition 2.2.2 (Transition ﬁring) A LPN transition ti can be ﬁred in state s = (μ, α,C)
only if the following two conditions are met:
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1. ti ∈ enb(s),
2. li ≤ ci ≤ ui, where [li, ui] = Delay(t).
A simple example is shown in Figure 2.1 where every transition has its preset included in the
initial marking. In the initial state, transition t11 is enabled since t11 is marked and Guard(t11) is
evaluated to be true. The initial value of the clock of t11 is set to zero, which satisﬁes its timing
constraint [0, 3]. It means transition t11 can only be ﬁred between 0 and 3 time units.
Based on above two deﬁnitions, there are two types of state transitions between states. One
type of state transitions is due to ﬁring of LPN transitions. A transition ﬁring is assumed to happen
instantaneously. Such a type of state transitions is denoted as t − transitions. The other type of
state transitions is due to the passage of time, denoted as δ− transitions. A δ− transition advances
the clocks of all enabled LPN transitions by δ amount of time such that no upper bound delay of
any transition is exceeded and no LPN transition is ﬁred. The semantics of state updating due to
these two types of state transitions is deﬁned as follows.
Deﬁnition 2.2.3 (Operational Semantics) The semantics of the LPNs is a transition system
where the state s = 〈μ, α,C〉, and a new state s′ = 〈μ′, α′, C ′〉 is derived by the following rules:
1. 〈μ, α,C〉 δ→ 〈μ′, α′, C ′〉 where
(a) μ′ = μ,
(b) α′ = α, and
(c) C ′ = C + δ such that for each ti ∈ enb(s), c′i ≤ ui where [li, ui] = Delay(ti). C + δ
denotes ci + δ for all ti ∈ enb(s).
2. 〈μ, α,C〉 t→ 〈μ′, α′, C ′〉 where
(a) μ′ = (μ− •t) + t•,
(b) for all v ∈ V , α′(v) =
⎧⎪⎨
⎪⎩
value(e, s) if e = Assign(t, v)
α(v) otherwise
,
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(c) for all c′ ∈ C ′, c′ =
⎧⎪⎨
⎪⎩
c if t ∈ enb(s)
0 if t ∈ enb(s′)
.
In condition 1, time can advance to an amount such that no clock of any enabled LPN transition
exceeds its upper bound delay. The marking and variable assignment remain unchanged as no
transition is ﬁred. In condition 2, when one transition t can be ﬁred in the current state, ﬁring t
lead to a new state s′. The marking of s′ is obtained by removing one token from each place in
the preset of t and adding one token to each place in the postset of t in s. This step is known
as the marking update. The variable assignments are also updated with the values by evaluating
the expressions in the assignments labeled for t. For the clock updating, the clocks of new enabled
transitions in s′ are set to 0 and the clocks of the existing enabled transitions from s keep their
original values.
2.3 Zones
There are inﬁnite number of timed states as there are inﬁnite number of clock assignments.
Therefore, to make timing analysis decidable, timed states need to be partitioned into a ﬁnite
number of equivalent classes. The equivalent classes of clock assignments can be represented by
regions, discrete time and zones. More detail on these representations can be found in [24].
The ﬁrst representation is called region. In a region, the value of each clock consists of an
integral and a fractional components. Each region includes one or more clock assignment that
are equivalent. Two clock assignments are equivalent in a region if they have the same integral
part and their fractional parts follow some speciﬁed order. A region remains the same when time
advances in a fractional amount, and it always results in a single successor region when a transition
ﬁres or time advances in more than one time unit [26]. Consider an example with two clocks
as shown in Figure 2.2-(a). A region can be a point, a vertical line segment, a horizontal line
segment, a diagonal line segment and a triangle. Figure 2.2-(a) shows all possible regions. Given
two transitions t1 and t2, c1 and c2 can take any values between 0 and 5. When the two clocks
have both zero fractional components (i.e., c1 = c2 = 1), the region is a point. When one clock
has a zero fractional component and the other has a nonzero fractional component, the region
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(a) (b)
Figure 2.2. (a) Timed states using region method, (b) Timed states using discrete time method.
can be a vertical line segment or a horizontal line segment. When both two clocks have nonzero
fractional components, if they are equal, the region is a diagonal line segment; otherwise the region
is a triangle.
In general, all timing constraints are bounded by integers, which means they are all formed as
c ≤ u and l ≤ c where l and u are nonnegative integers. Since we do not need to check if a clock is
less or greater than the bound, the fractional components of clock assignments are not necessary
any more. Therefore, we can just track the discrete time states. This method calculates every
possible combination of integral values of all clocks for each untimed state. Figure 2.2-(b) shows
all possible discrete timed states for two transitions with delay bound [0, 5]. There are totally 36
discrete timed states.
Unfortunately, this discrete timing representation is still exponential in the number of concurrent
clocks and the timing bounds. In order to represent equivalence classes of timed states eﬃciently,
convex polygons, called zones, are introduced. For two concurrently enabled transitions, the entire
square in Figure 2.2-(b) can be considered as a single region as shown in Figure 2.3-(a). In other
word, one zone can represent 36 discrete states.
Let us consider how to describe the square region to a single zone. Obviously, each clock has an
upper bound u and a lower bound l. Let t1 and t2 be two enabled transitions and [l1, u1] = Delay(t1)
and [l2, u2] = Delay(t2). A zone for the clock assignments of these two clocks can be represented by
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(a) (b)
Figure 2.3. (a) Timed states using zone method, (b) The DBM of a zone to represent regions.
a set of constraints as follows: c1 ≤ u1, c2 ≤ u2, l1 ≤ c1, l2 ≤ c2, and c1−c2 ≤ c12, c2−c1 ≤ c21. The
ﬁrst two constraints determine the maximal values that these two clocks can take in this zone. The
next two constraints determine the minimal values that the clocks can take in this zone, and the
last two indicate the time separation on when these two clocks are activated. This set of constraints
can be represented in a data structure, diﬀerent bound matrix [15]. Figure 2.3(b) shows the general
DBM for zones. Consider the example in Figure 2.3(a) again. The zone can be represented as
following constraint: c1 ≤ 5, 0 ≤ c1, c2 ≤ 5, 0 ≤ c1, c1−c2 ≤ 5, c2−c1 ≤ 5. To make them uniform,
a dummy clock c0 = 0 is introduced, and the simple inequality is shown on the left hand side of
Figure 2.4, while the corresponding DBM is shown on the right.
In general, this set of timing constraints can be found for every pair of clocks of all enabled
transitions. The conjunction of these timing constraints forms a convex polygon, which is then
represented by a DBM. Each element in a DBM represents a linear inequality between a pair of
clocks. In each DBM, the maximum value that each clock can take are deﬁned in the top row, and
the minimal values of the clocks of all enabled transitions can be found in the ﬁrst column, which
are always zero or negative.
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Figure 2.4. Linear inequalities and DBM of a zone to represent regions.
2.3.1 Zone Canonicalization
During timing analysis, it is necessary to decide whether a zone encountered is visited before,
and whether the zone is same as before. In other words, checking zone equivalence needs to be
supported. However, a single zone can be represented by many diﬀerent DBMs. On the other
hand, inequalities that form a zone are often not maximally tight. By maximally tightening all
inequalities, the DBM for a zone can be made canonical, i.e. equivalent zones have a single unique
DBM. This operation is called canonicalization. [24, 26]
A DBM can also be viewed as an adjacency matrix for a weighted, directed graph, then ﬁnding
the canonical DBM is equivalent to ﬁnding all pairs of shortest paths, which can be handled by
Floyd’s algorithm shown in Algorithm 1. The DBM of a zone is denoted as M in the algorithms
and examples. In this thesis, either M [i, j] or M [ci, cj ] is used to represent the element in the cross
of row ci and column cj depending on which one is simpler for explanation.
Algorithm 1: canonicalize(M)
Input: A zone M
Output: A tightest matrix for the same zone
foreach i = 0 to n− 1 do1
foreach j = 0 to n− 1 do2
foreach k = 0 to n− 1 do3
if M [j, k] > M [j, i] +M [i, k] then4
M [j, k] = M [j, i] +M [i, k];5
Figure 2.5(a) shows an example DBM with its corresponding directed graph. For every clock
ci, a node ci is created. For every element M [i, j] in the DBM, an edge from ci to cj is created.
In this example, not all inequalities are maximally tight. Floyd’s all-pairs shortest-path algorithm
can be used to adjust the weight for each edge in the graph, and then the canonical DBM can be
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(a) (b)
Figure 2.5. (a) A DBM demo with corresponding weighted graph, (b) The canonical DBM.
obtained. From this graph, the weight from c2 to c1 can be changed to shortest distance 5, and so
as the weight from c1 to c2. The canonicalized DBM is shown in Figure 2.5(b).
2.4 Reachability Analysis
A basic approach for analyzing the dynamic behavior of a concurrent system modeled in LPNs
is reachability analysis, which ﬁnds all possible state transitions and thus reachable states for such
a system. The reachable state space is typically represented by a state graph, which is a directed
graph where vertices represent states and edges represent state transitions.
2.4.1 Untimed Analysis
This section introduces a basic reachability analysis procedure without considering timing in-
formation labeled for LPN models. Given a LPN model, its reachable state space can be found by
exhaustively ﬁring every enabled transitions starting at the initial state. Firing a transition leads
to a new state by generating a new marking and a new state vector according to the assignments
labeled for such a transition. Let s′ = t(s) denote a new state s′ that is produced by ﬁring transition
t in state s.
For untimed system, the transition can be enabled when its preset is marked and Guard(t) is
satisﬁed. Once enabled, a LPN transition can be ﬁred at any time. Starting from the initial state,
all enabled transitions in a state are ﬁred, and its successor states are produced. If a successor
state is not encountered before, it is pushed onto the stack waiting to be searched. All successor
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states found are added into the state table to make sure that the same state is not searched again
in the future. The procedure terminates once the stack is empty. This means that all states have
been searched. The procedure to ﬁnd the untimed reachable state space of a given LPN model is
given in Algorithm 2. Figure 2.6 shows a fully explored untimed state graph for the LPN example
in Figure 2.1 by reachability analysis. There are 20 states found in this state graph.
Algorithm 2: search(N)
Input: N : LPN
Output: Reachable states
s0 = (μ0, α0);1
stack.push(s0);2
stateTable.add(s0);3
while stack is not empty do4
s = stack.pop();5
foreach t ∈ enb(s) do6
s′ = t(s);7
if s′ /∈ stateTable then8
stack.push(s′);9
stateTable.add(s′);10
2.4.2 Timing Analysis
Timing analysis, similar to untimed reachability analysis, ﬁnds the state graph with the set of
reachable timed states from the initial state. With zone based method, each timed state consists of
an untimed state and a zone representing timing information. Therefore, a timed state is a triple
〈μ, α,M〉 where M denotes the DBM representation of a zone. In a timed state, a LPN transition
is enabled and ﬁred as deﬁned in section 2.2. In a timed state s = 〈μ, α,M〉, ﬁring transition t
leads to a new timed state s′ = 〈μ′, α′,M ′〉. The new marking μ′ and the new variable assignment
α′ can be calculated as shown in section 2.2. Now, it is necessary to show how a new zone is derived
from the old one after ﬁring t takes place.
The timing analysis procedure works similarly to the untimed analysis. The main diﬀerence is
to decide when a LPN transition can be ﬁred once it becomes enabled. A LPN transition is ﬁred
if it is enabled and its clock can reach a value that is satisﬁed (i.e, transition ti can be ﬁred if
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Figure 2.6. The corresponding state graph for the LPN example in Figure 2.1 generated by the
Reachability Analysis.
M [0, ci] large than or equal to the lower delay bound of ti). Starting from the initial timed state,
we need to determine which enabled transitions in the current timed states are allowed to ﬁre,
then select one such transition to ﬁre, and generate a new timed state. If this new timed state is
encountered before, it is ignored. Otherwise, it is added into the state table, and pushed onto the
stack. The above steps repeat until the stack becomes empty. The key part of the timing analysis
is to calculate the new zone from the existing one after ﬁring a transition takes place. This is called
zone update, which is shown in Algorithm 3. For simplicity, li and ui denote the lower and upper
bound delay for LPN transition ti.
The procedure updateZone takes as inputs the DBM of the existing zone, the transition that is
ﬁred, the enabled transitions in the current timed state, and the transitions that become enabled
in the new timed state but not in the current one, and it generates the DBM for the new zone as
the result of ﬁring ti. The new zone is generated in a sequence of steps explained as follows.
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Algorithm 3: updateZone(M, ti, enb, newEnb)
Input: M : current zone
Input: ti: transition ﬁred
Input: enb: enabled transitions in M
Input: newEnb: new enabled transitions set
Output: A new zone M ′
M ′ = M ;1
/*restrict*/2
if M [i, 0] > −li then3
M [i, 0] = −li;4
canonicalize(M);5
/*project*/6
project(M ′);7
/*extend*/8
foreach ti ∈ newEnb do9
M [i, 0] = M [0, i] = 0;10
foreach tj ∈ newEnb do11
M [i, j] = M [j, i] = 0;12
foreach tj ∈ enb/newEnb do13
M [i, j] = M [0, j];14
M [j, i] = M [j, 0];15
/*advance*/16
foreach ti ∈ (enb ∪ newEnb) do17
M [0, i] = ui;18
canonicalize(M);19
1. The ﬁrst step is to restrict the value of clock ci of the ﬁred transition ti to its low bound li
to satisfy the condition that ti can ﬁre. Then, it is necessary to canonicalize the resulting
DBM as this operation can cause the DBM not to be maximally tight anymore.
2. The second step is to project from the DBM the row and column for the clock ci of the ﬁred
transition ti as it is no longer necessary to keep the timing information of ti in the DBM.
3. The third step is to extend the DBM with the clock of the new enabled transitions after ﬁring
ti. For each new enabled transition tj , one new row and one new column are added into
the DBM corresponding to its clock cj . First, cj is set to 0 initially and the time separation
among new clocks are set to 0. Then, the time separation between new clock cj and existing
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Figure 2.7. Comparison of original DBM and new DBM with one transition’s extension.
clock ck are set to the time separation between dummy clock c0 and ck. Figure 2.7 shows the
comparison of original DBM and new DBM extended with one transition [26].
4. The fourth step is to advance the maximal values of all clocks to their upper bounds. Since
this change can cause the DBM to be no longer maximally tight, it is necessary to canonicalize
the resulting DBM again.
2.5 Example
In this section, the timing analysis is applied to the circuit example shown in Figure 2.1(a)
to explain how the timing analysis works. First, each LPN transition is assigned with a bounded
delay, and the bounded delays labeled for all LPN transitions are shown as follows.
Delay(t1) = [1, 3], Delay(t2) = [1, 3], Delay(t3) = [1, 3],
Delay(t4) = [1, 3], Delay(t5) = [0, 2], Delay(t6) = [0, 2],
Delay(t7) = [0, 2], Delay(t8) = [0, 2], Delay(t9) = [2, 5],
Delay(t10) = [2, 5], Delay(t11) = [0, 3], Delay(t12) = [0, 3].
Figure 2.8 to 2.20 explain in detail how timed states are generated by showing zones generated
with the zone based timing analysis step by step from the initial zone shown in Figure 2.8. Fig-
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ure 2.22 shows a partial state graph generated with zones shown in each state. For this partial
result, there are 13 zones generated for 10 untimed states as in the state graph shown in Figure 2.6.
Figure 2.8. Initial zone construction.
The initial state has only one clock for enabled transition t11, so the initial DBM is only two by two
matrix with all zeros initially. Next, the DBM is advanced by setting M [c0, c11] to the maximum
value, and the canonicalization is applied. The transition t11 can be ﬁred in the initial zone M0
because M [c0, c11] ≥ 0.
Figure 2.9. A new zone M1 derived from M0 in Figure 2.8 after ﬁring t11.
Since M [c11, c0] = l11 = 0, the DBM is restricted and canonicalized. Next, c11 is projected from
the DBM and the DBM is extended with new rows and new columns for the clock c2 and c6 of new
enabled transitions t2 and t6. The time separation between c2 and c6 is 0 as they have just become
enabled simultaneously. Then, the DBM is advanced by setting M [c0, c6] to u6 = 2 and M [c0, c2]
to u2 = 3. Finally, the DBM is canonicalized. In M1, transitions t2 and t6 are enabled and either
can be selected to ﬁre.
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Figure 2.10. A new zone M2 derived from M1 in Figure 2.9 after ﬁring t6.
Transition t6 is ﬁred ﬁrst and the other enabled transition t2 is pushed onto the stack waiting to
be ﬁred in the future. Since M [c6, c0] = l6 = 0, the DBM remains the same after being restricted
and canonicalized. Next, c6 is projected from the DBM and the DBM is extended with a new row
and a new column for clock c7 of the new enabled transition t7. The time separation between c2
and c7 is the same as that between c2 and c0 as c7 has just become enabled and its clock value is
same as that of the dummy clock c0. Then, the DBM is advanced by setting M [c0, c2] to u2 = 3
and M [c0, c7] to u7 = 2, and is canonicalized. In M2, transitions t2 and t7 are enabled and either
can be selected to ﬁre.
Figure 2.11. A new zone M3 derived from M2 in Figure 2.10 after ﬁring t7.
Transition t7 is ﬁred ﬁrst and the other enabled transition t2 is pushed onto the stack waiting to
be ﬁred in the future. Since M [c7, c0] = l7 = 0, the DBM remains the same after being restricted
and canonicalized. Then, c7 is projected from the DBM. Since ﬁring t7 does not enable any new
transitions, the DBM is not changed after time is advanced. In M3, transitions t2 can be ﬁred next.
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Figure 2.12. A new zone M4 derived from M3 in Figure 2.11 after ﬁring t2.
Since M [c2, c0] = 0 and l2 = 1, M [c2, t0] need to be restricted to −1 so that the minimal value of
clock c2 is not less than the lower delay bound l2 = 1 of t2. After the canonicalization and projection
of c2 are applied, the DBM is extended for clock c3 of the new enabled transition t3. After advancing
time and the canonicalization are applied, a new zone M4 is obtained where transitions t3 can be
ﬁred next.
Figure 2.13. A new zone M5 derived from M4 in Figure 2.12 after ﬁring t3.
Since M [c3, c0] = 0 and l3 = 1, M [c3, c0] need to be restricted to −1 to satisfy c3− c0 ≥ 1. Firing t3
enables transition t10. After all zone operations are applied, a new DBM M5 is obtained transitions
t10 is enabled and can be ﬁred next. In order to understand the eﬀect of diﬀerent orderings of
transition ﬁrings, we backtrack to a previous zone M2 derived in Figure 2.10 and ﬁre t2.
Figure 2.14. A new zone M6 derived from M2 in Figure 2.10 after ﬁring t2.
Transition t2 is pulled out of the stack to be ﬁred. Since M [c2, c0] = 0 and l2 = 1, M [c2, c0] need
to be restricted to −1 to satisfy c2 − c0 ≥ 1. The canonicalization is applied. Next, c2 is projected
from the DBM, and the DBM is extended with a new row and a new column for clock c3 of the
new enabled transition t3. The time separation between c7 and c3 is the same as that between c7
and c0 as c3 has just become enabled and its clock value is same as that of the dummy clock c0.
Then, time is advanced for the DBM by setting M [c0, c7] to u7 = 2 and M [c0, c3] to u3 = 3. After
the canonicalization is applied, a new zone M6 is obtained where transitions t7 and t3 are enabled
and either can be ﬁred.
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Figure 2.15. Zones derived from that in Figure 2.14 after ﬁring t7 and t3 in sequence.
In zone M6, transition t7 is ﬁred ﬁrst and the other enabled transition t3 is pushed onto the stack
waiting to be ﬁred in the future. Since M [c7, c0] = l7 = 0, the DBM does not need to be restricted
and canonicalized. Then, c7 is projected from the DBM and the DBM does not need to be advanced
as ﬁring t7 does not enable any new transitions. In the new generated zone M7, transition t3 can
be ﬁred next. Since M [c3, c0] = 0 and l3 = 1, M [c3, c0] need to be restricted to −1 to satisfy
c3 − c0 ≥ 1. The canonicalization is applied. Then, c3 is projected from the DBM and the DBM is
extended with a new row and a new column for the clock c10 of new enabled transition t10. The
DBM is advance by setting M [c0, c10] to u10 = 5, and the canonicalization is applied. Since M5
has been generated before, we backtrack M6 derived from that in Figure 2.14 to ﬁre t3 in the other
order.
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Figure 2.16. Zones derived from that in Figure 2.14 after ﬁring t3 and t7 in sequence.
In zoneM6, transition t3 waiting to be ﬁred is pulled out of the stack, and is ﬁred. SinceM [c3, c0] =
0 and l3 = 1, M [c3, c0] needs to be restricted to -1 to satisfy c3 − c0 ≥ 1. The canonicalization is
applied. Then, c3 is projected from the DBM, and time is advanced. In the new zone M8, only
transition t7 can be ﬁred. Since M [c7, c0] = −1 which means c7 − c0 ≥ 1 and l7 = 0, the DBM is
restricted and canonicalized. Then, c7 is project from M8, and then M8 is extended with a new
row and a new column for clock c10 of the new enabled transition t10. After time is advanced by
setting M [c0, c10] to u10 = 5, and the canonicalization is applied, the derived zone M5 has been
generated before. Therefore, we backtrack M1 derived from that in Figure 2.9 to ﬁre t2 that is on
the stack.
Figure 2.17. A new zone M9 derived from M1 in Figure 2.9 after ﬁring t2.
In M1, transition t2 is pulled out of the stack, and is ﬁred. Since M [c2, c0] = 0 and l2 = 1, M [c2, c0]
is restricted to −1 to satisfy c2−c0 ≥ 1. Then the canonicalization is applied. Next, c2 is projected
from M1, and M1 is extended with a new row and a new column for clock c3 of the new enabled
transition t3. The time separation between c6 and c3 is the same as that between c6 and c0 as c3
has just become enabled and its clock value is same as that of the dummy clock c0. Then, time
is advanced by setting M [c0, c6] to u6 = 2 and M [c0, c3] to u3 = 3. After the canonicalization is
applied, a new zone M9 is obtained where transitions t7 and t3 are enabled, and either can be ﬁred.
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Figure 2.18. A new zone M10 derived from M9 in Figure 2.17 after ﬁring t6.
In M9, transition t6 is ﬁred ﬁrst and the other enabled transition t3 is pushed onto the stack waiting
to be ﬁred in the future. Since M [c6, c0] = −1 which means c6 − c0 ≥ 1 and l6 = 0, the DBM is
restricted and canonicalized. Next, c6 is projected from the DBM and the DBM is extended with
a new row and a new column for clock c7 of the new enabled transition t7. The time separation
between c3 and c7 is the same as that between c3 and c0 as c7 has just become enabled and its
clock value is same as that of the dummy clock c0. Then, time is advanced by setting M [c0, c3] to
u3 = 3 and M [c0, c7] to u7 = 2. After the canonicalization is applied, a new zone M10 is obtained
where transitions t3 and t7 are enabled and either can be ﬁred.
Figure 2.19. Zone M4 derived from M10 in Figure 2.18 after ﬁring t7.
In zone M10, transition t7 is ﬁred ﬁrst and the other enabled transition t3 is pushed onto the stack
waiting to be ﬁred in the future. Since M [c7, c0] = l7 = 0, the DBM is restricted and canonicalized.
Since ﬁring t7 does not enable any new transitions, a zone M4 is derived after projecting c7 and
advancing time for the zone M10. Since M4 has been generated before, we need to ﬁre transition
t3 on the stack next.
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Figure 2.20. Zones derived from M10 in Figure 2.18 after ﬁring t3 and t7 in sequence.
In zone M10, transition t3 is pulled out of the stack and ﬁred. Since M [c3, c0] = 0 and l3 = 1,
M [c3, c0] needs to be restricted to −1 to satisfy c3−c0 ≥ 1. The canonicalization is applied. After, c3
is projected from the DBM, a new zone M11 is obtained as ﬁring t3 does enable any new transitions.
In the new generated zone M11, only transition t7 can be ﬁred. Since M [c7, c0] = l7 = 0, the DBM
is restricted and canonicalized. Then, c7 is projected from the DBM and the DBM is extended
with a new row and a new column for clock c10 of the new enabled transition t10. After time is
advanced by setting M [c0, c10] to u10 = 5, and the canonicalization is applied, zone M5 is obtained.
Since M5 has been generated before, we backtrack to M9 derived from that in Figure 2.17, and ﬁre
t3 that is on the stack.
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Figure 2.21. Zones derived from that in Figure 2.17 after ﬁring t3 and t6 in sequence.
In zone M9, transition t3 is pulled out of the stack, and ﬁred. Since M [c3, c0] = 0 and l3 = 1,
M [c3, c0] needs to be restricted to −1 to satisfy c3 − c0 ≥ 1. Then the canonicalization is applied.
After c3 is projected from M9, a new zone M12 is derived as ﬁring t3 does not enable any new
transitions. In the new zone M12, only transition t6 can be ﬁred. Since M [c6, c0] = −2 which
means c6 − c0 ≥ 2 and l6 = 0, the zone is restricted and canonicalized. Next, c6 is projected
from the DBM and the DBM is extended with a new row and a new column for clock c7 of the
new enabled transition t7. Then, time is advanced by setting M [c0, c7] to u7 = 2. After the
canonicalization is applied, zone M11 is derived. Since M11 has been generated before, we ﬁnish all
backtracking on this partial search.
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Figure 2.22. A partial state graph of the example in Figure 2.1 generated with the timing analysis
method. Only zones are shown for the timed states.
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CHAPTER 3
POSET TIMING ANAYLSIS
3.1 Introduction
The zone approach in chapter 2 works well for many examples, but when there is a high degree
of concurrency, it may still generate many redundant zones. Consider a simple example shown in
Figure 3.1(a) that includes two LPN transitions t1 and t2 with timing constraint [1, 10]. Firing
these two transitions in diﬀerent orders results in diﬀerent zones as shown in Figure 3.1(b). The
upper zone is found with the sequence of ﬁrings of t2 followed by t1, and the lower zone is found
with the sequence of ﬁrings of t1 followed by t2. Figure 3.1(c) shows the corresponding DBMs for
these two zones. The detailed steps of deriving these two zones following these two ﬁring sequences
with the zone based timing analysis are shown in Figure 3.2.
Even though these two ﬁring sequences lead to the same untimed state, they result in diﬀerent
zones [24]. The circuit example shown in chapter 2 also has this kind of concurrent transitions.
In Figure 2.1, transition t6 and t2 are concurrently enabled after ﬁring transition t11. The ﬁring
sequence of t6 and t2 leads to a diﬀerent zone from that with the ﬁring sequence of t2 and t6. The
resulting zones are shown in Figure 2.22.
In fact, as the length of the sequence n increases, the number of diﬀerent zones increases like
n!, which would result in state space explosion very quickly. The problem is that the zone based
method calculates timing information for zones for sequences of transition ﬁrings. In order to
deal with this problem, an algorithm that uses partially ordered sets (POSETs) instead of linear
sequence of transition ﬁrings for calculating zones is described in [24]. POSET timing analysis
takes advantage of the inherent concurrency in the real-time system models and avoid producing
zones from diﬀerent ﬁring sequences that lead to the same set of future behaviors. This results in
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Figure 3.1. (a) A simple LPN example, (b) Zones generated with two diﬀerent sequences of transition
ﬁrings: (t1, t2) and (t2, t1), (c) The corresponding DBMs for the zones shown in (b).
a reduced number of larger zones that represent the same timing behavior as that produced by the
zone based method. This section describes a version of the POSET timing analysis algorithm in
[24] modiﬁed for the LPN modeling formalism used in this thesis.
In order to capture concurrency and separate it from causality, partially ordered sets of tran-
sition ﬁrings are considered during timing analysis, which are represented by POSET graphs. A
POSET graph captures transition ﬁrings and their true causalities. Figure 3.3(a) shows the POSET
graph for the transition ﬁrings in Figure 3.1. In this POSET graph, reset is a special transition to
indicate that the system enters its initial state. Both t1 and t2 ﬁre after reset. From this graph,
we can see that there is no causality between t1 and t2, therefore this graph represents both ﬁring
sequences (t1, t2) and (t2, t1). From a POSET graph, a POSET matrix as shown in Figure 3.3(b)
can be derived where the time separations of every pair of transitions in the POSET graph are
represented. The POSET matrix looks similar to the DBMs of zones. However, the POSET matrix
represents the time separations of ﬁred transitions, while the DBMs of zones represent the values
and time separations of the clocks of the enabled transitions. This is also reﬂected in the labelings
of POSET matrices where the rows and columns are labeled with transitions instead of their clocks.
In Figure 3.3(b), the POSET matrix indicates that transitions t1 and t2 can be ﬁred between 0
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and 10 time units after the reset transition, and either t1 and t2 can be ﬁred between 1 and 9 time
units after the other.
Once the POSET matrix is constructed, a zone can be derived form it. A transition ﬁring may
cause some transitions to be enabled, therefore the time separations among the enabled transitions
can be determined from the POSET matrix. For the example shown in Figure 3.3, transition
t1 becomes enabled again after t2 is ﬁred, and it is the same for t2. When constructing the
corresponding zone, the time separations between the enabled transitions t1 and t2 are extracted
from the POSET matrix shown in Figure 3.3(b). After setting the minimal and maximal values
of the clocks of the enabled transitions, the ﬁnal zone is shown in Figure 3.3(c). This new zone
includes both zones found in Figure 3.1. As shown in [26, 24], the POSET method can signiﬁcantly
reduce the number of zones generated during timing analysis.
In this chapter, Section 3.2 presents an algorithm on deriving the POSET matrices and gener-
ating zones from the POSET matrices. Section 3.3 illustrates the POSET timing analysis on the
example of Figure 2.22 in Chapter 2.
3.2 Algorithm
Same as the timing analysis, the set of reachable timed states forms a reachability graph. The
main diﬀerence is that the POSET approach maintains the POSET matrices with ﬁred transi-
tions where the corresponding zones are extracted. Therefore, during timing analysis the POSET
matrices need to be updated and zones are extracted from the POSET matrices in each step.
Suppose that we are currently in timed state s. From the enabled transitions enb(s), a transition
tf is selected to ﬁre resulting a new timed state s
′. Computing the untimed part for s′ including
the new marking and new variable assignment can be done as shown in Chapter 2. Now, we need
to show how to update the POSET matrix P and to generate a new zone M for s′. The details are
shown in Algorithm 4.
The algorithm takes the POSET matrix P found for the current timed state s, the ﬁred tran-
sition tf , and the set of enabled transition enb(s
′) after ﬁring tf , and it generates a new POSET
matrix and a new zone for the timed state s′ after tf is ﬁred. First, the ﬁred transition tf is added
31
to the POSET matrix P , and the time separations between tf and other ﬁred transitions in P are
determined as follows.
• If the ﬁred transition tf is causal to any existing transition ti in P , the time separations
between tf and ti is set to tf ’s lower and upper delay bounds, i.e., P [f, i] = −lf , P [i, f ] = uf .
A transition tj is causal to ti if tj becomes enabled only after ti is ﬁred.
• If tf is not causal to ti, their time separation is set to ∞.
The algorithm then canonicalizes the updated POSET matrix P , and projects any transitions from
P that are no longer needed. A transition can be projected once there are no existing enabled
transitions that are causal to it.
In the second part of the algorithm, the corresponding zone is extracted from the updated
POSET matrix. The zone M includes the clocks of all enabled transitions in enb. The algorithm
ﬁrst sets M [i, 0] = 0 and M [0, i] = ui for every transition ti ∈ enb. It then copies the relevant time
separations from the POSET matrix P to the zone M . To understand how the time separations
are copied from the POSET matrix P to the zone M , consider the example shown in Figure 3.4
where there are two enabled transition ti and tj that are causal to transition tk and tm, respectively.
In this example, tk is ﬁred before tm is ﬁred. Since ti is causal to tk, this means that ti becomes
enabled at the same time when tk is ﬁred. On the same token, tj becomes enabled at the same
time when tm is ﬁred. Therefore, the time separations between ti and tj when they become enabled
are decided by the time separations between ﬁrings of tk and tm. In this example, suppose that tm
ﬁres between 1 and 3 time units after tk is ﬁred. Based on the above observation, it implies that
ti becomes enabled before tj does by at least 1 time unit but no more than 3 time units. In other
words, the value of clock ci is large than the value of clock cj by at least 1 time unit but no more
than 3 time units.
According to the above discussion, for ti, tj ∈ enb, their time separations in the zone, M [i, j]
and M [j, i] can be found by copying P [m, k] and P [k,m], respectively, from the POSET matrix P .
As a special case, if both ti and tj are causal to the same transition, their time separations in the
zone are set to 0 indicating that they become enabled at the same time. If ﬁring transition tf does
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not result in any new transitions to be enabled, the algorithm simply projects transition tf from
the POSET matrix, and generated a new zone based on time separations remaining in the POSET
matrix.
3.3 Example
This section illustrates the POSET timing analysis method on the circuit example shown in
Figure 2.1(a). The bounded delays labeled for the LPN transitions is same as shown on page 19
in Chapter 2. Figure 3.5 to Figure 3.10 explain how to generate zones based on POSET timing
analysis step by step. The POSET update and zone construction are shown on the left hand side
in the ﬁgures, while the POSET graphs including all transition ﬁrings are shown on the right hand
side in the ﬁgures. Figure 3.11 shows a partial state graph generated as a result of the POSET
timing analysis method with only zones shown for each state. For this partial search, there are
exactly 10 zones generated for 10 untimed states in the state graph shown in Figure 2.6.
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(a)
(b)
Figure 3.2. The zones generated with the zone based timing analysis on the example shown in
Figure 3.1(a). (a) shows the zones after ﬁring t1 and t2 in sequence, (b) shows the zones after ﬁring
t2 and t1 in sequence.
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Figure 3.3. (a) The POSET graph representing the ﬁrings of concurrent transitions ta and tb in the
example shown in Figure 3.1, (b) The corresponding POSET matrix, (c) The zone found with time
separations between t1 and t2 extracted from the POSET matrix, (d) Zone graph representation,
(e) The process to generate the POSET matrix and to extract the zone as shown above.
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Algorithm 4: updatePoset(P, enb, tf )
Input: P : an existing POSET matrix
Input: enb: the enabled transitions after ﬁring tf
Input: tf : the ﬁred transition
Output: A new zone M with updated POSET matrix
/* Update POSET matrix */1
foreach transition ti ∈ P do2
if tf is causal to ti then3
P [f, i] = −lf ;4
P [i, f ] = uf ;5
else6
P [f, i] = ∞;7
P [i, f ] = ∞;8
canonicalize(P );9
/* Project POSET matrix */10
foreach transition ti ∈ P do11
if ∀t ∈ enb, t is not causal to ti then12
Project ti from P ;13
/* Generate new zone */14
foreach transition ti ∈ enb do15
M [i, 0] = 0;16
M [0, i] = ui;17
foreach transition tj ∈ enb do18
if ti ≡ tj then19
continue;20
if Both ti and tj are causal to tk in P then21
M [i, j] = M [j, i] = 0;22
else23
Suppose ti is causal to tk;24
Suppose tj is causal to tm;25
M [j, i] = P [k,m];26
M [i, j] = P [m, k];27
canonicalize(M);28
Figure 3.4. The timeline of two enabled transition ti and tj .
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Figure 3.5. Initial POSET matrix P0 and the extracted initial zone M0.
P0 only includes reset. Since only one transition t11 is enabled in the initial state, the zone is a
two-by-two matrix that includes the clock c11 of transition t11. The transition t11 can be ﬁred in
this initial zone M0 since M [c0, c11] is larger than the lower delay bound l11 = 0 of t11.
Figure 3.6. The new POSET matrix P1 derived from P0 in Figure 3.5 after ﬁring t11, and the new
zone M1 extracted from P1.
First, P0 is extended with a new row and a new column for the new ﬁred transition t11 by setting
P [reset, t11] = u11 = 3 and P [t11, reset] = l11 = 0. The canonicalization is applied. Then, the new
POSET matrix P1 is generated by projecting the unnecessary reset. Next, a new zone is derived
from P1 by setting M [c0, ci] to ui for every enabled transition, and the time separation between c2
and c6 is set to 0 as they become enabled simultaneously. Finally, the canonicalization is applied.
In M1, either transition t2 or t6 can be ﬁred.
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Figure 3.7. A new POSET matrix P2 derived from P1 in Figure 3.6 after ﬁring transition t6 and
the new zone M2 extracted from P2.
Transition t6 is ﬁred ﬁrst, and P2 is derived from P1 by extending with a new row and a new
column for the new ﬁred transition t6, and P [t11, t6] = u6 = 2 and P [t6, t11] = l6 = 0. Then, the
canonicalization is applied. Next, a new zone M2 derived from P2 by setting M2[c0, ci] to ui for
both enabled transitions t2 and t7. The time separation M2[c2, c7] is set to P2[t6, t11] and M2[c7, c2]
is set to P2[t11, t6] since t2 is causal to the ﬁring of t11 and t7 is causal to the ﬁring of t6. Then, the
canonicalization is applied. In M2, either transition t7 or t2 can be ﬁred.
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Figure 3.8. A new POSET matrix P3 derived from P2 in Figure 3.7 after ﬁring transition t2 and
the new zone M3 extracted from P3.
First, P2 is extended with a new row and a new column for the new ﬁred transition t2. Both t2
and t6 are causal to the ﬁring of t11. Therefore, the time separations between t2 and t11 are set
to l2 = 1 and u2 = 3, respectively, i.e. P2[t2, t11] = −1 and P2[t11, t2] = 3. The time separations
between t6 and t11 are set similarly. The time separations between t2 and t6 are set to ∞ as they
concurrent enabled transitions. Then, the canonicalization is applied. The new POSET matrix P3
is generated by projecting the unnecessary t11. From P3, a new zone is derived by setting M3[c0, c3]
and M2[c0, c7] to the upper delay bounds of t3 and t7, respectively. The time separations between
c3 and c7, M3[c3, c7] and M3[c7, c3], are set to P3[t6, t2] and P3[t2, t6], respectively, since t7 is causal
to the ﬁring of t6 and t3 is causal to the ﬁring of t2. In M3, either transition t7 or t3 can be ﬁred.
39
Figure 3.9. A new POSET matric P4 derived from P1 in Figure 3.6 after ﬁring transition t2 and
the new zone M4 extracted from P4.
Now suppose the algorithm backtracks to the state with P1, and ﬁres t2 stored on the stack. First,
P4 is derived from P1 by extending with a new row and a new column for the new ﬁred transition
t2. P [t11, t2] = u2 = 3 and P [t2, t11] = −l2 = −1, and the canonicalization is applied. In this case,
t11 is not be project from P4 as another transition t6 causal to t11 is still enabled. Next, a new zone
M4 is derived from P4 by setting M4[c0, c3] and M4[c0, c6] to the upper delay bounds of t3 and t6,
respectively. The time separations between c3 and c6, M4[c3, c6] and M4[c6, c3], are set to P4[t11, t2]
and P4[t2, t11], respectively, since t6 is causal to the ﬁring of t11 and t3 is causal to the ﬁring of t2.
Then M4 is canonicalized. In M4, either transition t6 or t3 can be ﬁred.
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Figure 3.10. An existing POSET matrix P3 derived from P4 in Figure 3.9 after ﬁring transition t6
and an existing zone M3 extracted from P3.
After ﬁring t6, P4 is extended with a new row and a new column for t6. Both transitions t2 and t6
are causal to the ﬁring of t11. The time separations between t6 and t11, P4[t6, t11] and P4[t11, t6] are
set to 0 and 2, respectively. The time separations between t2 and t11 are set similarly. The time
separations between t2 and t6 are set to ∞. Then, the canonicalization is applied to P4. Then, a
POSET matrix is generated after projecting the unnecessary t11, and the resulting POSET matrix
is the same as P3 found before. Next, a zone can be derived similarly from P3, and this zone is the
same as the previously found M3.
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Figure 3.11. A partial zone graph for the LPN example in Figure 2.1 generated with the POSET
timing analysis method. Only zones are shown for the timed states. For this example, a single zone
is found for a single untimed state
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CHAPTER 4
AN IMPROVEMENT IN ZONE-BASED TIMING ANALYSIS
4.1 Introduction
The POSET analysis method in chapter 3 shows a more eﬃcient timing analysis approach,
which can greatly reduce the number of zones generated to alleviate the state explosion problem.
In each zone generation step, a POSET matrix needs to be maintained to keep track of the time
separations of the transitions ﬁred previously, from which the new zones that record the time
separations of the enabled transitions are derived. Maintaining this extra data structure during
timing analysis can cost more memory and time to manipulate.
In order to deal with this problem, this section proposes an improved zone-based method that
is based on the POSET analysis method but without using POSET matrices. Therefore, no extra
memory and operations to maintain and update the POSET matrices are needed during timing
analysis. Only the zones are processed in each step of timing analysis.
4.2 Algorithm
Recall that in a zone with the DBM M , M [ci, c0] and M [c0, ci] store the minimal and maximal
values that clock ci of the LPN transition ti can take after it becomes enabled, M [ci, cj ] and
M [cj , ci] store the time separations between clocks ci and cj of the LPN transitions ti and tj when
they become enabled. In the original zone-based method, whenever a transition is ﬁred, its clock
information is removed from the zone, and the time separations of the clocks of the new enabled
transitions and those remaining in the zone are calculated based on the value of the clocks before
the transition ﬁring. However, the time separations of the clocks of the new enabled transitions and
those remaining in the zone calculated this way are not general as the time separations between
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the ﬁred transition and the other enabled transitions are lost before they can be used in the above
calculation. As shown in the POSET method, the time separations between the ﬁred transitions
can be used to derive more general zone information, thus reducing the number of zones generated.
Based on the above observation, the original zone method is modiﬁed as follows. After a
transition is ﬁred in a state, it is not projected from the zone right away. Instead, the zone is
extended with the clocks of the new enabled transitions ﬁrst. Then, the time separations between
the ﬁred transition and the new enabled ones are determined by the lower and upper delay bounds of
the ﬁred transition, and the time separations between the new and existing enabled transitions are
set to ∞ to indicate that they are unknown. Since the time separations between the ﬁred transition
and the existing enabled transitions are still kept in the zone, these unknown time separations can
be determined by the zone canonicalization. Once all the above operations are ﬁnished, the clock of
the ﬁred transition is projected from the zone, and the minimal and maximal values of the clocks of
all enabled transitions are calculated similarly as in the original zone method. Algorithm 5 shows
the details of deriving a new zone from an existing one after a LPN transition is ﬁred.
Before the algorithm is described in detail, it is necessary to deﬁne the causality of a transition
to another one. During the timing analysis, suppose that a state s is encountered. In this state,
the enabled transitions, enb(s), can be determined. From the enabled transitions, let tf be selected
to ﬁre. After tf is ﬁred, a new state s
′ is generated where the set of enabled transitions, enb(s′),
can also be determined. From enb(s) and enb(s′), a set of transitions that become enabled only
after tf is ﬁred can be calculated, which is denoted as newEnb(s, s
′), as follows.
newEnb(s, s′) = {t | t ∈ enb(s′) and t ∈ enb(s)}
Intuitively, the transitions in newEnb(s, s′) are causal to the ﬁring of tf as the enabling of these
transitions is a result of ﬁring tf . This indicates that the time when these transitions become
enabled is between lf and uf time units after tf becomes enabled where lf and uf are the lower
and upper delay bounds of tf . In other words, the minimal and maximal time separations between
tf and the transitions in newEnb(s, s
′) are set by lf and uf of tf .
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In the improved algorithm shown in Algorithm 5, if ﬁring tf results in a new enabled transition
set newEnb, the existing zone is ﬁrst extended with the transitions in newEnb, the time separations
between the existing and new enabled transitions are derived as follows.
1. Every pair of transitions in newEnb are set to 0 as these transitions become enabled at the
same time.
2. For every transition in newEnb, its minimal and maximal time separations with respect to tf
are set to lf and uf of tf , respectively, as the transitions in newEnb are causal to the ﬁring
of tf .
3. For every transition in newEnb and for every existing enabled transition, their time separa-
tions are set to ∞.
Then, the zone is canonicalized. Subsequently, the ﬁred transition is projected from the zone as it
is no longer necessary for future zone calculation. Finally, the clock time in the zone is advanced,
and the zone is canonicalized similarly to the corresponding steps in the original zone method. The
detailed procedure is shown in Algorithm 5.
In the improved zone method, the zone excluding the ﬁrst row and ﬁrst column needs to be
canonicalized when the time separations are calculated. Therefore, the original canonicalization
algorithm is modiﬁed to include an index as an additional argument as shown in Algorithm 6. This
index can be set to 1 so that only the time separation part of the zone is canonicalized as needed
in Algorithm 5, or to 0 so that the entire zone is canonicalized as in the original zone method.
4.3 Example
This section illustrates how to apply the improved zone method on the circuit example shown
in Figure 2.1(a) to search its timed state space. The timing constraints used for this example is
same as shown on page 19 in Chapter 2. Figure 4.1 to 4.6 explain how to generate zones based on
the improved algorithm step by step. Figure 4.7 shows a partial zone graph as the result of this
illustration. The result is same as that shown in Figure 3.11, however the zones are derived with
the improved zone method without using the POSET matrices and the related operations.
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Algorithm 5: updateZone(M, tf , enb, newEnb)
Input: M : the DBM of the existing zone.
Input: tf : ﬁred transition.
Input: enb: the set of enabled transitions before tf is ﬁred.
Input: newEnb: the set of transitions that become enabled after tf is ﬁred.
Output: A new zone M ′
M ′ = M ;1
if newEnb = ∅ then2
/*add new enabled transitions*/3
foreach ti ∈ newEnb do4
M ′[0, i] = 0;5
M ′[i, 0] = 0;6
M ′[f, i] = uf ;7
M ′[i, f ] = −lf ;8
/*time separation of new enabled transitions*/9
foreach ti ∈ newEnb do10
foreach tj ∈ newEnb do11
M ′[i, j] = 0;12
M ′[j, i] = 0;13
foreach ti ∈ enb\tf do14
foreach tj ∈ newEnb do15
M ′[i, j] = ∞;16
M ′[j, i] = ∞;17
/*partial canonicalization*/18
canonicalize(M ′, 1);19
project(M ′, tf );20
/*Advance time*/21
foreach ti ∈ (newEnb ∪ enb) do22
M ′[i, 0] = 0;23
M ′[0, i] = ui;24
canonicalize(M ′, 0);25
Algorithm 6: canonicalize(M, index)
Input: M : a DBM.
Input: index: either 0 or 1 indicating the origin of the DBM.
Output: The DBM M tightened maximally.
foreach i = index to n− 1 do1
foreach j = index to n− 1 do2
foreach k = index to n− 1 do3
if M [j, k] > M [j, i] +M [i, k] then4
M [j, k] = M [j, i] +M [i, k];5
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Figure 4.1. Initial zone M0.
Since only one transition t11 is enabled in the initial state, the initial zone only includes the clock
for t11. Transition t11 can be ﬁred in this initial state because M [c0, c11] ≥ l11 where l11 = 0.
Figure 4.2. A new zone M1 derived from M0 as shown in Figure 4.1 after ﬁring t11.
First, M0 is extended to include the clocks of two new enabled transitions t2 and t6. The time
separations between c2 and c6 are set to 0. The time separations between c11 and c2 and the time
separations between c11 and c6 are set to l11 and u11 of c11 as t2 and t6 are causal to the ﬁring of
t11. Next, the partial zone including the time separations among transitions of t2, t6 and t11 are
canonicalized. Afterwards, transition t11 is projected out of the zone as it no longer needed. After
advancing the time, canonicalizing the zone, a new zone M1 is derived. In M1, transitions t2 and
t6 are enabled and either can be selected to ﬁre.
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Figure 4.3. A new zone M2 derived from M1 as shown in Figure 4.2 after ﬁring t6.
Transition t6 is ﬁred ﬁrst and the other enabled transition t2 is pushed onto the stack waiting to be
ﬁred in the future. Subsequently, the zone is, similarly, extended with the new enabled transition
t7 as the result of ﬁring t6. The time separations between c7 and c6 are set to the lower and upper
delay bounds of t6 as t7 is causal to the ﬁring of t6. The time separations between t7 and t2 are
set to ∞ as there is no causal relation between t7 and t2. Then, the zone is partially canonicalized,
and the clock of t6 is projected out of the zone. Finally, the maximal time of the clocks of t2 and
t7 are advanced to their upper delay bounds, and the canonicalization is applied to the whole zone.
In M1, either transition t2 or t7 can be ﬁred.
Figure 4.4. A new zone M3 derived from M2 as shown in Figure 4.3 after ﬁring t2.
Transition t2 is ﬁred ﬁrst and the other enabled transition t7 is pushed onto the stack waiting to be
ﬁred in the future. After ﬁring t2, M3 is extended to include the clock of the new enabled transition
t3. Next, the time separations between c2 and c3 are set to the lower and upper delay bounds of t2
as t3 is causal to the ﬁring of t2. Similarly, the time separations between c3 and c7 are set to ∞ as
there is no causal relation between these two transitions. Then, the zone is partially canonicalized,
and the ﬁred transition t2 is projected out of the zone. Finally, c3 and c7 are advanced to their
maximal values, and the whole zone is canonicalized. In M3, either transition t2 or t7 can be ﬁred.
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Figure 4.5. A new zone M4 derived from M1 as shown in Figure 4.2 after ﬁring t2.
Now suppose that the algorithm backtracks to zone M1 as shown in Figure 4.2. Transition t2 is
popped out of the stack and ﬁred. M1 is extended to include the clock of the new enabled transition
t3. The time separations between t2 and t3 are set to lower and upper delay bounds of t2 as t3 is
causal to ﬁring t2, and the time separations between t6 and t3 are set to ∞ as there is no causal
relation between them. Next, the zone is partially canonicalized, and the ﬁred transition t2 is
projected out of the zone. Finally, the time in the zone is advanced, and the zone is canonicalized
and normalized. In M4, either transition t6 or t3 can be ﬁred.
Figure 4.6. The existing zone M3 derived from M4 shown in Figure 4.5 after ﬁring t6.
After all zone operations are applied, the derived zone is the same as zone M3 derived in Figure 4.4
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Figure 4.7. A partial zone graph for the LPN model shown in Figure 2.1 generated with the improved
zone timing analysis method. Only zones are shown for the timed states.
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CHAPTER 5
ZONE REPRESENTATION
The number of zones generated during timing analysis is usually very large for non-trivial
designs. Therefore, representing and storing zones compactly is extremely important for handling
large and complex real-time designs. As described in the previous chapter, a zone is represented
by the DBM, a two-dimension matrix. A common approach for storing DBMs is to linearize it to
an integer vector, which is then stored in a hash table. As to be shown in this chapter, diﬀerent
DBMs often include duplicate information, and not storing the redundant information can lead
to large memory saving. Therefore, this chapter proposes to use multi-value decision diagrams, a
graph data structure, to store DBMs. This data structure can allow very large number of DBMs
to be stored in a relatively small memory footprint.
5.1 Multi-Value Decision Diagrams
A multi-value decision diagram (MDD) [27, 31], similar to the well-known binary decision
diagrams (BDD) [9], uses a rooted directed acyclic graph to represent a set of objects encoded by
typed variables. BDDs represent objects encoded with the binary variables, while integer variables
are used to encode objects in the case of MDDs. In other words, BDDs can be regarded as a special
case of MDDs.
A MDD is a labeled directed acyclic graph, and deﬁned as a tuple 〈V,R,, E〉 where
• V is a set of nodes,
• R ⊆ V is the set of root nodes,
•  ∈ V is the terminal node,
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• E ⊆ (V × Z× V ) is a set of edges where Z denotes the set of integers.
In MDDs, each edge is assigned with a distinct integer. A path is a sequence of edges from a root
node to the terminal node. More speciﬁcally, (v1, z1, v2, z2, . . . , vk) is a path of a MDD if zi ∈ Z and
vi ∈ V for 1 ≤ i ≤ k, v1 ∈ R, and vk = . It can be seen that each path (v1, z1, v2, z2, . . . , zk−1, vk)
corresponds to an unique sequence of integers (z1, z2, . . . , zk−1). Therefore, distinct integer tuples
can be represented by distinct paths in a MDD.
Figure 5.1 shows an example where a set of integer tuples shown in Figure 5.1(a) are stored in
a MDD shown in Figure 5.1(b). All MDD nodes are grouped into levels, and the number of levels
of a MDD is equal to the size of the integer tuples to be represented. The root nodes are at level 0
while the terminal node is at level k if the size of integer tuples is k. In the ﬁgures shown in this
chapter, the root nodes are those at the top (level 0) of a MDD while the node at the bottom of a
MDD is the terminal. To make the explanation easier, each non-terminal node is referred to as vij ,
where i represents the level of the node and j represents an unique index assigned to that node.
Every non-terminal node vij has a number of outgoing edges connecting nodes at the next higher
level or the terminal. In the graphs for MDDs, an arc is labeled with one or more integers. If an
arc is labeled with multiple integers, it indicates that the arc corresponds to multiple edges. In this
example, there are six integer tuples stored in the MDD, and there are six distinct paths from the
root v00 to the terminal, one for each integer tuple.
In the MDD representation, we need to make sure that each integer tuple has exactly one
corresponding path from the root to the terminal to avoid redundant nodes therefore reducing the
memory use. MDDs allow to detect if a given integer tuple already exists and to add a given integer
tuple without creating redundant nodes or edges. These two operations are implemented in two
functions contains and add. More details about these two functions can be found in [31].
Let I = (i0, i1, ...in) be an integer tuple where I[k] = ik and |I| denotes the length of I. Function
contains takes a MDDD and I as inputs, and checks if there is a path inD that corresponds to I. It
returns true if there exists a path (v0, z0, v1, z1, ...zn, vn+1) such that ∀0 ≤ k ≤ n, (vk, zk, vk+1) ∈ E
where v0 ∈ R, vk+1 ∈ T , and ik = zk for all 0 ≤ k ≤ n, and false otherwise.
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Figure 5.1. (a) A set of integer tuples, (b) The corresponding MDD storing the set of tuples in (a).
Function add also takes a MDD D, a node v, and the integer tuple I as input, and it creates
necessary edges and nodes for D to represent I with paths rooted at v. Let outgoing(vi) represent
the outgoing edges of a node vi. Function add starts from the ﬁrst integer i0 of the input tuple I
and the root node v0 of D, and it recursively performs the following operations. For each integer
ik of I,
• If there exists one edge (vk, zk, vk+1) ∈ outgoing(vk) such that zk = ik, call add(D, vk+1, I)
to handle the remaining integers in I. In this case, no edge or node is created.
• Or, create a new node vk+1 and an edge (vk, ik, vk+1) in D, and call add(D, vk+1, I) to handle
the remaining integers in I. In this step, the new node vk+1 needs to be checked against all
the existing nodes. If an existing node is found to be equivalent to vk+1, such node is used in
place of vk+1, and vk+1 is discarded.
Figure 5.2 shows an example for the add operation. Suppose that there is a new tuple (0, 1, 2, 0)
that needs to be added. Function add starts searching from the ﬁrst integer 0 of the tuple and the
root v00 of the existing MDD in Figure 5.1. Since there exists an edge (v00, 0, v10), the function
checks the next integer 1 of the tuple at the node v10. A new edge (v10, 1, v23) along with a new
node v23 are created because there is no outgoing edge labeled with 1 from v10. Next, the function
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Figure 5.2. (a) Integer tuples to be added to the MDD in (b), (b) The resulting MDD after the
tuples in (a) are added to the MDD shown in Figure 5.1.
checks the next integer 2 of the tuple at the node v23. Since there is not outgoing edge labeled with
2 from v23, a new edge (v23, 2, vtemp) with a new node vtemp are created. Subsequently, an edge
(vtemp, 0,) is also created. Among the two new nodes created, vtemp is equivalent to the existing
node v31, therefore, vtemp is not actually created for the MDD, and the edges (v23, 2, vtemp) and
(vtemp, 0,) are changed to (v23, 2, v31) and (v31, 0,), respectively. For the other example tuple
(0, 1, 0, 1), it can be added to the same MDD with the add operation similarly. In this case, only
one new node and two edges are created for this new tuple.
5.2 DBM Encoding
In order to store DBMs in MDDs, a DBM needs to be encoded into an integer tuple. This
section describes two encoding methods to allow DBMs to be stored in MDDs.
To make sure the MDDs store DBMs correctly, the following requirement must be met.
Each DBM is encoded with an unique integer tuple. (5.1)
In general, this correctness requirement states that distinct encodings need to be generated for
diﬀerent DBMs. This guarantees that no state space is dropped during timing analysis. A simple
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Figure 5.3. (a) The partial state graph with the encoded zones from Figure 4.7 using the naive
encoding method, (b) The MDD storing all encoded zones in (a).
but naive encoding that satisfy the above requirement is to linearize a DBM into an integer tuple
either in row- or column-dominant manner.
As an example, consider the zone graph in Figure 4.7 using the row-dominant encoding method,
there are six 2 × 2 DBMs and four 3 × 3 DBMs. Among the six 2 × 2 DBMs, three of them are
distinct, and all four 3×3 DBMs are distinct. The zone graph where the zones encoded into integer
tuples is shown in Figure 5.3(a), and the MDD storing the tuples is shown in Figure 5.3(b). For
example, suppose that (0, 3, 0, 0) is stored into the MDD as the ﬁrst tuple and we add (0, 5, 0, 0)
into MDD next. Since these tuples are similar with each other except the second integer, we just
need to add an outgoing edge labeled with 5 at level one without creating new nodes.
This naive encoding, although simple, is not eﬃcient as unnecessary information such as the
value on the diagonal of DBMs which is always 0 still exists. In order to store the DBMs more
eﬃciently with MDDs, two improved methods, direct encoding and minimal constraint encoding,
are proposed in the rest of this section.
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Figure 5.4. Illustration of the direct encoding method.
Figure 5.5. An example of using the direct encoding method to encode a DBM.
5.2.1 Direct Encoding
In a DBM, the values on the diagonal are always 0, therefore it is unnecessary to include these
values in the encoding. Based on this observation, the direct encoding method includes only the
minimal and maximal values of all active clocks and their time separations deﬁned in a zone in the
encoding, and all the values on the diagonal are ignored. One direct encoding method is shown
in Algorithm 7. It is straightforward to see that this encoding method satisﬁes the correctness
requirement (5.1).
Algorithm 7: directEncoding(M)
Input: A DBM M
Output: The corresponding tuple I
n = the number of rows in M ;1
m = 0;2
foreach i = 0 to n− 2 do3
foreach j = i+ 1 to n− 1 do4
I[m] = M [i, j];5
I[m+ 1] = M [j, i];6
m = m+ 2;7
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Figure 5.6. (a) The partial state graph with the encoded zones from Figure 4.7 using the direct
encoding method, (b) The MDD storing all encoded zones in (a).
Figure 5.4 illustrates how a zone with two active clocks is encoded into an integer tuple using
the direct encoding method. As described in Chapter 2, the values li and ui at M [ci, c0] and
M [c0, ci] are the minimal and maximal values of the clock of the enabled transition ti, the value dij
at M [ci, cj ] and the value dji at M [cj , ci] show the time separations between the clocks of enabled
transitions ti and tj . In the direct encoding, the minimal and maximal values of all active clocks of
the enabled transitions are placed in the integer tuple encoding ﬁrst, and then the time separations
between the clocks of all enabled transitions are placed in the subsequent locations in the integer
tuple. The encoded tuple is also shown in Figure 5.4. Figure 5.5 shows another example where a
DBM is encoded to an integer tuple.
Using the zone graph shown in Figure 4.7, Figure 5.6(a) shows the integer tuples encoded for the
zones with the direct encoding method, and Figure 5.6(b) shows the corresponding MDD storing
all the integer tuples in Figure 5.6(a). With the direct encoding method, 13 nodes in the MDD are
needed to save all DBM encodings compared to 20 nodes needed when the naive encoding is used.
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Figure 5.7. Example of the minimal constraint encoding of zones.
5.2.2 Minimal Constraint Encoding
The direct encoding only ignores some obvious redundant information, and the DBMs can still
include other redundancies unnecessary for encoding. Figure 5.7 shows an example where such
redundant information exists. For better explanation, the DBM can be represented as a complete
directed graph where edges are labeled with integers. It includes a number of nodes equal to the
number of active clocks in the DBM. For every value M [i, j] in the DBM M , an edge labeled with
M [i, j] is drawn from node i to node j. For the zone shown on the left in Figure 5.7, its graph
representation is shown on the right also in Figure 5.7. In this example, the edge from (c2, 2, c1)
is redundant because it can be recovered by edges (c2, 0, c0) and (c0, 2, c1). Similarly, the edge
(c0, 3, c2) is also redundant. In general, in the graph representation for a zone, an edge (ci, n, ci+k)
is redundant if there is a path (ci, ni, ci+1, ni+1, . . . , ni+k−1, ck) such that n = ni+ni+1+. . .+ni+k−1.
If an edge (ci, nij , cj) is redundant, it means that the timing information at M [i, j] is redundant,
and can be calculated from the non-redundant timing information left in M .
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As described at the beginning of this chapter, for MDDs to store integer tuples compactly, these
tuples need to share as many common elements as possible. In the following, a minimal constraint
encoding method is described to encode zones utilizing the redundancy information in the zones to
generate the tuples with as many common elements as possible.
After the redundant timing information in DBMs are identiﬁed, it can be converted to an integer
that the zone operations can never produce. This requirement is to make sure that the converted
DBMs are not changed to some other zones that are generated normally by timing analysis, thus
avoiding loss of state space. The goal of the conversion is to select an integer to represent all the
redundant timing information in order to make integer tuples encoded from zones share as many
elements as possible. However, there is not generally eﬀective approach to decide such integers.
As a simple solution, the redundant timing information identiﬁed for DBMs is converted to the
smallest negative number. This is because the smallest negative integer does not correspond to
any positive integer in two’s complement representation of signed numbers, unlike other negative
integers. Notice that timing constraints are speciﬁed with non-negative integers. Normally, the
negative integers are an alternative form that DBMs use to represent these non-negative integers
for timing constraints. Therefore, it is safe to convert redundant timing information to the smallest
negative integer. Subsequently, we use the direct encoding method to encode the DBMs to integer
tuples, which are then stored into MDDs. In this chapter, this smallest negative integer used to
represent the redundant timing information is denoted as  in the encodings. As an example, the
zone in Figure 5.7 can be encoded as tuple (2, 0, , 0, 1, ).
Again, the zone graph in Figure 4.7 is used as an example. The updated tuples graph is shown
in ﬁgure 5.8(a) where the redundant timing information is identiﬁed and converted as described
above, and ﬁgure 5.6(b) shows the corresponding MDD representation. With the minimal constraint
encoding methods, ﬁfteen nodes are constructed compared to thirteen nodes in the MDD shown
in Figure 5.6(b). Although the node count with the minimal constraint encoding increases slightly
for this simple example, a very large number of zones can typically found a large real-time design,
and it is expected that a great deal of redundant timing information can be identiﬁed for these
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Figure 5.8. (a) The partial state graph with the minimal constraint encodings of the zones from
Figure 4.7, (b) The MDD storing all encoded zones in (a).
zones. By making zones more similar, the minimal constraint encoding method can allow zones to
be encoded and stored more compactly in MDDs.
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CHAPTER 6
CONCLUSION
Real-time systems are used in many diﬀerent applications, some of which are safety critical. The
correctness of real-time systems depends on not only that correct behavior is generated, but also
that the correct behavior is generated at correct time. Failure to show the correctness of real-time
systems may cause serious or even fatal consequences. Model checking is an eﬀective method that
can be used to determine the correctness of a real-time system on its complete state space. High
conﬁdence in the system correctness can be achieved if no failure can be found by model checking.
In this thesis, labeled Petri-nets (LPNs) are used to capture the behavior of real-time systems
as a modeling formalism. To verify a real-time system, the state space of its LPN model is searched
where its properties are checked. The state space for real-time systems is inherently inﬁnite. To
allow the state space of real-time systems to be analyzed algorithmically, the inﬁnite state space
needs to be reduced to ﬁnite number of equivalence classes. For this purpose, three timing analysis
algorithms are described in this thesis: the basic zone based method, the POSET timing analysis,
and an improvement in the zone based method.
The zone based method searches the state space of LPN models, and the timing information in
the form of conjunctions of time diﬀerence constraints is calculated as each state transition takes
place. This form of representing timing information is referred to as zones. The zone based method
works well for many examples, but when there is a high degree of concurrency in the model, an
excessively large number of zones can be generated, and these zones may actually be combined
to form larger zones without aﬀecting the veriﬁcation results. In order to deal with this problem
and separate the concurrency from causality, the POSET timing analysis method are adopted
for LPN models. This new timing analysis method can reduce the number of zones generated
signiﬁcantly. On the other hand, the POSET analysis method needs to maintain both zones and
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POSET matrices during state space search, which can cost more time and memory. Therefore, the
zone based method is improved but integrated with idea behind the POSET analysis method. This
improved zone based method eliminates the use of the POSET matrices during the state space
search of real-time systems. This can signiﬁcantly reduce the time and memory use needed for the
state space search. To illustrate these methods in more detail, a simple real-time circuit example is
used throughout the whole thesis, and the step-by-step analysis is performed to produce a partial
state space for that circuit example by using all three analysis methods.
Since the number of zones generated is usually very large during timing analysis, a graph data
structure, multi-value decision diagrams (MDDs), is used for storing zones compactly. In order to
use MDDs, zones are encoded to integer tuples. Two zone encoding methods are described in this
thesis: direct encoding and minimal constraint encoding. Since the compactness of MDDs comes
from sharing common elements in diﬀerent integer tuples, these two encoding methods either ignore
the unnecessary information in zones during the encoding to reduce the length of the integer tuples,
or it maps the redundant information in zones to some ﬁxed particular numbers to make integer
tuples for diﬀerent zones more similar.
For the future work, the algorithms of the timing analysis methods need to be implemented
and applied to a large number of examples, and the results need to be compared with what can be
obtained by the state-of-the-art timing analysis implementations. Additionally, an existing MDD
implementation needs to be modiﬁed to support the two zone encoding methods described in this
thesis, and the potential issues need to be found out and addressed.
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