A number of studies have documented a reduction in aggregate macroeconomic volatility beginning in the early 1980s. Using an empirical model of business cycles, we extend this line of research to state-level employment data, …nd signi…cant heterogeneity in the timing and magnitude of the state-level volatility reductions. In fact, some states experience no statistically-signi…cant reduction in volatility. We then exploit this cross-sectional heterogeneity to evaluate three hypotheses about the origin of the aggregate volatility reduction. We show that states with relatively higher manufacturing concentration experience later breaks, a result that tends to contradict improved inventory management and a decline in the volatility of productivity shocks as possible explanations. Our results, then, are more consistent with monetary policy as the origin of the aggregate volatility reduction.
While evidence relating to the existence of the volatility reduction abounds, explanatory unanimity has proved more elusive. Three theories have been suggested. First, innovations to inventory management such as just-in-time production may have signi…cantly smoothed output [Kahn, McConnell, and Perez-Quiros 2000] . If true, the inventory story manifests itself in a decline in the inventory-to-sales ratio, especially for durable goods. 1 Second, changes in monetary policy brought about by the Volcker-Greenspan era might have dampened the e¤ect of economic ‡uctuations [Boivin and Giannoni 2003 ]. Here, a reduction in the Federal Reserve's reaction to output ‡uctuations relative to in ‡ation might have led to more-stable monetary policy and more-stable output growth. Finally, the nature of the innovations themselves might have changed, becoming smaller and, in some cases such as oil shocks, less frequent [Ahmed, Levin, and Wilson 2004] . This explanation -call it good luck -hinges on a reduction in volatility across the entire spectrum of shocks, especially high-frequency innovations.
Among the numerous subsequent studies that have sought to determine the causality behind the decline in macroeconomic volatility, several papers have investigated the extent to which the phenomenon has pervaded disaggregated data. In particular, the reduction in volatility is exhibited in both the disaggregated components of output and in industry classi…cations such as manufacturing [Kim, Nelson, to the national cycle, exhibited idiosyncratic characteristics that depended on demographics and industrial composition. An advantage of this vein of study is that business cycles are explicitly modeled, which allows separate treatment of changes in business cycle characteristics and higher-frequency innovations. Moreover, geographical disaggregation damps out industry-level idiosyncratic shocks that tend to completely disassociate industry cycles from the national business cycle.
In this paper, we reexamine the Great Moderation using state-level empirical business cycle models. Estimation of the state-level models a¤ords us a panel of pre-and post-break business cycle characteristics for each state. Similarly, because we allow for idiosyncratic variation in the timing of each state's volatility reduction, we obtain a cross section that can be used to evaluate the three explanations for the volatility reduction -inventories, monetary policy, and good luck.
The remainder of the paper is as follows: Section 2 examines the evidence for a reduction in the volatility of aggregate employment. Section 3 performs a similar exercise but at the state-level. Section 4 decomposes the aggregate volatility reduction into contributions 3 from each state's business cycle and conditional variance. Section 5 considers the three hypotheses for explaining the volatility reduction in the context of the state-level evidence.
In particular, we consider elements such as di¤erential timing and magnitude to determine if the state-level cross-section can exclude any of the aforementioned explanations. Section 6 concludes.
The Volatility Reduction in Aggregate Employment
Many recent papers have discussed the nature of the volatility reduction in aggregate GDP and other variables. Our focus on employment is motivated by a lack of a suitable alternative GDP series at the state level. For this and subsequent sections, the data we use are seasonally adjusted, monthly payroll employment from the Bureau of Labor Statistics.
Each of the models is estimated in annualized growth rates. To ease comparison between the national and state-level models, the aggregate model is estimated using the growth rate constructed from the sum of the levels of the 48 contiguous states and the District of 
Model
Our model is a straightforward extension of the Markov-switching model of Hamilton (1989) in which we suppress the autoregressive dynamics for simplicity. A bene…t of the Markovswitching model is its explicit representation of business cycle phases. 2 In addition, we allow for the possibility of a structural break in the regime-dependent steady-state growth rates of employment as well as the conditional variance of employment. Let Y t re ‡ect the growth rate of aggregate employment; then, 2 An alternate approach to our strategy is employed by Ahmed, Levin, and Wilson (2004) , who perform a spectral decomposition of some aggregate macroeconomic series. 
In addition to the structural break, the economy experiences business cycles governed by a …rst-order hidden Markov variable S t , which has transition probabilities
which also are subject to the structural break.
Estimation
The model in the preceding subsection is estimated with the Gibbs sampler [Gelfand and Smith 1990]. 3 Use of the Gibbs sampler requires prior distributions chosen by the econometrician. In this case, we assume that (i) the parameter vector has a multivariate normal prior distribution, (ii) each conditional variance has an inverse gamma prior distribution, 3 The Gibbs sampler is a Markov-chain Monte Carlo procedure in which the joint distribution for all parameters is obtained via sampling from the conditional distributions of each parameter. Repeated iterations of draws from the individual conditional densities produces a collection of draws that form the ergodic distribution for the full set of parameters, including the break date . and (iii) each transition probability has a beta prior distribution. 4 Each distribution is parameterized to yield a proper, yet di¤use prior. To capture the volatility reduction, we assume the break parameter has a discrete uniform prior distribution over all possible break dates. Given these prior distributions, estimation using the Gibbs sampler is straightforward. The hidden Markov variable is drawn from the procedure discussed in Kim and Nelson (1999b) . Conditional on the draws for the parameter vectors, the break date can be drawn from the following distribution [Carlin, Gelfand, 
In the expression above, "
( )
A is the 1 vector of pre-break errors conditional on , "
is its (T ) 1 post-break counterpart.
To evaluate the evidence in favor of the model with a structural break, we estimate the model above without the structural break, denoted M 0 , and with the structural break, denoted M 1 , and compute the marginal data density for each model p(Y jM j ), j = 0; 1.
The evidence is favor of M 1 is then summarized by the Bayes Factor:
Je¤reys (1961) provides a log scale for the interpretation of B 10 given as follows: 
Thus, "strong" evidence on the Je¤reys scale indicates that model M 1 is deemed to be e 2:3 = 10 times (or greater) more likely than M 0 : 3 State-Level Volatility Reduction
Results

Estimation
In our previous paper, we considered the notion that each state-level business cycle might
be unique yet related to the more frequently studied national cycle. In this section, we extend this notion to determine the extent of each state's volatility reduction using a model of state-level business cycles.
Model
The model for an individual state i's employment growth rate is analogous to the model for aggregate employment growth:
where it v N (0;
The state-level transition probabilities are
Here, we have assumed that each state has an idiosyncratic business cycle governed by its own hidden Markov variable S it . Further, each state is allowed to experience a volatility reduction with idiosyncratic timing i . To focus on the breaks associated with the volatility reduction, i is restricted to be within ten years on either side of the posterior median of the aggregate break date, i.e., between October 1974 and August 1994. Estimation for each state is as described in the previous section. As above, we estimate the model with and without a break for each state to determine the likelihood of a break in all parameters. Virginia -all states located near or on the Atlantic coast. For 38 states, the log Bayes Factor is greater than 2.3, meaning there is strong evidence for a structural break using the Je¤reys scale. The additional exceptions to the states listed above are Massachusetts, Nebraska, Tennessee, and Vermont.
Results
Some of the states for which there is strong evidence of a break experience their volatility reduction outside three years of the estimated aggregate break date. Figure 1 also separates from the rest those states which exhibit strong evidence of a break within three years of the median date for the aggregate -just over half (27) of the states. 6 These states appear to be the primary in ‡uence on the timing of the aggregate break. 7 Figure 2 about here. has a ratio greater than one, meaning that volatility actually increased after the break.
Recall, however, that D.C. is one case for which the model with no structural break was the preferred model. For the other states, the largest volatility reduction occurred in Arkansas, for which the volatility ratio is 0.47, while the smallest occurred in South Carolina, for 6 The 90% posterior error bands include the aggregate posterior median break date for less than half (23) of the states. Results for the posterior 5 th and 95 th percentiles for the break date are available on request. 7 A state's in ‡uence on the aggregate break date is a function of the size of its labor force, the magnitude of the break, and, perhaps, its initial volatility. We further investigate each state's in ‡uence on the aggregate volatility reduction below.
8 Figure 3 illustrates the ratio of volatilities regardless of whether or not the break is preferred. 9 In addition, we note that many state-level business cycles became more persistent, i.e., both transition probabilities p and q rose after the break. which the ratio is 0.87. Again, South Carolina is a state for which the model with no structural break is preferred. For 29 of the states, the volatility ratio is greater (meaning the volatility reduction is smaller) than for the aggregate data. 
Decomposition of the Volatility Reduction
In addition to providing a cross-section with which we can analyze the Great Moderation, the disaggregated model can determine the contribution of each state to the aggregate volatility reduction. Further, we can determine whether the aggregate volatility reduction is a result of a reduction in the conditional volatility of individual states, a reduction in the magnitudes of state-level business cycle ‡uctuations, or both. 10 1 0 In this section, we assume the median estimated aggregate break date for all states for tractability.
Weights Counterfactuals
The aggregate growth rate can be rewritten as a weighted sum of the state-level growth rates:
where w it are time-location-speci…c weights for which P i w it = 1. Fluctuations in the weights complicate matters as they prevent straightforward analytical solutions for the decomposition. Thus, we …rst determine the e¤ect on aggregate volatility reduction of ‡uctuations in the weights over time. We accomplish this by executing the following counterfactual experiment. 11 First, we obtain a draw from the posterior distributions of i ,S i;A = (S i1 ; S i2 ; :::::; S Finally, we can use these draws to construct a counterfactual aggregate growth rate series 1 1 For the counterfactual experiments performed in this section it will be useful to have the same amount of data on either side of the aggregate break date, which again is September 1984. Thus, we shorten the sample to run from May 1964 -December 2004. The size of the volatility reduction in the aggregate over these two sub-samples is similar to that in the longer sample discussed in Section 2.
where represents element-by-element multiplication. In (4), the weights are set to the post-break values, while all other variables are set at the pre-break values. We then compute the standard deviation of the counterfactual aggregate growth rate series to see how much of the observed volatility reduction can be explained by weights. 12 We …nd that changes in the weights have played a relatively small role in the aggregate volatility reduction and that changes in the weights alone cannot generate any volatility reduction. 13;14
Analytical decomposition based on …xed weights
Under the assumption that the weights are constant, we return to (3) to compute the marginal e¤ects of changes in each state's business cycle and conditional variance on the aggregate reduction in volatility. Rewrite (3) by substitution
Then, the unconditional variance of aggregate employment is
w it w jt i j ij ; 1 2 These steps are repeated for each of J draws from the posterior distribution. The discussion that follows is based on the posterior median from these J draws. 1 3 This is consistent with the …ndings of Anderson and Vahid (2003) . 1 4 We conducted a similar counterfactual experiment to investigate the role of changes in the persistence of the hidden Markov variable Sit. We found that changes in Sit play a relativelt small role in the aggregate volatility reduction.
13
where V ( ) indicates a variance, C ( ; ) indicates a covariance. 15 The variance of the hidden Markov variable depends on the transition probabilities through
Thus, the marginal contributions from changes in each state's business cycle magnitude ( 1i ) and each state's unconditional variance ( 2 i ) can be approximated from the following:
and
In (9), b V (Y t ) is the sample change in aggregate volatility and k indicates the contribution to the aggregate volatility reduction from variable k. In (6), we replace the cross-state business cycle correlation S i S j with the sample correlation, b S i S j at each iteration of the Gibbs sampler. The residual ;w de…ned in (7) yields the contribution of changes in crossstate business cycle correlation and encompasses any error that occurs from averaging the weights.
Results
Conditional on the average weights for the pre-break period, we …nd that 32 percent of the aggregate volatility reduction can be attributed to reductions in state idiosyncratic residual variances, 2 i . An additional 40 percent of the aggregate reduction was accounted for by a decline in the magnitude of state-level business cycles, 1i . Individual results for each state's contribution to the aggregate volatility reduction are provided in Table 1 . Table 1 about here   From Table 1 , it can be seen that the majority of the aggregate volatility reduction can be attributed to a small group of states. Since the weight in equations (5) through (7) play an important role, the states with the largest population have the most signi…cant impact on the aggregate volatility reduction. Perhaps not surprisingly, California, Illinois, Indiana, Michigan, Ohio, Pennsylvania, and Texas are the only states that each account for more than 1 percent of the aggregate reduction for both 2 i and 1i . These seven states alone account for 41.7 percent of the decline in aggregate volatility. 16 Interestingly, more than half of the states (31) contribute no more than 1 percent each to the aggregate volatility reduction through both their business cycle and idiosyncratic components.
While the results from this analysis indicate that population plays an important role in the composition of the Great Moderation, 
Testing Hypotheses for the Great Moderation
In prior sections, we have documented the state-level heterogeneity in the timing, magnitude, and composition of the volatility reduction in total payroll employment. Here, we attempt to reconcile these results with the three proposed hypotheses for the origins of the aggregate volatility reduction associated with the Great Moderation. To this end, we exploit the cross-sectional variability in state-level breaks to uncover possible statistical relationships between the characteristics of these breaks and other, pre-break state characteristics.
Speci…cally, we perform OLS estimation using the volatility ratio ( Figure 3 ) and the break dates ( Figure 2 ) as our dependent variables. To test for the in ‡uence of the various hypotheses, our independent variables are the manufacturing employment share, the extractive-industries employment share, average …rm size, and the deposit share at the three largest banks. 17 In addition, to control for changes in the composition of the labor force that might account for some of the change in employment volatility, we also include the population share aged 18-44 and the percentage of those aged 25 and older who have at least four years of high school. 18 According to the inventory hypothesis, innovations in inventory management in the durable-goods sectors have led to reductions in the volatility of output. If this hypothesis channel. 19 Through the money channel, because manufacturing industries are relatively interestrate sensitive, the largest volatility reductions should be in states with large manufacturing sectors, i.e., the volatility ratio and the manufacturing share should be negatively related.
Through the broad credit channel, because large …rms are thought to have information and transaction-cost advantages in dealing with banks, large …rms are less a¤ected by volatile monetary policy. In other words, the volatility reduction should be smaller for states with relatively large …rms, i.e., the relationship between the volatility ratio and average …rm size should be positive.
Through the narrow credit channel, because large banks have more alternative funding sources when monetary policy is tight, states in which large banks are relatively more important should be less a¤ected by volatile monetary policy. In other words, these states should experience relatively smaller reductions in volatility, i.e., there should be a positive relationship between the volatility ratio and the deposit share of the three largest banks.
In terms of the signs of the relationships between these variables and the break dates, if the monetary policy hypothesis is correct, we should see some relationship between the break date and manufacturing share, average …rm size, and the deposit share of the three largest banks. However, there is little theory to guide us in determining the signs of the relationships. This is because, unlike the other two hypotheses, the link between monetary policy ‡uctuations and output ‡uctuations is indirect, meaning that there are lags through each monetary-policy channel between the change in monetary volatility and any resulting change in output volatility. Tables 2 and 3 about here Tables 2 and 3 summarize the relationships that we …nd between the volatility ratio and the various state characteristics. The di¤erence between the two tables is that the latter has the results when we include the pre-break standard deviation of employment. According to Table 2 , there is a positive and statistically signi…cant relationship between the volatility ratio and the manufacturing share: the larger a state's manufacturing sector was, the larger was the reduction in volatility. This result is consistent with all three hypotheses. None of the coe¢ cients on the other variables to test for the e¤ects of the three hypotheses are statistically di¤erent from zero, however. Note that when we include the pre-break standard deviation (Table 3) , its coe¢ cient is negative and statistically signi…cant and the manufacturing share becomes statistically no di¤erent from zero. This indicates that the volatility reductions were not coming solely through manufacturing, but were based more broadly. States that started with more-volatile output tended to see larger reductions in volatility following their break, whether or not the initial volatility was associated with manufacturing. These results suggest that whatever led to reductions in the volatility of output, it was not con…ned to the manufacturing sector. In terms of the three hypotheses, this weakens the evidence in favor of the good luck and inventories hypotheses relative to the monetary hypothesis. Table 4 , all of our variables testing for the e¤ects of the three hypotheses are related to the break dates. However, the positive signs of the coe¢ cients on the manufacturing and extractive-industries shares suggest that neither the good luck hypothesis nor the inventories hypothesis can explain the breaks. The higher a state's share of employment in either of these sectors was, the later it tended to break. On the other hand, the fact that we …nd statistically signi…cant relationships between break dates and manufacturing share, average …rm size, and the deposit share of the three largest banks
indicates that all three channels of monetary policy might have played a role in generating the break in output volatility. In concert with our results in Tables 2 and 3 , we …nd, therefore, that of the three hypotheses, the monetary policy hypothesis is most consistent with the volatility reductions that we document to have occurred at the state level.
Note that this does not mean that good luck and the reduction in energy-price volatility did not occur, nor that they did not lead to reductions in the volatility of output. However, it does mean that if these events did occur, they did not lead to the sharp reductions in output volatility that correspond to the structural breaks that we detect at the state level. Ratio of volatility reduction caused by business cycle to total volatility reduction
Ratio
Greater than 40% (12) Between 30% and 40% (18) Between 20% and 30% (10) Less than 20% (9) 
