In this paper we extend the work of Tufts, Kot, and Vaccar0 [TKV 1987; TKV 1991 ] to improve the analytical characterization of threshold breakdown in SVD methods. Our results sharpen the TKV results and lower bound the probability of a subspace swap in the SVD.
INTRODUCTION
The high resolution of SVD-based methods can be attributed to the splitting of the measurement space into an estimated signal subspace and an orthogonal subspace. The catastrophic drop in performance, when the signal-tonoise ratio (SNR) falls below a threshold S N R , is referred to as the threshold effect. TKV [TKV 1987 ; TKV 19911 associated the threshold effect with the probability that the measured data is better approximated by some components of the orthogonal subspace than by some components of the signal subspace. Thus a subspace swap corresponds to a catastrophic drop in performance.
In this paper we improve the results of TKV in two ways. We lower bound , rather than approximate, the probability of a subspace swap by defining a subset of the event that a subspace swap occurs. We compute the exact density of the random variable that determines our bounding event, as opposed to TKV's appproach of assuming a normal density for the random variable that determines their approximate event for a subspace swap. With these improvements we are able to follow the philosophy of TKV and more accurately predict threshold than was previously possible.
ANALYSIS OF THRESHOLD
SVD methods are used to identify the "mode parameters" & in the signal plus noise model The first step in modal analysis is to argue for the approximate rank deficiency of the Hankel data matrix where the overfitting parameter m exceeds p , the dimension of the subspace (X) that contains x@). The parameter M = N -m + 1 is the number of residuals generated from Now, of course, the data matrix Y will not lie entirely within the signal subspace ( u p ) , because it consists of signal plus noise, as illustrated in Figure 1 . However, the projection onto ( u p ) and (uo) resolve Y into its "signal" and "orthogonal" components.
These projections resolve the energy of the data matrix Y into two components:
One way to measure the distance that Y lies from the subspace ( U p ) is to compare its energy in (Up) and WO). In the noise-free case, Ep = trX X and E, , = 0 , but, as the noise increases, increases until a large fraction of the resolved energy lies in ( u o ) . TKV recognized that at some point one or more modes in (UO) will actually resolve more energy than one or more modes of ( u p ) . When this happens, important modal information will be swapped between subspaces, making it unavailable for retrieval by subspace methods that use either the orthogonal or signal subspace. TKV argued that this situation characterizes the performance breakdown associated with threshold effects in modal analysis. We call the situation described above a subspace swap.
T
The TKV approximation, that the total energy in the orthogonal subspace exceeds the total energy in q of the upriori least dominant signal modes. is neither necessary nor sufficient for a swap. On the other hand, the event that the average energy in (Uo), namely ed(M-p), exceeds the average energy in ( U p ) , namely E&, is sufficient (hut not necessary) for a subspace swap because at least one mode in (uo) resolves more energy than M(M-p) and at least one mode in ( U p ) resolves less energy than E&.
An alternative characterization of a subspace swap is that the average energy in (uo) exceeds the energy resolved into the apriori least dominant mode Epp. The implication of this characterization is that there exists at least one mode ui in the orthogonal subspace that resolves more energy than the a priori least dominant mode u p . and hence this is also a sufficient condition for a subspace swap.
PROBABILITY BOUND Let A be the event that a subspace swap occurs, B the event that the average energy in orthogonal subspace exceeds the average energy in the signal subspace, and C the event that the average energy in the orthogonal subspace exceeds the energy resolved along the apriori least dominant signal mode. Then we know that A 2 B and A 2 C and that P[A] > P[B] and P[A] > P[C]. When the signal subspace eigenvalues are clustered, it is unreasonable to associate a subspace swap with the event C. Why? Because to isolate Epp as the only component that can be exceeded is to ignore the probability that one or more of many roughly equal signal subspace energies can be exceeded. Therefore, the probability P[C] underestimates P[A], and we choose the event B as the better bounding event
On the other hand, when the signal subspace eigenvalues are dispersed, it is reasonable to associate a subspace swap with the event C, because in this case it is more likely that the average energy in the orthogonal subspace will exceed Epp than E&. Therefore, the probability P 
RESULTS
In this section we apply the theoretical results derived above to two examples. In the first example, the signal eigenvalues are clustered, while in the second they are dispersed. In the first example (Example 2, page 312 in
the modal signal is the sum of two exponentials given by
The observation is a noisy version of Sk. where thc additive noise is assumed to be the standard normal complex white noise with independent real and imaginary components of respective variances &.
The signal-to-noise ratio is computed from the ratio of the signal power to the noise power, and is given by Total Signal Power S N R = Iologlo( ' ) = Iologlo(-2;) NOZ
6-(14)
We use an overfitting parameter, m = 7, to form the necessary Hankel matrices of size 19x7. Since the signal subspace eigenvalues are clustered close together in this example we use W to bound the probability of a subspace swap. In Figure 2 we present the lower bound of the probability of a subspace swap as a function of the SNR, computed as summarized above. For comparison, we also present the approximate probability of a subspace swap, which is computed by assuming that the quadratic form, y*wy is normally distributed. The normal approximation presented in Figure 2 will be different from the approximation obtained by TKV because they use an approximate condition for a subspace swap, while we use a sufficient condition. We note that the true density provides a tighter lower bound than the normal approximation. when a swap has occurred, probability of a swap, and Cramer-Rao bound respcctively. Using numerical experiments. TKV were able to show that this relationship well models the threshold effect. This is presented in Figure 3 .
Our computation of total variance, using the bounding probability is presented in Figure 3 , superimposed on the results of TKV. We note that the total variance computed using the bounding probability can be used to predict the onset of threshold for the identification of both modes. Next, we analyze a signal that has dispersed signal subspace singular values.
Therefore we bound the probability of a subspace swap via the quadratic form y ' & .
The observation is a noisy version of Sk. where the additive noise is assumed to be as in the previous example.
We form the necessary Hankel matrices of size 19x7, with overfitting parameter m=7, and plot the bounding probability values as a function of S N R in The total variance for estimating the modal parameters is presented in Figure 5 , along with the standard deviation of the error in experimentally estimating the modal parameters. Note the theoretical curve follows the experimental results and can be used to predict the onset of threshold. 
