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. , Basu([Ba78]) .
, , ,
( ) , .
2
X $:=(X_{1}, \cdots, X_{n})$ ( $\sigma$- \mu )
(joint probability density function j .p.d.f.) ,\eta (x) . ,
$\mathrm{x}:=(x_{1}, \cdots, x_{n})$ , \theta , \eta .
, , Fisher ..
$I^{\mathrm{X}}:=(I_{\eta}^{\mathrm{X}}I_{\theta\theta}^{\mathrm{x}}\theta$ $I_{\eta\eta}^{\ovalbox{\tt\small REJECT}}I_{\theta}^{\mathrm{X}})$
$:=(E_{\theta}[ \mathrm{t}^{\frac{\partial}{\partial\theta}10}E_{\theta\{\begin{array}{l}\{\frac{\partial}{\partial\theta}\mathrm{l}\mathrm{o}\mathrm{g}f_{\theta,\eta}(\mathrm{x})\}2\}\{\end{array}\}}\mathrm{g}f\theta,\eta(\mathrm{X})\frac{\partial}{\partial\eta}\log f\theta,\eta(\mathrm{X})\}]$
$E_{\theta}[ \{\frac{\frac\partial\theta\partial\partial}{\partial\eta}\log f_{\theta,\eta}(\mathrm{X})\}E_{\theta}[\{\log f_{\theta,\eta}(\mathrm{X})\}\{\frac,\log f\{\frac{\partial\eta’\partial\partial}{\partial\eta}\log f_{\theta,\eta}(\mathrm{x})\}^{]}\theta,\eta(\mathrm{X})\}])$
. , $\frac{\partial}{\partial\eta},\log f_{\theta,\eta}(\mathrm{x})$ logf\theta ,y\eta (X) .
, $\theta$ X
$I_{\theta|\eta}^{\mathrm{X}}:=\dot{I}_{\theta\theta}^{\mathrm{x}}-I_{\theta\eta}^{\mathrm{X}}(I\mathrm{X})^{-}\eta\eta 1I^{\mathrm{x}}\eta\theta$ (2.1)
. , $\theta$ T $=t(\mathrm{X})$ FisherE
$I^{T}:=(I_{\eta}^{T}I_{\theta\theta}^{T}\theta$ $\beta_{\mathfrak{m}}^{I^{T}})$
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, $\theta$ T
$I_{\theta|\theta^{-I_{\theta}}}^{\tau T\tau}\eta\eta:=I_{\theta}(I_{\eta\eta}T)^{-1}F_{\eta\theta}$ (2.2)
. , \theta \eta
$I_{\theta|\eta\theta|\eta}^{\tau \mathrm{x}}=I$
, T ( ) .
3 ( )
, T ( ) . ,
\theta $\eta \text{ }I_{\theta}^{\mathrm{x}}\equiv 0\eta$ ’ , \theta \eta $\text{ }I\mathrm{x}=0\theta\eta$
. , $I_{\theta\eta}^{\mathrm{X}}\not\equiv 0\text{ }$, \mbox{\boldmath $\phi$}
\eta \tilde $:=\phi(\theta, \eta)$ , $I_{\theta\overline{\eta}}^{\mathrm{X}}\equiv 0$ .
.
1 $I_{\theta\eta}^{\mathrm{X}}\equiv 0$ . $I_{\theta|\eta}^{\mathrm{X}}\equiv I_{\theta|\eta}^{T}$
, $\grave{I}_{\theta\theta}^{T}\equiv I^{\mathrm{x}_{\theta^{\text{ _{ }}}}}\theta$ .
, Ix-F . , $I_{\theta|\eta}^{\mathrm{x}T}\equiv I_{\theta \mathfrak{l}\eta}$ ,
$I_{\theta\eta}^{\mathrm{X}}\equiv 0$ , (2.1) (2.2)
$I_{\theta\theta}^{\mathrm{x}}\equiv I_{\theta}^{\tau T}\theta^{-I(}\theta\eta I_{\eta}.T\grave{\eta})^{-1}I^{\tau}\eta\theta$
. , $I_{\theta\theta}^{X}\geq I_{\theta\theta}^{\tau}\text{ }(I^{T}\eta\eta)-1\emptyset\backslash ’ \text{ }\ovalbox{\tt\small REJECT}\searrow$ , $I_{\theta\theta\theta}^{\mathrm{x}_{\equiv F_{\theta}}}$ , $I_{\theta\eta}^{T}\equiv 0$
.
, , $I_{\theta\eta}^{X}\equiv \mathit{0}\text{ ^{ }}$ , (2.1) (2.2)
$I^{\mathrm{X}\tau}-I\equiv(I_{\theta\theta}^{\mathrm{x}}-I-I^{\tau_{\theta}}\eta\theta\theta TI_{\eta\eta}\mathrm{x}-T-I_{\theta\eta}^{\tau_{I_{\eta}}}\eta)$
. , $I_{\theta\theta}^{\mathrm{x}_{\equiv}}\Gamma_{\theta\theta}$ , $I_{\theta\eta}^{T}\equiv \mathit{0}$ .
, $T$ $X$ (conditional $\mathrm{p}.\mathrm{d}$.f.
c .p.d.f) $h_{\theta,\eta}(\mathrm{X}|\tau)$ , T p.d.f. $g_{\theta,\eta}(T)$




$(\mathrm{F}\mathrm{i}\mathrm{s}\mathrm{h}\mathrm{e}\mathrm{r}[\mathrm{F}25], \mathrm{R}\mathrm{a}\mathrm{o}[\mathrm{R}61])$ . , $I_{\theta\theta\theta}^{x_{\equiv F_{\theta}}}$
$\frac{\partial}{\partial\theta}\log h_{\theta,\eta}(\mathrm{x}|t)=\mathit{0}$ $a.e$ .
, h\theta ,\eta (xl \theta . , (3.1)
$f_{\theta,\eta}(\mathrm{x})=h_{\eta}(\mathrm{x}|t)g\theta,\eta(t)$ $a.e$ . (3.2)
. , (3.2) , $I^{T}\equiv I^{\mathrm{x}}\theta\theta\theta\theta$ . ,
.
2 $I_{\theta\eta}^{\mathrm{X}}\equiv 0$ . , T $=t(\mathrm{X})$ \theta
( ) ,X j . $\mathrm{p}.\mathrm{d}.\mathrm{f}$.
$f_{\theta,\eta}(\mathrm{X})=h_{\eta}(\mathrm{x}|t)g\theta,\eta(t)$ $a.e$ .
.
2 , Neyman , .
1 $X_{1},$ $\cdots,$ $X_{n}$ , $N(\mu, \sigma^{2})$
. , $\mathrm{X}:=(X_{1}, \cdots, X_{n})$ i .p.d.f.
$f_{\theta,\eta}( \mathrm{x})=\frac{1}{(\sqrt{2\pi}\eta)^{n}}\exp\{-\frac{1}{2\eta}\sum_{i=1}^{n}(xi-\overline{x})^{2}\}\exp\{-\frac{n}{2\eta^{2}}(\overline{x}-\theta)^{2}\}$
. , $\mathrm{x}:=(x_{1}, \cdots, x_{n}),\overline{x}=\sum.inx1i/=n$ . , 2 ,
$\overline{X}$ \theta ( )+ . ’..$\cdot$
2 $X_{1},$ $\cdots,$ $X_{n}$ , $z_{ji}(j=1, \cdots, k;i=1, \cdots, n)$
. ,
$X_{i}=\beta_{0}+\beta 1Z1i+\cdots+\beta kZ_{ki}+\epsilon_{i}$ $(i=1, \cdots, n)$
. , \epsilon l, $\cdot$ . . , \epsilon n , N(O, \mbox{\boldmath $\sigma$}2)
, $\sigma^{2}$ . , $\mathrm{X}:=(X_{1}, \cdots, X_{n})$ i .p.d.f.
$f( \mathrm{x})=\frac{1}{(\sqrt{2\pi}\sigma)^{n}}\exp\{-\frac{1}{2\sigma^{2}}\sum_{i=1}^{n}(x_{i^{-}}\beta_{0}-\beta_{1}Z_{1i^{-}}. . . -\beta_{k}Z_{ki})2\}$
. , $\mathrm{x}:=(x_{1}, \cdots, x_{n})$ . , $\beta_{1}$ ,
. , \beta 1 (\beta 0, \beta 2, $\cdot$ .., $\sqrt$p) ( ) .
$\sum_{i=1}^{n}\omega i=\mathit{0}$, $\sum_{i=1}^{n}\omega iZ_{ji}=0$ $(j=2, \cdots, k)$
112
$\omega_{i}:=z_{1}i-c_{1}-c_{2}z_{2i^{-}}\cdots-CkZki$ $(i=1, \cdots, n)$
,
$\gamma_{0:=}\beta_{0+}C1\beta_{1}$ , $\gamma_{2}:=\beta_{2}+C_{2}\beta 1$ , $\cdot$ . . , $\gamma_{k}:=\beta_{k}+ck\beta 1$
.
$f( \mathrm{x})=\frac{1}{(\sqrt{2\pi}\sigma)^{n}}\exp\{-\frac{1}{2\sigma^{2}}\sum_{i=1}(xi-\gamma_{0^{-}}\beta 1\omega ni-\gamma 2Z2i^{-} . ..-\gamma_{k^{Z_{ki}}})^{2}\}$
$= \frac{1}{(\sqrt{2\pi}\sigma)^{n}}\exp\{-\frac{1}{2\sigma^{2}}(\sum_{i=1}^{n}x_{i^{22}}-2\beta 1\sum_{i=1}\omega_{ii}X+\beta 1\sum\omega i^{2})ni=1n\}$
. $\exp\{-\frac{1}{2\sigma^{2}}\sum_{i=1}^{n}$
$(\gamma 0+\gamma 2Z2i+ \cdot.$
. $+\gamma_{k}z_{ki})^{2}\}$
. , $\beta_{1}$ 70, $\gamma_{2},$ $\cdots$ , ,
, 2 , $\tau:=\sum_{i}^{n}=1ii\text{ }\omega x$ 2
$\hat{\beta}_{1}:=\sum_{i=1}^{n}\omega iXi/\sum_{i=1}^{n}\omega i^{2}$ .
\beta 1 ( ) .
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