Abstract. In this paper, the authors characterize pointwise multipliers for Campanato spaces on the Gauss measure space (R n , | · |, γ), which includes BMO(γ) as a special case. As applications, several examples of the pointwise multipliers are given. Also, the authors give an example of a nonnegative function in BMO(γ) but not in BLO(γ).
§1. Introduction
The pioneering work on the characterizations of pointwise multipliers on BMO φ (T n ) and the Hardy space H 1 (T n ) was due to Janson [14] , where T n is the n-dimensional torus and BMO φ (T n ) is the function space defined by using the mean oscillation and some growth function φ. Specifically, when n = 1, the same characterizations as in [14] of the pointwise multipliers on BMO(T) and H 1 (T) have been obtained by Stegenga [37] , which were further used to study the boundedness of the Toeplitz operator on H 1 (T). Later, Nakai and Yabuta [30] extended Janson's results to the n-dimensional Euclidean space R n . In particular, they proved that g is a pointwise multiplier on BMO(R n ) (viz., the multiplication gf ∈ BMO(R n ) for all f ∈ BMO(R n )) if and only if g ∈ L ∞ (R n ) ∩ BMO log (R n ), where g ∈ BMO log (R n ) means that g ∈ L 1 loc (R n ) and that only on the region {(x, y) ∈ R n × R n : 0 < |x − y| < η min{1, 1/|x|}} with fixed η ∈ (0, ∞); the positive constant C η increases exponentially to infinity as η → ∞. In the last few decades, there has been a huge amount of literature on analysis over the Gauss measure space and the Ornstein-Uhlenbeck operator L, with the emphasis on the boundedness on L p (γ) with p ∈ [1, ∞) of singular integrals associated with L (see, e.g., [6] , [7] , [10] , [11] , [8] , [9] , [33] , [32] , [35] , [38] ) or with the Ornstein-Uhlenbeck semigroup (see, e.g., [12] , [26] , [34] ). A recent breakthrough on this subject was due to Mauceri and Meda [23] , in which the Hardy space H 1 (γ) and its dual space BMO(γ) were introduced and the boundedness of singular integrals associated with L on these function spaces was established. The theory of [23] relies on the introduction of a class of admissible balls on which the measure γ is doubling. To recall the definitions of BMO(γ) and H 1 (γ), we begin with some notation and notions used in [23] . Define m(x) := min{1, 1/|x|} for all x ∈ R n . For any a ∈ (0, ∞), denote by B a the set of all balls B in R n such that This inequality implies that γ is doubling on the admissible class B a ; that is, there exists a positive constant K such that, for all balls B ∈ B a , (
4) γ(2B) ≤ Kγ(B) (locally doubling property).
A function f ∈ L 1 (γ) is said to be in the space BMO(γ) provided that It was proved in [23, Remark 4.3] that, for all p ∈ (1, ∞),
with implicit constants depending only on a, p, and n. The predual of BMO(γ) is the atomic Hardy space H 1 (γ) (see [23, Theorem 5 .2]). Atoms of
are atoms of H 1 (γ) and
of g is defined to be the infimum of [1] , [20] , [21] , [24] , [25] .)
In [18] , the notion of BMO(γ) was extended to the Morrey and Campanato spaces, and the boundedness of singular integrals associated with L was investigated. Let us recall the notions of Morrey and Campanato spaces on the Gauss measure space in [18] , as follows.
, and let κ ∈ (−∞, 1]. Any locally integrable function f is said to be in the space C p,κ
where f B is as in (1.5). Moreover, the Campanato space
If a = 1, we write C 
Notice that, for p ∈ [1, ∞) and κ ∈ (0, 1] ∩ (0, p), it was proved in [18, Theorem 3.7] that the spaces L p,κ (γ) and M p,κ (γ) coincide with equivalent norms, where the Morrey space M p,κ (γ) is defined to be the space of all functions f ∈ L 1 (γ) satisfying that
For characterizations of pointwise multipliers on L p,κ (γ) with κ ∈ (0, 1] ∩ (0, p), we have the following result, whose proof is given in Section 4 below. [23, p. 281] . Also, for κ ∈ [−p/n, 0), it is proved in Proposition 2.3 below that C p,κ (γ) = Lip −κ/p (γ) with equivalent seminorms. Here, for any β ∈ (0, 1/n], the Lipschitz space Lip β (γ) is defined to be the collection of all locally integrable functions f such that
But, when κ ∈ (−∞, −p/n), the space C p,κ (γ) consists only of almost everywhere constant functions (see also Proposition 2.3 below). Thus, it makes sense to consider only pointwise multipliers on L p,κ (γ) with κ ∈ [−p/n, 0]. The main result is as follows.
and Ψ κ (B) is given by setting, for all B ∈ B 1 ,
Moreover, the operator norm of g, which is denoted by
Ψκ (γ) . The proof of Theorem 1.2 is given in Section 4 below, based on some technical lemmas presented in Sections 2 and 3. 
Ψκ (γ) is indeed a "Lipschitz" space. For any α ∈ (0, ∞), the spaceΛ α (γ) is defined to be the collection of all functions g such that
It is proved in Proposition 2. 4 
where
. This is known to be true for the classical local Hardy space h 1 (R n ) but false for the classical Hardy space H 1 (R n ). In this sense, H 1 (γ) is local, and hence Corollary 1.1 has independent interest. This article is organized as follows. In Section 2, we present some properties of the Campanato space, including its relations with the Lipschitz space, and also show that the space L p,κ Ψκ (γ) is indeed some "Lipschitz" space when κ ∈ [−p/n, 0). Some auxiliary lemmas are established in Section 3. Theorems 1.1 and 1.2 are proved in Section 4. In Section 5, we give some examples of pointwise multipliers of the space BMO(γ). Particularly, in Example 5.4 below, applying Theorem 1.2, we find a nonnegative function which lies in BMO(γ) but not in BLO(γ). This further implies that {f ∈ BLO(γ) : f ≥ 0} is a proper subset of BMO(γ). Recall that it was proved in [19, Theorem 4.1] that the maximal singular integral T * is bounded from L ∞ (γ) to {f ∈ BLO(γ) : f ≥ 0}. We further know, from Example 5.4, that this result indeed improves the boundedness of T * from L ∞ (γ) to BMO(γ).
We point out that this paper was inspired by the work of Nakai and Yabuta in [30] and [31] . However, due to the nondoubling property of the Gauss measure, we need several key properties of the Gauss measure developed in [23, Proposition 2.1, Lemma 5.1] and [18, Section 3.2], for example, the locally doubling property of admissible balls, and the geometric properties of maximal balls and their mothers. In particular, we need the following property. Given any two admissible balls being far away from each other, there exists a sequence of maximal balls connecting them, and the measure of each ball in this sequence has an estimate from below (see [18, Section 3.2] or Lemma 3.1 below).
Finally, we set some conventions. Let N := {1, 2, . . .}. Denote by C a positive constant independent of the main parameters involved, which may vary at different occurrences. We use f h or h f to denote f ≤ Ch or h ≥ Cf , respectively. If f h f , we write f ∼ h. §2. Properties of Campanato spaces
with implicit positive constants depending only on n, a, b, p, and κ. Consequently, the spaces L 
where C is a positive constant depending only on p, κ, and n. 
which implies that (2.1) holds.
Case 2: r B < r B /2. In this case, we choose
For all j ∈ {1, . . . , j 0 − 1}, by r B j = r B j+1 /2 and (2.2), we conclude that
Similarly, |f B j 0 − f B | has the same upper bound as in (2.3). Thus, by summing the inequalities (2.3), we know that
where we used the fact that γ(B j ) ∼ 2 jn γ(B). Then, applying 2 j 0 ∼ r B /r B , we see that (2.1) holds for the case r B < r B /2. Hence, we conclude the proof of Proposition 2.2.
Using Propositions 2.1 and 2.2, we now establish the coincidence between Proof. For κ ∈ [−p/n, 0), it is easy to see that Lip −κ/p (γ) ⊂ C p,κ (γ) by their definitions. Also, when κ ∈ (−∞, −p/n), it is obvious that almost everywhere constant functions belong to C p,κ (γ).
Let f ∈ C p,κ (γ) with κ ∈ (−∞, 0). For any B ∈ B 1 and almost every x, y ∈ B, by the differential theorem of integrals, we see that
From Proposition 2.2 and γ(B(x,
Likewise, for almost every y ∈ B, we have
For all x, y ∈ B, we observe that B(x, r B ) ⊂ 2B, B(y, r B ) ⊂ 2B, and hence, by (1.2) and ( y, r B ) ). From these and Proposition 2.1, it follows that
Inserting (2.5), (2.6), and (2.7) into (2.4), and using (1.3), we see that, for almost every x, y ∈ B ∈ B a , 
It is obvious that any function g that satisfies (2.9) implies that g ∈ L p,κ
Ψκ (γ). The converse follows from an argument similar to the second part of the proof of Proposition 2.3; the details are left to the reader. This finishes the proof. §3. Some auxiliary lemmas
In this section, we establish some technical lemmas to be used in the proof of Theorem 1.2. We begin with recalling some notions from [23] . with implicit positive constants depending only on n (see [18] ). 
k=0 is a chain of maximal balls in B 1 , with the property that
Here the implicit positive constants in (i)-(iv) depend only on n.
From Lemma 3.1, we deduce the following estimate. 
Proof. To prove this lemma, we consider the following two cases: |c B | ≤ 2 and |c B | > 2.
Case 1: |c B | ≤ 2. In this case, we have m(c B ) ≥ 1/2 and B(c B , 1) ∈ B 2 . Combining this with (2.1) and (1.6) implies that B , 1) ) ∼ 1, we have
Noticing that γ(B(c
Adding these two estimates and using (1.6) and (1.1), we obtain (3.2). 
According to Lemma 3.1(ii), for all j ∈ {0, . . . , j 0 }, we have
Specifically, it holds that |c B j 0 | < a 1 = 2 and γ(B j 0 ) ∼ 1, which implies that
For j ∈ {0, . . . , j 0 − 1}, since B j+1 is the mother of the ball B j and they are both maximal balls in B 1 , we apply (3.1) to conclude that B j ⊂ 3B j+1 , B j+1 ⊂ 3B j , and γ(B j ) ∼ γ(B j+1 ). Then, by Hölder's inequality, (1.4), and Proposition 2.1, we further see that
In particular, when κ = 0, we have (3.7)
When κ < 0, from (3.5) and Lemma 3.1(i), (iii), we infer that 
Inserting the estimates (3.4), (3.6), (3.7), and (3.8) into (3.3), we see that (3.2) holds also when |c B | > 2. This finishes the proof of Lemma 3.2.
In the next two lemmas, we construct two examples of functions in the space L p,κ (γ) with κ ∈ [−p/n, 1] and κ = p. These two examples are used to prove the necessity of Theorem 1.2.
Then, there exists a positive constant C, independent of the ball B, such that
which implies the second conclusions of (i), (ii), and (iii). To show the remaining conclusions of (i), (ii), and (iii), we first show that 4m(c B ) ) and using Fubini's theorem, we find that
For all t ∈ [0, 4m(c B )], we see that B(c B , t) ∈ B 4 , and hence γ (B(c B , t) ) ∼ e −|c B | 2 t n by (1.3) . Also, notice that 4m(c B ) ≤ 4. We continue the above estimate and conclude that
where the last step is due to the fact that
and κ = p. This proves that f ∈ L 1 (γ). Thus, to prove the first conclusions of (i), (ii), and (iii), we need only to show that f C p,κ (γ) 1. The proof of the remaining part of (i) can be quite simple by using Proposition 2.3. Indeed, when κ ∈ [−p/n, 0), applying the trivial inequality max{0, a} − max{0, b} ≤ |a − b| for all a, b ∈ R, (3.9)
we conclude that, when κ ∈ [−p/n, 0), for any ball B ∈ B 1 and x, y ∈ B, it holds that
3. This completes the proof of (i).
We treat (ii) and (iii) in a unified way. When κ ∈ [0, 1] and κ = p, to show that f C p,κ (γ) 1, it suffices to show that, for any B ∈ B 1 , there exists some A B ∈ C such that
where C is a positive constant independent of B and B . To this end, we consider the following two cases: 
. Combining these with (3.9), we conclude that, for all x ∈ B ,
Case 2: |c B − c B | > 2r B . In this case, choose
For all x ∈ B , using (3.9) and |c
; whatever the case, we have e −|c B | 2 ∼ e −|x| 2 ∼ e −|c B | 2 by (1.1) and (1.2). By this, (3.11) , and the facts that γ(B ) ∼ e −|c B | 2 r n B and that nκ/p + 1 > 0, we see that the left-hand side of (3.10)
which completes the proofs of (ii) and (iii), as well the proof of Lemma 3.3. 
This further implies that h 1 BMO(γ) 1. Thus, h BMO(γ) 1.
For all B ∈ B 1 and x ∈ B, observing that 1 + |x| 2 ∼ 1 + |c B | 2 , we apply Lemma 3.3(ii) to deduce that h(x) |c B | 2 + ln(2/r B ). This concludes the proof of the lemma.
The proof for the following lemma is essentially given by Nakai and Yabuta in [31, Lemma 3.4 ] (see also [30, Lemma 3.3] , [37, p. 582] ). We omit the details.
. §4. Proofs of Theorems 1.1 and 1.2
The main aim of this section is to prove Theorems 1.1 and 1.2 by using the lemmas established in the previous sections.
Proof of Theorem 1.
Conversely, suppose that g is a pointwise multiplier on M p,κ (γ). Then, for any B ∈ B 1 , letting f (associated to B) be the function defined in Lemma 3.3, we apply Lemma 3.3(iii) to conclude that
Further, the differential theorem of integrals implies that
. This concludes the proof of Theorem 1.1.
Proof of Theorem 1.2.
To show the sufficiency, we need to prove that, for 
From this and Lemma 3.5, it follows that
Therefore, (4.1) holds, which proves the sufficiency part. Now we show the necessary part for the case κ ∈ [−p/n, 0). For any B ∈ B 1 , let f be the function (associated to B) defined as in Lemma 3.3. With such an f , by Lemmas 3.3(i) and 3.2 and the fact that Ψ κ (B) 1, we conclude that
From this and the differential theorem of integrals, it follows that g ∈ L ∞ (γ) and that 
Then, taking the supremum over all B ∈ B 1 , we see that
Combining (4.2) and (4.
Ψκ (γ) and hence proves the necessary part for the case κ ∈ [−p/n, 0).
To prove the necessary part for the case κ = 0, we notice that the above arguments remain valid if we replace the function f therein with the function h as in Lemma 3.4. The details are omitted. This concludes the proof of Theorem 1.2.
§5. Some examples
The main aim of this section is to present some examples of the class of pointwise multipliers on BMO(γ). First, we apply Remark 1.2(ii) to construct a function which is a pointwise multiplier on BMO(γ) but has an oscillation at infinity.
Example 5.1. Let f (x) := sin ln(1 + |x|) for all x ∈ R n . Then, f is a pointwise multiplier on BMO(γ). 
which, combined with Remark 1.2(ii), implies that f is a pointwise multiplier on BMO(γ).
The next example shows that a function with polynomial decay at infinity of order greater than 1 is a pointwise multiplier on BMO(γ).
Example 5.2. Let φ be a function supported on {x ∈ R n : |x| ≥ 3/2} such that φ, ∇φ ∈ L ∞ (γ). For any given α ≥ 1, define g α (x) := φ(x)/|x| α for all x ∈ R n . Then g α is a pointwise multiplier on BMO(γ).
Proof. By the support condition of φ, we know that
. Fix B ∈ B 1 , and fix x, y ∈ B. Again, by the support condition of φ, we see that if |g α (x) − g α (y)| = 0, then either |x| ≥ 3/2 or |y| ≥ 3/2 and that, whatever the case, it holds that 1/2 < |c B | ∼ |x| ∼ |y|. Hence, by the mean value theorem, we have The following example is partly motivated by [30] , which is needed for constructing a nonnegative function that lies in BMO(γ) but not in BLO(γ) in Example 5.4 below. Then g, sin g, cos g ∈ BMO log (γ) and hence are pointwise multipliers on BMO(γ). Proof. Notice that g(x) = 1 − ln ln 2 + ln ln(2/|x|) when |x| < 1 and that g(x) = 1 when |x| ≥ 1.
First we show that g ∈ BMO log (R n ). If B ∈ B 1 with |c B | ≥ 2, then g(x) = 1 for all x ∈ B, and consequently, (1/γ(B) ) B |g(x)−g B | dγ(x) = 0. If |c B | < 2, then |c B | 2 + ln(2/r B ) ∼ ln(2/r B ) by using ln(2/r B ) ≥ ln 2. Thus, to show that g ∈ BMO log (γ), we need only to prove that From this and g ∈ BMO log (R n ), it follows that sin g ∈ BMO log (γ). Likewise, we have cos g ∈ BMO log (γ). This finishes the proof.
Recall that the space BLO(γ) on the Gauss measure space was introduced in [19] and the boundedness of maximal singular integrals from L ∞ (γ) to BLO(γ) was also obtained. A locally integrable function f is said to be in the space BLO(γ) if
It was proved in [19, Remark 2.1(iii)] that BLO(γ) is a proper subspace of BMO(γ). The following example further shows that nonnegative functions in BMO(γ) may not belong to BLO(γ). This tells us that the maximal singular integral operators map L ∞ (γ) to {f ∈ BLO(γ) : f ≥ 0} is strictly contained in BMO(γ) by noting that they are nonnegative.
