We study the mathematical properties of a kinetic equation, derived in [10] , which describes the long time behaviour of solutions to the weak turbulence equation associated to the cubic nonlinear Schrödinger equation. In particular, we give a precise definition of weak solutions and prove global existence of solutions for all initial data with finite mass. We also prove that any nontrivial initial datum yields the instantaneous onset of a condensate, i.e. a Dirac mass at the origin for any positive time. Furthermore we show that the only stationary solutions with finite total measure are Dirac masses at the origin. We finally construct solutions with finite energy, which is transferred to infinity in a self-similar manner.
Introduction
The theory of weak turbulence, also termed wave turbulence, is a physical theory which describes the transfer of energy between different wave lengths in a large class of wave systems. As a rule the weak turbulence theory can be applied to problems that can be approximated to a leading order by a theory of linear waves that interact by means of weak nonlinearities. The early examples of such theories were introduced in [15, 16] , [26] and [30] , in the contexts of water waves, phonon interaction and plasma physics respectively.
Most theories of weak turbulence share some general features which can be summarized as follows. The starting point is a wave equation in a homogeneous medium. This wave equation can be approximated in the range of parameters under consideration by means of a linear equation plus additional small nonlinear terms. The corresponding linear wave equation can be explicitly solved using Fourier analysis due to the fact that the homogeneity of the medium makes the problem invariant under translations. Moreover, the distribution of energy among the spectral modes corresponding to different wave numbers k, with |k| = 2π λ and where λ is the associated wave length, does not change in time for the solutions of the linear wave equation. However, the presence of small nonlinearities yields a slow transfer of energy between the different spectral modes.
The derivation of weak turbulence theories in the physical literature assumes that the nonlinear wave equation is solved with random initial data, which are chosen according to a specific probability distribution. In a suitable asymptotic limit it is then possible to derive equations describing the evolution of distributions of physical quantities, such as mass and energy density, among the different wave numbers k. Typically the resulting equation is a kinetic equation whose solutions exhibit irreversible behaviour, contrary to the starting wave equation which typically exhibits time reversible dynamics.
Notice that the whole approach has many analogies with the derivation of the Boltzmann equation, taking as starting point the Hamiltonian dynamics of a system of particles. Nevertheless, although rigorous derivations of the Boltzmann equation have been obtained for some specific particle interactions (cf. [12] , [17] , [27] ), there so far has not been any fully rigorous derivation of a nonlinear weak turbulence equation starting from a wave system. This is in spite of the fact that multiple formal derivations, at the level of physical rigour, have been obtained in the physical literature for a large variety of wave systems (cf. [5] , [6] , [22] , [23] , [24] , [31] , [32] ). There are few mathematically rigorous results where a time irreversible kinetic equation is obtained starting from a time reversible wave system. One of these results is the one in [1] , where a cubic kinetic equation is obtained from the Schrödinger equation for a system of many particles, interacting through a suitable potential. More precisely, the authors prove that the terms of series representing solutions of the original Hamiltonian system converge to the terms of a new series, representing a solution of the kinetic equation. Another result in this direction can be found in [21] . In this paper the authors study a discretized nonlinear Schrödinger equation and, assuming the initial data to be a suitable probability measure, they prove that the evolution near the thermal equilibrium is given by a linearized kinetic equation of weak turbulence type.
One of the most extensively studied systems in the theory of weak turbulence in the physical literature is the one associated to the nonlinear Schrödinger equation iu t = −∆u + ε|u| 2 u, with ε > 0 small (cf. [6] , [22] , [33] ). In that case we denote by F (t, k) = |û(t, k)| 2 the density distribution between the different Fourier modes, whereû denotes the Fourier transform of u with respect the x variable. The corresponding theory of weak turbulence is then given by the following kinetic equation:
where F i = F (t, k i ) for each i ∈ {1, 2, 3, 4}. In the case of isotropic solutions, i.e. assuming radial symmetry, then (1.1) reduces upto rescaling to
where f (t, ω) := F (t, k) with ω := |k| 2 , where as before f i = f (t, ω i ) for each i ∈ {1, 2, 3, 4}, where ω 2 = (ω 3 + ω 4 − ω 1 ) + and where W = min i { √ ω i }/ √ ω 1 . The isotropic equation (1.2) is usually given without the factor 1 2 , but for notational convenience we use this rescaling.
The mathematical theory of (1.2) has been studied in detail in [10] where several properties of the solutions of (1.2) have been obtained. In particular, a description of the long time asymptotics of the solutions for some classes of initial data, blow-up in finite time for some particular initial data, finite time condensation and other results have been established.
In the study of (1.2) it is convenient to reformulate this equation in terms of a mass density function of particles. Setting g(t, ω) = √ ωf (t, ω), then
3) where now g i = g(t, ω i ) for each i ∈ {1, 2, 3, 4}, where ω 2 = (ω 3 + ω 4 − ω 1 ) + and whereW = min i { √ ω i }. Several properties of (1.3) become more transparent using the weak formulation of this equation. Multiplying (1.3) by a smooth test function ϕ = ϕ(ω 1 ), integrating over [0, ∞) and rearranging variables, we obtain (cf. [10] )
(1.4) where ϕ i = ϕ(ω i ) for each i ∈ {1, 2, 3, 4} and where ω 4 := (ω 1 + ω 2 − ω 3 ) + .
The weak formulation (1.4) formally yields conservation laws for the total mass of the particles and for the total energy; indeed, using ϕ ≡ 1 and ϕ(ω) = ω we obtain 5) assuming that [0,∞) g(ω) dω and [0,∞) g(ω)ω dω are initially finite.
One of the issues considered in [10] , which is the main motivation for this work, is the rate of transfer of energy towards infinity, i.e. the rate of transfer of energy towards modes with very large ω.
Let us assume that (1.3) is solved with initial data having finite total mass; moreover, suppose without loss of generality that [0,∞) g(0, ω)dω = 1. It has been proved in [10] that a solution g(t, ·) then converges in the sense of measures to a Dirac measure δ a as t → ∞, where a ∈ [0, ∞) is the infimum of the smallest set Aassume that this is not the case; we assume that a = 0 and thus that g(t, ·) converges in the sense of measures to the Dirac measure δ 0 at zero as t → ∞.
Supposing further that g initially has nonzero finite energy, then (1.5) implies [0,∞) g(t, ω)ω dω = [0,∞) g(0, ω)ω dω > 0 for all t ∈ [0, ∞). Since now g(t, ω)ω dω converges in the sense of measures to δ 0 (ω)ω dω ≡ 0 as t → ∞, it follows that most of the energy of the distribution is contained in ω → ∞ as t → ∞. In [10] it has been conjectured that such a transfer of energy towards infinity takes place in a self-similar manner and a kinetic equation describing how such a transfer could take place has been suggested. The argument goes as follows.
Given that solutions g(t, ·) tend to Dirac measures at zero as t → ∞, it is natural to consider the evolution of particle distributions for which most of the mass is supported at zero. Letting g(t, ·) = δ 0 (·) + G(t, ·) (1.6)
with G a nonnegative distribution satisfying [0,∞) G(t, ω)dω ≪ 1, then plugging (1.6) into (1.4) the cubic term g 1 g 2 g 3 yields terms containing no, one, two or three Dirac measures at zero. Using the fact that
is continuous on [0, ∞) 3 for ϕ ∈ C 2 c ([0, ∞)) (cf. [10, Lm. 2.5]), it may be seen that the terms containing two or three Dirac masses at zero are identically zero. Given furthermore that the total mass of G is assumed small, it can be expected that the contribution of the term containing no Dirac measures at zero, which is cubic in G, is significantly smaller than the terms containing one Dirac measure at zero, which are quadratic in G. Keeping then only these quadratic terms and noting that the variables ω 1 and ω 2 are interchangeable in (1.7), we obtain the following equation for G:
Integrating out the Dirac measures, we find that after relabelling the right hand side of (1.8) equals
(1.9)
Note now that the integrand in the first term of (1.9) is zero on the diagonal {ω 1 = ω 2 ≥ 0}, so that the integration can be restricted to the strictly subdiagonal set {ω 1 > ω 2 ≥ 0}. Also note that the integrand in the second term is symmetric, which allows for the splitting of integrals
Combining then the integrations over {ω 1 > ω 2 ≥ 0} we can rewrite (1.8) as
(1.10)
The previous heuristic derivation suggests that equation (1.10) can be used to describe the transfer of energy towards infinity for solutions to (1.3). Note here that the right hand side of (1.10) is well-defined for arbitrary finite
is uniformly continuous on {ω 1 ≥ ω 2 ≥ 0} (cf. Remark 1.13). As furthermore (1.11) is zero on {ω 1 ≥ ω 2 = 0}, the second term on the right hand side of (1.10) vanishes if G is nonatomic on (0, ∞), i.e. if {ω0} G dω = 0 for each ω 0 ∈ (0, ∞).
In [10] , equation (1.10) was derived with slightly different arguments that emphasize the fact that the energy is transported towards large values of ω. Assuming further sufficient smoothness of G, it was also noticed that (1.10) is the weak formulation of 12) which provides a link to the theory of coagulation-fragmentation equations; indeed, (1.12) can be written as
. The first two terms on the right hand side of (1.13) represent coagulation with kernel K, and the last two terms correspond to fragmentation with rate B. The only difference between (1.12) and the usual coagulation-fragmentation equations arises from the fact that the fragmentation rate B depends on the solution G itself. In fact, it is an easy computation to show that any coagulationfragmentation equation with this kind of nonlinear fragmentation formally conserves initially finite zeroth and first moments.
A different particle interpretation of (1.10) will be given later (cf. Remark 1.19). 
Preliminary definitions and notation
Remark 1.2. In our notation of integrals with respect to measures, we will always write µ(x)dx, even if µ is not absolutely continuous with respect to Lebesgue measure. Also, for any µ ∈ M([0, ∞]), we write µ = [0,∞] |µ(x)|dx. Definition 1.3. By C(I), with I one of the intervals in Definition 1.1, we denote the set of functions that are continuous on I, by C k (I), with k ∈ N ∪ {0}, the set of functions in C(I) for which the derivatives of order upto k exist and are in C(I), and by C k c (I) the set of functions in C k (I) supported in a compact K ⊂ I. Finally, we write C(I) = C 0 (I) and C c (I) = C 0 c (I). Remark 1.4. Note that if I is open ended on any side, then near that open end we do not impose any boundedness condition on functions, or derivatives thereof, in C k (I). Also, if I is closed at infinity and ϕ ∈ C k (I), then lim x→∞ ϕ(x) exists and lim x→∞ ϕ (l) (x) = 0 for all l ∈ {1, . . . , k}.
Remark 1.13. Given a test function ϕ ∈ C 2 ([0, ∞)), we observe that for x ≥ y ≥ 0 we can write
Estimating then the individual terms in the right hand sides of (1.14), (1.15) and (1.16), we obtain the estimate
For a function ϕ ∈ C 1 ([0, ∞]), using only the estimates on the right hand sides of (1.14) and (1.15), we now find that 18) and moreover, we also have that
In particular, the above implies that the mapping (x, y) → (xy)
Definition 1.14. Given any two measures
Notion of weak solution
will be called a weak solution to (1.20).
Remark 1.16. We would like to emphasize that the notion of solution introduced in Definition 1.15 implicitly requires the total measure of a solution to be finite for all times. In fact, it can be seen that [0,∞) G(·, x)dx is uniformly bounded on [0, T ] for any T ∈ [0, ∞) and any function G ∈ C([0, ∞) : M + ([0, ∞))) (cf. Lemma 1.17). This additionally implies that all terms in (1.20) are well defined for arbitrary G. Note that in this paper we generally do not consider solutions with infinite total measure. The only exception to this is Remark 3.14.
and taking an increasing sequence {ϕ n } in C 0 ([0, ∞)) converging to ϕ ≡ 1 as n → ∞, locally uniformly on [0, ∞), (1.21) follows by monotone convergence.
) satisfy a more general identity in which for t 1 ∈ [0, ∞) and
dx and where on the right hand side the integral 0 t ds is replaced by t1 t2 ds.
Remark 1.19. We can give a particle interpretation to weak solutions G to (1.20) , differing from the one using the coagulation-fragmentation equation. Suppose that we have a collection of particles, with sizes x distributed according to G(t, x)dx. The evolution of this system of particles is determined by choosing pairs of particles {x, y} at a rate (xy) −1/2 , which produce with probability the pair {x + y, x ∧ y} or with probability 1 2 the pair {|x − y|, x ∧ y}. Note that this collision mechanism conserves the number of particles [0,∞) G(·, x)dx, and for infinitely large systems also the total volume [0,∞) xG(·, x)dx.
Statement of main results
The body of this paper consists of three main parts. In Section 2 we prove global existence of weak solutions. The strategy to prove Theorem 1.20 is similar to the one used in [10] for a cubic weak turbulence equation, or in [18] for the quantum Boltzmann equation in the bosonic case. Namely, we regularize the kernel (xy) −1/2 to make it bounded, prove existence for the regularized problem and then show convergence of these solutions to weak solutions to (1.20) .
In Section 3 we prove certain properties of weak solutions to (1.20) . We start by showing that the total measure of solutions is preserved and that if the first moment is initially finite, then this moment is also constant in time (cf. Proposition 3.3). Then we show that for all solutions G the measure of the origin is monotonic, i.e. that the mapping t → {0} G(t, x)dx is nondecreasing (cf. Proposition 3.4). Lastly we prove that all solutions, with finite mass, converge weakly- * in M + ([0, ∞)) to a Dirac measure at the origin as t → ∞ (cf. Proposition 3.10).
In Subsection 3.2 we show that the measure of the origin is in fact strictly increasing; indeed, we prove the following result. 
, we will refer to it as a trivial solution. Conservation of the total measure of weak solutions (cf. Proposition 3.3) implies that trivial solutions have to be constant in time. As a consequence of Proposition 1.21, we know that the only stationary weak solutions to (1.20) , with finite mass, are the trivial solutions (cf. Corollary 3.24). In particular there are no stationary weak solutions with finite total measure and positive first moment.
Following the terminology in [9, 10, 19, 20] we will say that weak solutions to (1.20) have a condensate if the measure of the origin is strictly positive. It was proven in [9] that there exist solutions g to the quantum Boltzmann equation, which are bounded in a finite positive time interval -and in particular satisfying
. Similar results have been obtained for the weak turbulence equation in [10] . Additionally it has been proven in [20] that there exist weak solutions g to the quantum Boltzmann equation which are unbounded near the origin, but satisfying {0} g(·, x)dx ≡ 0 on [0, T ] with T ∈ (0, ∞) and {0} g(t, x)dx > 0 for some t ∈ (T, ∞). Notice that the solutions constructed in [9, 10, 20] exhibit a behaviour that we can call condensation after finite time. Contrary to this, Proposition 1.21 shows that any nontrivial weak solutions to (1.20) has the property that {0} G(t, x)dx > 0 for all t ∈ (0, ∞). We will refer to this behaviour as instantaneous condensation.
The remaining results in this paper concern self-similar behaviour of solutions. For a weak solution G ∈ C([0, ∞) : M + ([0, ∞))) to (1.20) with initially finite and nonzero first moment E the results in Section 3 imply that (i)
and xG(t, x)dx ⇀ * 0 as t → ∞. Therefore the main contribution to [0,∞) xG(t, x)dx must be due to large values of x. In a physical context this can be interpreted as transfer of energy towards infinity and it has been conjectured in [10] that this transfer occurs in a self-similar manner, which should be described by self-similar solutions of (1.12). In Section 4 we prove that there indeed exist weak solutions to (1.20 ) that exhibit such self-similar transfer of energy towards infinity.
is a weak solution to (1.20) in the sense of Definition 1.15. This solution then satisfies G(t, ·) = M and [0,∞) xG(t, x)dx = E for all t ∈ [0, ∞).
Let us make precise what we mean by self-similar solutions. Elementary computations show that any weak solution G to (1.20) gives rise to a twoparameter family of weak solutions G κ,λ (t, x)dx = κG(κλt, λx)λdx for κ, λ ∈ (0, ∞).
(1.23)
In problems with two scaling parameters, like the one under consideration here, it is customary to relate the parameters using the conserved quantities of the system. In this particular problem we have two conserved quantities, namely the mass and the energy. The respective relations between the parameters κ and λ retaining these conservation laws are κ = 1 and κ = λ; indeed, for λ ∈ (0, ∞) we see that
Notice that for any rescaling, other than the trivial one (κ = λ = 1), the rescaled solutions G κ,λ have either a different mass or a different energy than the original solution G. In the literature, self-similar solutions are usually referred to solutions that are invariant under some one-parameter rescaling group. Even though there is no rescaling group conserving at the same time both the mass and the energy, tentatively we can look for solutions which leave invariant either the mass or the energy. This amounts to looking for solutions satisfying either
Following (1.23) these solutions should then have the following forms respectively
As remarked before, nontrivial solutions with these functional forms can not satisfy conservation of mass and energy simultaneously (cf. (1.24), (1.25)); indeed, we obtain
There thus are no solutions satisfying either
However, given that the energy is actually independent of the value of G at the origin, we can look for solutions satisfying G ≡ G λ,λ , i.e. being of the form (1.25), on x ∈ (0, ∞) alone. Such a solution G 1 then satisfies
which is still decreasing. Nevertheless, since the function G 1 is thus far only determined on x ∈ (0, ∞), we can compensate the loss of mass in (0, ∞) by adding a Dirac measure at the origin. Therefore the resulting solutions G 1 should have the form Some of the ideas used to prove Theorem 1.23 have been used in the study of other kinetic equations, in particular in the study of coagulation equations (cf. [8] , [11] , [25] ).
Existence of weak solution
In this section we prove Theorem 1.20. We first prove existence of solutions to a regularized version of (1.20).
In particular, any such function satisfies
Proof. We restrict ourselves to nonzero G 0 ∈ M + ([0, ∞)), since otherwise the proof is trivial. First, we shall prove short time existence by means of a fixed point argument. Global existence will then follow using conservation of the total measure.
Fix ε ∈ (0, 1) arbitrarily and let T ∈ (0, ∞) to be determined later. Fix further some nonnegative
and where
Note that the operators A a and B a are well defined. For any a ∈ (0, 1), it is now easy to check that T a maps the space
Therefore, the set
By Arzelà-Ascoli (cf. [4] ) it then follows that T a is a compact operator on X T and by Schauder's fixed point theorem there exists at least one
4) and since (φ a * G a (s, ·)) is smooth for all s ∈ [0, T ], we note that the integral over {x = y ≥ 0} with respect to the product measure
is zero. Therefore, we can write the integral of (2.4) with respect to s from 0 to
(2.5)
In order to prove global existence we can then repeat the fixed point argument above, starting at time t = T and using initial datum G 0 := G(T, ·). This will give us a solution to (2.3) in the interval [0, 2T ]; more precisely, we can find a solution
The solvability of this last problem follows from a fixed point argument analogous to the one before, where we note that we can find a solution in [T, 2T ] because of the fact that T depends -for fixed ε, a
] fixed, and we add the resulting equation to (2.6) to see that G a indeed satisfies (2.3) for all t ∈ [0, 2T ]. Iterating this procedure we obtain for any a
To finish the proof of this Lemma, we shall consider the limit a → 0. To that end we note that the family of functions
). This follows, by Arzelà-Ascoli, from the fact that the family is bounded, as well as equicontinuous due to the estimate (2.2), which is independent of a. There thus exist some
, and a sequence a n → 0 such that G an ⇀ * G, locally uniformly in t on [0, ∞). The left hand side of (2.5) now converges by definition to the left hand side of (2.1), with a time independent test function ϕ. We also have that φ an * G an (s, ·) ⇀ * G(s, ·), locally uniformly in s on [0, ∞), as may be seen by passing the convolution to the test functions. Therefore the right hand side of (2.5) converges to
which is equal to the second term on the right hand side of (2.1), with ϕ time independent. Notice that the integral over the diagonal {x = y ≥ 0} is now in general no longer negligible, since G(t, ·) could contain atoms. Note finally that if we had chosen time dependent test functions ϕ ∈ C 1 ([0, ∞) :
, then there would have been an additional linear term in both (2.2) and (2.5). The term in (2.5) would then without problems have converged to the first term on the right hand side of (2.1), confirming that the function G that we obtained indeed satisfies (2.1) for all t ∈ [0, ∞) and all ϕ ∈ C 1 ([0, ∞) :
Notice that Lemma 2.1 does not rule out the possibility that {∞} G(t, x)dx > 0 for some t ∈ (0, ∞). The following result will show that this is not the case. Moreover, the tightness result that we obtain is uniform in ε ∈ (0, 1) and will allow us to take the limit ε → 0 in (2.1).
. Then given η, R ∈ (0, ∞) the following holds.
Proof. As G ≥ 0, we may restrict ourselves to η ∈ (0, 1). Fix K ∈ (0, 1/R) and set ϕ(x) = (1 − Kx) + . Then ∆ ϕ ≥ 0 since ϕ is convex (cf. (1.14)), and thus
(2.8)
The following is an immediate consequence.
is uniformly tight, i.e. for any η ∈ (0, 1) small there exists some R ∈ (0, ∞), depending only on η and G 0 , such that [R,∞) G(t, x)dx < η for all t ∈ [0, ∞).
Since the right hand side now tends to G 0 as R → ∞, we obtain that
The first claim is then immediate and the second claim follows as (2.7) is independent of ε.
We are now ready to prove our first main result.
Proof of Theorem 1.20. From Lemma 2.1 and Corollary 2.3 we know that for any ε ∈ (0, 1) there exists at least one function
). We will next consider the collection G = {G ε } ε∈(0,1) of all of these functions.
Choosing ϕ ∈ C 1 ([0, ∞]) arbitrarily and t 1 , t 2 ∈ [0, ∞), it follows from (2.1) that for any G ε ∈ G we have
where
, and using also Corollary 2.3 there thus exist some function
By definition of weak- * convergence it is now trivial that the left hand side and the first term on the right hand side of (2.1) converge to the corresponding terms in (1.20) . Convergence of the remaining term follows if we remark that
3 Properties of weak solutions
Basic properties
This subsection is devoted to proving some basic properties of weak solutions to (1.20) in the sense of Definition 1.15. We start with a tightness result that is similar to the one obtained in Section 2 (cf. Lemma 2.2).
) be a weak solution to (1.20) . Then given η, R ∈ (0, ∞) the following holds.
Proof. The proof is the same as the one of Lemma 2.2. The only difference is that we need to approximate the test function ϕ(x) = (1 − Kx) + in the uniform topology by convex functions in C 1 c ([0, ∞)) to get the second inequality in (2.8).
We will next show that weak solutions to (1.20) satisfy two conservation laws, provided that the first moment is initially finite. In order to do this, we need the following lemma.
Proof. Let {ζ n } be an increasing sequence, bounded in
, which we use in (1.20). As n → ∞, then ϕ n (t, ·) and ∂ t ϕ n (t, ·) converge pointwise to ϕ(t, ·) and ϕ t (t, ·) respectively for all t ∈ [0, ∞) and since G(t, ·) is bounded, locally uniformly in t ∈ [0, ∞), the linear terms in (1.20) converge by dominated convergence. For convergence of the quadratic term, it is finally sufficient to notice that ∆ ϕn(s,·) ≡ ∆ ϕ(s,·) on {x ≤ n 2 } ∩ {x ≥ y ≥ 0}, and that |∆ ϕn(s,·) (x, y)| ≤ C(y ∧ 1) for all y ∈ [0, x] and all s ∈ [0, ∞), with C independent of n (cf. (1.18) ). Therefore, as n → ∞ we have (xy)
) be a weak solution to (1.20) . The total measure of G is then constant in t ∈ [0, ∞) and, furthermore, if the first moment is initially finite, then
Proof. Conservation of the total measure follows immediately from Lemma 3.2, choosing the test function ϕ ≡ 1. To then prove conservation of finite first moments, suppose
Since ϕ ε is concave, it follows that ∆ ϕε ≤ 0 (cf. (1.14)) and we then have
Taking the limit ε → 0, it follows by monotone convergence that the first moment of G(t, ·) is bounded by E for all t ∈ [0, ∞). We furthermore notice that −∆ ϕε (x, y) ≤ 2εy 2 on {x ≥ y ≥ 0}, so we may obtain
whereby the left hand side of (3.2) vanishes as ε → 0. Taking finally the limit ε → 0 in (1.20), with ϕ = ϕ ε , we find, using monotone convergence in the linear terms, that indeed (3.1) holds. Now we prove that for any weak solution to (1.20) the measure of the origin is monotone. 
) be a weak solution to (1.20) . Then the mapping t → {0} G(t, x)dx is nondecreasing on [0, ∞).
where we take the infimum over all convex functions ϕ ∈ C 1 ([0, ∞]) that satisfy ϕ(0) = 1 and lim x→∞ ϕ(x) = 0, which is a consequence of outer regularity of Radon measures in R. For any of these test functions we now have ∆ ϕ ≥ 0, by convexity (cf. (1.14) ), and the mappings t → [0,∞) ϕ(x)G(t, x)dx are nondecreasing on [0, ∞) (cf. Remark 1.18). We conclude that t → {0} G(t, x)dx is nondecreasing on [0, ∞), since it is the infimum of a collection of nondecreasing functions.
As a consequence of the previous propositions we obtain the following uniqueness result.
Proof. Using Propositions 3.3 and 3.4 we find that
Remark 3.6. Note that it is a straightforward computation to check that the function G(t, ·) ≡ M δ 0 is weak solution to (1.20), using the observation (1.19).
The following result means that, given a weak solution to (1.20) , the part of the solution concentrated at the origin does not interact with the remaining part of the solution.
Proof. Since both G 1 and G 0 (·, x)dx ≡ M δ 0 (x)dx are weak solutions to (1.20) (cf. Corollary 3.5), it is sufficient to note that the cross terms arising from the quadratic term in (1.20), i.e. the terms containing the G 0 × G 1 and G 1 × G 0 , vanish; indeed this is true, since (xy)
, and L contains the support of both product measures G 0 × G 1 and
Remark 3.8. Notice that the same argument, combined with Proposition 3.4, implies that if
Remark 3.9. Note that the result of Proposition 3.7 can be intuitively understood using the particle interpretation given in Remark 1.19, since both outcomes of an interaction of the pair of particles {x, 0}, with x ∈ [0, ∞), are again {x, 0}.
As a last result in this subsection, we show that any weak solution to (1.20) converges weakly- * to a uniquely defined trivial solution as t → ∞. Proof. We restrict ourselves to nontrivial solutions, since the stationary trivial solutions satisfy the claim automatically. Let ϕ ∈ C 2 ([0, ∞]) be a convex function, satisfying ϕ(0) = 1, lim x→∞ ϕ(x) = 0 and ϕ ′′ > 0 on [0, ∞). Since ∆ ϕ ≥ 0, the mapping t → H ϕ (t) := [0,∞) ϕ(x)G(t, x)dx is then nondecreasing, and as it is further bounded by M := G(0, ·) ∈ (0, ∞), due to conservation of the total measure (cf. Proposition 3.3). Therefore there exists a limit lim t→∞ H ϕ (t) =: L ∈ [0, M ]. Now, since ϕ < 1 on (0, ∞) by convexity, we note that our claim holds if and only if L = M . We will prove this by contradiction and thereto suppose that M − L =: ε > 0.
As a first step we will show that there exist 0 < δ < Q < ∞ such that
To that end we fix constants α ∈ [
Fixing now any δ ∈ (0, ϕ
and applying Proposition 3.1 with η ∈ (0,
Combining then (3.4) and (3.5), we find that (3.3) holds with δ as before and Q := R η ∨ 2δ. Using now (3.3) in (1.20) and the fact that G(0, ·) ≥ 0, we obtain for all t ∈ [0, ∞) that
whence H ϕ (t) → ∞ as t → ∞, which is a contradiction. Therefore L = M and the proposition follows.
Instantaneous Dirac formation for nontrivial data
In the previous subsection we have seen that any solution converges in the sense of measures to a Dirac measure at zero and that the measure of the origin is monotonically increasing. In this subsection we show that this monotonicity is strict as long as the measure of (0, ∞) is positive (cf. Proposition 1.21). The following lemma will play a key role.
For any c ∈ (0, ∞) and all t ∈ [0, ∞) the following holds.
[0,c]
Proof. Fix some c ∈ (0, ∞) and let
Using now the facts that ∆ ϕ ≥ 0 on {x ≥ y ≥ 0} and
Combining these inequalities with a symmetrization argument on the right hand side of (3.7), we find that
As the supremum over all of these test functions is sup ϕ ϕ(x) = (c − x) + , it then follows by monotone convergence that (3.6) holds for all t ∈ [0, ∞).
For the convenience of the reader we further state the following result, which we will use frequently. It follows from either Hölder's or Jensen's inequality; the proof is omitted.
Lemma 3.12 (see e.g. [14, Thm. 13] ). For n ∈ N, let (a j ) n j=1 and (b j ) n j=1 be nonnegative sequences. Supposing that a j > 0 for all j ∈ {1, . . . , n}, then
and, in particular,
The proof of Proposition 1.21 will use a contradiction argument. First we show that, for r small, (0,r] G(t, x)dx is roughly bounded from above by √ r (cf. Lemma 3.13). On the other hand we will also prove that for any τ > 0 we have [0,r] G(t, x)dx ≥ Cr α with α < 1 2 for any t ≥ τ (cf. Proposition 3.20). This will give a contradiction unless {0} G(t, x)dx > 0 for all t > 0.
We split the proof in several steps. Proof. Fixing t 1 ∈ [0, ∞) and t 2 ∈ [t 1 , ∞), then applying Lemma 3.11 and using that |x − y| ≤ c 2 on (c, 
Note further for any fixed r ∈ (0, ∞) that
We then integrate (3.11) with respect to s from t 1 to t 2 and use Cauchy-Schwarz in each of the terms in the sum on the right. Applying finally (3.10) with c = (
j+1 r, we obtain (3.9).
Remark 3.14. The estimate in the previous lemma has an interesting interpretation. Even though we only study solutions with finite total measure in this paper, the measure
) and all t ∈ [0, ∞). This is a consequence of the fact that
which can be obtained by replacing (xy) −1 with ((x + ε)(y + ε)) −1 and taking the limit ε → 0 + . The power law x −1/2 in (3.12) can be interpreted physically as a thermal equilibrium between particles with x > 0 and the particles in the condensate. Analogous power laws have been obtained for the quantum Boltzmann equation (cf. [29] ). It is worth noticing that Lemma 3.13 provides an upper estimate with the same behaviour for arbitrary weak solutions to (1.20) . Another estimate of this kind can be found in Lemma 4.22. Proof. Since G is nontrivial we have (0,∞) G(0, x)dx =: m 0 ∈ (0, ∞), and we can define constants R 1 , R ′ ∈ (0, ∞) as follows.
In particular this implies that
′ . Therefore, taking T 1 ∈ (0, ∞) small enough we obtain
Let now r ∈ (0, R 1 ] be arbitrary and let n ∈ N be such that 2 n r ∈ (R ′
(3.14)
We now note that (r − |x − y|) + ≥ −1/2 ≥ (2 j r) −1 for x, y ∈ (2 j−1 r, 2 j r] with j ∈ {1, . . . , n}. Using these estimates we can then bound the term between square brackets from below on the right hand side of (3.14) by
(3.15)
By (3.8) we now see that 
where for the last inequality we have used Lemma 3.12 with a j = 4 −j . Since finally (R 1 , R ′ ] ⊂ (r, 2 n r] and since the prefactor in the right hand side of (3.17) can be estimated from below by 
The average
1 r [0,r] G(t, x)dx is unbounded for all t > 0. We prove the following result.
) be a nonzero weak solution to (1.20), let τ 2 ∈ (0, 1) be arbitrary and let L ∈ (0, ∞) be arbitrarily large. There then exists some R 0 ∈ (0, ∞), depending on G, L and τ 2 , such that
The proof is given immediately after Lemma 3.18 below. 
(3.20)
(b) There exists a constant C θ ∈ (0, ∞), depending explicitly on θ, such that
for all r ∈ (0, θR] and all t ∈ [0, τ 3 ].
Proof. Suppose first that We now proceed as in the proof of Lemma 3.15. Fix r ∈ (0, θR] arbitrarily and let n ∈ N be such that rθ −n ∈ (θR, R]. For any j ∈ {1, . . . , n} we then choose a partition rθ 1−j = γ j,0 < γ j,1 < · · · < γ j,kj = rθ −j with γ j,i − γ j,i−1 ∈ (0, r 2 ] for all i ∈ {1, . . . , k j } and k j = ⌈2θ −j (1 − θ)⌉, and by (3.8) we then have
Therefore, after first applying Lemma 3.11 with c = r, then using the estimates (xy) −1/2 ≥ r −1 θ j for x, y ∈ (rθ 1−j , rθ −j ] and (r − |x − y|) + ≥ 1 2 r and finally also (3.22), we find that for all t ∈ [0, ∞)
Noting finally that k
, it follows, using (3.21) with r replaced by rθ −j in the individual terms in the sum on the right hand side of (3.23) , that
for all t ∈ [0, τ 3 ], with n ≥ log( Setting then R 0 := 2θR 2 e −β , with β ∈ (0, ∞) such that βC θ B 2 T 2 τ 3 ≥ 4L, we obtain (3.19) if we fix r = Given then any α ∈ (0, 1) there exist a constant T * = T * (α) ∈ (0, ∞) such that
Combining this proposition with results obtained in previous subsections, we then derive the following estimate.
) be a nonzero weak solution to (1.20) and let τ ∈ (0, 1) be arbitrary. Given then any α ∈ (0, 1) there exists some R * ∈ (0, ∞), depending on G, α and τ , such that
with T * = T * (α) as obtained in Proposition 3.19.
We start by proving the following concentration lemma. 
Then there exists a constant T 0 = T 0 (δ) ∈ (0, 1024
Proof. Suppose first that 1 4 δ = 2 −n for some n ∈ N. As in the proofs on Lemmas 3.15 and 3.18, applying Lemma 3.11 with c = 1 4 δ then implies that for all t ∈ [0, ∞) we have
We then restrict the domain of the double integral on the right hand side of (3.30) to D := We then define the set
and note that (3.28) implies that for any s ∈ A we have ( Noting finally that for any t ′ 0 ∈ [0, ∞) the left hand side of (3.29) is nondecreasing in δ and the right hand side is decreasing, the result can be extended to all δ ∈ (0, 1) by setting T 0 (δ) := T 0 (2 2−n ) with n ∈ N such that
Next is a scaling result, the proof of which is an elementary rescaling of (1.20) that we omit here. 
Proof. We first define the function G * (t, x)dx = m −1 G( R m t, Rx)Rdx, which by Lemma 3.22 is a weak solution to (1.20) . With (3.25) we then obtain that
and applying Lemma 3.21 with some fixed δ ∈ (0, 1), we obtain that
Applying then Proposition 3.1 with η = 1 2 δ, it follows that 
α for all t ∈ [t r , ∞),
where T 0 (δ) ∈ (0, ∞) is the constant obtained in Lemma 3.21, and where we define T * = T * (α) := 2 T 0 (δ) ∞ j=0 1 2 (1−α)j , which is finite as α ∈ (0, 1). Noting now that T * depends only on α, it finally follows from our choice of ρ that G satisfies (3.26).
We can now combine Propositions 3.17 and 3.19 to prove Proposition 3.20.
Proof of Proposition 3.20. For some arbitrarily fixed α ∈ (0, 1), let T * = T * (α) ∈ (0, ∞) be the constant obtained in Proposition 3.19 and let L = 1 τ 2T * . Setting further τ 2 = 1 2 τ , then by Proposition 3.17 there exists some R 0 ∈ (0, ∞), depending on G, L and τ , such that (3.19) holds. Applying finally Proposition 3.19 implies that G satisfies (3.27) with R * := R 0 .
End of the proof of Proposition 1.21
Proof of Proposition 1.21. Without loss of generality we restrict ourselves to nonzero solutions and we assume thatt = 0 and {0} G(0, x)dx = 0 (cf. Remark 3.8). The proof argues by contradiction; indeed, suppose that
Note that T may be infinite. Given now any α ∈ (0, Note that in the derivation of (3.33) we use that 2τ < T , which implies that In this section we prove Theorem 1.23. We first state the problem that must be solved by Φ in (1.22) , in order for G therein to be a weak solution to (1.20) .
Proposition 4.1. Suppose there exists a nonnegative function Φ ∈ L 1 (0, ∞;
and let t 0 ∈ (0, ∞) and 
Using the fundamental theorem of calculus we find for all t ∈ [0, ∞) that
We also observe that
so as above we find for all t ∈ [0, ∞) that
Combining then (4.2), (4.3) and (4.4), we find for all t ∈ [0, ∞) that
By (4.1), the second term between square brackets now equals
where we have used the fact that for ϕ(s, ·) ∈ C 1 ([0, ∞]) the contribution of the Dirac measure at the origin to the integral on the right hand side of (4.5) is zero (cf. Remark 1.13). We conclude that G is indeed a weak solution to (1.20) .
In view of Proposition 4.1, the proof of Theorem 1.23 now follows from the result below. 
Our strategy to prove Proposition 4.3 is as follows. The general idea is to obtain Φ as a fixed point of an evolution equation for which the steady states are those Φ that we are looking for. Since this evolution leaves the first moment invariant, it will be notationally convenient to introduce the energy profile Ψ, defined by Ψ(x) = xΦ(x) for x ∈ [0, ∞). Notice that for ϕ ∈ C 2 c ((0, ∞]), we can rewrite (4.1) as
where ϑ(x) = 1 x ϕ(x) and where, for the sake of brevity, in the right hand side of (4.6) we write ∆ ·ϑ(·) where we mean ∆ ϕ with ϕ(x) = xϑ(x).
As a first step in the proof of Proposition 4.3, we prove existence of Ψ ∈ M + ((0, ∞); (1 + x)) that satisfy (4.6) for all ϑ ∈ C 2 c ((0, ∞]). To this end we regularize (4.6) by means of a parameter ε > 0 to control the singular terms on the right hand side. We then prove existence of solutions Ψ ε to the regularized problems, reformulating them as the steady states of suitable evolution equations that conserve the total measure. To be able to take the limit ε → 0 we prove certain a priori estimates, showing that the mass of Ψ ε does not concentrate at the origin, nor at infinity, which gives Ψ as desired.
In the second step, we obtain that Ψ ∈ C 0,α ((0, ∞)) ∩ L 1 (0, ∞) for α < 1 2 , for which we need to show that (0,1) x −β Ψ(x)dx < ∞ for β < 3 2 . In particular, these integral estimates allow us to show that the function Φ, defined as Φ(x) := 1 x Ψ(x), is integrable, and due to (4.6) satisfies (4.1) for all ϕ ∈ C 2 c ((0, ∞]). The final step in the proof of Proposition 4.3 is then to show that (4.1) holds for all ϕ ∈ C 1 ([0, ∞]), in particular that we can take test functions with ϕ(0) = 0. This will again require the integral estimates proved in the second step.
Existence of solutions to a regularized problem
The goal of this subsection is to prove existence of solutions Ψ ε ∈ M + ([ε, ∞)) to a regularized version of (4.6). To be able to precisely state the regularized problem under consideration, we require the following two definitions.
Definition 4.4. For arbitrary ε ∈ (0, 1) we define the following.
•
with ∆ ϕ as in (1.14).
The regularized problem will be solved in the following functional spaces.
Definition 4.5. For all ε ∈ [0, 1) and any E ∈ [0, ∞) we define the set
Remark 4.6. Note that for all ε ∈ [0, 1) and all E ∈ [0, ∞) the set I ε (E) is weakly- * compact; indeed, the sets I ε (E) are · -bounded subsets of M + ([ε, ∞)) and thereby precompact in the weak- * topology by Banach-Alaoglu (cf. [2] ). Due to the tightness of µ ∈ I ε (E), provided by the last constraint, the sets I ε (E) are weakly- * closed, hence weakly- * compact.
We can now state the result that we will prove in this subsection.
Proposition 4.7. Given arbitrary ε ∈ (0, 1) and E ∈ [0, ∞), there exists at least one
The proof of Proposition 4.7 will be made through a reformulation of (4.8) as the stationary points of an evolution semigroup. In fact, we need to further regularize the right hand side of (4.8), as can be seen in the following lemma.
Proposition 4.8. Let ε ∈ (0, 1) and E ∈ [0, ∞) be arbitrary, let φ ∈ C ∞ c ( (−1, 1) ) be nonnegative with φ L 1 (−1,1) = 1 and for a ∈ (0, 1) define φ a (x) := 1 a φ( x a ). Now, for all a ∈ (0, 1) there exists a weakly- * continuous semigroup (S a (t)) t≥0 on I ε (E) such that given any
Notice that we do not claim that solutions to (4.9) are unique. Furthermore, for the sake of simplicity, we omit the dependence on ε and E in the notation of the semigroups (S a (t)) t≥0 .
Remark 4.9. Note that since Ψ(t, ·) := S a (t)Ψ 0 ∈ I ε (E) for all t ∈ [0, ∞), we could replace the domains of integration [ε, ∞] in (4.9) by [ε, ∞). For further reference it is more convenient to keep the notation above.
Remark 4.10. It is worth noticing that (4.9) admits an interpretation in terms of particle interactions along the lines of Remark 1.19. Our regularization is essentially a thickening of the origin, by which we mean that now not only particles at the origin, but also particles of sizes smaller than a threshold level ε > 0, do not interact with any other particle (cf. Remark 3.9). We wish to retain conservation of the energy of all interacting particles, i.e. of the energy on [ε, ∞) that is given by [ε,∞) Ψ(·, x)dx. To that end we continuously adapt those interactions that lead to the creation of small particles. In particular, given a pairs of particles {x, y} ⊂ [ε, ∞) they will interact at a rate (xy) −1/2 to produce with probability 1 2 η ε (|x − y|) the pair {x + y, x ∧ y}, with probability 1 2 η ε (|x − y|) the pair {|x − y|, x ∧ y}, with probability 1 2 (1 − η ε (|x − y|)) the pair {2x, x ∧ y} or with probability 1 2 (1 − η ε (|x − y|)) the pair {0, x ∧ y}. Note that this procedure does produce particles that are smaller that ε, but on average the energy in [ε, ∞) is conserved. Finally we notice that by the cut off η ε in the second term on the right hand side of (4.9), we avoid the transport of energy towards the region where the particles are smaller than ε.
The proof of Proposition 4.8 will be split into several lemmas. We first need to introduce some auxiliary notation. Given some fixed ε ∈ (0, 1), and with η ε as in Definition 4.4, we now define
(4.10)
For any t ∈ R the mapping x → u(t, x) =: X defines a differomorphism from [0, ∞] to [0, ∞], where, since (4.10) is an autonomous system, we have for all x ∈ [0, ∞] that x = u(−t, X). We will use u to obtain a mild solution reformulation of (4.9), where the effect of the transport term therein is taken care of by integrating along characteristics. Note lastly that, by differentiating (4.10) with respect to the variable x, we have
where, by our assumptions on η ε , the right hand side is nonnegative and bounded by 2 u x (t, x). From this it then follows that the mapping t → u x (t, ·) ∞ is nondecreasing on R and that we have , 1) ) and φ a be as in Proposition 4.8 and let Ψ 0 ∈ I ε (E) be arbitrary. For all T ∈ (0, ∞) and any a ∈ (0, 1) we then define the operator
with A a (s) : 13) and where B a (s) :
andφ(s, z) := zϕ(u(s, z))u x (s, z).
Remark 4.12. For the readers convenience we present some identities to indicate the rationale of the computations.
where we have written Ψ(t, x) = F (t, u(t, x)). Furthermore, we have that
which follows from (4.10) and the identity
Lastly, with B a as in (4.14), we remark for all t ∈ [0, T ] that 19) where for (x, y) ∈ {x ≥ y ≥ ε} we note that
We will prove existence of the semigroup (S a (t)) t≥0 by means of a contractive fixed point argument.
Lemma 4.13. Given any ε ∈ (0, 1), E ∈ [0, ∞), Ψ 0 ∈ I ε (E) and a ∈ (0, 1), there exists some T = T (ε, E) ∈ (0, ∞) such that the operator T a , as defined in Definition 4.11, is a contraction on
Proof. The fact that the operators A a , B a and T a are well defined is straightforward as in Lemma 2.1.
We now show that T a maps S into itself. Note thereto that T a maps C([0, T ] :
e. nonnegativity is preserved. It remains to check that for T ∈ (0, ∞) small enough we have T a [F ] T ≤ 2E for any F ∈ S; indeed, using ϕ ≡ 1 in (4.19), and noting that (4.15) then implies that 0 ≤ Ξ ϕ s (x, y) ≤ 2x u x (s, ·) ∞ , we first obtain that
where we have used that, with Ψ(s, x) = F (s, u(s, x)) then, due to (4.11), we have Ψ(s, ·) ≤ F (s, ·) , and that in the domain of integration in the right hand side of (4.19) we have x, y ≥ ε. With ϕ ≡ 1 in (4.12) we next find for t ∈ [0, T ] that
so noting that, since the first term on the right hand side of (4.13) is nonnegative, we have for t ∈ [0, T ] and s ∈ [0, t] that
we obtain for all F ∈ S and all T ∈ (0, ∞) that
It now follows that the right hand side of (4.22) is smaller than 2E for sufficiently small T ∈ (0, ∞), hence T a maps S into itself.
To finally show that T a is contractive on S for small enough T ∈ (0, ∞), we first rewrite (4.13) as
with again Ψ(s, x) = F (s, X) and X = u(s, x). Given then F 1 , F 2 ∈ S we obtain 24) where similar to the above we have now used the fact that
. We then combine (4.24), the fact that the first term on the right hand side of (4.13) is nonnegative for F ∈ M + ([ε, ∞]), the fact that |e x−x1 − e x−x2 | ≤ e x |x 1 − x 2 | for x 1 , x 2 ∈ [0, ∞) and x ∈ R, and (4.21) to find for t ∈ [0, T ] and s ∈ [0, t] that
(4.25)
Arguing as above, we also obtain that
and combining (4.20), (4.25) and (4.26) we find that
from which we conclude that T a is indeed contractive on S if T ∈ (0, ∞) is sufficiently small.
We can now prove existence of a fixed point of T a , which we will use to obtain an evolution semigroup which solves (4.9). Lemma 4.14. Let ε ∈ (0, 1), E ∈ [0, ∞), Ψ 0 ∈ I ε (E) and a ∈ (0, 1) be arbitrary, let the operator T a be as defined in Definition 4.11 and let T ∈ (0, ∞) be as obtained in Lemma 4.13. Then T a admits a unique fixed point F ∈ C([0, T ] : M + ([ε, ∞])), and defining Ψ(t, x) := F (t, u(t, x) ) we obtain a function Ψ ∈ C([0, T ] :
) and all t ∈ [0, T ] satisfies (4.9).
Proof. Banach's fixed point theorem implies existence of a unique
, integrating with respect to X, differentiating with respect to t, rearranging the terms to eliminate the terms containing exponentials and integrating the resulting formula, we find for all t ∈ [0, T ] that F satisfies 
We next show that the semigroup constructed above preserves the space I ε (E). Actually, this space is preserved for any solution to (4.9).
Lemma 4.15. Let ε ∈ (0, 1), E ∈ [0, ∞), Ψ 0 ∈ I ε (E) and a ∈ (0, 1) be arbi-
Proof. Using ϑ ≡ 1 in (4.9), it is immediate that the total measure is constant and it only remains to prove the uniform tightness condition. To that end we let ϑ(x) = 1 x (x − 2) 2 + and for c ∈ (0, 1) small we set ϑ c (x) = ϑ(x)/(1 + cx), which we can use in (4.9). We now first compute that
Observing then that the mapping x → x 2 − xϑ c (x) is convex, and due to the fact that ∆ ε ·ϑc(·) ≡ 0 on {ε ≤ y ≤ x < 1}, we find that
and since we have (2x) 2 − 2x 2 = 2x 2 ≤ 2(3y) 2 on {x > y ≥ ε} ∩ {|x − y| < 2ε} and ∆ (·) 2 (x, y) = 2y
2 we obtain for all
Applying (4.29) in (4.9) we next find for all t 1 ∈ [0, T ] and
(4.30)
Noting then that ϑ ′ c ≥ 0, then since Ψ 0 ∈ I ε (E) we obtain
For almost all t ∈ [0, T ] we now find by (4.28), (4.30) and (4.31) that
and integrating this inequality and taking the limit c → 0, it follows by monotone convergence that
which proves the claim.
Proof of Proposition 4.8. Let T ∈ (0, ∞) be as obtained in Lemma 4.13. Given any Ψ 0 ∈ I ε (E), then for t ∈ [0, T ] we set S a (t)Ψ 0 := Ψ(t, ·) with Ψ ∈ C([0, T ] : I ε (E)) as obtained in Lemmas 4.14 and 4.15. For arbitrary t ∈ [0, ∞) we define inductively S a (t)Ψ 0 := S a (t − nT )S a (nT )Ψ 0 for t ∈ (nT, (n + 1)T ] with n ∈ N. It is straightforward to check that (S a (t)) t≥0 , as defined in this manner, is a semigroup as required in the statement of Proposition 4.8. In particular, the function Ψ(t, ·) := S a (t)Ψ 0 satisfies (4.9) for all ϑ ∈ C 1 ([0, ∞) :
It only remains to show that the mapping Ψ 0 → S a (T )Ψ 0 is weakly- * continuous on I ε (E) for any fixed T ∈ [0, ∞). Recalling now (4.17) , this is equivalent to proving that the mapping
and i ∈ {1, 2}, which are functions that satisfy (4.27) 
) and all t ∈ [0, T ] (cf. Proof of Lemma 4.14). With this terminology we now need to prove that for any ψ ∈ C([ε, ∞]) and any δ ∈ (0, 1) there exists a weakly- * open set U, depending on ψ and δ, such that if
A density argument implies that it is sufficient to prove this implication only for ψ ∈ C 1 ([ε, ∞]). Using (4.27) we obtain
for all s ∈ [0, T ]. Rearranging the terms, it can be seen that the right hand side of (4.34) equals
with Q i = Q(F i , ϕ, s), i ∈ {1, 2}, given by
whereφ(s, z) = zϕ(s, u(s, z))u x (s, z) and where ∆ ε ϕ is given by (4.7). Using then the fact that
, we find through careful computation that
, and where
We then obtain that (4.34), and hence (4.33), holds if
) is a solution to the reverse in time initial value problem 
In order to conclude the proof of weak- * continuity of S a (T ) we now construct a weakly- * open set U such that if Ψ 1 − Ψ 2 ∈ U then (4.32) holds. Since the · C 1 -bounded functions are compact in the space of continuous functions (cf. Arzelà-Ascoli), there exist finitely many functions ω 1 , . . . , ω n ∈ C 0 ([0, ∞]) such that inf i∈{1,...,n} ϕ(0, ·) − ω i ∞ ≤ δ(3(E + 1)) −1 =: δ * . We then define
We can then write the right hand side of (4.33) as
which we can estimate by δ * + 2δ * E < δ, choosing i ∈ {1, . . . , n} such that ϕ(0, ·) − ω i ∞ ≤ δ * and assuming that Ψ 1 − Ψ 2 ∈ U. The proof of the proposition is then complete.
The proof of Proposition 4.7 now uses a method analogous to the one in [8] and [13] .
Proof of Proposition 4.7. Let ε ∈ (0, 1) and E ∈ [0, ∞) be fixed arbitrarily and for any a ∈ (0, 1) let (S a (t)) t≥0 be a weakly- * continuous semigroup on I ε (E) as obtained in Proposition 4.8. For each t ∈ [0, ∞) there now exists some Ψ t ∈ I ε (E) such that S a (t)Ψ t ≡ Ψ t on [ε, ∞] (by the Schauder-Tychonoff fixed point theorem; see e.g. [7, Thm. 3.6 .1]), and we find that S a (i2 −m )Ψ 2 −n ≡ Ψ 2 −n for all i, n ∈ N and all m ∈ {1, . . . , n}. By compactness there then exists a subsequence Ψ 2 −n k ⇀ * Ψ a ∈ I ε (E) and by continuity we have S a (t)Ψ a ≡ Ψ a for all dyadic t ∈ [0, ∞). As the dyadic numbers are dense in [0, ∞), it now follows that Ψ a is stationary under (S a (t)) t≥0 and choosing test functions independent of t it follows from (4.9) that Ψ a satisfies
. Lastly, by again compactness, there exists a subsequence a k → 0 such that Ψ an ⇀ * Ψ ε ∈ I ε (E), and arguing as in the proof of Lemma 2.1 it follows that this Ψ ε satisfies (4.6) for all ϑ ∈ C 1 ([ε, ∞]).
Existence of an energy profile
In this subsection we show that Ψ ε ⇀ * Ψ as ε → 0, where Ψ ∈ I 0 (E) satisfies (4.6) for all ϑ ∈ C 2 c ((0, ∞]), and {0} Ψ(x)dx = 0. To prove this last point, the following measure theory result will be needed. ∞) ) is such that inf(supp(µ)) =: i ∈ (0, 1), then there exists at least one σ ∈ (i, 1) such that
Proof. Let q ∈ ( 1 2 , 1) and let n ∈ Z the smallest integer such that i ∈ [ 1 2 q n , q n ). For j ∈ {0, . . . , n} we now define the measures µ j ∈ M + ((0, 1]) as
and for all j ∈ {0, . . . , n} we then have
Suppose now that ν ∈ {0, . . . , n} is the largest integer such that (4.39) holds for all j ∈ {0, . . . , ν − 1}. We then have
with equality holding only if ν = 0. Using next (4.37) and (4.40) it follows that
we find by restricting the domain of integration that the left hand side of (4.36) can be bounded from below by
(4.42)
Supposing alternatively that i ∈ (0, 1 2 q ν ), then setting σ := 1 2 q ν ∈ (i, 1) we estimate the left hand side of (4.36) from below by
Using finally (4.41) and the fact that (4.38) holds for j = ν, we bound the right hand sides of (4.42) and (4.43) from below by
and (4.36) follows by maximizing over q.
Lemma 4.17. Let ε ∈ (0, 1) and E ∈ [0, ∞) be arbitrary and suppose that
Proof. Let σ ∈ (ε, 1) be arbitrary and set ϕ(x) := (x − σ) + . For x > y ≥ 0 we then compute that ∆ ϕ (x, y) = (x+ y − σ) + ∧(σ − |x− y|) + , where the right hand side is symmetric. Furthermore, by convexity of ϕ we remark for x > y ≥ ε that ∆ ε ϕ (x, y) ≥ ∆ ϕ (x, y), so that the right hand side of (4.8), with ϑ(x) := 1 x ϕ(x), can be estimated from below by
Approximating finally ϑ by functions
as n → ∞, we now bound the left hand side of (4.8) from above by Proof. Recalling (1.17), we find for x ≥ y ≥ 0 that
Noticing further that ∆ ·ϑ(·) ≡ 0 on {0 ≤ y ≤ x < 1 2 inf(supp(ϑ))}, we conclude that the claim is true. Now we are able to take the limit ε → 0. Proof. Without loss of generality we can restrict ourselves to strictly positive E ∈ (0, ∞). Given any ε ∈ (0, 1) there exists at least one Ψ ε ∈ I ε (E) ⊂ I 0 (E) that satisfies (4.8) for all ϑ ∈ C 1 ([ε, ∞]) (cf. Proposition 4.7). Then, since I 0 (E) is weakly- * compact, we can find a decreasing sequence ε k → 0 such that Ψ ε k ⇀ * Ψ ∈ I 0 (E). Given now ϑ ∈ C 2 c ((0, ∞]), then for ε k small enough we have
and convergence of the left hand side of (4.8) to the one of (4.6) as ε k → 0 follows using the fact that lim x→∞ ϑ ′ (x) = 0 and the fact that the first moments of Ψ ε k are uniformly bounded. Noticing next that Defining now for any δ k the measure µ k ∈ M + ((0, ∞)) as µ k (x) := δ k Ψ ε k (δ k x), there then exist σ k ∈ (inf(supp(µ k )), 1) = ∅ such that (4.36) holds (cf. Lemma 4.16). Changing now variables and writingσ k = δ k σ k ∈ (ε k , 1), we obtain However, using Lemma 4.17 we know that the left hand side of (4.46) tends to zero as k → ∞, which is a contradiction. The result then follows.
Properties of the energy profile and proof of Proposition 4.3
We will now show that Φ(x) := 1 x Ψ(x), with Ψ as obtained in the previous subsection, is a finite measure on (0, ∞). Moreover, Φ ∈ C 0,α ((0, ∞)) for α < on (σ, ∞), and we conclude, by dominated convergence, that the left hand side of (4.48) is bounded from above by one half times the left hand side of (4.47).
Next we prove an estimate on the behaviour of Ψ near the origin.
and combining (4.55) and (4.56) we obtain 0 < κ 2 ≤ 4C δ
withC independent of δ k . However, the right hand side of (4.57) tends to zero as δ k → 0 since 2c < 1, which disproves (4.54) by contradiction and implies that lim sup δ→0 hence we obtain by (4.6) that n 2 (0,∞) x n (1 + εx n ) 2 Ψ(x)dx ≤ 2 n+1 * Ψ(x)Ψ(y) (xy) 3/2 x n−1 y 2 dxdy.
The right hand side is now smaller than 2 n+1 Ψ (0,∞) x n−2 Ψ(x)dx. By monotone convergence we then obtain (0,∞)
x n−2 Ψ(x)dx, and the result follows by induction since the zeroth moment is finite.
As a last step before proving Proposition 4.3, we prove a regularity result. Indeed, the first term in (4.64) follows by estimating the first term on the right hand side of (4.61), using the second estimate in (4.62). Using the first estimate in (4.62) and the fact that x ≥ y in the domain of integration, the second term on the right hand side of (4.61) is bounded by 4 * Ψ(x)Ψ(y) (xy) 3/2 (xy)
which yields the second term in (4.64). Since C ∞ c ((0, ∞)) is dense in L p (0, ∞), p ∈ [1, ∞), it now follows by duality from (4.63) that Ψ ∈ L q (0, ∞) for all q ∈ (1, ∞). Moreover, since Ψ < ∞ we actually have Ψ ∈ L q (0, ∞) for all q ∈ [1, ∞).
To prove our continuity claim, fix γ ∈ (0, Noting that ∆ ϕ (x, y) = ϕ(x − y) on S 2 , we first observe that by Young's inequality for convolutions we have Ψ * ϕ Using finally ϑ(x) := 1 x ϕ(x) in (4.6) we thus obtain
which implies that (4.65) holds. Let next ζ ∈ C ∞ (R) be a cut off function such that ζ ≡ 0 on [a, b] c and ζ ≡ 1 on I a,b := (
3 ), and define Θ ≡ ζΨ. Given then any ϕ ∈ C ∞ c (R) we have
which is bounded byC(Ψ, a, b, ζ, γ) ϕ H γ (R) , where we use (4.65) to estimate the first term on the right hand side by C ϕζ H γ (R) ≤ C ′ ϕ H γ (R) . We thus obtain R ϕ ′ (x)Θ(x)dx ≤C ϕ H γ (R) for all ϕ ∈ H γ (R), from which we get that Θ ′ ∈ H −γ (R) ≡ (H γ (R)) * . By [3, Thm. 19.6(b) ] it then follows that Θ ∈ H 1−γ (R) ⊂ C 0,α (R), α = 1 2 − γ, and since Θ ≡ Ψ on I a,b we have Ψ ∈ C 0,α (I a,b ). Covering now (0, ∞) with intervals I ai,bi , the result follows.
