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1. INTRODUCTION 
We consider the following class of abstract nonlinear damped parameter dependent hyperbolic 
systems evolving in a complex separable Hilbert space H: 
wa + Al(q)w + A2(q)wt + Af* g(q)(Afw) = f(t; q), 
w(o) = 
wt(O) = ~1. 
(1.1) 
(1.2) 
(1.3) 
Here A1 (q), ~42(q) are unbounded operators depending on some parameter q, g(q) is a parameter 
dependent nonlinear operator in H,  Af is an unbounded operator, and f is a parameter dependent 
forcing term. Precise conditions on these operators are given below. 
This class of systems was introduced in [1,2] and further studied in [3] as a model for the 
behavior of nonlinear elastomers. (For detailed discussions of the models, see [1-4].) In the 
actual model, q is a vector of physical parameters: mass density, p; generalized modulus of 
elasticity, E; cross-sectional rea, A; damping coefficient, CD; length of rod, g, and external 
force, F.  If this model is to be used for simulation or control of the behavior of the elastomer 
rod, we need values for these parameters. Some of them can be given or measured explicitly 
(e.g., A, g, F),  or can be found from manufacturer's specifications (so-called "book-values"). 
However, some parameters (e.g., E, Co) cannot be measured or obtained this way. Also, the 
"book-values" can vary considerably between samples. Thus, we need a method to estimate 
these "unknown" parameters by dynamic experiments with the sample itself. Moreover, the 
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nonlinearity g is in general unknown and must be estimated (the neo-Hookean assumption is only 
a first approximation to actual material properties) or chosen from a general class of admissible 
nonlinearities. 
However, the estimation problem involves an infinite dimensional state space and (in general) 
an infinite dimensional admissible parameter set Q. To overcome this difficulty and to obtain a 
computationally tractable method, we use the general ideas described in [5]. We have extended 
the results in [5] to include the nonlinear system (1.1)-(1.3). 
2. FORMULATION OF THE PROBLEM 
We assume that there is a sequence of separable Hilbert spaces V, V2, H, V2* , V* forming a 
Gelfand quintuple [6,7] satisfying 
V ¢-* V2 ~-* U~-* V2* ¢--* V*, (2.1) 
where we assume embedding V ¢-* V2 is dense and continuous with [~[v2 <- cl~o]v for ~ • V and 
V2 ~-~ H is a dense compact embedding with ]~[ <:_ c[~[v2. The norm in H will be denoted by 
]. ] while those in V,V2, etc., will carry an appropriate subscript. We denote by (,)v*,v, etc., the 
usual duality products [7]. These duality products are the extensions by continuity of the inner 
product in H, denoted by (,) throughout. Let Q be an infinite dimensional parameter set. The 
operators A1 (q) and .42 (q) are defined in terms of their sesquilinear forms al (q) : V x V --~ C 
and t72(q) : V2 × V2 --+ C.  That is, .41(q) • / : (V,V*) ,  .42(q) • I:(V2, V2*), and (.41(q)cP,¢)v*,v = 
Crl(q)(~, ¢), (.42(q)~a, ¢)V~,V2 ---- a2(q)(~a, ¢). 
To establish our parameter estimation convergence results, we need to make the following 
assumptions (these assumptions are the same as in [1] except that here we require them to be 
satisfied uniformly for all q • Q) which will guarantee well-posedness for all q • Q. 
(A1) The form hi(q) is a Hermitian, V bounded, strictly Vcoercive sesquilinear form for every 
q • Q, with 
al(q)(~,~a) _> kxJ~J~,. (2.2) 
(A2) The form a2(q) is V2 bounded, its real part is V2 coercive and symmetric for every q • Q. 
(A3) The forcing term f(q) satisfies f • L2([0,T], V2* ) for every q • Q. 
(A4) The operator Af satisfies 
Af • £(V2, H), with I~f~l < v~ J~lv~ (2.3) 
and the range of Af on V is dense in H. 
Note that (2.3) and V ~-* V2 implies 
Af • £(V, H), 
with k = c21¢. 
with I~f~l ~ v~ I~lv, (2.4) 
(Ah) The nonlinear function g(q) : H ~ H is a continuous nonlinear mapping of real gradient (or 
potential) type. This means that there exists a continuous Frechet-differentiable nonlinear 
functional G(q) : H --* R 1, whose Frechet derivative Gr(q)(cp) E L:(H,R 1) at any ~o E H 
can be represented in the form 
G'(q)(~a)¢ = Re(g(q)(~a), ¢), fo r  any ~b E H. (2.5) 
We also require that there are constants el, C2, C3, and e > 0 such that 
_2k- l (k l  _ ¢)1~[2 _ C1 _< G(q)(~) <_ C~l~l 2+ c3, (2.6) 
for every q E Q, where k is from (2.4) and kl from (2.2). 
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(A6) The nonlinear function g(q) also satisfies 
Ig(q)('p)l -< cl1 1 + c2, • H, (2.7) 
for every q • Q, for some constants C1, C2. 
An additional condition is necessary for uniqueness of solutions. 
(A7) For any ~ • H, the Frechet derivative of g(q) exists and is bounded. 
(A8) We assume that for any ~a, ¢ • H, the following inequality is satisfied: 
Re(g(q)(~) - g(q)(¢), ~ - ¢) + k lk - l l~  - ¢{2 >_ O, (2.8) 
where k and kl are the constants in (2.2) and (2.4). Thus, i fH  = L2(~), ~ C R m, so that 
g(q) : R --+ R, then a sufficient condition for (2.8) is that g'(q)(~) > -11 for some ll > 0. 
3. THE GENERAL 
PARAMETER EST IMATION PROBLEM 
Assume that we have a set of observations z = {zi}igl measurements taken at time ti. We 
would like to find a solution for the least squares minimization problem, i.e., find q E Q that 
minimizes 
J (q , z )= C2{01{w(t i , ' ;q )} -{z i}}  2, (3.1) 
where {w(ti, .; q)} are the parameter dependent solutions of (1.1)-(1.3) evaluated at time ti, i = 
1, 2, . . .  K. Here I1" tl is an appropriately chosen Euclidean norm and the observation operators 
C1, C2 depend on the type of the collected ata. (See [5, Chapter 5] for details.) To solve (3.1), 
we consider Galerkin type approximations to (1.1)-(1.3) and define a family of approximating 
parameter estimation problems. 
Let H N be finite dimensional subspaces of H and let QM be finite dimensional sets approxi- 
mating (in a sense to be made precise below) the parameter set Q. Let pN denote the orthogonal 
projections of H onto H N. Then the approximate parameter estimation problems can be stated 
in the following way: find q E QM that minimizes 
jN (q ,z )= (~2{~I {wN(t , , . ;q )}_{Z,}}  2, (3.2) 
where wN(t; q) E H N is the solution to the finite dimensional pproximation of (1.1)-(1.3) given 
by 
(w~,¢}v . ,v  + (AI(q)wN,¢}V.,V + (A2wN,¢)V~,V2 + (g(q) (flfw N) ,.Ale} 
= (f(t; q), ¢)v¢,v2 (3.3) 
wN (O) = pN ~o, wN (o) = pN ~I, (3.4) 
for all ¢ E H N. 
We make the following assumptions for the spaces H N and H and the sets QM and Q (see [5]). 
(B1) The sets Q and QM lie in a metric space (~ with metric d. We assume that Q and QM are 
compact in this metric and there is a mapping i M : Q ---, QM such that QM = iM(Q). 
Also, for each q E Q, iM(q) --~ q in (~ with the convergence uniform in q E Q. 
(B2) The finite dimensional subspaces H N satisfy H g c V. 
(B3) For each ¢ E V, I¢ - PN¢Iv  ---+ 0 as N ---* oo. 
(B4) For each ¢ E V2, I¢ - PN~)lv2 '+ 0 as N ---* oo. 
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We also assume that ,A1, .42, g, f depend continuously on the parameter q • Q, i.e., they satisfy 
the following conditions. 
(C1) [al(q)(~,¢) - al(q)(qo,¢)[ -< 71d(q,q)[~ly[¢[y, for every qo,¢ • V. 
(C2) [a2(q)(G'/) - a2(q)(Grl)[ <_ 72d(q,q)l~[y2[~?[y~, for every ~, r /•  V2. 
(C3) Ig(q)(qo) - g(q)(qo)l < 73d(q,q)[~l for all ~ • H. 
(C4) The mapping q --~ f(-;q) is continuous from Q to L2([O,T],V~). 
Under Conditions (A1)-(A8), (B1), (C1)-(C4), we know that a solution (~N,M} to the ap- 
proximate parameter estimation problem (3.2)-(3.4) and a solution q to the original parameter 
estimation problem for (3.1) exist. A general sufficient condition for the convergence of {qN,M} 
to q is given in Theorem 5.1 of [5] (see also [S]). 
THEOREM 3.1. To obtain convergence of at least a subsequence of {qN'M}to a solution q of 
minimizing (3.1) subject to (1.1)-(1.3), it suffices, under Assumption (B1), to argue that for 
arbitrary sequences {qN,g} in QM with qN,M __. q • Q, we have 
~Clw g (t; qN,M) ~ C2ClW(t; q). (3.5) 
4. CONVERGENCE RESULTS 
In [9], we show that under our general conditions given above, the convergence criteria (3.5) 
of Theorem 3.1 holds for a reasonable class of observation operators C1, C2. 
THEOREM 4.1. Suppose that Assumptions (A1)-(A8), (B1)-(B4), and (C1)-(C4) are satisfied. 
Let qg be arbitrary in QN such that qg ___+ q E Q as N ~ oo. Then we have 
w" (t, w(t, q) in v, 
w N (t,q N) --~ wt(t,q) in 7-/, 
in V2, 
for a/ / t  >_ 0, and 
for a/l t _> 0, and 
for almost all t >_ O. 
We note that the above theorem gives a computationally tractable method to solve the pa- 
rameter estimation problem involving (3.1) in case the data collected consists of displacement or 
velocity measurements, i.e., C1 is either the identity or differentiation with respect o time once 
followed by evaluation in t and x. Itowever, the case of accelerometer data is more complicated, 
wu(t ,q  ) ~ wu(t;q) in for t E since then Theorem 3.1 requires N . N V* [0,T]. We state conditions 
under which this convergence can be obtained. 
THEOREM 4.2. Let V = V2 and f(q) E L°°([0,T],V *) in system (1.1)-(1.3). Let (A1)-(A8), 
(B1)-(B4), (C1)-(C4) hold. Moreover, assume that PN~o --* ~o in V' for  ~o E V*. Then for any 
qN __~ q e Q, we have wN(t;q N) --* wu(t;q) in V* for t e [0, T]. 
(Here pN : V* -~ H N is the generalized projection, in the sense of the duality product.) 
Again, details are given in [9]. 
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