We propose efficient algorithms based on a band-limited version of 2D synchrosqueezed transforms to extract mesoscopic and microscopic information from atomic crystal images. The methods analyze atomic crystal images as an assemblage of nonoverlapping segments of 2D general intrinsic mode type functions, which are superpositions of nonlinear wave-like components. In particular, crystal defects are interpreted as the irregularity of local energy; crystal rotations are described as the angle deviation of local wave vectors from their references; the gradient of a crystal elastic deformation can be obtained by a linear system generated by local wave vectors. Several numerical examples of synthetic and real crystal images are provided to illustrate the efficiency, robustness, and reliability of our methods.
Introduction.
In materials science, crystal image analysis on a microscopic length scale has become an important research topic recently [4, 5, 13, 15, 25, 26, 27, 28, 39] . The development of image acquisition techniques (such as high resolution transmission electron microscopy (HR-TEM) [19] ) and the advancement of atomic simulation of molecular dynamics [1] or mean field models such as phase field crystals (PFCs) [12, 14] create data of large scale crystalline solids with defects at an atomic resolution. This provides unprecedented opportunities to understand materials properties at a microscopic level. Given that defects such as dislocations and grain boundaries are of crucial importance to materials properties, it is essential to have efficient tools to analyze large scale images and to extract information about defects in the system. Previously, this was done through analyzing the microscopic image manually; this is becoming impractical due to the extraordinarily large magnitude of the measurements and simulations we are dealing with nowadays, in particular, in the case of analyzing a time series of crystal images during an evolution process. Therefore, this calls for the development of efficient and automatic crystal image analysis tools.
In this work, we will limit our scope to 2D images of (slices of) polycrystalline materials and aim at extracting mesoscopic and microscopic information from the given images. This involves the identification of point defects, dislocations, deformations, grains, and grain boundaries. Grains are material regions that are composed of a single crystal, possibly with different orientations (which will be later referred to as crystal rotations, since we are working in two dimensions); they are usually slightly deformed due to defects and interactions with neighboring grains at grain boundaries. Grains might contain point defects such as vacancies and interstitials, for which we would like to identify their positions. Crystal analysis should also be able to locate cores and Burgers vectors for dislocations, which play an important role in crystal plasticity. We refer the reader to [20] for more background details on polycrystals and crystal defects. Our proposed method provides a reliable and efficient way for extracting this information from crystal images.
to real problems where noise is ubiquitous. These transforms have been applied with great succeess to the analysis of seismic wave images in [36, 37] . The numerical experiments in [35] show that these transforms have better statistical stability than the window Fourier transform in the application of canvas thread counting.
In this paper, we propose efficient algorithms to analyze crystal images by adapting 2D synchrosqueezed transforms to the problems at hand. First, 2D synchrosqueezed transforms are applied to obtain the synchrosqueezed energy distributions of underlying wave-like components. Second, since the synchrosqueezed energy is concentrated on local wave vectors, these local wave vectors can be estimated by averaging the supports of the synchrosqueezed energy distribution. Third, the irregularity of each wave-like component can be measured by the irregularity of its corresponding synchrosqueezed energy distribution. Finally, with this information at hand, the crystal image can be analyzed.
can estimate the local wave vectors of underlying wave-like components of textures (called "grains" in this paper) precisely under certain conditions. Most of all, nonlinear deformations of crystals are available by solving a simple linear system provided by local wave vectors.
The rest of this paper is organized as follows. In section 2, we introduce a crystal image model on the microscopic length scale based on 2D GIMTs and prove that 2D synchrosqueezed transforms are able to estimate the local properties of the underlying wave-like components of GIMTs. In section 3, two efficient algorithms based on 2D discrete band-limited synchrosqueezed transforms are proposed to detect crystal defects, and to estimate crystal rotations and elastic deformations. In section 4, several numerical examples of synthetic and real crystal images are provided to demonstrate the robustness and the reliability of our methods. Finally, in section 5 we conclude with some discussion on future works.
Crystal image models and theory.
In this section, first we describe a new model to characterize atomic crystal images. Inspired by the periodicity of crystal images, 2D GIMTs are defined as a key ingredient of the characterization of a perfect crystal image. Second, 2D synchrosqueezed transforms are briefly recalled to analyze underlying wave-like components in 2D GIMTs. We will prove that the 2D synchrosqueezed transforms accurately estimate the local wave vectors of these wave-like components, and hence provide a useful tool for crystal image analysis.
2D general intrinsic mode type functions.
A perfect crystal image, i.e., a single undeformed grain without defects, is characterized by a periodic function with two space variables. We will limit ourselves to simple crystals (Bravais lattices). In a 2D space domain, there are five kinds of Bravais lattices: oblique, rectangular, centered rectangular, hexagonal (rhombic), and square [20] . The lattices and corresponding unit cells are shown in Figure 2 . For each lattice type, through an affine transform, we can transform the unit cell to a square. As an example, for the hexagonal lattice, the transform is given by
Hence, by introducing the matrix F , we can set up a reference configuration function as
Here, S(x) is a 2π periodic general shape function (the rigorous definition is given later), which has a unit L 2 ([−π, π] 2 )-norm and a zero mean. α and c are two parameters.
Allowing a rotation and a translation, a crystal image function for an undeformed grain is then modeled by
where N is the reciprocal of the lattice parameter, R θ is the rotation matrix corresponding to a rotation angle θ, and z ∈ R 2 gives the translation. In the case of multigrains, it is expected that
where χ Ω k (x) is the indicator function defined as
and Ω k is the domain of the kth grain with Ω k ∩Ω j = ∅ if k = j. With these notations, grain boundaries are interpreted as ∪∂Ω k (in real crystal images, grain boundaries would be a thin transition region instead of a sharp boundary ∪∂Ω k ). In the presence of local defects, e.g., an isolated defect and a terminating line of defects, ∪∂Ω k may include irregular boundaries and may contain point boundaries inside ∪Ω k .
Considering an uneven distribution of atoms on the mesoscopic length scale and possible reflection of light when generating crystal images, the amplitudes α k and the global trends c k are assumed to be smooth functions α k (x) and c k (x), respectively, in the domain Ω k .
Notice that the rotation matrix R θ k and the translation position z k act as a linear transformation ψ k from x to ψ k (x) = R −θ k (x − z k ). In a more complicated case, a smooth nonlinear deformation ψ k : R 2 → R 2 transferring an atom from position x to 
This motivates the definitions of 2D general shape functions and 2D GIMTs as follows. Definition 1 (2D general shape function). The 2D general shape function class S M consists of periodic functions S(x) with a periodicity (2π, 2π), a unit L 2 ([−π, π] 2 )norm, and an L ∞ -norm bounded by M satisfying the following conditions:
(1) The 2D Fourier series of S(x) is uniformly convergent.
(2) n∈Z 2 | S(n)| ≤ M and S(0, 0) = 0. (3) When Λ is the set of integers {|n 1 | ∈ N : S(n 1 , n 2 ) = 0 or S(n 2 , n 1 ) = 0 for some n 2 ∈ Z}, the greatest common divisor of all the elements in Λ is 1. The requirement that S(0, 0) = 0, which is equivalent to a zero mean over [−π, π] 2 , guarantees a well-separation between the oscillatory part α k (x)S k (2πN k F k φ k (x)) and the smooth trend c k (x) in (2) , when N k is sufficiently large. The third condition implies the uniqueness of similar oscillatory patterns in S M up to a scaling, i.e., if
Hence, in the domain Ω k of each grain, the crystal image is a superposition of a 2D GIMT and a smooth trend. Applying the 2D Fourier series of each 2D general shape function S k (x), it holds that
In the domain Ω k , each underlying wave-like component
is an intrinsic mode type function as studied in [36, 37] . Hence, if they satisfy the well-separation condition defined in [36, 37] and each N k is large enough, the 2D synchrosqueezed wave packet transforms and the synchrosqueezed curvelet transforms are expected to estimate the local wave vectors N k ∇(n T F k φ k (x)) accurately for x away from ∂Ω k .
Based on the estimates of local wave vectors, it is possible to define and analyze crystal rotations as follows.
is a 2D GIMT of type (M, N, F ), suppose S(n) = 0; then the reference configuration has a local wave vector v(n) = N n T F and f (x) has a local wave vector Downloaded 01/15/16 to 171.64. 38.112 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php HAIZHAO YANG, JIANFENG LU, AND LEXING YING v φ = N n T F ∇φ(x). The local rotation function of f (x) with respect to v(n) is defined as
where arg(v) means the argument of a vector v.
In the case of an undeformed crystal image f (
is a composition of a rotation and a translation. Then the local rotation function β(f )(x) = θ with respect to any local wave vector v(n). This agrees with the intuition of a global crystal rotation. However, a global crystal rotation is not well defined in a real crystal image due to nonlinear crystal deformation. This motivates the definition of local crystal rotation in Definition 3. Because the nonlinear deformation φ(x) is a smooth function with det (∇φ(x)) ≈ 1, local rotation functions β(f )(x) vary smoothly and are approximately the same with respect to any local wave vector.
2D synchrosqueezed transforms.
For the sake of convenience, we adopt the name 2D synchrosqueezed transforms instead of specifying 2D synchrosqueezed wave packet transforms or 2D synchrosqueezed curvelet transforms. Actually, when the scaling parameters s and t in the 2D synchrosqueezed curvelet transforms are equal, these transforms become 2D synchrosqueezed wave packet transforms. For the same reason, we prefer the uniform name general wave packet transforms instead of wave packet transforms as in [36] and general curvelet transforms as in [37] . Before a brief review of these transforms, we present some notations.
(1) The scaling matrix is
where a is the distance from the center of one general wave packet to the origin in the Fourier domain. (2) A unit vector e θ = (cos θ, sin θ) T with a rotation angle θ.
(3) θ α represents the argument of a given vector α. (4) w(x) of x ∈ R 2 denotes a mother wave packet, which is in the Schwartz class and has a nonnegative, radial, real-valued, smooth Fourier transform w(ξ) with a support equal to a ball B d (0) centered at the origin with a radius d ≤ 1 in the Fourier domain. The mother wave packet is required to obey the following admissibility condition:
for any |ξ| ≥ 1. With the notations above, we are ready to define a family of general wave packets through scaling, modulation, and translation controlled by geometric parameters s and t.
θ ))e −2πib·ξ a − t+s the space domain, the corresponding general wave packet is
In such a way, a family of general wave packets
Similar to classical time-frequency transforms, the general wave packet transform is defined to be the inner product of a given signal and each general wave packet as follows.
Definition 5. The general wave packet transform of a function f (x) is a function
In [36, 37] , it was proved that v f (a, θ, b) accurately estimates local wave vectors independently of the amplitude functions α k or the position b from a finite superposition of wave-like components without boundaries. Hence, if the coefficients with the same v f are reallocated together, then the nonzero energy would be concentrating around local wave vectors of f (x). Mathematically speaking, the synchrosqueezed energy distribution is defined as follows.
If the Fourier transform f (ξ) vanishes for |ξ| < 1, one can check the following L 2norms equivalence up to a uniform constant factor following the proof of [8, Theorem 1], i.e.,
Our goal is to apply and adapt the 2D synchrosqueezed transforms to analyze the 2D GIMTs in the image function (3). This problem is similar to but different from the 1D general mode decomposition problems studied in [32, 34] , where 1D synchrosqueezed transforms are applied to estimate the instantaneous properties of Downloaded 01/15/16 to 171.64. 38.112 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 1D GIMTs. Generalizing the conclusions in [34, 37] , the theorem below shows that the 2D synchrosqueezed transforms precisely estimate the local wave vectors of the wave-like components in (3) at the points away from boundaries.
Theorem 8. For a 2D GIMT f (x) of type (M, N, F ) with |F | ≥ 1, any > 0, and any r > 1, we define
For fixed M , r, s, t, d, and , there exists N 0 (M, r, s, t, d, ) > 0 such that for any N > N 0 (M, r, s, t, d, ) and a 2D GIMT f (x) of type (M, N, F ), the following statements hold:
For simplicity, the notations O(·), , and are used when the implicit constants may only depend on M , s, t, d, and K. The proof of the theorem is similar to the proof of those theorems in [34, 37] and relies on two lemmas in [37] . Although the parameter d is set to be 1 in [37] , it is easy to extend these two lemmas for a general value of d. We state the generalizations here, leaving the proofs to the reader.
is a well-separated superposition of type (M, N, K) (we refer the reader to [37] ). Set
. For any > 0, there exists N 0 (M, s, t, d, ) such that the following estimation of W f (a, θ, b) holds for any N > N 0 :
(2) Otherwise, 
In the scope of this paper, we have σ k = ∞ for all k. Now we are ready to prove Theorem 8.
Proof of Theorem 8. By the uniform convergence of the 2D Fourier series of general shape functions, we have
By the property of 2D general intrinsic mode functions, f n (x) is a well-separated superposition of type (M, N |n T F |, 1) defined in [37] .
For each n, we estimate W fn (a, θ, b). By Lemma 1, there exists a uniform
Here
Notice that for any n = n, the distance between the local wave vectors
The first inequality above is due to the definition of a 2D general intrinsic mode type function. Observe that the support of a general wave packet centered at Downloaded 01/15/16 to 171.64. 38.112 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php (a cos(θ), a sin(θ)) is within a disk with a radius of length da t . Because the range of a of interest is a ≤ 2M N r, the general wave packets of interest have supports of size at most 2d
This implies that {Z n } are disjoint sets. Notice that w(x) decays when |x| ≥ d. The above statement also indicates that there is at most one n ∈ Γ aθ such that
Hence, if (a, θ, b) ∈ R , there must be some n such that S(n) = 0 and
for the same n in (7) .
The above estimate holds for
The proof is complete.
Theorem 8 indicates that the underlying wave-like components
) are well-separated if they are within Downloaded 01/15/16 to 171.64. 38.112 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php a scale a ≤ 2M N r and N is sufficiently large. By the definition of the synchrosqueezed energy distribution, T f (a, θ, b) would concentrate around their local wave vectors N ∇(n T F φ(b)). The energy around each local wave vector reflects the energy of the corresponding wave-like component by the norm equivalence (6) .
In the crystal image analysis, grains would have local defects, irregular boundaries, and smooth trends caused by reflection. First, it is important to know where we can keep the local wave vector estimates accurate. Suppose a 2D GIMT S(n)α(x)e 2πiN n T F φ(x) is defined in a domain Ω with a boundary ∂Ω. The smallest scale used to estimate local wave vectors is of order N M . Hence, the general wave packets used have supports of size at most M t dN t by M t dN t . Let us denote a perfect interior of Ω as
then the estimates of local wave vectors remain accurate in Ω. As the numerical results in [10, 34, 36, 37] show, synchrosqueezed transforms can still approximately recover instantaneous or local properties near ∂Ω.
The second concern is the influence of the smooth trends c k (x) in (2) . By the method of stationary phase, the Fourier transform c k (ξ) would decay quickly as |ξ| increases. Hence, the influence of smooth trends is essentially negligible when the synchrosqueezed transforms are applied to estimate local wave vectors N n T F ∇φ(x) with a sufficiently large wave number.
Crystal defect analysis algorithms and implementations. This section
introduces several algorithms based on the features of crystal images and 2D synchrosqueezed transforms for a fast analysis of local defects, crystal rotations, and deformations. As discussed in the introduction, we will focus on the analysis of an image with only one type of crystal; i.e., suppose
In the 2D space domain, there are five kinds of Bravais lattices: oblique, rectangular, centered rectangular, hexagonal (rhombic), and square [20] as shown in Figure  2 . Accordingly, there are five kinds of 2D Fourier power spectra | S(n)|. These spectra have a few dominant wave vectors in terms of energy, i.e., a few | S(n)| with large values. At each interior point of a grain, a sufficiently localized Fourier transform is able to recover an approximate distribution of the 2D Fourier power spectrum, based on which the corresponding reference configuration of this grain can be specified. Hence, for the simplicity of a presentation, we will restrict ourselves to the analysis of images of hexagonal crystals (see, e.g., Figure 3 (left)). A generalization of our algorithms to other kinds of simple crystal images is straightforward. In the case of a complex lattice, there might be numerous local wave vectors with relatively large energy. Feature extraction and dimension reduction techniques should be applied to provide a few crucial local wave vectors. This would be an interesting future work.
We will introduce two fast algorithms for crystal image analysis. Algorithm further identifies point defects, dislocations, and deformations. To make our presentation more transparent, the algorithms and implementations are introduced with toy examples. For Algorithm A, we will use the example in Figure 3 (left), which contains two undeformed grains with a straight grain boundary. While Figure 3 is a synthetic example, it illustrates nicely the key feature of atomic crystal images and the idea of local phase plane spectrum. In this example, the reciprocal lattice parameter N = 120 and the crystal rotations are given by 15 and 52.5 degrees on the left and right, respectively. We introduce Algorithm B using strained examples of a small angle boundary (see Figure 6 (left)) and with some isolated dislocations (see Figure  6 (right)). These are examples from PFC simulations [14] .
Frequency band detection (bump detection). Typically, each grain
in a polycrystalline crystal image can be identified as a 2D GIMT of type (M, N, F ) with a small M near 1, unless the strain is too large. Hence, the 2D Fourier power spectrum of a multigrain image would have several well-separated nonzero energy annuli centered at the origin due to crystal rotations (see an example shown in Figure  3 (middle)). Suppose the radially average Fourier power spectrum is defined as
where f (r, θ) is the Fourier transform in the radial coordinate: f (r, θ) = f (ξ) and ξ = (r cos(θ), r sin(θ)) T ∈ R 2 . Then E(r) would have several well-separated energy bumps (see Figure 3 (right)) for the same reason.
As we can see in Figure 3 (middle), a hexagonal crystal image with a single grain
has six dominant local wave vectors close to v j (θ(x)), j = 0, 1, . . . , 5, which are the vertices of a hexagon centered at the origin in the Fourier domain, i.e., 
) is a reference configuration; then the local rotation function with respect to each vertex v j (0) is
Actually, f (x) can be considered as a rotated version of αS(2πNF(x+z))+c by an angle θ(x) + kπ 3 for any k ∈ Z due to the crystal symmetry. The restriction θ(x) ∈ [0, π 3 ) guarantees a unique local rotation function β(f )(x).
The discussion above shows that it is sufficient to compute the local rotation function using the dominant local wave vectors. To reduce the computational cost of a 2D synchrosqueezed transform (SST), the support of the most dominant energy bump in the radially average Fourier power spectrum should be identified (see Figure  3 (right)). Suppose the support (i.e., frequency band) is [r 1 , r 2 ]. Then a band-limited fast 2D SST as introduced later is applied to estimate the local wave vectors with wave numbers in [r 1 , r 2 ].
In what follows, we would walk through the steps to determine the dominant frequency band [r 1 , r 2 ] with a time complexity O(L 2 log L) for an L × L image. For simplicity, we consider images that are periodic over the unit square [0, 1) 2 in two dimensions. If this is not the case, the images can be periodized by padding zeros around the image boundary. Let X = {(n 1 /L, n 2 /L) : 0 ≤ n 1 , n 2 < L, n 1 , n 2 ∈ Z} be the L × L spatial grid at which crystal image functions are sampled. The corresponding L × L Fourier grid is
For a function f (x) ∈ 2 (X), we apply the 2D FFT to obtain f (ξ) ∈ 2 (Ξ) first. Then the energy | f (ξ)| should be stacked up and averaged to obtain the radially average Fourier power spectrum E(r). To realize this step, a grid of step size Δ is generated to discretize the domain [0, ∞) in variable r as follows:
At each r = nΔ ∈ R, we associate a cell D r started at r:
Then E(r) is estimated by
The component task to identify the most dominant energy bump in E(r) here belongs to a simple case of geometric object identification problems which have been extensively studied in [2, 16, 17, 38] . For a 1D discrete signal of length L, it has been proved that the optimal complexity to detect bumps in this signal is O(L) in [2] . Since E(r) has only a few well-separated and sharp energy bumps with relatively small noise, we would adopt the following straightforward but still effective algorithm with O(L) complexity to detect the most dominant energy bump in E(r). Find p 0 s.t. E p0 = max i E i and set up a threshold δ = E p0 c 1 .
5:
Compute E i = min(E i , δ) for i = 1, . . . , L − 1.
6:
Find the largest p 2 < p 0 s.t. E p2 ≥ E p2+1 . If p 2 does not exist, let p 2 = 0.
7:
Find the largest
9:
Find the smallest p 2 > p 0 s.t. E p2 > E p2−1 . If p 2 exists, let r 2 = (p 1 + p 2 )/2. Otherwise, let r 2 = p 1 .
10:
Let r 1 = max{0, r 1 (1 − c 2 )} and r 2 = min{L − 1, r 2 (1 + c 2 )}.
11:
return [r 1 , r 2 ] 12: end function When the dominant energy bump is located in the low frequency part, i.e., r 1 = 0, the energy comes from the smooth trend functions of the crystal image. Hence, it is reasonable to eliminate this bump from E(r) and apply Algorithm 9 again to update new [r 1 , r 2 ], which is the frequency band of dominant local wave vectors. Since the complexity of each searching procedure is at most O(L), the complexity of Algorithm 9 is O(L). Because the time complexity of 2D FFT is O(L 2 log L), the total time complexity for frequency band detection is O(L 2 log L).
Band-limited 2D fast SST.
The 2D synchrosqueezed transforms were originally proposed in [36, 37] for 2D mode decomposition problems. For an image of size L × L, the time complexity for these transforms is O(L 2+t−s log(N )), where t and s are the geometric scaling parameters for the general wave packet transforms. To reduce the complexity, a band-limited 2D fast SST is introduced following a similar methodology to estimate local wave vectors with wave numbers in [r 1 , r 2 ] provided by the frequency band detection.
The band-limited 2D SST is based on a band-limited 2D general wave packet transform. The key idea is to restrict the class of general wave packets
Meanwhile, a discrete analogue of the band-limited class of general wave packets is constructed by specifying a set of tilings covering the annulus {ξ ∈ R 2 : r 1 ≤ |ξ| ≤ r 2 }. To be more specific, we need to specify how to decimate the Fourier domain (a, θ) and the position space b as follows.
In the Fourier domain, the decimation follows two steps. First, we follow the discretization and construction of the discrete general curvelet transform in [37] to construct the discrete general wave packets here. Notice that the support parameter d in [37] is 1. The sizes of tilings in this paper should be multiplied by d. Second, we keep those discrete general wave packets with supports overlapping the annulus {ξ ∈ R 2 : r 1 ≤ |ξ| ≤ r 2 } to obtain the band-limited class of discrete general wave packets. To decimate the position space b, we discretize it with an L B × L B uniform grid:
It is required that L B be large enough so that a sampling grid of size L B × L B can cover the supports of general wave packets of interest in the Fourier domain. For a crystal image With the band-limited class of general wave packets ready, we follow the fast algorithms in [37] to compute the forward general wave packet transform W f (a, θ, b) , the local wave vector estimate v f (a, θ, b) , and the synchrosqueezed energy distribution T f (a, θ, b). Notice that the width of the frequency band r 2 − r 1 = O(1) compared to the fundamental wave number, which implies that the cardinality of the band-limited class is O(N 1−s ). A straightforward calculation shows that the time complexity of the band-limited general wave packet transform is O(L 2 log L + N 1−s L 2 B log L B ). Because the synchrosqueezing procedure takes a complexity of O(N 1−s L 2 B ), the total time complexity for the band-limited 2D fast SST is O(L 2 log L + N 1−s L 2 B log L B ). As an example, Figure 4 shows the synchrosqueezed energy distribution T f (a, θ, b) in a polar coordinate at three different positions. Because the crystal image is real, it is enough to compute the synchrosqueezed energy distribution for θ ∈ [0, π). The results show that the essential support of T f (a, θ, b) can accurately estimate local wave vectors when location b is not at the boundary. When b is at the boundary, the essential support of T f (a, θ, b) can still provide some information, e.g., crystal rotations. Figure 4 , the synchrosqueezed energy around each local wave vector ∇ N n T F φ(x) is stable and of order | S(n)|α k (x) when x is in the perfect interior Ω k . Moreover, the energy would decrease fast near the boundary ∂Ω k and becomes zero soon outside Ω k . This motivates the application of synchrosqueezed energy distribution to identify grain boundaries by detecting the irregularity of energy distribution as follows. Downloaded 01/15/16 to 171.64. 38.112 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Algorithm A (fast defect detection algorithm based on stacked synchrosqueezed energy).
Defect detection algorithms. As we can see in
Step 1: Stack the synchrosqueezed energy distribution and define a stacked synchrosqueezed energy distribution as
for θ ∈ [0, π 3 ). Step 2: Compute an angular total energy distribution
Step 3: For each b, apply Algorithm 9 to identify the most dominant energy bump in E a (θ, b). Denote the range of this bump as [θ 11 (b), θ 12 (b)].
Step 4: Compute the total energy of the first identified bump as
Step 5: Compute a weighted average angle of the first bump as 
Step 8: Compute the boundary indicator function
The synchrosqueezed energy distribution of each grain behaves like an energy bump essentially supported in Ω k and quickly decays outside Ω k . Hence, two energy bumps have close energy in the transition area containing the grain boundary. Since TE 1 (b) acts as the maximum of two energy distributions and TE 2 (b) acts as the minimum (see Figure 5 (left)), TE 1 (b) − TE 2 (b) decays near the grain boundary and the boundary indicator function BD(b) is relatively large at the grain boundary. As Figure 5 (middle) shows, the grain boundary can be identified from a grayscale image of BD(b).
By the discussion in section 3.1, the local rotation function with respect to each local wave vector of the reference hexagonal configuration is approximately the same. Since the synchrosqueezed energy distribution T f (a, θ, b) is stacked together per π (a, θ, b) . Suppose that the discrete grid of T f (a, θ, b 
). Hence, the total complexity for the crystal analysis is O(
). The stacking step in Algorithm A is averaging the influence of each local wave vector. This gives a stable result of grain boundary and crystal rotation estimates even with severe noise, as will be illustrated in section 4. However, Algorithm A might miss some local defects that would not influence all local wave vectors simultaneously. For example, in Figure 6 (left), two of the underlying wave-like components have smoothly changing directions, while the third one changes its direction suddenly at a line segment, resulting in a small angle boundary. At some local dislocations, as Figure 6 (right) shows, the dislocation might not cause irregularity to all wave-like components. Hence, to be more sensitive to local irregularity, it is reasonable to remove the stacking step in Algorithm A if noise is relatively small. This motivates the following algorithm. Downloaded 01/15/16 to 171.64. 38.112 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Algorithm B (fast defect detection algorithm with enhanced sensitivity).
Step 1:
3 ) and j = 0, 1, 2. Apply Steps 2-8 in Algorithm A to T j (a, θ, b) to compute TE 1j (b), TE 2j (b), Angle j (b), and BD j (b) for each j.
Step 2: For each j = 0, 1, 2, compute the weight function
.
Step 3: Compute the weighted average angle
Step 4: Compute the weighted boundary indicator function
In the example in Figure 6 (left), only the second local wave vector exhibits irregularity at the small angle boundary, resulting in a sharp decrease of TE 11 (b) and a sharp increase of TE 21 (b) at the boundary. Hence, as shown in Figure 7 , the weighted boundary indicator function BD(b) with BD 1 (b) as a key integrand can clearly indicate the small angle boundary. As Figure 8 shows, the top point dislocation in the example in Figure 6 (right) interrupts the first and third underlying wave-like components, resulting in a sharp decrease in TE 10 (b) and TE 12 (b) and a sharp increase in TE 20 (b) and TE 22 (b). Therefore, the weighted boundary indicator function can reveal this point dislocation. The results in Figures 7 and 8 indicate that the information on some local defects is hidden behind some particular local wave vectors. By using the synchrosqueezed energy distribution of each local wave vector individually, more information on local defects can be discovered.
Recovery of local deformation gradient.
In addition to grain boundaries and crystal rotations, a reliable extraction of the elastic deformation of a crystal image is also essential for an efficient material characterization. Instead of estimating the elastic deformation φ(x) directly, we would emphasize how to recover the local deformation gradient,
and how to read more information from ∇φ(x), e.g., directions of Burgers vectors. The estimation of the local deformation gradient ∇φ(x) relies on the complete estimate of at least two local wave vectors ∇ N n T F φ(x) . Let us continue with hexagonal crystal images as an example. In this case, there are six local wave vectors of interest, as discussed in section 3. In Algorithm B, the argument of each v j (x) has been estimated by the weighted average angle Angle j (b). Similarly, one more step for applying the bump detection algorithm radially can provide a fast estimate of the length of v j (x). Suppose v j (x) is an estimate of v j (x) obtained by the fast algorithms above; then we have an overdetermined linear system at each x:
Notice that the reciprocal number N can be estimated by arg max E(r), where E(r) is the radially average Fourier power spectrum of the given crystal image. Hence, a least square method is sufficient to provide a good estimate ∇ φ(x) of the local deformation gradient ∇φ(x).
As an example of reading information from the local deformation gradient ∇φ(x), a local volume distortion estimate of det (∇φ(x)) − 1 is computed by
where Ω is the domain of the crystal image and |Ω| denotes its area. The normalization reduces the influence of the estimate error of N . In the presence of a lattice distortion of a dislocation, a Burgers vector is introduced to represent this distortion. On one side of a Burgers vector, the space between atoms is slightly compressed, while the space on the other side is expanded. Hence, the local volume distortion would be positive on one side of the Burgers vector and negative on the other side. Suppose Vol(x 1 ) and Vol(x 2 ) are the maximum and the minimum of Vol(x) in a local region near the dislocation. Then Vol(x 1 ) − Vol(x 2 ) reflects the length of the Burgers vector, and the vector x 1 − x 2 is orthogonal to the Burgers vector. Figure 9 shows the local distortion volume estimate Vol(x) of the example in Figure 6 (right) . Vol(x) reaches its local maximum and local minimum near each point dislocation, and the direction of the corresponding Burgers vector can be directly read off from the color coding of Vol(x). We remark that Vol(x) is not tightly supported around local dislocations in this example. This is because the synchrosqueezed transforms cannot be too localized in space, and the estimate of ∇φ(x) is polluted by the information at the other points nearby. We leave further regularization of these estimates to future works. Fig. 9 . The local distortion volume Vol(x) of the example in Figure 6 (right) . To make the image more readable, the color limits of these two images are set to 0.15 and −0.15 as the maximum and the minimum, respectively. first part of this section, we focus on the application of Algorithm A to detect grain boundaries and to estimate crystal rotations. The robustness of this method will be emphasized and supported by some noisy examples and examples with blurry grain boundaries. In the second part, Algorithm B is applied to two more examples with different types of point dislocations. Algorithm B is more sensitive to local defects and is able to discover Burgers vectors of these dislocations by estimating the local volume distortion Vol(b). Throughout all examples, the threshold value for the synchrosqueezed transforms is 10 −4 and other primary parameters such as s, t, and d are application dependent. Generally speaking, large parameters s, t, and d result in more sensitive synchrosqueezed transforms to local defects, while smaller parameters provide more stable analysis results.
Examples and discussions. This section contains a series of experiments of
Recall that both Algorithms A and B have a time complexity
Since the time complexity depends on the reciprocal number N of a given crystal image and N is not known a priori, we would not emphasize the runtime taken to analyze images of different sizes. All the numerical results except for that in Figures 15 and 16 take within 10 seconds using a MATLAB code in a MacBook Pro with a 2.7GHz quadcore Intel Core i7 CPU. The result in Figures 15 and 16 takes about 50 seconds, and the most expensive part is for the bump detection. The time expense will be reduced significantly by straightforward parallelization, though this is not our focus in this paper. The codes of these algorithms, together with some numerical examples, are open source and available as SynLab at https://github.com/HaizhaoYang/SynLab.
Examples for Algorithm A.
Our first example is a PFC image in Figure 10 (left) . It contains several grains with low and high angle grain boundaries and some point dislocations. As shown in Figure 10 (middle), the weighted average angle Angle(b) is changing gradually in the interior of a grain and jumps at a large angle boundary. Figure 10 (right) shows the boundary indicator function BD(b). Large angle grain boundaries appear in a form of line segments. Adjacent point dislocations are connected and identified as grain boundaries, while well-separated point dislocations are identified by light gray regions. As pointed out in section 3, some isolated point dislocations may be missed due to the stacking step, while Algorithm B is better suited for detecting local defects, as will be shown in Figures 15 and 18 .
We next consider a real data example of a twin boundary in a TEM-image in GaN (see Figure 11 (left)). Algorithm A identifies two grains as shown in Figure 11 (middle) and estimates their rotation angles. The grain boundary is approximated by a smooth curve in the image of the boundary indicator function BD(b) in Figure 11 (right). Figure 12 shows an example of blurry boundaries in a photograph of a bubble raft. In this case, the transition between two grains is not sharp due to large distortion; in particular, the local crystal structure is heavily disturbed near the boundary. Nevertheless, Algorithm A is capable of identifying three grains with sharp grain boundaries matching the distortion area as shown in Figure 12 .
To show the ability of our algorithm to analyze crystal images with strong illumination artifacts in the imaging such as reflections and shadows, we analyze the example shown in Figure 13 Figure 13 (right). This example also shows that Algorithm A may miss isolated defects, which motivates the design of Algorithm B. We will revisit this example later with Algorithm B, which will discover all the missing point defects.
Algorithm A also works robustly in noisy examples. A noisy example of a real atomic resolution image of a Sigma 99 tilt grain boundary in aluminum is shown in Figure 14 (a). The domain consists of three grains with fuzzy transition regions. This is a rather challenging example, as individual atoms are hardly identifiable in the middle-left part of the image. Grain boundaries by manual inspection are indicated in red in Figure 14 (g). The small region indicated in blue contains a grain boundary that is hardly seen. The weighted average angle Angle(b) provided by Algorithm A reveals three grains with slight deformation of lattices in Figure 14 (b). Grain boundaries also can be clearly seen from the boundary indicator function BD(b) as shown in Figure 14 (c). They can be identified by a simple thresholding using BD(b). Figure 14 (h) embeds the identified boundaries into the original crystal image. The result by manual inspection in Figure 14 (g) agrees with that in Figure 14 (h) .
To demonstrate the robustness of our method, we normalize the image in Figure  14 (a) such that the maximum intensity is 1 and add Gaussian white noise with a Downloaded 01/15/16 to 171.64. 38.112 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php standard deviation equal to 1. The polluted example is shown in Figure 14 (d) . The atom structure is barely seen even away from the grain boundaries. The weighted average angle Angle(b), the boundary indicator function BD(b), and the estimated grain boundaries are shown in Figure 14 (e), (f), and (i). As shown by these results, Algorithm A is able to give similar results matching the one by manual inspection even if noise is heavy.
Examples for Algorithm B.
As pointed out previously, Algorithm B is more sensitive to local defects than Algorithm A. Therefore, it can better discover Downloaded 01/15/16 to 171.64. 38.112 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Figure 15 and its zoomed-in result. The color limits of these two images are set to be 0.08 and −0.08. local defects hidden in the underlying wave-like components of crystal images. To validate this, let us revisit the PFC image example shown in Figure 10 . The analysis results are presented in Figures 15 and 16 . First, as shown in Figure 15 To demonstrate the robustness of Algorithm B, we normalize the intensity of the crystal image in Figure 15 and add Gaussian white noise with distributions 0.5N (0, 1) and 1.4N (0, 1). These noisy examples are shown in Figure 17 (a), (d), respectively. In these heavily polluted cases, even when no crystal structure is clearly visible by human eyes, Algorithm B is still able to reveal grain boundaries and isolated defects with reasonable accuracy (see Figure 17 (b), (e)). The distortion volume in Figure 17 (c), (f) still roughly reflects the strain stress encoded by color.
We also revisit the example shown in Figure 13 and apply Algorithm B to identify point defects. In contrast to the point dislocations in the previous PFC example, some point defects here do not destroy the crystal lattice nearby. For example, the point defect in the bottom-left of the bubble raft image looks like a missing bubble, and it does not influence the positions of neighbor bubbles. Therefore, methods depending on identifying neighbor bubbles might fail to detect such local defects. Since missing bubbles reduce the synchrosqueezed energy at their places, Algorithm B is still able to detect them. As an illustration, Figure 18 shows the results provided by Algorithm B, and the positions of those local defects in the left image are accurately depicted in the right image.
Quantitative analysis for statistical stability.
In this subsection, we quantitatively analyze the performance of our algorithms in terms of statistical stability using the example in Figure 15 . Suppose g = f +e is the noisy crystal image, where e is white Gaussian noise with a distribution σ 2 N (0, 1) and f is the noiseless crystal image. We introduce the signal-to-noise ratio (SNR) of the input data g = f + e as follows: SNR[dB](g) = 10 log 10 Var(f ) Var(e) .
We test Algorithms A and B on these noisy examples with SNRs ranging from 35 to −10. All results are summarized in Figure 19 .
Since the ground truth for grain boundaries and the crystal rotations is not available, we compare the results of noisy examples with those in the noiseless case. To quantify the statistical stability of the grain boundary estimation, we apply the earth mover's distance (EMD) [23] to measure the distance between a boundary indicator function of a noisy example and that of the noiseless example. The boundary indicator functions are converted to grayscale images. They can be considered as 2D histograms describing the distribution of defects. At each pixel, the image intensity is from 0 to 255. One unit in the grayscale image is one unit of the mass of the distribution. The EMD in this paper is the total mass per pixel that we need to move from one distribution to match the other. A smaller EMD indicates better statistical stability. Figure 19 (left) plots the EMD as a function of the SNR for the boundary indicator functions given by Algorithms A and B. Although the EMD functions gradually increase as the SNR decreases, the values of these functions remain reasonably Downloaded 01/15/16 to 171.64. 38.112 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php small, which means that our algorithms give similar grain boundary estimates.
To quantify the statistical stability of the crystal rotation estimation, we compute the difference of the rotation estimations in noisy and noiseless cases and measure the difference of its mean and standard deviation. The mean of the difference as a function of the SNR is shown in Figure 19 (middle), and the standard deviation function is shown in Figure 19 (right). Even though noise is heavy, most estimation errors are bounded by a small degree. This shows that our algorithms are statistically stable against noise.
Conclusion.
This paper has proposed a new model for atomic crystal images and an efficient tool for their multiscale analysis. Through various synthetic and real data, it has been shown that the proposed methods are able to provide robust and reliable estimates of mesoscopic properties, e.g., crystal defects, rotations, elastic deformations, and grain boundaries, in a short time. Since these methods are well suited to parallelization, the runtime will be considerably reduced by parallel computing. This would be appealing in the analysis of a series of large crystal images when studying the time evolution of crystals on a microscopic length scale.
Note that the recovery of local deformation gradients is not smooth, and its local distortion volume is not sparsely supported in some cases due to the estimate error of local wave vectors and the lack of regularization. This inspires future work by combining synchrosqueezed transforms with regularization and optimization to find a more accurate and smoother local deformation gradient with a sparser local distortion volume.
In this paper, we focus on the analysis of images with the presence of only one type of crystal and without solid and liquid interfaces. The extension is not difficult. In fact, in the presence of liquid, the solid-liquid interface can be identified as "boundary between grains" by our method. One could use imaging methods for detecting geometric objects in the cartoon part of images in [7, 18] to identify the liquid part immediately after grains are identified by our method. Moreover, when the given image consists of multiple types of crystals, local Fourier transforms taken at enough sampling positions can identify reference crystals. Fixing one type of reference crystal, we apply our method to extract the boundaries, the rotations, the defects, and the deformations of grains of this type. A complete analysis can be obtained by combining the results of each type of reference crystal.
Another interesting and challenging future direction is to analyze crystal images corresponding to complex lattices. First, it might be difficult to automatically identify reference crystals directly from a given image. The information hidden in the image is very redundant, and hence feature extraction and dimension reduction techniques are necessary. Second, the well-separation condition for synchrosqueezed transforms may not hold due to a large number of underlying wave-like components of each grain. A 2D generalization of the 1D diffeomorphism based spectral analysis method in [34] may provide a solution to this problem.
The current methods can be easily extended to 3D crystal analysis by designing a 3D synchrosqueezed transform. This should be relevant for applications.
