1. Basic techniques of solution of determinantal equations. Three basic techniques for solution of determinantal equations must be considered: (1) Direct solution of the equation by numerical methods [l] . (2) Direct solution by the method of matrix multiplication [2] [3] [4] [5] [6] (directly applicable only to the case | A -A| =0). (3) Expansion into polynomial form [6] [7] [8] [9] [10] [11] [12] [13] [14] and solution of the polynomial equation by standard methods.
In spite of the fact that much effort has been spent in developing techniques to avoid expansion into polynomial form, that very technique frequently proves to be most economical of effort. Let 
If we assign a value to X and evaluate D(k) using Chio's expansion [15 ] of the numerical determinant, we shall make the following number of operations: [Vol. II, No. 4 (l/3)(«3 + 2n -3) M-D (multiplications and divisions), (w/6)(» + 1)(2» + 1) A-S (additions and subtractions).
The number of additions and subtractions includes the n subtractions required to evaluate the diagonal terms of (1). If we have D(\) in polynomial form, we can evaluate it by synthetic division with only n multiplications and n additions and subtractions. We can obtain the polynomial expansion of (1) by Danielewsky's method ( §2c) with n3 -2« + l multiplications and divisions and n(n -l)2 additions and subtractions; hence to obtain k different values of D(\) by first obtaining the polynomial expansion, and then evaluating the polynomial, we need («3 -2n + 1) + kn M-D, n(n -l)2 + hi A-S.
To obtain k values of D(A) from the determinant will require (k/3)(n3 + 2n -3) M-D, (kn/6)(n + 1)(2 n + 1) A-S.
A comparison of these results shows that it will be quicker to obtain the polynomial expansion first if we need more than three values of D(K).
If we use iterative methods to solve (1), we form the sequence of matrices AX, A2X, A3X, ■ ■ ■ ,
where X'• is an arbitrary column matrix,* X = {Xx, • • •, xn\.
To form each member of the sequence (2) requires n2 multiplications and divisions and n(n -1) additions and subtractions;
hence for k iterations we need kn2 M-D, kn(n -1) A-S.
If we have the polynomial form, each iteration requires only n multiplications and divisions and n-1 additions and subtractions.
Adding these to the operations required to expand (1) into polynomial form by the modified Danielewsky method ( §2c) we need (ns -2n + 1) + kn M-D, n(n -l)s + k(n -1) A-S.
Hence if k^n+1 the expansion to polynomial form represents a net saving, still using the powerful iterative method [3, 4, 16, 17, 18] .
II. EXPANSION OF A DETERMINANTAL EQUATION INTO POLYNOMIAL FORM
2. Methods applicable to the case | A -7X| =0. Direct expansion is tedious except for the very lowest orders, although sometimes it is desirable because all the elements need not be given numerically. Purely numerical methods, such as the method of undetermined coefficients or the use of an interpolation formula, will be described further
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on, as they are applicable to the most general case. Of the various methods particularly applicable to the present case (Eq. 1), five will be discussed. These will be taken up in chronological order of discovery.
a) The method of Leverrier [7, 12, 19] . Until recently, Leverrier's method was probably the best general method for obtaining the polynomial expansion of the characteristic equation of the matrix A. Let the characteristic values of this matrix, i.e., the roots of the equation | A -/\| =0, be Xi, X2, • • • , X". Then from well known relations between the coefficients of a polynomial equation and its roots [20 ] , we have We then set up the set of n simultaneous linear equations
which can be solved for pk {k = 1,2, • • • , n). We can then write the equation
Leverrier's method is rather tedious because of the labor of forming the powers of the matrix A. Each element of a product matrix will require n multiplications and n -1 additions and subtractions, and each matrix will have «2 terms, except that one need form only the n diagonal terms for the last matrix. The fastest way to solve the simultaneous equations is to solve them successively, i.e., to use the solution of the first to solve the second, the solutions of the first two to solve the third, and so on. This will require §(«2+w -2) multiplications and divisions and \n{n -1) additions and subtractions.
Consequently, Leverrier's method will require, in the general case,
xample. Let us consider the matrix b) The method of Krylov [7 ] . Even as originally formulated by Krylov, this method represents a considerable saving of effort over the method of Leverrier when the order of the determinant is greater than four. As modified by Fraser, Duncan and Collar [22] , the saving is even greater. The modified form of this method is as follows.
The Cayley-Hamilton theorem [23] states that a square matrix satisfies its own characteristic equation when interpreted as a matrix equation, i.e., if we obtain the matrix equation
This is equivalent to the set of n simultaneous linear equations in the n unknowns
i-0
Solving this set of equations for the pi's, we can readily write down the polynomial equation.
The formation of each of the column matrices C{k) requires n2 multiplications and n(n -1) additions and subtractions.
The solution of Eqs. (9) by Aitken's method [28] requires (l/2)«2(« + 3) multiplications and divisions and («/2)(«2 -1) additions and subtractions. Consequently, we require
{n/2)(n -1)(3m + 1) A-S.
Krylov's original method can be shown to require
Example. Let us again consider the matrix of the previous example. We have C(0) = {1, 1, 1, 1}, C(l) = {8, 10, 6, 10}, C(2) = {52, 76, 40, 80}, C(3) = {324, 520, 256, 560}, C(4) = {1968, 3360, 1584, 3664}. This gives the polynomial expansion directly. Danielewsky starts with the (« -l)th element of the wth row (a constant term), reduces it to unity, and then uses this to eliminate the constant terms from the other elements of the wth row. This process introduces extraneous terms in X in the in -l)th row, which can then be removed by multiplying the other rows by appropriate constants and adding to the (« -l)th row. A similar procedure is then followed with the (« -2)th element of the (« -l)th row, and the reduction is continued until the standard form is reached.
This process of elimination can readily be carried out by matrix multiplications. Let us consider a matrix of order 6 which has already had two rows reduced. It is then of the form If this expression is now premultiplied by E~l, we return to a form which is equal^to our original expression, but one step closer to the standard form, changes only the third row of C', hence the determinant has been transformed to the form
A continuation of this process will eventually yield the normal form. If the matrix method is followed strictly, it involves an undue amount of writing. With only a slight increase in the number of operations, it can be abridged to give greater ease of calculation with a calculating machine, and to permit checking at every stage of the computation.
A numerical example will best illustrate the method and the check.
Example. For the matrix of the two previous examples, the scheme of calculations will run as follows: The explanations of this scheme are as follows. We first postmultiply the matrix whose elements are given in lines 1, 2, 3 and 4, by the matrix '1 0 0 0 "
This is accomplished by dividing the elements of row 4 by the element in the third column, 3, yielding row 4'. The second-order minors of the unit element in the third column of row 4' are then formed with rows 1, 2, and 3, the unit element always taking the leading position. This is easily done by writing row 4' on a card, and forming the cross products with the various rows. These minors are entered in rows 5, 6 and 7, under the column corresponding to the elements with which the cross product is formed. The elements in column 3 are formed by dividing the corresponding elements of column 3, rows 1, 2 and 3 by the italicized element in row 4. Row 8 is immediately written as shown. Thus, the element -5.6667 in row 5, column 2, comes from 1( -3) -(0.6667)(4), and the element 1.333 in row 5 column 3 comes from dividing the element 4 in row 1 column 3 by 3. This is accomplished by writing the elements of row 4 in a column on a card (here shown written to the left of rows 5, 6, 7 and 8), and forming the sum of the products of these numbers with the elements of the columns of the rows 5, 6, 7, and 8. This yields row 9, which is the transformed form of row 7 after the matrix multiplication. Since the rest of the matrix is unchanged, it is unnecessary to rewrite it.
The whole process is now repeated starting with row 9, dividing each element of that row by the italicized element ( -36) to obtain row 9'. This is written on a card and used to form the cross products with rows 5 and 6, giving the elements in the first, third and fourth columns of rows 10 and 11. The elements in the second column are obtained by dividing the corresponding elements of rows 5 and 6 by -36. Rows 12 and 13 can be written down immediately as shown. The process is continued until row 19 is reached. At this stage it is unnecessary to rewrite the entire matrix, since the desired coefficients appear in only the first row, i.e., row 19. The polynomial can now be written down as shown.
The columns labelled ^ an<^ ^2' are used for checking the work. The elements in the column labelled are obtained by summing the elements of the first four columns of that row, while those in 23' come from only three columns, omitting that column which contains the element used as the pivot for the previous set of cross multiplications.
The cross products formed with the^Z columns should equal the elements of the J)' column at the next stage of the transformation, e.g., the element -3.333 in row 6, column ' comes either from adding the elements ( -1.3333) + ( -0.6667)+ ( -1.3333) of row 6, or from the cross product (1)(10) -(4)(3.3333).
Since these give equal results, the computation of row 6 is probably correct. This check is not applicable to the row just reduced, so there is no point in forming for that row, or the rows already in standard form. The accuracy of row 9, and similar rows, is checked by forming the sum of the products of the column (4, 2, 3, 1) and the elements of column Since this product-sum is equal to the sum of the elements of row 9, the accuracy of that row is checked. Compensating errors can occur, so the check is not absolute, but it is a great help in avoiding an accumulation of errors.
We must next consider the exceptional case in which a zero appears for the element with which we expect to divide in making the next reduction, i.e., the element one place to the left of the diagonal. The following two cases arise: (1) There is at least one element in the row under consideration which does not have a vanishing constant term. (2) All of the constant terms in the row under consideration vanish.
Case (1) can be decomposed into two subcases, according as the non-vanishing element is (a) to the left of the diagonal, (b) to the right of the diagonal. In subcase (a), we add the elements of the column containing the non-vanishing element to the column in which we wish to introduce a constant term. (This technique can also be used if the element immediately to the left of the diagonal has a fairly large tabular error, and another term farther to the left is more certain.) This will not only intro-duce the desired constant term, but in some row it will introduce an unwanted term in X off the diagonal. This can be removed, however, by subtracting the appropriate row from the row containing the extraneous X. The reduction can then go ahead as usual. In subcase (b), the determinant is immediately factorable into the product of two determinants, one of which is already in standard form. These subcases can best be illustrated by examples. In subcase (a), let us suppose that after two reductions we reach the form 4 -X 3 -2 The determinant on the right is already in the Frobenius standard form, while that on the left can be expanded immediately, although in the general case it would have to be reduced further by the general method.
In case (2) , the vanishing of all constant terms in a given row indicates that X is a factor of D(k). If the rth row from the bottom has vanishing constant terms, it means that Ar is a factor of D(\). The determinant for the lower degree polynomial which we have yet to determine can readily be constructed from the elements above the vanishing row. As an example, let us consider
In its original form, Danielewsky's method requires
and in the modified form given in detail above, it requires
In spite of the extra operations required, the modified form is to be preferred, because it is better adapted to routine computation with a calculating machine, and because it can be checked at each stage of the computation. d) Reierstfl's method. Reiers^l [14] bases his method of obtaining the coefficients of the determinantal equation
on the fact that the coefficients p* can be calculated as ( -1)*+1 times the sum of all £-rowed principal minors of the matrix A. The method is powerful for low values of n, but for large n the labor is considerable. Reiers^l uses a method for computing the principal minors of A based on the same pivotal method used by Aitken in various numerical processes dealing with determinants [28] . In the process of evaluating a determinant by Chid's method [15] , simple quotients of various minors are obtained, and the method is easily extended to give all of the principal minors of the matrix.
This form of calculation is used here since it is uniform with most of the other methods described in this paper, and requires essentially the same number of operations as the application of Reiers01's recursion formulae. In fact, it is merely a schematization of his method. In this way all of the principal minors can be built up. Since we always start with a term on the principal diagonal, the algebraic sign presents no problem. The number of operations required by this method is: (14) 1945 e) Samuelson's method. Samuelson [13] has devised one of the fastest methods yet developed. His method requires a few more operations than Danielewsky's, but the routine involved is extremely simple.
To get the polynomial expansion of
we consider the differential equation
where the superscripts in brackets denote derivatives with respect to t. Equation (15) is the "companion matrix" to the polynomial in question. Actually we need a scheme to go from a system in many variables to a high order system in one variable. Samuelson accomplishes this in the following manner.
Let us consider the system 
The elimination of the n2 -1 unwanted variables from the first «2 -1 equations and the subsequent substitution in the remaining equation can be performed by pivotal reduction [28] , always using elements of the matrix on the left of (18) 
n3 + w2 -11 n + 12 A-S.
Samuelson uses a method due to Crout for the reduction of his equations. Crout's method involves forming exactly the same products and sums as are formed in Aitken's method used above, although Crout's formulation involves somewhat less writing than the above method, but also requires keeping in mind somewhat more complicated formulae. For the average engineer or physicist, ease is fully as important as speed.
Example. We again consider the matrix r 6 The pivotal element for each succeeding reduction is made equal to unity by dividing that row by the value of that element. The column marked ^2 is used as a check. For any stage of the reduction, the cross products are formed using the^Z column as if it were any other column, and the values entered as usual. These values should equal the sum of the elements in the row in which they appear. The check is not absolute, but it is very useful. 
where B~l is the reciprocal of B, provided only that B is not singular. The matrix product B~XA can readily be formed by Aitken's method [28] , and the determinant (21), which contains X's only along the principal diagonal, can then be expanded by one of the methods of §2.
The formation of the product B~1A requires 
(l/24)(w -l)(7w3 + 5n2 + 58w -48) A-S.
For low orders (through the fifth) this represents a small saving in the number of operations over the method given in §3a, but it is not as well adapted to machine computation. It is applicable, however, to the case in which the determinant of the matrix B vanishes, but in this case the method of §4b, using Newton's interpolation formula, is to be preferred. For these reasons, we shall not consider the method in more detail here. 4 . Methods applicable to the case | ^40X" + ^liX"_1+ • ■ • +An\ =0. -a) Transformation to the form \A -JX| =0. It is possible to transform an mth order determinant, the terms of which are polynomials at most of degree n in X, into a determinant of order mn with terms linear in X, provided that the matrix of the coefficients of X" is not singular. This can be done in more than one way, but the following seems most convenient [25] .
If the determinant we wish to transform is
we consider the related set of simultaneous linear differential equations
where x is the column matrix 
where Im is a square matrix of order m with units on the principal diagonal and zeroes everywhere else. We can write (27) in the form ImDx+ A^AxX*-*-" + Ao'1Aix(n~2> + • • • + A^An_lX'» + Af'Anx«» = 0, (28) where the superscripts in brackets denote derivatives with respect tot. Equation (28) represents a set of m simultaneous differential equations. There are n of the column matrices xw. Thus to make the set equivalent to Eq. (27) 
If in Eqs. (28), (29) Since the X's appear only along the principal diagonal, this can be expanded into polynomial form by any of the methods of §2. This method involves the calculation of the reciprocal of Ao and the formation of n matrix products of the form A~XB. This can be done by Aitken's method [28] , The special form of the expression makes the expansion to polynomial form by Danielewsky's method considerably faster than in the general case.
In the quadratic case, which is the most general usually met with in physical problems, the transformation to diagonal form requires The total number of operations in the quadratic case will be (24) will, on expansion, give a polynomial of degree, not greater than r -mn in X. Such a polynomial will contain (r + 1) numerical coefficients of the various powers of X, and if we evaluate D(X) for (r + 1) numerical values of X, we will have sufficient data to determine the coefficients. This can be done either by using an interpolation formula or by solving a set of simultaneous linear equations for the coefficients.
If the successive values chosen for X differ by a constant difference, the GregoryNewton interpolation formula is well adapted to obtaining the polynomial expansion. This requires the formation of a difference table. However, the difference table is easy to compute, and in addition it indicates the order of polynomial to expect, which is particularly useful when the matrix of the coefficients of Xn is singular (|-4o| =0). The Gregory-Newton interpolation formula is usually written in the form [26] x(x -1) Equation (31) does not yield the polynomial form directly, since each term is a polynomial in X. The transformation to descending powers in X can be made once for all, so that the polynomial form can readily be calculated once a difference table is worked out [l 1 ]. We wish to put D(X) in the form Table I gives numerical values of the function bt(s) = ak(s)/s\ which, when used with the tabular differences and Eq. (33) will give the polynomial equation very quickly in the form (32) . If a has not been chosen equal to zero, the equation can readily be rearranged in descending powers of X, instead of X -a, by synthetic division. If the successive values chosen for X do not differ by a constant quantity, the Newton interpolation formula cannot be used. The Lagrange interpolation formula [27] is available, but the method of undetermined coefficients will usually prove more satisfactory.
Both the interpolation formula method and the method of undetermined coefficients require, first of all, the evaluation of r + 1 numerical determinants of the wth order. This will require Each numerical determinant will require the evaluation of m2 polynomials of degree n, each evaluation requiring n multiplications and n additions and subtractions, if we use the method of synthetic division. If we assume that 0 is chosen as one value of X, so that we need evaluate the elements of only r determinants, the total number of operations to obtain the r + 1 values of D(k) will be mr-+ (r + l)(l/3)(m -1 )(m2 + m + 3) M-D, The accompanying difference table shows that the polynomial will be of the fifth degree instead of the sixth. An investigation of the determinant of the coefficients of X3 shows that it vanishes; hence we should expect the polynomial to be of degree less than six.
Since we have taken a = 0 and h = l, Eqs. (32) If we now write the differences in a column, such that they are spaced the same as the elements of Table I , we can readily calculate the coefficients pt. Placing this column beside the first column of the table, so that A£>(0) is opposite 6i(l), and A5Z?(0) is opposite &i(5), we multiply across and add. This gives pi. (If we were dealing with a general case in which 1, we should have to divide by h.) Moving to the next column, keeping the same relative vertical position, the operation is repeated to get p2. (In the general case we would divide by h2.) Blanks in the table are treated as zeros. The calculation runs as follows (the individual products would not normally be written down, but merely accumulated in the calculating machine): This set of equations can then be solved by Aitken's method [28] . In addition to the number of operations (34) 
if(r2 -1) + w2 + (r + 1) (-) {m -1)(2» -1) A-S.
It is apparent that the interpolation formula method requires fewer operations than the method of undetermined coefficients, but if irregularly spaced values of the determinants are already at hand, it is better to finish the expansion by the solution of the simultaneous equations than to have to evaluate several new numerical determinants.
In the special case in which the interval between successive values of X is unity, the set of simultaneous equations can be written in the form AP = Comparing these figures with the number of operations required for the interpolation formula method, it is seen that the latter method will require the same number of additions and subtractions, but (irXf+l) fewer multiplications and divisions. Consequently it has not seemed worth while to tabulate the matrices A~l in this paper, especially when we take into consideration the other advantages of the interpolation method, such as the information obtainable from the difference table.
Example use of the interpolation formula, but will require somewhat more labor, pt vanishes, as can easily be seen by substituting the column of constants for the pe column in the determinant of the coefficients, yielding a vanishing determinant and indicating that the polynomial is of fifth degree. 5 . A comparison of methods for obtaining the polynomial expansion, -a) Methods applicable to the case | A -1\ | = 0. In choosing the best method for the expansion of a X determinant into polynomial form, it is necessary to consider direct expansion for the lower orders. The number of operations required to reach the polynomial form by successive expansion in terms of minors of a row or column is given'by the recursion
where M{n) represents the number of multiplications required to expand an nth order determinant of the form | A -7X|, and A («) the number of additions and subtractions for such an expansion.
We must also consider the application to this case of the interpolation formula method ( §4b) and the method of undetermined coefficients ( §4c). Since the unknown appears only on the principal diagonal with unit coefficients, the evaluation of the elements of a determinant of wth order will require only n subtractions. Consequently the evaluation of the » +1 numerical determinants necessary for either of these methods will require (assuming X = 0 as one value used) 
Interpolation Formula (l/6)(2»<+2»'+7ns+n-6) (n/6)(2»'-»»+10»+l)
39
Undetermined Coefficients (l/6)(2»4+5n' + 13«'-2n-6) {n/Wn'+tfi+in-1)
n3+ns -lln+12
For the case in which h -1, the additional operations required to form the difference table and the coefficients by the interpolation formula method run the total to (1/6) (2 n* + 2n3 + 7w2 + n -6) M-D, For ease of comparison, the expressions for the number of operations required for each of the methods discussed are placed together in Table II . The relative efficiencies of the methods can be seen better from Table III , which gives the actual number of operations required by each method for several orders of determinants. Direct expansion proves to be as fast as any method for the second and third order cases. Even in the fourth order case none of the methods gives a sufficient saving over direct expansion to warrant learning a new technique if only a few equations are to be solved. Danielewsky's method requires the fewest operations from the fifth order up, but it is really harder to use than any of the last three methods, which are about equal in the fifth order case. Above the fifth order, the two most efficient methods are Samuelson's and the Modified Danielewsky. The one to be used will depend a great deal on the habits of the computer.
If we have already started solving the secular equation by the matrix iteration method, we will have computed all or part of the sequence C(k) of Krylov's method, and it will usually be quicker to complete the polynomial expansion by that method.
If we have already evaluated Z)(X) for several values of X, as we might do in hunting for a root by the method of false position, it would be preferable to finish by the interpolation formula method or the method of undetermined coefficients, depending on whether the successive values of X are uniformly spaced or not.
If a machine were available on which matrices could be multiplied with ease, Leverrier's method would be useful, since the set of simultaneous equations for the coefficients is so simple. The various methods applicable to this case are compared in Tables IV and V.   Table IV Eq.
Method Mult, and Div.
Add. and Sub. (1 /6) (2«4+8«3+7»J+» -6) (n/6) (n +1) (2»2+3» +1)
36
Undetermined Coefficients (l/6)(2n< + lln3 + 13n2 -2»-6) (ra/3) (n3 +4 n2-n -1)
22
Reciprocation (l/2)(n + l)(5n'-6n+2) («/2)(m -1)(5«-3)
23 Danielewsky-Masuyama (l/24)«(» -l)(7n!+13»+66) (1/24) (» -1) {In* +5«2 +58ra -48) Again direct expansion is to be preferred for second and third order cases. The
Danielewsky-Masuyama method requires the fewest operations in the fourth and fifth orders, but because of the large amount of writing necessary with this method, the author prefers the method of reciprocation for all cases from the fourth order up.
In case the determinant | J51 vanishes, the interpolation formula method is to be preferred except in the case in which one has already obtained several values of | A -5X| for unequally spaced values of X, in which case the method of undetermined coefficients is preferable. c) Methods applicable to the case |.4+.BX+CX2|. If m is the order of the determinant, direct expansion will require the number of operations given by the recursion relations it requires some extra operations, as it makes possible a preliminary plot of the function. The interpolation formula method is the best method above the fourth order when the determinant | C\ vanishes, as the difference table gives the order of polynomial to be expected.
The method of undetermined coefficients is useful primarily when several values of the determinant have already been calculated for unevenly spaced values of A. 6. Errors. Errors of considerable magnitude can readily occur in the various processes described in this paper, due both to errors in the original data and errors caused by rounding off numbers. The study of errors arising in the evaluation of determinants, solution of simultaneous linear equations, iterative methods, etc., is far from complete. A discussion of these errors is beyond the scope of this paper, but the interested computer should consult references [29] [30] [31] [32] [33] [34] .
