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de valores colombiano. Para este objetivo se valoran algunos requerimientos regu-
latorios sobre riesgo de mercado definidos por la superintendencia Financiera de 
colombia sobre metodologías, medidas de desempeño y factores de riesgo para el 
cálculo del VaR, y se compara con el modelo APARcH y de regresión cuantil tra-
dicional; se halla que la regresión cuantil tiene una mejor capacidad para adaptarse 
a los patrones exhibidos por un portafolio de acciones colombianas dadas varias 
medidas de desempeño.
palabras clave: valor en riesgo condicional autorregresivo, regresión cuantil, 
estadística bayesiana, variables macroeconómicas y financieras, regulación ban-
caria, mercado de valores.
Jel: c14, c16, c45, E44, g28, g15.
londoño, Ch. a., Correa, J. C., & lopera, m. (2014). Bayesian estimation of 
the value of risk: an application for the Colombian securities market. Cuad-
ernos de Economía, 33(63), 635-678.
The purpose of this research is to implement the bayesian quantile regression 
methodology in the estimation of the Value at Risk (VaR), in the colombian stock 
market. For this objective, some regulatory requirements on market risk are com-
pared using the APARcH model, and traditional quantile regressions. colom-
bia’s Financial superintendence defines these requirements based on where they 
address methodologies, performance measures, and risk factors relevant to the cal-
culation of the VaR. We found out that the latter technique has a greater capacity 
to adapt to the patterns exhibited by a portfolio of colombian stock given several 
performance measures.
Keywords: conditional autoregressive Value at Risk, regression quantile, bayes-
ian statistics, macroeconomics and financial variable, banking regulation, finan-
cial market.
Jel: c14, c16, c45, E44, g28, g15. 
londoño, Ch. a., Correa, J. C., & lopera, m. (2014). estimation bayésienne 
de la valeur en risque : une application pour le marché de valeurs colombien. 
Cuadernos de Economía, 33(63), 635-678.
cet article à pour but de propulser la méthodologie de régression quantile bayé-
sienne dans le calcul de la valeur en risque (VaR en anglais) sur le marché des 
valeurs colombien. Pour cela on évalue certaines réglementations sur le risque 
du marché définis par la superintendencia Financiera de colombia (Institution de 
contrôle fiscal et financier de colombie) sur les méthodologies, le rendement et les 
facteurs à risque pour le calcul du VaR et est comparé avec le modèle APARcH et 
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de régression quantile traditionnelle ; on trouve que la régression quantile possède 
une meilleure capacité pour s’adapter aux tendances d’un portefeuille d’actions 
colombiennes étant données plusieurs mesures de rendement.
mots-clés : Valeur en risque conditionnel autorégressif, régression quantile, sta-
tistique bayésienne, variables macroéconomiques et financières, régulation ban-
caire, marché de valeurs.
Jel : c14, c16, c45, E44, g28, g15. 
londoño, Ch. a., Correa, J. C., & lopera, m. (2014). estimação bayesiana do 
valor em risco: uma aplicação para o mercado de valores colombiano. Cua-
dernos de Economía, 33(63), 635-678.
Este artigo tem a finalidade de implementar a metodologia de regressão quantí-
lica bayesiana no cálculo do valor em risco (VaR, em inglês) no mercado de valo-
res colombiano. Para isto, são avaliados alguns requerimentos regulatórios sobre 
risco de mercado definidos pela superintendência Financeira da colômbia sobre 
metodologias, medidas de desempenho e fatores de risco para o cálculo do VaR, e 
compara-se com o modelo APARcH e de regressão quantílica tradicional; vê-se 
que a regressão quantílica tem mais capacidade de adaptação aos padrões exibi-
dos por um portfólio de ações colombianas, dadas várias medidas de desempenho.
palavras-chave: Valor em risco condicional autorregressivo, regressão quantílica, 
estatística bayesiana, variáveis macroeconômicas e financeiras, regulação bancá-
ria, mercado de valores.
Jel: c14, c16, c45, E44, g28, g15.
638 Cuadernos de Economía, 33(63), julio-diciembre de 2014
introduCCión
El crecimiento de los mercados financieros en el ámbito mundial ha mostrado la 
necesidad que se tiene de propender por una mejor comprensión, conocimiento y 
supervisión de las inversiones realizadas por bancos, sociedades administradoras 
de fondos de pensiones y cesantías, y comisionistas de bolsa, a razón de los mayo-
res riesgos a los que se hallan expuestas estas instituciones. después de la crisis 
financiera de 2008, se evidenciaron nuevamente los problemas internos de algu-
nas instituciones financieras en la administración del riesgo, principalmente en la 
evaluación de este cuando se incurre en posiciones de activos con baja liquidez y 
altamente riesgosos. Por este motivo, el basel committee on banking supervi-
sion (bcbs) ha estado en un proceso de reestructuración de la regulación banca-
ria actual por medio de la introducción de basilea III, cuyo objetivo es establecer 
los estándares sobre los requerimientos de capital que tiendan por un mayor con-
trol y cobertura ante la exposición del riesgo (bcbs, 2010).
Los requerimientos regulatorios sobre riesgo de mercado por parte de basilea 
III, no se modificaron sustancialmente sobre lo que propone la superintendencia 
Financiera de colombia (sFc). sin embargo, un cambio importante fue el adicio-
nar ciertos criterios sobre el nivel de liquidez y bursatilidad en los activos (bcbs, 
2010). En la circular Externa 051 de 2007 se recomienda la implementación de 
un sistema de administración de riesgo de mercado (sARM) que identifique, mida, 
controle y monitoree las posiciones en valores para las instituciones financieras1, 
solicitando que se cumplan algunos requerimientos cuando se emplea la medida 
de valor en riesgo (VaR)2 definida como la máxima pérdida que se podría pro-
ducir en condiciones normales del mercado a un nivel de probabilidad y en un 
período de tiempo especificado, como son, entre otros componentes, el uso del 
índice general de la bolsa de Valores de colombia (Igbc) como un factor de sen-
sibilidad; medidas de desempeño que establezcan si se capturó el nivel de proba-
bilidad preespecificado por el VaR; y aplicación de metodologías paramétricas y 
no paramétricas básicas (sFc, 2007).
cuando se valoran estos requerimientos, se observan algunos problemas en lo 
concerniente a buscar homogéneamente mecanismos de control que posibiliten 
la mejor cobertura hacia el riesgo, a causa de que una mala elección y evalua-
ción metodológica en períodos de alta probabilidad de pérdida puede ocasionar un 
efecto contagio para todo el sistema3. concretamente, con relación a la exigencia 
1
 En sFc (2007), la evaluación del riesgo de mercado se realiza para diferentes tipos de activos, 
como son: tasas de interés, posiciones en bonos y acciones, divisas, productos básicos, índices 
bursátiles, operaciones a plazos, derivados, entre otros. Esta investigación únicamente se enfocará 
en el riesgo de mercado debido a la apertura de una posición en acciones por parte de una institu-
ción financiera.
2
 Por sus siglas en inglés, value at risk.
3
 En una carta escrita a la superintendencia Financiera de colombia, la respuesta entregada por 
la sFc permite afirmar que la mayoría de las instituciones utilizan metodologías básicas para el 
cálculo del VaR, como es establecido en esta investigación.
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del Igbc como un factor de sensibilidad mínimo, este no es eficiente en media-
varianza4, implicando una cuantificación inapropiada del riesgo, como lo muestran 
Fama y French (1992, 1993, 1996a, 1998) en el mercado de valores estadouni-
dense, y Londoño y cuan (2011) para el mercado colombiano. Asimismo, para 
introducir este parámetro, se utiliza la multiplicación de la sensibilidad de tal fac-
tor por el VaR calculado como la técnica de mapeo de los factores de riesgo, lo que 
tiene como desventaja, el no tener en cuenta la distribución y dinámica de los acti-
vos analizados al realizarse de forma externa al cálculo del VaR.
En lo referente a la evaluación de las metodologías empleadas para el cálculo del 
VaR, Melo y granados (2011) muestran que es necesario diagnosticar el buen 
ajuste del modelo no solo observando los posibles errores en la captura del nivel 
de probabilidad preespecificado como lo propone la sFc, sino también que debe 
esclarecerse lo adecuado o no de este sobre los posibles problemas de dependen-
cia en las fallas esperadas cuando se realiza el backtesting. Además, como lo expli-
can gaglianone, Lima, Linton y smith (2011), se deben tener en cuenta medidas 
que sean acordes con los períodos de análisis de riesgo sugeridos por la autoridad 
reguladora; es decir, que permitan una evaluación que dé cuenta del desempeño 
del modelo condicional utilizando muestras finitas. Lo anterior puede reducir posi-
bles problemas de riesgo moral incurridos por los administradores de riesgo que 
se verán obligados a emplear herramientas estadísticas que ofrezcan un adecuado 
control del riesgo (Lucas, 2001).
Finalmente, sobre la decisión de qué metodología utilizar para el cálculo del VaR, 
el grado de exigencia por la autoridad reguladora en ocasiones no es coherente 
con las características de los activos financieros; estos exhiben fuerte no lineali-
dad, colas pesadas, dependencia en el tiempo, heterocedasticidad, asimetrías, entre 
otros. cai y Wang (2008) señalan que una mala elección de la metodología eco-
nométrica puede generar sesgo en la estimación de los parámetros y restricciones 
que pueden distorsionar la distribución de los activos.
Una técnica estadística que puede superar tales problemas es la regresión cuan-
til bayesiana, la cual, como lo establecen Yu y Moyeed (2001), chernozhukov y 
Hong (2003) y Aristodemou y Yu (2008), parte de una estructura más flexible que 
los modelos estadísticos tradicionales usando una distribución a posteriori, lo que 
permite adaptarse a los patrones exhibidos por la variable de interés; es robusta en 
la captura de outlier, lo cual avala una mejor adaptación a estados contingentes 
extremos; disminuye posibles problemas de sobre y subvaloración del riesgo, al 
poder recoger mejor la dinámica de los activos. Igualmente, avala una estimación 
de sus parámetros condicionalmente al introducir los factores de riesgo de forma 
directa en el cálculo del VaR (cai y Wang, 2008).
4
 El concepto de eficiencia en media-varianza se refiere al hecho de que las variables explicativas 
en un modelo puedan capturar todos los riesgos idiosincráticos que pueda tener un portafolio de 
activos como variable dependiente (Fama y French, 1996b).
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Por tanto, esta investigación tiene como propósito implementar la metodología 
regresión cuantil bayesiana en el cálculo del VaR en el mercado de valores colom-
biano. Para este objetivo se valoran algunos requerimientos regulatorios sobre 
riesgo de mercado definidos por la superintendencia Financiera de colombia en 
la circular Externa 051 de 2007, sobre metodologías, medidas de desempeño y 
factores de riesgo para el cálculo del VaR, donde con lo último se usan las varia-
bles de los modelos de precios de los activos para esclarecer los efectos que tie-
nen sobre los cuantiles extremos de la distribución de un portafolio de acciones 
colombianas. Además, con la intención de precisar la capacidad predictiva de esta 
técnica, se confrontará con una de las especificaciones propuestas por Engle y 
Manganelli (2004) y un modelo de la familia de heterocedasticidad condicional 
autorregresiva generalizada (gARcH)5.
Este trabajo se divide en seis partes incluida esta introducción. En la segunda, se 
realiza una definición del VaR y se muestran las ventajas y desventajas de algu-
nas metodologías; luego se presenta una justificación sobre la inclusión de los 
factores de riesgo directamente en el cálculo del VaR. En la tercera, se esbozan 
las metodologías utilizadas, donde se ilustra el modelo Asymmetric Power ARcH 
(APARcH), el gARcH indirecto y el de regresión cuantil bayesiana. En la cuarta, 
se describen algunas medidas de desempeño no condicionales, condicionales y 
función de pérdida. En la quinta, se muestran los datos y los resultados sobre 
desempeño de las metodologías. Por último, se dan unas conclusiones, donde 
se encuentra que los modelos estimados con regresión cuantil presentan buenos 
resultados en la captura del riesgo.
ConsideraCiones para el 
CÁlCulo del Var
Valor en riesgo: una revisión metodológica
Un tema de gran interés en finanzas es la determinación de cómo los bancos, 
las sociedades de pensiones y de cesantías y firmas comisionistas, entre otras, se 
cubren ante la exposición al riesgo de mercado, ya que la competencia en la cap-
tación de recursos y obtención de mejores ganancias les ha exigido incurrir en 
mayores riesgos en este segmento de su negocio. Estas usan diferentes instrumentos 
financieros, tales como mecanismos avanzados de inversión y cobertura como los 
derivados (forward, futuros, opciones y swaps), y activos tradicionales como bonos, 
acciones, monedas y commodities (Londoño, 2011).
Una herramienta ampliamente utilizada a escala mundial para cuantificar el riesgo 
de mercado es el VaR, el cual permite (Alexander, 2008): 
1) determinar la cantidad de dinero que se puede perder con una probabilidad 
dada en un período de tiempo.
5
 Por sus siglas en inglés, generalized autoregressive conditional heteroscedasticity.
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2) Medir los riesgos de los factores asociados a estos a través de sus sensibili-
dades. 
3) comparaciones en diferentes mercados y exposiciones. 
4) Ofrecer una medida estándar para cualquier tipo de exposición al riesgo en 
las distintas líneas de negocio que tiene una institución financiera como un 
todo. 
5) Puede calcularse el VaR utilizando un portafolio de activos o para un(os) 
activo(s) individual(es) que luego se pueden agregar. 
Las condiciones que cumple esta son las siguientes: la monotonicidad (si se tienen 
dos portafolios hipotéticos X  y Y , y Y  tiene al menos un mayor rendimiento que 
X  [ X Y ], implica que X  tenga un riesgo menor o igual que Y), la homogenei-
dad (el riesgo es proporcional a la escala del portafolio) y una condición libre de 
riesgo (adicionar un instrumento libre de riesgo en el portafolio disminuye el riesgo 
en su proporción invertida). En contraposición, no satisface la condición de subadi-
tividad, la cual implica que cuando se evalúa el riesgo de un portafolio de activos su 
valor debería de ser menor o igual a cuando se hace la suma de estos activos (gaglia-
none et al., 2011). No obstante, gaglianone et al. (2011) argumentan que para varia-
bles aleatorias continuas se puede satisfacer esta última condición, siempre y cuando 
el primer momento distribucional exista, aunque advierten que para colas pesadas 
superiores a la distribución cauchy esta propiedad no se satisface.
Definición del VaR
Formalmente el VaR de un portafolio de activos se puede definir como VaRt
h α( ), 
donde α ∈( )0,1  es su nivel de significancia y h es el horizonte de tenencia 
máxima de un portafolio riesgoso que se encuentra entre t t h, +[ ) . Ahora, si rt  
denota el retorno de un activo o portafolio en el período t  y l  es el nivel de 
retorno con función de distribución acumulada (FdA) F l
rt
( ) , esta medida es esta-
blecida como 
 VaR l tal que F lt
h
rt
α α( ) ∈ ( )≥{ }+= inf  R     (1)
donde VaR qt
h
tα α( )≡ ,  (diagne, 2002). de acuerdo con la sFc (2007), el nivel de 
significancia a  recomendado es del 1% , aunque se sugieren otras probabilidades 
para mostrar lo adecuado del modelo. Para el período máximo de tenencia h  se 
establece que sea de diez días de vigencia del VaR, donde es preciso reescalar el 
VaR por medio de la regla de la raíz, que consiste en la multiplicación del VaR dia-
rio por la raíz de 10 (VaR VaRth th=10 =1= 10α α( ) × ( ) ).
No obstante, Fedor (2010) y Leiton (2011) señalan que este procedimiento no es 
adecuado para la explicación correcta del comportamiento de las series financieras, 
debido a que no satisfacen cabalmente los supuestos del movimiento browniano 
(continuidad, independencia, estacionaridad y distribución normal). Igualmente, 
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Melo y granados (2011) muestran que el reescalamiento para el cálculo del VaR 
genera una sobrestimación del riesgo usando diferentes medidas de desempeño.
Para solventar este inconveniente, McNeil y Frey (2000) sugieren el uso de Power 
Law Scale Exponents, que consiste en un escalamiento en el VaR de la forma 
h VaRt
h1/ξ α( ) , siendo   estable en toda la distribución de la variable bajo análi-
sis y se define como 
 
ξ
α α
= 1
ln
ln ln
h
VaR VaRt
h
t
( )
( )( )− ( )( )
donde VaRt
h α( )  y VaRt
1 α( )  son los VaR empíricos para el pronóstico h  y 1  
pasos adelante. Por su parte, Kavussanos y dimitrakopoulos (2011) proponen la 
ley de escalamiento empírico, donde la fórmula queda como h VaRs t
h α( ) , estando 
s  definido por
 s VaR VaR
ht
h
t≈ ( ) − ( )   ( )
log log
log
α α1
1
Observando la ecuación precedente, se puede intuir que dicho escalamiento varía 
con cada ventana de datos que es introducida, indicando un comportamiento 
tiempo-variante.
de estas dos propuestas, se observa una mejora en el escalamiento del VaR tradi-
cional, pero siguen habiendo ciertos problemas, al no representarse los verdaderos 
cuantiles teóricos a los que se desea llegar, al requerirse una muestra representa-
tiva, estabilidad en el tiempo y que el proceso distribucional a modelar sea inde-
pendiente e idénticamente distribuido (i.i.d.). Por lo anterior, esta investigación 
empleará un VaR diario sin hacer ningún escalamiento con el propósito de obser-
var si la técnica por sí sola puede ofrecer los resultados esperados en la captura del 
cuantil. como detalles adicionales, para el backtesting, de acuerdo con la regula-
ción, debe contar con 250 días de predicción utilizando un modelo estimado con 
datos diarios que deben ser actualizados cada trimestre.
Lo precedente son algunos requisitos cuantitativos para el cálculo del VaR estipu-
lados en el parágrafo 5.2.2.1 de la circular Externa 051 de 2007. Otros detalles de 
cobertura del riesgo son el análisis de correlaciones entre activos, los requerimien-
tos de capital y el factor multiplicativo. Estos temas no serán abordados, pero pue-
den ser consultados en Melo y granados (2011).
Metodologías empleadas para el cálculo del VaR
de la ecuación (1) se puede observar que esta medida es una herramienta intui-
tiva para modelar el riesgo. sin embargo, su implementación es un problema 
estadístico cambiante al diferir en sus supuestos (Engle y Manganelli, 2004). 
Por este motivo, en la literatura se han empleado diferentes metodologías para 
el cálculo del VaR. En colombia, Melo y granados (2011) estudian la idoneidad 
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de la regulación colombiana utilizando simulación histórica, RiskMetrics, mode-
los ARMA-gARcH, simulación histórica filtrada, entre otras. gallón y gómez 
(2007) emplean gARcH multivariados para capturar la interrelación de diferen-
tes monedas. giraldo (2005) combina el filtro de Kalman y modelos gARcH para 
cuantificar el riesgo.
Estas metodologías muestran ciertas ventajas y desventajas en su implementación 
en el cálculo del VaR. La simulación histórica calcula el VaR por medio de la dis-
tribución empírica de los retornos históricos, utilizando un intervalo de datos orde-
nados de forma ascendente para encontrar aquellos que exceden el nivel de confianza 
1−α. Aquí, este intervalo debe ser actualizado para cada período de tiempo h  ade-
lante (Alexander, 2008; Engle y Manganelli, 2001).
Esta metodología tiene la ventaja de no requerir una distribución paramétrica 
específica. Pero debe asumirse que los intervalos de datos seleccionados no cam-
bian en términos distribucionales, lo que se satisface si todas las variaciones futu-
ras han sido experimentadas en el pasado, haciendo conocida la distribución h  
períodos adelante, lo que implica varios problemas en la cuantificación adecuada 
del riesgo al no ser los retornos distribuidos i.i.d. en el tiempo y al excluirse cam-
bios de régimen (períodos de crisis) que son propios de los mercados financieros 
(Engle y Manganelli, 2001).
Por su parte, el modelo gARcH propuesto por bollerslev (1986) busca caracteri-
zar la ecuación de la media y la varianza del proceso distribucional y explicar la 
volatilidad de los retornos de los activos de manera tiempo-variante. de acuerdo 
con esto, el modelo presenta varias ventajas: a) captura períodos de baja y alta 
volatilidad exhibidos por las series financieras, b) No solo modela el primero y 
segundo momento distribucional, sino también momentos más altos, como es el 
coeficiente de asimetría y la curtosis (McNeil y Frey, 2000) y c) Esta técnica se 
encuentra estrechamente relacionada a la especificación de RiskMetrics TM desa-
rrollada por j. P. Morgan, que es una medida estándar para la administración del 
riesgo de mercado.
Los problemas que presenta esta técnica son el requerir que los residuales estanda-
rizados sean i.i.d. cuando las variables financieras no exhiben ese comportamiento 
(Engle y Manganelli, 2004). suponer que la distribución de los errores es inva-
riante en todo el período de evaluación de la serie, descarta posibles cambios dis-
tribucionales que produzcan errores en el pronóstico de la volatilidad y la elección 
en la distribución usada (Taylor, 2005).
La simulación histórica filtrada al fusionar la simulación histórica y RiskMetrics 
permite el uso de un decaimiento pesado exponencialmente de los retornos pasa-
dos combinado con un factor de innovación como es la volatilidad. su construc-
ción se lleva a cabo en tres pasos: primero, se deben asociar los K  retornos más 
recientes de un portafolio, r r rt t t K, , ,1 1− − + , con sus respectivos pesos, 
1
1
,
1
1
, ,
1
1
1−
−
−
−




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−
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segundo, se organizan los retornos en forma 
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ascendente. Tercero, se suman los correspondientes pesos para deducir el VaR del 
portafolio con un nivel de significancia a , que se haya tomado como punto inicial 
el retorno más bajo (Engle y Manganelli, 2001; Pritsker, 2006).
Aunque esta metodología presenta un progreso con relación a la simulación his-
tórica, tiene la desventaja de suponer una matriz de correlaciones constante en el 
tiempo, lo que no se satisface en datos de series de tiempo financieras largas que 
pueden exhibir diferentes cambios de régimen que pueden replantear los resulta-
dos de esta matriz. Una alternativa para evitar este inconveniente, es recurrir al 
uso de un intervalo de datos pequeño que haga posible que la matriz de correla-
ciones cumpla este supuesto. No obstante, provoca que la precisión en la estima-
ción de la distribución empírica de los errores se reduzca y produzca un problema 
de submuestreo y sobremuestreo que no permiten una inferencia precisa en la eva-
luación del riesgo (Pritsker, 2006).
En el caso internacional, una metodología que presenta resultados satisfactorios 
en el cálculo del VaR, es la regresión cuantil introducida por Koenker y bassett 
(1978). Un modelo que popularizó esta técnica aplicada a la administración del 
riesgo fue el valor en riesgo condicional autorregresivo (cAViaR)6 propuesto por 
Engle y Manganelli (1999, 2001, 2004). su forma general
 VaR F VaR Xt
h
rt t i t j
α α α( ) ( ) 
−
− −= ;
1
 (2)
con F
rt
− • 1 α  denotando la función cuantil condicional de un activo o portafolio 
de activos rt  (chernozhukov y Umantsev, 2001); VaRt i i
r
−
( ){ }α
=1
 es el vector del 
a -ésimo cuantil rezagado y Xt j j
q
−{ }
=1
 es una matriz de variables explicativas 
tanto de factores de riesgo endógenos y exógenos rezagados.
Estos autores para corroborar su superioridad predictiva, realizan una compara-
ción con metodologías paramétricas (RiskMetrics TM y gARcH), semiparamétri-
cas (modelos de portafolio como simulación histórica e híbridos) y no paramétricas 
(la EVT, el cAViaR y un modelo gARcH) y empleando como variables depen-
dientes diferentes distribuciones simuladas por Monte carlo y un conjunto de accio-
nes estadounidenses, encuentran resultados sobresalientes para el cálculo del VaR 
cuando las distribuciones a modelar exhiben colas pesadas. A partir de esta aplica-
ción, se han elaborado otros trabajos cuyo propósito es mostrar cómo se desempeña 
esta técnica bajo diferentes modificaciones metodológicas y condiciones de análisis.
Por la parte bayesiana, chernozhukov y Hong (2003) realizan una justificación 
teórico-empírica del estimador tipo Laplace o quasi-bayesiano, calculado con el 
método Markov Chain Monte Carlo (McMc) en la solución de diferentes pro-
blemas econométricos. Esto les permite deducir la media y los cuantiles de la 
distribución cuasi-posteriori, una descripción completa de la función objetivo, 
6
 Por sus siglas en inglés, conditional autoregressive value at risk.
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evaluación simultánea de puntos de estimación e intervalos de confianza, incor-
poración de la distribución a priori e imposición de restricciones sobre los pará-
metros. Para comprobar las buenas propiedades de esta metodología, realizan una 
aplicación para el cálculo del VaR utilizando fundamentales macroeconómicos 
—tasas de interés, tipo de cambio, inflación, entre otros— como variables expli-
cativas sobre el retorno de una acción de petróleos inscrita en el New York Stock 
Exchange (NYsE), encontrando que esta técnica puede ser una buena alternativa 
para la medición del riesgo.
Aristodemou y Yu (2008) evalúan la capacidad predictiva de un modelo de regre-
sión cuantil no paramétrico bayesiano bajo la estructura cAViaR. Para este propó-
sito determinan la distribución conjunta estándar por medio del algoritmo McMc, 
lo que posibilita la captura de un factor de incertidumbre esbozado en la distribu-
ción a posteriori cuando se hace la predicción. Para evaluar el desempeño de este 
método, hacen un ejercicio de simulación de Monte carlo y una aplicación con 
datos reales para el índice NASDAQ Composite, que los lleva a resultados apro-
piados en sus parámetros cuando se compara con un modelo de regresión cuantil 
semiparamétrico.
Wang y song (2008) buscando capturar los impactos asimétricos de los retornos 
rezagados y sus respectivos cuantiles, proponen un esquema bayesiano nombrado 
como TARcH-cAViaR indirecto para calcular los parámetros de la distribución a 
posteriori, usando el método McMc. A partir de este modelo realizan una aplica-
ción para el índice Changhai Composite, obteniendo resultados satisfactorios en 
el cálculo del VaR.
evaluación del requerimiento regulatorio de las 
sensibilidades de un portafolio de activos
La regulación colombiana propone utilizar una técnica de mapeo de las sensibili-
dades para introducir el factor de riesgo sistemático más relevante en la valoración 
de activos, que consiste en estimar el parámetro de sensibilidad del portafolio del 
factor de riesgo para luego ser insertado en el cálculo del VaR. En los Anexos 1 y 
2 que se hallan en la circular Externa 051 de 2007 parágrafo 2.1.4.1 y 1.4, respec-
tivamente, de acuerdo con lo estipulado en el capítulo 21 parágrafo 5.2.2, se 
sugiere que para el caso de la cuantificación del riesgo accionario, se debe multi-
plicar el VaR por el monto a negociar ajustado lo último por el valor del paráme-
tro b de mercado como medida de sensibilidad del portafolio, el cual es la 
pendiente de la regresión de un activo particular contra un índice de mercado, el 
valor definido por la sFc es del 14,7%. concretamente, esta técnica funciona de 
la siguiente manera: si se define el Equity VaR como la cantidad de dinero inver-
tido ajustado por la sensibilidad y multiplicada por el VaR, se establece 
 Equity VaR EN VaRt
h
t h t
h
 α α( ) × ( )+=  (3)
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donde ENt h+  es el valor absoluto de la exposición neta de posiciones atadas al fac-
tor de riesgo. de la ecuación (3), la técnica de mapeo de las sensibilidades facto-
riales permite una captura eficiente de la tenencia de estos activos, posibilita 
calcular un valor estándar para todos las acciones contenidas en un portafolio 
grande y provee una estructura definida para la toma de decisiones en el proceso 
de administración del riesgo (Alexander, 2008).
No obstante, presenta ciertas desventajas cuando se evalúa el riesgo: una, al tomarse 
el valor de este parámetro de forma estática, no se está recogiendo la dinámica de 
los activos que son influenciados por el mercado y la economía en el tiempo. Otra, 
no se consideran errores en la estimación de los parámetros cuando los supuestos 
distribucionales no se satisfacen; además que podrían generarse posibles sesgos 
por omisión de variables en la estimación. Finalmente, cuando se definen diferen-
tes posiciones, hay una interacción entre estos y sus factores de sensibilidad que 
están en función de varias variables y de su distribución subyacente, generándose 
una caracterización incompleta utilizando tal sensibilidad (Alexander, 2008, pp. 
26-27; Fedor, 2010, pp. 191-192).
de las desventajas mencionadas, se puede deducir que la técnica de mapeo de los 
factores de riesgo determinada por la sFc no necesariamente está haciendo una 
cuantificación completa del riesgo, ya que puede subvalorar o sobrevalorar este 
por no tener una adaptación dinámica en el cálculo del VaR y, como consecuencia, 
puede ocasionar pérdidas a una institución financiera. cai y Wang (2008) mues-
tran que para que una herramienta de administración del riesgo sea adecuada, es 
necesario que esta pueda adaptarse a las condiciones del mercado de una manera 
dinámica.
Una estrategia que se propone es la de introducir factores de riesgo que puedan 
afectar un portafolio de acciones de manera directa en el cálculo del VaR. Los 
argumentos esgrimidos por los modelos de precios de los activos fusionados con 
la técnica de regresión cuantil bayesiana, pueden solventar estas desventajas sin 
modificar las fortalezas de la técnica de mapeo. Aquí, varios esquemas de valoración 
pueden ser relevantes, siendo el modelo de precios de activos de capital (cAPM)7 de 
sharpe (1964) y la teoría de precios de arbitraje (APT)8 de Ross (1976), dos esque-
mas teóricos predominantes. El primero determina que el riesgo de un activo o 
portafolio puede ser explicado por un índice de mercado. El segundo, establece 
que el riesgo es cuantificado por medio de variables de carácter macroeconómico 
(Londoño, 2011; Londoño y cuan, 2011).
Los resultados que proporcionan estos modelos son bajo condiciones de equilibrio 
general, implicando que los hechos que ocasionaron las divergencias en el corto 
plazo no sean totalmente explicadas por tales esquemas, generándose una desven-
taja en el cálculo del VaR al no recoger completamente diferentes anormalida-
7
 Por sus siglas en inglés, capital asset pricing model.
8
 Por sus siglas en inglés, arbitrage pricing theory.
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des que se presentan en dichos mercados, como son el riesgo relativo referente al 
pánico financiero, que explica, cómo la información que se produce en los estados 
financieros de las compañías hace que los inversionistas modifiquen su tenencia 
de activos ante estados contingentes de la economía; la covariación de pequeñas 
y grandes firmas, que evalúa la interacción de los riesgos entre invertir en firmas 
de diferentes tamaños; la reversión de largo plazo del retorno de los activos, esta 
muestra cómo el retorno de los activos tiene un impacto de reversión en su renta-
bilidad, pasando de períodos de ganancias a pérdidas, y viceversa; la explicación 
de la continuidad de los retornos en el corto plazo (Fama y French, 1996a; Lon-
doño y cuan, 2011; Wu, 2002).
Un modelo que puede capturar estas irregularidades es el de Fama y French (1992, 
1993, 1996a, 1998), el cual parte de un enfoque microeconómico que explica el 
comportamiento del retorno de los activos a través de variables internas de la 
empresa, como son el tamaño de la firma definida como la capitalización bursátil 
(ME) y el valor en libros a valor de mercado (book-to-market ratio) (BE/ME), al 
igual que el índice de mercado inscrito en el modelo de sharpe (1964). con los dos 
primeros indicadores se construyen dos portafolios de acciones: el primero es 
la diferencia del más pequeño menos el más grande ME ( SMB )9, y el segundo 
es la resta entre el más alto y más bajo BE ME/ (HML)10. bajo el esquema de 
regresión cuantil el modelo es 
 VaR F EMR SMB HMLt
h
rL t t i t i t i
α α( )  
−
− − −
= , ,
,
1
 (4)
siendo F
rL t,
1− • α  la función del cuantil condicional al retorno del activo L  en el 
período t ( rL t, ) del a -ésimo cuantil; EMRt i  es el retorno del portafolio de mer-
cado en t i ; SMBt i  es el retorno de un portafolio que representa el efecto tamaño 
en t i ; HMLt i  es un portafolio réplica del retorno de los activos que explica el 
riesgo relativo a la firma en t i , siendo una prima de valor que determina cuánto 
puede ganar un inversionista por invertir en una empresa con BE ME/ alto.
Una extensa literatura empírica muestra la superioridad predictiva de este enfo-
que con relación a otros modelos de precios de los activos (véanse: Ali, Hwang 
y Trombley, 2003; cao, Leggio y schniederjans, 2005; connor y Linton, 2007; 
Lewellen, 1999; Tai, 2003; Wu, 2002). Para una descripción detallada de tales tra-
bajos y críticas suscitadas en torno al modelo cAPM y APT, véanse a Londoño y 
cuan (2011).
de la ecuación (4) se puede observar que esta se enfoca en la valoración del riesgo de 
mercado de un portafolio de acciones o acción individual. Pero es posible la agre-
gación de otro tipo de activos, como pueden ser los títulos de deuda pública (TEs) 
y bonos corporativos, adicionando otros factores de riesgo en el modelo (véanse a 
Fama y French, 1993, para los detalles).
9
 Por sus siglas en inglés, small minus big.
10
 Por sus siglas en inglés, high minus low.
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metodologías
modelo Asymmetric Power arCH
Una técnica que tiene gran relevancia en la modelación del retorno de los activos y 
consecuentes medidas de riesgo, es el APARcH. Esta anida siete especificaciones 
de los modelos de la familia gARcH y muestra una mejor capacidad explicativa de 
las características exhibidas por las series financieras, al poder capturar patrones 
especiales de autocorrelación de manera no lineal (ding, granger y Engle, 1993; 
giot y Laurent, 2003).
si rt  es el retorno de un portafolio de activos, el modelo APARcH (1,1) es expre-
sado como 
   
 
r a
a
i i dN
a a
t t t
t
t t t
t t t t
=
=
. . 0,1
= 0 1 1 1 1 1
µ
σ ε ε
σ α α γ β σδ
δ
+
( )
+ −( ) +− − −

1
δ
 (5)
siendo t  la modelación de la media, que puede ser una especificación tipo ARMA; 
 t  es el término de error; at  es generado por un APARcH (1,1);  t  es la desvia-
ción estándar condicional; α δ α γ β0 1 1 1> 0, 0, 0, 1 < < 1,    ≥ ≥ −  son los pará-
metros desconocidos. donde,  permite la transformación tipo box-cox de  t , 
posibilitando el uso de otras especificaciones no lineales; g1  hace que prevalezca la 
propiedad del efecto leverage por medio de la respuesta asimétrica de la volatilidad, 
que se traduce en que malas noticias vienen acompañadas de alta volatilidad en los 
retornos, y viceversa, y puede explicarse por la correlación que existe entre el 
retorno de los activos con la volatilidad (ding et al., 1993; giot y Laurent, 2003).
giot y Laurent (2003) han encontrado evidencia de que la especificación en la 
ecuación (5) no es óptima, al no tener en cuenta la condición de colas pesadas 
exhibidas por la distribución de los retornos. Para solventar este problema, un Stu-
dent APARcH es propuesto, pasando ε t i i dt v . . 0,1,( ) . Por tanto, el cálculo del 
VaR sería expresado por ˆ ˆµ σαt h v t hst+ ++ ×, , con st va ,  el cuantil a  de la distribu-
ción t-student con v grados de libertad11.
11
 Lo que afirma giot y Laurent (2003) es, además de un Student APARcH, la introducción de un 
componente de asimetría; no obstante, se intentó utilizar varios algoritmos (nlminb, lbfgsb, nl-
minb + nm, lbfgsb + nm) en el paquete estadístico R que no alcanzaron la convergencia, por eso 
solo se utiliza esta especificación sin asimetría.
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regresión cuantil
Modelo CAViaR
si rt  es el retorno de un portafolio de activos, y xt  es el conjunto de variables 
explicativas, el modelo cAViaR es expresado como 
 r q xt t t t= ;, ,α αβ ε( )+  (6)
siendo εα ,t  el término de error (que se asume distribuye igual a cero en su valor 
esperado) en el a -ésimo cuantil en el período t  con distribución fα •( ) , 
−∞
∫ ( )
0
=f dα ε ε α  (Aristodemou y Yu, 2008; Taddy y Kottas, 2010), y 
 q x q x l x xt t t t t p t t
T
α αβ β β β β β, 1 , 1 1 2 1; = ; ; , , =( ) ( )+ ( )− − − … Ω
es el a -ésimo cuantil en el período t , donde β β β β= ; , ,1 2  p
’   es el vector 
de parámetros y x q xt
T
t t= ;, 1α −   es la matriz de variables explicativas que con-
tiene el a -ésimo cuantil en el período t1 . La expresión q xt tα β, 1 1;− −( )  corres-
ponde al a -ésimo cuantil rezagado un período que permite que el cuantil cambie 
suavemente en el tiempo; sin embargo, no es un requerimiento indispensable para 
la buena captura del riesgo (Londoño, 2011). Y xt  son la variables explicativas 
introducidas en la función l, l t•( )−Ω 1 , la cual puede tomar en consideración 
variables económicas y formas funcionales condicionado al grupo de información 
Ωt−1 ; entre ellas se halla el esquema de Fama y French (1992) —descrito en la 
sección anterior— y la especificación del modelo gARcH indirecto (Engle y 
Manganelli, 2004) dada por 
 
q x q rt t t tα αβ β β β, 1 2 1
2
3 1
2 1 2; =( ) + +( )− −,
/
 (7)
Ambos esquemas se utilizarán en este trabajo. Los valores estimados de los pará-
metros del modelo se obtienen minimizando 
 
t
t t tr q x∑ − ( )( )ρ βα α , ;  (8)
siendo ρα  la función de pérdida definida como 
 ρ α αα u uI u uI u( ) ( )− −( ) ( )∞[ ) −∞( )= 10, ,0  (9)
con I u
a b,[ ) ( )  una variable indicadora en a b,[ )  (Aristodemou y Yu, 2008; Yu y 
Moyeed, 2001).
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Regresión cuantil bayesiana
Recientemente, se propuso un método alternativo de estimación del modelo 
cAViaR a través de regresión cuantil bayesiana, que tiene como característica dife-
rente a los modelos estadísticos tradicionales el utilizar el algoritmo McMc para 
determinar sus parámetros; posibilita una mejor descripción del problema que se 
está evaluando al poder caracterizar toda la distribución de los parámetros y per-
mite resolver problemas de carácter estadístico de gran complejidad (Aristodemou 
y Yu, 2008; chernozhukov y Hong, 2003; Wang y song, 2008; Yu y Moyeed, 2001).
Aristodemou y Yu (2008) muestran que la minimización de la ecuación (8) es 
equivalente a la maximización realizada con la función de verosimilitud combi-
nada con la densidad de Laplace asimétrica. Esta distribución es empleada en el 
modelo de regresión cuantil bayesiana para el cálculo del VaR, gracias a que con 
este tipo de función se pueden resolver problemas de estimadores extremos. Asi-
mismo, ofrece una estimación eficiente sin tener que incurrir en altos costos com-
putacionales (Aristodemou y Yu, 2008; chernozhukov y Hong, 2003; Wang y 
song, 2008). 
Para realizar inferencia sobre q xt tα β, ;( )  se deben satisfacer dos supuestos liga-
dos a como se estiman los parámetros de los modelos lineales generalizados (Yu y 
Moyeed, 2001): 
1) La distribución f rt t; µ( )  sigue la forma de una Laplace asimétrica con fun-
ción de densidad de probabilidad f u uα αµ σ
α α
σ
ρ
σ
; , =
1( ) −
( )
−












exp , 
donde u r q xt t t= ;,− ( )α β  y  > 0  denota el parámetro de escala. 
2) Para alguna función enlace g  conocida, g x q r xt T t tµ β α( ) ( )= = . 
Para estimar los valores de los parámetros de la ecuación (6), es necesario estable-
cer una distribución a posteriori para b dados los retornos. si pi β( )  es la distri-
bución a priori de b, la distribución a posteriori estará definida por 
 pi β β σ pi βr L r( )∝ ( ) ( ),  (10)
con función de verosimilitud 
 L r r q x
n n
t
t t tβ σ
α α
σ σ
ρ βα α, =
1 1
;
,
( ) −( ) − ( )( )








∑exp  (11)
Es posible extraer los parámetros desconocidos de la ecuación (10) vía el algo-
ritmo McMc que una vez ha convergido permite hacer un muestreo de pi β r( ).
Específicamente, el algoritmo es un método probabilístico de maximización en el 
que son trazados los valores de b de una manera secuencial, es decir, si b i para 
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i = 1,2,  denota los posibles valores que toma b, entonces la secuencia va actua-
lizándose a sus valores más recientes, los trazos son realizados desde una cadena 
de Markov, la cual se mueve en las zonas de alta densidad, pero también en las 
colas si el muestreo es lo suficientemente largo. El éxito del procedimiento no es 
su propiedad de Markov en el cálculo de los parámetros, sino en su manera de 
aproximar la distribución en cada paso de la simulación (Aristodemou y Yu, 2008; 
gelman, carlin, stern y Rubin, 2004; Yu y Moyeed, 2001).
Yu y Moyeed (2001) muestran que es difícil poder conocer cuál podría ser una 
buena distribución a priori para b, ya que no existe suficiente información para 
establecer una que permita explicar apropiadamente el proceso generador de los 
datos. Los autores proponen utilizar la distribución uniforme, una distribución a 
priori impropia, pero que puede proporcionar una distribución a posteriori propia.
Para corroborar este resultado, se debe establecer que la verosimilitud definida en 
la ecuación (11), aunque no sea continua en todos los reales, puede ser integrable 
en Riemman (Aristodemou y Yu, 2008). Por tanto, para que se satisfaga la correcta 
especificación de la distribución a posteriori se debe cumplir que 
 0 < <1Rp f r d+∫ ( ) ∞β β
Yu y Moyeed (2001) y Aristodemou y Yu (2008) enuncian y prueban el siguiente 
teorema que da las herramientas necesarias para probar la condición anterior:
teorema 1. suponga que la distribución a priori para b es impropia y uniforme, 
es decir, pi β( )∝1 , entonces todos los momentos de la distribución a posteriori 
existen.
prueBas de desempeÑo (BACKTESTING)
La selección del modelo interno para administrar el riesgo de mercado por una ins-
titución financiera tiene implicaciones de carácter económico, de reputación y de 
confianza. Por un lado, el hecho de no seleccionar un modelo adecuado involu-
cra pérdidas de capital por sobrevalorar o subvalorar el riesgo cuando no se está 
recogiendo el comportamiento del activo bajo evaluación; lo último ocasiona un 
aumento en los niveles de capital requeridos, vía el factor multiplicativo  cuando 
las violaciones del nivel de probabilidad del VaR aumentan y, por consecuencia, 
disminución de liquidez en la apertura de posiciones. Por otro, el evento de que 
los errores de los modelos son dependientes en el tiempo (clústeres) hace que los 
agentes que trabajan en actividades de corretaje sean sancionados constantemente, 
provocando que la reputación de la respectiva institución se vea aminorada.
Melo y granados (2011) indican que es necesario seleccionar modelos que no solo 
se adapten a la captura del nivel de probabilidad preespecificado como lo propone 
la sFc (circular Externa 051 de 2007, parágrafo 5.2.2.2), sino que también puedan 
explicar la dinámica del riesgo ante posibles estados de dependencia y correlación 
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que surge cuando hay períodos de alta probabilidad de pérdida. En la literatura se 
han propuesto varias medidas de desempeño con el objetivo de determinar qué tan 
adecuados son en la captura del riesgo. El propósito de su utilización es prevenir 
posibles problemas de riesgo moral que impliquen una subvaloración del riesgo, 
debido a que por medio de tal evaluación se pueden elevar los requerimientos de 
capital cuando el modelo no está ofreciendo una cobertura completa de los posi-
bles riesgos en los que se incurre cuando se abre una posición financiera (Lucas, 
2001). Estas medidas consisten en pruebas de cobertura incondicional, de inde-
pendencia, condicionales y basadas en funciones de pérdida.
proporción de fallas de Hit
Este estadístico determina si el nivel de probabilidad preespecificado es capturado 
por el modelo, es decir, si se satisface que Pr r qt t< =,α α  t . bajo una posición 
larga, el cálculo de la proporción de falla de Hit (%Hit ) se define
 % = ; 100 =1
=1
,
1
=1
Hit T I r q x T I
t
T
t t t
t
T
tα βα( ) − ( )( )





×





− −∑ ∑ ×100  (12)
con It  siendo una función indicadora de la forma
 I
ara r q x
en cualquier otro casot
t t t
=
1 < ;
0
,
 p  
    
α β( )


Estableciéndose que un modelo se encuentra bien especificado si la proporción de 
fallo es igual a la probabilidad a preespecificada o teórica del cuantil (Engle y 
Manganelli, 2004; Londoño, 2011).
proporción de fallas de Kupiec
Esta prueba evalúa la significancia en la captura del nivel a -ésimo valorando la 
hipótesis nula H p0 : = a , lo que permite determinar la precisión del modelo en la cap-
tura de la probabilidad a. su estadístico se basa en una prueba de razón de verosi-
militud (LRT)12 dada por 
 LRT
L p I I
L I I
p p
UC
T
T
n n
= 2
; , ,
; , ,
= 2
11
1
0 1
−
( )
( )





 −
−( )
ln ln

pi ˆ ˆpi pi
χ
n n0 1 1
2
1−( )







 ( )  (13)
12
 Por sus siglas en inglés, likelihood ratio test.
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donde n T I
t
T
t1
1
=1
=
− ∑ , n T I
t
T
t0
1
=1
= 1− − ∑ , pˆi = /1 0 1n n n+( )  y χ 12( )  es una chi-
cuadrado con un grado de libertad (cristoffersen, 1998; Melo y granados, 2011).
Cuantil dinámico
Este estadístico parte de la crítica de la explicación no condicional de los errores 
al igual que posibles cambios subyacentes que afecten de forma adversa a un por-
tafolio de activos. Específicamente, una falencia que presentan las anteriores prue-
bas, es que no se está haciendo una evaluación condicional de los errores cometidos 
por el modelo, ya que, si bien, pueden determinar la captura del nivel de probabi-
lidad preespecificado a que asume que E Hitt% =α α( )( ) para un modelo bien 
especificado, no se está estableciendo si tales errores expresados por la función 
indicadora It t
T{ }
=1
 son i.i.d. (cristoffersen, 1998).
de acuerdo con esto, Engle y Manganelli (2004) proponen la prueba del cuantil 
dinámico que permite una evaluación correcta contra posibles malas especificacio-
nes del modelo, y una extensión directa a la utilización de otras variables explica-
tivas, como pueden ser los cuantiles estimados rezagados y variables dummy para 
medir estacionalidades. Ahora, si se tiene 
 Hit I r q xt t tα β αα( )≡ ( )( )−< ;,
donde Hit α( )  es un vector que incluye valores a  y 1−α  que dependen de si se 
mantuvo o no corregido el riesgo. de acuerdo con esto, se espera que si el modelo 
se halla bien ajustado, entonces los factores de riesgo son incorrelacionados y el 
valor esperado de q xt tα β, ;( )  será igual a cero. Para contrastar la anterior hipóte-
sis se parte de la regresión auxiliar 
 Hit Hit q x X
i
r
i t i r t t t tα δ δ α δ β ξ δ ξα( ) + ( )+ ( )+ +∑ − += ; =0
=1
1 ,
siendo X Hit Hit q xt t r t t
’
= 1, , , ; ;1 ,− −( ) ( ) ( ) α α βα  la matriz de variables expli-
cativas y δ δ δ= , ,0 1 r
’
+
   un vector de parámetros desconocidos. Entonces, es 
construido el estadístico de prueba 
 DQ X X k= 1
2′ ′
−( ) ( )
δ δ
α α
χ  (14)
donde k rango X= 1( )−  son los grados de libertad de una c 2  (Engle y Mangane-
lli, 2001, 2004).
prueba basada en análisis de regresión
clements y Taylor (2003) muestran que por medio de la prueba de Engle y Man-
ganelli (1999), no se está capturando completamente la dinámica de los retornos 
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de los activos porque se soslaya la explicación adecuada de los clústeres de volati-
lidad y no se modela correctamente la naturaleza de la variable dependiente como 
función indicadora. Para solventar este problema utilizan la siguiente regresión 
artificial: 
 I I D t w w Tt
i
w
i t i
i
w
i i t t= , = 1, 2, ,0
=1 =1
1
,
λ λ ϕ ε+ + + + +∑ ∑−
−
  (15)
siendo Di t,  una variable dummy que explica los clústeres de volatilidad. En tanto, 
para buscar la modelación correcta de la función indicadora, It, recurren a la regre-
sión logística, que ofrece una estimación eficiente de (15), al modelar una variable 
discreta como variable dependiente. su fórmula es 
 Pr I Z t nt = 1 = , ; , = 1,2, ,0( ) ( )Λ Φλ 
con Λ Φ
Φ Φ
λ
λ λ
0
0 0
, ; = / 1Z e eZ Z( ) +( )+ ′ + ′  y Z I I D Dt t w t w t
’
= , , ; , ,1 1, 1,− − −   . A 
partir de este modelo, se evalúa la hipótesis H0 : = 0  restringida a que λ α0 = , 
con Φ = , , ; , ,1 1 1λ λ ϕ ϕ w w
’
−
 . concretamente, si λi ≠0  sugiere que la secuen-
cia It t
T{ }
=1
 se halla correlacionada serialmente y si ϕi ≠0  implica que hay efec-
tos periódicos, es decir, esta última hipótesis permite esclarecer si el modelo se 
adapta a las condiciones de dependencia que presentan las series financieras 
cuando se hallan en períodos de alta y baja volatilidad. Para ello se utiliza un esta-
dístico LRT definido como 
 LRT L L
w
= 2 = 0 0 2 1
2− ( )− ≠( ){ } −ln lnΦ Φ  χ  (16)
donde L Φ = 0( )  y L Φ≠( )0  es la verosimilitud bajo la hipótesis nula y alterna-
tiva, respectivamente.
Valor en riesgo basado en regresión cuantil (o prueba VQr)
gaglianone et al. (2011) advierten que las pruebas construidas en función de una 
variable binaria, como las de Kupiec y Engle y Manganelli (2004) son poco poten-
tes para explicar la dinámica de los activos en muestras finitas, a razón de que 
se contabilizan pocos eventos extremos. Por lo que proponen una metodología 
basada en regresión cuantil. con ella, lo que se busca, es tener una medida de eva-
luación de modelos que pueda adaptarse a la dinámica del VaR calculado, además 
de explicar períodos de calma o crisis usando muestras finitas. La prueba se basa 
en la siguiente regresión cuantil: 
 q v q xt t t tα αθ α θ α θ α β,
*
0 1 ,; = ;( )( ) ( )+ ( ) ( )
donde v q xt t t
’
= 1, ;
,α β( )  es la matriz de variables explicativas que incluye un 
intercepto y el cuantil estimado o VaR por la técnica a evaluar (por ejemplo, un 
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modelo gARcH o de regresión cuantil), y θ α θ α θ α( ) ( ) ( ) = ,0 1
’
 son los pará-
metros a estimar en el a -ésimo cuantil. El propósito de la prueba es evaluar si 
Pr r q xt t t< ; =,α β α( )  . La hipótesis nula global es 
 H0
0
1
:
= 0
= 1
θ α
θ α
( )
( ) −



y el estadístico de prueba es definido por 
 ζ α α α α χα αVQR T H JH
’
= 1 1 1
1
2
2Θ Θ( ) −( )( ) ( ) 
− − −
( )  (17)
siendo J p
T
v vT
t
T
t t=
1
=1
→∞ ∑ ′lim  y H p T v v f q vT t
T
t t t t tα α θ α=
1
;
=1
,
*
→∞ ∑ ′ ( )( )( ) lim  bajo 
la hipótesis nula del modelo de regresión cuantil q vt tα θ α,
* ; ( )( )  en el que 
Θ α θ α( ) ( )+[ ]= 0,1 ’. El término ft •( )  es la densidad condicional de rt  evaluada 
en el cuantil a (gaglianone et al., 2011).
Función de pérdida asimétrica
A partir de la implementación del VaR como una medida de riesgo de mercado, en 
bcbs (1996) se definen tres zonas de riesgo (verde, amarilla y roja) que, según 
sean las fallas cometidas por el modelo, determinarían a través de un factor mul-
tiplicativo cuál sería la respectiva penalización. Un problema que presenta este 
requerimiento, es el hecho de evaluar el mayor riesgo de forma binaria sin perca-
tarse si los errores cometidos por el modelo fueron muy amplios (o estrechos) en 
comparación con el valor pronosticado del VaR, ocasionando pérdidas de liquidez 
por altas penalizaciones en períodos de crisis cuando no necesariamente se pre-
sentó un error de pronóstico de gran cuantía.
Ante lo anterior, es importante poder sancionar posibles desviaciones del pronós-
tico de su valor objetivo vía una función de pérdida asimétrica, que por medio de 
su forma exponencial determina el grado de sobrevaloración o subvaloración del 
riesgo. Este estadístico proporciona al administrador de riesgo no solo estar al 
tanto de los costos en los que se incurre por tener un valor pronosticado por debajo 
del estado observado, sino también en los que se infringe por realizar provisiones 
por encima de su valor objetivo (Londoño, 2011). Por tanto, se evaluará el modelo 
con la siguiente función lineal exponencial nombrada como Linex: 
 L r q c q r c q r c ct t t t t t, = 1 = 1, , ,α α α{ } −( ){ }− −( )− { }− −exp exp ∆ ∆  (18)
con c  denotando una constante fija conocida. Esta función tiene las siguientes 
propiedades: es igual a cero cuando q rt ta , =  y positiva en otro caso; es una fun-
ción convexa para ∆∈ −∞∞( ), ; es decreciente para ∆∈ −∞( ),0 y creciente para 
∆∈ ∞( )0, ; la mayor penalización se define según sea el valor que tome c, tal que 
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c < 0  implica mayor penalización por subvaloración del riesgo, y viceversa 
(samaniego, 2010).
resultados
datos, construcción de indicadores y portafolio
Los datos utilizados se obtuvieron de la página web de la sFc y del grupo Aval y 
corresponden a 1.355 observaciones en el período comprendido entre el 3 de enero 
de 2007 y el 24 de diciembre de 2012. cada serie fue transformada a través de la 
expresión r z zt t t= 1ln ln( )− ( )− .
En el cuadro 1 se pueden observar estas variables, en la parte superior se hallan 
los factores de riesgo usados para el modelo de Fama y French, y en la inferior, 
las de los modelos APT y cAPM; de las variables de ambas especificaciones es 
explicada su construcción, símbolo y la fuente de donde fueron consultadas. cabe 
observar de este cuadro, que no se encuentra la variable dependiente que será el 
único insumo para el modelo APARcH y gARcH indirecto, la cual será expli-
cada abajo.
Para obtener los factores de riesgo de Fama y French (1992, 1993) se calculan las 
siguientes ecuaciones: 
 
SMB B H S H B M S M B L S Lt t t t t t t= 1 / 3 / / / / / /( ) −( )( )+ ( ) −( )( )+ ( ) −( )( ) 
y 
 HML B H B L S H S Lt t t t t= 1 / 2 / / / /( ) −( )( )+ ( ) −( )( ) 
donde, 
•	 S L
t
/( ) : el portafolio está constituido en activos con bajo- ME que también 
se hallan en el grupo de bajo- BE ME/ . 
•	 S M
t
/( ) : el portafolio está constituido por activos que tienen bajo- ME y un 
nivel medio de BE ME/ . 
•	 S H
t
/( ) : el portafolio está constituido en activos con bajo- ME y un nivel 
alto de BE ME/ . 
•	 B L
t
/( ) : el portafolio está constituido por activos que tienen un alto- ME al 
igual que bajo- BE ME/ . 
•	 B M
t
/( ) : el portafolio está constituido en activos que tienen un alto- ME y 
un valor medio de BE ME/ . 
•	 B H
t
/( ) : el portafolio está constituido por activos que tienen un alto- ME  
y un valor alto de BE ME/ . 
Para la construcción de estas variables se emplearon 45 acciones de empresas que 
transan en el mercado accionario colombiano. Estas están compuestas de empre-
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sas financieras y no financieras. Aquí, lo que se buscó con esta selección es poder 
tener un conjunto que permita observar la dinámica del mercado de valores colom-
biano bajo las diferentes características de los activos (nivel de liquidez, tamaño, 
visibilidad, disponibilidad), pero tratando de evitar activos con una muy baja liqui-
dez, que pueden no generar un aporte a la explicación del mercado (véase Anexo 
1 para los detalles).
cUAdRO 1.
VARIAbLEs EXPLIcATIVAs UTILIZAdAs PARA EL cONTRAsTE EMPÍRIcO
 Variable  símbolo Fuente  definición 
 aplicación modelo Fama y French
Índice de mercado 
completo EMRt sFc
Promedio de los seis portafolios construidos 
para los factores de Fama y French que se expli-
can abajo.
Más pequeño menos 
el más grande ME SMBt sFc Explicación de su construcción abajo.
Más alto menos el 
más bajo BE ME/ HMLt sFc Explicación de su construcción abajo.
 aplicación modelo apt y Capm
beta de mercado IGBCt sFc
Índice general de la bolsa de Valores de colom-
bia que agrupa las acciones más líquidas que 
cotizan en la bolsa de Valores de colombia.
Letras del Tesoro de 
los Estados Unidos T t6
grupo 
Aval
Tasa de interés de los bonos de Estados Unidos 
a seis meses.
Tasa representativa 
del mercado TRMt sFc
Promedio aritmético simple de las tasas ponde-
radas de las operaciones de compra y venta de 
divisas efectuadas por instituciones financieras 
en colombia.
Tasa de interés 
interbancaria de 
colombia 
TIBt
grupo 
Aval
Tasa de interés efectiva anual de préstamo entre 
los bancos colombianos en el corto plazo.
Unidad de valor real UVRt
grupo 
Aval
Inflación acumulada de los últimos tres meses 
utilizada para efectuar operaciones de crédito 
hipotecario en el largo plazo.
Emergent Market 
bond Index EMBIt
grupo 
Aval
Índice elaborado por j. P. Morgan que define la 
tasa de interés que pagan los países en vías de 
desarrollo por sus bonos.
Fuente: elaboración propia.
Para la selección del portafolio de activos como variable dependiente, se siguieron 
las recomendaciones realizadas por el comité de basilea, que consisten en la aper-
tura de posiciones financieras que sean valoradas de manera homogénea por los 
participantes del mercado (buen nivel de liquidez y profundidad), lo que se halla 
estrechamente relacionado con una alta calificación crediticia por parte del emi-
sor, visibilidad de la compañía, un bajo riesgo de inflación e incertidumbre cam-
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biaria y que no se esté entrelazado a instituciones con posibles riesgos en el corto 
plazo (bcbs, 2010).
Por esta razón, se va a emplear un portafolio de activos que tiene en cuenta un 
nivel de liquidez alto, además de las características propias de una empresa sobre 
su dinámica en la economía y posibles riesgos de quiebra. Esto puede ser reunido 
por el portafolio réplica B H
t
/( )  propuesto por Fama y French (1992, 1993), el 
cual tiene en cuenta a las empresas más representativas del país que presentan una 
buena capitalización bursátil y alto nivel de ganancias.
medidas de desempeño para los modelos
La comparación de metodologías aplicadas al VaR se realizó a través de los mode-
los APARcH (ding et al., 1993), el gARcH indirecto (Engle y Manganelli, 2004), 
uno que contiene los factores de Fama y French (1992), uno que incluye variables 
de carácter macroeconómico y financiero (APT), y uno que tiene un índice de mer-
cado como variable explicativa (cAPM). En el cuadro 2 se presentan las variables 
utilizadas en cada especificación.
cUAdRO 2.
FORMAs QUE TOMA EL VEcTOR xVt  sEgÚN sU EsQUEMA
 Vector xVt  para cada esquema
Modelo ( / )B H t
APARcH ′  −x at t1 1= 1,
gARcH indirecto ′ ( ) − −x q B Ht t t2 , 1
2
1
2
= 1, , /α
Fama y French ′  − − −x EMR SMB HMLt t t t3 1 1 1= 1, , ,
APT ′  − − − − −x IGBC T TRM UVR TIBt t t t t t4 1 1 1 1 1= 1, , 6 , , ,
cAPM ′  −x IGBCt t5 1= 1,
Fuente: elaboración propia.
Para determinar las variables del primer modelo se utilizó el análisis de la fun-
ción de autocorrelación simple (AcF) y parcial (PAcF), y dadas las características 
exhibidas por la variable dependiente, se usó una distribución t para modelar el tér-
mino de error (véase Anexo 2 para los resultados de parámetros y algunas pruebas 
de especificación). Para la segunda especificación se siguió la propuesta de Engle 
y Manganelli (2004) (véase Anexo 3 para los resultados de los parámetros estima-
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dos). Para los últimos tres esquemas, se tomó el primer rezago de las respectivas 
variables utilizadas para cada especificación con el propósito de capturar el com-
portamiento inmediato del mercado, los cuales fueron estimados a través de la téc-
nica de regresión cuantil bayesiana utilizando el algoritmo McMc (véase Anexo 
4 para la estimación de los parámetros). La estimación de estos modelos fue reali-
zada en Matlab versión 2009a y R (R development core Team, 2012)13.
Para estas estimaciones, los costos computacionales fueron de menos de 1 minuto 
para el modelo APARcH, de cerca de 37 minutos para el gARcH indirecto, y para 
los modelos estimados con regresión cuantil bayesiana tomó aproximadamente 
5 minutos para cada especificación. de acuerdo con estos costos, tales modelos 
pueden ser implementados en una institución financiera de manera sencilla y sin 
mayores costos monetarios, ya que la mayoría de las estimaciones y cálculos se 
hicieron en R, que es un software estadístico libre.
Ahora bien, para los últimos tres modelos, se utilizaron 150.000 iteraciones como 
base para garantizar su convergencia y la mezcla se descartan los primeros 100.000. 
Para evaluar esto, en el Anexo 4 se encuentran los análisis gráficos, como el trace 
plot y la función de autocorrelación, al igual que las pruebas de gweke y Heide-
lberger-Welch. con respecto a estos gráficas (gráficas 3, 4, 5 y 6), el trace plot 
muestra que para los parámetros de las tres especificaciones para 10.000 observa-
ciones presentan estacionaridad en la cadena, lo que implica una rápida mezcla y, 
por consecuencia, convergencia que permite dilucidar una caracterización válida de 
la distribución a posteriori. En tanto, la función de autocorrelación, presenta resul-
tados eficientes en el algoritmo, al darse un rápido decaimiento que hace posible 
evitar ruido en las estimaciones extremas al darse un comportamiento estacionario.
Para la prueba de gweke (1992), se examina si los valores de los parámetros han 
convergido a través de la comparación en un estado inicial y final de la cadena de 
Markov. En esta situación, los datos iniciales y finales para el análisis fueron los 
del 10% y del 50%. En el cuadro 4 del Anexo 4 se pueden visualizar los resulta-
dos para las tres especificaciones, en los cuales se aceptó y no la convergencia de la 
cadena (valores menores y mayores que uno, respectivamente). sin embargo, este 
resultado debe tomarse con cuidado, ya que no hay una clara justificación del punto 
inicial y final a evaluar, lo que puede distorsionar los resultados (jackman, 2009).
Finalmente, para la prueba de Heidelberger-Welch que reporta si el tamaño mues-
tral es adecuado para encontrar una media precisa, valora dos componentes: el 
primero, evalúa la hipótesis nula de si los valores muestrales provienen de una dis-
tribución estacionaria usando el estadístico de cramér-von-Mises. En este caso, en 
el Anexo 4 en el cuadro 5 en su parte izquierda, se observa que esta supera el con-
traste de estacionaridad para todas las variables. La segunda, usando la proporción 
13
 El modelo de regresión cuantil bayesiano, se estimó con el paquete estadístico R por medio de la 
librería bayesQR y las pruebas de evaluación de  la librería coda, el gARcH indirecto se realizó 
en Matlab con el código elaborado por Engle y Manganelli, y el APARcH en la librería fgarch 
de R.
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de datos que pasaron la primera prueba, se calcula la prueba half-width, la cual 
construye un intervalo de confianza del 95% para la media. En la parte derecha 
del mismo cuadro se observa que el valor objetivo para la razón half-width para la 
media muestral fue superado (la razón half-width para la media muestral es menor 
que eps = 0,1) (jackman, 2009).
Ahora bien, en los cuadros 3 y 4 se pueden resumir los resultados de las medidas 
de evaluación dentro del período de estimación y de backtesting, respectivamente, 
presentadas en la sección anterior, para un modelo VaR diario y una posición de 
compra por parte de una institución financiera (posición larga). En estos se halla el 
valor de la proporción de Hit ( %Hit ); los valores p para la proporción de fallas de 
Kupiec, el cuantil dinámico, el análisis de regresión y la prueba VQR; en tanto 
para la función de pérdida Linex está su valor entregado. Lo anterior es calculado 
para los cuantiles de 1% y 5% y las cinco especificaciones propuestas en el cua-
dro 2. Para el cálculo del cuantil dinámico se utilizaron los diez primeros rezagos 
de la función indicadora; para el estadístico de análisis de regresión se usaron los 
cinco rezagos y se construyó una variable dummy para separar períodos de alta y 
baja volatilidad, y para la función de pérdida Linex, el factor de asimetría fue 
c = 4 .
Ahora bien, en el cuadro 3, en términos de la %Hit, en general, todos los mode-
los para los cuantiles del 1% y 5% se desempeñaron adecuadamente, puesto que 
su valor empírico se aproxima a su teórico; sin embargo, el modelo APARcH no 
satisfizo esta tendencia, ya que presenta una sobrevaloración del riesgo (los valo-
res observados fueron muy bajos con relación a los cuantiles teóricos). Para la pro-
porción de fallas de Kupiec (columna 3, cuadro 3), muestra que a excepción del 
modelo APARcH, en todos los modelos no se rechaza la hipótesis nula que deter-
mina la captura de la probabilidad preespecificada a.
Para el cuantil dinámico, se siguió la misma tendencia de la aceptación del no 
rechazo de la hipótesis nula sobre la captura del valor teórico a y la no correla-
ción entre los errores dado sus valores p. del resultado de este estadístico se debe 
destacar que si bien el modelo APARcH no presenta un buen desempeño en la 
captura del a -ésimo cuantil, no está rechazando la hipótesis nula de cobertura 
incondicional y correlación de los errores. Para la prueba de análisis de regresión, 
se aceptó de forma general la hipótesis nula de cobertura con respecto al nivel de 
confianza teórico y correlación entre errores de la función indicadora. con rela-
ción a la prueba VQR, se está dando en general la aceptación de la hipótesis nula.
Finalmente, para la función de pérdida Linex, los resultados deben interpretarse 
conjuntamente dada la dependencia que existe entre esta y los demás estadísticos 
de prueba (particularmente la %Hit). de acuerdo con estos resultados, el modelo 
que presenta el mejor ajuste es el modelo de Fama y French, seguido por el cAPM 
y APT, es decir, los valores entregados por esta medida son los más bajos cuando 
se observan juntamente con la %Hit.
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Para el período de backtesting se emplearon 250 observaciones como lo sugiere la 
regulación (véase cuadro 4). Aquí, el modelo APARcH sigue presentando el 
mismo fenómeno de sobrevaloración del riesgo, implicando la no explicación ade-
cuada de este portafolio. Para las especificaciones restantes, se dieron valores 
similares en la %Hit  para el cuantil del 1%, donde se destaca que el modelo 
gARcH indirecto se aproxime más al valor teórico en el 1 y el de Fama y French 
en el 5%.
cUAdRO 3.
MEdIdAs dE dEsEMPEÑO dENTRO dEL PERÍOdO dE EsTIMAcIÓN
%Hit
proporción 
de fallas de 
Kupiec
Cuantil 
dinámico
análisis de 
regresión
prueba 
VQr
Función de
pérdida linex
1% 5% 1% 5% 1% 5% 1% 5% 1% 5% 1% 5%
APARcH 0,5 3,2 0,20 0,01 1,00 1,00 1,00 1,00 0,79 0,88 0,285 0,012
gARcH 
indirecto 1,1 5,1 0,99 0,91 1,00 1,00 1,00 1,00 0,89 0,83 4,545 0,649
Fama y 
French 0,9 5,1 0,99 0,77 1,00 0,61 1,00 1,00 0,96 0,82 2,486 0,318
APT 1,0 4,7 0,76 0,80 1,00 0,62 1,00 1,00 0,43 0,87 4,135 0,319
cAPM 1,0 5,0 0,76 0,87 1,00 0,89 1,00 1,00 0,15 0,81 3,911 0,347
Nota: para la %Hit y la función de pérdida Linex en el cuadro se colocó su valor, para el 
resto de estadísticos se colocó su valor-p.
Fuente: cálculos propios.
Para el estadístico de la proporción de Kupiec, es aceptada la hipótesis de cober-
tura incondicional para todos los modelos, al igual que para el cuantil dinámico y 
el análisis de regresión. con relación a la prueba VQR en el cuantil del 1%, no se 
obtuvo ningún resultado, en razón de que la prueba con los datos bajo estudio tiene 
algunos problemas en el cálculo de las matrices J  y Ha , mientras para el cuantil 
del 5% solo se rechazó la hipótesis nula para el modelo APARcH. Para la función 
de pérdida Linex, en el cuantil del 1% se observan los valores más bajos en los 
modelos estimados con regresión cuantil bayesiana. En tanto, para el cuantil del 
5% se da que el modelo APARcH y gARcH indirecto presentan una alta función 
de pérdida con relación a las especificaciones de los modelos de precios de los 
activos, lo que indica que no se está explicando la dinámica del portafolio de una 
forma precisa, independientemente de que hayan valores bajos en la %Hit.
En la gráfica 1 se puede observar el retorno del portafolio bajo análisis junto con 
el cuantil del 5% estimado bajo las diferentes especificaciones en valores por-
centuales, donde se muestra que el modelo APARcH después de unos pocos días 
pierde poder de pronóstico y se ubica en un valor aproximado del -2,8%, indi-
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cando que su capacidad predictiva dura un período corto de tiempo, hallándose en 
su último valor pronosticado; lo que apunta a que si está pasando por un período 
de alta o baja volatilidad, permanece en dicha posición que puede ocasionar sub-
valoración y sobrevaloración del riesgo. Para el caso del gARcH indirecto, presenta 
algunos problemas en la predicción de la variable de interés, donde al final predice 
un valor que no es acorde con la serie analizada en la que se da una caída del 6%. El 
modelo de Fama y French hace lo propio en la explicación de la dinámica de este 
cuantil, pero se presenta una subvaloración moderada del riesgo en el período bajo 
análisis si se vislumbra el rango de predicción; sin embargo, es uno de los mode-
los que tiene una función de pérdida Linex más baja, lo que indica un buen reco-
gimiento del portafolio bajo análisis. Para el modelo APT y cAPM se presenta el 
mismo fenómeno.
gRÁFIcA 1.
dEsEMPEÑO dE METOdOLOgÍAs EN EL cUANTIL dEL 5% PARA EL 
PERÍOdO dE BACKTESTING EN PORcENTAjE
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 Fuente: elaboración propia. 
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cUAdRO 4.
MEdIdAs dE dEsEMPEÑO FUERA dEL PERÍOdO dE EsTIMAcIÓN
%Hit proporción de fallas de Kupiec
Cuantil 
dinámico
análisis de 
regresión
prueba 
VQr
Función de 
pérdida linex
1% 5% 1%  5%  1%  5%  1%  5%  1%  5%  1%  5% 
APARcH 0,0 3,2  0,28  0,28 1,00 1,00 1,00 1,00  -- 0,00 0,000  9,684 
gARcH 
indirecto 0,8 6,8  0,76  0,14 1,00 1,00 1,00 1,00  -- 0,92 0,039  9,918 
Fama y 
French 0,4 6,0  0,74  0,34 1,00 0,81 1,00 1,00  -- 0,51 0,127  2,118 
APT 0,4 7,6  0,74  0,05 1,00 1,00 1,00 1,00  -- 0,58 0,046  2,013 
cAPM 0,4 7,2  0,74  0,08 1,00 1,00 1,00 1,00  -- 0,51 0,030  1,794 
Nota: para la %Hit y la función de pérdida Linex en el cuadro se colocó su valor, para el 
resto de estadísticos se colocó su valor-p.
Fuente: cálculos propios.
ConClusiones
Esta investigación tuvo como propósito implementar el modelo de regresión cuan-
til bayesiana en el cálculo del VaR en el mercado de valores colombiano; para 
esto, se valoraron algunos requerimientos regulatorios para la medición del riesgo 
de mercado propuestos por basilea II y III, y la superintendencia Financiera de 
colombia en la circular Externa 051 de 2007. se evaluaron tres problemas refe-
rentes a factores de riesgo, metodologías y medidas de desempeño. se utilizaron 
cinco modelos diferentes: el modelo APARcH de ding et al. (1993), el gARcH 
indirecto de Engle y Manganelli (2004) y tres especificaciones de los modelos de 
precios de los activos utilizando regresión cuantil bayesiana, que incluyen la teo-
ría de precios de arbitraje (APT), el modelo de precios de los activos de capital 
(cAPM) y el de Fama y French. se encontró que las metodologías que utilizan 
regresión cuantil en este trabajo, presentan un mejor desempeño en la cuantifi-
cación del riesgo de mercado de un portafolio de acciones construido según su 
tamaño y ratio valor en libros a valor de mercado cuando son evaluados mediante 
diferentes medidas de desempeño condicionales y no condicionales, al igual que 
una función de pérdida asimétrica con relación al modelo APARcH. Asimismo, se 
halla que la integración de regresión cuantil bayesiana con los modelos de precios 
de los activos que incluyen variables macroeconómicas, microeconómicas y finan-
cieras pueden ser una buena alternativa de modelación, al posibilitar el cálculo de 
las sensibilidades factoriales de manera dinámica y ser variables preciadas en los 
mercados financieros.
Una metodología que no se ajustó a la tendencia exhibida por este portafolio fue el 
modelo APARcH, que mostró una sobrevaloración del riesgo en períodos de esti-
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mación y pronóstico cuando se visualizan las medidas de desempeño; lo que es 
corroborado mediante un análisis gráfico que muestra que este tiene una explica-
ción limitada en la captura y explicación del riesgo de este portafolio en el período 
de backtesting.
A modo de resumen, se puede establecer que cuando las instituciones financieras 
tienen tanto metodologías, factores de riesgo y respectivas medidas de evaluación 
adecuadas para el cálculo del VaR, esto les puede permitir evitar principalmente 
una subvaloración del riesgo ante estados contingentes negativos de la economía; 
además de diversos problemas de carácter regulatorios, de provisiones innecesa-
riamente mayores en períodos de calma, y de efectos negativos en su reputación 
que disminuyan sus ingresos esperados en períodos de crisis. Por tanto, este tra-
bajo podría ser una guía para seguir mejorando las condiciones que tienen modelos 
implementados en instituciones financieras para la cobertura del riesgo de mercado.
Para futuras investigaciones se propone el uso de otras metodologías estadísticas, 
como puede ser la regresión cuantil no paramétrica. También se sugiere un estu-
dio sobre la regulación financiera en Latinoamérica y las posibles repercusiones 
que tiene para la región no diseñar un marco regulatorio acorde con las tendencias 
actuales de los mercados financieros, los cuales presentan una mayor interdepen-
dencia que ocasiona mayores beneficios, al igual que riesgos de pérdida. Además, 
sería interesante evaluar los requerimientos regulatorios para otro tipo de acti-
vos —bonos, tasas de cambio, derivados y demás productos estructurados—, con 
el propósito de ver las fortalezas y posibles debilidades en la administración del 
riesgo por parte de una institución financiera.
En este punto, es importante resaltar sobre la regulación en Latinoamérica, cuando 
se entra a investigar las posibles repercusiones de la integración del mercado de 
valores colombiano con el chileno y peruano, y su incidencia sobre el riesgo de mer-
cado por medio del MILA. se encuentra que en la circular Externa 051 de 2007 hay 
ya lineamientos de cómo cubrirse ante riesgos en mercados extranjeros, pero sin 
tenerse en cuenta las características de tales mercados, ya que lo único que se pro-
pone es un factor de riesgo general. En tanto, cuando se entra a analizar la regula-
ción en tales países se halla que están muy ceñidos a los requerimientos realizados 
por basilea y no hay un marco claro que permita dilucidar cómo este acuerdo se 
debe adaptar a las condiciones de dichas economías que tienen una dinámica y 
riesgos específicos como sí fue buscado en colombia, lo que hace necesario exigir 
mayores primas por el riesgo si se desea transar en dichos activos.
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anexos
1. Base de datos utilizada para la construcción y explicación de los fac-
tores de Fama y French
El cuadro A1.1. muestra las acciones empleadas para este estudio, se observa heterogenei-
dad de empresas en tamaño, sector y actividad económica, entre otras características.   
cUAdRO A1.1.
AccIONEs UTILIZAdAs PARA EL cONTRAsTE EMPÍRIcO sF
 empresa  empresa 
AdP Aviancataca Holding s.A. AO compañía colombiana de Inversiones s.A. 
AdP grupo Aval Acciones y Valores AO corporación Financiera colombiana s.A. 
AdP sin derecho a voto banco davivienda AO Ecopetrol s.A. 
AO canacol Energy Ltd. AO Empresa de Energía de bogotá s.A. E.s.P. 
AO conconcreto s.A. AO Empresa de Telecomunicaciones de bogotá s.A. E.s.P. 
AO Petrominerales Ltd. AO Enka de colombia s.A. 
AdP banco de crédito de colombia s.A. AO gas Natural E.s.P. 
AdP bancolombia s.A. AO grupo Argos s.A. 
AdP corporación Financiera colombiana s.A. AO grupo Aval Acciones y Valores s.A. 
AO Acerías Paz del Río s.A. AO grupo de Inversiones suramericana s.A. 
AO Administradora de Fondos de Pensiones y 
cesantías Protección s.A. AO grupo Nutresa s.A. 
AO Almacenes Éxito s.A. AO Interbolsa s.A. 
AO banco bilbao Vizcaya Argentaria colombia 
s.A. AO Interconexión Eléctrica s.A. E.s.P. 
AO banco de bogotá AO Isagén s.A. E.s.P. 
AO banco de Occidente s.A. AO Mineros s.A. 
AO banco Popular AO Organización de Ingeniería Internacional s.A. 
AO banco santander colombia s.A. AO Pacific Rubiales Energy corp.
AO bancolombia AO Promigás s.A. E.s.P. 
AO biomax biocombustibles s.A. AO sociedad de Inversiones en Energía s.A. 
AO bolsa de Valores de colombia s.A. AO Tableros y Maderas caldas s.A. 
AO cartón de colombia s.A. AO Textiles Fabricato Tejicondor s.A. 
AO cementos Argos s.A. AO Valorem s.A. 
AO Valores simesa s.A. 
Fuente: elaboración propia a partir de información de la superintendencia de Financiera de 
colombia.
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Para la elaboración de los factores de riesgo de Fama y French para colombia, fue necesa-
ria su construcción a través del cálculo de tres variables financieras: 
1. capitalización bursátil (ME): definida como el precio por acción multiplicado por el 
número de acciones en circulación. 
2. Valor en libros (BE): es el patrimonio sobre el número de acciones; sin embargo, 
Fama y French utilizan el patrimonio de la compañía. 
3. Valor en libros a valor de mercado ( BE ME/ ): es la división entre el valor en libros 
de la compañía dividido por el valor de mercado, el último definido como la capita-
lización bursátil. 
cada una de estas variables en su cálculo fue asociada a cada día en el que se tenía infor-
mación de las respectivas acciones; es decir, si una empresa solo empezó a transar en 2008, 
solo tendría datos a partir de 2008 en periodicidad diaria. si se observa, por ejemplo, la 
capitalización bursátil, se ve que esta impregna variabilidad diaria al cambiar el precio de 
la acción (cuando la acción es transada) y al valor en libros a valor de mercado, al ser parte 
de su cálculo.
Una vez se tienen estos datos y dadas las grandes diferencias de las compañías en su tamaño, 
que algunas pueden ser grandes o pequeñas (altos o bajos patrimonios y, en consecuencia, 
gran heterogeneidad), se les aplicó una transformación monótona por medio del logaritmo 
natural a dichos datos para luego transfórmalos a una escala 0,1[ ] . Una vez se tenían estos 
datos y con los retornos de cada acción, se empezó a dar una clasificación de dichos retor-
nos de estas empresas de acuerdo con dos intervalos utilizando ME  (menores e iguales a 
0,5 y mayores a 0,5) para luego hacer la última discriminación, que es la clasificación que 
se muestra en la parte de los resultados antes del cuadro 1, que, por ejemplo, para S L
t
/( ) , 
el portafolio está constituido en activos que se interceptan con el bajo- ME  (menor e igual 
a 0,5) que también se hallan en el grupo de bajo- BE ME/ (menor a 0,3, estando partido 
BE ME/  en 3) y así sucesivamente para los otros.
Estos son un promedio simple después de hacerse la clasificación. La razón de no utilizar 
otra forma de agrupación, como un promedio ponderado, o análisis de componentes prin-
cipales u otra técnica para hacer una agrupación de datos, es debido a las características 
que tiene el mercado accionario colombiano, que se caracteriza por tener una baja liquidez.
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2. parámetros estimados modelo aparCH y pruebas diagnósticas
cUAdRO A2.1.
EsTIMAcIÓN MOdELO MA-APARcH (1,1)
Coeficiente error estándar t-estadístico Valor p
Ecuación de la media:
 
B H L a
t t
/ = 10 1( ) + +( )φ φ
0 0,0006 0,0004 1,61 0,1070
1 0,1600 0,0330 4,85 0,0000
Ecuación de la varianza:
 
σ α α γ β σδ
δ δ
t t t ta a= 0 1 1 1 1 1 1+ −( ) +− − −
a0 0,0002 0,0000 4,28 0,0000
a1 0,2339 0,0415 5,64 0,0000
g1 0,4041 0,1035 3,91 0,0001
b1 0,6973 0,0475 14,68 0,0000
 1,5170 0,3588 4,23 0,0000
shape 6,1870 1,1510 5,37 0,0000
cUAdRO A2.2.
PRUEbAs dE EsPEcIFIcAcIÓN dEL MOdELO
estadístico Valor del estadístico Valor p
jarque-bera Test at c 2 156,10 0,0000
shapiro-Wilk Test at W 0,98 0,0000
Ljung-box Test at Q(10) 11,08 0,3510
Ljung-box Test at Q(15) 13,97 0,5279
Ljung-box Test at Q(20) 15,79 0,7298
Ljung-box Test at2 Q(10) 7,56 0,6714
Ljung-box Test at2 Q(15) 7,88 0,9286
Ljung-box Test at2 Q(20) 10,80 0,9512
LM Arch Test at T R 2 8,25 0,7651
Fuente: cálculos propios.
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gRÁFIcA A2.1.
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Fuente: cálculos propios.
3. parámetros estimados modelo garCH indirecto
cUAdRO A3.1.
EsTIMAcIÓN MOdELO gARcH INdIREcTO
Cuantil 1% Cuantil 5%
 Coeficientes errores 
estándar Valores p Coeficientes 
errores 
estándar Valores p 
b1 0,0002 0,0001 0,089 0,0001 0,0000 0,002 
b 2 0,5235 0,1393 0,000 0,5825 0,0570 0,000 
b 3 4,1640 3,6005 0,124 0,9046 0,4042 0,013 
Fuente: cálculos propios.
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4. resultados estimados, diagnóstico gráfico 
y pruebas para evaluar convergencia
cUAdRO A4.1.
REsULTAdOs EsTIMAcIÓN MOdELO FAMA Y FRENcH Y sUs 
REsPEcTIVOs cUANTILEs
Cuantil 1% Cuantil 5%
media desviación 
estándar
naive 
se time-series se media
desviación 
estándar
naive 
se
time-series 
se
b 0,FF -0,0469 0,002 0,000 0,000 -0,022 0,001 0,000 0,000
b EMR 1,2328 0,068 0,001 0,004 0,520 0,064 0,001 0,001
b SMB 0,3985 0,047 0,000 0,001 0,027 0,070 0,001 0,001
b HML -0,2664 0,034 0,000 0,001 -0,012 0,047 0,000 0,001
Cuantiles
2,5% 25% 50% 75% 97,5% 2,5% 25% 50% 75% 97,5%
b 0,FF -0,0495 -0,048 -0,047 -0,046 -0,044 -0,024 -0,023 -0,022 -0,022 -0,021
b EMR 1,0923 1,187 1,237 1,283 1,352 0,394 0,477 0,520 0,563 0,642
b SMB 0,3060 0,368 0,398 0,428 0,496 -0,114 -0,018 0,027 0,075 0,160
b HML -0,3271 -0,289 -0,269 -0,246 -0,193 -0,099 -0,044 -0,015 0,016 0,089
Fuente: cálculos propios.
cUAdRO A4.2.
REsULTAdOs EsTIMAcIÓN MOdELO APT Y sUs REs-
PEcTIVOs cUANTILEs 
Cuantil 1% Cuantil 5%
media desviación 
estándar
naive 
se
time-series 
se media
desviación 
estándar
naive 
se
time-series 
se
b 0,APT -0,047 0,002 0,000 0,000 -0,0218 0,001 0,000 0,000
b IGBC 0,632 0,055 0,001 0,002 0,3222 0,045 0,000 0,001
b T 6 0,020 0,004 0,000 0,000 0,0186 0,004 0,000 0,000
b TIB 0,006 0,008 0,000 0,000 0,0005 0,004 0,000 0,000
(continúa)
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cUAdRO A4.2.
REsULTAdOs EsTIMAcIÓN MOdELO APT Y sUs  
REsPEcTIVOs cUANTILEs (continuación)
Cuantil 1% Cuantil 5%
media desviación 
estándar
naive 
se
time-series 
se media
desviación 
estándar
naive 
se
time-series 
se
b TRM -0,524 0,074 0,001 0,004 0,1391 0,064 0,001 0,001
bUVR 0,199 0,712 0,007 0,023 0,1361 0,362 0,004 0,005
Cuantiles
2,5% 25% 50% 75% 97,5% 2,5% 25% 50% 75% 97,5%
b 0,APT -0,052 -0,049 -0,048 -0,046 -0,044 -0,023 -0,022 -0,022 -0,021 -0,020 
b IGBC 0,507 0,601 0,638 0,671 0,721 0,229 0,294 0,325 0,352 0,403 
b T 6 0,012 0,017 0,020 0,023 0,028 0,010 0,016 0,019 0,022 0,027 
b TIB -0,015 0,002 0,008 0,013 0,016 -0,008 -0,002 0,001 0,003 0,006 
b TRM -0,660 -0,574 -0,527 -0,480 -0,368 0,008 0,099 0,141 0,181 0,262 
bUVR -1,273 -0,173 0,083 0,607 1,666 -0,556 -0,085 0,080 0,376 0,869 
Fuente: cálculos propios.
cUAdRO A4.3.
REsULTAdOs EsTIMAcIÓN MOdELO cAPM Y sUs   
REsPEcTIVOs cUANTILEs
Cuantil 1% Cuantil 5%
media
des-
viación 
estándar
naive 
se
time-series 
se media
desviación 
estándar
naive 
se
time-series 
se
b 0,CAPM -0,046 0,001 0,000 0,000 -0,0220 0,001 0,000 0,000 
b IGBC 0,582 0,090 0,001 0,004 0,2891 0,059 0,001 0,001 
Cuantiles
2,5% 25% 50% 75% 97,5% 2,5% 25% 50% 75% 97,5%
b 0,CAPM -0,049 -0,048 -0,047 -0,046 -0,044 -0,023 -0,022 -0,022 -0,021 -0,020 
b IGBC 0,395 0,517 0,597 0,654 0,721 0,172 0,248 0,293 0,333 0,394 
Fuente: cálculos propios.
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gRÁFIcA A4.1.
TRACE PLOT Y AUTOcORRELAcIÓN MOdELO FAMA    
Y FRENcH EN EL cUANTIL dEL 5%
0 2.000 4.000 6.000 8.000 10.000−
0,
02
5
−
0,
02
0
Iteraciones
0 10 20 30 40
0,
0
0,
6
Rezagos
A
u
to
co
rr
el
ac
ió
n
0 2.000 4.000 6.000 8.000 10.000
0,
3
0,
6
Iteraciones
0 10 20 30 40
0,
0
0,
6
Rezagos
A
u
to
co
rr
el
ac
ió
n
0 2.000 4.000 6.000 8.000 10.000
−
0,
2
0,
1
Iteraciones
0 10 20 30 40
0,
0
0,
6
Rezagos
A
u
to
co
rr
el
ac
ió
n
0 2.000 4.000 6.000 8.000 10.000
−
0,
2
0,
0
0,
2
Iteraciones
0 10 20 30 40
0,
0
0,
6
Rezagos
A
u
to
co
rr
el
ac
ió
n
Trace plot para β0 Función de autocorrelación simple para β0
Trace plot para βEMR Función de autocorrelación simple para βEMR
Trace plot para βSMB Función de autocorrelación simple para βSMB
Trace plot para βHML Función de autocorrelación simple para βHML
βH
M
L
βS
M
B
βE
M
R
β0
 Fuente: elaboración propia. 
gRÁFIcA A4.2.
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gRÁFIcA A4.2.
TRACE PLOT Y AUTOcORRELAcIÓN MOdELO APT EN EL cUANTIL dEL 5% 
(continuación)
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 Fuente: elaboración propia. 
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gRÁFIcA A4.3.
TRACE PLOT Y AUTOcORRELAcIÓN MOdELO cAPM EN EL cUANTIL dEL 5%
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Fuente: elaboración propia. 
cUAdRO A4.4.
PRUEbA dE gWEKE PARA 10% Y 50% cOMO dATO INIcIAL Y FINAL dE 
LA cAdENA
Cuantil 1% Cuantil 5%
 modelo Fama y French
b 0,FF b EMR b SMB b HML b 0,FF b EMR b SMB b HML
-0,848 0,791 0,506 -0,863 -1,435 1,249 1,659 0,742 
modelo apt
b 0,APT b IGBC b T 6 b TIB b TRM bUVR b 0,APT b IGBC b T 6 b TIB b TRM bUVR
0,883 1,322 -0,000 0,547 0,569 0,190 0,053 -0,586 1,323 -0,438 0,949 -1,610 
modelo Capm
b 0,CAPM b IGBC b 0,CAPM b IGBC
-0,259 0,175 0,165 -0,480 
Fuente: cálculos propios.
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cUAdRO A4.5.
PRUEbA dE HEIdELbERgER-WELcH cON EPs = 0,1
Cuantil 
1%
Cuantil 
5% Cuantil 1% Cuantil 5%
estacionaridad inicio Valor p Valor p Halfwidth media Halfwidth media Halfwidth
prueba iteración  prueba 
 Fama y French
b 0,FF Paso 1 0,832 0,408 Paso -0,0469 0,0002 -0,0223 0,0000 
b EMR Paso 1 0,880 0,577 Paso 1,2328 0,0071 0,5197 0,0027 
b SMB Paso 1 0,963 0,18 Paso 0,3985 0,0026 0,0273 0,0024 
b HML Paso 1 0,657 0,443 Paso -0,2664 0,0025 -0,0123 0,0016 
 apt
b 0,APT Paso 1 0,598 0,121 Paso -0,0477 0,0002 -0,0218 0,0000 
b IGBC Paso 1 0,676 0,255 Paso 0,6322 0,0036 0,3222 0,0018 
b T 6 Paso 1 0,332 0,139 Paso 0,0201 0,0003 0,0186 0,0001 
b TIB Paso 1 0,092 0,447 Paso 0,0062 0,0007 0,0005 0,0001 
b TRM Paso 1 0,43 0,36 Paso -0,5245 0,0069 0,1391 0,0024 
bUVR Paso 1 0,585 0,361 Paso 0,1997 0,0448 0,1361 0,0105 
 Capm
b 0,CAPM Paso 1 0,509 0,941 Paso -0,0469 0,0001 -0,0219 0,0000 
b IGBC Paso 1 0,165 0,563 Paso 0,5823 0,0086 0,2890 0,0027 
Fuente: cálculos propios
