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The energy of a graph G is equal to the sum of the absolute values
of the eigenvalues of G, which in turn is equal to the sum of the
singular values of the adjacency matrix of G. Let X, Y, and Z be
matrices, such that X + Y = Z. The Ky Fan theorem establishes an
inequality between the sum of the singular values of Z and the sum
of the sum of the singular values ofX and Y. This theorem is applied
in the theory of graph energy, resulting in several new inequalities,
as well as new proofs of some earlier known inequalities.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we are concerned with simple graphs. Let G = (V,E) be such a graph, with vertex
setV =V(G) and edge setE = E(G). If the order and size of G are n andm, respectively, i.e., |V| = n
and |E| = m, then we say that G is an (n,m)-graph.
Let A = A(G) be the (0,1)-adjacency matrix of G. Its eigenvalues λ1, λ2, . . . , λn form the spectrum of
the graph G [2].
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If vi ∈V(G), then by di we denote the degree of the vertex vi, i = 1, 2, . . . ,n. The diagonal matrix of
order n, whose (i, i)-entry is di is denoted by D = D(G).
Then
L = L(G) :=D(G) − A(G) (1)
is the Laplacian matrix of G. Its eigenvalues μ1,μ2, . . . ,μn form the Laplacian spectrum of the graph G
[7,8,17].
In what follows we shall need also another Laplacian–type matrix, deﬁned as
L† = L†(G) :=D(G) + A(G). (2)
The energy of the graph G is deﬁned as
E = E(G) :=
n∑
i=1
|λi|,
whereas its Laplacian energy is
LE = LE(G) :=
n∑
i=1
∣∣∣∣μi − 2mn
∣∣∣∣ . (3)
The energy and Laplacian energy are currently much studied graph invariants. A regularly
updated bibliography (covering only the papers published in 2001 and later) can be found at
http://www.sgt.pep.ufrj.br; at the present moment it embraces ca. 150 references. For details of the
theory of graph energy see the book [12] and the review [9]. The basic facts on Laplacian energy are
outlined in the recent papers [14,21,22].
Let In be the unit matrix of order n. For the considerations that follow it will be necessary to note
that instead via Eq. (3), the Laplacian energy can be expressed also as
LE(G) =
n∑
i=1
|γi|, (4)
where γi, i = 1, 2, . . . ,n, are the eigenvalues of the matrix L(G) − (2m/n)In.
2. The Ky Fan theorem
Let M be a real and symmetric square matrix of order n. Let si(M), i = 1, 2, . . . ,n, be its singular
values [6,15] and xi(M), i = 1, 2, . . . ,n, its eigenvalues. Then si(M) = |xi(M)| for i = 1, 2, . . . ,n.
Nikiforov [18] recognized that the energy of the graph G is equal to the sum of the singular values
of its adjacency matrix A(G). This observation seems to be of great importance for the theory of graph
energy, because of the following theorem, ﬁrst proven by Fan [5].
Theorem 1 [5]. Let X, Y, and Z be square matrices of order n, such that X + Y = Z. Then
n∑
i=1
si(X) +
n∑
i=1
si(Y)
n∑
i=1
si(Z).
Equality holds if and only if there exists an orthogonal matrix P, such that PX and PY are both positive
semi-definite.
More details on the Ky Fan theorem can be found in [3,4] and in the references cited therein.
3. Some elementary consequences of the Ky Fan theorem
FromTheorem1,we immediately conclude that for graphsGX ,GY , andGZ whose adjacencymatrices
satisfy the condition A(GX ) + A(GY ) = A(GZ ),
W. So et al. / Linear Algebra and its Applications 432 (2010) 2163–2169 2165
E(GX ) + E(GY ) E(GZ ).
Some special cases of this inequality are stated in the following corollaries:
Corollary 2. Let G be a graph of order n and let G denote its complement. Then
E(G) + E(G) 2(n − 1).
Equality holds if and only if either G ∼= Kn or G ∼= Kn.
Proof. The inequality follows by observing that A(G) + A(G) = A(Kn) and E(Kn) = 2(n − 1).
In order to establish conditions for equality, assume that the eigenvalues of G are
λ1(G) λ2(G) · · · λn(G).
Then
E(G) + E(G) 2λ1(G) + 2λ(G)
 22m(G)
n
+ 22m(G)
n
= 4
n
(
n
2
)
= 2n − 2.
Equality is possible if and only if G is regular, E(G) = 2λ1(G), and E(G) = 2λ1(G). If so, then it must
be λ2(G) 0 and λ2(G) 0 (because the energy of a graph is equal to twice the sum of the positive
eigenvalues). In other words, equality is attained if and only if both G and G have at most one positive
eigenvalue. Then we have to separately consider the following three cases:
(i) G has no positive eigenvalue i.e., G ∼= Kn.
(ii) G has no positive eigenvalue i.e., G ∼= Kn, which implies G ∼= Kn.
(iii) Both G and G have exactly one positive eigenvalue. Then, by Smith’s theorem [19], both G and G
wouldbe completemultipartite graphs. This is impossible because completemultipartite graphs
are connected, whereas their complements are disconnected. 
Corollary 3. Let B be a bipartite graph with a + b vertices, and let B be its bipartite complement. Then
E(B) + E(B) 2
√
ab.
Equality holds if and only if either B ∼= Ka,b or B ∼= Ka+b.
Proof. The inequality follows by observing that A(B) + A(B) = A(Ka,b) and E(Ka,b) = 2
√
ab. The case of
equality is treated in an analogous manner as in the proof of Corollary 2. 
Corollary 4a. Let G − e be the subgraph obtained by deleting the edge e from the graph G. Then
E(G) E(G − e) + 2. (5)
The result stated here as Corollary 4a was communicated already in [4]. In [4], it was shown that
equality in (5) holds if and only if e is an isolated edge in G.
By a repeated application of (5) to all edges of an (n,m)-graph we arrive at
E(G) 2m (6)
with equality if and only if G consists of m isolated edges and n − 2m isolated vertices, which is also
a previously known upper bound [1]. By a repeated application of (5) to all edges of an (n,m)-graphs,
except to those ending at a maximum-degree vertex, we obtain:
Corollary 4b. Let  be the greatest degree of a vertex of an (n,m)-graph G. Then
E(G) 2m − 2
(
−
√

)
. (7)
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Equality in (7) holds if and only if G is a union of the star S+1,m − isolated edges, and n − 2m +− 1
isolated vertices.
The bound (7) is evidently better than (6). It seems to be reported here for the ﬁrst time. On the
other hand, ifm 2n, then (7) is weaker than some other known upper bounds [9], e.g. McClleland’s√
2mn.
In an analogous manner we get also the following upper bounds for energy:
Corollary 4c. If G is a connected (n,m)-graph and T is its spanning tree, then E(G) 2(m − n + 1) + E(T).
If G  T , then the inequality is strict.
Corollary 4d. If G is a Hamiltonian (n,m)-graph, then E(G) 2(m − n) + E(Cn), where Cn stands for the
n-vertex cycle. If G  Cn, then the inequality is strict.
Corollary 4e. If d is the diameter of a connected graphG, then E(G) 2(m − d) + E(Pd+1),where Pk stands
for the k-vertex path. If G  Pd+1, then the inequality is strict.
Wemention in passing that
E(Cn) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
4 cos πn
sin πn
if n ≡ 0 (mod4),
4
sin πn
if n ≡ 2 (mod4),
2
sin π
2n
if n ≡ 1 (mod2)
and
E(Pn) =
⎧⎪⎨
⎪⎩
2
sin π
2(n+1)
− 2 if n ≡ 0 (mod2),
2 cos π
2(n+1)
sin π
2(n+1)
− 2 if n ≡ 1 (mod2).
4. Relating energy and Laplacian energy
Weﬁrst point out another elementary consequence of the Ky Fan theorem. Let d¯ denote the average
vertex degree of an (n,m)-graph G. Of course, d¯ = 2m/n.
Corollary 5. For an (n,m)-graph G with vertex degrees d1, d2, . . . , dn, and average vertex degree d¯,
LE(G) E(G) +
n∑
i=1
|di − d¯|.
Proof. Rewrite Eq. (1) as(
L − 2m
n
In
)
= (−A) +
(
D− 2m
n
In
)
and apply Theorem 1, bearing in mind (4), and the fact that D− (2m/n)In is a diagonal matrix whose
eigenvalues are di − d¯, i = 1, 2, . . . ,n. 
In [10], it was conjectured that the Laplacian energy is always greater than or equal to the ordinary
graph energy,
LE(G) E(G). (8)
The validity of the conjecturewas eventually disproved bymeans of counterexamples [16,20].We now
show that this conjecture was nevertheless not a complete miss.
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Theorem 6. If G is a bipartite graph, then relation (8) holds.
Proof. Subtracting Eqs. (1) and (2) we obtain
L† − L = 2A,
which can be rewritten as(
L† − 2m
n
In
)
−
(
L − 2m
n
In
)
= 2A. (9)
As well known (see, e.g. [8]), in the case of bipartite graphs the matrices L and L† are similar, and
therefore , have equal spectra. Consequently,
n∑
i=1
si
(
L† − 2m
n
In
)
=
n∑
i=1
si
(
L − 2m
n
In
)
=
n∑
i=1
si
(
−
[
L − 2m
n
In
])
= LE
and inequality (8) follows by applying the Ky Fan theorem to Eq. (9). 
By means of a similar reasoning we can obtain a somewhat stronger result. Summing (1) and (2)
we get
L† + L = 2D
from which(
L† − 2m
n
In
)
+
(
L − 2m
n
In
)
= 2
(
D− 2m
n
In
)
.
Then by Theorem 1,
LE 
n∑
i=1
|di − d¯|.
The above inequality together with the results of Corollary 5 and Theorem 6 yield:
Theorem 7. For a bipartite (n,m)-graph G with vertex degrees d1, d2, . . . , dn, and average vertex degree
d¯ = 2m/n,
max
⎧⎨
⎩E(G),
n∑
i=1
|di − d¯|
⎫⎬
⎭ LE(G) E(G) +
n∑
i=1
|di − d¯|.
5. An inequality for the energy of the coalescence of two graphs
Let G and H be two graphs with disjoint vertex sets. Let u ∈V(G) and v ∈V(H). Construct the
graph G ◦ H from copies of G and H, by identifying the vertices u and v. Thus |V(G ◦ H)| = |V(G)| +
|V(H)| − 1. The graph G ◦ H is known as the coalescence of G and H with respect to u and v.
Theorem 8. Let G,H, and G ◦ H be graphs as speciﬁed above. Then
E(G ◦ H) E(G) + E(H). (10)
Equality is attained if and only if either u is an isolated vertex of G or v is an isolated vertex of H or both.
Proof. By an appropriate labelling of the vertices of the graphs G and H, the adjacency matrix of G ◦ H
assumes the form
A = A(G ◦ H) =
⎡
⎣ R x 0xT 0 yT
0 y S
⎤
⎦ =
⎡
⎣ R x 0xT 0 0
0 0 0
⎤
⎦+
⎡
⎣0 0 00 0 yT
0 y S
⎤
⎦ = B + C,
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where R = A(G − u) and S = A(H − v), and where x is the column vector corresponding to the vertex
u in G, and y is the column vector corresponding to the vertex v in H.
Then E(G ◦ H) = ∑i si(A), E(G) = ∑i si(B), and E(H) = ∑i si(C). Relation (10) follows now immedi-
ately from Theorem 1.
For the equality case, it is straightforward to check that the condition is sufﬁcient because either x
or y is a zero vector.
For the necessity part, the equality in (10) implies the equality in the singular value inequality.
By the equality case of Theorem 1, there exists an orthogonal matrix P such that both PB and PC are
positive semi-definite. Now let P be partitioned according to the matrix A(G ◦ H) as follows:
P =
⎡
⎣P11 P12 P13P21 P22 P23
P31 P32 P33
⎤
⎦ .
Then PTP = In implies that
PT11P11 + PT21P21 + PT31P31 = I, (11)
PT13P13 + PT23P23 + PT33P33 = I, (12)
PT11P13 + PT21P23 + PT31P33 = 0, (13)
where I denotes an identity matrix of appropriate size. Note that both
PB =
⎡
⎣P11R + P12x
T P11x 0
P21R + P22xT P21x 0
P31R + P32xT P31x 0
⎤
⎦
and
PC =
⎡
⎣0 P13y P12y
T + P13S
0 P23y P22y
T + P23S
0 P33y P32y
T + P33S
⎤
⎦
are positive semi-definite, and so by symmetry P31x = 0 and P13y = 0. Now,multiplying equation (13)
by xT from the left and y from the right, we obtain
(P21x)
T (P23y) = xTPT11P13y + xTPT21P23y + xTPT31P33y = 0.
Hence one of the two scalars (P21x)
T and (P23y) must be zero.
Case 1. P21x = 0.
Note that P21x is a diagonal entry of the positive semi-definite matrix PB. It follows that the
entire column where P21x belongs is zero, and so P11x = 0. Finally, from Eq. (11), xTx = xTPT11P11x +
xTPT
21
P21x + xTPT31P31x = 0 + 0 + 0 = 0, i.e., x = 0. This means that u is an isolated vertex of G.
Case 2. P23y = 0.
Note that P23y is a diagonal entry of the positive semi-definite matrix PC. It follows that the
entire column where P23y belongs is zero, and so P13y = 0. Finally, from Eq. (12), yTy = yTPT13P13y +
yTPT
23
P23y + yTPT33P33y = 0 + 0 + 0 = 0, i.e., y = 0. This means that v is an isolated vertex of H. 
Recently the concept of hypoenergetic graphs was conceived [11,13]. A graph G of order n is said to
be hypoenergetic if E(G) < n. For the present considerations we call a graph strongly hypoenergetic if
E(G) < n − 1. (Note that for n 5 the n-vertex star is strongly hypoenergetic.) Then from Theorem 8
follows:
Corollary 9a. Let the graphs G,H, and G ◦ H be as in Theorem 8. If both G andH are strongly hypoenergetic,
then G ◦ H is strongly hypoenergetic.
Proof. From (10) and the fact that E(G) < |V(G)| − 1 and E(H) < |V(H)| − 1 follows:
E(G ◦ H) < |V(G)| + |V(H)| − 2 = |V(G ◦ H)| − 1. 
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Corollary 9b. If G is strongly hypoenergetic and H is hypoenergetic (or vice versa), then G ◦ H is hypoen-
ergetic.
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