The IR imaging video bolometer (IRVB) provides the power distribution of plasma radiation. The radiation distribution is obtained from the temperature distribution on the bolometer foil. It is necessary to calibrate between the temperature distribution and the incident radiation power on the bolometer foil. This paper describes a new calibration technique for the foil which we have developed. The bolometer foil was irradiated with a He-Ne laser and the temperature distribution was measured by an IR camera while changing the irradiation position. The temperature distribution measured was analyzed by the comparison with the results calculated by FEM. We repeated this comparison while changing the parameters such as effective foil thickness and effective emissivity in the calculation until the calculated distribution converged to the measured one. The temperature distribution calculated by the FEM agreed well with the measured one, so the calibration between the radiation power and the temperature profile can be suitably conducted by this technique.
Introduction
An IR imaging video bolometer (IRVB) [1] is a measurement instrument for plasma radiation. It is useful for the measurement of both radiation intensity and spatial distribution. These measurement data are useful for the operation of a fusion device. IRVBs have been used in LHD [2] and JT-60U [3] with a bolometer foil. An IRVB measures the plasma radiation by the temperature distribution on the bolometer foil which is observed by an IR camera. The bolometer foil was blackened by graphite spray to improve of the observation with an IR camera.
When the bolometer foil absorbs the radiation power, a 2D temperature distribution is formed on the foil and measured by an IR camera. The radiation power which is absorbed by the foil is given in terms of the temperature distribution on the foil by the following heat diffusion equations,
where T is the two-dimensional temperature distribution on the foil measured by the IR camera, k the foil ther- mal conductivity, t f the foil thickness, σ SB the StefanBoltzmann constant, ε the black body emissivity, T 0 the background temperature, P rad the incident radiation power density and κ the thermal diffusivity of the foil. The plasma radiation distributions are calculated from the absorbed power with tomography techniques [4] . Then, the evaluation of the absorbed power is essential to estimate the radiation distributions. To obtain the absorbed power, we must evaluate the thermal characteristics distribution of the bolometer foil which are parameters in the heat diffusion equation. The steady state temperature distribution depends on the distributions of foil parameter kt f and ε as shown in Eq. (1). These distributions are often non-uniform across the foil. So, the evaluations of the foil thickness and emissivity distribution are essential to calibrate the absorbed power from the data of the temperature distribution on the foil. The foil calibration techniques have been developed with a He-Ne laser [5] and ultra violet diode [6] . The calibration with the He-Ne laser is useful for obtaining the calibration data of steady state on the full face of foil. However, the calibration with a He-Ne laser can not be made for each position on the foil at which the laser was irradiated by neglecting the effect of the surrounding area and could not obtain the emissivity, so that an alternative technique for the calibration with consideration of the surrounding area is necessary. The purpose of this study is the development of a new technique to calibrate the power absorbed on the foil by the iteration method. Figure 1 shows the calibration flow chart. This calibration has three steps. As a first step, we measured the bolometer foil temperature distribution under laser irradiation and fitted this distribution to a fitting function at all irradiation points. As a second step, we calculated temperature distribution using finite element method (FEM) by changing foil thickness and fitting the temperature distribution to the fitting function. We compared the calculated temperature distribution and the measured one to estimate the effective foil thickness at all irradiation points. As a third step, we carried out the same method as the second step but changing the foil emissivity to estimate the effective emissivity. We repeated the second and third steps with feedback to the FEM model until the FEM temperature distribution converged to the measured one.
Calibration Procedure

Calibration flow
Experiment
The evaluated foil was Pt. The foil was blackened by carbon spray on both sides The size of the foil was 90 mm × 70 mm. The nominal thickness was 2.5 µm. The foil mounted on a copper frame was installed in a vacuum chamber. The chamber was evacuated below 0.1 Pa to eliminate the heat conduction cooling by air.
We irradiated the bolometer foil with a He-Ne laser by changing the irradiation position by moving the foil in two dimensions, and then measured the 2D temperature distribution with an IR camera with a ZnSe IR window at room temperature. The camera was Indium Antimonide detector type, manufactured by FLIR with a wavelength of 3-5 µm, 420 fps, 320 × 256 pixels. The power of the HeNe laser was about 11.5 mW at the foil position. The spot diameter of the laser was about 0.6 mm. Figure 2 shows the irradiation point on the foil. We divided the foil into to 63 parts with 10 mm × 10 mm square. In this study, we have conducted the calibrations under the assumption that the thicknesses and emissivity of these squares were uniform in each square. The laser irradiation points were located on the center of each square. The blue crosses in Fig. 2 show the irradiation points and the red numbers show the irradiation point numbers.
In this study, the measured temperature distribution around the irradiated position was fitted to the distribution described in the following equation. Figure 3 shows the typical results of the fitting. This fitting provided a peak size, ΔT , a peak width, w, and a peak shape exponent, f ac, for each position. Using these fitting parameters, we conducted the following FEM analysis to calibrate the foil. 
Foil calibration by FEM analysis
We calibrated the Pt foil under laser irradiation at each point by FEM analysis with an FEM model which was sectioned as described in Fig. 2 . These areas are not elements for the FEM analysis, the FEM analysis was performed with much smaller element than the ones described in Fig. 2 , In this analysis, the foil thickness and the emissivity was changed individually for each section described in Fig. 2 . In this FEM model, we set the temperature at foil edge to room temperature as boundary condition. We assumed the thermal conductivity, k, of the foil was that of pure Pt, 71.6 W/mK. We conducted the FEM analysis with the initial foil thickness of 2.5 µm and initial emissivity of 0.91 for all areas. The foil temperature distribution was simulated using the initial emissivity with slight changes of the thicknesses.
The calculated temperature distributions were fit to Eq. (2) with the same peak shape power as each irradia- tion point of the experiment. The fitting provided ΔT and w for the each calculated temperature distribution. The foil thickness at each position was estimated from these data by means of linear fitting in Fig. 3 , which shows the relation of ΔT/w with 1/kt f . Next, the FEM analysis was conducted using the obtained thickness distribution with a slight change of emissivity. Figure 4 (b) shows the relation of ε with peak width, w. We did linear fitting to this plot and projected the measured w on the line to estimate its emissivity. The estimated emissivity was given to the FEM model. We reiterate the FEM sequence described above, until the FEM temperature distribution suitably reproduced the measured one. Figure 5 shows the 2D profile of the estimated thickness and emissivity. It is noted that the foil thickness and emissivity estimated by this analysis do not correspond to the nominal values because the FEM model did not take the influence of carbon coating and structural damage on emissivity and thermal conductivity into account. However, effective thermal response of the foil for the measurement of incident power distribution can be assessed with the estimation. Figure 6 shows comparisons between the measured temperature distribution and the one which were reproduced by using the parameters obtained by 4 iterations of FEM sequence for the center (position 32 in Fig. 2 ) and corner of the foil (position 1 in Fig. 2) . The distribution estimated by the FEM sequences agreed well with the measured one except the top of the peaks. Namely, the measured temperature was higher than the estimated one at the top of the peak. This discrepancy would be attributed to difference of the adopted laser power density in the lase spot. This led to a discrepancy of heat flux distribution around the spot. The laser power density distribution were measured before previous experiment [5] and were adopted in the present study. The distribution might be changed in this experiment. However, the influence of the differences was limited only the estimation inside the laser spot.
Results and Discussions
These results indicate that the thermal response of the bolometer foil could be estimated by the present calibration. Therefore, the absorbed power could be obtained from the temperature distribution of the foil using the calibration data.
Summary
We developed a new calibration technique between radiation power and temperature distribution on the bolometer foil. The technique provided calibration data after four iterations. It is found that the FEM profile with this calibration data agreed well with the temperature profile measured. Therefore, this technique is useful to obtain calibration data for IRVB measurement.
