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ABSTRACT 
 
Gold has become one of the inventions that people are interested in. The high resale value makes many people 
save it as a substitute for savings. But the price of gold is influenced by several things such as economic 
conditions, the level of demand and supply or the existence of goods, this has encouraged some parties to make 
predictions of gold prices to avoid unexpected losses going forward. Based on these problems the researchers 
tried to predict gold prices using the K-Nearest Neighbor (K-NN) method and Linear Regression. The K-NN 
method is used to classify the data that is owned to then make predictions using Linear Regression. From the test 
with the number of training data as many as 4305 data and test data as many as 402 data, the root mean square 
error value of 5.807% was obtained. 
 
Keywords: gold investment, gold price prediction, K-Nearest Neighbor, Linear Regression 
 
1. PENDAHULUAN  
 
Invetasi adalah istilah untuk memiliki 
sesuatu yang berhubungan dengan keuangan 
atau kegiatan ekonomi. Inventasi dilakukan 
dengan mengeluarkan uang atau menyimpan 
uang pada suatu benda berharga atau lembaga 
keuangan dengan harapan untuk mendapatkan 
keuntungan financial. Inventasi biasanya 
dilakukan dengan pembelian aset seperti tanah, 
property, saham, emas atau tabungan 
berjangka (Ahmad, 2004). 
Emas sebagai salah satu instrument 
investasi memiliki peminat yang cukup 
banyak. Sifat emas sebagai logam mulia yang 
tahan korosi, lunak dan mudah ditempa 
merupakan nilai lebih yang menarik bagi 
masyarakat karena dapat juga dijadikan koleksi 
selain menjadi investasi. Menurut seputarforex 
harga emas batangan dari tahun 2012 hingga 
tahun 2017 hampir tidak pernah turun tajam, 
sehingga banyak investor yang berminat 
terhadap emas. 
Resiko yang umum dari investasi emas 
adalah fluktuasi harga yang terjadi setiap saat. 
Harga emas bisa mengalami kenaikan, 
penurunan maupun tetap setiap hari, karena hal 
tersebut harga emas termasuk jenis data time 
series. Melihat hal tersebut dibutuhkan 
peramalan harga emas yang cukup akurat agar 
masyarakat bisa terhindar dari resiko yang 
tidak diharapkan serta mampu memperoleh 
keuntungan sesuai dengan yang diharapkan. 
Berdasarkan permasalahan diatas maka 
diperlukan mekanisme untuk memprediksi 
arga emas dimasa depan. Penggunaan 
algoritma K-Nearest Neighbour  dan Regresi 
Linear diarapkan dapat mejadi metode untuk 
melakukan prediksi. 
K-Nearest Neighbour merupakan salah satu 
algoritma dalam data mining yang digunakan 
untuk melakukan klasifikasi terhadap objek 
berdasarkan data pembelajaran yang jaraknya 
paling dekat dengan objek tersebut. Tujuan 
dari algoritma ini adalah mengklasifikasikan 
obyek baru berdasarkan atribut dan training 
sample. Algoritma K-NN selain digunakan 
sebagai metode untuk analisis klasifikasi, 
namun dalam beberapa dekade terakhir metode 
KNN juga digunakan untuk prediksi. (Andi 
Bode, 2017:189). Sedangkan Metode Regresi 
Linear sebagai metode statistik seringkali 
digunakan dalam melakukan prediksi. 
Pengerjaannya yang efisien dengan nilai 
akurasi yang cukup tinggi merupakan nilai 
lebih yang dimiliki metode ini. 
Prediksi harga emas yang didapatkan 
dengan menggunakan metode K-Nearest 
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Neighbour  dan Regresi Linear bertujuan untuk 
mengetahuai peluang investasi harga emas 
dimasa akan dating serta untuk mengurangi 
resiko yang diperole oleh investor, sehingga 
dapat digunakan sebagai pertimbangan dalam 
berinvenstasi.  
 
2. TINJAUAN PUSTAKA 
 
A. K-Nearest Neighbor 
K-Nearest Neighbour merupakan salah 
satu algoritma dalam data mining yang 
digunakan untuk melakukan klasifikasi 
terhadap objek berdasarkan data pembelajaran 
yang jaraknya paling dekat dengan objek 
tersebut. Menurut Y. Hamamoto, dkk dan 
E.Alpaydin menyebutkan bahwa KNN 
memiliki tingkat efisiensi yang tinggi dan 
dalam beberapa kasus memberikan tingkat 
akurasi yang tinggi dalam hal 
pengklasifikasian. Tujuan dari algoritma ini 
adalah mengklasifikasikan obyek baru 
berdasarkan atribut dan training sample. 
Algoritma K-NN selain digunakan sebagai 
metode untuk analisis klasifikasi, namun dalam 
beberapa dekade terakhir metode KNN juga 
digunakan untuk prediksi. (Andi Bode, 
2017:189). 
Prinsip kerja K-Nearest Neighbor 
(KNN) adalah melakukan klasifikasi 
berdasarkan kedekatan lokasi (jarak) suatu data 
dengan data yang lain. Dekat atau jauhnya 
lokasi (jarak) bisa dihitung melalui salah satu 
dari besaran jarak yang telah ditentukan yakni 
jarak Euclidean atau jarak Minkowski. 
Perhitungan jarak Euclidian menggunakan 
Persamaan (1) (Siti Nur Asiyah dan Kartika 
Fithriasari, 2016:2) dimana xip = data testing 
ke-i pada variabel ke-p, xjp = data training ke-j 
pada variabel ke-p, d(xi,xj) = jarak Euclidean, 
p = dimensi data variabel bebas 
(1) 
 
B. Regresi Linear 
Metode regresi merupakan salah satu 
teknik analisis statistika yang digunakan untuk 
menggambarkan hubungan antara satu variabel 
respon dengan satu atau lebih variabel 
penjelas. Metode regresi terdapat dua macam 
yaitu: Regresi Linear dan Regresi Non Linear. 
Regresi linear mempunyai model dengan 1 
variabel bebas dan model dengan >1 variabel 
bebas (regresi linear berganda). Sedangkan 
regresi non linear mempunyai model 
persamaan exponensial (ln) dan model 
persamaan berpangkat (log). (Nur Nafi’iyah , 
2016). 
Dalam metode regresi linear 
sederhana mempunyai data yang nantinya 
digunakan sebagai bahan untuk membentuk 
persamaan regresi (2)(Bahram Choubin, dkk, 
2014), persamaan regresi yaitu :  
 
Y= a + b1x1+b2x2+…+ bnxn  (2)  
 
Di mana: Y = variabel dependen, a = 
konstanta, b = koefisien variabel x dan x = 
variabel independen. Konstanta a dan b 
diperoleh dari persamaan (3) (4) (Grzegorz 
Dudek, 2016), dimana nilai x dan y diperoleh 
dari data-data sebelumnya yang dijadikan 
dalam bentuk tabel sampel. 
 (3) 
 (4) 
Metode Regresi Linear sebagai metode 
statistik seringkali digunakan dalam 
melakukan prediksi. Pengerjaannya yang 
efisien dengan nilai akurasi yang cukup tinggi 
merupakan nilai lebih yang dimiliki metode 
ini. 
 
C. Root Means Square Error 
Perhitungan error merupakan pengukuran 
kesalahan antara output aktual dan output 
target. Langkah yang digunakan adalah Sum 
Square Error yang merupakan hasil 
penjumlahan nilai kuadrat error neuron1 dan 
neuron2 pada setiap lapisan output pada setiap 
data. Hasil perjumlahan keseluruhan nilai Sum 
Square Error akan digunakan dalam 
menghitung nilai Root Mean Square Error 
(RMSE) tiap iterasi.  
Menurut Mohamad Efendi Lasulika 
(2017) nilai RMSE yang kecil menunjukkan 
hasil akurasi prediksi yang terbaik, yang 
dipresentasikan dengan persamaan (5) 
 
  (5) 
Dimana Xt  = nilai aktual pada periode ke 
t 
Ft  = nilai peramalan pada 
periode ke t 
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Xt-Ft  = nilai kesalahan (error) pada 
periode ke t 
N  = jumlah data 
 
3. METODOLOGI PENELITIAN  
 
Proses prediksi harga emas digambarkan 
dengan langka – langkah dalam proses prediksi 
sampai mendapatkan nilai RMSE sebagaimana 
yang ditunjukkan pada Gambar 1 berikut. 
 
Gambar 1 Alur Proses Prediksi Harga 
Emas 
Menurut Gambar 1 diatas proses prediksi 
diawali dengan melakukan pembacaan pada 
data training yang telah dipersiapkan. Setelah 
data training memenuhi persyaratan maka 
dilanjutkan dengan pemrosesan menggunakan 
algoritma K-NN. Hasil dari pemrosesan 
dengan algoritma K-NN menjadi dasar dalam 
proses prediksi menggunakan algoritma 
Regresi Linear. Model yang didapatkan dari 
proses prediksi kemudian diuji menggunakan 
data uji yang telah dipersiapkan untuk 
mendapatkan nilai RMSE yang semakin kecil 
menentukan tingkat keberhasilan dari prediksi 
yang dilakukan.  
 
4. HASIL DAN PEMBAHASAN 
 
A.  Data Training 
 
Data training yang dipergunakan dalam 
penelitian ini merupakan data yang telah 
dikumpulkan pada periode 4 Januari 2000 – 30 
Desember 2016. Dimana data tersebut akan 
diolah menggunakan algoritma K-NN dan 
Regresi Linear untuk menghasilkan keluaran 
yang diharapkan. Hal ini sebagaimana 
ditunjukkan pada tabel 1 berikut. 
Tabel 1. Data Training 
 
 
B. Hasil Pengujian K-NN 
 
Hasil dari semua percobaan yang dilakukan 
untuk menentukan model terbaik dari periode 
1-5 dimana uji coba dilakukan dengan nilai 
parameter K antara 1,2,3,4 dan 5. Sehingga 
menghasilkan rangkuman hasil uji coba seperti 
berikut. 
Tabel 2 Hasil Pengujian K-NN 
Periode Parameter K RMSE 
1 1 12.75996 
2 2 1.29292 
3 3 1.33627 
4 4 1.36306 
5 5 1.38439 
 
Dari pengujian diatas diperoleh bahwa 
ketika nilai parameter K sebesar 2 diperoleh 
nilai RMSE terendah yaitu 1.29292 dan nilai 
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relative error sebesar 9.47 %. Nilai ini masih 
cukup besar sehingga diperlukan metode lain 
untuk mendapatkan nilai yang lebih rendah. 
Dengan nilai prediksi harga rata – rata terdapat 
pada nilai 1153.20 sebagaimana yang 
ditunjukkan pada Gambar 2 berikut: 
 
 
Gambar 2. Hasil prediksi harga emas dengan 
metode K-NN 
 
C. Hasil Pengujian K-NN dan Regresi linear 
Setelah didapatkan nilai RMSE terendah 
dari metode K-NN selanjutnya dilakukan 
pengujian menggunakan metode Regresi 
Linear. Dari hasil pengujian diperoleh hasil 
sebagai berikut.  
 
Tabel 3 Hasil Pengujian K-NN & Regresi 
Linear 
 
Hasil pengujian sebagaimana ditunjukkan 
pada Tabel 3 diatas menghasilkan nilai RMSE 
sebesar 0.05807 dan nilai relative error sebesar 
0.39% , dimana nilai ini lebih rendah dari nilai 
yang diperoleh pada pengujian dengan 
menggunakan metode K-NN saja. Pada 
pengujian ini diperoleh nilai rata-rata prediksi 
harga emas yang diperoleh pada nilai 1278.792 
sebagaimana yang ditunjukkan pada Gambar 3 
berikut. 
 
Gambar 3. Hasil prediksi harga emas dengan 
metode K-NN dan Regresi Linear 
 
5. KESIMPULAN  
 
Dengan menambahkan metode Regresi 
Linear pada metode K-NN dapat 
meningkatkan tingkat prediksi dari algoritma 
tersebut, hal ini ditunjukkan dengan semakin 
kecilnya nilai RMSE yang diperoleh. 
Penentuan nilai parameter K yang digunakan 
akan menentukan nilai yang dihasilkan pada 
proses selanjutnya yaitu sebesar 0.05807 dan 
nilai relative error sebesar 0.39%. 
perbandingan harga hasil prediksi dengan 
harga yang sebenarnya yaitu 1220.295 untuk 
harga prediksi dan 1223.700 untuk harga 
sebenarnya. 
Saran bagi penelitian selanjutnya adalah 
dapat menggunakan pendekatan lain seperti 
penggunaan metode SVM untuk melakukan 
prediksi harga emas. 
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