We present a new quantum embedding theory called dynamical configuration interaction (DCI) that combines wave function and Green's function theories. DCI captures static correlation in a correlated subspace with configuration interaction and couples to high-energy, dynamic correlation outside the subspace with many-body perturbation theory based on Green's functions. In the correlated subspace, we use a wave function description to avoid embedding the two-particle vertex, which greatly simplifies the frequency structure of the embedding. DCI takes the strengths of both theories to balance static and dynamic correlation in a single, fully ab-initio embedding concept. We show that treating high-energy correlation up to the GW and Bethe-Salpeter equation level is sufficient even for challenging multi-reference problems. Our theory treats ground and excited states on equal footing, and we compute the dissociation curve of N2, vertical excitation energies of N2 and C2, and the ionization spectrum of benzene in excellent agreement with high level quantum chemistry methods and experiment.
The prediction of both ground and excited states of quantum many-body systems remains one of the most challenging and intensely researched topics in physics, materials science, and chemistry. While independent electron theories give successful predictions for weaklycorrelated molecules and materials, there is increasing interest in strongly-correlated systems, perhaps with dor f -electrons, 1 that are poorly described by mean-field theories. Such molecules and materials host interesting physics driven by electronic correlation, including magnetism or Kondo physics, and have great potential for new applications.
The importance of the quantum many-body problem is accentuated by its highly multi-disciplinary nature. Diversity arises from the dramatic variation of electronic correlation: from the highly multi-reference character along reaction pathways in quantum chemistry to dynamical screening in single-reference, polarizable materials. Theories from different disciplines describe certain regimes of correlation better than others, with widely varying computational costs.
2 Accordingly, there is great potential for new methods which combine theories to enhance their respective strengths and downplay their weaknesses. Methods which merge disciplines could achieve a balance between accuracy and computational cost not attainable within any one field.
Quantum embedding 3 is one approach to the stronglycorrelated problem. The general idea of a stronglycorrelated impurity, or embedded region, coupled to a weakly-interacting bath is a notorious and difficult problem in physics. 4 The distinction between the impurity and bath make embedding theories a natural candidate for combining two different methods. However, fully abinitio embedding theories that are still computationally feasible are difficult to derive. Exact embedding frameworks exist 5, 6 but, without any simplification, are essentially as intractable as the initial many-body problem. Approximate model Hamiltonians 7-9 are useful to reduce the computational cost but may rely on semi-empirical or otherwise not ab-initio parameters. Developing rigorous, fully ab-initio − and yet approximate − theories is a challenge.
10
Exact diagonalization (ED) of the many-body Hamiltonian is the standard by which all other methods are measured.
11 ED, or its truncated basis version configuration interaction (CI), is extremely expensive. However, ED naturally describes all ranges of static correlation or multi-reference character in a frequency independent framework. At the other end of the correlation spectrum, many-body perturbation theory 12, 13 (MBPT) based on Green's functions efficiently describes dynamic correlation, or correlation among high-energy degrees of freedom. In particular, the GW approximation 14 and BetheSalpeter equation 15 (BSE) are very successful at predicting quasiparticle excitations in weakly-to moderatelycorrelated materials. [16] [17] [18] [19] [20] [21] [22] However, static correlation in the Green's function formalism requires the treatment of difficult frequency dependent kernels.
In this Letter, we highlight a new quantum embedding theory to merge these complementary disciplines. First, we partition the Hilbert space into strongly-and weaklycorrelated portions, equivalent to low-and high-energy transitions, defined by an orbital active space (AS). The many-body Hamiltonian in the low-energy subspace is diagonalized with configuration interaction. Additionally, we downfold the effects of high-energy transitions onto a dynamical correction added to the CI Hamiltonian. We estimate these dynamical corrections with a modified GW /BSE procedure. Our energy dependent corrections correlate the full set of orbitals beyond the orbital AS and efficiently include dynamic correlation from the bath. Our dynamical configuration interaction (DCI) theory takes advantage of the strengths of these two theories: we treat dynamic correlation with GW /BSE and static correlation with CI.
Details of the theory are contained in a separate publication. 23 Here, we outline the theory and present the major results. We consider the exact, FIG. 1. a) Partitioning of the many-body Hilbert space into D (blue) and R (red). All excitations that fall inside the orbital AS, shaded in grey, belong to D. All other configurations are placed in R. b) The downfolding procedure reduces the size of the matrix diagonalization from ∼10 6 to < 10 3 for the systems studied here. Matrix elements of the exact H describe N interacting bare electrons (black) in the vacuum (white background). The renormalized H R , which we limit to a diagonal approximation, describes 2m (m = excitation level) interacting quasiparticles (orange and green) above a correlated ground state (red background).
non-relativistic, electronic Hamiltonian in the BornOppenheimer approximation.
t ij and v ijkl are the one-and two-body (Coulomb) matrix elements of the Hamiltonian and a i (a † j ) are fermionic destruction (creation) operators.
We start the embedding construction by dividing the many-body Hilbert space into two portions, which we denote D and R. D and R are projection operators defined so that their sum equals the identity,
Here, |I and |J are many-body configurations. To connect the many-body projectors to the single-particle picture, we define an orbital AS around the Fermi energy, as shown in Fig. 1a . The AS contains the statically correlated single-particle states. We place all many-body configurations |I containing AS excitations in the stronglycorrelated space, D. This criterion includes all excitation levels (single, double, etc.). We place all other configurations |J in the weakly-correlated space, R, which contains only high-energy degrees of freedom.
Based on the projectors, the Schrödinger equation can be downfolded onto an effective Hamiltonian in D:
This is the Löwdin or Feshbach-Schur decomposition, demonstrated in Fig. 1b , and is an exact rewriting of the Hamiltonian. 6, [24] [25] [26] [27] [28] [29] [30] [31] The effect of the downfolding is to add an energy dependent correction, M (E), to the subspace Hamiltonian DHD. The non-linear Hamiltonian in Eq. 3 must be iterated to find each eigenvalue E self-consistently.
Eq. 3 introduces the resolvent of the projected Hamiltonian RHR, here labeled Z R (E), which is the crucial ingredient coupling the two spaces. By downfolding, the effective Hamiltonian has been dramatically reduced in size to dimD, but the nonlinear eigenvalue problem in Eq. 3 is still very expensive. Computing the resolvent depends on the inversion of the enormous RHR block of the Hamiltonian. For a realistic problem, R can be many orders of magnitude larger than D.
Our theory transforms the projected RHR Hamiltonian to make Z R (E) easier to compute. Consider rewriting the full Hamiltonian in Eq. 1 as a ground state energy plus excitations,
where E 0 is the correlated ground state energy and Ω is an excitation matrix with eigenvalues equal to excitation energies of the system. In wave function theories, excitation energies are computed as total energy differences so that Ω = H − E 0 . However, Green's function theories directly compute excitation energies by diagonalizing effective quasiparticle (QP) Hamiltonians, Ω QP . As long as the QP excitations are long-lived, we can approximate exact excitation energies of Ω by Ω QP . In the same spirit, we renormalize the exact RHR to a Hamiltonian of excitations propagating over a correlated ground state. By introducing a ground state energy in R, which we denote E R 0 , we separate eigenstates of RHR into a ground state and excitation energy. We rewrite RHR as
for some ground state energy E R 0 and excitation matrix Ω R . E R 0 and Ω R are constructed to connect to the physical ground state E 0 and physical excitation matrix Ω by increasing the size of R.
If we can separately compute E R 0 and Ω R , and for less expense than inverting RHR, we can assemble them to write the Hamiltonian as in Eq. 5. We make a QP approximation to Ω R to set up a calculation with MBPT.
Even in a diagonal approximation, QP Hamiltonians correlate the full set of orbitals through intermediate sums in the diagrammatic expansion. For this reason, and to lower the expense of inverting RHR, we adopt a diagonal approximation to the Hamiltonian H R . After we also estimate the energy E R 0 , we insert the renormalized H R in place of RHR in Eq. 3. The ensuing inversion of the diagonal matrix is trivial and still describes R correlation at the quasiparticle level. Our approach is not an application of perturbation theory based on the residual potential U ≡ v − v MF , as in Møller-Plesset perturbation theory, nor is it Green's function embedding with a high accuracy CI impurity solver.
32,33
Neutral excitation energies in MBPT are ordinarily computed with the BSE. However, the basis of single excitations for the BSE does not match the CI basis, which contains many-body configurations up to all excitation levels. In order to easily calculate multiple excitation energies and match the CI basis, we construct a correlation function which explicitly considers multiple excitations
The operator Ω
R is a fictitious ground state in the R subspace with energy E R 0 , discussed in detail in our complementary publication. 23 Because the outer lines of L R take all excitation levels, we can estimate all multiple excitation energies in a frequency independent framework. We systematically apply MBPT with the projected Hamiltonian RHR in the full many-body basis for successively improved approximations to L
R . An R excitation Ω † J of level m contains m propagating electrons and m propagating holes. To estimate the energies of the 2m independent quasiparticles, we dress each particle with a self-energy based on the GW approximation.
14, [35] [36] [37] We adopt the constrained random phase approximation (cRPA) for the polarization to constrain the correlation to the R subspace. In the cRPA, only R transitions screen the Coulomb interaction, denoted W R . The cRPA is already established as an effective tool in strongly-correlated physics and quantum embedding for determining effective low-energy parameters. [38] [39] [40] [41] [42] In this approximation, the quasiparticle self-energy is Σ = iGW R . In the limits D → I or R → I, self-energies in the GW R approximation correctly approach the Hartree-Fock (HF) or full GW limits of CI or MBPT, respectively. We also include inter-quasiparticle (e-h, e-e, h-h) interactions based on the same partially screened interaction, W R , similar to the electron-hole interaction of the BSE.
43,44
To avoid introducing a second frequency dependence to the Hamiltonian, we must remove the frequency dependence of L R . For this reason, we adopt the same set of static approximations commonly applied to the BSE, in which outer lines are evaluated at their quasiparticle energies and their interaction via W R is taken at zero frequency. The perturbation expansion for L R gives an effective 2m-particle Hamiltonian − the excitation matrix Ω R − taken from the denominator of L R . We estimate R excitation energies with diagonal elements of this Hamiltonian in the static approximation. The excitation energy, denoted Ω 
In Eq. 7, e and h denote electrons and holes in configuration |J , σ is a spin variable, and sums run up to the excitation level m of the configuration. A crude schematic of these inter-quasiparticle interactions is shown in Fig. 1b . We must also compute the ground state energy E R 0 to complete the transformation. This poses a theoretical challenge since both the reference configuration and real ground state are, in practice, always placed in D. We follow a simple guiding principle for E R 0 , as with Ω R , which is to enforce the correct limits as R → I or D → I. Our procedure to estimate E R 0 is described elsewhere, 23 but we emphasize here that it is fully ab-initio and free of any adjustable parameters.
With the excitation matrix and ground state energy in hand, we can write the H R Hamiltonian of Eq. 5. After inserting H R in place of RHR in the resolvent, the final effective equations are
where ω ≡ E − E 0 and ∆, which is on the scale of a correlation energy, is related to the calculation of E R 0 . Our dynamical configuration interaction (DCI) Hamiltonian in Eq. 8 represents a subspace wave function dynamically embedded in a bath of interacting quasiparticles. The matrix elements I| H |I and I| H |J are computed with the exact many-body Hamiltonian using the SlaterCondon rules. 45, 46 Compared to Eq. 3, we have renormalized quantities in the denominator of Z R (ω) to excitation energies, though the eigenvalue of H DCI is still the total energy. For the ground state, ω is set to zero and no self-consistent iterations are needed. For excited states, the excitation energy must be found self-consistently by iterating Eq. 8 until the excitation energy, Ω i = E i − E 0 , equals the evaluation energy, ω = Ω i .
We first test the theory by dissociating the N 2 dimer in the triple-bond AS. Bond breaking of molecular dimers is a challenging multi-reference problem because the correct ground state wave function cannot be written as a single Slater determinant. 28, [47] [48] [49] We perform DCI calculations by exactly diagonalizing the (6, 6) AS (6 electrons distributed in 6 spatial orbitals) dynamically embedded in the full set of molecular orbitals. Our calculations based on FHI-AIMS 50-54 always use a HF starting point with G 0 W 0,R @HF in the basis of HF orbitals. Fig. 2 shows our DCI results compared to two versions of coupled cluster (CC), random phase approximation (RPA), and full configuration interaction quantum Monte Carlo (FCIQMC). Our first observation is that DCI is free of unphysical bumps or divergences in the dissociation curve characteristic of single-reference methods such as CC. At equilibrium, DCI overestimates dynamic correlation compared to FCIQMC but is still an improvement over RPA at modest computational increase. DCI overestimates the total energy in the dissociation limit, but the dissociation curve is flat. The result, particularly in the multi-reference regime at dissociation, should improve by increasing the AS from the minimal (6, 6) space. The overall agreement with high level results is satisfactory considering the relative ease of our augmented (6, 6) CI calculation, which requires no multi-configurational orbital optimization, has a simple frequency dependence, and has no density functional dependence.
Next we consider excited states, which we expect to be the major strength of the theory. Total energies computed with DCI may inherit errors of the underlying MBPT calculation, which will always be subject to some approximation. However, our internally consistent treatment of correlation and balanced generation of determinants could perform better for excitation energies than total energies. Systematic errors in total energies for both ground and excited states may cancel during internal ω iterations to compute Ω. The accuracy of individual excitation energies or excited state spectra, instead of total energies, is most relevant for many applications.
Continuing with the challenging case of N 2 , we compute excited state energy surfaces along the dissociation path, shown in Fig. 2 . Qualitatively, the ground state and three lowest excited states closely match FCI results. 48 Our primary interest is with the conical intersection between the higher energy 5 Π u and c 3 1 Π u states near 1.3Å. FCI results of this intersection from Ref. 48 are shown in Fig. 2 For a quantitative comparison, we report equilibrium excitation energies in Table I . Our DCI calculations show good agreement with experiment and equation-of-motion CC (EOM-CCSD). Different versions of GW /BSE all underestimate the excitation energy of N 2 , 57 with the best estimate shown in Table I . The carbon dimer is a similarly challenging balance of multi-reference character combined with dynamic correlation. The lowest excitation energy for C 2 calculated with DCI, shown in Table  I , is also in excellent agreement with benchmark data.
Finally, we consider a single-reference, dynamically correlated system. The ionization spectrum of benzene is a difficult prediction for GW and beyond-GW methods in MBPT. Self-consistency, vertex corrections, and mean-field starting points all have an effect on the re- sulting spectrum. 60, 61 To describe the first 5 ionization energies, we use an orbital AS of (10, 7) and (9, 7) for the neutral molecule and ion, respectively. With these active spaces, correlation among the 5 highest occupied states and doubly degenerate LUMO is included nonperturbatively. However, the full π-σ space is much larger than these 7 orbitals. The correlation treatment in R is therefore very important, and using such a small AS for benzene is a demanding test of the theory.
Our DCI prediction is shown in Fig. 3 . The first ionization potential (IP), a bonding π state near 9 eV, is in good agreement with experiment and past results. DCI splits this π state into two peaks, in agreement with experiment and an improvement over EOM-CCSD results. The IP, computed as the difference between ground state energies of the ion and neutral molecule, is a different type of excitation than those considered so far. The IP depends on two different SCF and GW R calculations (neutral and ion), so that the total energy difference does not depend on internal iterations of ω. It is encouraging that the theory can describe such a charged excitation. The π state near 12.5 eV is also in good agreement with experiment. We predict the first σ state to be ∼0.15 eV below the closest π state. While this peak position is not perfectly aligned with experiment, it is in good agreement with recent EOM-CCSD results 62 (< 0.2 eV). Studying this difficult σ state, 60, 61 which is impervious to G 0 W 0 , scGW , EOM-CCSD, and DCI, is a topic worthy of further investigation. Our overall agreement with both experiment and EOM-CCSD is excellent considering our theory has no adjustable parameters which can be tuned to match the experimental result.
In conclusion, we have presented a new quantum embedding theory that effectively embeds a wave function calculation inside of a many-body Green's function calculation. Our DCI theory merges aspects of quantum chemistry, strongly-correlated physics, and GW theory to provide a balanced, multi-disciplinary description of electronic correlation. By using a wave function description in D, we avoid embedding the two-particle vertex which is intrinsic to Green's function embedding. In R, we apply MBPT in the unfolded basis for an efficient cal- 
