Ermakov-Pinney and Emden-Fowler equations: new solutions from novel
  B\"acklund transformations by Carillo, Sandra & Zullo, Federico
ar
X
iv
:1
71
1.
04
30
4v
1 
 [m
ath
-p
h]
  1
2 N
ov
 20
17
CarilloZullo2017 June 11, 2018, 11:00am
Ermakov-Pinney and Emden-Fowler equations:
new solutions from novel Bäcklund transformations
Sandra Carillo
1
and Federico Zullo
2
Abstract
The class of nonlinear ordinary differential equations y′′y = F (z, y2), where F
is a smooth function, is studied. Various nonlinear ordinary differential equa-
tions, whose applicative importance is well known, belong to such a class of
nonlinear ordinary differential equations. Indeed, the Emden-Fowler equation,
the Ermakov-Pinney equation and the generalized Ermakov equations are among
them. Bäcklund transformations and auto Bäcklund transformations are con-
structed: these last transformations induce the construction of a ladder of new
solutions adimitted by the given differential equations starting from a trivial so-
lutions. Notably, the highly nonlinear structure of this class of nonlinear ordinary
differential equations implies that numerical methods are very difficulty to apply.
Keywords: Non-linear ordinary differential equations, Bäcklund transformations,
Schwartzian derivative, Ermakov-Pinney equation, Emden-Fowler equation.
1 Introduction
Since the 1990s, a number of results on discretization of ordinary differential equa-
tions describing integrable physical systems were achieved. Among them there are the
Ruijsenaars-Schneider model [21], the Henon-Heiles, Garnier and Neumann systems
[14], [26], the Ermakov-Pinney equation [13], the Euler top [1], the Lagrange [16] and
Kirchoff tops [23] , the Chaplygin ball [27], the Gaudin systems [22], [31] (see also [30]
and references therein). All these discretizations represent maps among solutions of the
differential equations describing the corresponding integrable systems. Usually, these
transformations are obtained from the Lax representation of the model, by construct-
ing an appropriate dressing matrix intertwining the Lax representation of the system
(see e.g. [30] for details). These transformations turn out to be canonical in the phase
space of the system. Furthermore, they enjoy some crucial properties inherited by the
Lax representation and by the integrable structure of the system. In particular the
maps are algebraic, and, if the Lax matrix is of order N , this algebraic structure enters
through an auxiliary variable γ which satisfies an irreducible polynomial equation of
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Italy & I.N.F.N. - Sezione Roma1 Gr. IV - Mathematical Methods in NonLinear Physics.
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degree N whose coefficients are rational functions of the dynamical variables (see e.g.
[15]).
In this work an algebraic map among solutions of a class of nonlinear second order
differential equations is obtained. Integrability of the equations is not requested, neither
the transformations are obtained via the Lax representation of the system. Rather,
both the differential equations considered and the transformations obtained are an
extension of the results given in [2]: in that work the properties of the Schwarzian
derivative were fundamental to achieve the results. In the present case, the Schwarzian
derivative continues to play a key role in the construction of the transformations,
allowing us to derive new results.
The present study concerns non-linear ordinary differential equations of second
order of the form
yy′′ = F (z, y2) , y : RI + → RI +, (1)
where, as usual, the prime sign denotes derivative with respect to the independent
variable and F is a suitably regular given function of its arguments. A large number of
differential equation which model physical phenomena can be written in the form (1):
we can mention the Ermakov-Pinney equation [5],[6] and the Emden-Fowler equation
(see e.g. [4] and [9]). These two equations and their generalisations are further discussed
in the subsequent sections. Finally, note that, when the function F in (1) depends
on the independent z variable only, equation (1) reduces to the ordinary differential
equation (1.1) in [2], which takes its physical origin in extended kinetic theory (see [2]
and references therein).
It is well known, see [12] for instance, that the Schwarzian derivative plays a fun-
damental role in the theory of linear second order differential equations. Given any
smooth enough function f(z) defined on an open set I ⊂ RI , its Schwarzian derivative
{f, z} is defined via
{f, z} :=
f ′′′
f ′
−
3
2
(
f ′′
f ′
)2
, f ′(z) 6= 0 ∀z ∈ I. (2)
The link between the Schwarzian derivative and the theory of linear differential equa-
tions is given by the following result (see e.g. [12], Theorem 10.1.1): if g0 and g1 are
two independent solutions of the equation
g′′ = 2P ′g′ +Qg, (3)
where P and Q denote smooth functions, say C2, of the independent variable, then
the Schwarzian derivative of the ratio g0/g1, assuming g1 6= 0, depends only on the
functions P and Q. Specifically, it turns out
{
g0
g1
, z} = 2(P ′′ − P ′2 −Q). (4)
The latter connects equations (3) and (1) via the Schwarzian derivative. In the follow-
ing, Bäcklund transformations, admitted by (1) itself, are obtained. Then, new explicit
solutions of (1) are constructed via Bäcklund transformations admitted by (1) itself.
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The material is organised as follows. The opening Section 2 is concerned about the
construction of a Bäcklund transformation needed to establish the subsequent results.
In particular, conditions which imply it is an auto-Bäcklund transformation are estab-
lished. The functional equation which guaranties the Bäcklund transformation is an
auto-Bäcklund transformation are studied in Section 3. In the following Section 4, the
relation between the linear equation (3), the equation (4) and the auto-Bäcklund of
the ordinary differential equations under investigation are considered. Notably, they
exhibit terms in which the Schwarzian derivative appears.
Section 5 is devoted to show how some well known nonlinear ordinary differential
equations are amenable to be treated via the method devised in the previous Sections.
Specifically, the physically relevant cases of the Ermakov-Pinney and of the Emden-
Fowler equation are studied in two different subsections where corresponding Bäcklund
and auto Bäcklund transformations are constructed.
In the closing Section 6, further to some conclusions, also perspective investigations
are mentioned.
2 Bäcklund transformations
In this Section an invariance shown in [2] is revisited and suitably generalised to adapt
to the wider class of nonlinear ordinary differential equations under investigation. To
start with, let us introduce the following Lemma.
Lemma 2.1 Consider the ordinary differential equation (1), where y : RI + → RI +,
then admitted solutions are related, via Bäcklund transformation, to solutions of the
ordinary differential equation
v′′v −
1
2
(v′)2 = 2vF (z, v). (5)
Proof Apply the transformation
T : v = y2 , y, v : RI + → RI +, (6)
and note that the kernel of T is empty since y and v are assumed to be real positive
valued. Then, direct substitution of (6) in (1) gives (5).

The link can be graphically depicted as follows
y′′y = F (z, y2)
T
−− v′′v −
1
2
(v′)2 = 2vF (z, v)
Lemma 2.2 Consider the reciprocal transformation
R :


x = Φ Dt = vDx,
v = DtΦ Dx = [Φt]
−1Dt
(7)
3
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wherein:
Dt :=
d
dt
, Dx :=
d
dx
, Φt =
d
dt
Φ; (8)
it transforms (5), where v : RI + → RI +, in
{φ, t} = 2φtF (φ, φt). (9)
Proof Direct application of the reciprocal transformation R produces the result.

The two Lemmata can be summarised in the following Bäcklund chart, according to
the terminology in [3]3, where by Bäcklund chart is meant the net of links, represented
by Bäcklund Transformations, among different equations.
y′′y = F (z, y2)
T
−− v′′v −
1
2
(v′)2 = 2vF (z, v)
R
−− {φ, t} = 2φtF (φ, φt)
Hence, a correspondence between equations (1) and (9), we term Schwarzian equa-
tion, is established. This result, combined with known properties of the Schwarzian
derivative, allows to prove further invariances enjoyed by (1).
Proposition 2.3 Let g and ψ denote two suitably smooth maps, then assume φ can
be expressed via the composition of such two maps, namely φ = g(ψ), then ψ satisfies
a Schwarzian equation of the same form of (9), that is
{ψ, t} = 2ψtF˜ (ψ, ψt) , where F˜ is a smooth function. (10)
Proof Computation of the Schwarzian derivative {φ, t}, where φ = g(ψ), composition
of the two differentiable maps g and ψ, gives
{φ, t} = ψ2t {g, ψ}+ {ψ, t}. (11)
The latter, substituted in equation (9) can be re-written as
{ψ, t} = 2φtF (φ, φt)− ψ
2
t {g, ψ}. (12)
Note that this equation is of the same form of (9). Indeed, the derivative φt is g
′ψt,
and hence
{ψ, t} = 2g′ψtF (g, g
′ψt)− ψ
2
t {g, ψ}. (13)
Thus, if we define the new function F˜ via
F˜ (ψ, ψt) := g
′F (g, g′ψt)−
ψt
2
{g, ψ}, (14)
and substitute it into equation (13), the thesis readily follows since equation (10), of
the form of (9), is obtained. 
3The interested reader is referred to [3] and Ref.s therein to track early occurences of the term
Bäcklund chart.
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Now, the Bäcklund chart can be extended setting B1 : φ − g(ψ) = 0, so that the
links are summarised as follows.
y′′y = F (z, y2)
T
−− v′′v −
1
2
(v′)2 = 2vF (z, v)
R
−− {φ, t} = 2φtF (φ, φt)
B1
−− {ψ, t} = 2ψtF˜ (ψ,ψt)
Accordingly, solutions admitted by the differential equation (1) can be constructed
as stated in the following proposition.
Proposition 2.4 Let f denote a smooth enough function such that f ′(z) 6= 0, ∀z ∈ RI +
introduce
Y 2(z) :=
y2(f(z))
f ′(z)
, (15)
where y(z) is any solution of the equation (1), then Y (z) is a solution of the equation
Y Y ′′ = f ′F (f, f ′Y 2)−
1
2
{f, z}Y 2 . (16)
Proof Note that (15) can be regarded as the Bäcklund transformation:
B2 : f
′(z)Y 2(z)− y2(f(z)) = 0 (17)
which, given the smooth function f , connects (10) to (1). Thus, esplicit computations
prove the result.

Let us discuss this result. The transformation (15) represents a map between cor-
responding solutions of equations (1) and (16). Two different cases can occur.
That is, when the two equations (16) and (1) exhibit different forms, the Bäcklund
transformation B2, given by (17), connects solutions of equation (1) with solutions of
equation (16).
A special case arises when equations (1) and (16) share the same form: in this case, B2,
given by (15), represents an auto-Bäcklund transformation between solutions of equa-
tion (1). The necessary and sufficient condition B2 must satisfy to be an auto-Bäcklund
transformation reads
F (z, v) = f ′F (f, f ′v)−
1
2
{f, z}v. (18)
The latter is obtained via direct comparison between the r.h.s.s of the two equations
(16) and (1). This result is stated in the following corollary.
Corollary 2.5 Let y(z) and Y (z) be, in turn, solutions of the differential equations
(1) and (16), then B2, in (15), represents an auto-Bäcklund transformation, whenever
f denotes a solution of the functional differential equation (18).
Equation (18) is a functional differential equation: a characterisation of the solutions
it admits is provided in the next section. Then, explicit examples are considered to
show how it is possible to construct new solutions of equation (1) on application of the
transformation (17).
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3 The functional differential equation
This Section is concerned about the study of the functional equation (18) wherein the
unknown is the function f , while F is given. Thus, it is a 3rd order nonlinear ordinary
differential equation subject to the condition f ′ 6= 0. Here, for the sake of simplicity, we
do not look for f , which is a solution of (18), but we prefer to consider (18) as a linear
non homogeneous ordinary differential equation in the unknown F , where, in addition,
F is assumed to depended on v via a suitable power expansion. This approach allows
us to say which forms the given function F may assume in order to be amenable to the
presented method. Specifically, given a suitable F , a method to construct solutions of
equation (1), via Bäcklund transformations, is provided.
Accordingly, let us assume that the function F (z, v) admits a formal power expan-
sion in v, that is
F (z, v) =
∑
n
Fn(z)v
n, (19)
where the sum is intended on a suitable set of integers. For the sake of convenience,
when n 6= 1, the coefficients Fn(z) are looked for under the form Fn = (G
′
n)
n+1, where
G′n denotes the derivative of a smooth (at least C
1) function of z. In the case n = 1,
we set
F1(z) := (G
′
1)
2 −
1
2
Q(z) (20)
where Q(z) is a suitable function. Hence, substitution of the latter and of (19) in (18),
gives
2
∑
n
((f ′)(G′n)(f)− (G
′
n)(z))
n+1
vn − (f ′)2Q(f)v +Q(z)v − {f, z}v = 0. (21)
which depends explicitly on Gn, so that, for example, (G
′
n)(f) indicates that G
′
n is
composed with f(z).
The power series expansion in (21) represents a polynomial in v whose first term mul-
tiplies v−1, hence equality (21) is satisfied when all the coefficients of vk are set equal
to zero. This means that the action of the map f(z) on the functions Gn(z) is a
translation, that is, the functions Gn(z) satisfy the linear functional equations
Gn(f(z)) = Gn(z) +Kn ⇐⇒ f
′G′n(f) = G
′
n(z) ∀n, (22)
where Kn are arbitrary constants. Substitution of (22) in (21) gives
Q(z) = (f ′)2Q(f) + {f, z}. (23)
Notably, the right hand side of the latter reminds the right hand side of equation (11)
when, in turn, the variable z is identified with the variable t and the function f with
the function ψ. This correspondence suggests to identify Q with a suitable Schwarzian
derivative, that is, to set
Q(z) := {w, z}. (24)
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Substitution of this position in (22), and the subsequent comparison of (23) with (11)
show that solutions of (23) are obtained whenever w(z) and f(z) are related via the
functional equation
{w(z), z} = (f ′)2{w(f), f}+ {f, z}, (25)
wherein the Schwarzian derivative of the composition of two functions appears since
(f ′)2{w(f), f}+{f, z} ≡ {w(f), z}. Accordingly, the function w(f(z)) and w(z) follow
to be related via a fractional linear transformation, i.e.
w(f(z)) =
aw(z) + b
cw(z) + d
, ad− bc 6= 0. (26)
Hence, combination of the shown results, allows to prove the following proposition.
Proposition 3.1 If the function F (z, v) can be represented as a power series expansion
in v, then the solution of the functional differential equation
F (z, v) = f ′F (f, f ′v)−
1
2
{f, z}v.
is given by
F (z, v) =
∑
n
an (G
′
n(z))
n+1
vn −
1
2
{w(z), z}v (27)
where the functions Gn(z) and w(z) satisfy the functional equations (a, b, c, d and Kn
are arbitrary constants)
Gn(f(z)) = Gn(z) +Kn, w(f(z)) =
aw(z) + b
cw(z) + d
, ad− bc 6= 0. (28)
The previous proposition allows to find differential equations possessing the auto-
Bäcklund transformations (17). A corollary of this proposition reads as follows.
Corollary 3.2 Let y0(z) be a solution of the differential equation
y′′ =
∑
n
an (G
′
n(z))
n+1
y2n−1 −
1
2
{w(z), z}y, (29)
where the functions Gn(z) and w(z) are specified in Proposition 3.1, then
y1(z)
2 =
y0(f(z))
2
f ′(z)
represents an auto-Bäcklund transformation admitted by equation (29).
These results can be enriched and complemented thanks to the following two proposi-
tions.
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Proposition 3.3 The general solution of the functional equation
G(f(z)) = G(z) +K (30)
is given by
G(z) = G0(z) + Φ(G0(z)) (31)
where G0(z) is a particular solution of equation (30) and Φ(z) is an arbitrary periodic
function of period K.
Proposition 3.4 Let w(z) be defined as
w(z) :=
DG(z)−B
A− CG(z)
, A, B, C,D ∈ RI (32)
where G(z) is any function satisfying equation (30), then w(z) is a solution of
w(f(z)) =
(∆ +DCK)w(z) +D2K
(∆−DCK)− w(z)C2K
. (33)
where ∆ = AD − BC 6= 0.
These propositions can be easily proved via direct computations.
4 Auto-Bäcklund transformations
In this Section auto-Bäcklund transformations are related to linear second order or-
dinary differential equations. Specifically, the attention is focussed on how solutions
admitted by second order linear ordinary differential equations lead to the construction
of the transformation (17).
First of all, the general ideas are presented. Consider the link between two inde-
pendent solutions admitted by (3) and let w(z) denote their ratio, namely
w(z) :=
g0(z)
g1(z)
, g1(z) 6= 0. (34)
Then, according to (4), the Schwarzian derivative of w is given by
−
1
2
{w, z} = Q+ (P ′)2 − P ′′,
where P and Q are the smooth coefficients of the ordinary differential equation (1).
Assume, now, a function f(z) exists such that w(f(z)) can be expressed as a frac-
tional linear transformation of w(z), i.e. it is such that it satisfies the hypotheses of
proposition 3.1. Consider, then, the fractional linear transformation:
w(f(z)) =
(∆ +DCK)w(z) +D2K
(∆−DCK)− w(z)C2K
, A,B, C,D,K ∈ RI (35)
8
CarilloZullo2017 June 11, 2018, 11:00am
where ∆ = AD − BC 6= 0. Let the function G(z) be defined via
G(z) :=
Aw(z) +B
Cw(z) +D
,
then, the functional relation G(f(z)) = G(z) + K holds, ∀z. Note that the function
w(z) is given by (34); hence, the derivative of the function G(z) can be written, on use
of the Wronskian of solutions of equation (3), as
G′(z) = ∆C1
(
eP (z)
Cg0(z) +Dg1(z)
)2
, (36)
where C1 is a suitably chosen constant. When the arbitrary constants, denoted as an,
are inserted as coefficients, the following, consequence of Corollary 3.2 is proved.
Corollary 4.1 Let y0(z) be a solution of the differential equation
y′′ =
∑
n
an
(
eP (z)
Cg0(z) +Dg1(z)
)2n+2
y2n−1 +
(
Q + (P ′)2 − P ′′
)
y, (37)
where the functions P (z) and Q(z) are arbitrary and g0 and g1 are two independent
solutions of the linear differential equation (3). Then, if it is possible to find a function
f(z) such that equation (35) holds, the map
y1(z)
2 =
y0(f(z))
2
f ′(z)
(38)
defines an auto-Bäcklund transformation admitted by equation (37).
The relevance of this result is stressed in the next section where the results (37)-(38)
are applied to different examples.
5 Applications
The class of differential equations (29) can be shown to embrace, as particular cases, a
large number of nonlinear differential equations. The aim of this Section is to show im-
plications on the well known Ermakov-Pinney and Emden-Fowler nonlinear equations
whose applicative relevance is undoubtable. In addition, some generalisations of these
equations are also considered.
First of all, a simple case is treated. Note that if, in (29), here re-written for
convenience
y′′ =
∑
n
an (G
′
n(z))
n+1
y2n−1 −
1
2
{w(z), z}y, (29)
we set Gn(z) := G(z), ∀n, it is compatible with the further positions Kn = K and
Φ = 0. Indeed, in (28) the arbitrariness in the choice of the functions Gn(z) is reflected
9
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in the arbitrariness of the parameters Kn and of the periodic function Φ, respectively,
in equation (22) and (31). Furthermore, the (tacitly) assumed convergence, in a given
open set Ω ⊂ RI , of the series in (29), implies that the sequences {an} ∈ RI is such that,
in Ω ⊂ RI , the following convergent series can be introduced
H(z) :=
∑
n
anz
n. (39)
The Corollary 3.2 takes, in this case, the following simplified form.
Corollary 5.1 Let y0(z) be a solution of the differential equation
yy′′ = G′H(G′y2)−
1
2
{w, z}y2, (40)
where the functions G(z) and w(z), as specified in Proposition 3.1, satisfy the functional
equations (28), that is
G(f(z)) = G(z) +K, w(f(z)) =
aw(z) + b
cw(z) + d
, a, b, c, d,K ∈ RI . (28)
Then, the map
y1(z)
2 =
y0(f(z))
2
f ′(z)
defines an auto-Bäcklund transformation of the equation (40).
In the next subsections, differential equations with relevant physical meaning are ob-
tained corresponding to ad hoc choices, in (40), of the function H(z).
5.1 The Ermakov-Pinney equation
A first remarkable case is represented by the Ermakov-Pinney equation studied in this
subsection. Specifically, if, in the equation (37), the function P (z) as well as all the
coefficients an are all set equal to zero except a−1, denoted via a1 = −α, then, the
Ermakov-Pinney equation 4:
y′′ = Q(z)y −
α
y3
(41)
is obtained. This is equivalent to choose H(z) = −α
z
in corollary 5.1.
The Ermakov-Pinney equation was introduced in 1880 by Ermakov [6], who in-
vestigated solvability conditions of second order ordinary differential equations. The
Ermakov-Pinney equation is closely connected to the harmonic oscillator with a time-
dependent frequency. It is used to describe various problems, in quantum mechanics,
such as the motion of charged particles in the Paul trap [18], in atomic transport theory
[25] and Bose-Einstein condensate theory [20]. Furthermore, it plays a fundamental
4On introduction of the Kronecker symbol δk,l :=
{
0 k 6= l
1 k = l
, the condition on the coefficients an
can be written as an = −αδ−1,n.
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role in the description of the unitary evolution of quantum non- autonomous systems
[28]. It appears also in cosmology [10]. A set of Bäcklund transformation and an exact
discretization admitted by equation (41) is due to A. Hone [13], who, on application of
two different transformations, provides its exact discretization.
Now, on applications of results in the previous sections, a set of Bäcklund transfor-
mations admitted by the Ermakov-Pinney equation are obtained. In particular, since
equation (41) corresponds to P = 0 in equation (37), the admitted Bäcklund transfor-
mations are specified by the following proposition.
Proposition 5.2 Suppose that y0 is a solution of the Ermakov-Pinney equation. De-
fine the function w(z) =
g0
g1
, where g0 and g1 are two independent solutions of the linear
differential equation y′′ = Qy. Then, if it is possible to find a function f(z) such that
equation (26) holds, the map
y1(z)
2 =
y0(f(z))
2
f ′(z)
is an auto-Bäcklund transformation of the equation (41).
Proof The proposition follows on specialisation, in Corollary 4.1, of all the parameters
via ak = −α δk,−1 and P ≡ 0.

Notable examples are represented by the case when the function Q exhibits a depen-
dence on z2: in particular, it is a linear combination of a term proportional to z−2 with
a term proportional to z4k for some integer k ∈ NI . Both these functions, taken sepa-
rately, have application in scalar field cosmologies (see [10], eqs. (10)-(11)-(31)-(38)).
Specifically, consider Q to be
Q(z) = p2(2k + 1)2
z4k
4
+
k(k + 1)
z2
, p ∈ RI +. (42)
In this case, the function w is obtained
w(z) = epz
2k+1
(43)
and the function f(z) can be defined by
f 2k+1 =
1
p
ln
(
aw(z) + b
cw(z) + d
)
, ad− bc 6= 0. (44)
Hence, given a solution y0 of equation (41), further solutions are represented by
y1(z)
2 =
y0(f)
2
f ′
. (45)
Indeed, chosen Q in (42), a particular solution of equation (41) is given by
y0(z) =
β
zk
, β4 :=
4α
p2(2k + 1)2
. (46)
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Thus, on application of the transformation (45), after few manipulations, we find a
new set of solutions, say y1(z), as follows
y1(z)
2 =
β2
z2k
(aw(z) + b)(cw(z) + d)
w(z)(ad− bc)
, ad− bc 6= 0 , (47)
where w(z) is defined by equation (43). Note that the previous equation defines the
general solution of equation (41) which corresponds to Q in (42).
5.2 The Emden-Fowler equation
This subsection is devoted to a second example of an ordinary differential equation
which admits Bäcklund transformations whose construction is possible according to
the general results comprised in Sections 2-4. The generalised Emden-Fowler equation
of the first kind in the unknown q(x) reads (see e.g [9])
xqxx + αqx + βx
νqn = 0. (48)
This equation appears in a wide variety of mathematical physics problems: specifically,
when ν = 1 and α = 3 it describes the hydrostatic and thermodynamic equilibrium
of stars. In addition, it appears in investigations on the Einstein’s field equations [11]
or in the mean-field description of critical adsorption [8] (see [9] and references therein
for further examples). When the parameter α is integer, equation (48) is used to
model spherically symmetric steady state solutions of evolution problems involving the
Laplace operator in a α-dimensional space. More precisely, when r denotes the radial
coordinate, looking for spherically symmetric solutions, the reduction of the equation
∇2q + βrν−1qn = 0
directly gives equation (48). A particularly interesting generalisation is represented by
the modified Emden-Fowler equation, which is obtained on substitution of the factor
xν , in (48), with a function of x:
xqxx + αqx + βr(x)q
n = 0. (49)
In this section two examples are provided: one for equation (48) and the other for
equation (49). Equation (48) is the particular case of equation (49), which corresponds
to the choice r(x) = xν . Likewise, our first example is a particular case of the second
one.
Example 1. In this example, let ν = 1 − 2α in (48) and, for later convenience, set
n = 2m− 1. The differential equation (48) then reads
xqxx + αqx + βx
1−2αq2m−1 = 0. (50)
The following change of variables
q(x) =
y(z)
z
, z = xα−1
12
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in (50) reduces to
y′′ +
β
(α− 1)2
y2m−1
z2m+2
= 0. (51)
The latter can be compared with equation (37): that is, according to Corollary 4.1,
when we set Q = P ′′− (P ′)2 and am = −
β
(α−1)2
δm,n, equation (51) is obtained. Indeed,
the choice Q = P ′′ − (P ′)2 entails that the functions g0 and g1 are linear combinations
of eP and zeP (independent solutions of equation (3)). Let, now chose
g0 = e
P (D − bz), g1 = e
P (az − C), aD − bC = 1
then, equation (37) reads exactly as (51). The next step is to show, solving the func-
tional equation (33), that the function f(z) is given by
f(z) =
∆z
Kz +∆
,
which allows to find the Bäcklund transformations
y21(z) = y
2
0
(
∆z
Kz +∆
)
(Kz +∆)2
∆2
. (52)
A particular solution of equation (48) is given in [9]: it corresponds to the case when
y0(z) = p z
m
m−1 (53)
and represents a solution of equation (51), where the constant p is required to satisfy
β(m− 1)2p2m−2 +m(α− 1)2 = 0.
Note that the latter, in general, given real β and m, admits complex solutions p ∈ CI ;
hence, to obtain p ∈ RI , β and m are required to be, in turn, positive and negative, or
viceversa. The new solution (52) reads
y21(z) = p
2
(
∆z
Kz +∆
) 2m
m−1 (Kz +∆)2
∆2
(54)
and represents two different one-parameter solutions of equation (51), the parameter
we can chose is K
∆
. Note also that further iterations of the same transformation, where
each iteration is identified by the pair of parameters ∆n and Kn, do not add further
constants to the solution. Indeed, the nth iteration can be written as
y2n(z) = p
2
(
Rnz
Snz +Rn
) 2m
m−1 (Snz +Rn)
2
R2n
where the coefficients Rn and Sn solve the recurrence relations
Rn+1 = ∆n+1Rn, Sn+1 = ∆n+1Sn +Kn+1Rn
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with the initial values R0 = 1, S0 = 0 (and obviously ∆1 = ∆ and K1 = K).
Example 2. In this example we look at the modified Emden-Fowler equation (49).
Again, for later convenience, we set n = 2m− 1. We specify the function r(x) as
r(x) =
1
x2α
(
xα−1
η + γxα−1
)2m+2
, (55)
which corresponds to the following differential equation in the unkown q(x)
xqxx + αqx + βx
1−2α
(
xα−1
η + γxα−1
)2m+2
q2m−1 = 0. (56)
When the special values (η, γ) = (0, 1) are chosen, (56) reduces to (50) of the previous
example. The subsequent change of variables in (56)
q(x) =
y(z)
z
, z = xα−1,
gives
y′′ +
β
(α− 1)2
y2m−1
(η + γz)2m+2
= 0. (57)
This equation can be compared with equation (37): according to Corollary 4.1, we must
set Q = P ′′ − (P ′)2 and am = −
β
(α−1)2
δm,n. Then, the functions g0 and g1 are linear
combinations of eP and zeP (that is, they are two independent solutions of equation
(3)). Let {
g0 = e
P (a0z + b0),
g1 = e
P (a1z + b1).
with
{
Ca0 +Da1 = γ,
Cb0 +Db1 = η,
These choices allow to check that equation (37) reduces exactly to (57). Then it can
be shown that the function f(z), solution of the functional equation (33), is given by
f(z) =
(Kηγ +∆δ)z +Kη2
(∆δ −Kηγ)−Kγ2z
, δ := a0b1 − a1b0.
According to Corollary 4.1, the Bäcklund transformations admitted by equation (57)
are
y1(z)
2 = y0
(
(Kηγ +∆δ)z +Kη2
(∆δ −Kηγ)−Kγ2z
)2(
(∆δ −Kηγ)−Kγ2z
∆δ
)2
. (58)
A particular solution of (56) is given by
y0(z) = p(η + γz)
m
m−1 (59)
where the constant p represents a solution of
β(m− 1)2p2m−2 +mγ2(α− 1)2 = 0.
Note that the solution (59) reduces to (53) when (η, γ) = (0, 1) and, then, the trans-
formation (58) coincides with the transformation (54).
The new solution is given by
y1(z)
2 = p2
(
∆δ(η + γz)
(∆δ −Kηγ)−Kγ2z
) 2m
m−1
(
(∆δ −Kηγ)−Kγ2z
∆δ
)2
14
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6 Conclusions
A class of nonlinear differential equations of second order of the form yy′′ = F (z, y2),
which represents a genuine generalisation of y y′′ = S(x), in [2], is considered in this ar-
ticle. The studied equations are proved to admit Bäcklund transformations (15) which,
in the general case, represent maps from solutions of a nonlinear differential equations
of the form (1) to solutions of another equation of the same class. Notably, these
Bäcklund transformations comprise also, as special cases, auto-Bäcklund transforma-
tions. These special cases are investigated; thus, whenever F (z, v) and f(z) satisfy the
differential functional equation (18), it is shown that the map (17) represents an auto
Bäcklund transformations admitted by equation (1). These auto Bäcklund transfor-
mations are algebraic and, indeed, in the complex domain, they establish multi-valued
correspondences among solutions of the same differential equations; however, when re-
strictions to positive real valued functions are considered, one-to-one correspondences
are obtained. In particular, in the very special case when F depends only on z, i.e.
F (z, v) = S(z), and, furthermore, the function f is a linear fractional transformation,
i.e. f(z) = (az+b)/(cz+d), the transformation in [2] is obtained as a particular case of
(17). In addition, a variety of applications of equation (1) are provided: they represents
only some of the examples in which the constructed Bäcklund transformations can be
applied to obtain new results. Further systems of physical interest, which, for instance
arise as reductions of partial differential equations, belong to the class of equations we
investigate: in the present article we restrict our attention to some physically relevant
examples. Further results, in particular as far as the structure of equation (1) as well as
its solutions in the complex domain are in progress. Also, currently under investigation
are relations between the obtained Bäcklund transformations, integrability properties
and, possibly, the Hamiltonian structure of the linked equations, aiming to specialise
the results in [7].
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