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Abstract
Advances in cardiac imaging techniques play a vital role in fighting against cardiovascular
diseases by helping achieve early and accurate diagnoses as well as guidance in interventional
cardiac procedures. Along with these imaging systems, computer-aided diagnosis (CAD) is
essential in modern healthcare to yield useful and comprehensive clinical information in a
short time. However, CAD systems have not been widely adopted in clinical practice due to
technical limitations imposed by the imaging systems. In particular, cardiac cine Magnetic
Resonance (MR) imaging has a low through-plane resolution and may contain motion artefacts
due to the acquisition process. Similarly, the quality of cardiac ultrasound images is operator-
dependent and often has poor signal-to-noise-ratio, which presents difficulties for automated
image analysis.
To tackle these limitations and enhance the accuracy and robustness of the automated image
analysis, this thesis focuses on the development and application of state-of-the-art machine
learning (ML) techniques in cardiac multi-modal imaging. Specifically, we propose new image
feature representation types that are learnt with ML models and aimed at highlighting the
correspondences between multi-modal data. These representations are also intended to visu-
alise the cardiac anatomy in more detail for better interpretation and analysis. Moreover, we
investigate how quantitative analysis can benefit when these learnt image representations are
used in segmentation, motion-tracking and multi-modal image registration.
Specifically, a probabilistic edge-map representation is introduced to identify anatomical corre-
spondences in multi-modal cardiac images and demonstrate its use in spatial image alignment
and anatomical landmark localisation problems. Additionally, a novel image super-resolution
framework is introduced for the enhancement of cardiac cine MR images and we show that high
resolution image representation can be useful and informative for various types of subsequent
analysis including volumetric measurements and strain analysis.
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Chapter 1
Introduction
1.1 Clinical Background and Motivation
In this section, we give a brief introduction to the anatomy and physiology of the human
heart, with a particular attention to electro-mechanical events that occur during the cardiac
cycle. Later, MR imaging is discussed and we highlight the specific techniques that are used
particularly in cardiac MR imaging, such as as ECG gating, respiratory motion compensation,
and cine imaging technique. Similarly, we give a brief summary of ultrasound imaging and its
clinical role in the diagnosis of cardiovascular diseases (CVD). The section concludes with a
presentation of the quantitative indices that are used in the assessment of CVD and cardiac
function analysis.
1.1.1 The Anatomy and Function of the Heart
The human heart [250] pumps blood through the circulatory system supplying oxygen and
nutrients to the cells of the body while removing carbon dioxide and other wastes. It has four
chambers: the atria (upper) and the ventricles (lower) as shown in Figure 1.1. The antrio-
ventricular septum separates the two sides of the heart. Unless there is a septal defect, the two
1
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Figure 1.1: The anatomy of the human heart: coronary blood vessels, ventricles and atria. The
arrows show the flow of blood through the heart1.
sides of the heart do not directly interact with each other, but they function together.
Blood is circulated through the heart in two separate pathways [194]: the pulmonary circuit
and the systemic circuit. In the former, de-oxygenated blood returns to the right side of the
heart and it is pumped into the right ventricle (RV) and then to the lungs where oxygen is
absorbed. At the end, oxygenated blood returns to the left atrium (LA) via the pulmonary
vein. In the systemic circuit, left ventricle (LV) pumps the oxygenated blood into the aorta and
arterial circulation. The bicuspid (mitral) and tricuspid atrioventricular (AV) valves seperate
the left and right atria, and ventricles respectively. The papillary muscles are projections of
the ventricular muscles and they attach to the cusps of the AV valves (Figure 1.2). During the
ventricular contraction, the papillary muscles in both ventricles tense and prevent backward
flow of ventricular blood into the atrial cavities.
The ventricular wall consists of three layers: epicardium (the outermost wall layer), myocardium
(the middle layer), which contains the muscle for contraction, and endocardium (the inner layer)
which has contact with the blood-pool. In Figure 1.2, it can be seen that the muscle cells build
up the majority of the ventricular wall, and LV wall is thicker than the RV wall since sufficient
1The figure has been adapted from http://www.nottingham.ac.uk/nursing/practice/resources/
cardiology/function/anatomy.php
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Figure 1.2: Layers of the heart wall (left) and mitral valve of the left ventricle (right)2.
blood pressure is required to pump the oxygenated blood to different parts of the body.
1.1.2 The Cardiac Cycle and Electrical Activation
The cardiac cycle is a sequence of electrical and mechanical events that take place between the
relaxation (diastole) and contraction (systole) phases of the heart. The ventricular diastolic
stage involves the movement of blood from atria to ventricles and the ventricular systole involves
the movement of blood from ventricles to the pulmonary artery and aorta. Cardiac systole is
the mechanical response of the myocardial cells to an electrochemical stimulus originating from
the sinoatrial (SA) node. It regulates the cardiac cycle by acting as a pacemaker. The electrical
activity initiating from the SA node propagates through the fibrous skeleton of the heart (first
the atrial mass and then AV node) and the resulting wave of depolarisation from top to bottom
of the heart triggers the mechanical activation (cf. [27, 194]).
The conduction of the electrical activity through the fibrous skeleton can be seen on an electro-
cardiogram (ECG), as shown in Figure 1.3. The ECG recording reflects the electrophysiologic
2The figure has been adapted from https://en.wikipedia.org/wiki/Pericardium and https://www.
knowyourbody.net/mitral-valve.html
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Figure 1.3: Wiggers diagram showing the electro-mechanical activity of the heart in a cardiac cy-
cle. The figure has been adapted from https://en.wikipedia.org/wiki/Wiggers_diagram.
activity during each heartbeat and it is acquired using electrodes placed on the skin. In the
same figure, the conduction at the atria is seen as the P-wave and it is followed by the PR inter-
val that corresponds to the delay in the AV node. The spread of the electrical activity through
the ventricular myocardium produces the QRS complex, and the ventricular re-polarisation
(relaxation of the muscles) is seen as the T-wave. The ECG signal is also commonly used in
imaging systems as a gating signal to capture images of the heart at different phases of the
cardiac cycle.
1.1.3 Cardiac Magnetic Resonance (CMR) Imaging
Magnetic resonance imaging (MRI) is a non-invasive and non-ionising imaging technique that
can produce tomographic images with an unmatched soft tissue contrast. Unlike X-ray com-
puted tomography (CT), it does not use ionising radiation, but is based on the absorption and
emission of energy in the radio frequency (RF) range of the electromagnetic spectrum [47]. MR
images are produced based on spatial variations in the phase and frequency of the RF energy
being absorbed and emitted by the anatomical tissues. Under the influence of a strong magnetic
field, magnetically aligned hydrogen nuclei generate transverse magnetisation as a response to
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Figure 1.4: ECG synchronisation of the pulse sequences. ECG recording is used to detect the
QRS complex, which triggers the pulse sequence generator to produce RF and gradient pulse
waveforms. This is repeated for each cardiac cycle. Image courtesy John Ridgway [220].
applied RF pulse sequences, which is captured by the scanner and then reconstructed as an
image. The magnetic response of the tissues across time is shaped by atomic properties that
differ depending on tissue type [33].
In the context of cardiac imaging, cardiac MR (CMR) has been clinically used for evaluation
of the anatomy and function of the heart chambers, valves, and major vessels. Assessment of
infarct segments, myocardial wall abnormalities, LV volume measurement are some examples of
its clinical use [257]. The technology has been limited in the past because of imaging difficulties
associated with cardiac and respiratory motion and long acquisition time. In the recent years,
CMR imaging has found more applications in cardiovascular disease [39] with advancements in
spatial and temporal resolution and reduced scanning times. In particular, parallel imaging is
a commonly used approach to reduce imaging time [166] and ECG gating is often necessary to
reduce cardiac motion artefacts.
Electrocardiogram gating
To acquire an image of the heart unaffected by the cardiac motion, sampling of the magnetic
signal needs to be done within tens of milliseconds. This situation limits the number of phase
encodings (spatial resolution) and also requires the relaxation time (image quality) to be short.
While such acquisition can be achieved in practice, it will come at the expense of low imaging
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Figure 1.5: Cine MR images for all cardiac phases (N = 16) are acquired over multiple cardiac
cycles in segments of k-space data during breath-hold. ECG gating is used to synchronise the
RF pulse sequences
quality and resolution. For this reason, in standard CMR imaging protocols, k-space data
sampling for each slice is performed over multiple cardiac cycles by synchronising the RF pulse
sequence with respect to a fixed set of reference cardiac phases. An MR compatible ECG
device is used to synchronise the MR data acquisition, which detects the R-wave and triggers
the sequence controller as shown in Figure 1.4.
Respiratory motion
In conventional CMR imaging techniques, the phase encoding of each 2D image slice requires
data acquisition over multiple cardiac cycles, which can result in imaging times of several
minutes. This means that respiratory motion may introduce data artefacts and inconsistencies
between k-space data acquired at different cardiac cycles. As a solution to this problem, there
are three approaches [220]: (I) retro-respective gating of the images with signal collected from
a respiratory belt, (II) single-shot fast imaging techniques, and (III) repeated breath-holding.
Cine cardiac MR imaging
Cine MR imaging visualises the temporal dynamics of the heart chambers and can be used for
functional assessment. Data points for each cardiac phase are acquired at multiple time points
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by filling separate k-space lines over several cardiac cycles, which results in the reconstruction
of image for all the cardiac phases. The images are later viewed as a movie sequence. The
cine image acqusition procedure is shown in Figure 1.5. Breath-holded cine MR imaging allows
acquisition of k-space data in segments for each cardiac phase. In this way, the acquisition
times can be shortened even further at the expense of reduced temporal resolution, which can
be circumvented with echo-sharing [80].
As a pulse sequence, spoiled gradient echo (GE) has been preferred for functional imaging since
very short repetition times are required. With the GE sequence, the blood-pool (BP) appears
bright and the contrast between the endocardium and BP makes it suitable for ventricular
function assessment and flow analysis [220]. Spin echo (SE) sequence, on the other hand, is
more suitable for anatomical imaging. It introduces relatively little artefacs from metal but
require longer acquisition times. It plays more a secondary role in CMR imaging, but for
purposes such as structural assessment of ventricular abnormalities it still proves useful [80].
Steady state free-precession (SSFP) [195] is an alternative to the GE approach, it enables
relative independence of contrast from blood-flow and high speed of acquisition, which has
been a limitation for very short RF repetition times [38].
Cardiac MR imaging planes
3D high-resolution cine imaging of the heart is challenging due to long acquisition times, cardiac
motion, and repeated breath-holds. For this reason, stacks of thick 2D slices are acquired from
different imaging planes for multiple cardiac phases. The standard cardiac cine imaging planes,
shown in Figure 1.6, include short-axis (SAX), horizontal long-axis (four chamber view), and
vertical long-axis (two chamber view) [93]. To identify these planes during the acquisition, first
scout imaging is performed with a fast single-shot sequence, then the long-axis (LAX) planes
are prescribed along a line extending from the cardiac apex to the centre of the mitral valve.
Finally, the SAX plane is identified which extends perpendicular to the LAX of the heart at the
level of the mid left-ventricle. Ventricular volumetric measurements are often performed on SAX
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Figure 1.6: The standard cardiac cine imaging planes [93]: short-axis mid-ventricle plane (a),
vertical long-axis plane (b), and horizontal long-axis plane (c). The images (b-c) are also known
as two-chamber and four-chamber views respectively. The figure is adapted from [41].
stacks since it yields cross-sectional slices almost perpendicular to the myocardium boundaries.
This way partial volume effects can be reduced and ventricular measurement accuracy can be
improved [112]. Typically the in-plane and through plane resolutions of the SAX stacks are in
between 1-2.5 mm and 8-10 mm respectively.
1.1.4 Indices of Cardiac Function
Quantitative analysis of the cardiac ventricles using imaging data starts with delineation of the
endocardial and epicardial boundaries of the myocardium. Once the contours are defined for
each slice in the stack of images, local and global volumetric measurements can be performed
for the assessment of ventricular function and mass [112]. These measurements have clinical
importance in diagnosis of cardiac related pathologies such as hypertrophy and dilated car-
diomyopathy [219]. Myocardial mass (M) is a particular example. It corresponds to the weight
of the heart muscle and is computed by multiplying the ventricular volume (V ) calculated from
the contours, with the density of the myocardium (ρm = 1.05g/cm
3) [84]. Left-ventricular (LV)
myocardial mass is computed as: MLV = VLV · ρm.
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Global functional indices indicate the overall performance of cardiac ventricles in their ability
to supply blood to the rest of the body [85]. They require myocardial contouring in at least two
points in the cardiac cycle: end-diastole (ED) and end-systole (ES). As a global functional index,
the stroke volume (SV ) corresponds to the volume of oxygenated blood pumped from the LV
in each cardiac cycle, which is equal to the difference between the LV volumetric measurements
at ED and ES phases: SV = VED − VES. Ejection fraction (EF ) is the fraction of stroke
volume (ejected blood) with respect to the volume of the filled heart (VED), and is defined as:
EF = SV/VED. Another functional index is the cardiac output which is defined as the amount
of blood ejected from the LV per minute and is equal to the SV multiplied by the heart rate.
Although global indices are good indicators of functional abnormalities, they do not convey
specific information about which parts of the ventricle have reduced or altered contractile
function. Additionally, there could be instances where global measurements fall within the
healthy range while the wall motion be abnormal. For these reasons, local functional analysis
of the ventricular wall is performed including wall thickening and strain analysis, which can
precisely identify reversibly injured yet viable parts of the myocardium [40]. A recent survey
study [85] on local cardiac wall motion provides more detailed information for interested readers.
1.1.5 Cardiac Ultrasound Imaging
Standard ultrasound (US) imaging involves a piezoelectric transducer and a processing unit for
visualisation. Ultrasonic pulses generated by the transducer travel through tissues of the body
and encounter interfaces and scatterers which generate echoes. These reflections occur when US
wave encounters an interface with different acoustic impedance. The reflected waves are later
sensed by the same transducer and converted into signal readings. The travel time and direction
of the US beam is used to reconstruct the depth image along a single line as shown in Figure
1.7. A cross-sectional 2D image can be formed by transmitting pulses in multiple directions
from an array using beamforming [159], and the visualised intensity values correspond to the
energy of the attenuated echo signal (B-mode imaging) [115]. 2D-phased and 3D-matrix array
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Figure 1.7: The reflected ultrasound (US) beam is captured by the transducer and the area
highlighted in blue scanned the same way using multiple beams which corresponds to B-mode.
A-mode shows the amplitude of the received echo for a single beam. 3D-US imaging is done
with a matrix array that is composed of many piezoelectric crystals.
transducers are composed of multiple piezoelectric elements and they can automatically collect
a series of 3D volumes by steering the ultrasound beam electronically [232]. This is particularly
well suited for cardiac applications and typically 10-20 volumes per second are collected [115].
US cannot compete with tomographic imaging systems (e.g. MR, CT) in terms of detailed
visualisation of soft-tissues and bony structures. However, it is capable of imaging tissue defor-
mations real-time for surgical guidance, and its indispensable for assessment of cardiac function
due to its portability, wide availability, and low cost [186]. It can provide a wealth of infor-
mation [185], including the size and shape of the heart (internal chamber size quantification),
estimation of LV volume, pumping capacity, regional wall motion, and the location and extent
of any tissue damage. In particular, these measures are used in diagnosis and assessment of
ischaemic heart disease. In cardiac US imaging (echocardiography), three standard transducer
positions are used for data acquisition: parasternal, subcostal, and apical views. Figure 1.8
shows images collected from the standard trans-thoracic imaging windows. The quality of US
data is often operator dependent and hence challenges for automatic analysis vary depending
on the view and artefacts such as shadowing and reverberations [185]. Besides the B-mode
imaging, US Doppler imaging technique provides information about the velocity and direction
of blood flow in the heart, which is used in assessment of cardiac valve areas and function [136].
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Figure 1.8: Standard trans-thoracic cardiac US imaging windows. Apical 4-CH and parasternal
long-axis views are shown in the middle and right respectively. Image courtesy of Yao [278].
1.2 Technical Challenges in Multi-modal Cardiac Image
Analysis and Objectives
Quantification of ventricular volume and mass is vital for assessment of the cardiovascular
pathologies, and CMR is the reference standard imaging technique for quantitative analysis
[80, 194]. There are, however, several limitations of cine CMR, such as limited through plane
image resolution and respiratory motion artefacts which arise due to the need to acquire cine
images over several cardiac cycles. Similarly, imaging artefacts observed in 3D-US images can
hinder computer-aided analysis of the heart function. The technical limitations imposed by the
imaging systems necessitate design of robust and accurate image analysis frameworks for quan-
titative assessment. Besides accurate predictive performance, ease of use and interpretability
are essential for use of these frameworks in clinical diagnostics.
Limited through plane resolution and imaging artefacts in CMR
Cine CMR images are acquired to capture both spatial and temporal information from the
heart, and long scanning times are required due to repeated breath-holds and acquisition at
different cardiac phases. As a compromise between SNR and acquisition time, slices in the
SAX direction are acquired with relatively large slice thickness as shown in Figure 1.9. This
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Figure 1.9: Cine CMR stacks are often acquired with relatively thick slices (8-10 mm). As slices
are acquired over multiple breath-holds, there could be respiratory motion artefacts (right),
which can hamper quantitative assessment when it is combined with large slice thickness.
can reduce the accuracy of the volumetric measurements (e.g. EF, SV) obtained with automatic
segmentation tools (contouring). For this reason, most of the segmentation algorithms perform
myocardium delineations for each slice independently without much considering the through-
plane information [233]. There could be a few disadvantages associated with this type of 2D
analysis approach: (I) partial volume effect due to low resolution (LR) can introduce error in the
measurements, (II) respiratory motion artefacts observed between adjacent slices (Figure 1.9)
can yield blocky disconnected contours in the through-plane direction, (III) without sufficient
contextual information, segmentation of the apical and basal slices becomes a more difficult
task. As a solution to these problems, research has focused on different approaches: (I) motion
correction on stacks of 2D SAX images prior to segmentation, (II) sub-pixel segmentation using
only the LR image data, and (III) cardiac image super-resolution.
Imaging artefacts in cardiac 3D-US images
Ultrasound (US) imaging has been preferred to be the primary imaging modality for initial
assessment of the cardiac function due to its wide availability and cost-effectiveness [186]. How-
ever, quality of acquired images and accuracy of quantitative evaluations are often operator-
dependent; as such, depending on the transducer position and angle, the quality of the US
images can vary significantly. Common imaging artefacts [21] (Figure 1.10) that might be en-
countered in clinical cardiac US data are: (I) restricted field of view of the cardiac chambers
(US beam profile), (II) signal drop-out caused by highly reflective anatomical structures (ribs),
which can prevent imaging of the entire endocardium, (III) stationary reverberations due to
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Figure 1.10: From left to right: (I) Stationary reverberations covering the anterior wall (AW)
in the 2-CH image, (II) Signal drop-out of the AW in the 2-CH view due to a lung shadow
distant from the probe. (III-IV) 3D-US and MR scans acquired from the same subject. Some
of the structures are difficult to identify and locate in the apical ultrasound view such as the
apex and right ventricle. This situation introduces a challenge in multi-modal image alignment.
multiple reflections of the ultrasound beams, which often occlude the apical part of the my-
ocardium. These artefacts can introduce inaccuracies in cardiac ventricle segmentation, where
imaging data may not be self-sufficient for precise analysis. On top of that, the low intensity
contrast between the myocardium and endocardium can make the segmentation problem even
more challenging, as shown on the left in Figure 1.10. Image analysis frameworks have tried
to address these challenges through use of anatomical shape models [203, 252] and techniques
such as stitching or compounding multiple acquisitions [278].
Idenfitication of correspondences in multi-modal imaging data
Multi-modal imaging can provide complementary information that may not be extracted via
single modality alone. For instance, 3D-US data provide useful guidance in surgical procedures
through visualisation of the papillary muscles and high resolution temporal information [186]
which are not usually captured by CMR images. More importantly, CMR is not compatible
with many surgical devices and thus difficult to use during interventions. The fusion of the
multi-modal data, however, often requires spatial alignment of the multi-modal images, thus
correspondences between US and MR images are required to be identified at least on a sparse
level. This is a challenging task because some anatomical structures are not visualised in both
modalities at the same time and their appearances can be significantly different as shown on
the right in Figure 1.10. Moreover, manual delineations of the endocardial border in both
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modalities often do not show agreement with each other as has been demonstrated in clinical
studies [170, 241]. For this reason, the volumetric measurements obtained from 3D-US and
CMR often show a systematic difference. In conclusion, the multi-modal ultrasound image
registration is challenging and topic of on-going research.
User interaction requirement in semi-automatic segmentation methods
Besides the challenges imposed by the imaging systems, usability of image processing techniques
is another aspect that needs to be considered. In particular, semi-automatic segmentation
tools (multi-atlas, deformable models) often require guidance by an operator to perform the
delineation task. In particular, operator input is often required to initialise these algorithms
by identification of a particular set of landmark points in images. However, this can be a
limitation for deployment of these algorithms in processing of large imaging cohorts such as UK
Biobank [206], where thousands of images are required to be analysed for population studies.
To address this limitation, many research efforts have focused on development of automatic
landmark localisation techniques, which needs to ensure reliable and accurate segmentation
accuracy while automating the analysis frameworks.
1.3 Thesis Contributions
The following sections present the contributions of this thesis in analysis of cardiac multi-modal
imaging data and also summarise how the aforementioned challenges are addressed.
Edge-maps for multi-modal image analysis
We propose a novel image representation technique which we term probabilistic edge-maps
(PEMs). PEM is an intermediate feature space where multi-modal image data is first pro-
jected into before analysis. Subsequent image analysis benefits from this feature space as it is
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organ specific and highlights only the structural information of the anatomy, which is useful
particularly in US image analysis. We demonstrate its applicability for multi-modal cardiac
image registration, multi-atlas US image segmentation, and cardiac cine MR respiratory motion
correction problems. The proposed approach differs from existing image feature representation
types by utilising a trained decision forest (DF) to perform the feature mapping, which provides
supervision and robustness against imaging artefacts.
Automatic anatomical landmark localisation in CMR images
We demonstrate that the anatomical landmark localisation problem in cardiac imaging can
be solved with a structured DF based regression model in a very robust and accurate way.
The proposed approach is utilised in a multi-atlas segmentation framework as a preprocessing
technique to obtain a fully-automatic segmentation pipeline. From a more technical point of
view, a new decision tree model is presented, which can exploit both local and global level
image annotations such as subject-specific meta information, including size and scale of the
target anatomy.
Cardiac MR image super-resolution with convolutional neural networks
In cardiac imaging, image super-resolution (SR) can be used to reduce the quantitative mea-
surement errors that arise due to thick slice acquisitions. In that regard, we propose one of
the first approaches that employs a convolutional neural network (CNN) model for the cardiac
image SR problem and demonstrate the performance improvement in terms of accuracy and
inference time by comparing it to state-of-the-art SR approaches. The presented SR frame-
work fuses the information from multiple input images that are acquired from different imaging
planes (e.g. SAX, LAX). More importantly, we show that the accuracy of subsequent image
analysis (e.g. segmentation, myocardium tracking) can be improved when the input images are
preprocessed with the proposed SR technique.
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Learning anatomical shape priors with convolutional neural networks
The current state-of-the-art medical image segmentation and SR frameworks are based on CNN
models; however, commonly used training objectives do not explicitly supervise these models
to learn the global structure of the target space, such as label shape and topology. This could
create a potential problem when image data is not self-sufficient for the analysis due to imaging
artefacts, where anatomical priors are required for the analysis. In that regard, we explore
new model training objectives that could make use of manual annotations more effectively and
thus provide better model supervision. A novel training strategy is proposed to incorporate
anatomical priors into a standard CNN model. With this approach the trained models are
guided to respect the underlying anatomical constraints in their predictions. For instance, SR
is an ill-posed problem and there could be multiple valid inverse HR solutions for a given LR
image. In our solution, the proposed SR model will choose the anatomically most accurate
solution among all the possible options.
Moreover, we demonstrate the advantage of end-to-end network training to circumvent tradi-
tional image pre- and post-processing techniques such as motion-correction, super-resolution,
and conditional random fields. We further show that application driven model learning can re-
move the necessity of intermediate image analysis steps in commonly used frameworks. In other
words, the models can be supervised to learn the direct relationship between the image data
and target objective. For instance, 3D high resolution segmentations are obtained directly from
2D-SAX stack data without requiring any respiratory motion correction or super-resolution.
1.4 Thesis Overview
In the following chapter, background information regarding the cardiac image analysis problems
and state-of-the-art methods are reviewed with a particular focus on machine learning. In par-
ticular, we discuss some of the proposed methods that involve a DF or CNN for cardiac image
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segmentation, multi-modal registration and SR problems. Chapter 3 introduces the probabilis-
tic edge-map (PEM) representation for multi-modal image analysis. Results are presented for
cardiac US multi-modal image registration and segmentation problems, and compared against
other commonly used approaches. In Chapter 4, the PEM framework is extended to anatomi-
cal landmark localisation by introducing the structured Hough Forest model. Its applicability
in a multi-atlas segmentation framework as an initialisation method is demonstrated with the
experiments. The idea of CNN based cardiac image SR is explored in Chapter 5 and its benefits
on subsequent image analysis is shown with motion tracking and segmentation experiments.
In Chapter 6, a novel strategy is proposed to supervise segmentation and SR CNN models
with an anatomical shape model, which encourages CNN models to make anatomically more
meaningful predictions. Finally, in the last chapter, we summarise the work presented in this
thesis and discuss future work.
Chapter 2
Review of Machine Learning Methods
in Cardiac Image Analysis
Hardware limitations imposed by the medical imaging systems can hinder diagnosis and treat-
ment of cardiac related pathologies. To facilitate these procedures and provide better clini-
cal outcome, computer-aided image analysis frameworks have been developed in the last two
decades. This chapter gives a brief overview of these analysis frameworks and their applications
in cardiac imaging for segmentation, image enhancement, and multi-modal image alignment.
These computational methods share common objectives: time-efficiency, objective quantitative
assessment, enhancement and analysis of multi-modal imaging data. In this survey we focus on
how image representation learning can contribute to these objectives and increase the accuracy
and robustness of the applied techniques. In particular, our main focus is on anatomical priors
in medical image segmentation and also on intermediate feature spaces used in multi-modal
image registration and super-resolution problems.
Additionally, the chapter discusses machine learning (ML) based analysis techniques which
have recently gained interest in the medical imaging community with the advent of annotated
datasets. In that regard, we present two commonly used models and discuss their aspects
in terms of design flexibility, model parametrisation, and practical aspects (e.g. computation
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requirements). Later, an overview of ML applications in cardiac imaging is provided, which
include other application areas as well, such as landmark localisation and image quality control.
2.1 Cardiac MR and Ultrasound Image Segmentation
Cardiac MR (CMR) imaging is of vital importance in clinical cardiology due to its non-ionising
and high tissue contrast visualisation of heart chambers and vessels. More importantly, clinical
indices derived from CMR images help in the assessment of cardiac function and anatomy,
through which clinicians can diagnose cardiovascular diseases (CVDs). Stroke volume (SV),
ejection fraction (EF), and wall thickness measurements are obtained in standard practice for
functional assessment of the left ventricle [18], and they are useful indicators of non-ischaemic
cardiomyopathies such as dilated LV and hypertrophy [219]. In clinical practice, computation of
Figure 2.1: Examples of automatic cardiac MR and US image segmentation results obtained
with a convolutional neural network. Cardiac short-axis (second from left) and long-axis (right-
most) MR images are partitioned into semantic parts: LV myocardium, LV blood-pool, and
background. The number of pixels labelled into blood-pool and myocardium classes is calculated
to obtain clinical measurements such as ejection fraction and ventricular mass.
these measurements or biomarkers requires manual or automatic delineation of ventricle bound-
aries (e.g. endo- and epi-cardium). Manual contouring is a tedious, operator-dependent, and
time-consuming task; for these reasons, researchers have studied semi and automatic ventricle
segmentation approaches to obtain consistent and accurate delineations from SAX and LAX
images as shown in Figure 2.1. As presented in the recent survey [205], CMR segmentation
approaches can be categorised into two groups as image-driven and model-driven methods. The
approaches in the latter category make use of appearance, context and anatomical knowledge
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learnt from expert annotations to classify image pixels. In this way, the segmentation becomes
less sensitive to low-contrast, intensity noise, and acquisition artefacts. Image-driven methods,
on the other hand, are driven by minimising a pre-defined energy function that is composed of
image intensity, contour interaction, and label smoothness energy terms.
2.1.1 Energy Minimisation Methods
The early work [163] on cardiac image segmentation used thresholding to identify object bound-
aries by clustering each individual pixel based on a fixed intensity threshold, which is often
sensitive to intensity variations and results can be spatially inconsistent. Region-growing tech-
niques [142] operate based on pre-selected seed points, and anatomical structures are segmented
by propagating the seed labels to neighbouring image pixels based on their intensity values.
Over-segmentation and leakage of ventricle boundaries have been reported [205] as the main
limitation of these approaches. Active-contour and level-set segmentation techniques [202], on
the other hand, do not approach the problem as pixel by pixel classification but contour-fitting
via iterative energy minimisation. During the optimisation of the objective function, the topol-
ogy and smoothness of the curve is regularised while the gradients in the image intensities guide
the fitting procedure.
In some cases [46], shape priors are used in the energy function as well. However, these tech-
niques mostly rely on accurate contour initialisation. For example, statistical models (e.g.
shape PCA [52]) have been used to model the shape of the ventricles and they are used in
image segmentation algorithms to enforce anatomically plausible delineations. In these ap-
proaches, optimisation is done with respect to a set of learned variation modes that characterise
the distribution of surface points describing the organ shapes. Particular examples are active
shape models (ASM) [143] and appearance models (AAM) [180] which require identification of
landmark correspondences between target and training images. As highlighted in [205], these
models can be computationally very demanding during the surface fitting procedure and may
not always generalise well to previously unseen shapes. Graph-cut techniques [28] have also
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Figure 2.2: Cardiac MR image segmentation with a Gaussian mixture model using expectation-
maximisation algorithm. The intensity histogram is modelled with a weighted normal distribu-
tions shown in the middle, and the class-likelihood distributions are shown on the left figure.
been widely used in both cardiac MR [169] and US [215] segmentation problems. It uses the
max-flow algorithm [200] to find the minimum cut on a graph, which yield optimal solutions in
polynomial time. In that regard, it has the advantage of being fast and give globally optimal
results. Also, it is not sensitive to initialisation, while deformable model-based approaches are
sensitive to initialisation. Extensions to the original algorithm were proposed in the later years,
including computationally efficient 3D+T CMR segmentation [152] and shape prior based en-
ergy formulations [168].
2.1.2 Gaussian Mixture Models
Gaussian mixture modelling (GMM) of image intensities has been proposed in [121] as another
way to segment cardiac LV. In its simplest form, this approach classifies pixels based on a fitted
intensity distribution that is modelled as a weighted sum normal distributions as shown in
Figure 2.2. The likelihood optimisation is performed using the expectation maximisation (EM)
algorithm [64]. In follow-up work [155], a spatially consistent GMM is proposed to ensure output
label consistency, which is achieved with a Markov Random Field (MRF). Moreover, spatially
warped 3D+T probabilistic cardiac atlases are used in the same algorithm to guide the EM
optimisation, where the atlas prior information is used to estimate the initial GMM parameters.
Similarly a probabilistic atlas is used in [291] to initialise the GMM-EM framework; however,
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Figure 2.3: Diagram of a standard multi-atlas label fusion segmentation method. The atlases
shown on the left are spatially warped to the target image (in red) using affine (A) and de-
formable (T ) transformation models. The computed spatial mappings are later applied to atlas
LV segmentation maps and fused together to obtain the LV delineation of the target image.
the authors have proposed a multi-variate mixture model to perform a joint segmentation
of multi-sequence CMR images. In [244], Shi et al. have merged the EM and graph-cut
optimisation techniques in the same framework to segment infarct regions on the myocardium.
In a recent work [35], a joint CMR image reconstruction and GMM-EM segmentation approach
has been proposed. In this method, the compressed sensing energy optimisation is guided by a
mixture model so that the reconstructed intensity values can be modelled more accurately for
the segmentation task.
2.1.3 Multi-Atlas Segmentation Methods
Multi-atlas label fusion (MALF) technique is another segmentation approach that has been
used to delineate ventricles in cardiac MR [11, 293] and 3D-US [192] images. As shown in
Figure 2.3, manually annotated atlases are warped to target image using affine and deformable
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transformation models. The computed spatial transformations are applied to manual segmen-
tations and fused together to generate the final LV segmentation. MALF requires many atlas
to target image registrations, and the performance of the algorithm mostly depends on the ac-
curacy and robustness of the atlas to target image registrations. MALF approaches possess two
main features that make them reliable segmentation tools: (I) segmentation label consistency
and object shape are ensured in label predictions since the atlas framework operates directly on
the manual annotations, and (II) large number of training data is fused in an effective way via
label fusion algorithm so that the ensemble of all warped annotations result in more accurate
delineations. However, performing multiple registrations can be computationally expensive and
in some cases anatomical landmarks might be required to obtain an initial alignment between
target and atlas images. In comparison to other approaches, multi-atlas segmentation meth-
ods have consistently performed well and achieved state-of-the-art results in RV segmentation
benchmarks [207].
It is also important to note that over the last two years, more accurate and computationally
faster approaches (e.g. convolutional neural networks) have been proposed and benchmarked
in cardiac LV segmentation challenges [237]. Moreover, estimation of clinical indices may not
always require an image segmentation algorithm. In [288], a machine learning based framework
is proposed to directly estimate EF and LVM values. As there have been different ways to mea-
sure LV volume, such as Simpson’s rule [111], a machine learning model can potentially exploit
an optimal way to learn the relationship between image data and volumetric measurements in
an end-to-end manner without requiring accurate ventricle delineations. Image segmentation
approaches that involve more advanced machine learning models are discussed in Section 2.5.2
and a short comparison to traditional methods is provided.
2.1.4 Anatomical Priors in Cardiac Segmentation
In cardiac MR segmentation, ventricle boundaries do not necessarily align with intensity edges.
For instance, trabeculae in LV blood pool are commonly included in LV endocardial segmenta-
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Figure 2.4: Use of anatomical priors in cardiac image left-ventricle segmentation. Topological
prior is used in [281] to obtain a connected single segmentation object (a-b). Similarly, statistical
shape model is used to regularise the CMR SAX image segmentation output (c-d) [86].
tions [201] although there is a large intensity contrast between the blood pool and trabeculae.
For this reason, image contrast alone may not always be a reliable source of information for
automatic delineation tools. Similar situations can be observed in echocardiographic images;
the contour of the myocardium may be incomplete simply because it is out of the region of the
transducer coverage. Additionally, noise in ultrasound images combined with signal drop-out
artefacts can lead to higher prediction error in segmentation and registration methods. A more
detailed discussion on these limitations (e.g. motion artefacts) is provided in Section 1.2. For
these reasons, in image-driven segmentation approaches, anatomical information may need to
be taken into account in design of the energy function. This can be achieved by including
additional constraints in the energy function, which are related to the cardiac structure, shape
statistics, or physical properties of the heart. Tavakoli et al. [261] have provided a survey study
on the use of anatomical priors in cardiac image analysis methods tackling segmentation and
registration problems. In this section, we briefly discuss about the prior-based methods that
are relevant to the scope of this thesis. In particular, we are interested in priors that are based
on a statistical model, and also the deterministic ones that are used as a regularisation term in
optimisation such as adjacency and edge polarity.
As an example to the first category, PCA-based statistical shape models [52] (ASM, AAM) have
been commonly used to refine the result of level-sets [265] and active contour segmentation [82]
algorithms. Similarly, these models have been employed in [212] to parametrise deformation
fields in non-rigid image registration. In both cases, the trained generative models are used to
compute shape distances that guides algorithms to generate anatomically more plausible results.
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In other segmentation frameworks, anatomical priors have been encoded as a regularisation
term without requiring a statistical model or training dataset. Some common examples used
in cardiac imaging can be summarised as follows: (I) Thickness prior: the radial distance
between endocardium and epicardium labels has been utilised as a constraint in a level-set
US segmentation framework [65]. (II) Topological prior: many anatomical objects in medical
images possess a specific type of topology. For instance, LV endocardium segmentation surface
is expected to be a connected object without any holes. The topology of segmentation maps can
be preserved by enforcing this constraint [281] (Figure 2.4). (III) Motion prior: Segmentation
and tracking have a variety of applications in both cardiac MR and US imaging. In [74], motion
prior is used to constrain the temporal evolution of the level-sets segmentation algorithm.
Biophysical models belong to another category of prior information that has been used in
cardiac imaging. This group of techniques relies on the mechanical, physical, or physiological
properties of the heart such as finite element models [277], incompressibility of the myocardium
[24], and physical or elasticity laws as constraints for segmentation and motion estimation of
cardiac images. Multi-atlas techniques [11, 119] can utilise similar anatomical constraints (e.g.
adjacency and shape) in an implicit manner by propagating the manually annotated labels into
the target image space, which has been shown in Figure 2.3. Similarly, machine learning based
image registration and segmentation approaches can integrate the prior knowledge into their
framework implicitly through learning from external annotated datasets.
2.2 Super-Resolution in Magnetic Resonance Images
The sensor resolution of a medical imaging system is determined according to the physical
constraints which limit the data sampling frequency and signal-to-noise ratio of the acquired
data. In MR imaging, the problem arises from the need for long signal recovery between
excitations to enable the operation of the spin-echo mechanism that provides tissue contrast.
In addition to these limitations, acquisition time is another factor determining the resolution
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of acquired images as in the case of cardiac MR imaging, where repeated breath-holds and
temporal data acquisition are required. For these reasons, the acquisition of high resolution
3D+T cardiac images is very difficult to perform within clinically acceptable time frames. On
Figure 2.5: Stack of 2D cardiac MR slices acquired along the short- (SAX) and long-axis (LAX)
planes. Information from multiple stacks can be merged into a single high resolution volume
(shown on the right) through an image super-resolution algorithm [188]
the other hand, high resolution (HR) 3D imaging is the key to more accurate understanding of
the anatomy and function of the human body. Therefore, in clinical practice [172] multiple low
resolution (LR) cardiac MR images are acquired from different imaging planes (e.g. SAX and
LAX stacks) and clinical assessment is performed through analysing the anatomy from these
LR images as shown in Figure 2.5.
In the context of MR imaging, a common approach [103] assumes that LR images (x) can be
modelled as a weighted average of the corresponding HR image (y) plus a noise signal (η). In
cardiac imaging, due to respiratory and heart motion, a spatial transformation operator (M)
is included in this forward model which can be formulated as x = DBSMy + η . Here S
and B correspond to slice selection and blurring operators respectively. The blurring kernel is
associated with the slice profile of the scanner and usually approximated by a Gaussian function
[103]. The last operator D corresponds to image decimation.
In the interest of providing more detailed visualisation, some studies [23, 243] have proposed
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to tackle these hardware limitations through inverse solution techniques such as image super-
resolution (SR). In standard SR approaches, a single image with a high pixel resolution is
synthesised by combining independent LR acquisitions of the same organ. In other words,
combination of several sources provides more information than each of the individual sources.
Besides the improved image quality and resolution, SR can provide better guidance for sub-
sequent computer-aided image analysis techniques such as image segmentation. In [228], the
authors demonstrate that precision of brain tissue segmentation can be improved by prepro-
cessing the input low-resolution MR image data with a SR algorithm. Similarly, other studies
have shown that SR can be a useful image pre-processing technique in fetal MR [134] and PET
imaging [126] for better visualisation of the brain tissues.
Image SR is usually an ill-posed inverse-problem that requires the approximation of the HR
image data from the given LR image(s) [204]. SR approaches can be characterised in terms
of two main properties: (I) whether they operate on multiple LR image data acquired from
different directions or require only single LR image data, and (II) whether they operate based
on a learned inverse model or relies solely on the given image data. Traditional variational
approaches (e.g. total variation [8]) solve the inverse problem iteratively through energy min-
imisation. On the other hand, model-driven approaches [2, 23], in particular in single image
SR, require a generative or regression model to approximate the inverse function and are learnt
from an external dataset containing LR-HR image pairs. In exceptional cases, single image
SR techniques may not require external training data as in the case of non-local means based
image upsampling methods proposed in [171, 226].
2.2.1 Variational Inverse Methods
The iterative back-projection algorithm (IBP) [105] is a traditional multi-image SR approach
that attempts to solve the inverse problem by making an initial guess on the high-resolution im-
age, which is later iteratively updated by back-projecting the error signal originating from the
synthetically generated LR images and original input data. To obtain anatomically plausible
28 Chapter 2. Review of Machine Learning Methods in Cardiac Image Analysis
Figure 2.6: Model based single image super-resolution approaches: coupled low- (LR) and high-
resolution (HR) dictionaries are used to synthesise HR image patches [23], similarly regression
models can be trained solve this inverse mapping problem [2, 70].
results, the standard IBP energy function is modified by including regularisation terms such as
cross-image self-similarity [208] or total-variation terms. Similarly, Odille et al. [188] proposed
an energy minimisation based SR approach that performs joint reconstruction and motion com-
pensation for cardiac 2D image stacks, which includes denoising with Beltrami regularisation.
Energy minimisation based SR reconstruction techniques require a good initial approximation
of the solution for both the HR volume and also for the motion model [188]; Otherwise opti-
misation techniques such as Gauss-Newton [25] are not guaranteed to converge to reliable SR
results. More importantly, multiple stack input data might not always be available and is not
acquired in standard imaging protocols. As discussed in Section 1.1.3, cardiac images acquired
along the LAX plane do not necessarily always cover the whole heart.
2.2.2 Regression Models for Image Super-Resolution
In general, single image super-resolution techniques are more flexible and have more applica-
tion areas since they do not require multiple data acquisitions from different views. However,
external training data is often required to learn a generative SR model. Bhatia et al. [23]
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proposed a coupled dictionary learning approach to model the relationship between low- and
high-resolution image patches collected from cardiac MR data. Similarly, in [243] a multi-atlas
technique is used to transfer high-resolution information from atlases to a low-resolution target
image grid. Although multi-atlas techniques do not have an explicit parametric model, since
they make use of an external dataset, they are included in this review. As shown in Figure 2.6,
a regression model can be learnt to perform the mapping from LR to HR patches. In [2], a
regression forest based approach is proposed to upsample diffusion tensor images. In general,
these approaches differ from each other in terms of the way they model the inverse mapping
between low to high resolution image patches.
In the recent years, machine learning approaches in particular CNNs have been shown to be
capable of learning inverse functions very effectively, and the authors in [259] have shown their
applicability in diffusion MR image SR problem. However, the presented experiments do not
show whether subsequent image analysis (e.g. pathology classification) does actually benefit
from SR preprocessing or not. Since HR pixel values are generated as a result of an optimisation
process, resultant intensity values may not be considered as reliable as the ones in the original
images which are directly generated by the reconstruction methods. In contrast, by showing
the benefits of SR for subsequent analysis, one can provide a scientific evidence for its use as a
preprocessing technique in analysis frameworks.
2.3 Multi-Modal Cardiac Image Registration
Imaging techniques play an essential role in the evaluation of cardiac related pathologies, inter-
ventional treatment guidance, and prognosis throughout the patient’s follow-up. Integration of
several imaging techniques provides multi-modal data that contain both functional and anatom-
ical information [222]. For instance, in image guided cardiac surgery, overlaying 3D MR/CT
images on real-time fluoroscopic or ultrasound data enables tissue characterization and precise
localisation of instruments and catheters with respect to the underlying anatomy [96]. Similarly,
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image fusion of CT angiography with cardiac perfusion MRI has facilitated detailed assessment
of coronary artery disease [251]. Image fusion, which is also referred as image registration, is the
task of spatially aligning and visualising different aspects of human anatomy simultaneously.
This can be performed by means of a dedicated combined imaging system (e.g. PET/MRI,
PET/CT) or through image registration techniques. Despite extensive research, these image
registration algorithms have not been widely adopted in clinical practice due to two main rea-
sons: (I) most registration algorithms still require manual interaction for initialisation, and (II)
anatomical knowledge is needed to be integrated into algorithms to understand and match cor-
respondences between different imaging modalities. The latter can be considered as the main
challenge in multi-modal image registration. In general, image registration can be performed
between two or more images. In the current context, we only consider methods that involve
two images. A registration algorithm typically minimises an energy function that is composed
of dissimilarity (S) and regularisation (R) terms:
arg min
T
S (I, J ◦ T ) +R(T ) (2.1)
Optimisation techniques allow us to minimise the energy function and find an optimal spatial
transformation (T ) that maps a source image (J) to a target image (I). In summary, an image
registration algorithm mainly consists of three main building blocks: A transformation model,
an optimisation strategy, and an objective function measuring the image similarity.
2.3.1 Transformation Models and Optimisation Techniques
Optimisation techniques can be roughly grouped into two categories: continuous and discrete
methods. In the latter case, registration is expressed as a discrete labelling problem over a MRF
[147]. These approaches have been shown to be more robust against local-minima problem due
to non-convex nature of the optimisation task [79] and they are inherently gradient-free. In
addition to that, major speed improvements can be achieved as parallel architectures can be
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Figure 2.7: Two pairs of cardiac 3D-US and MR images, acquired from same subject, are
shown. Identifying the anatomical correspondences between the two modalities is not an easy
task due to spatially varying intensity statistics. Additionally, some anatomical structures
might not be visible in ultrasound due to limited field-of-view and signal drop-out (shown in
red). For instance, papillary muscles (#2) and right ventricle (#1) are not visible in the shown
US images, which needs to be taken into account in design of similarity metrics or optimisation.
used in several discrete algorithms to perform non-sequential tasks. A more detailed comparison
on registration optimisation techniques can be found in [247].
Transformation models, which define the warping function between source and target images,
can be categorised into two subgroups as linear (rigid/affine) and deformable. The latter can be
further divided into two subcategories as physical model and interpolation based deformation
models. Common examples for the former are elastic body [12], fluid flow [48], and flow of
diffeomorphisms models [16], which regulate displacement fields based on some underlying
physical phenomena such as bending energy. The interpolation based deformation models use
smooth basis functions with local or global spatial support such as: free-form deformations
(FFD) [227], radial basis functions [26], and locally affine models [110]. Further details about
deformable models can be found in the recent survey paper [247].
2.3.2 Image Similarity Criteria in Multi-Modal Image Registration
In multi-modal image registration, the formulation of similarity metric has more importance
and is more challenging compared to mono-modal registration due to a few reasons: (I) Some
anatomical structures may not always be visible in both modalities (e.g. US and MRI) due to
physical properties of the imaging systems. (II) Anatomical tissues might be visualised with
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Figure 2.8: Categorisation of image similarity metrics that are used in multi-modal medical
image registration problem.
different intensity statistics and the relationship between the two image signals might vary
depending on the spatial location and scanner configuration (e.g. US probe location). These
factors are more pronounced particularly in the cardiac US multi-modal image registration
problem. The focus of this review and thesis will be on the development of reliable image
similarity metrics to identify correspondences between multi-modal images (Figure 2.7).
The diagram shown in Figure 2.8 visualises the standard categorisation of the existing similarity
criteria used in multi-modal registration methods. Information theoretic measures such as mu-
tual information (MI) [167] and correlation ratio [221] have been common choices in alignment
of multi-modal MR image data. Nevertheless, in US image analysis, global similarity metrics
do not always capture the true tissue correspondences since image intensity statistics can vary
spatially. For this reason, the focus has shifted to development of local intensity similarity met-
rics such as local MI [253] and conditional MI [151]. King et al. [127] proposed a physical model
based US dense similarity metric and used to align CT and US cardiac images. Other methods,
on the other hand, have approached the multi-modal registration problem by converting it to a
mono-modal registration problem. This goal can be achieved either by simulating one modality
from another or by mapping both modalities into a common space.
Simulation methods have been used to align abdominal CT/US [270], fetal MR/US [133], and
cardiac US/CT/MR data [116]. The main drawback of the methods in this category is that
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they require tissue segmentation prior to registration. Furthermore, the intensity models used
in modality simulations may not reflect the true intensity characteristics of the scanner. For this
reason, research has focused on techniques that map the images into a common feature space.
Multi-channel feature based alignment techniques were the early examples, such as wavelets
coefficients [276] and Gabor features [196]. A particular feature type, namely local phase
representation, was used as a similarity metric in the cardiac MR/US registration problem [284].
The proposed approach extracts ventricle boundaries from both US and MR images by analysing
the phase signal in a multi-scale fashion. Recent work [107] has shown improved performance
over these approaches by proposing the use of local self-similarity measures. It has achieved
state-of-the-art performance in CT lung and US/MR brain image registration [109]. Although
these methods have achieved good performance in benchmarks, their translation to clinical use
is still limited due to the low US imaging quality. In particular, the generated representations
may not always be robust towards noise and the registration accuracy strongly depends on the
image quality. To overcome this problem, research needs to focus on development of machine
learning based image similarity techniques. A trained model can be utilised to map inter-
modality data into a common feature space to highlight the tissue correspondences.
In addition to intensity-based metrics, sparse geometric descriptors have been used in multi-
modal image alignment as a similarity metric. Typically two sets of landmarks or salient points
are extracted and these are matched via descriptor distance or geometric constraints such as
graph matching algorithms [145]. For instance, SIFT feature based 3D MR/CT image alignment
[262] is one particular example. Similarly, surface based cardiac US/MR image alignment
techniques [213, 272] have been proposed. Procrustes analysis [102] has been commonly used
to align surface point sets, which require prior surface segmentation for image alignment.
2.3.3 Evaluation of Image Registration Algorithms
The evaluation of registration algorithms is another important subject of study. Since the
underlying ground truth spatial transformation information is not always available, except for
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phantom data, several techniques have been developed to quantify the accuracy of registration
algorithms. Rohlfing [224] showed that surrogate measures (e.g. SSD or MI) may not always
be a good indicator of spatially meaningful registration results. For this reason, quantification
based on spatial distance of physically attached markers is a more reliable way to evaluate
registration algorithms [81], which is referred as fiducial localisation error. Similarly, it can
also be achieved through sparsely located landmark correspondences or through comparison
of object surface segmentations performed on both target and source images [224]. However,
manual identification of landmarks or fiducial points is a tedious and error-prone task even for
clinical experts. Therefore, inter-observer variability in landmark localisation accuracy often
has to be taken into account in registration algorithm evaluation.
2.4 Machine Learning Models in Image Analysis
An overview of two machine learning models commonly used in image analysis is given in
this section. In particular, we discuss machine learning approaches based on decision forests
and convolutional neural networks. Our analysis focuses on model parametrisation, design
rules in image analysis frameworks, and practical requirements in terms of training data size
and computation power. Moreover, we compare the two models in terms of how they make
use of training data to learn decision rules and reason about it. Finally, we summarise their
applications in cardiac image analysis and discuss about the on-going practical challenges:
model interpretability and computation resource management.
2.4.1 Ensemble of Decision Trees (Decision Forests)
The decision tree model [30] is a non-parametric model commonly used for classification and
regression tasks. The model predicts the value of a target variable by using simple decision rules
based on comparing the input data features to a fixed threshold value. As shown in Figure 2.9,
the tree model is composed of split and leaf nodes, which define the tree model parameters. Split
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Figure 2.9: The definition of nodes in a decision tree structure. Image class label prediction is
decided by routing the samples through the split nodes based on sequential decision rules.
nodes characterise the decision rules applied on input data, branches represent the outcome of
each decision, and leaf nodes contain target posterior information for given input. As explained
in the recent survey by Criminisi [57], decision tree training algorithms allow us to come up
with an optimal set of sequential decision rules, used in split nodes, to minimise tree transversal
and maximise information about output label for given input data, which is also known as
minimisation of output space uncertainty or entropy.
The learned decision rules are stored in split nodes (weak classifiers), and in the standard tree
model they are based on a decision stump. In a simple classification task, shown in Figure
2.10, the tree decision boundaries are composition of horizontal and vertical lines defined along
a single dimension in feature space due to decision stumps in each split node. However, in
canonical correlation based splits [214] and oblique splits [176], split node decision rules can
be based on multi-dimensional information obtained from training samples, which can reduce
model bias (underfitting) in training. At testing time, each sample is routed to its corresponding
leaf node through learned decision rules as shown in Figure 2.9. Decision stump threshold values
are determined by considering the information gain after each binary split of training data. The
formulation of different information gain objectives are discussed in [58].
Decision trees offer design flexibility as such different kind of labels (e.g. numerical, categorical)
can be utilised simultaneously within the same model as long as training data can be clustered
in a meaningful way. Some examples include structured learning [67] and multi-task Hough
Forest models [90]. Similarly, the local leaf node models can store different sorts of information
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Figure 2.10: Visual comparison of different classification models and their decision boundaries.
In this toy classification example, we observe that decision forests and MLP models generalise
to the underlying data distribution in different ways.
(regression, classification, image meta-data) at the same time. In several studies [59, 258], the
Bayesian uncertainty of a tree model is stored in leaf nodes to understand model prediction
confidence. Another useful feature is tree pruning, through which model over-fitting can be
avoided by simply reducing the depth of trained decision trees. For these given reasons, decision
trees and ensemble models have been widely studied in image analysis in the last decade as it
provides design flexibility.
Ensemble of decision trees [113], also known as decision forests, combine several uncorrelated
decision trees into a single model through bootstrap aggregating (bagging) [29], where different
subsets of training data and features are used to train each tree. In this way, the model variance
is reduced and better data generalisation is achieved. In ensemble models, the final outcome
is usually obtained by aggregating individual tree predictions, and weighted averaging is one
way to merge multiple predictions as in the case of regression forest [59]. Another advantage
of decision forests is that they are simple to understand and interpret. By analysing the
information gain obtained at each split node for the selected image feature, we can categorise
input features in terms of their importance for the given task. Additionally, by analysing
the leaf nodes and adjacency of each sample stored in the leaf nodes, one could get insights
about the local leaf models and visualise how samples are clustered within the tree model.
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For example, a proximity analysis [31] is used in [190] to visualise how the cardiac images are
clustered. Lastly, decision tree models do not require significant computation power and large
amounts of data unlike convolutional neural networks which will be discussed next.
2.4.2 Convolutional Neural Networks
A convolutional neural network (CNN) [139] is a feed-forward artificial neural network model
that has been successfully applied in image classification benchmarks such as ImageNet [132].
The neural connectivity pattern of a CNN model was inspired by the biological processes in the
human visual system [117] and it was initially proposed by Fukushima and Miyake [88]. From
a technical perspective, CNN models are parametrised by convolutional filters (learnt weights)
that are shared across each neuron within the same layer, which reduces model complexity and
exploits the statistical correlation between neighbouring pixels in an effective way. Therefore,
the number of model parameters can be reduced significantly and the training of deep models
become practically easier [100]. The connectivity pattern of CNNs is shown in Figure 2.11.
Figure 2.11: Neural connectivity comparison between convolutional and dense layers. In the
former case, the connections are sparser and they are shared across the neurons, which reduces
the number of parameters used in the model and partially avoids the over-fitting problem. The
figure is adapted from [100].
A cascade of convolutional layers build a CNN model, as shown in Figure 2.12, which was
initially used for digit recognition in the MNIST dataset [139]. The back-propagation algorithm
[229] is used to learn the optimal set of image filters for the given task and training objective such
as classification or regression. The updates on each layer parameters are computed by back-
propagating the error signal originating from the loss function. The error signal is differentiated
with respect to the weight and bias terms using the chain rule [100]. As long as the loss
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function can be differentiated with respect to model parameters, the error originating from
the loss function can be back-propagated to the input layer to optimise the model parameters.
Due to non-convex nature of commonly used objective functions, CNNs are trained iteratively
with stochastic optimisation methods. At each iteration, gradient updates are computed using
a small subset of training data also known as mini-batch, which provides tolerance to noisy
data and reduces the chance of the network getting stuck in local minima [271]. Additionally,
iterative mini-batch update scheme enables the use of large scale datasets for model training.
Figure 2.12: Structure of a standard convolutional neural network model that is composed of
series of convolution layers and non-linear units. Each layer is characterised by a set of image
filters that are trained to map the input data to the desired output space.
End-to-end learning and back-propagation also reduce the dependency of CNN models on hand-
engineered image features and ad-hoc preprocessing techniques. This could be seen as the main
advantage of CNN models over its counterparts as the generated intermediate representations
are customised for the given training objective as shown in Figure 2.15. Indeed, this is the main
reason why some studies [287, 288] proposed the use of auto-encoder models to extract domain
specific image features from unlabelled image datasets. The learnt features are later used in an
ensemble model (e.g. decision forest) for classification and regression tasks. Similar to DFs, in
neural network models ensemble learning can be achieved using the drop-out technique [249]
that is commonly used in densely connected layers to avoid model over-fitting. Due to its
sparse connectivity structure, drop-out technique has not provided a substantial performance
improvement when it is used in the CNN models.
Recent research has focused on development of CNN based image analysis frameworks, and
2.5. Applications of ML Models in Medical Imaging 39
these approaches have consistently outperformed other ML models (e.g. decision forests) in
common benchmarks in both computer vision [132] and cardiac imaging [237]. It is also worth
to mention that from a theoretical perspective, Sethi [238] showed that any decision tree model
can be approximated by a sparsely connected two-layer perceptron. Also, it is shown [246]
that deeper network architectures are better at capturing non-linear mappings between input
and output spaces for fixed amount of model capacity (number of trainable parameters). From
these perspectives, one can argue that CNN models can potentially outperform tree models in
image analysis tasks since CNNs can learn more complex mapping functions through a large
number of hidden layers and non-linear operations. In the next section, we demonstrate how
these models have been applied in medical image analysis tasks.
2.5 Applications of ML Models in Medical Imaging
Traditional image analysis techniques such as graph-cut and level-set segmentation methods op-
erate according to a handcrafted optimisation objective that the drive segmentation algorithm.
Ventricle boundaries are delineated along high image contrast based on intensity data and
some regularisation term that ensures smoothness and connectivity of predicted labels. How-
ever, these methods have underachieved in segmentation benchmarks (e.g. PASCAL VOC’12
[78]) in comparison to recent submissions done with neural network frameworks since no ex-
ternal learning and algorithm supervision is involved. In the medical imaging domain, one can
observe a similar performance difference in the recent cardiac segmentation challenge [237].
With the advent of increased medical imaging data and annotations, the focus has shifted to-
wards development of learning and pattern recognition based image analysis approaches that
map input data into abstract representations to better exploit the connection between input
and output spaces. As it can be seen in Figure 2.13, the interest in development and application
of machine learning (ML) techniques has exponentially increased over the last decade.
Although most of the ML models, such as CNNs [139] and decision forests [113], were initially
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Figure 2.13: Number of scientific publications according to topic search on https://apps.
webofknowledge.com. The figures show that attention to machine learning research has in-
creased exponentially in the recent years. More importantly, convolutional neural network
studies constitute substantial part of the machine learning research lately.
proposed long time ago, their widespread use in image processing frameworks has been delayed
due to unavailability of large training data and computation power. Indeed, neural networks
have seen a significant progress in the last few years and been commonly used in image process-
ing pipelines since the availability of large computation power. The recent survey [104] presents
a historical perspective on neural networks and their widespread use in medical image analysis.
In the context of cardiac imaging, researchers have trained various types of discriminative and
generative models using imaging data: boosting trees, support vector machines, sparse coding
and dictionary learning. The applications include semantic segmentation [173], landmark lo-
calisation [161], pathology classification [118], image reconstruction [234], and super-resolution
[23]. The main factors that determine the performance of these ML approaches have been (I)
the availability of training data, (II) the representation power of the model, and (III) the ability
for generalisation of the trained model to different input data distributions such as images ob-
tained from different scanners. The requirement of training data has been the main limitation
of learning based approaches; however, in the last years more and more cardiac image datasets
have become available such as UK Biobank [206] and Second Annual Data Science Bowl [237].
On such large scale datasets, the main performance difference between ML based image anal-
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Table 2.1: Applications of decision forest in medical image analysis.
Reference Model Application; remarks
Criminisi et al.
[59] [MICCAI’09]
Regression
Forest
Bounding box localisation of organs in CT
abdominal images
Lempitsky et al.
[144] [FIMH’09]
Classification
Forest
Cardiac ultrasound LV segmentation using standard
decision forest.
Margeta et al. [173]
[STACOM’11]
Classification
Forest
Spatio-temporal box features are used to segment
cardiac cine-MR images.
Alexander et al. [2]
[MICCAI’14]
Regression
Forest
Single image super-resolution method: applied to
diffusion MR images.
Lombaert et al.
[153] [MICCAI’14]
Laplacian
Forest
Decision trees are used to select neighbouring
atlases in multi-label propagation. It is an efficient
way of clustering and selecting images for analysis.
Milletari et al.
[177] [MICCAI’15]
Hough Forest
Cardiac ultrasound LV segmentation. Regression
votes are used to identify relative location of each
patch, which are later utilised to propagate and
merge labels from multi-atlas dataset.
Tarroni et al. [260]
[FIMH’17]
Structured
Forest
A framework to control quality of cardiac cine-MR
images. The trained model is used to verify the slice
coverage of acquired 2D image stacks.
ysis algorithms arises from how they make use of the annotations to generalise and learn a
discriminative or generative model. Additionally, smart preprocessing and augmentation tech-
niques play an important role as well, which are discussed in detail in [150]. In that regard,
convolutional neural network (CNN) models have dominated the medical image analysis field in
the last years since they can learn complex and task-specific abstract representations to model
the relationship between input and output. Moreover, they can scale to large training images
well and do not require large number of model parameters in comparison to multi-layer densely
connected neural networks. Therefore, the differentiating point between ML models arises from
compact parametrisation of training data while having a strong representation power. Ensem-
ble models have also shown good generalisation power on different medical imaging data; as
such, decision forest (DF) based frameworks were proposed by Criminisi et al. [58] to analyse
cardiac CT and MR data in various problems. In the next section, we discuss about the existing
work on DF and CNN based cardiac imaging.
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Table 2.2: Variants of decision forest model have been developed to solve different natural
image analysis tasks. This includes joint classification and regression training, and structured
learning of the output space.
Reference Model Application; remarks
Gall et al. [90]
[TPAMI’11]
Hough Forest
Pedestrian detection and localisation in natural
images. Joint training of classification and
regression objectives.
Shotton et al. [245]
[CVPR’11]
Regression
Forest
Human body joint localisation in Kinect depth
images for pose estimation.
Dollar and Zitnick
[67] [ICCV’13]
Structured
Forest
Object boundary map extraction in natural
images. Structured forest stores segmentation
patches in its leaf nodes instead of storing label
posterior distributions.
Glocker et al. [97]
[ECCV’12]
Classification
Forest
Multi organ segmentation in abdominal CT
scans. Regression and classification objectives are
used together to provide model supervision.
Schulter et al.
[235] [CVPR’15]
Regression
Forest
Single image super-resolution approach. Leaf
nodes store local linear prediction models to
synthesise high resolution image patches.
2.5.1 Decision Forests in Medical Imaging
In Table 2.1, we provide a short list of work on cardiac image analysis that have utilised decision
forests in their pipeline. It is important to note that the existing work that has applied DF in
medical imaging, are not only limited with the ones described in the table. What we observe
is that researchers have initially utilised the DF model in default applications such as object
localisation and label classification tasks. Over the following years, the focus has shifted to
applications in other domains such as super-resolution or quality-control analysis. Moreover, we
also observe that design flexibility of DF model has enabled researchers to make modifications
in DF model structure to improve performance. A few examples are: structured learning [192],
joint classification and regression training objectives [97], hashing forest [50]. The same research
pattern can be observed in natural image analysis studies as well which is shown in Table 2.2.
Besides the discussed properties of DF models, there are a few limiting factors for their wide
use in medical imaging: (I) DF models do not always scale well to a large number training
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data since batch of samples are required to be processed simultaneously during training of each
split node; whereas, CNN models can circumvent this problem through stochastic learning with
small subsets of training data using mini-batches. For example, this could be a limiting factor in
training of a DF model with thousands of annotations from the UK Biobank dataset [206]. (II)
DF models are usually required to be retrained from scratch when new training data is acquired.
(III) The flow of information from input to output space is designed to be deterministic and
each sample usually ends up in a single leaf node; however, in CNN models this flow can be
branched into several paths through inter-leaved parallel neural connections. In that regard,
the DF model representation power is limited. Besides these aforementioned aspects, in the
next section we provide a more detailed comparison between CNN and DF models. Technical
details about the structured and regression trees are provided in the following chapters.
Figure 2.14: The bar-plot shows the number of medical image analysis publications over the
recent years which are related to neural networks. On the right, the distribution of these
publications with respect to the application type is shown. Segmentation and CNNs have been
the most commonly studied research areas in the recent years. Image courtesy Litjens [150].
2.5.2 Convolutional Neural Networks in Medical Imaging
Research on convolutional neural networks [100] have shown that CNN models can learn com-
plex decision boundaries through cascaded convolution and non-linear operations. Also as
discussed in the previous sections, based on the recent benchmark results, we can expect that
CNN models are more suitable for medical image analysis including cardiac MR images as long
as sufficient training data is provided. Figure 2.14 shows the number of publications in medical
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imaging that utilises a CNN model in the proposed analysis framework, which has been growing
exponentially. More importantly, majority of the studies have focused on applying the CNN
models for the image segmentation task, particularly the U-Net architecture [225] has been
widely used in this problem.
As in the case of decision forest, the scope of the recent CNN based medical imaging research has
shifted towards other applications such as: cardiac image quality assessment [282], MR image
super-resolution [191] and image reconstruction [234]. In addition to these application areas,
recurrent models and adversarial learning techniques [101] have attracted interest in medical
imaging, and have been applied in CMR segmentation problem [210, 275]. Recurrent models
(e.g. LSTM [114]) allow feed-forward and backward information passing between neurons by
storing features from past model predictions in its hidden states, which combines both current
input and past sequence information to determine model output. Adversarial learning [101],
on the other hand, allows formulation of custom training objectives, which may not be easily
formulated in closed-form. In this thesis, the last two chapters are dedicated to CNN based
cardiac image analysis and the target applications are image super-resolution and segmentation.
The related CNN work on these topics are further discussed below:
Medical Image Segmentation: A representative list of existing segmentation work that
utilises a neural network model in its processing pipeline is given in Table 2.3. Early work
[182] incorporated deep belief network models (cascaded Boltzmann machines) in feature ex-
traction and nearest neighbour patch search problems. Similarly, Avendi et al. [6] utilised
an auto-encoder model to obtain a coarse segmentation map of cardiac LV, which is later
fine-tuned with a deformable model. Follow-up studies [45, 264] have performed end-to-end
learning between input and label spaces using a fully-convolutional model (FCN) [154], which
has outperformed the previous hand-engineered segmentation pipelines including multi-atlas
and graph-cut techniques on the MICCAI’12 RV segmentation challenge data [207].
The medical imaging community has also explored the performance difference between 2D and
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Table 2.3: A list of cardiac MR and ultrasound image segmentation frameworks that utilise
deep neural network architectures.
Reference Model & Modality Application; remarks
Nascimento et al.
[182] [ISBI’16]
DBN Model,
Ultrasound
Deep belief network is trained on patches to guide
multi-atlas ultrasound LV segmentation process
Chen et al. [45]
[MICCAI’16]
CNN Model,
Ultrasound
Multi-domain cardiac ultrasound segmentation
model (2-,3-,4-CH views). Each branch of the model
shares a common set of features and benefit from
inter-domain knowledge.
Milletari et al.
[178] [MICCAI’17]
CNN Model,
Ultrasound
An externally trained statistical PCA shape model
is used to guide CNN ultrasound LV segmentation.
Rupprecht et al.
[230] [Arxiv’16]
Active
Contour &
CNN, MRI
CNN model is used to predict dense flow fields
which guide active-contour fitting. The framework is
used to segment LV in CMR images.
Avendi et al. [6]
[MEDIA’16]
Stacked AE,
MRI
Autoencoder is used to perform coarse LV
segmentation which is later fine-tuned using a
deformable model and level-set optimisation.
Poudel et al. [210]
[MICCAI’16]
RNN Model,
MRI
Recurrent model is utilised across through-plane
direction and combined with in-plan CNN model,
which is used for CMR LV segmentation.
Tran [264]
[Arxiv’16]
CNN Model,
MRI
Fully convolutional network is trained in an
end-to-end manner for CMR LV segmentation
3D image kernels used in CNN based cardiac segmentation frameworks [15]. Since common
benchmarks (e.g. ACDC’171) have been evaluated according to manual annotations which
were done on each slice independently, 3D CNN models have not demonstrated substantial
performance improvement. Besides the CNN architectures, Poudel et al. [210] has shown that
non-feedforward models such as recurrent networks can be used to explore spatial consistency
across slices without requiring 3D kernels.
Image Super-Resolution and Other Applications: Single image super-resolution (SR)
is another application area of CNN models, which is discussed extensively throughout this
thesis. Table 2.4 gives a short summary of the CNN based SR studies in natural and medical
1https://www.creatis.insa-lyon.fr/Challenge/acdc/
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Table 2.4: Single image super-resolution frameworks that make use of a trained CNN model.
The application areas range from natural images to medical images including cardiac MRI [191]
and brain diffusion imaging.
Reference Model & Modality Application; remarks
Dong et al. [71]
[ECCV’14]
CNN Model,
Natural
images
Single image SR on natural 2D images. One of the
earliest work that utilised a CNN model for single
image SR problem.
Shi et al. [242]
[CVPR’16]
CNN Model,
Natural
images
Single image SR on natural 2D images. Sub-pixel
convolution technique is proposed to reduce model
runtime by an order of magnitude.
Ledig et al. [141]
[CVPR’17]
CNN Model,
Natural
images
Single image SR on natural 2D images. Adversarial
learning is used in SR training to synthesise realistic
looking high resolution images at test time.
Tanno et al. [259]
[MICCAI’17]
CNN Model,
Diffusion
MRI
Single image super-resolution for brain DT images.
Empirical Bayesian SR uncertainty is estimated
using the drop-out technique.
image analysis. The early work of Dong et al. [71] has proposed a SR solution that uses a 3-
layer shallow network. The approach was evaluated on natural images, and it has outperformed
previous state-of-the-art SR techniques by a significant margin in terms of both PSNR and
SSIM [269] metrics. Later, Shi et al. [242] has proposed a sub-pixel convolution method as
an improvement to Dong’s architecture. The new SR model performs all convolution and non-
linear operations on the low-resolution image grid to reduce the computational complexity of
the network.
As an application of similar models in medical imaging, a multi-input SR framework is proposed
in [191] which utilises both LAX and SAX stack cardiac data to synthesise a high-resolution
isotropic image volume. In follow-up work, Tanno et al. [259] have recently shown that with
the same CNN model, SR regression uncertainty can be obtained empirically by sampling from
the posterior distribution, which is often done with multiple forward-passes and drop-out at
each forward-pass as suggested in [89]. Lastly, Ledig et al. [141] applied adversarial learning to
SR CNN models to obtain qualitatively more appealing HR natural image synthesis. However,
the experimental results show that the improved image quality may degrade the performance
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Table 2.5: A list of other application areas of CNN models in cardiac imaging, which includes
quality control, landmark localisation, and deformable registration.
Reference Model & Modality Application; remarks
Le et al. [138]
[DLMI’17]
CNN Model,
Cardiac MRI
Automatic anatomical landmark localisation for
cardiac long-axis view generation.
Zhang et al. [282]
[SASHIMI’16]
CNN Model,
Cardiac MRI
Automatic image quality assessment. The trained
model identifies whether the apical or basal slice is
missing in the acquired stack data.
Zhang et al. [158]
[MICCAI’17]
CNN Model,
Ultrasound
FFD based myocardial tracking method is
regularised with a spatio-temporal CNN model
Ghesu et al. [92]
[MICCAI’16]
Reinforcement
Learning,
Cardiac MRI
Artificial agent based automatic anatomical
landmark localisation, which is trained using
Q-Learning.
Rohe et al. [223]
[MICCAI’17]
CNN Model,
Cardiac MRI
Stationary velocity fields between two images is
computed using a trained model to perform
deformable registration.
in terms of PSNR.
Besides the segmentation and super-resolution approaches, CNN models have found other ap-
plication areas in cardiac imaging. Deformable image registration using ML techniques is one of
them, and it still remains a particular research area which has not been investigated in-depth.
As shown in Table 2.5, recent work [158, 223] has utilised the U-Net model to approximate
parameters of FFD and SVF deformation models. These techniques can implicitly learn the
underlying pairwise image similarities and identify the tissue correspondences. In Chapter 3,
we demonstrate that the proposed probabilistic surface representation is one way to explore
multi-modal image correspondences through trained decision forests. However, CNN based ap-
proaches could potentially explore a more discriminative intermediate space where similarities
between multi-modal data can be better identified.
Similarly, decision forest based cardiac landmark localisation techniques [190] have been bench-
marked in [138] against a novel CNN architecture and performance improvements were reported.
Similarly, for the same localisation problem, Ghesu et al. [92] has shown that an artificial agent
trained with a reinforcement learning technique can locate the right ventricle insertion points
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iteratively with even better accuracy. Another interesting application area is the automatic
image quality control for cardiac cine MR image stacks. Zhang et al. [282] approached this
problem using a CNN model and automatically verified slice coverage of acquired cardiac MR
stacks with the trained models.
Incorporating Anatomical Priors in Neural Networks: As discussed in Section 2.1.4,
anatomical priors have been incorporated in traditional cardiac segmentation algorithms to
provide useful guidance in optimisation. However, the integration of shape and label prior
information into CNN models have not been studied in depth in medical imaging except for
few studies: boundary-aware segmentation [19], topology-aware CNN segmentation [44]. In
recent work, principal component analysis [178] regularisation model has been incorporated in
CNN models to provide shape prior information in cardiac ultrasound segmentation problem.
This subject is investigated in the last chapter with a more comprehensive survey on the related
work published in computer vision field.
Current Limitations: Although CNN models can learn complex non-linear mappings and
perform well in image analysis tasks, they are often described as black boxes. Especially in med-
ical image analysis, accountability is important and it is often not enough to have an accurate
prediction. Zeiler and Fergus [279] has shown that by analysing the intermediate feature-maps,
we could have a better understanding of what each layer in the network is specialised at. Simi-
larly, guided gradient back-propagation technique [248] was proposed as another way to visualise
the salient image features that contribute to model prediction. However, future work is required
to investigate the interpretability problem in more depth to understand what these models are
actually learning. Besides the model interpretability, hardware limitations (e.g. GPU memory)
are still another limiting factor in analysis of large image contexts particularly in 3D isotropic
images (e.g. abdominal CT data). Recent studies have tried to address this problem by explor-
ing large context sparse convolution techniques which reduce the computational demand and
number of feature maps [108].
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Figure 2.15: Visualisation of intermediate feature maps generated with a cardiac LV segmen-
tation CNN model. The input image shown on the top figure is passed through a series of
convolutional layers. In the early stages, the model extracts low level features such as the ven-
tricle boundaries. In the following layers, oriented boundary information is computed. Towards
the end, the model extracts semantic labels by aggregating the inferred contextual information.
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3.1 Introduction
In this chapter, we present a novel image feature representation, namely Probabilistic Edge
Map (PEM), and its application to cardiac image analysis tasks such as multi-modal image
registration and segmentation. Image representations have been commonly used in image anal-
ysis and understanding to transform the raw intensity data to a new space, where values are
intended to be more informative, robust to image noise, non-redundant, and in some cases lead-
ing to easier interpretation of images. A few well known categories are: low-level features (e.g.
gradient magnitude, local phase [131], SIFT [157]), shape features (e.g. Hough transform), and
motion features (e.g. optical flow [165]).
Similarly, the proposed PEM representation identifies the structure of tissues and organs in
medical images by extracting their probabilistic surface representation as shown in Figure
3.1. In particular, in ultrasound (US) image analysis object boundaries are the main source of
information since raw image intensities do not provide high soft-tissue contrast as in alternative
modalities such as MRI. Furthermore, PEM based surface representations can guide algorithms
to identify multi-modal correspondences since it is modality-independent, which can be used
to perform spatial alignment of multi-modal images.
PEMs differentiate from classical image representation techniques by integrating a machine
learning model in the feature extraction process. In that regard, PEMs are computed by
passing input images through a structured decision forest [67]. By making use of training
data, we are able to increase the algorithm’s robustness against image noise, and also avoid
spurious edge responses. Indeed, it is the main reason why PEMs provide well defined response
compared to the other feature representation techniques considered in this study (Figure 3.1).
We demonstrate three different applications of PEM image representation for multi-modal car-
diac image analysis: (I) multi-modal cardiac image registration, (II) multi-atlas segmentation
of cardiac ultrasound images, and (III) respiratory motion correction of cardiac cine-MR im-
ages. All three applications make use of the PEMs by utilising them in image registration as
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Figure 3.1: Example of PEMs, obtained from cardiac images of different modalities, are com-
pared to gradient magnitude (GM) and self-similarity descriptors (SSC). Since SSC is a vectorial
descriptor, only a single component of SSC is visualized.
a image similarity metric. At the end of the chapter, we also demonstrate the applicability of
PEMs for other organs of interest such as abdominal images.
3.2 Probabilistic Edge Maps (PEMs)
PEMs capture probabilistic representation of organ surface and they can be configured to
be target-organ specific. Furthermore, PEMs are modality independent; as such the same
representation can be generated from different modalities (e.g. US, CT, or MRI), which requires
training of a separate decision forest for each modality. However, a single training configuration
can be applied to train the forest models for all modalities.
PEM representation is used as an intermediate space to identify correspondences between im-
ages from different modalities. In other words, multi-modal image similarity metrics are defined
in the PEM space. In this way, subsequent multi-modal image analysis can be facilitated more
easily. For instance, image registration optimisation can be performed solely based on the
surface points of target organs without the influence of the background tissues. The proposed
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Figure 3.2: Structured decision forest: Tree leaf nodes store patches of segmentation labels in-
stead of single voxel posterior distribution over class labels. The tree output space is structured
and node splits are performed by mapping structured labels to one dimensional space, where
standard information gain objective is maximised to determine split parameters.
representation type is motivated by the fact that B-mode US images focus mainly on the
anatomical structure of the ventricle boundaries. In order to make use of this information in an
effective way, the ventricle boundaries should be extracted from given imaging modalities. In
contrast to the other structural representation types (Figure 3.1), PEMs utilise training label
annotations and a trained boundary classification model. For this reason, it provides smoother
and cleaner object boundary maps. From another perspective, PEMs can be considered as
fuzzy boundary segmentation maps where subsequent analysis is performed.
This structural representation, PEM, is generated from a structured decision forest (SDF).
While SDFs are very similar to decision forests, they possess several unique properties. In
particular, in SDFs the output space Y is defined by structured segmentation labels yi ∈ Y
rather than a single label yi ∈ {0, 1}. SDF decision trees can be trained as long as the high-
dimensional structural labels can be clustered into two or more subgroups at each tree node
split ψj as illustrated in Figure 3.2. This is achieved by mapping each patch label to an
intermediate space (Θ : Y→Z) where label clusters can be generated based on their pairwise
Euclidean distances in Z (cf. [67]). Once the training is completed, each leaf node Lj stores a
segmentation patch label yi ∈ Z(Me)3 of size (Me)3. Additionally, the corresponding edge map
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y′i ∈ {0, 1}(Me)3 is stored as well. This allows predictions to be combined simply by averaging
during inference.
Similar to decision forests, the input space X for the SDFs is characterized by the high dimen-
sional appearance features (xi ∈ X ) extracted from image patches of fixed size (Ma)3. These
features are computed in a multi-scale fashion and correspond to intensity values, gradient
magnitudes, six HoG-like channels, and local phase features. The weak learner parameters
(θj), e.g. stump threshold value and selected feature channel id, are optimized to maximize
Shannon entropy H1 based information gain at each node split:
I(Sj) = H1(Sj)−
∑
k∈{L,R}
|Skj |
|Sj|H1(S
k
j ) (3.1)
Here Sj = {Ti = (xi, yi)} is a set of patch labels and features reaching node j. During the
PEM generation (testing time), each input voxel accumulates Nt × (Me)3 overlapping binary
edge votes y′i from Nt number of trained decision trees. These predictions are later averaged to
yield a probabilistic edge response. PEM predictions are bounded in the interval of [0, 1] and
they store a soft-value for each voxel based on the edge strength.
Spatial aggregation of a large number of edge votes results in a smoother and accurate delin-
eation of the structures of interest. It is similar to aggregation of class predictions obtained from
multiple trees in a standard classification forest. However, PEM responses are not quantised
to obtain a binary edge mask. Fuzzy object boundaries are indeed experimentally shown to be
more useful for subsequent image analysis such as image registration optimisation. Addition-
ally, PEM generation is performed on multiple image scales as suggested in [67]. The responses
that are obtained at each image scale are aggregated using linear interpolation.
The segmentation label patch size (Me)
3 has a direct influence on the boundary prediction
accuracy; as such, smaller label patches yield increased false-positive predictions and spurious
edge responses that can be observed in the background. With larger label patches, on the other
hand, noisy responses are suppressed as the spatial structure of the output space is exploited
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and PEM predictions become smoother. However, the complexity of the SDF model increases
as the leaf nodes store large patches. Moreover, the clustering of samples at split nodes might
tend be less accurate due to fixed amount of pairwise label comparisons. Image voxel resolution
is another important aspect that has an influence on the accuracy of the generated edge maps.
For instance, coarse through-plane resolution in CMR images can introduce bias in label split
nodes. In order to resolve this issue, intensity images can be either resampled to near isotropic
voxel resolution, or the label patch size can be adjusted by taking into account the voxel size
differences. The next section describes how PEMs can be used in multi-modal medical image
registration problem.
3.3 MR-US Cardiac Image Registration with PEMs
Interventional procedures in cardiovascular diseases often require ultrasound (US) image guid-
ance. These US images must be combined with pre-operatively acquired tomographic images
to provide a roadmap for the intervention. Spatial alignment of pre-operative images with
intra-operative US images can provide valuable clinical information. Existing multi-modal US
registration techniques often do not achieve reliable registration due to low US image qual-
ity. To address this problem, we propose the use of a novel medical image representation,
named probabilistic edge map (PEM), as a similarity metric in image registration. PEMs gen-
erate similar anatomical representations from different imaging modalities and can thus guide a
multi-modal image registration algorithm more robustly and accurately. The presented image
registration framework is evaluated on a clinical dataset consisting of 10 pairs of 3D US-CT
and 7 pairs of 3D US-MR cardiac images. The experiments show that a registration based on
PEMs is able to estimate more reliable and accurate inter-modality correspondences compared
to other state-of-the-art US registration methods.
Clinical motivation: In cardiovascular minimally invasive procedures such as mitral valve
repair and aortic valve implantation [184], pre-operative surgical plans and roadmaps may be
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complemented by intra-operative image guidance provided by ultrasound (US) and fluoroscopy.
Computed tomography (CT) and magnetic resonance imaging (MRI) are widely used for plan-
ning of cardiovascular interventions since they can provide detailed images of the anatomy
which are not usually visible in intra-operative cardiac US images. As the shape and pose
of the heart changes over time during the intervention (e.g. due to respiration and patient
motion), registration and fusion of pre- and intra-operative images can be a useful technol-
ogy to improve the quality of image guidance during the intervention and subsequent clinical
outcome. However, the difference in appearance of the heart in the different image modalities
makes multimodal US image registration a challenging problem. In particular, the choice of an
appropriate multimodal image similarity metric can be considered as the main challenge.
Related work: Current approaches for multi-modal US registration can be classified into
two categories: (i) those using global and local information theoretic measures, and (ii) those
reducing the multi-modal problem to a mono-modal problem. Early approaches in the first
category suggested the use of normalized mutual information (NMI) [254] as a multimodal
similarity metric. Recently, local similarity measures were proposed as an alternative to the
global similarity measures. This reflects the fact that the US image characteristics show local
variations due to wave reflections at tissue boundaries. Measures such as local NMI (LNMI)
[128] and local correlation coefficient (LCC) [87] are designed to deal with this non-stationary
behaviour. The second category of approaches converts the images from different modalities
into a common feature space so that a mono-modal registration can be performed. In [133],
fetal US and MR brain images are registered by generating pseudo-US images from MRI tissue
segmentations. Other approaches, such as local phase [283], gradient orientations [63], and
self-similarity descriptors (SSC) [109], generate similar structural representations from images
to find correspondences between different imaging modalities.
Contributions: In this section we propose the use of probabilistic edge map (PEM) image
representation for multi-modal US image registration. In contrast to local phase, SSC and
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gradient magnitude [87] (GM) representations, PEMs highlight only the image structures that
are relevant for the image registration as can be seen in Figure 3.1. This is because some of
the anatomical structures visible in US images may not be visible in CT/MR images and vice
versa, e.g. endocardial trabeculae, clutter, and shadowing artefacts. Therefore, extracting and
registering only the left ventricle (LV) and atrial boundaries is a more robust approach than
registering every voxel in the images. Moreover, PEMs generate a clear and accurate tissue
boundary delineations, Figure 3.1, in comparison to other image representations. This improve-
ment produces better spatial alignment and increases the robustness to noise which is important
in US image registration. Additionally, PEMs are less sensitive under rigid transformations,
unlike SSC descriptors. Thus they can cope with large rotational differences between images.
Lastly, the proposed approach does not require tissue segmentations and can be generalized to
other organs and modalities differing from the simulation based registration methods.
The proposed generic and modality independent representation is generated by a structured
decision forest [67]. PEMs from different modalities are aligned with a block matching algorithm
based on robust statistics followed by a deformable registration. The proposed registration
framework is evaluated on US/CT and US/MR image pairs acquired from different pathological
groups. The results show that PEM achieves lower registration errors compared to other image
similarity metrics. This observation shows that PEM is a well-suited image representation for
multimodal US image registration.
3.3.1 Methodology
Probabilistic edge map (PEM) representation: Cardiac US images mainly show the
anatomy of the cardiac chambers and less detail of soft tissues. Therefore, further processing
of these images, e.g. registration, requires a structural representation of the cardiac chamber
boundaries such as the left ventricle (LV). In this work, a structural representation, PEM, is
generated from a structured decision forest (SDF). Learning the image representation from
training data increases the robustness in US images and allows the registration to focus on the
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Figure 3.3: Structured regression tree: Leaf nodes contain segmentation patches and also spatial
displacement vectors to anatomical landmark locations (a). Mid-ventricle (b), mid-septal (d)
and mid-lateral (e) wall landmark localization by using PEMs (in green)(c) and regression
nodes.
organs of interest. As can be seen in Figure 3.1, the PEMs outline only the LV and atrium while
ignoring irrelevant anatomical boundaries. In addition, the generated boundaries are cleaner
and smoother.
Structured regression forest: The presented SDF can be modified to allow additionally
for simultaneous voting for predefined landmark locations such as the apex, mid-lateral and
mid-septal walls, as shown in Figure 3.3. Each landmark point is detected independently in
both target and source images. This can be used to obtain an initial rigid alignment as a
starting point for the registration. Similar to Hough forests [90], classification nodes ψj are
combined with regression nodes Λj in the tree structure. In this way, in addition to the patch
labels yi, each leaf node contains an average location offset d
n
i and confidence weight σ
n
i for each
landmark n ∈ {1, . . . , N} (cf. [56]). Inclusion of these nodes does not introduce any significant
computational cost at testing time but adds additional information about the location of the
landmarks.
The set of offsets Di = (d1i , . . . , dNi ) in the training samples Ti = (xi, yi,Di), is defined only
for the voxels close to the boundaries of the ventricle. At each regression node Λj, the offset
distributions are modelled with a multivariate Gaussian. The differential entropy of these
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Figure 3.4: A block diagram of the proposed multi-modal image registration method.
distributions [56] is used as the uncertainty measure H2 in the training of Λj. In training,
classification and regression nodes are selected randomly [90]. During testing, landmark location
votes are weighted by the confidence weights and edge probabilities of the voxels.
Global alignment of PEMs: Similar to [133], a block matching approach is used to estab-
lish spatial correspondences between the PEMs (Figure 3.4), where the normalized cross corre-
lation (NCC) is used as a measure of similarity. As suggested in [198], the set of displacement
vectors computed between the corresponding PEM blocks are regularized with least-trimmed
squared regression before estimating the global rigid transformation R. In this way, the influ-
ence of image blocks with no correspondences is removed, reducing the potential registration
error introduced by shadowing or limited field-of-view in US images.
Non-rigid alignment of PEMs: To correct for the residual misalignment, due to cardiac
and respiratory motion, between target (P T ) and source (P S) PEMs, B-spline FFD [227] based
non-rigid alignment follows the global rigid registration. The total energy function, minimized
with conjugate-gradient descent optimization, is defined as:
E(T ) = −LCC(P T , P S ◦ T ◦R) + λBE(T ) (3.2)
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where λ is the trade-off between the local correlation coefficient [36] (LCC) similarity metric
and bending energy regularization (BE). As the SDF classifier makes use of intensity values,
local intensity variations in US images influence the edge probabilities in PEMs. For this
reason, a local similarity measure is more suitable for PEMs than a global measure such as
sum of squared differences. For similar reasons, LCC was used in [87] to align US-MR gradient
magnitude images.
3.3.2 Experiments and Results
The proposed PEM registration framework is evaluated on 3D US-CT (10 pairs) and 3D US-
MR (7 pairs) cardiac images. The CT images were acquired pre-operatively from adults after
a contrast injection. The corresponding transesophageal US images were acquired during the
cardiac procedure. In the second dataset, lower quality trans-thoracic US acquisitions are
registered with multi-slice, cine-MR images (slice thickness 8 mm). Five of these pairs were
acquired from children diagnosed with hypoplastic left heart syndrome and the rest from healthy
adults. As a preprocessing step, all the images are denoised using non-local means [34] and
resampled to isotropic voxel size of 0.80 mm per dimension.
In both experiments, PEM-LCC registration performance is compared with LNMI [128] and
SSC [109] similarity based registration methods. Implementations of these methods were ob-
tained from their corresponding authors. Particularly, in the SSC method, linear registration
of the descriptors is performed by using least-trimmed squares of point-to-point correspon-
dences for improved robustness. In the local alignment of SSC, a discrete optimization scheme
(deeds [106]) is used to optimize SSC energy function. In LNMI, histograms with 64 bins are
built locally and the registration is optimized using stochastic gradient descent. The number
of bins is optimized for best performance.
In all three modalities, PEMs are generated and evaluated with the same training, testing and
registration parameters. A PEM-SDF classifier was trained for each modality with set of cardiac
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Figure 3.5: US/CT registration errors after rigid (R) and deformable (D) alignment. The mean
and median values are shown in dashed and solid lines respectively.
images (50-80 images/modality) that is disjoint from the test set (17 pairs). It is important to
highlight that the images from different modalities are not required to be spatially registered
or come from the same subjects because the classifiers are trained separately for each modality.
This significantly increases the availability of training data. The training data contains labels
for myocardium, LV endocardium and atrium. The registration results are evaluated based on
mean and Hausdorff distances of seven landmark points in the US images to closest points on
the manually annotated LV endocardial surface in CT and MR images. The landmark points
correspond to: apex, apical (2), basal (2), and mid-ventricle (2). For each method, the distances
are computed after rigid and deformable alignment, and they are reported together with their
values before the registration. For each image pair, 10 different registrations were performed
with random global transformations for initialization.
US/CT evaluation results: The registration errors, provided in Figure 3.5, show that local
intensity statistics based similarity measures do not perform consistently and in some cases the
registration fails to converge to the correct solution. This suggests that structural representation
methods, such as PEMs and SSC, are more reliable measures in US/CT image registration. On
the other hand, after local alignment, PEMs achieve lower registration errors compared to SSC,
which can be linked to the accurate and smooth boundary representation provided by PEMs.
As shown in Figure 3.1, PEMs are less sensitive to noise and follow the anatomical boundaries
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Figure 3.6: Global alignment of US/MR images (top). The boxplot shows the US/MR landmark
distance errors after rigid (R) and deformable (D) alignment.
more accurately.
US/MRI evaluation results: It is observed that the SSC descriptors do not provide enough
guidance in alignment of MR images acquired from children. As shown in Figure 3.6, the
images contain more texture due to smaller size of the heart and trabeculae in transthoracic
acquisitions. In contrast to this, PEM relies on annotations of the boundaries used in the
training. It is able to generate a more accurate structural representation that is better matching
with the myocardial boundary in MR images. The performance difference, shown in Figure 3.6,
is explained with this observation.
Implementation details: All experiments were carried out on a 3.00 GHz quad-core CPU.
The average computation time per registration was 73s for non-rigid registration, 21s for rigid
alignment and 20s to compute each PEM. The training of the SDFs (70 min/tree) was performed
oﬄine prior to the registrations. It is important to note that PEM computation time can be
reduced by parallelising the model inference over multiple trees and image patches.
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3.3.3 Discussion and Conclusion
In the experiments after spatially aligning US/CT and US/MR images, it is observed that the
endocardial annotations in US images underestimate the LV volume compared to the anno-
tated CT and MR images. Similarly, in a clinical study [241], US volumetric measurement
errors and underestimation were reported, and this situation was linked to the visible endo-
cardial trabeculae in US images. For this reason, in our framework the US annotations are
morphologically dilated before the training of the SDF. In this way, PEMs generated from US
images become more consistent with the edge maps predicted from CT and MR modalities. In
contrast, the other structural representation techniques are expected to fail to achieve optimal
local alignment accuracy as these tissues are not visible in CT and MR images (Figure 3.6).
In this section, a novel PEM image representation technique and its application on US multi-
modality image registration has been presented. The experimental results show that PEM
provides a more accurate and consistent registration performance between different modalities
compared to the state-of-the-art methods. Therefore, we can conclude that PEM is more
suitable for image-guided cardiac interventions where alignment of pre-operative images to inter-
operative images is required. Moreover, PEM is a generic and modular image representation
method; it can be applied to any other US, CT and MR image analysis problem.
3.4 Multi-Atlas Segmentation of Cardiac Ultrasound Im-
ages with PEMs
Automated left ventricle (LV) segmentation in 3D ultrasound (3D-US) remains a challenging
research problem due to variable image quality and limited field-of-view. Modern segmentation
approaches (shape, appearance and contour model based surface fitting) require an accurate
initialization and good image boundary features to obtain reliable and consistent results. They
are therefore not well suited for this problem. The method proposed in this section, overcomes
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those limitations with a novel and generic 3D-US image boundary representation technique:
Probabilistic Edge Map (PEM). This new representation captures regularized and complete
edge responses from standard 3D-US images. PEM is utilized in a multi-atlas LV segmentation
framework to spatially align target and atlas images. Experiments on data from the MICCAI
2014 CETUS challenge show that the proposed approach is better suited for LV segmentation
than the active contour, appearance and voxel classification approaches, achieving lower surface
distance errors and better LV volume estimates.
Clinical motivation: Cardiac ultrasound remains the primary imaging modality in the as-
sessment of left ventricular systolic function, mass and volume to assess the morphology and
function of the heart. Automated tools to analyse three-dimensional ultrasound (3D-US) im-
ages are important to ensure reproducibility as well as consistency of segmentations and to
reduce the workload of clinicians. The development of such tools is still an ongoing research
problem due to limitations posed by low image quality, restricted field-of-view and anatomical
variations. For these reasons, accurate and generic image analysis techniques are crucial.
Related work: Automated left ventricle (LV) segmentation techniques can be broadly cat-
egorized into two groups: image-driven and model-driven approaches. Level-set approaches
such as phase asymmetry [216] are part of the first category. They calculate 3D LV surfaces
with weak or no shape constraints and do not require the fitting of a model to a large number
of images. Also the B-spline active surface approach proposed in [14] does not require model
fitting. Instead, the surface is initialized with an ellipsoid and B-splines are used to regularize
the deformation of the surface model. Approaches in the second group use additional a-priori
information by analyzing intensity patterns in training samples and manually traced contours.
This includes approaches such as appearance models (AAM) [252] and semantic labelling of
voxels using a classifier such as a decision forest [144]. Another method proposed in [193]
uses labeled atlases and image registration to segment the LV volume. It does not require the
training of a shape model, but makes an implicit use of such model through the atlases.
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Figure 3.7: (a) 3D cardiac US image, (b) phase congruency [216], and (c) PEM which captures
missing structures (orange arrows) and provides smoother edge response (green arrows). In (d)
SDF training is illustrated, where the label patches (yi) are clustered at each node split, and
the weak learners (ψi) search for the optimal threshold value (θi) and feature (xi) to separate
the two clusters.
Active contour and level-set approaches require an accurate estimate of LV shape and posi-
tion for initialization. This is because final segmentation results are sensitive to initializations
obtained either manually [68, 193] or through ad-hoc solutions such as Hough transform of
edges [14] or through selection of image center points [252]. Such approaches depend on the
acquisition field-of-view and cannot be generalized to acquisitions from different acoustic win-
dows such as apical and parasternal views together. Similarly, these approaches [14, 216, 252]
make use of intensity and phase based features to delineate ventricle borders. Since phase fea-
tures rely on the agreement of phases between different Fourier components (and are therefore
insensitive to contrast), less importance is given to local energy information. This causes these
features to be sensitive to noise. Likewise, intensity based approaches are sensitive to low image
quality, shadowing, speckle and clutter.
Contributions: In this section, we propose a fully automatic multi-atlas LV segmentation
framework for US images. Additionally, a novel robust 3D boundary representation method,
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Probabilistic Edge Map (PEM), is presented and utilized within this framework to address the
challenges outlined above. PEMs delineate object boundaries in the input images by using a
trained structured decision forest (SDF) classifier [67]. With this method, we are extending
the structural representation proposed in [68], applied on 2D cardiac short-axis slices, to a 3D
structural analysis together with the use of US related image features. In this way, disconti-
nous and spurious edge responses in through plane direction can be eliminated, while achieving
smooth and regularized tissue boundaries, as shown in Figure 3.7. In the proposed multi-atlas
LV segmentation framework (PEM-MA), the PEMs are used in robust affine registration [198]
and non-rigid registration [227] to spatially align multiple atlas images to the target. PEM
based US image registration provides more reliable initialization between target and atlas im-
ages, and achieves better atlas selection [3] and LV segmentation performance. The proposed
segmentation framework is evaluated on a benchmark dataset used in the MICCAI 2014 CE-
TUS segmentation challenge. The results collected from the online evaluation platform show
that PEM-MA achieves state-of-the-art LV segmentation accuracy in both surface distance and
volumetric measure metrics, while outperforming all other challenge participants [13, 68, 252]
in terms of the used evaluation criteria.
3.4.1 Methodology
Probabilistic edge map (PEM) representation: In cardiac imaging, 3D-US images out-
line an anatomical representation of the heart chambers. Further image analysis typically
requires an accurate and smooth object boundary delineation. Data driven approaches may
fail due to severe intensity artefacts and missing boundaries. A machine learning approach
such as a structured decision forest (SDF) [67] can cope with these difficulties as the training
data guides the boundary extraction. This is shown in Figure 3.7, where the proposed PEM
captures the missing boundaries and delineates them accurately.
In the proposed segmentation framework, prior to the PEM generation, the US images are
initially resampled to isotropic voxel size. Furthermore, speckle noise is reduced using a sparse
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Figure 3.8: A block diagram of the proposed multi-atlas segmentation framework for 3D-US
cardiac images.
coding approach: The K-SVD algorithm [75] is used to learn an over-complete dictionary from
US image patches. After the learning stage, the image is reconstructed from a sparse combi-
nation of the learned dictionary atoms to remove speckle patterns. Finally, a SDF classifier for
the PEM is trained from the preprocessed images. While SDFs are similar to decision forests,
they possess several unique properties and advantages.
Multi-atlas left ventricle segmentation: Next, we detail our proposed multi-atlas LV seg-
mentation framework as outlined in Figure 3.8, employing the generated edge maps. Initial
affine alignment, atlas selection and deformable registration between target (I) and atlas im-
ages (Ji) are performed based on the PEMs (P
I , P Ji ) generated from the US images. A dataset
consisting of a number of manually annotated US images is used in the atlas formation. The
annotations for these atlases contain only the LV endocardial labels. The composite spatial
transformations transfer the atlas labels to the target, followed by a globally weighted label
fusion based on PEM similarity.
Global alignment: The PEMs from both target image and atlases are first aligned using a
block matching technique [198] which maximizes the normalized correlation coefficient between
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image blocks. The set of vectors defined by the displacement of each block is regularized
before finding the global affine transformation Ai. A least trimmed squared regression based
regularization (cf. [198]) removes the influence of displacements for the atlas blocks which have
no target block correspondence due to missing features in the images. For this reason, this
approach is robust to shadowing and anatomical variations and can provide an accurate spatial
alignment for atlas selection and good initial segmentation.
Atlas selection: It was shown in multi-atlas brain segmentation [3], that a selection of most
similar atlases is beneficial. Therefore, after affine registration, all M1 atlases are ranked accord-
ing to their average local correlation coefficient [36] score, LCC(P I , P Ji ◦Ai), and the M2 < M1
top scoring atlases in the upper quartile are selected. The LCC similarity metric is defined in
(3.3), where Ω denotes the target voxels within a region defined by the dilated LV mask.
LCC(P I , P J) =
1
|Ω|
∑
x∈Ω
∣∣〈P I , P J〉x∣∣√〈P I , P I〉x〈P J , P J〉x (3.3)
A Gaussian window Gσ with variance σ
2 locally weights the PEMs and 〈P I , P J〉x = Gσ ∗
(P I .P J)[x] − (Gσ ∗ P I)[x](Gσ ∗ P J)[x], where . denotes the Hadamard product, and ∗ the
convolution. As the SDF classifier makes use of image intensities in node splits ψ, local intensity
changes in the input images can influence the edge probabilities in PEMs. For this reason, LCC
is a more suitable similarity measure for PEMs than global metrics such as sum of squared
differences.
Local alignment: To correct for residual misalignment, a registration based on free-form
deformations (FFDs) [227] follows the atlas selection. The total energy E(Ti) = −LCC(P I , P Ji ◦
Ti ◦Ai) + λBE(Ti) is minimised in a multi-resolution scheme, where BE is the bending energy
of the cubic B-spline FFD Ti and λ defines the trade-off between local PEM alignment and
deformation smoothness.
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Figure 3.9: 3D-US cardiac image segmentation results obtained using multi-atlas fusion and
PEM representation techniques. The images acquired from four different healthy subjects (a-d)
are shown together with their automatically generated endocardial boundary contours. From
left to right, best and worst segmentation results (in terms of Dice score) are shown.
Label fusion: Finally, the transferred atlas labels are fused using a globally weighted voting1
[4] based on the dissimilarity mi = 1 − LCC(P I , P Ji ◦ Ti ◦ Ai). The LV segmentation of the
target image is then given by the labelling function SI(x) = arg maxl∈{0,1}
∑M2
i=1wi ·δ(SJi (x)−l),
where δ is the Dirac delta function and global weights wi = exp(−mi/ 1M2
∑M2
j=1mi). In this
fusion strategy, atlases more similar (higher LCC score) to the target image have a stronger
influence on the final segmentation and those with a relatively lower score are downgraded.
3.4.2 Experiments and Results
The proposed segmentation framework is evaluated on a benchmark dataset used in the MIC-
CAI 2014 CETUS challenge [199]. It consists of 4D echo sequences acquired from an apical
window in healthy volunteers and patients with myocardial infarction and dilative cardiomy-
opathy. The dataset is divided into 15 training and 30 testing image sequences. Contours
of the heart chambers were outlined by three experts, but only those of the training set are
publicly available. Therefore, the CETUS website2 is used for evaluation. Submissions are
1Locally weighted and majority voting fusion methods were also evaluated in the experiments, and the best
results were obtained with the global fusion method.
2https://miccai.creatis.insa-lyon.fr/miccai/community/1
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Table 3.1: LV segmentation results on 30 subjects (CETUS challenge testing dataset [199]).
Mean distance (MD [mm]), Hausdorff distance (HD [mm]) and Dice coefficient (DC [%]) results
are listed separately for ED and ES frames. PEMs provide a better boundary representation
than spectral features [193] based on mean (p < 0.01) and Hausdorff distances (p < 0.01)
MDED MDES HDED HDES DCED DCES
Manual [199] 1.01±.30 1.01±.38 3.37±.87 3.30±.94 0.949±.15 0.938±0.21
AAM [252] 2.44±.91 2.79±1.24 8.45±3.50 8.65±2.85 0.879±.05 0.835±.08
BEAS [13, 14] 2.26±.73 2.43±.91 8.10±2.66 8.13±3.08 0.894±.04 0.856±.06
SE-MA [193] 2.18±.70 2.47±.74 7.55±1.76 8.57±2.96 0.894±.03 0.849±.04
SDF-LS [68] 2.09±.68 2.20±.72 9.31±3.89 8.35±2.67 0.894±.04 0.871±.05
PEM-MA 1.94±.55 2.23±.60 7.00±1.99 7.53±2.23 0.904±.02 0.874±.04
automatically evaluated based on surface distance errors and clinical LV volumetric indices.
In all experiments, segmentations are computed only for end-diastolic (ED) and end-systolic
(ES) phases. In Figure 3.9, PEM multi-atlas segmentation results obtained on images from four
different subjects are shown. As can be seen in the figure, the multi-atlas technique allows us to
obtain anatomically meaningful endocardial boundaries even if part of the left ventricle is miss-
ing in the images. Table 3.1 lists the surface distance errors obtained in the first experiment.
The proposed PEM-MA framework achieves better results than the challenge top performing
algorithms: AAM [252] (active appearance model), BEAS [13, 14] (B-spline active contours),
SDF-LS (structured decision forest followed by level-set segmentation), and SE-MA [193] (spec-
tral embedding multi-atlas method). The inter-observer manual segmentation [199] variations
are reported for comparison. We can conclude that PEMs provide a better boundary represen-
tation than spectral features [193] based on mean (p < 0.01) and Hausdorff distance (p < 0.01).
Moreover, the proposed approach does not require landmark selection [193] or manual affine
alignment of LV surface template to initialize the segmentation [68].
The difference in segmentation accuracy between PEM-MA and model based surface fitting
methods (AAM, BEAS) can be explained as follows. The proposed approach employs affinely
aligned atlas labels as shape priors which are selected based on LCC similarity of PEMs, whereas
the other methods use less data specific priors such as mean LV shape [252] and ellipsoid [14]
shape assumption. Similarly, in PEM-MA, the LV segmentation is initialized with position
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Table 3.2: Segmentation results on 30 images (CETUS testing data [199]). Pearson’s correlation
coefficient (corr) and Bland-Altman (µ±1.96σ) limit of agreement (LOA) between ground-truth
and estimated LV volume values are reported.
EDcorr EDLOA EScorr ESLOA EFcorr EFLOA
Manual [199] 0.981 -0.636±18.2 0.987 -0.50±14.4 0.959 0.13±6.07
AAM [252] 0.966 -15.42±32.1 0.964 -13.2±28.9 0.611 3.69±17.58
SE-MA [193] 0.945 -6.02±41.6 0.924 -0.42±41.2 0.780 -1.55±13.88
BEAS [13, 14] 0.965 -4.99±35.3 0.967 -6.78±27.7 0.889 2.88±10.48
SDF-LS [68] 0.917 8.73±49.9 0.956 -5.16±31.7 0.819 8.33±14.46
PEM-MA 0.961 -4.14±34.0 0.973 -3.47±26.7 0.892 0.48±10.78
priors obtained through a robust affine block matching of PEMs. This delineates the left
ventricle position in the image more accurately than Hough transform [14] and the mean LV
position of the training images [252].
In the second experiment, clinical indices, such as ejection fraction (EF), ED and ES volume
values, are computed from the proposed segmentation approach. The obtained results are com-
pared against their reference values using the aforementioned web site. The results in Table 3.2
show that PEM-MA achieves a better agreement with the ground truth compared to the other
methods. As PEM-MA delineates LV boundaries more accurately, better volume estimates are
obtained. Additionally, we observe that PEM-MA displays a consistent performance in both
LV surface fitting and volume estimation in contrast to SDF-LS. The performance difference
between the two can be linked to the improved structural representation and the choice of
different surface fitting algorithm.
All experiments were carried out on a 3.00 GHz quad-core machine. The average computation
time per image pair was 74s for non-rigid registration, 16s for affine alignment and 20s to
compute each PEM. The training of the SDF (70m per tree) and atlas PEM computation were
performed oﬄine prior to target segmentations. The segmentation of the LV takes in total
16m per image. The proposed approach is computationally more complex than the methods
in [14, 68] due to the multitude of registrations. However, a parallel implementation of these
registrations significantly reduces the total runtime.
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Implementation details: In total Nt = 8 PEM decision trees are trained using 20 US
sequences plus rotated versions of these images. PEM quality was not improved further by
including more trees. Patch sizes for training features and ground-truth edges are chosen as
Sa = 20 and Se = 10 per dimension. For global alignment, blocks of size 5
3 voxels were used
with search radius equal to the block size as in [198]. A multi-scale optimization strategy was
employed to capture large displacements and to improve convergence. A total of M1 = 30 ED
and ES atlases were aligned to each subject. Of these, on average M2 = 6.3 were selected based
on their LCC score, with a standard deviation of the Gaussian σ = 7 voxels in each dimension.
The B-spline FFD control point spacing was set to 8 voxels per dimension for each image
resolution. All transformations were computed using the NiftyReg library3 which provides an
optimized implementation of the B-spline FFD algorithm [227].
3.4.3 Discussion and Conclusion
We presented a novel US image representation (PEM) which achieves state-of-the-art cardiac US
image registration and LV segmentation results within a multi-atlas framework. The proposed
framework outperforms all other methods participating in the MICCAI 2014 CETUS challenge
based on the obtained surface mesh evaluation criteria. The main contributions of this section
are: (1) highly accurate 3D edge map representation for cardiac US images, and (2) block-
matching based robust and accurate initialization technique for automatic LV segmentation.
The proposed PEM representation is generic and modular. It has the potential of being applied
to echo images acquired from other organs and does not make assumptions on the acquisition
window and image orientation. Additionally, the multi-atlas segmentation framework is shown
to be applicable for clinical routine as it can estimate functional indices very accurately.
3http://sourceforge.net/projects/niftyreg/
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3.5 PEM Based Respiratory Motion Correction in Car-
diac Cine-MR Images
2D short axis (SAX) cine MR images are of crucial importance for the accurate assessment of
cardiac anatomy and function. Since SAX cine stacks are routinely acquired during multiple
breath-holds, different breath-hold positions can cause a misalignment of the heart between
different slices, with potential detrimental effects on a variety of clinically relevant measurements
(e.g. volume or shape of the left ventricle). In this section, we propose a novel approach to
spatially align motion corrupted SA slices in MR image stacks using 3D probabilistic edge
maps (PEMs) generated with structured decision forests. In our technique, each 2D SAX slice
is associated with a 3D PEM outlining the myocardial contours in the same slice as well as in
the adjacent one. In-plane spatial misalignment between adjacent slices is then corrected using
a registration algorithm applied to the associated PEMs. This approach was tested against a
conventional intensity-based registration method on SAX cine stacks acquired from 26 healthy
subjects, for whom anatomical 3D cardiac images were also available as reference. End-diastolic
left ventricular volumes are estimated using a 3D multi-atlas segmentation technique and used
to quantify alignment accuracy. The results show that the proposed technique successfully
reduces the misalignment between slices and that the registered stacks allow a more accurate
volumetric estimation than both the original and the intensity-corrected ones.
Clinical motivation: Cardiovascular magnetic resonance (CMR) imagery can be used for
accurate volumetric reconstruction of the beating heart throughout the cardiac cycle, which is in
turn necessary for a great number of clinically-relevant tasks such as volumetric estimations and
myocardial motion analysis. While fast SSFP sequences allow nowadays the direct acquisition of
an anatomical 3D image (A3D) of the whole heart, they are usually limited by either relatively
poor image quality or low temporal resolution, making them unsuitable for accurate functional
assessment. Consequently, the most common CMR sequence currently used in the clinical
practice is still the short axis (SAX) SSFP cine, consisting of 10-14 parallel slices and 20-30
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frames per cardiac cycle. SAX cine stacks are generated during multiple breath-holds (i.e. 1-3
slices acquired per each breath-hold). Although the subjects are instructed to hold their breath
at the same breath-hold position, in practice the heart location can vary considerably. If the
differences between the breath-hold positions are not accounted for with suitable inter-slice
alignment procedures, the acquired image stack will not correctly represent the cardiac volume,
introducing potential errors in all of the following analyses and visualizations.
Related work: Several post-processing techniques for respiratory motion correction for SAX
cine images have been presented in the last years. Virtually all of the proposed approaches
consist in the 3D rigid registration between the acquired SAX cine stack and other CMR
images, such as A3D [42, 292] or long axis (LAX) [22, 37] images. Unfortunately, in the clinical
practice these additional sequences are often unavailable. Therefore, inter-slice alignment can
only be performed by conventional intensity-based approaches, which are on the other hand
relatively inaccurate. The reason for this mainly lies in the considerable changes in the imaged
features between adjacent slices (due to the relatively high slice thickness of a typical SAX cine
stack), which hinders the application of registration approaches based on the comparison of
information directly extracted from the two slices.
In this chapter, we propose a novel approach to in-plane spatial alignment of motion corrupted
SAX slices in MR image stacks using 3D probabilistic edge maps (PEMs) generated with struc-
tured decision forests. PEMs are learning-based image representations outlining the contours
of a specific object of interest (the myocardium, in this case). Through training, structured
decision forests are able to associate to each 2D SAX image for slice i a 3D PEM represent-
ing the contours at slices i and i+1. The overlap between 3D PEMs generated from adjacent
slices allows to correct the in-plane spatial misalignment using a block matching registration
algorithm. The proposed approach was tested on a dataset of real SAX cine stacks against a
conventional intensity-based registration method.
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Figure 3.10: Diagram of the proposed motion correction technique: 3D PEMs are estimated
from each pair of adjacent SAX slices and then aligned using a block matching algorithm. The
estimated transformation is then applied to the actual slice.
3.5.1 Methodology
In our technique, the described approach to edge representation was applied to associate to
each 2D SAX image for slice i a 3D PEM outlining the myocardial contours at slices i and
i+1 (see Figure 3.10). The PEM at slice i-1 could be also predicted, but this would be at the
expense of the prediction accuracy as the dimensionality of output space would be increased. To
build a structured decision forest model with motion-free data, the training dataset consisted
of slices extracted from the A3D acquisitions (downsampled in the z direction to match the
slice thickness of the 2D cine data later used for testing) together with myocardial contours
(the edge maps used as labels). During testing, the structured random forest predicts for each
2D SAX image at slice i not only the myocardial contours location for the same slice but also
for the following one (i+1 ) in a motion-free scenario. The overlap between 3D PEMs estimated
for adjacent slices of the stack allows to apply a block matching registration algorithm [197] to
perform rigid in-plane spatial re-alignment. The rigid transformation estimated for the PEMs
is then applied to the actual image at slice i+1. Each slice (from second to last) undergoes the
same process, resulting in the complete re-alignment of the stack from base to apex.
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Figure 3.11: Respiratory motion correction results obtained in two different subjects using the
proposed technique (PEMs-based) and a conventional intensity-based registration approach.
3D high-resolution (A3D) images (first column) and 2D SAX stacks (second column) are also
displayed for comparison.
3.5.2 Experiments and Results
Imaging data: CMR imaging was performed on 435 healthy subjects using a 1.5T Philips
Achieva system (Best, Netherlands) equipped with a 32 element cardiac phased-array coil. 2D
cine balanced steady-state free precession (b-SSFP) images were acquired in the left ventricular
short axis (LVSA) plane from base to apex using the following parameters: repetition time/echo
time 3.0/1.5 ms, flip angle 60°, acquired pixel size 2.0×2.2 mm, slice thickness 8 mm (2 mm
gap); reconstructed voxel size 1.2×1.2×8 mm; number of slices 10-12, cardiac phases 30. A
single breath-hold A3D LVSA b-SSFP sequence was also acquired in the same orientation.
Experimental details and results: The structured decision forest model was trained on
410 A3D images at end diastole - together with the associated myocardial contours - following
the present implementation details: image patch size 36×36 px, edge map labels size 12×12×2
px, number of trees T = 16.
The proposed registration technique was tested on 25 2D cine stacks at the end diastolic phase.
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Table 3.3: End-diastolic volume measurement differences (∆V) between different respiratory
motion correction approaches: intensity (int) and PEM based image registration approaches.
The computed volumes are compared against the ground-truth values obtained from the high-
resolution 3D images. The accuracy of the volumetric measurements prior to the alignments is
shown on the first line.
Methods ∆V (mL) p -vals
|EDVpre − EDVref| 10.34± 9.41 -
|EDVint − EDVref| 10.76± 9.64 -
|EDVpem − EDVref| 7.73± 6.55 p = .016
For comparison, we also tested a conventional intensity-based registration technique, in which
the block matching algorithm [197] was directly applied to the image intensity values between
adjacent slices. The block matching algorithm was selected as competitor because in our exper-
iments it consistently outperformed the more common methods based on normalized mutual
information. A 3D multi-atlas segmentation technique [11] was applied to estimate end-diastolic
left ventricular volumes respectively from the A3D images (EDVref), the 2D SAX image stacks
before (EDVpre) and after slice-alignment using the proposed technique (EDVpem) and using
the conventional intensity-based registration method (EDVint). Since the motion-free A3D im-
ages and 2D SAX image stacks were acquired from the same subjects, EDVref could be used
as reference, and volume differences between EDVref and EDVpre, EDVpem and EDVint, respec-
tively, could be used as proxy to accuracy of motion correction algorithms. Figure 3.11 shows
examples of obtained registration results: qualitatively the proposed registration technique
(PEMs-based) does a better job in slice realignment compared to the conventional (intensity-
based) one. Statistics obtained from the computed volume differences are reported in Table
3.3: volume estimation performed on stacks registered using the proposed technique is more
reliable in comparison to the conventional technique.
3.5.3 Discussion and Conclusion
In this section, we presented a novel respiratory motion correction technique that spatially
aligns motion-corrupted image slices in 2D SAX MR stacks using 3D PEMs. The proposed
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approach has been successfully applied to 3D multi-modal registration between MR and either
ultrasound or CT images [189]. Differently from that work, in which 3D PEMs were associated
with 3D image patches, the structured decision forest presented in this section associates 3D
PEMs to 2D image patches extracted from a single image slice. The obtained results show that
the proposed approach was able to perform slice realignment with higher accuracy than the con-
ventional intensity-based technique (as far as volume estimation was concerned). Importantly,
the proposed approach is currently limited to in-plane spatial alignment. Out-of-plane motion
correction from a single image stack is in fact an ill-posed problem, and while the availability
of other sequences (e.g. other SAX or LAX stacks) would allow to perform registration also in
the z direction, these data may not always be available.
In conclusion, the proposed technique provides higher registration accuracy for the spatial align-
ment of 2D SAX slices in comparison to a conventional intensity-based method, and therefore,
when no additional sequences are available, it should be adopted as a pre-processing step to
volumetric estimation from cine CMR image stacks.
3.6 Other Applications of PEMs
Besides the common application areas presented (e.g. registration, segmentation) in the pre-
vious sections, PEM representation can also be utilised in clinical studies. One particular
example is the comparison of cardiac imaging modalities, such as ultrasound (US) and MRI,
in terms of quantiative measurements of ventricular volume. In clinical studies [170, 241], it
has been reported that US based volume measurements tend to be significantly lower than
the values obtained from cardiac MRI which is considered to be the gold-standard in clinical
routine. However, a detailed analysis on the underlying causes of this difference has not been
investigated in depth. In particular, we are interested in identifying the LV regions where the
images acquired with these modalities show differences.
For the analysis, we make use of the clinical dataset provided in the MICCAI’11 STACOM
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Challenge [256], which contains 15 pairs of US/MR cardiac images acquired from healthy adult
subjects. The image processing pipeline to analyse these images can be described as follows: (I)
each US and MR image is automatically segmented using the multi-atlas technique described
in Section 3.4. (II) The images and their corresponding endocardium segmentations are rigidly
aligned using the PEM registration method (cf. Section 3.3). (III) To compute the surface
distances between the spatially aligned US and MR segmentations, the PEIS similarity metric
[140] is used. PEIS can be considered as a more informative metric in comparison to the
standard surface distances since it looks for similar segmentation patterns. The described
framework is illustrated in Figure 3.12. The distance map, visualised for one subject in Figure
(a) (b) (c)
Figure 3.12: The proposed image analysis framework to compare cardiac US and MR imaging
modalities. (a) Images from each modality are segmented using a multi-atlas technique. (b) The
multi-modal images are registered using the PEM representation, where the US image is shown
in green colour-map. Later, the spatially aligned endocardial segmentations are compared with
each other using the PEIS metric [140]. (c) The surface distances (PEIS) are shown in green
colormap, the errors are clustered around the apical and basal parts of the left ventricle.
3.12 (c), is computed also for the remaining US/MR pairs. These results are then mapped
to the cardiac left-ventricle atlas [10] to aggregate the results from all the US/MR pairs and
obtain a mean representation of the distance errors, as can be seen in Figure 3.13. The cardiac
(a) (b) (c) (d)
Figure 3.13: Surface distance errors obtained from US/MR endocardium segmentations, are
averaged after mapping them to the cardiac atlas space. The AHA-17 atlas model (b,d) is
used to identify LV regions where the errors are accumulated. In particular, we see that the
differences are observed in the anterior, apical and basal parts of the LV.
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atlas, shown in (b-d), is represented with the AHA-17 segment model [41]. As can be seen
in Figure 3.13, the surface errors are mainly concentrated around the apical and basal slices.
More importantly, as reported in a similar study [99], segmentations also show large differences
around the anterior wall. We can interpret this results with the fact that the anterior wall
is often not visible in US images due to shadowing from the air in the lung. For this reason,
the segmentations performed on these images may not match the underlying true anatomical
structure, whereas it is visible in cardiac MR images.
As another application area of PEM representation, we have analysed its applicability to im-
ages acquired from other organs of interest, such as abdominal CT images. In that regard,
a structured decision forest is trained with 150 CT images and liver boundary annotations.
The results on the testing set, shown in Figure 3.14, demonstrate that PEM multi-atlas and
registration techniques can be extended to abdominal image analysis as well.
Figure 3.14: Probabilistic edge maps generated from the abdominal CT images. The extracted
contours outline the surface of the liver.
3.7 Conclusion
In this chapter, we have presented a novel cardiac image representation technique, namely
Probabilistic Edge Maps (PEMs), that can be used to bridge the gap between different imaging
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modalities. By mapping multi-modal images to the same PEM space, we are able to identify
the correspondences between these images. In this way, a more accurate similarity metric
can be defined between the modalities such as ultrasound and MRI. The applicability of this
new representation type to cardiac image analysis problems has been demonstrated with the
experiments presented in this chapter. The application areas reported on are: (I) multi-modal
cardiac image registration, (II) multi-atlas ultrasound image segmentation, and (III) cardiac
cine-MR respiratory motion correction. Moreover, in the last section, we have qualitatively
demonstrated that the proposed technique can additionally be used to extract the surface
representation of the abdominal organs.
Recent work [274] has shown that probabilistic surface representations can also be extracted
through convolutional neural networks (CNNs). Our initial experiments on the HED model
[274] have shown that CNNs are able to learn more distinctive features and suppress false
positive detections, which are usually observed in the background when PEMs are extracted
with SDFs. However, CNN based structured learning has not been studied in depth and we
believe that future research could investigate the use of PEM-CNN models to further improve
the cardiac image analysis results. Follow-up work could also investigate CNN based multi-
modal feature space learning. This way one could potentially extract an optimal feature space
to better identify the multi-modal correspondences. Although structural surface representation
is experimentally shown to be a reasonable approach to solve this problem, there is no need
to hand-craft the intermediate image representations, which can be learned implicitly through
CNNs. In Chapter 4, we extend the proposed PEM representation by introducing a new decision
tree model, namely stratified decision forests. The new approach enables us to learn population
specific regression and classification models, which results in improved accuracy in anatomical
landmark localisation.
Chapter 4
Stratified Decision Forest: Applied to
Anatomical Landmark Localisation
This chapter is based on:
O. Oktay, W. Bai, R. Guerrero, M. Rajchl, A. de Marvao, D. P. ORegan, S. Cook, M. P.
Heinrich, B. Glocker, and D. Rueckert, ‘‘Stratified Decision Forests for Accurate Anatomical
Landmark Localisation in Cardiac Images’’, IEEE Transactions on Medical Imaging, 36(1), pp.
332-42, 2017.
Abstract: Accurate localisation of anatomical landmarks is an important step in medical
imaging, as it provides useful prior information for subsequent image analysis and acquisi-
tion methods. It is particularly useful for initialization of automatic image analysis tools (e.g.
segmentation and registration) and detection of scan planes for automated image acquisition.
Landmark localisation has been commonly performed using learning based approaches, such
as classifier and/or regressor models. However, trained models may not generalize well in het-
erogeneous datasets when the images contain large differences due to size, pose and shape
variations of organs. To learn more data-adaptive and patient specific models, we propose a
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novel stratification based training model, and demonstrate its use in a decision forest. The
proposed approach does not require any additional training information compared to the stan-
dard model training procedure and can be easily integrated into any decision tree framework.
The proposed method is evaluated on 1080 3D high-resolution and 90 multi-stack 2D cardiac
cine MR images. The experiments show that the proposed method achieves state-of-the-art
landmark localisation accuracy and outperforms standard regression and classification based
approaches. Additionally, the proposed method is used in a multi-atlas segmentation to create
a fully automatic segmentation pipeline, and the results show that it achieves state-of-the-art
segmentation accuracy.
4.1 Introduction
Accurate detection of anatomical landmarks is important for clinical applications that require
fully-automated image segmentation and registration. In many cases, landmark localisation is
a prerequisite for the initialization of subsequent image analysis steps, such as initialization of
deformable model and atlas based approaches [11] for cardiac modelling. Similarly, detected
landmarks can be used to facilitate fully automatic planning of image acquisitions, such as
cardiac MRI examinations [162]. Additionally, landmark localisation in cardiac images, e.g.
right ventricle (RV) insertion points, can be used to analyse left ventricle function according to
AHA myocardial segmentation models [41]. However, variable imaging quality and variations of
the heart’s shape, size and orientation across subjects and populations pose a great challenge to
fully automatically detect landmarks from medical images, particularly in cardiac MR images.
A common approach to locate landmarks of interest is based on predictions of a trained classifier
or regressor. This achieves reliable and accurate results as long as both the learned model and
the training data are similar enough. However, existing approaches mostly use averages or
other simple statistics over subsets of training examples which can yield large prediction errors
on test data. In this chapter, we propose a generic learning approach (stratification) that can
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Figure 4.1: A comparison between standard Hough and proposed stratified decision forests for
landmark localisation in two different short axis cardiac MR images. The first image (top)
has a significantly different heart orientation than the population average shown by the red bar
(right); similarly the heart in the second image (bottom) is larger in terms of size in comparison
to the average heart size in the training images. The proposed approach is able to cope with
these variations by learning adaptive and patient-specific regression models.
be used in the context of decision trees to learn more adaptive classifiers and regressors without
requiring additional training information. In that regard, we extend the SDF model presented
in the previous chapter by including stratification node splits within the tree structure. With
the proposed method, models are trained not only with local information collected from image
patches, but also with global information such as shape, size, and pose differences of the organs.
Indeed, it is the main motivation for the use of the term stratification for the proposed method.
In this way, the landmark detection accuracy can be improved as shown in Figure 4.1: This
example shows that the proposed method can localize the anatomical landmarks accurately
although the organ of interest (in this case the heart) exhibits large variations in terms of
pose, size and shape. The next section discusses the existing work on landmark and object
localisation approaches proposed in computer vision and medical imaging.
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4.1.1 Related work
Landmark localisation has been a particular research area in both computer vision and medical
image analysis over the last decades. Landmark localisation methods in both medical and
natural images can be mainly categorized into two subgroups, namely image registration and
model based approaches. The approaches in the former category identify dense correspondences
between target and atlas images to localize anatomical landmarks. Robust image alignment
[9, 197, 262] and non-rigid registration [53, 227] techniques can be used to relate anatomical
correspondences between images.
The approaches in the later category, on the other hand, learn discriminative and generative
models through training datasets to associate anatomical landmark locations with prior infor-
mation, such as shape and appearance information of tissues. These approaches can be further
categorised into three subgroups as classification, regression, and graphical models [209]. In
addition to these categories, there are several examples such as Hough Forests [90] in which the
regression and classification approaches are combined in a hybrid manner. In the first category,
work based on the marginal space learning (MSL) framework [290] proposed the use of cas-
caded boosting tree detectors to identify pose and landmark locations in medical images. The
presented cascaded classifiers method [160, 162] is applied on 2D cardiac MR images to detect
landmarks. In computer vision, Shotton et al. [245] used trained classifier trees to identify
body parts in depth images, which is used as an intermediate step to locate joint positions in
human body. Similarly, Donner et al. [73] proposed a decision forest based classifier to locate
hand joint locations in X-ray images. More recent work [289] proposed the use of separable
filters that are learned via multi-layer perceptrons, in boosting tree classifiers. However, the
main limitation of classifier based approaches is caused by the limited number of positive train-
ing samples. Moreover, classifier based approaches are susceptible to imaging artefacts and
low imaging quality in image regions where the landmarks are located. In ultrasound images,
shadowing [183] can be another limitation for the classifier based approaches, which is similar
to occlusions in natural images.
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To avoid these problems, regression based methods combine the knowledge from different im-
age regions that can be near or distant from the target landmark locations. Aggregation of
predictions from several regions can yield more robust localisation and addresses the problems
mentioned above. Particularly, for the skeletal joint localisation problem, recent methods [95,
179] proposed regression based localisation approaches and showed an improved performance
over the classification methods. Similarly, in the context of medical image analysis, Criminisi
et al. [56] have used regression trees to locate 3D bounding boxes corresponding to organs in
abdominal CT images. In a recent work [91], the regression formulation is modified by changing
the standard offset model parameters with atlas scale and position regression parameters. This
was shown to achieve improved localisation performance in CT images as it makes use of global
shape information of organs.
Hybrid approaches, on the other hand, integrate regression and classification models in a single
detector framework. These approaches benefit from richer annotations as the regression models
are conditioned on segmentation labels. In [236], a joint model is proposed to locate vehicles
in natural images. Similarly, Hough forests [90] are used for pedestrian and horse detection in
natural images.
The common parametric model used in regression models is based on multivariate normal
distributions. For this reason, the learned models may not be specific enough for all cases, in
particular where the sub-populations form multiple clusters, e.g. different heart size and shape
in medical images. Similarly, in the context of facial image analysis, the pose of the human
head is an important latent variable that can affect the model performance. For facial gesture
recognition, the methods presented in [61, 286] address this problem by proposing conditional
and hierarchical decision trees. However, the conditional trees require additional classifiers to
estimate the probability of this latent variable, and based on its value the required decision
trees are selected for inference. Similarly, spectral forest methods [153] have been proposed to
allow population specific bagging to train specialized decision trees, which showed an improved
segmentation performance compared to the standard bagging. However, the proposed tree
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selection process in testing requires the computation of nearest neighbours for each test image
as a pre-processing step.
4.1.2 Contributions
In this chapter, we present a single unified decision tree training approach that generalizes
the previously presented cascaded localisation frameworks. Particularly, the latent variable
parameters are computed within the stratified trees in a probabilistic way rather than using
auto-context models as in MSL. Additionally, the proposed approach does not require any addi-
tional training information, specialized decision trees [61], or externally applied dimensionality
reduction methods [153] for training and inference. Our method is along the same line as the
previously proposed neighbourhood approximation forests [130], where anatomically similar
training images are grouped together in the sub-tree architecture to obtain population clusters.
Differently, in the proposed method, we show that this type of clustering with stratification
nodes can enhance the classification and regression performance without adding significant
computational costs. The proposed novelties can be characterized as follows:
 A stratification training objective is presented to learn more data adaptive decision tree
models in an implicit way. In this way, the learned model can be more representative for
datasets showing large variations such as object shape and size.
 The proposed model does not require cascaded classifiers [160] or specialized trees [61,
153] to learn the statistics of latent variables, such as pose parameters. Therefore, it can
be considered as a generalization of cascaded models and can be more easily adapted to
other classification/regression problems.
 The presented work shows the application of joint classification and regression based
approach on anatomical landmark localisation in cardiac MR images.
Besides the proposed novelties, the method presented in this chapter is built on some existing
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Table 4.1: A short summary of related work, decision forest based classification and regression
approaches in the literature
Related Work Method Description
Criminisi et al. [56]
A regression forest based landmark detection method is applied to
locate visceral organs in full-body CT images.
Gall et al. [90]
Hough forest method is presented for joint training of classification
and regression nodes.
Konukoglu et al. [130]
Neighbourhood approximation forest (NAF) is proposed to clus-
ter brain MR images based on subjects’ age and pathology group.
In testing time, the learned models are used to find most similar
subjects among the training images.
classification and regression techniques in the literature (see Table 4.1). The improvements
upon these existing approaches can be described as follows:
 Criminisi et al. [56]: Regression splits are defined in a similar way, but the leaf node
prediction models are characterised by the prior information which is the probability of
class labels and global shape characteristics.
 Gall et al. [90]: In addition to classification and regression labels, global characteristics
of organs (e.g. shape/size/pose) are incorporated in a tree model to learn more represen-
tative regression models.
 Konukoglu et al. [130]: We show that clustering of training samples based on their global
characteristics, such as size and shape, can actually improve classification and regression
accuracy. In contrast to this, [130] is used in subject clustering and nearest-subject search
problems.
The proposed method is validated on 1080 3D and 90 multi-stack 2D short-axis cardiac MR
images acquired with different scanners. The results show that it achieves more accurate
localisation results compared to Hough forests and MSL based cascaded classifier localisation
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methods. The experiments also show that it provides better initialization for subsequent multi
atlas image segmentation [207].
4.2 Methodology
A decision tree is a tree-structured predictor consisting of two types of nodes, split nodes ψ ∈ T
and leaf nodes ` ∈ L. Split nodes route samples x ∈ X to leaf nodes to find the best match
for a given sample against a set of training examples, whereas leaf nodes store the posterior
distributions p(y|x) for output variable y ∈ Y and make a prediction for the sample x ∈ X .
Split nodes are characterized by decision stumps ψ(x) : X → {0, 1} which route samples to left
and right sub-decision trees. An ensemble of uncorrelated decision tree classifiers is known as
a decision forest [31].
Here we propose a new stratification training objective to learn node split models that can
group samples based on their global characteristics such as organ shape, size, and orientation.
The presented training scheme includes structured classification, regression, and stratification
split nodes, which will be explained in the following sections.
4.2.1 Model Input Space
The input space of the decision trees is characterized by image channels x ∈ X , and there
are C channels for each training sample xi = (x
1
i , x
2
i , . . . , x
C
i ). The channels are defined by
multi-resolution appearance, histograms of gradients (HoG) [60], and gradient magnitude im-
age patches of size (Ma)
3. The appearance channels are formed by constructing a two-scale
Gaussian image pyramid, where the original input is downsampled by factor of two in the top
layer. The smoothed gradient magnitude and orientation are computed with oriented Gaussian
derivative kernels. Orientation histograms are computed using soft-binning, where bin weights
are determined by the gradient magnitude (cf. [66]). The features for each patch Pi centred at
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pc are extracted from each channel α ∈ {1, 2, . . . , C} by performing comparisons of the average
intensity of boxes (R1, R2) within the patch boundaries in a similar fashion to [59, 245].
qλ(pc) =
1
|R1|
∑
p∈R1
xα(p) − 1|R2|
∑
p∈R2
xα(p) (4.1)
For a single dimensional decision stump, the split node parameters are defined by the parameter
set λ = (R1, R2, α) and threshold value γ. For pairwise channel comparisons, the box regions
Ri are chosen to be non-zero, and for single channel comparisons R2 is chosen to be zero. Using
the same notation, the split function is defined as:
ψ(qλ(pc)) =

1, if qλ(.) ≥ γ
0, otherwise
(4.2)
4.2.2 Structured Classification
In the proposed method, the information stored in the leaf nodes (output space Y) is charac-
terized by class labels, regression, and stratification model parameters. In other words, a single
decision tree model is learned to perform multiple tasks simultaneously, such as organ surface
delineation, landmark location regression, and shape information regression. The joint train-
ing of classification and regression nodes benefit from each other to learn more representative
and class specific models since more ground-truth information is provided during training as
suggested by Gall et al. [90].
For the organ surface delineation task, the class labels are stored in the leaf nodes as label
patches by applying the structured learning methods proposed in [67, 129] which have been
shown to increase the segmentation accuracy over single point estimates as they produce regu-
larized and smoother class labellings. Dollar et al. [67] proposed a method to enable the split
of training samples Pi = (xi(p), yi(p)) with label patches y ∈ Z(Me)3 of size (Me)3. The label
patches are mapped into an intermediate space in which the Euclidean distances between the
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samples can be used to perform dimensionality reduction. In this way, the label patches are
mapped into one dimensional space and the standard entropy based training objective Hc can
be used to split the training samples.
In a related work [189], this approach is applied on 3D cardiac MR and ultrasound images to
generate probabilistic surface maps of the heart in medical images. Similarly, in this work, the
leaf nodes cast predictions to find the probabilistic map of the object surface E(p) for the given
input channels.
p(E(p) |x) = 1|Ωp| ·Ntree
∑
i∈Ωp
∑
`∈Li
p( y(pi) = 1 | ` ) (4.3)
where Ωp is the set of input patches that are overlapping at the location p. Ntree denotes the
number of trees and p( y(pi) = 1 | ` ) is the probability of the event whether the binary edge
patch stored in the leaf node ` is positive at p or not. The learned class posterior distributions
in the leaf nodes are used as weighting terms in the regression function. The regression node
training and inference information is provided in the next section.
4.2.3 Regression of Landmark Locations
The structured forest model can be enhanced by adding regression nodes in addition to the
structured classification split nodes. In this way, the trained classifier can cast regression votes
for anatomical landmark locations. More importantly, this combination enables to train class
specific regression models. Each training sample {Pi = (xi, yi,Di)} is now characterized by a
set of offset vectors to each landmark point. The set of offsets Di = (d1i ,d2i , . . . ,dLi ) contain
3D displacement vectors from the patch centre to the target landmark location, where L is the
number of landmarks.
The regression split nodes are trained by minimizing the determinant of full covariance matrix
[56] defined by the landmark offset vectors. In this way, the inter-dependency between the
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landmark locations are partially taken into account, and it allows the model to learn an implicit
shape model of the organ.
Figure 4.2: An illustration of the stratified decision tree structure. The standard Hough tree
structure [90] is modified by adding the proposed stratification node splits.
In the leaf nodes `, the regression information from the training samples is stored using a
parametric model p(dn` ) = N (dn;dn` ,Σn` ): The mean dn` and covariance matrix Σn` parameters
are computed for the 3L dimensional multivariate normal distribution. This regression model
is preferred over the non-parametric models, such as Parzen estimation or Mean-shift mode
seeking, due to its computational simplicity. Similar to the work proposed in [236], offset
vector models in the leaf nodes are conditioned based on segmentation label of the training
samples. In other words, samples collected around the target organ surface have a separate
regression model p(dn|y = k, `) than the background samples. As in [90, 236], we assume that
the background pixels are not as informative as the organ surface voxels in detecting anatomical
landmarks. As the pose variations can be quite large, long range regression votes are observed
to be decreasing the landmark localisation accuracy and confidence. Therefore, the Hough vote
maps F (pn) are formulated as follows:
p(F (pn) |x ) = ∑
k={0,1}
p(F (pn), y(p) = k | x)
p(F (pn) |x ) ≈ p(F (pn) | x , y(p) = 1) p(y(p) = 1)
(4.4)
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Here only the points along the organ surface (y(p) = 1) are allowed to cast votes for the
landmark locations. However, landmarks can be positioned at any arbitrary location either
inside or along the organ surface. The probability of a voxel classified as a point on the organ
surface is obtained through the use of classification node splits (Section 4.2.2). In this way, the
landmark prediction function is constructed as:
p(F (pn) |x ) ≈ 1
Ntree ·N
N∑
i=1
∑
`∈Li
wn` p(E(p |x)) K
pn −
(
p(i,c) + d
n
`
)
h
 (4.5)
where N is the number of image voxels, K is a Gaussian kernel with bandwidth parameter
h, wn` =
1
trace(Σnl )
is the confidence parameter for landmark n. The subscript (i, c) denotes the
centre voxel of input patch. After computing the Hough vote map, the landmark location is
determined by choosing the voxel with highest probability value as proposed in [56]:
pˆn = arg max
pn
p(F (pn) |x ) (4.6)
4.2.4 Stratification of Global Characteristics
Modelling the offset vectors to landmarks in leaf nodes as Gaussian distribution biases the
learning towards the average landmark distribution observed in training data. In datasets with
smaller variations in terms of pose and object shape, this is unlikely to introduce too much
error. However, in cases such as cardiac MR imaging, the orientation and size of the heart can
exhibit large degrees of variation. For these cases, it is useful to have population groupings in
sub-trees to increase the localisation accuracy.
Along the same line, neighbourhood approximation forests [130] were proposed to cluster brain
MR images of patients from different population groups. Our method takes this approach one
step further by making use of the implicit clustering in a decision tree composed of classification
and regression nodes. This clustering of the data can be viewed as a population stratification
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and allows our method to achieve improved landmark localisation accuracy. The proposed
method does not require additional training data and information compared to standard Hough
forests.
To achieve this goal, the training images are annotated with size and pose parameters. These
parameters are computed automatically using only the given input landmark point sets. A
reference point set Fr = {p1r,p2r, . . . ,pLr }, obtained from a selected reference MR cardiac image,
is used to quantify in-plane orientation θi and size βi of a given training image. To obtain these
parameters for each training image i, the ground-truth landmark point set Fi is aligned to Fr
by computing an affine transformation A(i,r).
The meta informationMi = {θi, βi} is used in stratification nodes ψs to cluster training samples
with similar pose and size. The impurity of training samples S = {Pi = (xi, yi,Di,Mi)} in
terms of the size parameter is defined based on mean squared differences Hβ(S) =
∑
i(βi− β˜)2.
Similarly we compute the impurity in terms of the orientation parameter Hθ(.). The two
impurity measures Hβ and Hθ may have quite different ranges depending on the problem and
its dimensionality, and one of them could easily dominate the other one during optimization.
Hence, we combine the two in a single stratification uncertainty term Hs(.) by normalizing the
two uncertainty terms similar to the joint training objective proposed in [97]:
Hs(S) = 1
2
(
Hθ(S)
Hθ(S0) +
Hβ(S)
Hβ(S0)
)
(4.7)
Here S0 denotes the training sample set reaching the root node, and S represents the selected
samples after the node split. With this formulation, we assume that the random variables
corresponding to size and orientation are independent of each other, i.e. the joint entropy can
be expressed as p(θ, β|x) = p(θ|x) · p(β|x). In the negative log domain, the joint entropy is
expressed as summation of the two terms, which leads to the equation in (4.7).
As shown in Figure 4.2, the trees are trained in a joint manner using the following split node
types: structured classification ψc, regression ψr, and stratification nodes ψs. As proposed
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in [90], the training objective at each split node is selected randomly among the listed three
objectives. Based on our initial experiments, the node selection probabilities are fixed to
p(c) = p(r) = 0.4, p(s) = 0.2.
The stratification splits can be trained with the box features presented in Section 4.2.1. How-
ever, global scale features are found to be more expressive in separating images in terms of
shape and pose parameters as shown in the work [286] of iterative facial landmark localisation.
For this reason, we introduce global shape features to represent all samples collected from the
same image, and they are used only for the stratification splits. These features are (i) inter-
landmark distances and distance ratios [286], which are calculated through initial landmark
location predictions, and (ii) histograms of gradients (HoG) [60] computed using only the ini-
tial edge map prediction of the target organ. Based on our experiments, these features achieve
better stratification and regression results; however, their computation requires a two stage
cascaded model as the landmark distance features are computed based on the initial estimates
of the landmark locations. In other words, the initial tree model in the cascaded approach is
used only to obtain a coarse representation of the organ surface and landmark locations, which
are later used to perform stratification splits in training of subsequent decision trees.
4.2.5 Visualization of the Stratification Splits
To better understand the advantages of the proposed method, a proximity analysis is performed
on a trained stratified decision forest. In the training procedure, this analysis is normally not
required to be done; however, it is a useful technique to understand the role of the stratification
splits. In more detail, we are able to visualize the mapping of the training images from the root
node to leaf nodes. The computed proximities will demonstrate that images with similar organ
size and pose parameters are automatically mapped to closer leaf nodes in the tree structure.
To perform this analysis, the trained forest is analysed by computing the proximity matrix of
the training samples, as explained in [31], which is a MxM matrix and M is the total number
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Figure 4.3: Proximity plot (left) of the training images is shown, where the color code displays
the heart orientation (bottom) and size (top) information of each image. The axes correspond
to the first 3 dimensions in the lower dimensional space. The selected images are visualized on
the right side to demonstrate the size and pose variations.
of training images. If the two images are mapped into the same leaf node, then their proximity
is increased by one. Similarly, an adjacency matrix can be derived from these proximities, and
the connections between the images can be visualized by applying a non-linear dimensionality
reduction technique. In our setting, the adjacency matrix is analysed using the Laplacian
Eigenmaps method [17], and the images are mapped into a two dimensional manifold space as
can be seen in Figure 4.3.
In this figure, it can be seen that the cardiac short axis images with similar in-plane orientation
and heart size are mapped into closer leaf nodes and share the same sub-trees. In this way,
regression and classification information stored in leaf nodes are population specific, and it
allows the nodes to make more accurate landmark predictions.
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4.3 Experiments and Results
For the training and evaluation of the proposed method, we used two separate and disjoint
cardiac MR datasets, which are referred to as Dataset1 and Dataset2. The first set contains
1080 cine short-axis MR images of resolution 1.50x1.50x2.00 mm from the UK Digital Heart
Project [10]. Dataset1 is randomly partitioned into three equal sized subsets for 3-fold cross-
validation, so in total 720 images are used to train the models for all the methods. The second
dataset consists of 90 cine short-axis MR images with lower resolution 1.50x1.50x8.00 mm. This
dataset is part of the Cardiac Atlas Project (CAP) [83] and it is publicly available. The images
from both datasets were acquired in different clinical sites with different MR scanners. As a
preprocessing step, all images are linearly up-sampled to the same resolution as the images in the
first dataset. Additionally, a data-augmentation strategy [132] is utilized to increase the number
of training samples, which is performed by using label-preserving spatial transformations.
For evaluation of the proposed method, two different types of experiments are performed using
these datasets. The first experiment demonstrates the accuracy of different landmark localisa-
tion methods. The proposed stratified forest is compared against the standard Hough forest
and image registration based localisation techniques in two separate sub-experiments. For all
the methods, we used the same training datasets and data-augmentation strategy. In the first
experiment, the proposed method is compared to the baseline localisation results obtained
from the standard Hough forest. In the second experiment, image registration methods (block-
matching [197] and 3D-SIFT alignment [262]) are employed prior to Hough forest to reduce the
pose and size variations of the heart observed in the training and testing images. The spatially
aligned images are later processed with Hough forest for training and inference purposes.
The second evaluation focuses on the application of the proposed method for image segmenta-
tion. A state-of-the-art multi-atlas segmentation method [207] is augmented with the proposed
landmark localisation method, and the obtained results are compared against the current semi-
automatic approach in which the landmarks are identified manually.
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Figure 4.4: From top left to bottom right: Input cardiac MR image, probabilistic surface map
of the heart, and Hough vote maps for the location of six different anatomical landmarks. The
Hough vote maps, shown in jet color-map, are obtained with the stratified forest, and they are
overlaid on top of the probabilistic surface maps. Voxels with high probability are shown in
red color.
4.3.1 Anatomical Landmark Localisation
The decision trees for Hough and stratified forests are trained to locate |L| = 6 anatomical
landmark locations. These landmark locations correspond to LV lateral wall mid-point, RV
insert points (intersection between the RV outer boundary and the LV epicardium), RV lateral
wall turning point (the point where the RV outer boundary changes directions significantly
within the image), apex, and center of the mitral valve. The anatomical landmarks are shown
in Figure 4.4. In Table 4.2, the detection results for these landmark locations are shown, which
are produced by averaging the results obtained from the three folds of the cross-validation. The
localisation errors are reported in terms of mean and median of Euclidean distance between the
detected landmark position and the corresponding ground truth which is manually annotated by
two experts. Additionally, the location of the center point of these landmarks pˆc = 1
L
∑L
n=1 pˆ
n
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Table 4.2: Landmark localisation errors for the two datasets, namely Dataset1 (1.5x1.5x2.00
mm) and Dataset2 (1.5x1.5x8.0 mm). The landmark localisation errors are reported in terms
of mean and median Euclidean distances for all 6 landmark locations. Additionally, the lo-
calisation error for the centre point of all the landmarks is provided in the central column.
The last column shows the localisation errors in each orthogonal direction in the image space.
The proposed stratified forest (D) is compared against the 3D-SIFT robust alignment [262]
& Hough forest (A), standard Hough forest (B), and block matching [197] & Hough forest
(C) approaches. Please refer to Section 4.3 for a detailed description of the approaches. The
inter-observer errors are reported in (E).
Individual Landmarks, |L| = 6 Centre Point of Landmarks
Mean (mm) Med (mm) Mean (mm) Med (mm)
D
a
ta
se
t1
(A) 14.51±10.74 12.236 6.92±5.33 5.187
(B) 10.74±6.32 9.224 6.05±4.12 5.572
(C) 10.44±8.24 8.399 5.33±4.30 4.283
(D) 8.03±5.11 7.067 4.10±2.81 3.422
(E) 6.67±4.17 6.293 2.90±3.42 2.842
D
a
ta
se
t2
(A) 16.36±10.35 14.798 8.48±6.82 6.928
(B) 12.42±6.12 11.245 7.36±3.61 6.314
(C) 12.54±10.25 10.587 7.10±6.36 5.385
(D) 9.12±4.64 8.412 4.62±2.63 4.312
(E) 6.82±3.95 6.197 2.96±2.04 2.719
Distribution of the Errors
X (mm) Y (mm) Z(mm)
D
a
ta
se
t1
(A) 6.53±6.83 6.47±6.62 7.70±7.64
(B) 5.36±4.38 5.47±4.45 5.86±4.89
(C) 4.21±4.92 4.46±5.14 5.22±6.41
(D) 3.37±3.78 3.31±3.73 3.65±4.13
(E) 2.44±3.61 2.40±3.94 2.99±5.50
D
a
ta
se
t2
(A) 7.72±8.09 6.83±7.09 8.07±6.65
(B) 5.75±4.23 5.62±4.23 7.65±5.64
(C) 5.86±8.04 5.19±5.20 6.20±6.99
(D) 3.65±3.31 3.51±2.13 5.43±5.71
(E) 2.54±2.74 2.57±3.42 3.03±3.16
is also computed as this point is less influenced by the inter-observer variability in the manual
annotations. The experimental results show that the use of the proposed stratification split
nodes significantly increases the landmark localisation accuracy as it is better able to cope with
variations of the size and pose of the heart as observed in the cardiac MR images. Table 4.2 also
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shows the distribution of the errors along each image axis. The errors are mostly concentrated
in the through plane direction due to the lower resolution in that direction. In Table 4.3, the
localisation errors for each landmark point are shown.
Figure 4.5: Histogram of the landmark localisation errors for the Dataset1. The distribution
of mean (top) and maximum (bottom) localisation errors are shown.
The predictions for the second landmark (RV lateral) have a higher error compared to the
other landmarks. The significant performance difference is due to lack of consistent definition
of RV lateral landmark, and the large shape variability of RV wall. These factors also increase
the variance in manual annotations for this particular landmark. Compared to the Hough
forest based localisation, the proposed approach improves the detection accuracy significantly
in both of the datasets. To observe the number of failure cases, the distribution of the errors
is shown in the histogram in Figure 4.5. One can see that there are only a few outliers in the
histogram. Moreover, the proposed method consistently performs better than the Hough forest
based method as it can be seen on the cumulative distribution of the errors.
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Table 4.3: Landmark localisation errors for the two datasets, namely Dataset1 (1.5x1.5x2.00
mm) and Dataset2 (1.5x1.5x8.0 mm). The localisation errors for each landmark point is pro-
vided in terms of mean Euclidean distance. The proposed stratified forest (D) is compared
against the 3D-SIFT robust alignment [262] & Hough forest (A), standard Hough forest (B),
and block matching [197] & Hough forest (C) approaches. The relative performance improve-
ment (C-D) is shown in the last row (p-val 1e-3). Please refer to Section 4.3 for a detailed
description of the approaches. The inter-observer errors are reported in (E).
LM1 (mm) LM2 (mm) LM3 (mm) LM4 (mm) LM5 (mm) LM6 (mm)
D
a
ta
se
t1
(A) 11.14±7.62 21.90±13.84 13.00±9.71 13.64±7.68 16.49±11.76 10.94±7.88
(B) 9.71±5.65 17.03±8.88 10.65±5.20 10.18±5.77 8.62±4.55 8.27±4.51
(C) 8.80±6.73 18.00±16.73 9.51±6.75 10.62±8.26 7.99±5.71 7.70±5.25
(D) 7.02±4.93 12.23±6.94 7.92±5.52 7.36±4.22 6.74±4.12 6.32±3.95
(E) 5.88±4.65 10.60±8.09 5.60±5.79 6.67±5.30 5.97±3.28 5.30±2.98
(C-D) 1.78 5.77 1.59 3.26 1.25 1.38
D
a
ta
se
t2
(A) 13.28±8.60 21.96±9.70 12.95±7.11 15.92±8.75 19.06±8.53 15.02±13.47
(B) 12.12±6.87 19.03±12.31 10.41±6.64 12.31±5.94 11.31±4.21 9.13±4.53
(C) 11.78±11.04 18.76±19.76 10.16±6.83 13.14±12.18 12.27±6.30 9.15±5.47
(D) 8.42±4.42 10.12±5.02 8.04±4.08 11.32±4.16 10.41±4.15 7.21±3.38
(E) 6.99±4.40 8.34±4.52 6.78±4.37 6.66±3.91 6.23±2.89 5.96±3.61
(C-D) 3.36 8.64 2.12 1.82 1.86 1.93
It is observed that a slight performance improvement in mean accuracy can be achieved when
the Hough forest is preceded by a robust image alignment method. However, this improvement
comes at the cost of increased variance of errors when the registration algorithm fails to align
images. This situation can be explained by two reasons: (i) Variation in the training data is
reduced due to spatial alignment of images to a reference space. (ii) Image alignment results
are susceptible to large anatomical variations observed in organs other than heart, which leads
to incorrect alignment results as the heart label information is not used. In particular, the poor
registration results obtained with 3D SIFT features are attributed to the large slice thickness,
which reduces the number of matched features between the images.
In addition to the landmark localisation results, the performance of the pose and size estimations
is measured. The root mean square (RMS) is adopted to evaluate the pose estimation results,
and the ground truth information is obtained by globally aligning the manually annotated
landmark points with an affine transformation. The pose estimation results for both datasets
are shown in Table 4.4. The results show that the proposed stratified forest estimates the target
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Table 4.4: Heart pose and size estimation accuracy results for theDataset1 (DS1) andDataset2
(DS2). Distribution of the ground-truth pose values are reported in terms of value range and
standard deviation. The rotation values are given in radians and scale values are unitless.
Dataset and Ground-truth Standard Estimation
pose parameter value range deviation error (RMS)
DS1
Rotation [-0.24 1.81] 0.501 0.11±0.08
Size [0.86 1.33] 0.097 0.05±0.03
DS2
Rotation [-0.36 1.67] 0.447 0.12±0.11
Size [0.91 1.32] 0.083 0.05±0.04
pose and size parameters very accurately, which results in improved landmark localisation
performance.
4.3.2 Cardiac MR Image Segmentation
Landmark localisation can be useful for subsequent image analysis such as segmentation and
registration. In our experiments, a state-of-the-art multi-atlas patch based segmentation tech-
nique [54] is selected for this task. In comparison to classifier based methods, multi-atlas
approaches have been more successful in the semantic segmentation of cardiac MR images as
reported in the recent RV segmentation challenge [207]; however, they often require manual
initializations. For this reason, the proposed landmark localisation is used in a multi-atlas
segmentation framework to create a fully-automatic segmentation pipeline.
The localized landmarks are used to initialize the registration algorithm between the target
and atlas images. A similarity transformation with 9 degrees of freedom is computed using the
detected landmark point sets. The global alignment is followed by a B-spline based free-form
deformable image registration [227]. The propagated labels are fused together using majority
voting, and a graph-cut segmentation is applied as a post-processing to fill the gaps and smooth
the segmentation labels.
In the experiments, four different segmentation frameworks are tested. All the frameworks
made use of the same multi-atlas segmentation method, but the registration initializations
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Figure 4.6: Cardiac MR image multi-atlas segmentation results: dice score and mean surface
distances are obtained for four different registration initialization techniques. Mean values are
shown with coloured square boxes.
were done either with different landmark point sets or by using an affine image registration. In
that respect, we used manual annotations (I), Hough forest based landmarks (II), the proposed
stratified decision forest based landmarks (III), and a robust block matching method (IV) [197].
In this experiment, we investigate the influence of landmark localisation accuracy on segmen-
tation results. Also, we compare the performance difference between the landmark and affine
registration based initialization [293] on the segmentation method. Here, a separate dataset
of cardiac images is used, which is publicly available and part of the Cardiac Atlas Project
[83]. The dataset was used in the MICCAI’13 SATA challenge to benchmark different cardiac
segmentation methods. It consists of 50 manually annotated image sequences acquired from
healthy subjects, patients with LV hypertrophy and wall abnormalities due to prior myocardial
infarction. Segmentations are performed only on the end-diastolic frames extracted from the
sequences, and RV segmentation labels are collected by manually annotating the images. The
segmentation results, shown in Figure 4.6, are achieved using 20 fixed atlases selected from the
dataset.
Based on the results, we observe that the robust block matching method (RBM), in some cases,
completely fails to find correspondences between the atlas and target images, which causes the
observed outliers and large variations in the segmentation accuracy. It can be mainly explained
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with orientation and shape differences between the target and atlas images, and RBM is more
sensitive to these conditions. On the other hand, the results show that most of the landmark
localisation errors can be compensated during the segmentation process. For this reason, the
performance difference between the two automatic localisation methods is less prominent in
the segmentation results. However, we observe that in some cases the Hough forest landmark
predictions fail, and this results in incorrect segmentations as can be seen in Figure 4.6 in
form of outliers. More importantly, it is observed that the proposed landmark localisation and
segmentation initialization method yields similar accuracy as the semi-automatic segmentation
method that is based on manual landmark identification. Therefore, we conclude that the pro-
posed method is accurate enough in landmark localisation to guide a multi-atlas segmentation
method.
In a different experimental setting, the stratified forest and block matching methods were
applied together sequentially to initialize the multi-atlas segmentation. This approach did not
improve the segmentation accuracy significantly. However, as the computational cost increase
significantly with block matching, in practice one can safely opt for a stratified forest only based
initialization.
4.3.3 Implementation Details
In Table 4.5, the parameter values used in the experiments are specified. Better localisation
results could be obtained on the same datasets by tuning the parameter values, which was not
performed in our experiments. As the leaf nodes store structured patch label information, the
number of required randomized trees is not as large as the standard decision forest approaches.
Landmark localisation and block matching experiments were carried out on a Intel-i7 3.40 GHz
quad-core machine, and the approximate computation time to initialize each atlas was 12s for
stratified forest and 2.1min for block matching. The non-rigid registration experiments were
conducted on a machine with a graphical processing unit (GPU), and the average computation
time was 49.2s per atlas. Therefore, with the proposed fully-automatic segmentation pipeline
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Table 4.5: Stratification forest parameter specifications
Parameter value Description
(Ma)
3 = (28)3 3D Input patch size
(Me)
3 = (12)3 3D Output PEM patch size
Ntree = 10 Number of decision trees
L = 6 Number of landmarks
Dmax = 36 Maximum allowed tree depth
α = 7
Number of feature channels
3 channels for stratification splits
Npos = 1.5 x 10
6 Number of positive training samples
Nneg = 1.5 x 10
6 Number of negative training samples
each atlas can be accurately mapped into target image space within a minute.
4.4 Discussion
The proposed stratified forest method is compared with the MSL classifier based landmark
localisation approaches [160, 290]. In [161], RV insert points localisation results on 2D short
axis images are reported, which were evaluated on the same CAP testing dataset as the one
used in our experiments (Dataset2). The results presented in Section 4.3.1 are recomputed in
2D space by projecting the ground-truth and detected landmark points to the corresponding
short axis plane. The corresponding landmark localisation results and computation time per
2D slice are shown in Table 4.6.
Similarly, the regression only forest is tested on the same image datasets, and the localisation
results are observed to be less accurate than the Hough forest based localisation results. The
difference can be explained with the fact that in Hough forest landmark votes are collected
only from the heart surface, and this produces more consistent landmark position hypotheses.
However, regression only approaches have been used in medical image analysis, particularly in
[56, 91] to detect bounding boxes around the abdominal organs in CT images.
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Table 4.6: Localisation accuracy of RV insertion points on 2D short axis slices. The proposed
stratified forest is compared against the boosting tree classifier based landmark localisation
method [161] in terms of computation time and localisation accuracy. The methods are bench-
marked on the same dataset (Dataset2) that was used in the STACOM’12 LV Landmark
Detection Challenge. The name of the datasets are abbreviated as DS1 and DS2 in the table.
Evaluation Dataset Mean±Std Median Time
and Method (mm) (mm) (sec)
DS1 Stratified Forest 4.63±3.81 3.57 0.11
DS2
MSL PBT [161] 7.90±11.50 4.70 0.14
Stratified Forest 5.55±3.66 4.42 0.11
Other multi-atlas label fusion techniques [5, 268] could be chosen to segment cardiac MR images.
These methods showed slight performance improvement over conventional majority voting and
patch based fusion techniques when they were used to segment brain MR [5] and abdominal CT
[268] images. In particular, the key-point transfer segmentation method eliminates the need
for non-rigid image registration between target and atlas images, which basically reduces the
dependency of segmentation algorithm on prior image alignment accuracy.
Moreover, in the experiments, a graph based regularization is tested on Hough vote images
(in total 6 channels) as a post-processing step to constrain the landmark detections based
on a learned inter-landmark distance model. However, we have not observed an improved
performance by taking this approach. This can be explained with the joint training of all
landmarks, where the regression training objective minimizes the determinant of covariance
matrix in a joint manner for all the landmarks. Therefore, our approach does not require this
type of post-processing as in [73].
During the inference, the proposed stratified forest does not predict a single deterministic
orientation and scale value as in the case of the cascaded pose estimation methods. Testing
samples can be routed in leaf nodes with different pose parameter models, which enables a
probabilistic modelling of the latent variable. This can be considered as another improvement
over the marginal space learning based approaches.
In the experiments, we performed additional tests by allowing the background long-range pixels
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to cast Hough votes as well. It is observed that due to pose and shape variations, the back-
ground pixels introduce more dispersed landmark prediction maps which reduces the algorithm
accuracy. For this reason, the predictions are only performed by the heart surface voxels in the
images. Additionally, one could learn regression models conditioned on the label of different
heart tissues. However, this would require multi-class segmentation.
4.5 Conclusion
In this chapter, a novel learning objective is proposed to learn more representative and patient
specific decision forest classifier and regressor models. This new feature increases the landmark
localisation accuracy, as the models trained with stratification splits are better able to cope
with pose and size variations of the organs observed in the images. Moreover, the proposed
method provides better guidance for the subsequent image analysis techniques. As shown in
the experiments, state-of-the-art multi-atlas segmentation achieves better accuracy and displays
robust performance when the proposed method is used an initialization technique. Moreover,
the proposed patient stratification approach is generic and modular; as such it can be used in
any decision tree structure to achieve better classification and regression results. This includes
applications to different modalities and other target organs. In that regard, the future work
will investigate the use of stratified decision forests on 3D ultrasound images to identify viewing
planes and organ locations. In the next two chapters, we will propose a super-resolution (SR)
based image representation for cardiac MR images, which is experimentally shown to be a
powerful image enhancement technique to boost the accuracy of subsequent image analysis and
qualitative assessment.
Chapter 5
Learning to Generate High-Resolution
Image Representations
This chapter is based on:
O. Oktay, W. Bai, M. Lee, R. Guerrero, K. Kamnitsas, J. Caballero, Antonio de Marvao,
S. Cook, D. ORegan, and D. Rueckert, ‘‘Multi-Input Cardiac Image SuperResolution using
Convolutional Neural Networks’’, International Conference on Medical Image Computing and
Computer-Assisted Intervention (MICCAI), Athens, Greece, 2016.
Abstract: 3D cardiac MR imaging enables accurate analysis of cardiac morphology and phys-
iology. However, due to the requirements for long acquisition and breath-hold, the clinical rou-
tine is still dominated by multi-slice 2D imaging, which hamper the visualization of anatomy
and quantitative measurements as relatively thick slices are acquired. As a solution, we propose
a novel image super-resolution (SR) approach that is based on a residual convolutional neural
network (CNN) model. It reconstructs high resolution 3D volumes from 2D image stacks for
more accurate image analysis. The proposed model allows the use of multiple input data ac-
quired from different viewing planes for improved performance. Experimental results on 1233
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cardiac short and long-axis MR image stacks show that the CNN model outperforms state-
of-the-art SR methods in terms of image quality while being computationally efficient. Also,
we show that image segmentation and motion tracking benefits more from SR-CNN when it is
used as an initial upscaling method than conventional interpolation methods for the subsequent
analysis.
5.1 Introduction
3D magnetic resonance (MR) imaging with near isotropic resolution provides a good visual-
ization of cardiac morphology, and enables accurate assessment of cardiovascular physiology.
However, 3D MR sequences usually require long breath-hold and repetition times, which leads
to scan times that are infeasible in clinical routine, and 2D multi-slice imaging is used instead.
Due to limitations on signal-to-noise ratio (SNR), the acquired slices are usually thick compared
to the in-plane resolution and thus negatively affect the visualization of anatomy and hamper
further analysis. Attempts to improve image resolution are typically carried out either during
the acquisition stage (sparse k-space filling) or retrospectively through super resolution (SR)
of single/multiple image acquisitions.
5.1.1 Related work
Most of the SR methods recover the missing information through the examples observed in
training images, which are used as a prior to link low and high resolution (LR-HR) image
patches. Single image SR methods, based on the way they utilize training data, fall into two
categories: non-parametric and parametric. The former aims to recover HR patches from
LR ones via a co-occurrence prior between the target image and external training data. Atlas-
based approaches such as the patch-match method [243] and non-local means based single image
SR [171] methods are two examples of this category. These approaches are computationally
demanding as the candidate patches have to be searched in the training dataset to find the
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Figure 5.1: The low resolution image (a) is upscaled using linear (b) and cubic spline (c)
interpolations, and the proposed method (d) which shows a high correlation with the ground-
truth high resolution image (e) shown on the rightmost.
most suitable HR candidate. Instead, compact and generative models can be learned from
the training data to define the mapping between LR and HR patches. Parametric generative
models, such as coupled-dictionary learning based approaches, have been proposed to upscale
MR brain [228] and cardiac [23] images. These methods benefit from sparsity constraint to
express the link between LR and HR. Similarly, random forest based non-linear regressors have
been proposed to predict HR patches from LR data and have been successfully applied on
diffusion tensor images [2]. Recently, convolutional neural network (CNN) models [69, 70] have
been put forward to replace the inference step as they have enough capacity to perform complex
nonlinear regression tasks. Even by using a shallow network composed of a few layers, these
models [70] achieved superior results over other state-of-the-art SR methods.
5.1.2 Contributions
In the work presented here, we extend the SR-CNN proposed by [69, 70] with an improved
layer design and training objective function, and show its application to cardiac MR images.
In particular, the proposed approach simplifies the LR-HR mapping problem through residual
learning and allows training a deeper network to achieve improved performance. Additionally,
the new model can be considered more data-adaptive since the initial upscaling is performed
by learning a deconvolution layer instead of a fixed kernel [70]. More importantly, a multi-
input image extension of the SR-CNN model is proposed and exploited to achieve a better
SR image quality. By making use of multiple images acquired from different slice directions
one can further improve and constrain the HR image reconstruction. Similar multi-image
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SR approaches have been proposed in [188, 208] to synthesize HR cardiac images; however,
these approaches did not make use of available large training datasets to learn the appearance
of anatomical structures in HR. Compared to the state-of-the-art image SR approaches [70,
243], the proposed method shows improved performance in terms of peak signal-to-noise-ratio
(PSNR) and structural similarity index measure (SSIM) [269]. We show that cardiac image
segmentation can benefit from SR-CNN as the segmentations generated from super-resolved
images are shown to be similar to the manual segmentations on HR images in terms of volume
measures and surface distances. Lastly, we show that cardiac motion tracking results can be
improved using SR-CNN as it visualizes the basal and apical parts of the myocardium more
clearly compared to the conventional interpolation methods (see Figure5.1).
5.2 Methodology
The SR image generation is formulated as an inverse problem that recovers the high dimensional
data through the MR image acquisition model [103], which has been the starting point of
approaches in [23, 188, 243]. The model links the HR volume y ∈ RM to the low dimensional
observation x ∈ RN (N  M) through the application of a series of operators as: x =
DBSMy + η where M defines the spatial displacements caused due to respiratory and
cardiac motion, S is the slice selection operator, B is a point-spread function (PSF) used to
blur the selected slice, D is a decimation operator, and η is the Rician noise model. The
solution to this inverse problem estimates a conditional distribution p(y|x) that minimizes the
cost function Ψ defined by y and its estimate Φ(x,θ) obtained from LR input data. The
estimate is obtained through a CNN parametrised by θ that models the distribution p(y|x)
via a collection of hidden variables. For the smooth `1 norm case, the loss function is defined
as follows:
min
θ
∑
i
Ψ`1 (Φ(xi,θ)− yi)
Ψ`1(r) = {0.5 r2 if |r| < 1 , |r| − 0.5 otherwise}
(5.1)
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Figure 5.2: The proposed single image super resolution network model
Here (xi,yi) denote the training samples. The next section describes the proposed CNN model.
5.2.1 Single Image Network
The proposed model, shown in Figure 5.2, is formed by concatenating a series of convolutional
layers (Conv) and rectified linear units (ReLU) [139] to estimate the non-linear mapping Φ, as
proposed in [70] to upscale natural images. The intermediate feature maps h
(n)
j at layer n are
computed through Conv kernels (hidden units) wnkj as max
(
0,
∑K
k=1 h
(n−1)
k ∗wnkj
)
= hnj where
∗ is the convolution operator. As suggested by [246], in order to obtain better non-linear
estimations, the proposed architecture uses small Conv kernels (3x3x3) and a large number
of Conv+ReLU layers. Such approach allows training of a deeper network. Different to the
models proposed in [69, 70], we include an initial upscaling operation within the model as a
deconvolution layer (Deconv) (x ↑ U)∗wj = h0j where ↑ is a zero-padding upscaling operator
and U = M/N is the upscaling factor. In this way, upsampling filters can be optimized for
SR applications by training the network in an end-to-end manner. This improves the image
signal quality in image regions closer to the boundaries. Instead of learning to synthesize a HR
image, the CNN model is trained to predict the residuals between the LR input data and HR
ground-truth information. These residuals are later summed up with the linearly upscaled input
image (output of Deconv layer) to reconstruct the output HR image. In this way, a simplified
regression function Φ is learned where mostly high frequency signal components, such as edges
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Figure 5.3: The proposed Siamese multi-image super resolution network model.
and texture, are predicted (see Fig 5.2). At training time, the correctness of reconstructed
HR images is evaluated based on the Ψ`1(.) function, and the model weights are updated by
back-propagating the error defined by that function. In [285] the `1 norm was shown to be a
better metric than the `2 norm for image restoration and SR problems. This is attributed to
the fact that the weight updates are not dominated by the large prediction errors.
5.2.2 Multi-Image Network
The single image model is extended to multi-input image SR by creating multiple input channels
(MC) from given images which are resampled to the same spatial grid and visualize the same
anatomy. In this way, the SR performance is enhanced by merging multiple image stacks, e.g.
long-axis (LAX) and short axis (SAX) stacks, acquired from different imaging planes into a
single SR volume. However, when only a few slices are acquired, a mask or distance map is
required as input to the network to identify the missing information. Additionally, the number
of parameters is supposed to be increased so that the model can learn to extract in image
regions where the masks are defined, which increases the training time accordingly. For this
reason, a Siamese network [32] is proposed as a third model (see Figure 5.3) for comparison
purposes, which was used in similar problems such as shape recognition from multiple images
[255]. The first stage of the network resamples the input images into a fixed HR spatial grid.
In the second stage the same type of image features are extracted from each channel which
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Figure 5.4: Results on the testing data, PSNR (solid) and SSIM (dashed)
are sharing the same filter weights. In the final stage, the features are pooled and passed to
another Conv network to reconstruct the output HR image. The view pooling layer averages
the corresponding features from all channels over the areas where the images are overlapping.
The proposed models are initially pre-trained with small number of layers to better initialize
the final deeper network training, which improves the network performance [69].
5.3 Experiments and Results
The models are evaluated on end-diastolic frames of cine cardiac MR images acquired from 1233
healthy adult subjects. The images are upscaled in the direction orthogonal to the SAX plane.
The proposed method is compared against linear, cubic spline, and multi-atlas patchmatch
(MAPM) [243] upscaling methods in four different experiments: image quality assessment for
(a-b) single and multi-input cases, (c) left-ventricle (LV) segmentation, (d) LV motion tracking.
Experimental details: In the first experiment, an image dataset containing 1080 3D SAX
cardiac volumes with voxel size 1.25x1.25x2.00 mm, is randomly split into two subsets and used
for single-image model training (930) and testing (150). The images are intensity normalized
and cropped around the heart. Synthetic LR images are generated using the acquisition model
given in Section 5.2, which are resampled to a fixed resolution 1.25x1.25x10.00 mm. The PSF is
set to be a Gaussian kernel with a full-width at half-maximum equal to the slice thickness [103].
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Table 5.1: Quantitative comparison of different image upsampling methods.
Exp (a) PSNR (dB) SSIM # Filters/Atlases
Linear 20.83±1.10 .70±.03 –
CSpline 22.38±1.13 .73±.03 –
MAPM 22.75±1.22 .73±.03 350
sh-CNN 23.67±1.18 .74±.02 64,64,32,1
CNN 24.12±1.18 .76±.02 64,64,32,16,8,4,1
de-CNN 24.45±1.20 .77±.02 64,64,32,16,8,4,1
For the LR/HR pairs, multiple acquisitions could be used as well, but an unbalanced bias would
be introduced near sharp edges due to spatial misalignments. For the evaluation of multi-input
models, a separate clinical dataset of 153 image pairs of LAX cardiac image slices and SAX
image stacks are used, of which 10 pairs are split for evaluation. Spatial misalignment between
SAX and LAX images are corrected using image registration [156]. For the single/multi image
model, seven consecutive Conv layers are used after the upscaling layer. In the Siamese model,
the channels are merged after the fourth Conv layer.
Image Quality Assessment: The upscaled images are compared with the ground-truth HR
3D volumes in terms of PSNR and SSIM [269]. The latter measure assesses the correlation
of local structures and is less sensitive to image noise. The results in Table 5.1 show that
learning the initial upscaling kernels (de-CNN) can improve (p = .007) the quality of generated
HR image compared to convolution only network (CNN) using the same number of trainable
parameters. Additionally, the performance of 7-layer network is compared against the 4-layer
shallow network from [70] (sh-CNN). Addition of extra Conv layers to the 7-layer model is
found to be ineffective due to increased training time and negligible performance improvement.
In Fig. 5.4, we see that CNN based methods can learn better HR synthesis models even after a
small number of training epochs. On the same figure, it can be seen that the model without the
residual learning (nrCNN) underperforms and requires a large number of training iterations.
Multi-Input Model: In the second experiment, we show that the single image SR model can
be enhanced by providing additional information from two and four chamber (2/4CH) LAX
images. The results given in Table 5.2 show that by including LAX information in the model,
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Table 5.2: Image quality results obtained with three different models: single-image de-CNN,
Siamese, and multi-channel (MC) that uses multiple input images.
Exp (b) de-CNN(SAX) Siamese(SAX/4CH) MC(SAX/4CH) MC(SAX/2/4CH)
PSNR (dB) 24.76±0.48 25.13±0.48 25.15±0.47 25.26±0.37
SSIM .807±.009 .814±.013 .814±.012 .818±.012
p - values 0.005 0.016 0.017 -
Table 5.3: Segmentation results for different upsampling methods, CSpline (p = .007) and
MAPM (p = .009). They are compared in terms of mean and Hausdorff distances (MYO) and
LV cavity volume differences (w.r.t. manual annotations).
Linear CSpline MAPM de-CNN High Res
E
x
p
(c
) LV Vol Diff (ml) 11.72±6.96 10.80±6.46 9.55±5.42 9.09±5.36 8.24±5.47
Mean Dist (mm) 1.49±0.30 1.45±0.29 1.40±0.29 1.38±0.29 1.38±0.28
Haus Dist (mm) 7.74±1.73 7.29±1.63 6.83±1.61 6.67±1.77 6.70±1.85
a modest improvement in image visual quality can be achieved. The improvement is mostly
observed in image regions closer to areas where the SAX-LAX slices overlap, as can be seen in
Figure 5.5 (a-d). Also, the results show that the multi-channel (MC) model performs slightly
better than Siamese model as it is given more degrees-of-freedom, whereas the latter is more
practical as it trains faster and requires fewer trainable parameters.
Segmentation Evaluation: As a subsequent image analysis, 18 SAX SR images are seg-
mented using a state-of-the-art multi-atlas method [11]. The SR images generated from clinical
2D stack data with different upscaling methods are automatically segmented and those segmen-
tations are compared with the manual annotations performed on ground-truth HR 3D images.
Additionally, the HR images are segmented with the same method to show the lower error
bound. The quality of segmentations are evaluated based on the LV cavity volume measure
and surface-to-surface distances for myocardium (MYO). The results in Table 5.3 show that
CNN upscaled images can produce segmentation results similar to the ones obtained from HR
images. The main result difference between the SR methods is observed in image areas where
thin and detailed boundaries are observed (e.g. apex). As can be seen in Figure 5.5 (e-h), the
MAPM over-smooths areas closer to image boundaries. Inference of the proposed model is not
as computationally demanding as brute-force searching (MAPM), which requires hours for a
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Figure 5.5: The LV is better visualized by using multi-input images (b,d) compared to single
image SR (a,c). Also, the proposed method (g) performs better than MAPM [243] (f) in areas
where uncommon shapes are over-smoothed by atlases.
single image, whereas SR-CNN can be executed in 6.8 s on GPU or 5.8 mins CPU on average
per image. The shorter runtime makes the SR methods more applicable to subsequent analysis,
as they can replace the standard interpolation methods.
Motion Tracking: The clinical applications of SR can be extended to MYO tracking as it
can benefit from SR as a preprocessing stage to better highlight the ventricle boundaries. End-
diastolic MYO segmentations are propagated to end-systolic (ES) phase using B-Spline FFD
registrations [227]. ES meshes generated with CNN and linear upscaling methods are compared
with tracking results obtained with 10 3D-SAX HR images based on Hausdorff distance. The
proposed SR method produces tracking results (4.73±1.03 mm) more accurate (p = 0.01)
than the linear interpolation (5.50±1.08 mm). We observe that the images upscaled with the
CNN model follow the apical boundaries more accurately, which is shown in the supplementary
material: www.doc.ic.ac.uk/~oo2113/M16
5.4 Discussion and Conclusion
The results show that the proposed SR approach outperforms conventional upscaling methods
both in terms of image quality metrics and subsequent image analysis accuracy. Also, it is
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computationally efficient and can be applied to image analysis tasks such as segmentation and
tracking. The experiments show that these applications can benefit from SR images since 2D
stack image analysis with SR-CNN can achieve similar quantitative results as the analysis on
isotropic volumes without requiring long acquisition time. We also show that the proposed
model can be easily extended to multiple image input scenarios to obtain better SR results.
SR-CNN’s applicability is not only limited to cardiac images but to other anatomical structures
as well. In the proposed approach, inter-slice and stack spatial misalignments due to motion
are handled using a registration method. However, we observe that large slice misplacements
can degrade SR accuracy. Future research will focus on that aspect of the problem.
Chapter 6
Learning Anatomical Shape Priors
through Neural Networks
This chapter is based on:
O. Oktay, E. Ferrante, K. Kamnitsas, M. Heinrich, W. Bai, J. Caballero, S. Cook, A. Marvao,
T. Dawes, D. ORegan, B. Kainz, B. Glocker, and D. Rueckert, ‘‘Anatomically Constrained
Neural Networks (ACNN): Application to Cardiac Image Enhancement and Segmentation’’,
IEEE Transactions on Medical Imaging (TMI), In print, Aug 2017.
Abstract: Incorporation of prior knowledge about organ shape and location is key to improve
performance of image analysis approaches. In particular, priors can be useful in cases where
images are corrupted and contain artefacts due to limitations in image acquisition. The highly
constrained nature of anatomical objects can be well captured with learning based techniques.
However, in most recent and promising techniques such as CNN based segmentation it is not ob-
vious how to incorporate such prior knowledge. State-of-the-art methods operate as pixel-wise
classifiers where the training objectives do not incorporate the structure and inter-dependencies
of the output. To overcome this limitation, we propose a generic training strategy that incor-
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porates anatomical prior knowledge into CNNs through a new regularisation model, which is
trained end-to-end. The new framework encourages models to follow the global anatomical
properties of the underlying anatomy (e.g. shape, label structure) via learned non-linear repre-
sentations of the shape. We show that the proposed approach can be easily adapted to different
analysis tasks (e.g. image enhancement, segmentation) and improve the prediction accuracy of
the state-of-the-art models. The applicability of our approach is shown on multi-modal cardiac
datasets and public benchmarks. Additionally, we demonstrate how the learned deep models
of 3D shapes can be interpreted and used as biomarkers for classification of cardiac pathologies
6.1 Introduction
Image segmentation techniques aim to partition an image into meaningful parts which are used
for further analysis. The segmentation process is typically driven by both the underlying data
and a prior on the solution space, where the latter is useful in cases where the images are
corrupted or contain artefacts due to limitations in the image acquisition. For example, bias
fields, shadowing, signal drop-out, respiratory motion, and low-resolution acquisitions are the
few common limitations in ultrasound (US) and magnetic resonance (MR) imaging.
Incorporating prior knowledge into image segmentation algorithms has proven useful in order
to obtain more accurate and plausible results as summarised in the recent survey [187]. Prior
information can take many forms: boundaries and edge polarity [44]; shape models [52, 62];
topology specification; distance prior between regions; atlas models [11], which were commonly
used as a regularisation term in energy optimisation based traditional segmentation methods
(e.g. region growing). In particular, atlas priors are well suited for medical imaging applications
since they enforce both location and shape priors through a set of annotated anatomical atlases.
Similarly, auto-context models [266] have made use of label and image priors in segmentation,
which require a cascade of models.
In the context of neural networks (NNs), early work on shape analysis has focused on learning
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generative models through deep Boltzmann Machines (DBMs), namely ShapeBM [77] that uses
a form of DBM with sparse pixel connectivity. Follow-up work in [43, 76] has demonstrated the
application of DBMs to binary segmentation problems in natural images containing vehicles
and other types of objects. However, fully connected DBM for images require a large number of
parameters and consequently model training may become intractable depending on the size of
images. For this reason, convolutional deep belief nets [273] were recently proposed for encoding
shape prior information. Besides variational models, cascaded convolutional architectures [146,
217] have been shown to discover priors on shape and structure in label space without any
a priori specification. However, this comes at the cost of increased model complexity and
computational needs.
In the context of medical imaging and neural networks, anatomical priors have not been studied
in much depth, particularly in the current state-of-the-art segmentation techniques [45, 123, 218,
225]. Recent work has shown simple use cases of priors through adjacency [19] and boundary
[44] conditions. Inclusion of priors in medical imaging could potentially have much more impact
compared to their use in natural image analysis since anatomical objects in medical images are
naturally more constrained in terms of their shape and location.
As explained in a recent NN survey paper [150], the majority of the classification and regression
models utilise a pixel-level loss function (e.g. cross-entropy or mean square error) which does
not fully take into account the underlying semantic information and dependencies in the output
space (e.g. class labels). In this chapter, we present a novel and generic way to incorporate
global shape/label information into NNs. The proposed approach, namely anatomically con-
strained neural networks (ACNN), is mainly motivated by the early work on shape priors and
image segmentation, in particular PCA based statistical [52] and active shape models [62]. Our
framework learns a non-linear compact representation of the underlying anatomy through a
stacked convolutional autoencoder [175] and enforces network predictions to follow the learnt
statistical shape/label distributions. In other words, it favours predictions that lie on the ex-
tracted low dimensional data manifold. More importantly, our approach is independent of the
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particular NN architecture or application; it can be combined with any of the state-of-the-art
segmentation or super-resolution (SR) NN models and potentially improve its prediction accu-
racy and robustness without introducing any memory or computational complexity at inference
time. Lastly, ACNN models, trained with the proposed prior term which acts as a regulariser,
remove the need for post-processing steps such as conditional random fields [135] which are of-
ten based on heuristics parameter tuning. In ACNN, the regularisation is part of the end-to-end
learning which can be a great advantage.
The proposed global training objective in SR corresponds to a prior on the space of feasible
high-resolution (HR) solutions, which is experimentally shown to be useful since SR is an
ill-posed problem. Similar modifications of the objective function during training have been
introduced to enhance the quality of natural images, such as perceptual [120] and adversarial
[141] loss terms, which were used to synthesise more realistic images in terms of texture and
object boundaries. In the context of medical imaging, our priors enforce the synthesised HR
images to be anatomically meaningful while minimising a traditional image reconstruction loss
function.
6.1.1 Clinical Motivation
Cardiac imaging has an important role in diagnosis, pre-operative planning, and post-operative
management of patients with heart disease. Imaging modalities such as US and cardiac MR
(CMR) are widely used to provide detailed assessment of cardiac function and morphology.
Each modality is suitable for particular clinical use cases; for instance, 2D-US is still the first
line of choice due to its low cost and wide availability, whereas, CMR is a more comprehensive
modality with excellent contrast for both anatomical and functional evaluation of the heart
[124]. Similarly, 3D-US is recommended over the use of 2D-US since it has been demonstrated
to provide more accurate and reproducible volumetric measurements [137].
Some of the standard clinical acquisition protocols in 3D-US and CMR still have limitations
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Figure 6.1: Results for cardiac MR super-resolution (SR) (top), MR segmentation (middle),
and ultrasound (US) segmentation (bottom). From left to right, we show the input image, a
state-of-the-art competing method, the proposed result, and the ground-truth. (a) Stack of 2D
MR images with respiratory motion artefacts, (b) SR based on CNNs [191], (c) the proposed
ACNN-SR, (d) ground-truth high-resolution (HR) image, (e) low resolution MR image, (f) 2D
segmentation resulting in blocky contours [264], (g) 3D sub-pixel segmentation from stack of
2D MR images using ACNN, (h) manual segmentation from HR image, (i) input 3D-US image,
(j) FCN based segmentation [45], (k) ACNN, and (l) manual segmentation.
in visualising the underlying anatomy due to imaging artefacts (e.g. cardiac motion, low slice
resolution, lack of slice coverage [206]) or operator-dependent errors (e.g. shadows, signal drop-
outs). In the clinical routine, these challenges are usually tackled through multiple acquisitions
of the same anatomy and repeated patient breath-holds leading to long examination times.
Similar problems have been reported in large cohort studies such as the UK Biobank [206],
which leads to inaccurate quantitative measurements or even the discarding of acquired images.
As can be seen in Figure 6.1, the existing state-of-the-art convolutional neural network (CNN)
approaches for segmentation [45, 264] and image enhancement [191] tasks perform poorly when
the input data is not self-consistent for the analysis. For this reason, incorporation of prior
knowledge into cardiac image analysis could provide more accurate and reliable assessment of
the anatomy, which is shown in the third column of the same figure. Most importantly, the
proposed ACNN model allows us to perform HR analysis via sub-pixel feature maps generated
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from low resolution (LR) input data even in the presence of motion artefacts. Using the
proposed approach we can perform full 3D segmentation without explicit motion correction
and do not have to rely on LR slice-by-slice 2D segmentation.
We demonstrate the applicability of the proposed approach for cine stacks of 2D MR and 3D-
US datasets composed of 1200 and 45 cardiac image sequences respectively. We show that the
proposed segmentation and SR models become more robust against imaging artefacts mentioned
earlier which is underlined by our state-of-the-art results on the MICCAI’14 CETUS public
benchmark [20]. We also demonstrate that the lower dimensional representations learnt by the
proposed ACNN can be useful for classification of pathologies such as dilated and hypertrophic
cardiomyopathy, and it does not require point-wise correspondence search between subjects as
in [239]. For the evaluation, the MICCAI’17 AC/DC classification benchmark was used. In that
regard, the proposed method is not only useful for image enhancement and segmentation but
also for the study of anatomical shape variations in population studies and their associations
with cardiac related pathologies.
6.1.2 Contributions
In this study, we propose a generic and novel technique to incorporate priors on shape and
label structure into NNs for medical image analysis tasks. In this way, we can constrain the
NN training process and guide the NN to make anatomically more meaningful predictions,
in particular in cases where the input image data is not informative or consistent enough
(e.g. missing object boundaries). More importantly, to the best of our knowledge, this is one
of the earliest studies demonstrating the use of convolutional autoencoder networks to learn
anatomical shape variations from medical images.
The proposed ACNN model is evaluated on multi-modal cardiac datasets from MR and US. Our
evaluation shows: (I) A sub-pixel cardiac MR image segmentation approach that, in contrast to
previous CNN approaches [6, 264], is robust against slice misalignment and coverage problems;
6.2. Methodology 125
3/27/2017 Preview
1/1
Conv (3x3x3 - s1)
Conv (3x3x3 - s1)
 
Conv (3x3x3 - s2)
Conv (3x3x3 - s1)
 
Conv (3x3x3 - s2)
Conv (3x3x3 - s1)
 Conv (3x3x1 - s2)
Conv (3x3x1 - s1)
 
Deconv (4x4x1 - s2)
Conv (3x3x1 - s1)
 
Deconv (4x4x1 - s2)
Conv (3x3x3 - s1)
 
Deconv (4x4x1 - s2)
Conv (3x3x3 - s1)
 
Deconv (1x1x10 - s5)
Conv (3x3x3 - s1)
Input LR
 Image
HR Output
Euclidean Loss
E
nc
od
er
f(x
)
D
ecoder
g(h)
Predictor
p(x) 
Label map Label map
Autoencoder
Intensity
Image
P
re
d
ic
to
r 
N
e
tw
o
rk
T-L
Network
Segmentation & Super Resolution Network
Figure 6.2: Block diagram of the baseline segmentation (Seg) and super-resolution (SR) models
which are combined with the proposed T-L regularisation block (shown in Figure 6.3) to build
the ACNN-Seg/SR frameworks. In SR, the illustrated model extracts SR features in low-
resolution (LR) space, which increases computational efficiency. In segmentation, the model
achieves sub-pixel accuracy for given LR input image. The skip connections between the layers
are shown in red.
(II) An implicit statistical parametrisation of the left ventricular shape via NNs for pathology
classification; (III) An image SR technique that extends previous work [191] and that is robust
against slice misalignments; our approach is computationally more efficient than the state-of-
the-art SR-CNN model [191] as the feature extraction is performed in the low-dimensional
image space. (IV) Last, we demonstrate state-of-the-art 3D-US cardiac segmentation results
on the CETUS’14 Benchmark.
6.2 Methodology
In the next section, we briefly summarise the state-of-the-art methodology for image segmenta-
tion (SEG) and super-resolution (SR), which is based on convolutional neural networks (CNNs).
We then present a novel methodology that extends these CNN models with a global training
objective to constrain the output space by imposing anatomical shape priors. For this, we
propose a new regularisation network that is based on the T-L architecture which was used in
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computer graphics [94] to 3D render objects from natural images.
6.2.1 Medical Image Segmentation with CNN Models
Let ys = {yi}i∈S be an image of class labels representing different tissue types with yi ∈ L =
{1, 2, . . . C}. Furthermore let x = {xi ∈ R, i ∈ S} be the observed intensity image. The aim of
image segmentation is to estimate ys having observed x. In CNN based segmentation models
[123, 154, 225], this task is performed by learning a discriminative function that models the
underlying conditional probability distribution P (ys|x).
The estimation of class densities P (ys|x) consists in assigning to each xi the probability of
belonging to each of the C classes, yielding C sets of class feature maps hc that are ex-
tracted through learnt non-linear functions. The final decision for class labels is then made
by applying softmax to the extracted class feature maps, in the case of cross-entropy Lx =
−∑Cc=1 ∑i∈S log( eh(c,i)∑
j e
h(j,i)
)
these feature maps correspond to log likelihood values.
As in the U-Net [225] and DeepMedic [123] models, we learn the mapping between intensities
and labels φ(x) : X → L by optimising the average cross-entropy loss of each class Lx =∑C
c=1 L(x,c) using stochastic gradient descent. As shown in Figure 6.2, the mapping function
φ is computed by passing the input image through a series of convolution layers and rectified
linear units across different image scales to enlarge the model’s receptive field. The presented
model is composed of two parts: feature extraction (analysis) similar to a VGG-Net [246] and
reconstruction (synthesis) as in the case of a 3D U-Net [225]. However, in contrast to existing
approaches, we aim for sub-pixel segmentation accuracy by training up-sampling layers with
high-resolution ground-truth maps. This enables 3D analysis of the underlying anatomy in
case of thick slice 2D image stack acquisitions such as cine cardiac MR imaging. In this way,
it is possible to perform analysis on the high-resolution image grid without any preceding
upsampling operation with a SR model [191].
Similar segmentation frameworks (cf. [150]) have been studied in medical imaging. However,
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Figure 6.3: Block diagram of the stacked convolutional autoencoder (AE) network (in grey),
which is trained with segmentation labels. The AE model is coupled with a predictor network (in
blue) to obtain a compact non-linear representation that can be extracted from both intensity
and segmentation images. The whole model is named as T-L network.
in most of the existing methods, the models are supervised purely through a local loss func-
tion at pixel level (e.g. cross-entropy, Dice) without exploiting the global dependencies and
structure in the output space. For this reason, the global description of predictions is usually
not adhering to shape, label, or atlas priors. In contrast to this we propose a model that can
incorporate the aforementioned priors in segmentation models. The proposed framework relies
on autoencoder and T-L network models to obtain a non-linear compact representation of the
underlying anatomy, which are used as priors in segmentation.
6.2.2 Convolutional Autoencoder Model and ACNN-Seg
An autoencoder (AE) [267] is a neural network that aims to learn an intermediate representation
from which the original input can be reconstructed. Internally, it has a hidden layer h whose
activations represent the input image, often referred as codes. To avoid the AE to directly
copy its output, the AE are often designed to be undercomplete so that the size of the code
is less than the input dimension as shown in Figure 6.3. Learning an AE forces the network
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Figure 6.4: Training scheme of the proposed anatomically constrained convolutional neural
network (ACNN) for image segmentation task. The encoder part of the proposed T-L network
is used as a regularisation model to enforce the model predictions to follow the distribution of
the learned low dimensional representations or priors.
to capture the most salient features of the training data. The learning procedure minimises a
loss function Lx(ys, g(f(ys))), where Lx is penalising g(f(ys)) being dissimilar from ys. The
functions g and f are defined as the decoder and encoder components of the AE.
In the proposed method, the AE is integrated into the standard segmentation network, de-
scribed in Sec. 6.2.1, as a regularisation model to constrain class label predictions y towards
anatomically meaningful and accurate outputs. The cross-entropy loss function operates on in-
dividual pixel level class predictions, which does not guarantee global consistency and plausible
anatomical shapes even though the segmentation network has a receptive field larger than the
size of structures to be segmented. This is due to the fact that back-propagated gradients are
parametrised only by pixel-wise individual probability divergence terms and thus provide little
global context.
To overcome this limitation, class prediction label maps are passed through the AE to obtain a
lower dimensional (e.g. 64 dimensions) parametrisation of the segmentation and its underlying
structure [240]. By performing AE-based non-linear lower dimensional projections on both pre-
dictions and ground-truth labels, as shown in Figure 6.4, we can build our ACNN-Seg training
objective function though a linear combination of cross-entropy (Lx), shape regularisation loss
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(Lhe), and weight decay terms as follows:
Lhe = ‖ f(φ(x);θf )− f(y;θf ) ‖22
min
θs
(
Lx (φ(x;θs),y) + λ1 · Lhe +
λ2
2
||w||22
) (6.1)
Herew corresponds to weights of the convolution filters, and θs denotes all trainable parameters
of the segmentation model and only these parameters are updated during training. The coupling
parameters λ1 and λ2 determine the weights of shape regularisation loss and weight decay
terms used in the training. In this equation, the second term Lhe ensures that the generated
segmentations are in a similar low dimensional space (e.g. shape manifold) as the ground-truth
labels. In addition to imposing shape regularisation, this parametrisation encourages label
consistency in model predictions, and reduces false-positive detections as they can influence
the predicted codes in the hidden layer. The third term corresponds to weight decay to limit
the number of free parameters in the model to avoid over-fitting. The proposed AE model is
composed of convolutional layers and a fully connected layer in the middle as shown in Figure
6.3, which is similar to the stacked convolutional autoencoder model proposed in [175]. The AE
model details (e.g. layer configuration, parameter choices) are provided in the supplementary
material.
6.2.3 Medical Image Super-Resolution (SR) with CNNs
Super-resolution (SR) image generation is an inverse problem where the goal is to recover
spatial frequency information that is outside the spatial bandwidth of the low resolution (LR)
observation x ∈ RN to predict a high resolution (HR) image yr ∈ RM (N M), as illustrated
in the top row of Figure 6.1. Since the high frequency components are missing in the observation
space, usually training examples are used to predict the most likely P (yr|x) HR output. Image
SR is an ill-posed problem as there are an infinite number of solutions for a given input sample
but only a few would be anatomically meaningful and accurate. As for the case of image
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segmentation, learnt shape representations can be used to regularise image SR, constraining
the model to make only anatomically meaningful predictions.
Similar to the SR framework described in [191], our proposed SR model learns a mapping
function Φ : X → Y to estimate a high-resolution image yˆr = Φ(x ;θr) where θr denotes
the model parameters such as convolution kernels and batch-normalisation statistics. The
parameters are optimised by minimising the smooth `1 loss, also known as Huber loss, between
the ground-truth high resolution image and the corresponding prediction. The smooth `1 norm
is defined as Ψ`1(k) = {0.5 k2 if |k| < 1 , |k| − 0.5 otherwise} and the SR training objective
becomes min
θr
∑
i∈S Ψ`1 (Φ(xi ;θr)− yi)
In the proposed SR framework, we used the same model as shown in Figure 6.2. It provides
two main advantages over the state-of-the-art medical image SR model proposed in [191]: (I)
the network generates image features in the LR image grid rather than early upsampling of the
features, which reduces memory and computation requirements significantly. As highlighted in
[242], early upsampling introduces redundant computations in the HR space since no additional
information is added into the model by performing transposed convolutions [280] at an early
stage. (II) The second advantage is the use of a larger receptive field to learn the underlying
anatomy, which was not the case in earlier SR methods used in medical imaging [191] and
natural image analysis [72, 242] because these models usually operate on local patch level.
Capturing large context indeed helps our model to better understand the underlying anatomy
and this enables us to enforce global shape constraints. This is achieved by generating SR
feature-maps in multiple scales using multi strides in the in-plane direction.
Similar to the ACNN-Seg model, it is possible to regularise SR models to synthesise anatomi-
cally more meaningful HR images. To achieve this goal, we extend the standard AE model to
the T-L model which enables us to obtain shape representation codes directly from the intensity
space. The idea is motivated by the recent work [94] on 3D shape analysis in natural images.
In the next section we will explain the training strategy and the use of the T-L model as a
regulariser.
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6.2.4 T-L Network Model and SR-ACNN
Shape encoding AE models operate only on the segmentation masks and this limits its applica-
tion to SR problem where the model output is an intensity image. To circumvent this problem,
we extend the standard denoising AE to the T-L regularisation model by combining the AE
with a predictor network (Figure 6.3) p(x) : X → H. The predictor can map an input image
into a low dimensional non-parametric representation of the underlying anatomy (e.g. shape
and class label information), which is learnt by the AE. In other words, it enables us to learn
a hidden representation space that can be reached by non-linear mappings from both image
label space Y and image intensity space X . In this way, SR models can be regularised as well
with respect to learnt anatomical priors.
This network architecture is useful in image analysis applications for two main reasons: (I) It
enables us to build a regularisation network that could be used in applications different than
image segmentation such as image SR. We propose to use this new regularisation network at
training time of SR to enforce the models to learn global information about the images be-
sides the standard pixel-wise (`1 distance) image reconstruction loss. In this way, the regressor
SR model is guided by the additional segmentation information, and it becomes robust against
imaging artefacts and missing information. (II) The second important feature of the T-L model
is the generalisation of the learnt representations. Joint training of the AE and predictor en-
ables us to learn representations that could be extracted from both intensity and label space.
The learnt codes will encode the variations that could be interpreted from both manual anno-
tations and intensity images. Since a perfect mapping between the intensity and label spaces
is practically not achievable, the T-L learnt codes are expected to be more representative due
to the inclusion of additional information.
The T-L model is trained in two stages: In the first stage, the AE is trained separately with
ground-truth segmentation masks and cross-entropy loss Lx. Later, the predictor model is
trained to match the learnt latent space h by minimising the Euclidean distance Lh between
the codes predicted by the AE and predictor as shown in Figure 6.3. Once the loss functions for
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Figure 6.5: Training scheme of the proposed anatomically constrained convolutional neural net-
work (ACNN) for image super-resolution task. The predictor part of the proposed T-L network
is used as a regularisation model to enforce the model predictions to follow the distribution of
the learned low dimensional representations or priors.
both the AE and the predictor converge, the two models are trained jointly in the second stage.
The encoder f is updated using two separate back-propagated gradients (∂Lx
∂θf
, ∂Lh
∂θf
) and the
two loss functions are scaled to match their range. The first gradient encourages the encoder
to generate codes that could be easily extracted by the predictor while the second gradient
making sure that a good segmentation-reconstruction can be obtained at the output of the
decoder. Training details are further discussed in Section 6.3.2. It is important to note that the
T-L regulariser model is used only at training time but not during inference; in other words,
the fully convolutional (FCN) segmentation and super-resolution models can still be used for
applications using different image sizes. In this chapter, the proposed SR model is referred to
as ACNN-SR and its training scheme is shown in Figure 6.5.
Lhp = ‖ p (Φ(x);θp)− p (yr;θp) ‖22
min
θr
(
Ψ`1 (Φ(x ;θr)− yr) + λ1 · Lhp +
λ2
2
||w||22
) (6.2)
The training objective shown above is composed of weight decay, pixel-wise and global loss
terms. Here λ1 and λ2 determine the weight of shape priors and weight decay terms while
the smooth `1 norm loss function Ψ quantifies the reconstruction error. The global loss Lhp
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Figure 6.6: Histogram of the learnt low-dimensional latent representations (randomly selected
16 components are shown). The codes in general follow a smooth and normal distribution
which is important for the training of ACNN models.)
is defined as the Euclidean distance between the codes generated from the synthesised and
ground-truth HR images. The T-L model is used only in the network training phase as a
regularisation term, similar to VGG features [246] that were used for representing a perceptual
loss function [120]. However, we are not interested in expanding the output space to a larger
feature-map space, but instead obtain a compact representation of the underlying anatomy.
6.2.5 Learnt Hidden Representations
The learnt low dimensional representation h is used to constrain NN models. Low dimensional
encoding enables us to train models with global characteristics but also yields better general-
isation power for the underlying anatomy as shown in earlier work [263]. However, since we
update our segmentation and SR model parameters with the gradients back-propagated from
the global loss layer using the Euclidean distance of these representations, it is essential to anal-
yse the distribution of the extracted codes. In Figure 6.6, due to space limitations, we show the
histogram of 16 randomly chosen codes (out of 64) of a T-L model trained with cardiac MR
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segmentations. Note that each histogram is constructed using the corresponding code for every
sample in the full dataset. It is observed that the learnt latent representations in general follow
a normal distribution and they are not separated in multi-clusters (e.g. mixture of Gaussians).
A smooth distribution of the codes ensures better supervision for the main NN model (SR, Seg)
since the global gradients are back-propagated by computing the Euclidean distance between
the obtained distributions.
This observation can be explained by the fact that the proposed T-L network is trained with
small Gaussian input noise as in the case of denoising autoencoders. In [1], Alain and Bengio
showed that the denoising reconstruction error is equivalent to contractive penalty, which forces
the feature extraction (encoder) function f resist perturbations of the input and contracts
these input samples to similar low dimensional codes. The penalty is defined as Ω(h) =
λ
∥∥∥∂f(x)∂x ∥∥∥2
F
, where F denotes the Frobenius norm (sum of squared elements), and h = f(x)
represents the codes. The given penalty function promotes the network to learn the underlying
low-dimensional data manifold and capture its local smooth structure. In addition to the
smoothness of the latent distributions, the extracted codes are expected to be correlated since
the decoder merges some of the codes along the three spatial dimensions to construct input
feature maps for the transposed convolutions, but this characteristic is not a limitation in our
study.
6.3 Applications and Experiments
In this section, we present three different applications of the proposed ACNN model: 3D-US
and cardiac MR image segmentation, as well as cardiac MR image SR. The experiments focus
on demonstrating the importance of shape and label priors for image analysis. Additionally, we
analyse the salient information stored in the learnt hidden representations and correlate them
with clinical indices, showing their potential use as biomarkers for pathology classification. The
next subsection describes the clinical datasets used in our experiments.
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6.3.1 Clinical Datasets
UK Digital Heart Project Dataset
This dataset1 is composed of 1200 pairs of cine 2D stack short-axis (SAX) and cine 3D high
resolution (HR) cardiac MR images. Each image pair is acquired from a healthy subject using
a standard imaging protocol [10, 174]. In more detail, the 2D stacks are acquired in different
breath-holds and therefore may contain motion artefacts. Similarly, 3D imaging is not always
feasible in the standard clinical setting due to the requirements for long image acquisition. The
voxel resolution of the images are fixed to 1.25x1.25x10.00 mm and 1.25x1.25x2.00 mm for 2D
stack low resolution (LR) and HR images respectively. Dense segmentation annotations for
HR images are obtained by manually correcting initial segmentations generated with a semi-
automatic multi-atlas segmentation method [11], and all the annotations are performed on
the HR images to minimise errors introduced due to LR in through plane direction. Since the
ground-truth information is obtained from the HR motion-free images, the experimental results
are expected to reflect the performance of the method with respect to an appropriate refer-
ence. The annotations consist of pixel-wise labelling of endocardium and myocardium classes.
Additionally, the residual spatial misalignment between the 2D LR stacks and HR volumes
is corrected using a rigid transformation estimated by an intensity based image registration
algorithm.
CETUS’14 Challenge Dataset
CETUS’14 segmentation challenge [20] is a publicly available platform2 to benchmark car-
diac 3D ultrasound (US) left-ventricle (LV) segmentation methods. The challenge dataset is
composed of 3D+time US image sequences acquired from 15 healthy subjects and 30 patients
diagnosed with myocardial infarction or dilated cardiomyopathy. The images were acquired
1https://digital-heart.org/
2https://www.creatis.insa-lyon.fr/Challenge/CETUS/index.html
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from apical windows and LV chamber was the main focus of analysis. Resolution of the images
was fixed to 1 mm isotropic voxel size through linear interpolation. The associated manual
contours of the LV boundary were drawn by three different expert cardiologists, and the anno-
tations were performed only on the frames corresponding to end-diastole (ED) and end-systole
(ES) phases. Method evaluation is performed in a blinded fashion on the testing set (30 out of
45) using the MIDAS web platform.
ACDC MICCAI’17 Challenge Dataset
The aim of the ACDC’17 challenge3 is to compare the performance of automatic methods
for the classification of MR image examinations in terms of healthy and pathological cases:
infarction, dilated cardiomyopathy, and hypertrophic cardiomyopathy. The publicly available
dataset consists of 20 (per class) cine stacks of 2D MR image sequences which are annotated
at ED and ES phases by a clinical expert. In the experiments, latent representations (codes)
extracted with the proposed T-L network are used to classify these images.
6.3.2 Training Details of the Proposed Model
In this section, we discuss the details of data augmentation used in training, and also the optimi-
sation scheme of the T-L model training. To improve the model’s generalisation capability, the
input training samples are artificially augmented using affine transformations, which is used in
both the segmentation and T-L models. For the SR models, on the other hand, respiratory mo-
tion artefacts between the adjacent slices are simulated via in-plane rigid transformations that
are defined for each slice independently. The corresponding ground-truth HR images are not
spatially transformed; in this way, the models learn to output anatomically correct results when
the input slices are motion corrupted. Additionally, additive Gaussian noise is applied to input
intensity images to make the segmentation and super-resolution models more robust against
3https://www.creatis.insa-lyon.fr/Challenge/acdc/
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image noise. For the AE, the tissue class labels are randomly swapped with the probability of
0.1 to encourage the model to map slightly different segmentation masks to neighbouring points
in the lower dimensional latent space. It ensures the smoothness of the learnt low-dimensional
manifold space as explained in Section 6.2.5.
In the joint training of the T-L network, parameters of the encoder model (f) are updated by the
gradients originating from both the cross-entropy loss (Lx) and Euclidean distance terms (Lh).
Instead of applying these two gradient descent updates sequentially in an iterative fashion, we
perform a joint update training scheme and experimentally observed better convergence.
6.3.3 Cardiac Cine-MR Image Segmentation
In this experiment, NN models are used to segment cardiac cine MR images in the dataset
described in Sec. 6.3.1. As an input to the models, only the 2D stack LR images are used,
which is a commonly used acquisition protocol for cardiac imaging, and the segmentation is
performed only on the ED phase of the sequences. The corresponding ground-truth label maps,
however, are projected from the HR image space, which are annotated in the HR image grid.
The dataset (1200 LR images & HR labels) is randomly partitioned into three subsets: training
(900), validation (100), and testing (200). All the images are linearly intensity normalised and
cropped based on the automatically detected six anatomical landmark locations [190]. Other
segmentation approaches employed simpler techniques (e.g. Hough Transform) to localise the
heart in MR images.
The proposed ACNN-Seg method is compared against: the current state-of-the-art cine MR 2D
slice by slice segmentation method (2D-FCN) [264], 3D-UNet model [49], cascaded 3D-UNet
and convolutional AE model (AE-Seg) [217], sub-pixel 3D-CNN segmentation model (3D-Seg)
proposed in Sec. 6.2.1, and the same model trained with various types of motion augmentation
(3D-Seg-MAug). As the models have a different layout, the number of trainable parameters
(pars) used in each model is kept fixed to avoid any bias. For the cascaded AE-Seg model,
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Table 6.1: Stacks of 2D cardiac MR images (200) are segmented into LV endocardium and
myocardium, and the segmentation accuracy is evaluated in terms of Dice metric and surface
to surface distances. The ground-truth labels are obtained from high resolution 3D images
acquired from same subjects, which do not contain motion and blocky artefacts. The proposed
approach (ACNN-Seg) is compared against state-of-the-art slice by slice segmentation (2D-
FCN [264]) method, 3D-UNet model [49], cascaded 3D-UNet and convolutional AE model
(AE-Seg) [217], proposed sub-pixel segmentation model (3D-Seg) and the same model with
motion augmentation used in training (3D-Seg-MAug).
Method Mean Hausdorff Dice # Trainable
Dist. (mm) Dist. (mm) Score (%) Parameters
E
n
do
-c
ar
di
u
m
2D-FCN [264] 2.07±0.61 11.37±7.15 .908±.021 1.39× 106
3D-Seg 1.77±0.84 10.28±8.25 .923±.019 1.60× 106
3D-UNet [49] 1.66±0.74 9.94±9.22 .923±.019 1.64× 106
AE-Seg [217] 1.75±0.58 8.42±3.64 .926±.019 1.68× 106
3D-Seg-MAug 1.59±0.74 8.52±8.13 .928±.019 1.60× 106
AE-Seg-M 1.59±0.48 7.52±3.78 .927±.017 1.91× 106
ACNN-Seg 1.37±0.42 7.89±3.83 .939±.017 1.60× 106
p-values p 0.001 p ≈ 0.890 p 0.001 -
M
yo
-c
ar
di
u
m
2D-FCN [264] 1.58±0.44 9.19±7.22 .727±.046 1.39× 106
3D-Seg 1.48±0.51 10.15±10.58 .773±.038 1.60× 106
3D-UNet [49] 1.45±0.47 9.81±11.77 .764±.045 1.64× 106
AE-Seg [217] 1.51±0.29 8.52±2.72 .779±.033 1.68× 106
3D-Seg-MAug 1.37±0.41 9.41±9.17 .785±.041 1.60× 106
AE-Seg-M 1.32±0.26 7.12±2.79 .791±.036 1.91× 106
ACNN-Seg 1.14±0.22 7.31±3.59 .811±.027 1.60× 106
p-values p 0.001 p ≈ 0.071 p 0.001 -
however, additional convolutional kernels are used in the AE as suggested in [217]. To observe
the influence of the AE model’s capacity on the AE-Seg model’s performance, we performed
experiments using different number of AE pars, and the largest capacity case is denoted by
AE-Seg-M.
The results of the experiments are provided in Table 6.1 together with the capacity of each
model. Statistical significance of the results is verified by performing the Wilcoxon signed-
rank test between the top two performing methods for each evaluation metric. Based on these
results we can draw three main conclusions: (I) Slice by slice analysis [6, 264] significantly
under-performs compared to the proposed sub-pixel and ACNN-Seg segmentation methods. In
particular, the dice score metrics are observed to be lower since 2D analysis can yield poor
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2D-FCN ACNN-Seg 3D-GT
3D-Seg-MAug ACNN-Seg 3D-GT
Figure 6.7: Segmentation results on two different 2D stack cardiac MR images. The proposed
ACNN model is insensitive to slice misalignments as it is anatomically constrained and it makes
less errors in basal and apical slices compared to the 2D-FCN approach. The results generated
from low resolution image is better correlated with the HR ground-truth annotations (green).
performance in basal and apical parts of the heart as shown in Figure 6.7. Previous slice by
slice segmentation approaches validated their methods on LR annotations; however, we see
that the produced label maps are far off from the true underlying ventricular geometry and it
can be a limiting factor for the analysis of ventricle morphology. Similar results were obtained
in clinical studies [174], which however required HR image acquisition techniques. (II) The
results also show that introduction of shape priors in segmentation models can be useful to
tackle false-positive detections and motion-artefacts. As can be seen in the bottom row of
Figure 6.7, without the learnt shape priors, label map predictions are more prone to imaging
artefacts. Indeed, it is the main reason why we observe such a large difference in terms of
Hausdorff distance. For endocardium labels, on the other hand, the difference in dice score
metric is observed to be less due to the larger size of the LV blood pool compared to the
myocardium.
Lastly (III), we observe a performance difference between the cascaded AE based segmenta-
tion (AE-Seg [217]) and the proposed ACNN-Seg models: the segmentations generated with
the former model are strongly regularised due to the second stage AE. It results in reduced
Hausdorff distance with marginal statistical significance, but the model overlooks fine details
of the myocardium surface since the segmentations are generated only from the coarse level
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feature-maps. More importantly, cascaded approaches add additional computational complex-
ity due to the increased number of filters, which could be redundant given that the standard
segmentation model is able to capture shape properties of the organs as long as it has a large
receptive field and is optimised with shape constraints. In other words, shape constraints can
be learnt and utilised in standard segmentation models, as shown in ACNN-Seg, without a
need for additional model parameters and computational complexity. We also analysed the
performance change in AE-Seg with respect to the number of parameters, which shows that
the small capacity AE-Seg model (8× 104 pars) is not suitable for cardiac image segmentation
as the second stage in the cascaded model does not improve the performance significantly.
We performed additional segmentation experiments using only the T-L network. In detail, the
input LR image is passed first through the predictor network and then the extracted codes are
fed to the decoder network shown in Figure 6.3. Label map predictions are collected at the
output of the decoder and they are compared with the same ground-truth annotations described
previously, which was similar to the AE based segmentation method proposed in [6, 7]. We
observed that reconstruction of label-maps from low dimensional representations was limited
since the ventricle boundaries were not delineated properly but rather a rough segmentation
was generated (DSC: .734). We believe that this is probably the main reason why the authors
of [6] proposed the use of a separate deformable model at the output of a NN. Nevertheless,
the proposed ACNN-Seg does not require an additional post-processing step.
6.3.4 Cardiac 3D Ultrasound Image Segmentation
In the second experiment, the proposed model is evaluated on 3D cardiac ultrasound data which
is described in Sec 6.3.1. Segmentation models are used to delineate endocardial boundaries
and the segmentations obtained on ED and ES frames are later used to measure volumetric
indices such as ejection fraction (EF). The models are compared also in terms of surface to
surface distance errors of their corresponding endocardium segmentations. As a baseline CNN
method, we utilised the fully convolutional network model suggested by [45] for multi-view
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Table 6.2: 3D-US cardiac image sequences (in total 30) are segmented into LV cavity and
background. Segmentation accuracy is evaluated in terms of Dice score (DSC), surface-to-
surface distances. The consistency of delineations on both ED and ES phases are measured in
terms computed ejection fraction (EF) values. The proposed ACNN-Seg method is compared
against state-of-the art deformable shape fitting [14] and fully-convolutional 3D segmentation
[45] methods.
Mean Hausdorff Dice Ejection Fraction
Dist. (mm) Dist. (mm) Score (%) (Corr) (Bias+LOA) (ml)
E
n
d
-
di
as
to
le BEAS [14] 2.26±0.73 8.10±2.66 .894±.041 0.889 -6.78±27.71
FCN [45] 1.98±1.03 11.94±9.46 .906±.026 0.885 2.74±12.01
ACNN-Seg 1.89±0.51 6.96±1.75 .912±.023 0.913 1.78±10.09
E
n
d
-
sy
st
ol
e BEAS [14] 2.43±0.91 8.13±3.08 .856±.057 - -
FCN [45] 2.83±1.89 12.45±10.69 .872±.050 - -
ACNN-Seg 2.09±0.77 7.75±2.65 .873±.051 - -
p-values p < 0.01 p < 0.001 p ≈ 0.05 - -
3D-US image segmentation problem. It is also observed to be more memory efficient compared
to the standard 3D-UNet architecture [49]. Additionally, we compare our proposed model
against the CETUS’14 challenge winner approach (BEAS) [14] that utilised deformable models
to segment the left ventricular cavity. The challenge results can be found in [20].
The experimental results, given in Table 6.2, show that neural network models outperforms pre-
vious state-of-the-art approaches in this public benchmark dataset although the training data
size was limited to 15 image sequences. The experimental results were evaluated in a blinded
fashion by uploading the generated segmentations from separate 30 sequences into the CETUS
web platform. The main contribution of ACNN model over the standard FCN approaches is the
improved shape delineation of the LV, as it can be seen in terms of the distance error metrics.
In particular, Hausdorff distances were reduced significantly as global regularisation reduces the
amount of spurious false positive predictions and enforces abnormal LV segmentation shapes
to fit into the learnt representation model. This situation is illustrated in Figure 6.8. Similarly,
we observed an improvement in terms of normalised Dice score, which was quantitatively not
significant due to large volumetric size of the LV cavity. Lastly, we compared the extracted
ejection fraction results to understand both the accuracy of segmentations and also the consis-
tency of these predictions on both ED and ES phases. It is observed that the ACNN approach
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(a) (b) (c) (d)
Figure 6.8: (a) Cavity noise limits accurate delineation of the LV cavity in apical areas. (b)
The segmentation model can be guided through learnt shape priors to output anatomically
correct delineations. (c) Similarly, it can make accurate predictions even when the ventricle
boundaries are occluded.
ensures better consistency between frames although none of the methods have used temporal
information.
The reported results could be further improved by segmenting both ED and ES frames simulta-
neously or by extracting the temporal content from the sequences. For instance, propagation of
ED masks to ES frames through optical flow has been shown to be a promising way to achieve
this goal. However, this study mainly focuses on demonstrating the advantages of using priors
in neural network models, and achieving the best possible segmentation accuracy was not our
main focus.
6.3.5 Cardiac MR Image Enhancement
The proposed ACNN model is also applied to the image SR problem and compared against the
state-of-the-art CNN model used in medical imaging [191]. The cardiac MR dataset, described
in Sec. 6.3.1, was split into two disjoint subsets: training (1000) and testing (200). At testing
time, we evaluated our model with both LR-HR clinical image data. In training, however,
LR images are synthetically generated from clinical HR data using the MR acquisition model
discussed in [103]. More details about the acquisition model can be found in [191].
The quality of the upsampled images is evaluated in terms of SSIM metric [269] between the
clinical HR image data and reconstructed HR images. SSIM measure assesses the correlation
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Table 6.3: Average inference time (Inf-T) of the SR models per input LR image (120x120x12)
using a GPU (GTX-1080). ACNN-SR and SR-CNN [191] models are given the same number of
filters and capacity. MOS [141] results, received from the clinicians (R1 and R2), are reported
separately.
SSIM [269] MOS-R1 MOS-R2 Inf-T
Linear .777±.043 2.71±0.82 2.60±.91 -
B-Spline .779±.053 2.77±0.89 2.64±.84 -
SR-CNN [191] .783±.046 3.59±1.05 3.85±.70 .29 s
3D-UNet [49] .784±.045 3.55±0.92 3.99±.71 .07 s
ACNN-SR .796±.041 4.36±0.62 4.25±.68 .06 s
p-values p 0.001 p < 0.001 p < 0.01 -
of local structures and is less sensitive to image noise than PSNR which is not used in our
experiments since small misalignments between LR-HR image pairs could introduce large errors
in the evaluation due to pixel by pixel comparisons. More importantly, intensity statistics of
the images are observed to be different for this reason PSNR measurements would not be
accurate. In addition to the SSIM metric, we used the mean opinion score (MOS) testing
[141] to quantify the quality and similarity of the synthesised and real HR cardiac images.
Two expert cardiologists were asked to rate the upsampled images from 1 (very poor) to 5
(excellent) based on the accuracy of the reconstructed LV boundary and geometry. To serve
as a reference, the corresponding clinical LR and HR images are displayed together with the
upsampled images that are anonymised for a fair comparison.
In Table 6.3, SSIM and MOS scores for the standard interpolation techniques, SR-CNN, and
the proposed ACNN-SR models are provided. In addition to the increased image quality, the
ACNN-SR model is computationally more efficient in terms of run-time in comparison to the
SR-CNN model [191] by a factor of 5. This is due to the fact that ACNN-SR performs feature
extraction in the low dimensional image space. Furthermore, we investigated the contribution
of shape regularisation term in the application of SR, which is visualised in Figure 6.9.
Moreover, we investigated the use of SR as a pre-processing technique for subsequent analy-
sis such as image segmentation, similar to the experiments reported in [191]. In that regard,
the proposed SR model and U-Net segmentation models are concatenated to obtain HR seg-
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Figure 6.9: Image super-resolution (SR) results. From left to right, input low resolution MR
image, baseline SR approach [191] (no global loss), the proposed anatomically constrained SR
model, and the ground-truth high resolution acquisition.
mentation results. However, we observed that the proposed baseline sub-pixel segmentation
model (3D-Seg), which merges both SR and segmentation tasks, performs better than the con-
catenated models. The 3D-Seg approach uses the convolution kernels more efficiently without
requiring the model to output a high-dimensional intensity image. For this reason, SR models
should be trained by taking into account the final goal and in some cases it’s not required to
reconstruct a HR intensity image for HR analysis.
6.3.6 Learnt Latent Representations and Pathology Classification
The jointly trained T-L model and its latent representations are analysed and evaluated in
the experiment of image pathology classification. This experiment focuses on understanding
the information stored in the latent space and also investigates whether they can be used
to distinguish healthy subjects from dilated and hypertrophic cardiomyopathy patients. For
this, we collected 64 dimensional codes from segmentation images of the cardiac MR dataset
explained in Sec. 6.3.1. Similarly, principal component analysis (PCA) was applied to the
same segmentation images (containing LV blood-pool and myocardium labels) to generate 64
dimensional linear projection of the labels, which requires additional spatial-normalisation prior
to linear mapping. The generated codes were then used as features to train an ensemble of
decision trees to categorise each image. We used 10-fold cross-validation on 60 CMR sequences
and obtained 76.6% vs 83.3% accuracy using PCA and T-L codes extracted from ED phase.
By including the codes from ES phase, the classification accuracies were improved to 86.6%
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Figure 6.10: Anatomical variations captured by the latent representations in T-L network
(swipe from µ − 2σ to µ + 2σ). Based on our observation, the first and second dimensions
capture the variation in the wall thickness of the myocardium (x-axis) and lateral wall of the
ventricle (y-axis).
vs 91.6%. This result shows that although the AE and T-L models are not trained with the
classification objective, they can still capture anatomical shape variations that are linked to
cardiac related pathologies. In particular, we observed that some latent dimensions are more
commonly used than others in tree node splits. By sampling codes from the latent space
across these dimensions, we observed that the network captures the variation in wall thickness
and blood pool size as shown in Figure 6.10. Since we obtain a regular and smooth latent
representation, it is possible to transverse along the latent space and generate LV shapes by
interpolating between data points. It is important to note that classification accuracies can be
further improved by training the AE and T-L models with a classification objective. Our main
goal in this experiment was to understand whether the enforced prior distributions contain
anatomical information or they are abstract representations only meaningful to the decoder of
the AE.
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6.4 Discussion and Conclusion
In this work, we presented a new image analysis framework that utilises autoencoder (AE) and
T-L networks as regularisers to train neural network (NN) models. With this new training
objective, at testing time NNs make predictions that are in agreement with the learnt shape
models of the underlying anatomy, which are referred as image priors. The experimental results
show that the state-of-the-art NN models can benefit from the learnt priors in cases where the
images are corrupted and contain artefacts. The proposed regulariser model can be seen as an
application-specific training objective. In that regard, our model differentiates from the VGG-
Net [246] feature based training objectives [120, 141]. VGG features tend to be more general
purpose representations that are learnt from ImageNet dataset containing natural images of
a large variety of objects. In contrast to this, our AE model is trained solely on cardiac
segmentation masks and features are customised to identify anatomical variations observed in
the heart chambers. For this reason, we would expect the AE features of the segmentations to
be more distinctive and informative.
As an alternative to the proposed framework, label space dependencies could be exploited also
through adversarial loss (AL) objective functions. Such approaches have been used successfully
in natural image super-resolution (SR) [141] and segmentation [164] tasks. In SR application,
AL enables the SR network to hallucinate fine texture detail, and the synthesized HR images
appear qualitatively more realistic. However, at the same time the PSNR and SSIM scores are
usually worse. For this reason, the authors of [141] have pointed out that adversarial training
may not be suitable for medical applications, where the accuracy and fidelity of the visual con-
tent more important than the qualitative appearance of the HR images. Moreover, we believe
that adversarial training comes at the expense of less interpretability of the regularisation term
and unstable model training behaviour, which still remains an open research problem.
Additionally, in the experiments we demonstrated that the learnt codes can be used as biomark-
ers for classification of cardiac related pathologies and we analysed the distribution of the learnt
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latent space. This latent space can be further constrained to be Gaussian distributed by re-
placing the proposed regularisation model with a variational autoencoder. However, this design
choice was not considered in our ACNN framework due to two main reasons: (I) the additional
K-L divergence term (constraint) would reduce the representation power of the AE; thus, the
local anatomical variations would not be captured in detail. (II) A generative AE model is
not essential for the regularisation of the proposed segmentation and SR models. A variational
architecture would be useful if it was required to sample random instances from the latent space
and reconstruct anatomically meaningful segmentation masks; however, in our framework we
are only interested in the anatomy specific AE features for model regularisation.
The presented ACNN framework is not only limited to the medical image segmentation and
SR tasks but can be extended to other image analysis tasks where prior knowledge can provide
model guidance and robustness. In that regard, future research will focus on the application
of ACNN to the problems such as human pose estimation, anatomical and facial landmark
localisation on partially occluded image data.
6.5 Implementation Details
In this section, we give the details about the meta-parameter choices and sampling strategies. In
both the super-resolution (SR) and segmentation (Seg) models, the weight decay regularisation
term is weighted by λ2 = 5 × 10−6, and gradient descent learning-rate is fixed to lr = 0.001.
The weight of global priors is chosen experimentally to be λ1 = 0.01. Mini batch-size, which is
the number of samples used for each back-propagated gradient update, is set to be 8 samples.
The models are trained with full images without a need for patch extraction since the cardiac
2D MR image stack size is relatively smaller compared to the available GPU memory. In
the SR problem, the through-plane upsampling factor is fixed to K = 5 and the synthetic
low-resolution training samples are generated simply by filtering high-resolution images with a
Gaussian blurring kernel (σ = 4.0) along the through plane direction. The blurring operation
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Table 6.4: Structure of the predictor model: The model maps the input HR intensity image
(120x120x60) to the latent space and generates a 64-dim representation. The size, number, and
stride of the learnt convolution (Conv) kernels are provided. The filters operate on different
image scales (S1-S4) and each convolution operation is followed by a non-linear unit (ReLU).
Size Stride # Kernels Non-linearity
S
1 Conv (f:3,3,3) (s:1,1,1) (N:32) ReLU
Conv (f:3,3,3) (s:1,1,1) (N:32) ReLU
S
2 Conv (f:3,3,3) (s:2,2,2) (N:64) ReLU
Conv (f:3,3,3) (s:1,1,1) (N:64) ReLU
S
3 Conv (f:3,3,3) (s:2,2,2) (N:128) ReLU
Conv (f:3,3,3) (s:1,1,1) (N:128) ReLU
S
4
Conv (f:3,3,3) (s:2,2,2) (N:256) ReLU
Conv (f:3,3,3) (s:1,1,1) (N:1) ReLU
FC - - (N:64) None
is followed by a decimation operator along the same image dimension. In the segmentation
problem, the Sorensen-Dice loss was tested in the experiments as an alternative to the cross-
entropy loss, yet we observed a degraded performance since the latter is a smoother function.
6.5.1 Network Structure
In this section, we give the network structures of the autoencoder (AE) and the predictor,
which together build the T-L network. The details are provided in Table 6.4 and 6.5. As can
be seen in the tables, residual connections are not used in our models (10-18 layers) since they
do not provide significant accuracy gains for smaller networks as reported in [141]. Addition-
ally, non-linear layers are not applied on the lower dimensional latent representations since
that would further constrain the autoencoder. The number of the hidden units (64) is cho-
sen experimentally, and optimal configurations can be explored to improve the reconstruction
performance. The input layer of the AE model is extended to multi-label segmentation maps
through one-hot image representation, where each label is converted into a separate channel at
the input. Lastly, in both models (AE and PR) each convolution layer, except the last one, is
followed by batch-normalisation for better convergence behaviour.
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Table 6.5: Structure of the autoencoder (AE) model: The encoder part maps the given input
segmentation map (120x120x60) to the latent space through convolution (Conv) and fully-
connected (FC) layers. The decoder part recovers the input from the low-dimensional repre-
sentation and outputs a segmentation map (120x120x60). The size, number, and stride of the
learnt convolution (Conv) kernels are provided. The filters operate on different image scales
(S1-S4) and each convolution operation is followed by a non-linear unit (ReLU).
Kernel Stride # Kernels NonLin
S
1 Conv (f:3,3,3) (s:2,2,1) (N:16) ReLU
Conv (f:3,3,3) (s:1,1,1) (N:16) ReLU
S
2 Conv (f:3,3,3) (s:2,2,2) (N:32) ReLU
Conv (f:3,3,3) (s:1,1,1) (N:32) ReLU
S
3 Conv (f:3,3,3) (s:2,2,2) (N:64) ReLU
Conv (f:3,3,3) (s:1,1,1) (N:64) ReLU
S
4 Conv (f:3,3,3) (s:3,3,3) (N:1) ReLU
H
C FC - - (N:64) None
FC - - (N:125) ReLU
S
4 Deconv (f:7,7,7) (s:3,3,3) (N:64) ReLU
Conv (f:3,3,3) (s:1,1,1) (N:64) ReLU
S
3 Deconv (f:4,4,4) (s:2,2,2) (N:32) ReLU
Conv (f:3,3,3) (s:1,1,1) (N:32) ReLU
S
2 Deconv (f:4,4,4) (s:2,2,2) (N:16) ReLU
Conv (f:3,3,3) (s:1,1,1) (N:16) ReLU
S
1 Deconv (f:4,4,1) (s:2,2,1) (N:16) ReLU
Conv (f:3,3,3) (s:1,1,1) (N:3) None
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Table 6.6: Structure of the segmentation and super-resolution models. The model takes a low-
resolution image as an input (120x120x60) and performs a sub-pixel classification or regression.
The size, number, and stride of the learnt convolution (Conv) and deconvolution (Deconv)
kernels are provided. The filters operate on different image scales (S1-S5) and each convolution
operation is followed by a non-linear unit (ReLU).
Layer Kernel Stride # Kernels NonLin
S
1 Conv 1 1 (f:3,3,3) (s:1,1,1) (N:16) ReLU
Conv 1 2 (f:3,3,3) (s:1,1,1) (N:16) ReLU
S
2 Conv 2 1 (f:3,3,3) (s:2,2,1) (N:32) ReLU
Conv 2 2 (f:3,3,3) (s:1,1,1) (N:32) ReLU
S
3 Conv 3 1 (f:3,3,3) (s:2,2,1) (N:64) ReLU
Conv 3 2 (f:3,3,3) (s:1,1,1) (N:64) ReLU
S
4 Conv 4 1 (f:3,3,1) (s:2,2,1) (N:64) ReLU
Conv 4 2 (f:3,3,1) (s:1,1,1) (N:64) ReLU
S
5 Conv 5 1 (f:3,3,1) (s:3,3,1) (N:128) ReLU
Deconv 5 1 (f:6,6,1) (s:3,3,1) (N:128) ReLU
S
4
Concatenate Deconv 5 1 and Conv 4 2 None
Conv 4 3 (f:3,3,1) (s:1,1,1) (N:64) ReLU
Deconv 4 1 (f:4,4,1) (s:2,2,1) (N:64) ReLU
S
3
Concatenate Deconv 4 1 and Conv 3 2 None
Conv 3 3 (f:3,3,1) (s:1,1,1) (N:64) ReLU
Deconv 3 1 (f:4,4,1) (s:2,2,1) (N:64) ReLU
S
2
Concatenate Deconv 3 1 and Conv 2 2 None
Conv 2 3 (f:3,3,1) (s:1,1,1) (N:32) ReLU
Deconv 2 1 (f:4,4,1) (s:2,2,1) (N:32) ReLU
S
1
Concatenate Deconv 2 1 and Conv 1 2 None
Conv 1 3 (f:3,3,1) (s:1,1,1) (N:16) ReLU
Deconv 1 1 (f:1,1,11) (s:1,1,5) (N:64) ReLU
Conv 1 4 (f:3,3,3) (s:1,1,1) (N:3) None
Chapter 7
Summary and Future Work
In this chapter, we first give a brief overview of the thesis’ scope and the research problems.
In addition, the proposed and achieved technical contributions are shortly summarised item by
item. Furthermore, we discuss about the current limitations of the proposed algorithms and
propose possible directions for future research. Lastly, we conclude the chapter with a general
outlook on the thesis and possible future cardiac imaging research.
7.1 Summary
Diagnosis and treatment of patients with suspected or known cardiovascular disease has become
increasingly dependent on the use of non-invasive cardiac imaging techniques. Two of the well
established imaging modalities, ultrasound (US) and magnetic resonance imaging (MRI), allow
accurate assessment of heart function and morphology by precise delineation of the myocardial
anatomy with high tissue contrast and resolution [51, 124]. Moreover, image based quantitative
analysis has been increasingly recognised as crucial [231] for more detailed and objective analysis
of the heart anatomy, which involves derivation of physiological clinical indices from the imaging
data. Particular examples are ventricular mass and volumetric measurements, myocardial wall
thickness and strain analysis.
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Image analysis tools have an important role in accurate and objective assessment of these
clinical measurements from multi-modal imaging data. However, full automation and reliable
utilisation of these software tools still face technical challenges due to limitations imposed by
the imaging modalities:
 Imaging data artefacts that are specific to the employed imaging modality. Common
examples are patient respiratory motion (CMR), signal drop-out and shadowing (US).
 Low resolution image data in the through-plane direction, which is commonly observed
in 2D cine cardiac MR images.
 Differences in appearance of the left ventricular anatomy, which is observed between
different imaging modality types such as US and MRI.
The thesis has focused on studying the adverse effects of these limitations imposed by the imag-
ing modalities on common automated analysis tasks such as image registration, segmentation,
and image super-resolution. The experimental results, provided in the previous chapters, show
that the proposed frameworks can lead to more reliable solutions by overcoming the limitations
observed in cardiac imaging.
From a general perspective, the presented approaches share two common features: (I) machine
learning models and a large number of training datasets are used for better understanding of the
image data, and (II) a new image representation is extracted from raw intensities to provide
additional information for subsequent image analysis. The former feature brings additional
domain knowledge into the image processing framework, which is later used to guide the analysis
and reduces the algorithm sensitivity. For instance, high resolution appearance of the left
ventricle, which is learnt from the training samples, can inform and guide the segmentation
modules to better delineate the anatomical boundaries as shown in Chapters 5 and 6. Learning
new image representations, on the other hand, provide better data interpretability and task
simplification in image analysis. To elaborate on that we can consider the multi-modality
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comparison experiments given in Section 3.6, where US and MR cardiac images were compared
with each other in the learnt PEM space. By extracting the endocardial surface boundaries, we
have been able to compare the properties of each modality in terms of how they visualise the left
ventricle. Another example to consider is the multi-modal cardiac image registration problem
discussed in Section 3.3. The learnt PEM space enables us to perform the spatial alignment
between images only with respect to the myocardial boundaries, where the background intensity
data dissimilar between US and MRI is not involved in the optimisation function. In this
way, the registration task is simplified. The next section summarises the other achievements
presented in this thesis, and gives examples of how the learnt representations could provide us
a better understanding of cardiac images.
7.1.1 Achievements
Multi-modal cardiac image registration: In Chapter 3, we have investigated feature
based intra- and inter-modality cardiac image registration problems: multi-atlas 3D-US seg-
mentation, and registration of pre- and intra-operative MR/US cardiac images. An analysis
on existing approaches which rely on feature maps, has shown that the existing methods such
as MIND [109] and local phase [131] descriptors show large sensitivity to US image quality,
and the registration capture range is usually quite limited. In other words, the initialisation of
the registration algorithm is quite crucial for a reliable operation. To address these problems,
we have first introduced a new image feature type namely probabilistic edge maps (PEMs).
In the context of this thesis, it is referred as an image representation type. Later, we have
demonstrated its application to multi-modal US/MR registration and 3D-US multi-atlas seg-
mentation problems, where the latter involves intra-subject US registration as well. Besides the
improved registration accuracy and increased capture range, the work has made the following
two contributions as well: (I) This was one of the earliest works that has utilised a supervised
machine learning model within a multi-modal medical image registration framework, (II) since
PEMs outline only the organ surface boundary, a target organ-specific image similarity metric
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can be defined which significantly simplifies the multi-modal registration problem.
In the multi-atlas (MA) segmentation problem, we have demonstrated that the PEM-MA frame-
work achieves top segmentation accuracy in the CETUS challenge, which was held as part of
the MICCAI 2014 conference. Based on these two examples, we can conclude that the PEM
representation is a good alternative to intensity based analysis techniques when 3D-US cardiac
images are involved in the processing pipeline. However, as a downside, the proposed approach
and PEM representation do require manual surface annotations for model training.
At end of the chapter, we have presented a comparison study between cardiac US and cine MR
images. The objective was to understand the underlying reasons of why the LV volumetric mea-
surements performed on 3D-US image data underestimate the values obtained from the cardiac
MR images. To best of our knowledge, earlier clinical studies [55, 170] have not investigated
this problem on a local image pixel level. In contrast, we have mapped the spatially aligned
endocardium segmentations into a common space in form of a cardiac atlas, and analysed the
local differences between the US/MR segmentations locally. In that regard, future studies can
benefit from PEM based registration method and atlas based analysis techniques to investigate
this problem in more depth.
Anatomical landmark localisation in cardiac images: In Chapter 4, a new methodol-
ogy is proposed to localise anatomical landmarks in cardiac MR images, which can find several
application areas such as image acquisition planning, or image registration initialisation. In
particular, the second feature is an important requirement for most atlas based segmentation
techniques [11]. As an extension to the PEM representation, we have demonstrated that ex-
tracted surface points can also help to identify and localise key anatomical landmarks (LM)
such as RV insert points and apex. This goal is achieved by allowing the surface points to cast
votes for each individual LM location, and the collected votes are later aggregated to obtain
the final result. In this respect, the propose framework is similar to the Hough voting [90], but
in our case the information is collected only from the myocardium surface points via PEMs.
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Moreover, we have proposed a new node split model that could effectively learn population
specific distributions for classification and regression tasks. The experimental results show the
improved accuracy over the standard classification and Hough voting based landmark localisa-
tion techniques.
Cardiac cine-MR image quality enhancement: Cine cardiac MR (CMR) images are
often acquired in stacks of 2D slices over several heartbeat cycles and patients are required
to hold their breath repeatedly for the acquisition of each slice. Since this is the common
protocol in clinical practice, the quantitative analysis suffer from low resolution in the direction
orthogonal to the slice acquisition plane. This technical problem has been studied over the years
to achieve faster and also accurate image acquisition techniques such as parallel imaging and
partial k-space sampling [166, 211]. In parallel to these attempts, super-resolution techniques
have been developed and applied to cine cardiac MR images such as atlas [243] and regression
model [2] based approaches. However, their application have been usually impractical either
due to long computation time or insufficient model accuracy.
To address these challenges, we have proposed a CNN based super-resolution approach (SR-
CNN) in Chapter 5. SR-CNN significantly improves the performance in terms of both compu-
tation time and accuracy by learning more complex regression models. In the experiments, we
have demonstrated that subsequent image analysis such as motion tracking or LV segmentation
can benefit from super-resolution when it is used a pre-processing technique to enhance the res-
olution of the input CMR images. Lastly, it is worth to mention that in Section 3.5, we have
proposed another image enhancement technique for CMR images. The presented framework
utilises PEMs to reduce the respiratory motion artefacts observed between adjacent slices in
image stacks.
Integration of prior anatomical knowledge in CNNs Motion artefacts observed in im-
age data usually degrade the performance of the segmentation and super-resolution CNN mod-
els that are proposed in the previous chapter. Similarly, the same observation can be made in
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3D-US data when the ventricle boundaries are missing due to shadowing. Instead of using an
external ad-hoc pre-processing technique to correct these artefacts, we have explored combined
pre-processing and analysis techniques within the CNN framework. In other words, the trained
CNN models are taught to be aware of the underlying LV geometry, shape and anatomy. By
achieving this goal, one could obtain a multi-atlas equivalent of CNN segmentation and super-
resolution models.
We incorporated this prior knowledge by training the standard baseline models with a shape reg-
ularisation network which is learnt separately using segmentation labels only. The experiments
show that the new architecture, namely anatomically constrained neural networks (ACNN),
can significantly boost the performance of baseline approaches when the testing data is not
self-sufficient for the analysis due to imaging artefacts.
7.2 Limitations and Future Work
In this section, the main limitations of the presented image analysis methods are listed together
with some suggestions to tackle these limitations in future research. It is important to note
that the technical drawbacks are not limited to the items listed below:
Better ways to encode the structural information: The proposed PEM representation
is mainly intended to capture the structural information in 3D-US images. Nevertheless, one
dimensional representation for each pixel point does not necessarily contain all the required
information to guide an image registration algorithm. For instance, the representation could be
enriched by including boundary angle and polarity information. Such multi-channel representa-
tions can be used in image registration objective functions as in the case of [148]. Moreover, the
representation power of the features can be further enhanced by exploring new feature spaces
through CNN models. One particular example could be adversarial training of MR/US pairs
to obtain a modality independent feature space.
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Learning a PEM model without training data: One of the main limitations of the PEM
based registration technique is the requirement of training data. Additional information given
by the external training data provided algorithm robustness, but its applicability is usually
limited by the availability of the data. To circumvent this problem, we believe that future
research could investigate domains such domain knowledge transfer or weakly supervised learn-
ing. A particular example was proposed in [149] to learn spatio-temporal object boundaries
from motion edges in an unsupervised way.
Optimal ways to register PEMs: In the proposed method, the edge maps obtained from
US and MR images are registered using a robust block matching algorithm [197] that is designed
for intensity images. Although with the current setting this approach provides good spatial
alignment results, the performance could be further enhanced by exploring the use of robust
surface alignment techniques or point matching algorithms [98, 181].
Adversarial learning should be used in the proposed CNN models: Recently, adver-
sarial learning (AL) has been shown to be a powerful technique to design a customised loss
function that could not be formulated explicitly in a closed-form expression. Recent studies
[101, 141] have shown that models trained with AL objective functions can capture the true
underlying data distribution, which could enable us to capture the data manifold of seman-
tic segmentations or the high-resolution cardiac image representations. In other words, the
performance of ACNN models can be further improved by learning the shape space through
the AL objective function. However, stable model training behaviour is still an open research
problem in AL, and there is no well-established strategy to train models with this objective.
Future research should investigate this problem and ACNN training may no longer be required
to obtain 3D LV mesh representations from 2D stack CMR images.
Optimisation of multiple loss terms in CNN training is inefficient: The proposed
ACNN model is trained by minimising an objective function that is composed of shape prior
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and reconstruction loss terms. The two loss functions are coupled with each other through a
weighting term, and the optimal value for this parameter is computed through a grid-search
approach. A similar problem can be encountered in optimisation of both reconstruction and
AL loss terms. In [122], a dynamic loss weighting scheme has been proposed to obtain a
better convergence behaviour. However, there has not been a proposed systematic way to
solve this problem and we believe that future research should investigate better ways to couple
different loss terms. One possible direction is combining multiple objectives through uncertainty
weighting as suggested in [125], which allows to combine quantities with different scales in both
classification and regression settings.
Super-resolution should not be the end-goal: The thesis has presented two different
CNN models for the cardiac image super-resolution (SR) problem. Many other studies have ex-
plored this research area and proposed different SR solutions (e.g. coupled dictionary learning
or atlas based techniques). Medical image SR in general can potentially provide better quali-
tative assessment and guidance for subsequent analysis, as it is shown in Chapter 5. However,
with the advent of CNNs, it is no longer required to reconstruct a high resolution (HR) inten-
sity image to perform HR volumetric measurements. In more detail, end-to-end training of 2D
stack data and high-resolution segmentations enables this feature. Moreover, models trained
with this objective function significantly outperform the concatenated SR and segmentation
models as shown in Chapter 6. This is mainly due to the fact that it is no longer required to
spare the model capacity to reconstruct HR intensity images. For this reason, SR may not be
required for HR image analysis and the SR training objective function needs to be designed by
considering the end-goal of the analysis framework.
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