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СИСТЕМИ ЛІНІЙНИХ РІВНЯНЬ ЗІ СПОТВОРЕНИМИ 
ПРАВИМИ ЧАСТИНАМИ НАД СКІНЧЕННИМИ КІЛЬЦЯМИ  
З метою побудови кореляційних атак на сучасні словооріє-
нтовані потокові шифри досліджуються методи розв’язання 
систем лінійних рівнянь зі спотвореними правими частинами 
над довільними скінченними кільцями. Отримано узагальнен-
ня й уточнення низки раніше відомих результатів стосовно ме-
тодів розв’язання зазначених систем рівнянь над полями чи кі-
льцями лишків порядку 2r.  
Ключові слова: кореляційний криптоаналіз, система ліній-
них рівнянь зі спотвореними правими частинами, метод макси-
муму правдоподібності, задача про адитивне k-представлення, 
алгоритм BKW.  
Вступ. Нехай R  — скінченне (асоціативне) кільце з одиницею, 
| |R q . Розглянемо систему рівнянь (СР) зі спотвореними правими 
частинами 
 Ax b , (1) 
де A  — m n -матриця над кільцем R , b  — вектор довжини m  з 
координатами i i ib A a   , 1,i m , де 1, ... , mA A  — рядки матриці 
A , T1( ,..., )na a a  — невідомий вектор-стовпець над кільцем R  (іс-
тинний розв’язок СР (1)), 1, ... , m   — незалежні випадкові величини, 
розподілені за законом { } ( )iP z p z   , де ( ) 0p z   для кожного 




 . Задача розв’язання СР (1) полягає у відновленні 
вектора a  за відомими матрицею A , вектором b  і розподілом ймо-
вірностей ( ( ) : )p p z z R   .  
До розв’язання цієї задачі приводить, зокрема, побудова кореля-
ційних атак на синхронні потокові шифри, причому, як правило, R  є 
полем з двох елементів [1, 2]. Методи вирішення зазначеної задачі у 
випадках (2 )rR GF  та / (2 )rR Z , де 2r  , викладені в роботах 
[3, 4] і [5, 6] відповідно.  
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Метою статті є узагальнення та уточнення окремих результатів 
робіт [4, 6]. Враховуючи обмеження щодо обсягу статті, ми не наво-
димо тут доведення отриманих теорем. 
1. Оцінка кількості рівнянь, необхідних для успішного 
розв’язання СР (1) із заданою ймовірністю помилки. Припустимо, що 
матриця A  є фіксованою. В цьому випадку будь-який алгоритм віднов-
лення вектора a  з системи рівнянь (1) задається певним відображенням 
: m nAD R R , яке ставить у відповідність вектору b  з координатами 
(2) «оцінку» вектора a . При цьому (середня) ймовірність помилки алго-





D q P D b a 

  .  
Наступна теорема уточнює теорему 5 роботи [4], яка містить еврис-
тичну оцінку числа рівнянь, необхідних для надійного розв’язання 
СР (1) над полем з 2r  елементів.  
Теорема 1. Припустимо, що відображення x Ax , nx R  є 
ін’єктивним, і m  є найменшим числом рівнянь у системі (1), для яко-
го існує алгоритм її розв’язання з ймовірністю помилки не більше 
ніж (0, 1 2)  . Тоді  
 









де 1 2( ) ( ( ) 1)
z R
p q qp z


   , 2 2( ) log (1 ) log (1 )h          .  
Зауважимо, що на відміну від теореми 5 в [4], нерівність (2) міс-
тить явну залежність параметра m  від параметра   та не базується 
на будь-яких евристичних припущеннях.  
2. Оцінка ймовірності відновлення істинного розв’язку СР (1) 
методом максимуму правдоподібності. Для будь-якого nx R  позна-
чимо ( )x b Ax   . Розв’язання СР (1) методом максимуму правдоподі-
бності полягає в знаходженні «оцінки» *a  вектора a  за правилом 
{ ( *)} max { ( )}
nx R
P a P x   

   , де 1( , ... , )m   . Якщо вектор a  є 
рівномірно розподіленим на множині nR , то метод максимуму правдо-
подібності має найменшу (середню) ймовірність помилки серед усіх 
методів розв’язання СР (1) (див., наприклад, [7, с. 141].  
Аналітичні оцінки ймовірності правильного відновлення істин-
ного розв’язку СР (1) методом максимуму правдоподібності отримані 
в [8] для випадку (2)R GF  та в [6] для загального випадку. Наступ-
на теорема підсилює основний результат роботи [6].  
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Теорема 2. Нехай матриця A  має рівномірний розподіл ймовір-
ностей на множині усіх матриць розміру m n  над кільцем R  та не 
залежить від випадкового вектора 1( , ... , )m   . Позначимо 









  та 
припустимо, що max minp p . Тоді для будь-якого 
na R  справедли-
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   . 
Отже, за умови теореми 2 метод максимуму правдоподібності на-
дає можливість відновити істинний розв’язок СР (1) з ймовірністю по-
милки не більше ніж (0, 1)   (відносно сумісного розподілу матриці 
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3. Субекспоненційні алгоритми розв’язання СР (1). Найефекти-
вніші на сьогодні алгоритми розв’язання систем лінійних рівнянь зі спо-
твореними правими частинами та випадковими рівноймовірними матри-
цями коефіцієнтів над полем (2)GF  мають субекспоненційну часову 
складність і, як правило, базуються на розв’язанні задачі про адитивне 
представлення (див. роботи [9, 10] та наведені там посилання).  
Для випадку довільного скінченного кільця R  остання задача 
має таке формулювання. Задано список L , що складається з l  випа-
дкових незалежних та рівноймовірних векторів 1, ... ,
n
lz z R . Потрі-
бно знайти в цьому списку адитивне k -представлення нульового ве-





z z     .  
Ефективні алгоритми розв’язання задачі про адитивне представ-
лення відомі для випадків (2)R GF  [11, 12] та (2 )rR GF , де 
2r   [13]. Наступна теорема узагальнює твердження про властивості 
одного з таких алгоритмів: алгоритму BKW [11].  
Теорема 3. Нехай , ,u v   — натуральні числа і n uv , 12uk  , 
( 1) vl u q   . Тоді існує алгоритм, який знаходить адитивне k -пред-
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ставлення нульового вектора у випадковому рівноймовірному списку L  
довжини l  з ймовірністю не менше ніж 1 e  , використовуючи 
( ( ) )vO u u q  операцій над n -вимірними векторами над кільцем R . 
Зауважимо, що алгоритм, зазначений у формулюванні теореми 
3, не відрізняється за сутністю від класичного алгоритму BKW.  
Можливість ефективного розв’язання задачі про адитивне пред-
ставлення дозволяє узагальнити низку відомих субекспоненційних 
алгоритмів розв’язання СР (1) над полями порядку 2r  на системи 
лінійних рівнянь зі спотвореними правими частинами над довільним 
скінченним кільцем.  
Розглянемо докладніше один з таких алгоритмів, який є безпо-
середнім узагальненням алгоритму з [4].  
Алгоритм B , що пропонується, залежить від натуральних па-
раметрів 1n , l , t , де 11 1n n   , m lt , та допоміжного алгоритму 
  розв’язання задачі про адитивне представлення з параметрами 
1, ,n n k l  і за певних умов дозволяє відновлювати перші 1n  коорди-
нат істинного розв’язку СР (1).  
Для будь-якого nz R  позначимо z  та z  підвектори вектора 
z , що складаються з його перших 1n  та останніх 1n n  координат 
відповідно. Запишемо СР (1) у вигляді i i iA x A x b     , 1,i m . 
Алгоритм B  має такий вигляд.  
1. Розіб’ємо систему рядків 1, ... , mA A   на t  списків jL  довжини 
l  кожний та застосуємо для кожного 1,j t  алгоритм   до списку 
jL . Якщо хоча б в одному випадку алгоритм   завершується неус-
пішно, то алгоритм B  припиняє роботу. Інакше отримаємо рівності 
вигляду 
1 ( ) ( )
0
kj jA A        , де 1 ( ) ( ),... , kj j jA A L    , 1,j t .  
2. Складемо СР зі спотвореними правими частинами  
( ) ( )A j x b j   , 1,j t ,  
де  
1 ( ) ( )
( )
kj jA j A A        , 
1 1( ) ( ) ( ) ( )
( ) ( ) ( )
k kj j j jb j b b A j a                , 
та розв’яжемо її методом максимуму правдоподібності.  
Теорема 4. Нехай матриця A  має рівномірний розподіл ймовір-
ностей на множині усіх матриць розміру m n  над кільцем R  та не 
залежить від випадкового вектора 1( , ... , )m   . Нехай, далі,  












   
,  
12uk  , 1( ln(2 ) 1) vl u t q      , m lt ,  
де t  задається виразом у правій частині нерівності (3) з заміною n  на 
1n ,   на 2 , а розподілу p  на його k -й степінь відносно операції 
згортки розподілів ймовірностей на адитивній групі кільця R . Тоді, ви-
користовуючи в ролі   алгоритм, зазначений у формулюванні теореми 
3, можна відновити з ймовірністю не менше ніж 1   перші 1n  коорди-
нат вектора a  за допомогою алгоритму B , використовуючи 
1
12 ( )
nn tq O ult  операцій над n -вимірними векторами над кільцем R . 
Зокрема, при фіксованих q , 1n  та n   трудомісткість алго-
ритму B  складає 
2
log( log log )
n
nO tq t n  зазначених операцій.  
Висновки. Отримані результати показують, що відомі методи та 
алгоритми розв’язання систем лінійних рівнянь зі спотвореними прави-
ми частинами над кільцями лишків або полями порядку 2r  допускають 
узагальнення на випадок систем над довільними скінченними кільцями. 
Зокрема, це відноситься до найкращих на сьогодні субекспоненційних 
алгоритмів розв’язання систем лінійних рівнянь зі спотвореними прави-
ми частинами над полем з 2r  елементів [4, 10]. Теореми 2 та 3 підсилю-
ють раніше відомі оцінки кількості рівнянь, що необхідні та, відповідно, 
достатні для розв’язання СР вигляду (1) із заданою ймовірністю помилки 
і можуть бути використані для оцінювання стійкості сучасних словоорі-
єнтованих потокових шифрів відносно кореляційних атак. 
Розробка методу обґрунтування стійкості зазначених шифрів ві-
дносно атак, що базуються на розв’язання СР (1) над кільцями поряд-
ку 2q  , є предметом подальших досліджень.  
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In order to build correlation attacks on modern word-oriented stream 
ciphers, methods for solving systems of linear equations corrupted by noise 
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