Stima della curva di phillips a la gali (2011): potere descrittivo e stabilità by Zaccaria , Giada
UNIVERSITÀ DEGLI STUDI DI 
PADOVA 
 
FACOLTÀ DI SCIENZE STATISTICHE 













Relatore: Prof. Efrem Castelnuovo 
 
 
Laureanda: Giada Zaccaria 
 
                                                                                  Matricola: 573274- SEF 













INTRODUZIONE ................................................................................................................... 4 
Capitolo 1 ............................................................................................................................ 5 
Il MODELLO DI JORDI GALì .................................................................................................. 5 
1.1ANALISI DEL MODELLO................................................................................................... 6 
1.2 DATI ............................................................................................................................... 7 
Capitolo 2 ............................................................................................................................ 8 
ANALISI EMPIRICA ............................................................................................................... 8 
2.1 ANALISI GRAFICA PRELIMINARI..................................................................................... 8 
Ϯ͘Ϯ^d/D>DK>>KWZ>͛/EdZKDW/KE ........................................................ 10 
2.3 STIMA DEL MODELLO PER I VARI SOTTO-CAMPIONI .................................................. 12 
Capitolo 3 .......................................................................................................................... 26 
CONCLUSIONI .................................................................................................................... 26 
BIBLIOGRAFIA .................................................................................................................... 30 














mi  ha  permesso,  seppur  in  maniera  ridotta,  di  mettere  in  pratica  nozioni 
͞ƚĞŽƌŝĐŚĞ͟ĂƉƉrese durante questo percorso di studi, a dati reali, permettendomi 
di avere un piccolo riscontro concreto e operativo di quanto studiato fin ad ora; 
questo è il motivo per cui ho deciso di realizzare una tesi di questo tipo; una tesi 
in cui ho svolto delle analisi statistiche in ambito macroeconomico.  
>͛ŽďďŝĞƚƚŝǀŽƉƌŝŶĐŝƉĂůĞĚŝquesto lavoro è rispondere alla domanda: il modello 
preso  in  esame  da  Jordi  Galì͕ ĐŚĞ ƐƚƵĚŝĂ ů͛ŝŶĨůĂǌŝŽŶĞ ĚĞŝ salari,  è  adatto  a 
modellare  i  dati  considerati?  Vedremo  poi  che  la  risposta  cambierà,  almeno 
parzialmente,  a  seconda  degli  intervalli di  dati  esaminati.  Operativamente ho 
ƐƚŝŵĂƚŽŝůŵŽĚĞůůŽƉƌŝŵĂƉĞƌů͛ŝŶƚĞƌŽĐĂŵƉŝŽŶĞƉŽŝƉĞƌƵŶĂŵĂŐŐŝŽƌƉƌĞĐŝƐŝŽŶĞ
nelle considerazioni, per due sotto-campioni; il primo che racchiude il periodo 
della  grande  inflazione  ed  il  secondo  che  include  quello  della  grande 
moderazione. In seguito ai risultati si è reso necessario: 
x  SuddiviĚĞƌĞƋƵĞƐƚ͛ƵůƚŝŵŽƐŽƚƚŽ-campione in due ulteriori intervalli. 
x  Proporre alcune varianti del modello per capire se, così facendo, i risultati 
piuttosto carenti avrebbero potuto migliorare.  
Ovviamente quando ho iniziato questo lavoro non mi erano chiare le varie fasi 
che avrei dovuto seguire. Questo modo di operare è stato dettato dai risultati 
che ho trovato progressivamente. 5 
 
Nonostante  abbia  stimato  parecchi  modelli  in  intervalli  temporali  diversi  ma 
piuttosto  ampi  il  giudizio  finale  è  univoco  a  meno  di  due  casi.  La  bontà 
Ě͛adattamento del modello ai dati varia a seconda del campione considerato ma 
complessivamente peƌŐůŝĂŶŶŝƉƌĞ͛ϳϵŝůŵŽĚĞůůŽƐŝĂĚĂƚƚĂŵĞŐůŝŽĐŚĞŶĞůƉŽƐƚ
͛ϳϵ. Le ragioni di queste mie affermazioni verranno comprese in seguito quando 
commenterò individuaůŵĞŶƚĞů͛ŽƵƚƉƵƚĚŝŽŐŶŝ modello. 
Capitolo 1   
 
Il MODELLO DI JORDI GALì 
 
Il punto dalla quale sono partita è stato la lettura del lavoro intitolato 
͞d,ZdhZEK&d,t'W,/>>/W^hZs͟ƐǀŝůƵƉƉĂƚŽĚĂ:ŽƌĚŝ'ĂůŞ͘ 
>͛ŽďŝĞƚƚŝǀŽĐŚĞƐŝƉƌŽƉŽŶĞů͛ĂƵƚŽƌĞğƋƵĞůůŽĚŝĂŶĂůŝǌǌĂƌĞůĂĐƵƌǀĂĚŝWŚŝůůŝƉƐƉĞƌ
poi passare alla nuova curva dei salari keynesiani NKWPC. La caratteristica più 
evidente tra le due curve è che entrambe evidenziano una relazione inversa tra 
inflazione dei salari e tasso di disoccupazione; più precisamente, sotto sicure 
ĂƐƐƵŶǌŝŽŶŝůĂE<tWƉƌĞŶĚĞůĂĨŽƌŵĂĚĞůů͛ĞƋƵĂzione originale di Phillips (come in 
Galì (2009)). Per quanto riguarda le differenze, esse sono molteplici: innanzitutto 
la NKWPC è inserita in uno scenario dei prezzi bloccato, inoltre, in presenza di 
ŝŶĚŝĐŝǌǌĂǌŝŽŶĞ ĚĞŝ ƐĂůĂƌŝ ĐŽŶ ů͛ŝŶĨůĂǌŝŽŶĞ ƉĂƐƐĂƚĂ͕ ŝ ƌŝƐƵůƚĂƚŝ ĚĞůůĂ ĚŝŶĂŵŝĐĂ ĚĞŝ
salari sono costanti con una specificazione spesso usata in lavori applicati (i.e. 
ůĂŶĐŚĂƌĚ Ğ <Ăƚǌ ;ϭϵϵϵͿͿ͖ ŝŶĨŝŶĞ͕ ƚƌĂŵŝƚĞ ƵŶ͛ĞƋƵĂǌŝŽŶĞ ů͛ĂƵƚŽƌĞ ŵŽƐƚƌĂ ĐŽŵĞ6 
 
ů͛ŝŶĨůĂǌŝŽŶĞ ĚĞŝ ƐĂůĂƌŝ ƐŝĂ ƵŶĂ ǀĂƌŝĂďŝůĞ ĐŚĞ ŐƵĂƌĚĂ Ăů ĨƵƚƵƌŽ͕ ŝŶǀĞƌƐĂŵĞŶƚĞ
ĐŽƌƌĞůĂƚĂĐŽŶů͛ĂƚƚƵĂůĞĚŝƐŽĐĐƵƉĂǌŝŽŶĞ͘ 
WĞƌƋƵĂŶƚŽƌŝŐƵĂƌĚĂůĂĐƵƌǀĂĚŝWŚŝůůŝƉƐ͕ŶĂƚĂĚĂƵŶ͛ĂŶĂůŝsi con dati empirici negli 
ĂŶŶŝ ͛ϱϬ͕ ǀĞĚŝĂŵŽ ĐŽŵĞ ŝů ƐƵŽ ƚƌĂĚĞ-off  sia  stato  smentito  nel  tempo  in 
ƉĂƌƚŝĐŽůĂƌĞŶĞŐůŝĂŶŶŝ͛ϳϬ͖ƋƵĞƐƚŽğŝůŵŽƚŝǀŽƉĞƌĐƵŝğƐƚĂƚĂĐŽŶƐŝĚĞƌĂƚĂƚƌŽƉƉŽ
statica; risulta inoltre non stabile in quanto tende a traslare in avanti- indietro a 
seconda delle aspettative di inflazione. 
Operativamente,  dopo  qualche  nozione  teorica,  tramite  alcune  equazioni, 
ů͛ĂƵƚŽƌĞĚĞĨŝŶŝƐĐĞŝůŵŽĚĞůůŽŽŐŐĞƚƚŽĚĞůůĂŵŝĂĂŶĂůŝƐŝ͘ 
1.1ANALISI DEL MODELLO  
Il modello analizzato, composto da una costante, tre variabili esplicative 














t-1 ƌĂƉƉƌĞƐĞŶƚĂů͛ŝŶĨůĂǌŝŽŶĞĚĞŝprezzi al tempo t-1; 
ût  rappresenta il tasso di disoccupazione al tempo t; 
ût-1 rappresenta il tasso di disoccupazione al tempo t-1; 7 
 
੠t  rappresenta iůƚĞƌŵŝŶĞĚ͛ĞƌƌŽƌĞĂůƚĞŵƉŽƚ͖ 
infine ɶ͕ʗ0, ʗ1  ƌĂƉƉƌĞƐĞŶƚĂŶŽƌŝƐƉĞƚƚŝǀĂŵĞŶƚĞŝĐŽĞĨĨŝĐŝĞŶƚŝĚĞůů͛ŝŶĨůĂǌŝŽŶĞĚĞŝ
prezzi al tempo t-1, del tasso di disoccupazione al tempo t e t-1.  
1.2 DATI 
I dati utilizzati sono di tipo trimestrale; coprono un intervallo temporale 
che va dal 1948:Q1 al 2010:Q3. 
I dati sono stati scaricati dal seguente sito web: 
http://research.stlouisfed.org/fred2/ appartenente alla Federal Reserve Bank of 
St. Louis;  
Considero inoltre due sotto-campioni: 1948:Q1-1979:Q2 che racchiude il periodo 
della grande inflazione conclusosi con la nomina di Paul Volcker come presidente 
della Fed; 1985:Q1-2010:Q3 che corrisponde al periodo ĐŚĞƐĞŐƵĞŝů͞sŽůĐŬĞƌ











La tecnica che ho utilizzato per stimare i vari modelli riportati in questo 
capitolo è quella dei minimi quadrati ordinari, OLS, con standard error robusti, 
basata  sulla  minimizzazione  della  componente  erratica.  Il  software  utilizzato 
invece è Gretel. Mi sono servita inoltre di alcuni supporti grafici con la speranza 
di rendere il tutto più comprensibile. 
2.1 ANALISI GRAFICA PRELIMINARI 
/ŶŶĂŶǌŝƚƵƚƚŽ͕ƉĞƌƉƌŽǀĂƌĞĂĐĂƉŝƌĞů͛ĂŶĚĂŵĞŶƚŽĚĞůůĞƐĞƌŝĞĚĞŝĚĂƚŝĐŚĞ






/ů ŐƌĂĨŝĐŽ ĞǀŝĚĞŶǌŝĂ ĐŽŵĞ ů͛ŝŶĨůĂǌŝŽŶĞ  salariale  abbia  un  andamento  piuttosto 
͞ĐĂƐƵĂůĞ͖͟ƐŝŚĂƵŶĂĨŽƌƚĞĐƌĞƐĐŝƚĂƚƌĂŐůŝĂŶŶŝ͛ϲϬ- ͛ϴϬ con dei picchi ŝŶƚŽƌŶŽĂŝ͛ϳϬ
ƉƌŽďĂďŝůŵĞŶƚĞ ĚŽǀƵƚĂ Ăůů͛ĂƵŵĞŶƚŽ ĚĞŝ ƉƌĞǌǌŝ ĚĞů ƉĞƚƌŽůŝŽ͖ Ɛŝ ƌĞŐŝƐƚƌĂ ƉŽŝ ƵŶĂ
ĐĂĚƵƚĂĂŐůŝŝŶŝǌŝĚĞŐůŝĂŶŶŝ͛ϴϬĐŚĞĐŽƌƌŝƐƉŽŶĚĞĂůƉĞƌŝŽĚŽĚĞůĚŽƉŽsŽůĐŬĞƌƉĞƌ





Il grafico evidenzia come, in particolare per alcuni anni, tra il 1970 e 1980 circa, la 
ƚĞŽƌŝĂŶŽŶƚƌŽǀĂĐŽŶĨĞƌŵĞ͘/ůŐƌĂĨŝĐŽĞǀŝĚĞŶǌŝĂŝŶĨĂƚƚŝƐŝĂƵŶ͛ĞůĞǀĂƚĂŝŶĨůĂzione 




Di  seguito  riporto  le  ƐƚŝŵĞ ĚĞů ŵŽĚĞůůŽ ŽƚƚĞŶƵƚĞ ƵƚŝůŝǌǌĂŶĚŽ ů͛ŝŶƚĞƌŽ
intervallo campionario. 
Modello 1: OLS, usando le osservazioni 1948:2-2010:3 (T = 250) 
Variabile dipendente: wage_infl_t 
Errori standard HAC, larghezza di banda 4 (Kernel di Bartlett) 
   Coefficiente  Errore Std.  rapporto t  p-value   
const  4.47035  0.526066  8.4977  <0.00001  *** 
price_inf(t-1)  0.698773  0.0745086  9.3784  <0.00001  *** 
Disocc.(t)  -0.840027  0.399262  -2.1039  0.03640  ** 
Disocc.(t-1)  0.548182  0.418752  1.3091  0.19173   
 
Media var. dipendente   5.102386    SQM var. dipendente   3.002566 
Somma quadr. residui   1397.086    E.S. della regressione   2.383110 
R-quadro   0.377644    R-quadro corretto   0.370054 
F(3, 246)   36.90213    P-value(F)   9.98e-20 
Log-verosimiglianza  -569.8200    Criterio di Akaike   1147.640 
Criterio di Schwarz   1161.726    Hannan-Quinn   1153.309 
rho   0.125451    Durbin-Watson   1.748138 
ŽǀĞΎΎΎŝŶĚŝĐĂĐŚĞɲ




Ăůů͛ĂŶĂůŝƐŝ ĚĞŝ ĚĂƚŝ ŽƐƐĞƌǀŽ ĐŚĞ ŝŶ ƋƵĞƐƚŽ ŵŽĚĞůůŽ,  ů͛ ŝŶĨůĂǌŝŽŶĞ ĚĞŝ ƉƌĞǌǌŝ Ăů
tempo  (t-1)  ed  il  tasso  di  disoccupazione  al  tempo  t  risultano  significativi; 
presentano infatti un p-value piuttosto basso, inferiore al 5% il che mi porta a 
rifiutare  l  ipotesi  nulla  H0  circa  la  nullità  dei  loro  coefficienti.  Questo  viene 
confermato  anche  dal  test  F  che  confronta  il  modello  ridotto,  composto 
ƐŽůĂŵĞŶƚĞĚĂůů͛ŝŶƚĞƌĐĞƚƚĂ͕ĐŽŶŝůŵŽĚĞůůŽĐŽŵƉůĞƚŽ͕ĐŽŵƉŽƐƚŽĚĂƚƵƚƚĞůĞǀĂƌŝĂďŝůŝ
ĐŽŶƐŝĚĞƌĂƚĞ͖ƋƵĞƐƚŽƚĞƐƚŵŝƉŽƌƚĂĂƌŝĨŝƵƚĂƌĞů͛ŝƉŽƚĞƐŝŶƵůůĂƐĞĐŽŶĚŽůĂƋƵĂůĞğ
preferibile il modello ridotto a quello completo. 
Per quanto riguarda il tasso di disoccupazione ritardato al tempo (t-1) invece, è 
evidente come questo non sia significativamente diverso da zero. 11 
 
Posso quindi affermare che, per il modello sopra riportato, solo l͛ŝŶĨůĂǌŝŽŶĞĚĞŝ
prezzi ritardata di un lag e il tasso di disoccupazione risultano utili nello spiegare 
ů͛ŝŶĨůĂǌŝŽŶĞĚĞŝƐĂůĂƌŝ͘ 
ŽŵĞ Őŝă ĂŶƚŝĐŝƉĂƚŽ ƐŽƉƌĂ͕ ŶŽƚŽ ĐŽŵĞ ů͛ŝŶĚŝĐĞ Ěŝ ďŽŶƚă Ě͛ ĂĚĂƚƚĂŵĞŶƚŽ ĚĞů
modello, valuto R
2 corretto in quanto confronto modelli con diverso numero di 
regressori, non sia poi così elevato ma tutto sommato soddisfacente ;  nel caso in 
questione risulta essere pari a 0.370054; ciò significa che il modello spiega il 37% 
della variabilità totale. 
Il valore della statistica di Durbin-Watson che indica assenza di autocorrelazione 
tra i residui risulta buona. 
Riporto ora il grafico della funzione di autocorrelazione dei residui:  
      
 





























Analizzando la funzione di autocorrelazione dei residui calcolata con 63 ritardi 
(n/4), posso affermare che i residui, al 5%,  risultano tra loro non correlati in 
quanto solo il residuo al ritardo 24 risulta altamente significativo mentre quelli al 
ritardo 1 e 10 sono sulla soglia critica e tutti gli altri possono essere ritenuti nulli. 
2.3 STIMA DEL MODELLO PER I VARI SOTTO-CAMPIONI 
 
ŽŵĞŐŝăƐƉĞĐŝĨŝĐĂƚŽƐŽƉƌĂ͕ƉĂƐƐŽŽƌĂĂƐƚŝŵĂƌĞŝŵŽĚĞůůŝƐƉĞǌǌĂŶĚŽů͛
intervallo  campionario  in  due  sotto-campioni:  1948:Q2-1979:Q2(contiene  il 
periodo  della  grande  inflazione),  1985:Q1-2010:Q3  (include  il  periodo  della 
grande moderazione). 
Stima del modello per il primo sotto-campione; 
Modello 2: OLS, usando le osservazioni 1948:2-1979:2 (T = 125) 
Variabile dipendente: wage_infl_t 
Errori standard HAC, larghezza di banda 3 (Kernel di Bartlett) 
   Coefficiente  Errore Std.  rapporto t  p-value   
const  3.9235  0.490479  7.9993  <0.00001  *** 
price_inf(t-1)  0.639125  0.085341  7.4891  <0.00001  *** 
Disoc(t)  -1.41818  0.423463  -3.3490  0.00108  *** 
Disocc.(t-1)  1.35879  0.445668  3.0489  0.00282  *** 
 
Media var. dipendente   5.848991    SQM var. dipendente   2.792815 
Somma quadr. residui   459.4148    E.S. della regressione   1.948542 
R-quadro   0.524994    R-quadro corretto   0.513217 
F(3, 121)   33.56802    P-value(F)   7.38e-16 
Log-verosimiglianza  -258.7198    Criterio di Akaike   525.4396 
Criterio di Schwarz   536.7529    Hannan-Quinn   530.0356 
rho   0.037265    Durbin-Watson   1.925199 
 
Per questo modello, tutte le variabili esplicative risultano altamente significative; 
rispetto al modello precedente͖ů͛ R
2 corretto risulta migliore, pari a 0.513217; 13 
 
anche se apparentemente potrebbe sembrare basso, in realtà per la natura dei 
dati  è  più  che  soddisfacente.  Il  modello  spiega  infatti  il  51%  della  variabilità 
totale.  ŶĐŚĞ ŝŶ ƋƵĞƐƚŽ ĐĂƐŽ ŝů ƚĞƐƚ & ŵŝ ƉŽƌƚĂ Ă ƌŝĨŝƵƚĂƌĞ ů͛ŝƉŽƚĞƐŝ ŶƵůůĂ ,0 a 
conferma di quanto detto a riguardo della significatività dei parametri. L͛ĂŶĂůŝƐŝ
dei  residui,  che  riporto  di  seguito,  risulta  soddisfacente;  un  unico  residuo,  al 
ritardo 24, risulta significativo. Possiamo quindi affermare che i residui sono tra 
loro  incorrelati;  la  conferma  mi  viene  data  anche  dalla  statistica  di  Durbin-
Watson.     
 
































Come già anticipato sopra, dal grafico si nota come, ad eccezione del ritardo 24, 
tutti gli altri siano ampiamente contenuti nelle bande di confidenza; ciò ci porta a 
ritenerli non statisticamente significativi. 
 
Stima del modello per il secondo sotto-campione. 
 
Modello 3: OLS, usando le osservazioni 1985:1-2010:3 (T = 103) 
Variabile dipendente: wage_infl_t_ 
Errori standard HAC, larghezza di banda 3 (Kernel di Bartlett) 
   Coefficiente  Errore Std.  rapporto t  p-value   
const  6,44841  1,82581  3,5318  0,00063  *** 
priceinf_t_1_  0,0968202  0,302464  0,3201  0,74956   
disoc_t_  0,132641  1,19899  0,1106  0,91214   
disoc_t_1_  -0,618945  1,24593  -0,4968  0,62045   
 
Media var. dipendente   3,833152    SQM var. dipendente   2,761792 
Somma quadr. residui   731,8727    E.S. della regressione   2,718944 
R-quadro   0,059295    R-quadro corretto   0,030789 
F(3, 99)   2,370800    P-value(F)   0,075059 
Log-verosimiglianza  -247,1359    Criterio di Akaike   502,2717 
Criterio di Schwarz   512,8107    Hannan-Quinn   506,5404 
rho   0,094916    Durbin-Watson   1,806348 
 
In questo modello nessun regressore risulta significativo; Effettivamente anche la 
statistica F mi porta ad accettare H0 secondo la quale sarebbe preferibile un 
modello composto da sola intercetta . /ůĐŽĞĨĨŝĐŝĞŶƚĞĚŝďŽŶƚăĚ͛ĂĚĂƚƚĂŵĞŶƚŽĚĞů
modello    risulta  molto  basso,  pari  al  3%;  Questo  modello  risulta  del  tutto 
inadatto a spiegare i dati presi in esame. Una possibile causa potrebbe essere 
ĐŚĞů͛ŝŶĚŝĐŝǌǌĂǌŝŽŶĞŶŽŶğƐƚĂďŝůĞŶĞůƚĞŵƉŽ e ciò è coerente con il lavoro di 
Hofmann,  Peersmam  e Straub  (2010).  In  funzione  dei  risultati  con  il modello 
precedente posso quindi pensare che il modello di Galì sia supportato solo nel 15 
 
campione  1948:Q1-  1979:Q2.  Per  quanto  ƌŝŐƵĂƌĚĂ ů͛ĂŶĂůŝƐŝ ĚĞŝ ƌĞƐŝĚƵŝ ƐŽƚƚŽ
riportata,  possiamo  ritenerla  soddisfacente  in  quanto  anche  in  questo  caso  i 
residui risultano non correlati. 
Figura 2.5. Grafico della funzione di autocorrelazione dei residui. 
/ůŐƌĂĨŝĐŽĞǀŝĚĞŶǌŝĂů͛ĂŶĚĂŵĞŶƚŽĚĞŝƌĞƐŝĚƵŝ͖ƐŽůĂŵĞŶƚĞƵŶŽƌŝƐƵůƚĂƐƵůůĂƐŽŐůŝĂ
critica, tutti gli altri sono abbondantemente contenuti. 
sŝƐƚŽ ŝů ƌŝƐƵůƚĂƚŽ ƉŝƵƚƚŽƐƚŽ ŶĞŐĂƚŝǀŽ ƉĞƌ ƋƵĞƐƚ͛ ƵůƚŝŵŽ ƐŽƚƚŽ-campione  lo 
scompongo ulteriormente in altri due intervalli; il primo dal 1985:Q1 al 2008:Q2 






















Stima del modello per il periodo 1985:Q1-2008:Q2. 
 
 
Modello 1: OLS, usando le osservazioni 1985:1-2008:2 (T = 94) 
Variabile dipendente: wage_infl_t_ 
Errori standard HAC, larghezza di banda 3 (Kernel di Bartlett) 
   Coefficiente  Errore Std.  rapporto t  p-value   
const  6,06066  2,03972  2,9713  0,00380  *** 
priceinf_t_1_  -0,146269  0,336682  -0,4344  0,66501   
disoc_t_  1,43687  1,3412  1,0713  0,28688   
disoc_t_1_  -1,72591  1,37209  -1,2579  0,21169   
 
Media var. dipendente   4,041565    SQM var. dipendente   2,607691 
Somma quadr. residui   612,4390    E.S. della regressione   2,608616 
R-quadro   0,031571    R-quadro corretto  -0,000709 
F(3, 90)   0,759337    P-value(F)   0,519825 
Log-verosimiglianza  -221,4655    Criterio di Akaike   450,9310 
Criterio di Schwarz   461,1042    Hannan-Quinn   455,0402 
Rho   0,118656    Durbin-Watson   1,728323 
 
Essenzialmente, anche per questo modello valgono le considerazioni fatte sopra; 
per quanto riguarda la significatività dei parametri sono tutti non statisticamente 
significativi;  i  regressori  utilizzati  risultano  quindi  non  utili.  La  statistica  F  mi 
suggerisce  che  sarebbe  opportuno  scegliere  un  modello  con  sola  intercetta 
piuttosto  di  quello  esaminato.  >͛R
2    corretto  risulta  sostanzialmente  nullo  a 
conferma  di  quanto  detto.  >͛ ĂŶĂůŝƐŝ ĚĞŝ ƌĞƐŝĚƵŝ ƐŽƚƚŽ ƌŝƉŽƌƚĂƚĂ ƌŝƐƵůƚĂ ŝŶǀĞĐĞ
molƚŽďƵŽŶĂ͖ƋƵĞƐƚ͛ƵůƚŝŵŝƐŽŶŽŝŶĨĂƚƚŝŝŶĐŽƌƌĞůĂƚŝ͘ 17 
 
   
 
Figura 2.6. Grafico della funzione di autocorrelazione dei residui. 
ĂƚŽĐŚĞ͕ĐŽŵĞĞǀŝĚĞŶǌŝĂƚŽĚĂůŐƌĂĨŝĐŽ͕ƚƵƚƚŝŝƌĞƐŝĚƵŝĂƉƉĂƌƚĞŶŐŽŶŽĂůů͛ŝŶƚĞƌǀĂůůŽ
[-1,96: + 1,96] essi possono essere ritenuti incorrelati tra loro. 
 
Stimo ora il modello per il periodo 1985:Q1 al 1999:Q4. 
 
Modello 2: OLS, usando le osservazioni 1985:1-1999:4 (T = 60) 
Variabile dipendente: wage_infl_t_ 
Errori standard HAC, larghezza di banda 2 (Kernel di Bartlett) 
   Coefficiente  Errore Std.  rapporto t  p-value   
const  5,94542  1,95046  3,0482  0,00351  *** 
priceinf_t_1_  -0,0237405  0,395464  -0,0600  0,95234   
disoc_t_  3,17119  1,48376  2,1373  0,03696  ** 





















Media var. dipendente   3,995586    SQM var. dipendente   2,243829 
Somma quadr. residui   271,6447    E.S. della regressione   2,202453 
R-quadro   0,085529    R-quadro corretto   0,036539 
F(3, 56)   1,895862    P-value(F)   0,140774 
Log-verosimiglianza  -130,4408    Criterio di Akaike   268,8817 
Criterio di Schwarz   277,2590    Hannan-Quinn   272,1585 
rho   0,307802    Durbin-Watson   1,352753 
 
/ŶƋƵĞƐƚŽŵŽĚĞůůŽů͛ƵŶŝĐŽƌĞŐƌĞƐƐŽƌĞŶŽŶƐŝŐŶŝĨŝĐĂƚŝǀĂŵĞŶƚĞĚŝǀĞƌƐŽĚĂǌĞƌŽğ
ů͛ŝŶĨůĂǌŝŽŶĞĚĞŝƉƌĞǌǌŝĂůƚĞŵƉŽƚ-1. Questo modello è sicuramente preferibile a 
quello ƐŽƉƌĂ͘dƵƚƚĂǀŝĂů͛Z
2 corretto continua ad essere molto basso; il modello 
spiega infatti solo il ϯйĚĞůůĂǀĂƌŝĂďŝůŝƚăƚŽƚĂůĞ͘Ăůů͛analisi dei residui possiamo 
affermare che sono tra loro incorrelati.
 
























Dal grafico si nota come solo il primo ritardo risulta significativo al 5% mentre 
ů͛ŽƚƚĂǀŽƐƚĂƐƵůůĂƐŽŐůŝĂĐƌŝƚŝĐĂ͘WŽƐƐŝĂŵŽƋƵŝŶĚŝĐŽŶƐŝĚĞƌĂƌůŝƚƌĂůŽƌŽŝŶĐŽƌƌĞůĂƚŝ͘ 
 
2.3 STIMA CON ALCUNE VARIANTI DEL MODELLO 
 
Considerato i risultati ottenuti sopra, caratterizzati da un R
2 molto basso 
ho provato ad inserire, tra i regressori, la dipendente ritardata ĐŽŶů͛ŽďďŝĞƚƚŝǀŽĚŝ
escludere  che  il  basso  R
2  fosse  causato  dalla  correlazione  seriale  dei  residui; 
Come  primo  passo  ho  stimato  il  seguente  modello,  in  cui  ho  aggiunto  tra  i 






t-1нʗ0 ût + ʗ1ût-1 нɺ 
Stima del modello per il periodo: 1985:Q1-2008:Q2 
 
Modello 1: OLS, usando le osservazioni 1985:1-2008:2 (T = 94) 
Variabile dipendente: wage_infl 
Errori standard HAC, larghezza di banda 3 (Kernel di Bartlett) 
   Coefficiente  Errore Std.  rapporto t  p-value   
const  5,43402  2,0616  2,6358  0,00990  *** 
wage_infl_t_1  0,113533  0,117739  0,9643  0,33752   
price_infl_t_1  -0,155141  0,319312  -0,4859  0,62826   
disocc_t  1,30485  1,29612  1,0067  0,31679   
disocc_t_1  -1,5613  1,33095  -1,1731  0,24390   
 
Media var. dipendente   4,041565    SQM var. dipendente   2,607691 
Somma quadr. residui   604,6972    E.S. della regressione   2,606598 
R-quadro   0,043813    R-quadro corretto   0,000839 
F(4, 89)   1,018078    P-value(F)   0,402469 
Log-verosimiglianza  -220,8676    Criterio di Akaike   451,7352 
Criterio di Schwarz   464,4516    Hannan-Quinn   456,8717 
rho   0,003497    Durbin-Watson   1,948184 
 20 
 
In questo modello tutte le variabili risultano non utili nello spiegare i dati. Di 
ĐŽŶƐĞŐƵĞŶǌĂ ĂŶĐŚĞ ů͛ Z
2  risulta  molto  basso,  prossimo  a  zero;  in  effetti  la 
ƐƚĂƚŝƐƚŝĐĂ&ŵŝƉŽƌƚĞƌĞďďĞĂĚĂĐĐĞƚƚĂƌĞů͛ŝƉŽƚĞƐŝŶƵůůĂĚŝƵŶŵŽĚĞůůŽĐŽŵƉŽƐƚŽĚĂ
sola intercetta. Posso quindi affermare che il modello considerato è inadatto a 
modellare i dati. Riporto di seguito la funzione di autocorrelazione dei residui 
con il relativo grafico; i residui risultano molto buoni, sono quindi incorrelati. 
 























Stima del modello per il periodo: 1985:Q1-1999:Q4 
 
Modello 2: OLS, usando le osservazioni 1985:1-1999:4 (T = 60) 
Variabile dipendente: wage_infl 
Errori standard HAC, larghezza di banda 2 (Kernel di Bartlett) 
   Coefficiente  Errore Std.  rapporto t  p-value   
const  4,4651  1,59685  2,7962  0,00711  *** 
wage_infl_t_1  0,342514  0,143752  2,3827  0,02067  ** 
price_infl_t_1  -0,0457397  0,296453  -0,1543  0,87795   
disocc_t  1,99276  1,53936  1,2945  0,20089   
disocc_t_1  -2,25841  1,5472  -1,4597  0,15007   
 
Media var. dipendente   3,995586    SQM var. dipendente   2,243829 
Somma quadr. residui   242,1571    E.S. della regressione   2,098298 
R-quadro   0,184797    R-quadro corretto   0,125509 
F(4, 55)   3,511803    P-value(F)   0,012666 
Log-verosimiglianza  -126,9936    Criterio di Akaike   263,9871 
Criterio di Schwarz   274,4589    Hannan-Quinn   268,0832 
rho  -0,027889    Durbin-Watson   1,963303 
 
In  questo  modello,  solo  ů͛ŝŶĨůĂǌŝŽŶĞ ĚĞŝ ƐĂůĂƌŝ Ăů ƚĞŵƉŽ ;ƚ-1)  risulta 
statisticamente  significativa  mentre  le  altre  tre  esplicative  risultano  non  utili 
nello spiegare i dati. Valutando la significatività dei coefficienti direi quindi che 
non è un buon modello.  
Anche ů͛Z
2 corretto, che risulta essere 0,125509 è molto basso a conferma di 
quanto già affermato. CŽŵĞƉĞƌŝůŵŽĚĞůůŽĐŽŶƐŝĚĞƌĂƚŽƐŽƉƌĂ͕ů͛ĂŶĂůŝƐŝĚĞŝƌĞƐŝĚƵi 
è invece molto buona. 22 
 
 
Figura 2.9. Grafico della funzione di autocorrelazione dei residui. 
Dal  grafico  si  nota  come  tutti  i  residui  siano  appartenenti  Ăůů͛ŝŶƚĞƌǀĂůůŽ Ěŝ
confidenza il che ci porta a ritenerli non statisticamente significativi e quindi tra 
loro incorrelati 
WƌŽǀŽŽƌĂĂƐƚŝŵĂƌĞůŽƐƚĞƐƐŽŵŽĚĞůůŽĂŐŐŝƵŶŐĞŶĚŽƚƌĂŝƌĞŐƌĞƐƐŽƌŝů͛inflazione 

































Stima del modello per il periodo 1985Q1-2008Q2. 
 
Modello 2: OLS, usando le osservazioni 1985:1-2008:2 (T = 94) 
Variabile dipendente: wage_inf_t 
Errori standard HAC, larghezza di banda 3 (Kernel di Bartlett) 
   Coefficiente  Errore Std.  rapporto t  p-value   
const  5,33947  2,00687  2,6606  0,00927  *** 
wage_inf_t_1  0,110967  0,122171  0,9083  0,36621   
wage_inf_t_2  0,0244805  0,117143  0,2090  0,83495   
price_inf_t_1  -0,160581  0,324012  -0,4956  0,62141   
disocc_t  1,23464  1,22604  1,0070  0,31669   
disocc_t_1  -1,48805  1,25998  -1,1810  0,24078   
 
Media var. dipendente   4,041565    SQM var. dipendente   2,607691 
Somma quadr. residui   604,3572    E.S. della regressione   2,620629 
R-quadro   0,044351    R-quadro corretto  -0,009947 
F(5, 88)   0,872817    P-value(F)   0,502786 
Log-verosimiglianza  -220,8411    Criterio di Akaike   453,6823 
Criterio di Schwarz   468,9420    Hannan-Quinn   459,8461 
rho   0,008759    Durbin-Watson   1,937802 
 
Per  quanto  riguarda  la  significatività  dei  parametri,  risulta  essere  molto 
ĚĞůƵĚĞŶƚĞ͘EĞƐƐƵŶĂǀĂƌŝĂďŝůĞŝŶƐĞƌŝƚĂĐŽŵĞƌĞŐƌĞƐƐŽƌĞğƵƚŝůĞĂůĨŝŶĞĚĞůů͛ĂŶĂůŝƐŝ͘
ŶĐŚĞů͛Z
2 corretto risulta essere molto basso a conferma di quanto inopportuno 
sia  il  modello.  >͛ĂŶĂůŝƐŝ ĚĞŝ ƌĞƐŝĚƵŝ ŝŶǀĞĐĞ ŶŽŶ ƉƌĞƐĞŶƚĂ ĂůĐƵŶ ƉƌŽďůĞŵĂ͘24 
 
Figura 2.10. Grafico della funzione di autocorrelazione dei residui. 
Dal  grafico  dei  residui  si  nota  come,  al  5%,  siano  non    significativi;  è  quindi 
corretto ritenerli tra loro incorrelati.  
Stima del modello per il periodo 1985:Q1-1999:Q4. 
 
Modello 3: OLS, usando le osservazioni 1985:1-1999:4 (T = 60) 
Variabile dipendente: wage_inf_t 
Errori standard HAC, larghezza di banda 2 (Kernel di Bartlett) 
   Coefficiente  Errore Std.  rapporto t  p-value   
const  4,31141  1,68263  2,5623  0,01322  ** 
wage_inf_t_1  0,32367  0,167256  1,9352  0,05821  * 
wage_inf_t_2  0,0629141  0,137408  0,4579  0,64889   
price_inf_t_1  -0,0399118  0,297043  -0,1344  0,89361   
disocc_t  1,73717  1,54046  1,1277  0,26444   





















Media var. dipendente   3,995586    SQM var. dipendente   2,243829 
Somma quadr. residui   241,3428    E.S. della regressione   2,114074 
R-quadro   0,187538    R-quadro corretto   0,112310 
F(5, 54)   4,727153    P-value(F)   0,001183 
Log-verosimiglianza  -126,8925    Criterio di Akaike   265,7850 
Criterio di Schwarz   278,3511    Hannan-Quinn   270,7003 
rho  -0,003292    Durbin-Watson   1,913517 
 
Anche per questo modello nessun regressore risulta statisticamente significativo. 
>͛R
2  corretto  è  leggermente  migliorato  rispetto  al  modello  sopra  tuttavia 
continua ad essere molto basso. Anche questo modello è quindi inadatto nello 
ƐƉŝĞŐĂƌĞŝĚĂƚŝƉƌĞƐŝŝŶĞƐĂŵĞ͘WĞƌƋƵĂŶƚŽƌŝŐƵĂƌĚĂů͛ĂŶĂůŝƐŝĚĞŝƌĞƐŝĚƵŝŝŶǀĞĐĞ͕
risulta essere molto buona. I residui sono di fatto incorrelati tra loro. 
 
 































da  :ŽƌĚŝ 'ĂůŞ ĐŚĞ ŝŶĐůƵĚĞ ĐŽŵĞ ƌĞŐƌĞƐƐŽƌŝ ů͛ ŝŶĨůĂǌŝŽŶĞ ĚĞŝ ƉƌĞǌǌŝ͕ ŝů ƚĂƐƐŽ Ěŝ
ĚŝƐŽĐĐƵƉĂǌŝŽŶĞĞĚŝůƐƵŽƌŝƚĂƌĚŽğĂĚĂƚƚŽĂƐƚŝŵĂƌĞů͛ŝŶĨůĂǌŝŽŶĞĚĞŝƐĂůĂƌŝŶĞŐůŝ
Stati  Uniti  nel  periodo  1948:Q1-  ϮϬϭϬ͗Yϯ͘ sŝƐƚĂ ů͛ ĂŵƉŝĞǌǌĂ ĚĞůů͛ŝŶƚĞƌǀĂůůŽ
temporale caratterizzato inoltre  da diversi fenomeni macroeconomici, è stato 
necessario suddividerlo in diversi sotto-campioni al fine di valutare in maniera 
ƉŝƶƉƌĞĐŝƐĂů͛ĂĚĂƚƚĂŵĞŶƚŽĚĞůŵŽĚĞůůŽĂŝĚĂƚŝ͘Non è possibile dare un giudizio 
generale del modello in quanto il suo ĂĚĂƚƚĂŵĞŶƚŽǀĂƌŝĂĂƐĞĐŽŶĚĂĚĞůů͛ŝŶƚĞƌǀĂůůŽ
temporale considerato; è quindi opportuno giudicarlo distintamente a seconda 
ĚĞůů͛ŝŶƚĞƌǀĂůůŽ ŝŶ ĐƵŝ ǀŝĞŶĞ ǀĂůƵƚĂƚŽ͘ ^ŝĐƵƌĂŵĞŶƚĞ ŝů ŵŝŐůŝŽƌ ƌŝƐƵůƚĂƚŽ ğ ƐƚĂƚŽ
ŽƚƚĞŶƵƚŽ ŶĞůů͛ŝŶƚĞƌǀĂůůŽ ϭϵϰϴ͗YϮ-  1979:Q2  periodo  che  racchiude  la  grande 
inflazione;  per  questo  arco  di  tempo  infatti  il  modello  risulta  più  che 
soddisfacente sia per quanto riguarda la significatività dei coefficienti che per 
ů͛Z
2. Anche tra il 1948:Q1- 2010:Q3 il modello può essere ritenuto accettabile 
anche  se  sicuramente  non  ottimo;  la  significatività  dei  coefficienti  è  tutto 27 
 
ƐŽŵŵĂƚŽďƵŽŶĂĞů͛Z
2 discreto. Per quanto riguarda il periodo 1985:Q1- 2010:Q3 
il  modello  è  del  tutto  inadatto  sia  per  quanto  riguarda  la  significatività  dei 
ĐŽĞĨĨŝĐŝĞŶƚŝ ƐŝĂ ƉĞƌ ů͛ŝndice  di  bontà  di  adattamento  del  modello;  per  questo 
ŵŽƚŝǀŽ ŚŽ ƐĐŽŵƉŽƐƚŽ ƵůƚĞƌŝŽƌŵĞŶƚĞ ƋƵĞƐƚ͛ƵůƚŝŵŽ ƐŽƚƚŽ-campione  in  due 
intervalli; nel primo (1985:Q1- 2008:Q2) che esclude la crisi finanziaria, il modello 
continua ad essere inopportuno. Nel secondo ( 1985:Q1-1999:Q4) che esclude la 
ĐƌŝƐŝ ĨŝŶĂŶǌŝĂƌŝĂ Ğ ƌĞŐŝƐƚƌĂ ů͛ ĂƉƉŝĂƚƚŝŵĞŶƚŽ ĚĞůůĂ ĐƵƌǀĂ Ěŝ WŚŝůůŝƉƐ͕ ŝů ŵŽĚĞůůŽ
presenta qualche miglioramento in termini di significatività dei coefficienti ma 
non sono tali da ritenerlo soddisfacente. Alla luce di questi risultati ho proposto 
ĚĞůůĞǀĂƌŝĂŶƚŝĚĞůŵŽĚĞůůŽŝŶĐƵŝŚŽŝŶĐůƵƐŽƚƌĂŝƌĞŐƌĞƐƐŽƌŝŝŶŝǌŝĂůŵĞŶƚĞů͛ŝŶĨůĂǌŝŽŶĞ
dei salari ritardata di un lag temporale per poi aggiungere quella ritardata due 
volte.  Ho  ristimato  queste  due  varianti  per  gli  intervalli  1985:Q1-2008:Q2  e 
1985:Q1-  19994:Q4  per  accertarmi  che  il  basso  R
2  non  fosse  causato 
ĚĂůů͛ĞǀĞŶƚƵĂůĞ ĐŽƌƌĞůĂǌŝŽŶĞ ƐĞƌŝĂůĞ ĚĞŝ ƌĞƐŝĚƵŝ ŶŽŶ ĐĂƚƚƵƌĂƚĂ ĚĂů ŵŽĚĞůůŽ͘ Ăŝ
risultati posso quindi ritenere che, pur avendo inserito tra i regressori i ritardi 
della  dipendente  i  risultati  non  sono  per  niente  migliorati.  Per  concludere,  il 
modello  proposto  da  Jordi  Galì  e  da  me  analizzato  risulta  molto  buono  per 
ů͛ŝŶƚĞƌǀĂůůŽϭϵϰϴ͗YϮ- 1979:Q2, accettabile per 1948:Q1- 2010:Q3 e del  inadatto 
per  gli  altri;  la  risposta  alla  domanda  di  partenza  varia  quindi  a  seconda  del 
periodo  che  si  sta  analizzando.  Dal  punto  di  vista  economico  i  miei  risultati 
supportano la curva di Phillips nella versione proposta da Jordì Galì (2011) solo 
per il sotto-campione pre 1979. Ciò significa che, pur avendo un modello teorico 28 
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