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AN EXPLICIT GROSS-ZAGIER FORMULA RELATED TO THE
SYLVESTER CONJECTURE
YUEKE HU, JIE SHU AND HONGBO YIN
Abstract. Let p ≡ 4, 7 mod 9 be a rational prime number such that 3 mod p is not a
cube. In this paper we prove the 3-part of |X(Ep)| · |X(E3p2)| is as predicted by the Birch
and Swinnerton-Dyer conjecture, where Ep : x
3 + y3 = p and E3p2 : x
3 + y3 = 3p2 are the
elliptic curves related to the Sylvester conjecture and cube sum problems.
1. Introduction
In this paper we are concerned about the explicit Gross-Zagier formula and the full BSD
conjecture for the elliptic curves which are related to the Sylvester conjecture. The motiva-
tion comes from the cube sum problem. A nonzero rational number is called a cube sum if
it is of the form a3 + b3 with a, b ∈ Q×. For any n ∈ Q×, let En be the elliptic curve over Q
defined by the projective equation x3+ y3 = nz3 with the distinguished point (1 : −1 : 0). If
n is not a cube or twice a cube of nonzero rationals, then n is a cube sum if and only if En(Q)
has a point of infinite order. A famous conjecture concerning the cube sums, attributed to
Sylvester, is the following
Conjecture 1.1 (Sylvester [Syl79], Selmer [Sel51]). Any prime number p ≡ 4, 7, 8 mod 9 is
a cube sum.
For a good summary of this conjecture, please refer to [DV09, DV17]. For an odd prime
p ≥ 5, a 3-descent [Sat86, DV09] gives that
rankZEp(Q) ≤

0, p ≡ 2, 5 mod 9;
1, p ≡ 4, 7, 8 mod 9;
2, p ≡ 1 mod 9.
Let ǫ(Ep) be the sign in the functional equation of the Hasse-Weil L-function L(s, Ep). From
[Liv95], we know
ǫ(Ep) =
{
−1, p ≡ 4, 7, 8 mod 9;
+1, otherwise.
Then the Birch and Swinnerton-Dyer (BSD) conjecture implies the Sylvester conjecture. In
1994, Elkies announced a proof of Conjecture 1.1 for all primes p ≡ 4, 7 mod 9, but without
any detailed publication. However, Dasgupta and Voight [DV17] proved the following weaker
theorem using method substantially different from that of Elkies.
Theorem 1.2. Let p ≡ 4, 7 mod 9 be a rational prime number such that 3 mod p is not a
cubic residue. Then p and p2 are cube sums.
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Dasgupta and Voight proved the above theorem by establishing the non-triviality of certain
related Heegner points. By the work of Gross-Zagier [GZ86] and Kolyvagin [Kol90], the
nontriviality of Heegner points implies that the rank part of the BSD conjecture for Ep is
true.
If ℓ ∤ 6p is a prime, then Ep has good reduction at ℓ. Then Perrin-Riou [PR87] and
Kobayashi [Kob13] proved that the ℓ-part full BSD conjecture holds for Ep. Since Ep has
potential good ordinary reduction at p, the p-part full BSD conjecture of Ep is also true by
the work of Li-Liu-Tian [LLT]. To summarize, the following theorem is known.
Theorem 1.3. Let p ≡ 4, 7 mod 9 be a rational prime number such that 3 mod p is not a
cubic residue. Then
1. ords=1L(s, Ep) = rankZEp(Q) = 1;
2. The Tate-Shafarevich group X(Ep) is finite, and for any prime ℓ ∤ 6, the ℓ-part of
|X(Ep)| is as predicted by the Birch and Swinnerton-Dyer conjecture for Ep.
But for the primes ℓ = 2, 3, there are no results known for the ℓ-part full BSD conjecture
of Ep. In this paper, we adopt a similar method as in [CST17] to approach the 3-part full
BSD conjecture of Ep and E3p2 by comparing to an explicit Gross-Zagier formula.
Let X(Ep) denote the Shafarevich-Tate group of Ep, Ep(Q)tor denote the torsion group
of Ep(Q), Ωp denote the minimal real period of Ep, ĥ(·) denote the Ne´ron-Tate height of Ep
over Q and cℓ denote the Tamagawa number of Ep at a prime ℓ. From [DV17], we know that
Ep(Q) resp. E3p2(Q) has rank 1 resp. 0. Let P be a generator of the free part of Ep(Q).
Then the BSD conjecture predicts that
|X(Ep)| = L
′(1, Ep)
Ωp · ĥQ(P )
· |Ep(Q)tor|
2∏
ℓ cℓ(Ep)
,
where ℓ runs through all prime numbers. Similarly,for E3p2(Q) the BSD conjecture predicts
that
|X(E3p2)| = L(1, E3p
2)
Ω3p2
· |E3p2(Q)tor|
2∏
ℓ cℓ(E3p2)
.
Combining these two formulae, we shall expect that
(1.1) |X(Ep)| · |X(E3p2)| = L
′(1, Ep)
Ωp · ĥQ(P )
· L(1, E3p2)
Ω3p2
· |Ep(Q)tor|
2∏
ℓ cℓ(Ep)
· |E3p2(Q)tor|
2∏
ℓ cℓ(E3p2)
.
Our main result is the following.
Theorem 1.4. Let p ≡ 4, 7 mod 9 be a rational prime number such that 3 mod p is not a
cubic residue. Then the both sides of (1.1) are nonzero rational numbers and the exponents
of 3 in both sides of (1.1) are equal as expected.
In the following, we sketch the proof of Theorem 1.4. Let H = {z ∈ C : Im(z) > 0} be
the Poinca´re upper half plane and SL2(Z) acts on H by fractional linear transformations.
Let Γ0(3
5) ⊂ SL2(Z) be the congruence group of level 35 which consists of matrices(
a b
c d
)
with c ≡ 0 mod 35.
Then Y0(3
5) = Γ0(3
5)\H is an affine smooth curve over Q and let X0(35) be its projective
closure.
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Fix K = Q(
√−3) ⊂ C with OK = Z[ω] its ring of integers, where ω = −1+
√−3
2
. We
carefully embed K into M2(Q) as follows. Once such an embedding is given, the group
K× of invertible elements acts on H through fractional linear transformations and there
is a unique point in H which is invariant under the action of K×. There are exactly two
embeddings ρ : K →֒ M2(Q) with fixed point τ = (2pω − 9)/(9pω − 36) ∈ H and we choose
the normalized one, i.e. we have
ρ(t)
(
τ
1
)
= t
(
τ
1
)
, for any t ∈ K.
For any n ∈ Q×, the elliptic curve En has Weierstrass equation
y2 = x3 − 432n2
and has complex multiplication by OK over K. We fix the complex multiplication [ ] : OK ≃
EndQ(En) by [ω](x, y) = (ωx, y). The image of τ ∈ H defines a CM point on X0(35). Let
f : X0(3
5) → E9 be the the natural modular parametrization. The Heegner point f(τ) is
defined over the ring class field H9p over K of conductor 9p.
Let p ≡ 4, 7 mod 9 be a prime. Let χ : Gal(K/K) → O×K be the character given by
χ(σ) = ( 3
√
3p)σ−1. Define the Heegner cycle
Pχ(f) =
∑
σ∈Gal(H9p/K)
f(τ)σ ⊗ χ(σ) ∈ E9(H9p)⊗Q K.
The base change L-function L(s, E9, χ) has sign −1 and has a decomposition
L(s, E9, χ) = L(s, Ep) · L(s, E3p2).
By the work [DV17], we know that L(s, Ep) has a zero of order 1 at s = 1 and L(1, E3p2) 6= 0.
The morphism f is a test vector for the pair (E9, χ), i.e. there is a nontrivial relation between
the central value of the derivative of the L-function L(s, E9, χ) and the height of the Heegner
cycle Pχ(f). More precisely, we have the following result(see Theorem 4.3).
Theorem 1.5. For primes p ≡ 4, 7 mod 9, we have the following explicit height formula of
Heegner cycles:
L′(1, Ep)L(1, E3p2)
ΩpΩ3p2
= 2α · 〈Pχ(f), Pχ−1(f)〉K,K
where α = 0 if p ≡ 4 mod 9 and α = −1 if p ≡ 7 mod 9, and 〈·, ·〉K,K denotes the K-linear
Ne´ron-Tate height pairing of E9 over K
For the definition of 〈·, ·〉K,K, see for example [CST14, page 2531]. We remark that we
don’t need the hypothesis that 3 is not a cube modulo p in the above theorem.
Comparing this explicit Gross-Zagier fomula with the product formula (1.1) of full BSD
conjectures for Ep and E3p2 , Theorem 1.4 follows from the
√−3-nondivisibility of Heegner
points.
This paper is organized as follows. In Section 2, we give the construction of the Heegner
points and study the Galois actions on the Heegner points via modular actions. In Section
3, we briefly recall the non-triviality of the Heegner points from [DV17] and study the 3-
nondivisibility of the Heegner points. In Section 4, we establish the explicit Gross-Zagier
formula for the Heegner points (Theorem 1.5) assuming a local period integral result. In
Section 5, we prove Theorem 1.4 by comparing the explicit Gross-Zagier formula and the full
3
BSD conjecture. In Section 6 we briefly review the compact induction theory from [BH06]
and the results on local Waldspurger’s period integral using minimal vectors from [HN]. In
Section 7 we establish explicit relation between minimal vectors and newforms, and derive
special cases of the local Waldspurger’s period integral for newforms used in section 5. We
also give more general results for newforms which are of independent interest and can be
useful for further applications.
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2. Modular Actions on Heegner Points
2.1. The Modular Curves and Modular Actions. Let X be an algebraic curve defined
over Q and F a field extension of Q. Denote by AutF (X) the group of algebraic automor-
phisms of X which are defined over F . Let
H = {z ∈ C| Im(z) > 0}
be the Poinca´re upper half plane. The group GL2(Q)
+ acts on H by linear fractional trans-
formations.
Let U0(3
5) be the open compact subgroup of GL2(Ẑ) consisting of matrices
(
a b
c d
)
such
that c ≡ 0 mod 35, and let Γ0(35) = GL2(Q)+ ∩ U0(35). Let X0(35) be the modular curve
over Q of level Γ0(3
5) whose underlying Riemann surface is
X0(3
5)(C) = GL2(Q)
+\ (H ⊔ P1(Q))×GL2(Af)/U0(35) ≃ (Γ0(35)\H) ⊔ (Γ0(35)\P1(Q)) ,
where Af denote the finite ade`le of Q. Define N to be the normalizer of Γ0(3
5) in GL+2 (Q).
It follows from [KM88, Theorem 1] that the linear fractional transformation action of N on
X0(3
5) induces an isomorphism
N/Q×Γ0(35) ≃ AutQ(X0(35)).
Moreover, all the algebraic automorphisms in AutQ(X0(3
5)) are defined over K. We identify
AutQ(X0(3
5)) with N/Q×Γ0(35) by this isomorphism. By [AL70, Theorem 8], and [Ogg80],
the quotient group N/Q×Γ0(35) ≃ S3 ⋊ Z/3Z, where S3 denotes the symmetric group with
3 letters which is generated by the Atkin-Lehner operator W =
(
0 1
−35 0
)
and the matrix
A =
(
28 1/3
34 1
)
, and the subgroup Z/3Z is generated by the matrix B =
(
1 0
34 1
)
.
Put
U = 〈U0(35),W,A〉 ⊂ GL2(Af ).
Then Q×\Q×U is an open compact subgroup of Q×\GL2(Af). Put
Γ = GL2(Q)
+ ∩ U = 〈Γ0(35),W,A〉,
and let XΓ be the modular curve over Q of level Γ whose underlying Riemann surface is
XΓ(C) = GL2(Q)
+\ (H ⊔ P1(Q)) ×GL2(Af)/U ≃ (Γ\H) ⊔ (Γ\P1(Q)).
Then XΓ is a smooth projective curve over Q of genus 1, and XΓ has three cusps
Γ\P1(Q) = {[∞], [1/9], [2/9]}.
The cusp [∞] is rational over Q, and the cusps [1/9] and [2/9] are both defined over K.
We identify XΓ with an elliptic curve over Q with [∞] as its zero element. Let NΓ be the
normalizer of Γ in GL2(Q)
+. Then we have a natural embedding
Φ : NΓ/Q
×Γ →֒ AutQ(XΓ) ≃ O×K ⋉XΓ(Q),
whereO×K embeds into AutQ(XΓ) by complex multiplications andXΓ(Q) embeds into AutQ(XΓ)
by translations. The matrices
B =
(
1 0
34 1
)
, C =
(
1 1/9
−33 −2
)
lie in NΓ, and hence induce automorphisms of XΓ.
The elliptic curves En are all endowed with complex multiplication by K and we fix the
complex multiplication [·] : OK ≃ EndK(En) by [−ω](x, y) = (ωx,−y). We will always
take the simple Weierstrass equation y2 = x3 − 24 · 3 for the elliptic curve E9, unless stated
otherwise.
Proposition 2.1. 1. The elliptic curve (XΓ, [∞]) is isomorphic to E9 over Q.
2. We have an embedding
Φ : NΓ/Q
×Γ →֒ O×K ⋉ (Γ\P1(Q)) ⊂ AutQ(XΓ).
Moreover, for any point P ∈ XΓ, we have
Φ(B)(P ) = [ω2]P, Φ(C)(P ) = [ω2]P + [1/9].
In particular, the automorphisms Φ(B) and Φ(C) are defined over K.
Note that there exists a unique isomorphism XΓ → E9 over Q such that the cusp [1/9]
has coordinates (0, 4
√−3). We use this isomorphism to identify XΓ with E9.
Proof. It is known from [DV17] that E9 is the natural quotient of X0(3
5) by the finite group
S3. Since the automorphism group of the elliptic curve E9 is isomorphic to O×K , we have
AutQ(XΓ) ≃ O×K ⋉XΓ(Q).
Then for any M ∈ NΓ and P ∈ XΓ, Φ(M)(P ) = [α]P + S for some α ∈ O×K , S ∈ XΓ(Q).
Taking P = [∞], we see S = Φ(M)([∞]) ∈ Γ\P1(Q). The formulae for Φ(B) and Φ(C) are
taken from [DV17], which can also be verified numerically using SageMath. 
Let V ⊂ U0(35) be the subgroup consisting of matrices
(
a b
c d
)
with a ≡ d mod 3, and
put U0 = 〈V,W,A〉. Let X0Γ be the modular curve over Q whose underlying Riemann surface
is
X0Γ(C) = GL2(Q)
+\
(
H
⊔
P1(Q)
)
×GL2(Af)/U0.
By class field theory, Q×+Ẑ
×/Q×+ det(U0) ≃ Gal(K/Q). Noting that GL2(Q)+ ∩ U0 = Γ, we
see that the modular curve X0Γ is isomorphic to XΓ ×Q K as a curve over Q (cf. [Shi94,
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Chapter 6]). Usually, we denote by [z, g]U0 the point on X
0
Γ which is represented by the pair
(z, g) where z ∈ H and g ∈ GL2(Af ). The curve X0Γ is not geometrically connected and has
two connected components over C. Put
U/U0 = 〈ǫ〉, ǫ =
(
1 0
0 −1
)
.
The non-trivial Galois action of Gal(K/Q) on X0Γ is given by the right translation of ǫ on
X0Γ. We have
AutQ(X
0
Γ) = AutK(XΓ)⋊Gal(K/Q) ≃ (XΓ(K)⋊O×K)⋊Gal(K/Q).
Let NGL2(Af )(U0) be the normalizer of U0 in GL2(Af). Then there is a natural homomorphism
NGL2(Af )(U0)/U0 −→ AutQ(X0Γ)
induced by right translation on X0Γ: for P = [z, g]U0 ∈ X0Γ and x ∈ NGL2(Af )(U0)
P 7→ P x = [z, gx]U0 .
An element g ∈ NGL2(Af )(U0) maps one component of X0Γ onto the other if and only if it has
image −1 under the composition of the following morphisms:
GL2(Af ) = GL2(Q)
+GL2(Ẑ)
det
// Q×+Ẑ
× // Z×3 /(1 + 3Z3),
where Ẑ =
∏
ℓ Zℓ and the last morphism is trivial on Q
×
+ and, on Ẑ
×, it is the projection
from Ẑ× to its 3-adic factor composed with mod 3.
2.2. The Modular Actions on Heegner Points. Let p ≡ 4, 7 mod 9 be a rational
prime number. Let ρ : K → M2(Q) be the normalised embedding with fixed point τ =
(2pω − 9)/(9pω − 36) ∈ H, i.e. we have
ρ(t)
(
τ
1
)
= t
(
τ
1
)
, for any t ∈ K.
Here it’s matrix multiplication on the left hand side and scalar multiplication on the right
hand side. Note that
τ = Mω, M =
(
2 −1
9 −4
)(
p
9
0
0 1
)
.
Then the embedding ρ : K → M2(Q) is explicitly given by
ρ(ω) =M
(−1 −1
1 0
)
M−1 =
(
2p+ 8 + 36/p −4p/9− 2− 9/p
9p+ 36 + 144/p −2p− 9− 36/p
)
.
Let R0(3
5) be the standard Eichler order of discriminant 35 in M2(Q). For any integer c ≥ 1,
let Oc be the order of K of conductor c and let Hc be the ring class field of conductor c.
Then K ∩ R0(35) = O9p. Let OK,3 be the completion of OK at the unique place above 3.
We have
O×K,3/Z×3 (1 + 9OK,3) = 〈ω3〉 × 〈1 + 3ω3〉 ∼= Z/3Z× Z/3Z,
where ω3 is the image of ω into O×K,3. Considered as elements in GL2(Af) with other
components 1, it is straightforward to verify that ω3 and 1 + 3ω3 normalize U0, and hence
we have an embedding
O×K,3/Z×3 (1 + 9OK,3) →֒ AutQ(X0Γ).
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If p ≡ 7 mod 9, it is straight-forward to verify that the element
w =M
(
1 1
0 −1
)
M−1 =
(−2p− 17 4p/9 + 4
−9p− 72 2p+ 17
)
.
is a nontrivial normalizer of K× in GL2(Q) and wǫ normalizes U0, and hence wǫ also induces
an automorphism of X0Γ.
Theorem 2.2. 1. For any point P ∈ X0Γ, we have
P 1+3ω3 = [ω2]P,
and
P ω3 =
{
[ω2]P + (0, 4
√−3), p ≡ 4 mod 9;
[ω]P + (0, 4
√−3), p ≡ 7 mod 9.
2. Suppose p ≡ 7 mod 9. For any point P ∈ X0Γ, we have
Pwǫ = [ω
p−7
9 ]P − (0, 4√−3).
Proof. Since ω3, 1+3ω3 and wǫ all have determinant ≡ 1 mod 3, when identified as elements
in AutQ(X
0
Γ) they actually lie in the subgroup AutK(XΓ). Let P = [z, 1]U0 for z ∈ H be a
point on X0Γ. We have
B(1 + 3ω3)A
2 =
((
60p+ 837/p+ 214 2p/3 + 9/p+ 7/3
5130p+ 71145/p+ 18252 57p+ 765/p+ 199
)
3
, BA2
)
∈ V,
where the subscript 3 denotes the 3-adic component of the adelic matrices. Then
P 1+3ω3 = [z, 1 + 3ω3]U0 = [B(z), B(1 + 3ω3)]U0 = [B(z), 1]U0 = Φ(B)P = [ω
2]P.
If p ≡ 4 mod 9, then
Cω3A
2 =
((
867p+ 11635/p+ 2685 31p/3 + 416/3p+ 32
−20808p− 281925/p− 64440 −248p− 3360/p− 768
)
3
, CA2
)
∈ V.
and hence
P ω3 = Φ(C)(P ) = [ω2]P + (0, 4
√−3).
If p ≡ 7 mod 9, then
BCω3A
2 =
((
867p+ 11635/p+ 2685 31p/3 + 416/3p+ 32
49419p+ 660510/p+ 153045 589p+ 7872/p+ 1824
)
3
, BCA2
)
∈ V.
and hence
P ω3 = Φ(BC)(P ) = [ω]P + (0, 4
√−3).
Suppose p ≡ 7 mod 9. It can verified that
BC2wǫA2 ∈ V, p− 7
9
≡ 0 mod 3;
C2wǫA2 ∈ V, p− 7
9
≡ 1 mod 3;
B2C2wǫA2 ∈ V, p− 7
9
≡ 2 mod 3.
Hence the second assertion follows.

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Let σ : K̂× → Gal(Kab/K) be the Artin reciprocity law and we denote by σt the image
of t ∈ K̂×. Let P0 = [τ, 1] be the CM point on X0Γ.
Theorem 2.3. 1. The point P0 ∈ X0Γ(H9p) satisfies
P
σ1+3ω3
0 = [ω
2]P0,
and
P
σω3
0 =
{
[ω2]P0 + (0, 4
√−3), p ≡ 4 mod 9
[ω]P0 + (0, 4
√−3), p ≡ 7 mod 9
2. Suppose p ≡ 7 mod 9. We have
P0 = [ω
p−7
9 ]P0 − (0, 4
√−3).
Proof. By Shimura’s reciprocity law [Shi94, Theorems 6.31 and 6.38], we have
P σt0 = P
t
0 = [τ, t], t ∈ K̂×.
Since K̂× ∩ U0 = Ô9p
×
, we see P0 is defined over the ring class field H9p, and the Galois
actions of σω3 and σ1+3ω3 are clear from Theorem 2.2. 
Proposition 2.4. 1. We have H9p = H3p(
3
√
3) with Gal(H9p/H3p) = 〈σ1+3ω3〉 ≃ Z/3Z,
and (
3
√
3
)σ1+3ω3−1
= ω2.
2. We have
(
3
√
3
)σω3−1 = 1 and
( 3
√
p)σω3−1 =
{
ω2, p ≡ 4 mod 9
ω, p ≡ 7 mod 9
Proof. For any place w of K, let Kw denote the completion of K at the place w, and let(
·,·
Kw;3
)
be the third Hilbert symbol over Kw, see for example [Neu99, Chapter V, Section
3]. We have the decomposition of ideal 7OK = (1 + 3ω)(1 + 3ω2). Let v be the place
corresponding to the prime ideal (1 + 3ω). Then(
3
√
3
)σ1+3ω3−1
=
(
1 + 3ω3, 3
K3; 3
)
.
It is an important property of Hilbert symbol that∏
w
(
1 + 3ωw, 3
Kw; 3
)
= 1,
where ωw denotes the image of ω in Kw and w runs through all places of K. Since the
symbol is trivial whenever w 6= 3, v, we have by [Neu99, Chapter V, Proposition 3.4] that(
3
√
3
)σ1+3ω3−1
=
(
1 + 3ω3, 3
K3; 3
)
=
(
1 + 3ωv, 3
Kv; 3
)−1
= 3−2 mod (1 + 3ω) = ω2.
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Since p ≡ 1 mod 3, the prime p splits in K and let v and v be the two places of K above
p. Then similarly
( 3
√
p)σω3−1 =
(
ω3, p
K3; 3
)
=
(
ωv, p
Kv; 3
)−1
·
(
ωv, p
Kv; 3
)−1
= ω−
p−1
3 .

The elliptic curve E1 has Weierstrass equation y
2 = x3 − 432. Consider the isomorphism
φ : E9 −→ E1, (x, y) 7→ (( 3
√
3)2x, 3y).
We have the following commutative diagram:
E9(H9p)
σ1+3ω3=ω
2
φ

TrH9p/L(3,p)
// E9(L(3,p))
σ1+3ω3=ω
2
φ

E1(H3p)
TrH3p/L(p)
// E1(L(p))
where the field extension diagram is as follows:
H9p = H3p(
3
√
3)
3
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲
H3p
(p−1)/3
H9
L(3,p) = K(
3
√
3, 3
√
p)
3
❱❱
❱❱
❱❱
❱❱
❱
3
3
❤❤
❤❤
❤❤
❤❤
❤❤
L(p) = K( 3
√
p)
3
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲
L(3p) = K(
3
√
3p)
3
L(3) = K(
3
√
3)
3
❣❣
❣❣
❣❣
❣❣
❣❣
❣❣
❣❣
❣
K
2
Q.
Put Q = φ(P0) and R = TrH3p/L(p)Q.
Corollary 2.5. The point R ∈ E1(L(p)) and satisfies
Rσω3 =
{
[ω2]R + (0, 12
√−3), p ≡ 4 mod 9,
[ω]R + (0,−12√−3), p ≡ 7 mod 9,
and if p ≡ 7 mod 9,
R = [ω
p−7
9 ]R + (0, 12
√−3).
Proof. This is a consequence of Theorem 2.3, Proposition 2.4 and that
TrH3p/L(p)(0, 12
√−3) = p− 1
3
(0, 12
√−3).
Recall that the cusp (0, 12
√−3) is a 3-torsion. 
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3. Non-divisibility of Heegner points
By the assumption that 3 mod p is not a cubic residue, we decompose pOK = pp so that
(3.1) 3
p−1
3 ≡ ω mod p, 3 p−13 ≡ ω2 mod p.
Since H3p/K is totally ramified at p and p, let P and P be the primes of H3p above p and
p respectively. We have
OK/pOK ∼= OK/p
⊕
OK/p ⊂ OH3p/P
⊕
OH3p/P.
The main result (Proposition 5.2.8) in [DV17] state that if 3 is not a cube modulo p, the
reduction
(R mod P, R mod P) ∈ E1(Fp)2
is not equal to the image of any torsion point in E1(L(p)), and hence the Heegner point R is
of infinite order.
We sketch their strategy briefly. Note the CM points P0 considered in this paper are
exactly those considered in [DV17]. We will use the explicit coordinates of R modulo p later
so we record them in the following lemma.
Lemma 3.1. Under the Weierstrass equation y2 = x3 − 432 for E1,
R ≡
{
(12ωi+2,−36) mod P,
(12ωi+1,−36) mod P,
where i = 0, 1, 2 depends on p.
Proof. As in the proof of [DV17, Proposition 5.2.8],
(3.2) R = TrH3p/L(p)
Q ≡ p− 1
3
Q ≡
{
Q, p ≡ 4 mod 9,
−Q, p ≡ 7 mod 9.
By [DV17, Proposition 5.2.1 and Lemma 5.2.4], the x-coordinate x(Q) is p-adic integral and
satisfies the following congruence (see [DV17, (5.2.6)])
(3.3) x(Q) ≡ x(Q)p ≡ 12pωi(−3)(p−1)/6 mod pZ
where Z denotes the ring of integral algebraic numbers and i = 0, 1, 2 depends on p (see
[DV17, Lemma 5.1.3]). Note that Dasgupta and Voight [DV17] used the Weierstrass equation
y2+ y = 3x3− 1 for E1, and we have adapted the coordinates to the equation y2 = x3− 432.
Since −3 ∈ F×p is a square, (−3)
p−1
6 is a third root of unity modulo p. Note also that p−1
3
is
always even in our case. Therefore, by (3.1) and (3.3), we conclude that
(3.4) x(Q) ≡
{
12ωi+2 mod P,
12ωi+1 mod P.
By Theorem 2.3, we have
[1− ωα]Q ≡ (0, 12√−3) mod P (resp. P),
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where α = 2 if p ≡ 4 mod 9 and α = 1 if p ≡ 7 mod 9. This implies that (Q mod P) and
(Q mod P) both belongs to E1(Fp)[3]. It follows that
(3.5) Q ≡
{
(12ωi+2, (−1)α−1 · 36) mod P,
(12ωi+1, (−1)α−1 · 36) mod P.
Then the Lemma follows from (3.2) and (3.5). 
Consider the reduction map
Red : E1(L(p))\{O} −→ OH3p/P
⊕
OH3p/P, T 7→ (x(T ) mod P, x(T ) mod P).
By [DV17, Lemma 5.2.9], we have E1(L(p))tor = E1(K)tor. LetD be the image ofE1(L(p))tor\{O}
under the reduction map. Then
D = {(0, 0), (12ωi, 12ωi)i=0,1,2} ⊂ OK/p
⊕
OK/p.
On the other hand, by Lemma 3.1, the reduction Red(R) is not trivial and also doesn’t lie
in D. Hence, the Heegner point R is not torsion.
Put T = (12ωi+2,−36) which satisfies the relations
T =
{
[ω2]T + (0, 12
√−3),
[ω]T + (0,−12√−3).
Let α = 2 or 1 according to p ≡ 4 or 7 mod 9 respectively. By Theorem 2.5, the point
Y = R−T belongs to E1(L(p))σω3=ωα which is identified with Ep(K) under the isomorphism
(x, y) 7→ (( 3√p)2x, py) defined over L(p). Then the point Y + Y is identified with an element
in Ep(Q).
Proposition 3.2. The point Y is not divisible by
√−3 in E1(L(p))σω3=ωα. More precisely,
there exists no point X ∈ E1(L(p))σω3=ωα and S ∈ E1(L(p))σω3=ω
α
tor such that
Y =
√−3X + S.
Proof. Suppose
(3.6) Y =
√−3X + S
for some X ∈ E1(L(p))σω3=ωα and S ∈ E1(L(p))σω3=ω
α
tor . Since H3p/K is totally ramified at P
and P, we have
Y σω3 ≡ Y, Xσω3 ≡ X, Sσω3 ≡ S mod P (resp. mod P).
From the formulae
Y σω3 = [ωα]Y, Xσω3 = [ωα]X, Sσω3 = [ωα]S,
we have
[
√−3]Y = [√−3]X = [√−3]S ≡ O mod P (resp. mod P).
By (3.6) and our choice of T , we have
S ≡ Y ≡
{
O, mod P,
[1− ω](12ωi+1,−36), mod P,
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which implies that (x(S) mod P, x(S) mod P) doesn’t lie in the subset D, and this contra-
dicts with the fact that S is a torsion point. This proves that Y is not divisible by
√−3 in
E1(L(p))
σω3=ω
α
.

By the work of Dasgupta and Voight [DV17], we know that the free component of Ep(K)
has rank 1 over OK , and we have
K ⊗OK Ep(K) ≃ K.
Proposition 3.3. As elements in K ⊗OK Ep(K), we have
Y =
(
ωi
γ
γ
)
⊗ Y,
where i = 0, 1, 2 and γ ∈ OK is a nonzero element satisfying (γ, γ) = 1 and all primes of γ
are factors of rational primes which are split in K.
Proof. Recall if we set α = 2 or 1 according to p ≡ 4 or 7 mod 9 respectively, then
E1(L(p))
σω3=ω
α
is identified with Ep(K) under the real morphism
ϕ : E1 → Ep, (x, y) 7→ (( 3√p)2x, py).
Since R and R have the same height, as elements in
K ⊗OK E1(L(p))σω3=ω
α
,
there exists β ∈ K× such that
NK/Q(β) = 1 and R = β ⊗ R.
By Hilbert satz 90, we may assume
β = u · γ
γ¯
,
where u ∈ O×K , γ ∈ OK such that (γ, γ) = 1 and all primes of γ are factors of rational primes
which are split in K.
Then as usual points, there exists S ∈ E1(L(p))σω3=ω
α
tor = E1(K)tor such that
[γ]R = [uγ]R + S.
Since Y = ϕ(R− T ), we have
[γ]Y = [uγ]Y + S ′.
for some S ′ ∈ Ep(K)tor.
It remains to prove that u is a third root of unity. We have
(3.7) [γ]R + [γ]R = [(u+ 1)γ]R + S.
We claim that if u is a primitive sixth root of unity or −1, then [(u + 1)γ]R has the same
coordinates modulo both P and P. The case u = −1 is obvious. Suppose u is a primitive
six-th root of unity. Then u+ 1 =
√−3ωj for some j = 1, 2. By Lemma 3.1, we have
[u+ 1]R ≡
{
[ωj+i+2][
√−3](12,−36) mod P,
[ωj+i+1][
√−3](12,−36) mod P.
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Since [
√−3](12,−36) = (0,−12√−3), we see that [u + 1]R has the same coordinates when
modulo both P and P. Consequently, so does [γ(1 + u)]R. Since S is a K-point, the RHS
of (3.7) has the same coordinates when modulo both P and P.
On the other hand, we will show that the LHS of (3.7) has distinct coordinates when
modulo P and P respectively. To do this, it is enough to show that [2γ]R+[2γ]R has distinct
coordinates when modulo P and P respectively. Write 2γ = a+ b
√−3 with a, b ∈ Z. Then
[2γ]R + [2γ]R = [a](R +R) + [b
√−3](R−R).
By Lemma 3.1, R + R has distinct coordinates when modulo P and P respectively and
R− R ≡ [1− ωi]R for some i = 0, 1, 2 when modulo P and P respectively.
Note that R mod P resp. P is of order 3 in E1(Fp). Since a ≡ 1, 2 mod 3, we know
[a](R+R) has distinct coordinates when modulo P and P respectively. Since
√−3 | (1−ωi),
we conclude that
[b
√−3](R− R) ≡ 0 mod P resp. P.
So we conclude that that [2γ]R+[2γ]R and, hence LHS of (3.7), have distinct coordinates
when modulo P and P respectively. Therefore, if u is a primitive sixth root of unity or −1
we come to a contradiction and hence u must be a third root of unity. 
Remark 3.1. If p ≡ 7 mod 9, it follows from Corollary 2.5 that
Y ≡ [ω p−79 ]Y mod torsion.
Theorem 3.4. The point Y + Y ∈ Ep(Q) is not divisible by 3.
Proof. In the following all points are viewed as elements in
K ⊗OK Ep(K) ≃ K.
By Proposition 3.3, there exists γ ∈ OK satisfying (γ, γ) = 1 and all primes of γ are factors
of rational primes which are split in K such that
Y + Y =
(
1 + u
γ
γ
)
⊗ Y.
Consider γ + γ as an element in OK,3 = Z3[
√−3]. Suppose γ = a + b√−3 with a, b ∈ Z3.
Since γ is a 3-adic unit, we have a ∈ Z×3 . Then
1 + u
γ
γ
= 1 +
γ
γ
+ (u− 1)γ
γ
=
2a
γ
+ (u− 1)γ
γ
.
is a 3-adic unit since
√−3 | (u − 1). Then the 3-nondivisibility follows from Proposition
3.2. 
4. The explicit Gross-Zagier formulae
4.1. Test vectors and the explicit Gross-Zagier formulae. Let π be the automorphic
representation of GL2(A) corresponding to E9/Q. Then π is only ramified at 3 with conductor
35. For n ∈ Q×, let χn : Gal(Kab/K) → C× be the cubic character given by χn(σ) =
( 3
√
n)σ−1. Define
L(s, E9, χn) := L(s− 1/2, πK ⊗ χn), ǫ(E9, χn) := ǫ(1/2, πK ⊗ χn),
where πK is the base change of π to GL2(AK).
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Let p ≡ 4, 7 mod 9 be a prime number, and put χ = χ3p. From the Artin formalism, we
have
L(s, E9, χ) = L(s, Ep)L(s, E3p2).
By [Liv95], we have the epsilon factors ǫ(E3p2) = +1 and ǫ(Ep) = −1, and hence the epsilon
factor
ǫ(E9, χ) = ǫ(Ep)ǫ(E3p2) = −1.
For a quaternion algebra BA, we define its ramification index ǫ(Bv) = +1 for any place v of
Q if the local component Bv is split and ǫ(Bv) = −1 otherwise.
Proposition 4.1. The incoherent quaternion algebra B over A, which satisfies
ǫ(1/2, πv, χv) = χv(−1)ǫv(B)
for all places v of Q, is only ramified at the infinity place.
Proof. Since π is unramified at finite places v ∤ 3, χ is unramified at finite places v ∤ 3p
and p is split in K, by [Gro88, Proposition 6.3] we get ǫ(1/2, πv, χv) = +1 for all finite
v 6= 3. Again by [Gro88, Proposition 6.5], we also know that ǫ(1/2, π∞, χ∞) = −1. Since
ǫ(1/2, π, χ) = −1, we see that ǫ(1/2, π3, χ3) = +1. Since χ is a cubic character, χv(−1) = 1
for any v. Hence B is only ramified at the infinity place. 
Let B×f = GL2(Af) be the finite part of B
×. For any open compact subgroup U ⊂ B×f ,
the Shimura curve XU associated to B of level U is the usual modular curve with complex
uniformization
XU(C) = GL2(Q)
+\
(
H
⊔
P1(Q)
)
×GL2(Af)/U.
Let
πE9 = lim−→
U
Hom0ξU (XU , E9),
where Hom0ξU (XU , E9) denotes the morphisms in HomQ(XU , E9)⊗ZQ using the Hodge class
ξU as a base point. Then πE9 is an automorphic representation of B
× over Q. Let π be
the Jacquet-Langlands correspondence of πE9 ⊗Q C on GL2(A). By Proposition 4.1 and a
theorem of Tunnell-Saito [YZZ13, Theorem 1.4.1], the space
HomA×K
(πE9 ⊗ χ,C)⊗ HomA×K (πE9 ⊗ χ
−1,C)
is one-dimensional with a generator β = ⊗βv where, for each place v of Q, the bilinear form
βv : πE9,v ⊗ πE9,v −→ C
is given by
(4.1) βv(ϕ1, ϕ2) =
∫
Q×v \K×v
(πE9,v(t)ϕ1, ϕ2)χv(t)dt, ϕ1, ϕ2 ∈ πE9,v.
Here (·, ·)v is a B×v -invariant pairing on πE9,v × πE9,v and dt is a Haar measure on K×v /Q×v .
For later application of the explicit Gross-Zagier formula in [CST14], if (ϕ1, ϕ2)v 6= 0, we
also define the normalized toric integral
β0v(ϕ1, ϕ2) =
∫
Q×v \K×v
(π(t)ϕ1, ϕ2)vχv(t)
(ϕ1, ϕ2)v
dt.
For more details we refer to [YZZ13, Section 1.4] and [CST14, Section 3].
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The elliptic curve E9 has conductor 3
5. Let f : X0(3
5) → E9 be a nontrivial modular
parametrization which sends the infinity cusp [∞] to the zero element O. Explicitly, we may
take f to be the quotient map X0(3
5)→ XΓ = E9 as in Proposition 2.1. Let
R =
(
Ẑ Ẑ
35 · Ẑ Ẑ
)
⊂ Bf (Ẑ) = M2(Ẑ)
be the Eichler order of discriminant 35. Then U0(3
5) = R×, and by the newform theory
[Cas73], the invariant subspace πR
×
E9
has dimension 1 and is generated by f .
Proposition 4.2. The modular parametrization f : X0(3
5) → E9 is a test vector for the
pair (πE9 , χ), i.e. β(f, f) 6= 0.
Proof. Let R′ be the admissible order for the pair (πE9 , χ) in the sense of [CST14, Definition
1.3]. Since R′ and R only differs at 3. It suffices to verify that β3(f3, f3) 6= 0, which is given
by Corollary 7.10. 
Let ωEn be the invariant differential on the minimal model of En. Define the minimal real
period Ωn of En by
Ωn =
∫
En(R)
|ωEn|.
By [ZK87, Formula (9)], we have
(4.2) ΩpΩ3p2 = (3p)
−1Ω29
Using Sagemath we compute that {Ω9,Ω9 · (12 +
√−3
2
)} is a Z-basis of the period lattice L of
the minimal model of E9. So
(4.3)
√
3Ω29 = 2
∫
C/L
dxdy =
∫
E(C)
|ωE9 ∧ ωE9 | =
1
6
· 8π2(φ, φ)Γ0(35),
where φ is the newform of level 35 and weight 2 associated to E9, and (φ, φ)Γ0(35) is the
Petersson norm of φ defined by
(φ, φ)Γ0(35) =
∫ ∫
X0(35)
|φ(z)|2dxdy, z = x+ iy.
Recall τ = (2pω−9)/(9pω−36) ∈ H and let P1 = [τ, 1]U0(35) be the CM point on X0(35)(H9p)
and note that f(P1) = P0. Define the Heegner point
R1 = TrH9p/L(3,p)P0 ∈ E9(L(3,p)).
Theorem 4.3. For primes p ≡ 4, 7 mod 9, we have the following explicit formula of Heegner
points:
L′(1, Ep)L(1, E3p2)
ΩpΩ3p2
= 2α · 9 · ĥQ(R1),
where α = 0 if p ≡ 4 mod 9 and α = −1 if p ≡ 7 mod 9.
Proof. We note that the conductor of π is 35 and the conductor of χ is 9p. Let R′ be the
admissible order for the pair (πE9 , χ) and let f
′ 6= 0 be a test vector in V (πE9 , χ) which is
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defined in [CST14, Definition 1.4]. The newform f only differs from f ′ at the local place 3.
Define the Heegner cycle
P 0χ(f) =
♯Pic(Op)
Vol(K̂×/K×Q̂×, dt)
∫
K×Q̂×\K̂×
f(P1)
σtχ(t)dt,
and define P 0χ−1(f) similarly as in [CST14, Theorem 1.6]. According to Corollary 7.10,
β03(f
′
3, f
′
3)
β03(f3, f3)
= 2α+2,
where α = 0 if p ≡ 4 mod 9 and α = −1 if p ≡ 7 mod 9. By [CST14, Theorem 1.6], we have
L(3)
′
(1, E9, χ) = 2
α+1 · (8π
2) · (φ, φ)Γ0(35)√
3p · (f, f)R′
· 〈P 0χ(f), P 0χ−1(f)〉K,K ,
where L(3) denotes the partial L-function with the 3-adic local factor removed, (·, ·)R′ is the
the pairing on πE9 × πE9∨ defined as in [CST14, page 789], and 〈·, ·〉K,K is a pairing from
E9(K)Q ×K E9(K)Q to C such that 〈·, ·〉K = TrC/R〈·, ·〉K,K is the Neron-Tate height over the
base field K, see [CST14, page 790]. The local representation πK,3⊗χ3 is the principal series
induced from the pair (Θ3χ3,Θ3χ3), where Θ is the Hecke character over K associated to
E9 via the CM theory. By Lemma 7.5 and 7.6, both the characters Θ3χ3,Θ3χ3 are ramified.
Hence the 3-adic local L-factor of L(s, E9, χ) is trivial and we have
L′(1, E9, χ) = L(3)
′
(1, E9, χ).
In our case, by [CST14, Lemma 2.2, Lemma 3.5],
(f, f)R′ =
Vol(XR′×)
Vol(XR×)
deg f = 6 · Vol(R
×)
Vol(R′×) = 4.
So, we get
(4.4) L′(1, E9, χ) = 2α−1
(8π2) · (φ, φ)Γ0(35)√
3p2
· 〈P 0χ(f), P 0χ−1(f)〉K,K .
On the other hand
P 0χ(f) =
#Pic(Op)
#Pic(O9p)
∑
t∈Pic(O9p)
f(P1)
σtχ(t).
Since
#Pic(Op)
#Pic(O9p) = [K
×Ô×p : K×Ô×9p]−1 =
1
9
,
we have
P 0χ(f) =
1
9
∑
t∈Pic(O9p)
f(P1)
σtχ(t).
If we put
R2 =
∑
σ∈Gal(H9p/L(3p))
f(P1)
σχ(σ) = 3R1 ∈ E9(L(3p)),
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then
〈P 0χ(f), P 0χ−1(f)〉K,K =
1
92
〈
∑
σ∈Gal(L(3p)/K)
Rσ2χ(σ),
∑
σ∈Gal(L(3p)/K)
Rσ2χ
−1(σ)〉K,K
(4.5)
=
1
27
〈R2,
∑
σ∈Gal(L(3p)/K)
Rσ2χ
−1(σ)〉K,K
=
1
27
(〈R2, R2〉K,K + χ−1(σ′)〈R2, Rσ′2 〉K,K + χ−1(σ′2)〈R2, Rσ
′2
2 〉K,K)(4.6)
=
1
27
(
〈R2, R2〉K,K −
〈
R2, R
σ′
2
〉
K,K
)
,
where σ′ is a generator of Gal(L(3p)/K). In the last equality we use the fact that 〈R2, Rσ′2 〉K,K =
〈R2, Rσ′22 〉K,K since 〈, 〉K,K is symmetric and Galois invariant. By Theorem 2.3 and Corollary
2.5, we can assume Rσ
′
2 = [ω]R2, then〈
R2, R
σ′
2
〉
K,K
=
1
2
(
ĥK([1 + ω]R2)− ĥK([ω]R2)− ĥK(R2)
)
.
Since |1 + ω| = |ω| = 1, by definition, ĥK([1 + ω]R2) = ĥK([ω]R2) = ĥK(R2). Then〈
R2, R
σ′
2
〉
K,K
= −1
2
ĥK(R2),
and hence
(4.7)
〈
P 0χ(f), P
0
χ−1(f)
〉
K,K
=
1
18
ĥK(R2) =
1
9
ĥQ(R2) = ĥQ(R1).
Finally, combining (4.2)-(4.7), we get
L′(1, Ep)L(1, E3p2)
ΩpΩ3p2
= 2α · 9 · ĥQ(R1).

Recall there is an isomorphism
φ : E9 −→ E1, (x, y) 7→
((
3
√
3
)2
x, 3y
)
,
and we have the following commutative diagram:
E9(H9p)
σ1+3ω3=ω
2
φ

TrH9p/L(3,p)
// E9(L(3,p))
σ1+3ω3=ω
2
φ

E1(H3p)
TrH3p/L(p)
// E1(L(p))
.
In paricular, we have φ(R1) = R, and hence the following
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Corollary 4.4. For primes p ≡ 4, 7 mod 9, we have
L′(1, Ep)L(1, E3p2)
ΩpΩ3p2
= 2α · 9 · ĥQ(R),
where α = 0 if p ≡ 4 mod 9 and α = −1 if p ≡ 7 mod 9.
Proof. This is immediate from Theorem 4.3. 
Recall that Dasgupta and Voight [DV17] proved that the Heegner point R is not torsion.
By the above Gross-Zagier formula and the work of Kolyvagin [Kol90], we know that
rankZEp(Q) = ords=1L(s, Ep) = 1, rankZE3p2(Q) = ords=1L(s, E3p2) = 0.
5. The 3-part of the Birch and Swinnerton-Dyer conjectures
Let F be a number field. Let φ : A→ A′ be an isogeny of elliptic curves over F of degree
m and φ′ is its dual isogeny. The commutative diagram
0 // A[φ]

// A
φ
// A′ //
φ′

0
0 // A[m]
φ

// A
[m]
//
φ

A // 0
0 // A′[φ′] // A′
φ′
// A // 0
induces the following commutative diagram
0

0

0 // A′[φ′](F )/φA[m](F )
φ′

=
// A′[φ′](F )/φA[m](F )
φ′

// 0

0 // A′(F )/φA(F )
φ′

// Selφ(A/F ) //

X(A/F )[φ] //

0
0 // A(F )/mA(F )

// Selm(A/F ) //
φ

X(A/F )[m] //
φ

0
0 // A(F )/φ′A′(F )

// Selφ′(A
′/F ) //

X(A′/F )[φ′] //

0
0 // Selφ′(A
′/F )/φSelm(A/F )
≃
//

X(A′/F )[φ′]/φX(A/F )[m] //

0
0 0 .
From this diagram, we immediately have the following
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Lemma 5.1. Let A,A′ and φ, φ′ be as above.
|Selm(A/F )| = |Selφ(A/F )||Selφ
′(A′/F )|
|A′[φ′](F )/φA[m](F )||X(A′/F )[φ′]/φX(A/k)[m]| .
Let n be a positive cube-free integer and E ′n be the elliptic curve given by Weierstrass
equation y2 = x3 + (4n)2. Then there is an unique isogeny φn : En → E ′n of degree 3 up to
[±1] and denote φ′n its dual isogeny.
Proposition 5.2. Let p ≡ 4, 7 mod 9 be primes such that 3 mod p is not a cubic residue.
Then
dimF3 Sel3(Ep(Q)) ≤ 1, dimF3 Sel3(E3p2(Q)) = 0.
Proof. By [Sat86, Theorem 2.9], we know that
Selφp(Ep(Q)) = Selφ′p(E
′
p(Q)) = Z/3Z,
and
Selφ3p2 (E3p2(Q)) = Z/3Z, Selφ′3p2
(E ′3p2(Q)) = 0.
Note that Ep[3](Q) and E3p2 [3](Q) are trivial and |E ′p[φ′p](Q)| = |E ′3p2 [φ′3p2](Q)| = 3. By
Lemma 5.1, the proposition follows. 
Now we are ready to give the proof of Theorem 1.4.
Proof of Theorem 1.4. By [ZK87, Table 1], we know that cp(Ep) = 3, c3(Ep) = 1 or 2
depending on p congruent to 4 or 7 modulo 9 respectively, and cℓ(Ep) = 1 for primes ℓ 6= 3, p,
while cp(E3p2) = 3, cℓ(E3p2) = 1 for primes ℓ 6= p.
Let P be the generator of the free part of Ep(Q). Then the BSD conjecture predicts that
L′(1, Ep)
Ωp
= 2m · 3 · |X(Ep)| · ĥQ(P ),
where m = 0 if p ≡ 4 mod 9 and 1 if p ≡ 7 mod 9, and
L(1, E3p2)
Ω3p2
= 3 · |X(E3p2)| .
Combining these two, we get
L′(1, Ep)
Ωp
· L(1, E3p2)
Ω3p2
= 2m · 9 · |X(Ep)| · |X(E3p2)| · ĥQ(P ).
By Theorem 4.3 and Corollary 4.4, we expect
(5.1) |X(Ep)| · |X(E3p2)| = 2i ĥQ(R)
ĥQ(P )
,
where i = 0 resp. i = −2 if p ≡ 4 mod 9 resp. p ≡ 7 mod 9. Note the RHS of (5.1) is a
nonzero rational number.
By Proposition 5.2, Ep being rank 1, and the exact sequence
0 // E(Q)/3E(Q) // Sel3(E(Q)) // X(E)[3] // 0 ,
we know directly that
(5.2) |X(Ep)[3∞]| = |X(E3p2)[3∞]| = 1.
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In order to prove the 3-part of (5.1), it suffices to prove
ĥQ(P ) = uĥQ(R1) = uĥQ(R)
for some u ∈ Z×3 ∩Q. However, it follows from Proposition 3.2 and Theorem 3.4 that
ĥQ(P ) = wĥQ(Y + Y ) = wĥQ(R +R) = uĥQ(R)
for some u, w ∈ Z×3 ∩ Q, where the last equality follows from Lemma 3.3. Indeed, we note
that a similar formula for the complex conjugation is valid for R in the proof of Lemma
3.3. 
6. Waldspurger’s period integral of minimal vectors
This whole section is purely local, so we omit subscript v from all notations. Let π be
a smooth irreducible representation of GL2 over a p-adic field F with central character wπ,
and χ be any character over a quadratic extension E/F such that wπχ|F× = 1. For any test
vector ϕ ∈ π, denote the local Waldspurger’s period integral against a character χ on E× by
(6.1) I(ϕ, χ) =
∫
t∈F×\E×
Φϕ(t)χ(t)dt
where Φϕ = (π(t)ϕ, ϕ) is the matrix coefficient associated to ϕ.
In this section we shall start with the general setting, review the compact induction theory
and minimal vectors which arise naturally, and then recall the main results from [HN] which
evaluates I(ϕ, χ) when ϕ is a minimal vector.
6.1. Preliminaries. For a real number a, let ⌊a⌋ ≤ a be the largest possible integer, and
⌈a⌉ ≥ a be the smallest possible integer.
Let F be a p-adic field with residue field of order q, uniformizer ̟ = ̟F, ring of integers
OF and p-adic valuation vF. Let ψ be an additive character of F. Assume that 2 ∤ q. For
n ≥ 1, let UF(n) = 1 +̟nFOF. Let π be a supercuspidal representation over F with central
character wπ = 1.
Let L be a quadratic extension over F. Let eL = e(L/F) be the ramification index and
vL be the valuation on L. Let ̟L be a uniformizer for L. When L is unramified we shall
identify ̟L with ̟F. Otherwise we suppose that ̟
2
L = ̟F. Let x 7→ x to be the unique
nontrivial involution of L/F. Let ψL = ψ ◦ TrL/F. One can make similar definitions for a
possibly different quadratic extension E. Note that we shall assume that ̟2E = ξ̟F for
ξ ∈ O×F − (O×F )2 if E and L are both ramified and distinct.
For χ a multiplicative character on F×, let c(χ) be the smallest integer such that χ is trivial
on 1 +̟
c(χ)
F OF. Similarly c(ψ) is the smallest integer such that ψ is trivial on ̟c(ψ)F OF. We
choose ψ to be unramified, or equivalently, c(ψ) = 0. Then c(ψL) = −eL + 1. Let c(π) be
the power of the conductor of π.
When χ is a character over a quadratic extension, denote χ(x) = χ(x).
Lemma 6.1. For a multiplicative character ν over F with c(ν) ≥ 2, there exists αν ∈ F×
with vF(αν) = −c(ν) + c(ψ) such that
(6.2) ν(1 + u) = ψ(ανu)
for any u ∈ ̟⌈c(ν)/2⌉F OF. αν is determined mod ̟−⌈c(ν)/2⌉+c(ψ)F OF.
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One can easily check this lemma by using that ν(1 + u) becomes an additive character in
u for u ∈ ̟⌈c(ν)/2⌉F OF.
We shall also need some basic results for compact induction theory and matrix coefficient.
In general let G be a unimodular locally profinite group with center Z. Let H ⊂ G be an
open and closed subgroup containing Z with H/Z compact. Let ρ be an irreducible smooth
representation of H with unitary central character and
π = c− IndGH(ρ) = {f : G→ ρ|f(hg) = ρ(h)f(g)∀h ∈ H, f is compactly supported}.
By the assumption on H/Z, ρ is automatically unitarisable, and we shall denote the unitary
pairing on ρ by < ·, · >ρ. Then one can define the unitary pairing on π by
(6.3) < φ, ψ >=
∑
x∈H\G
< φ(x), ψ(x) >ρ .
If we let y ∈ H\G and {vi} be a basis for ρ, the elements
(6.4) fy,vi(g) =
{
ρ(h)vi, if g = hy ∈ Hy;
0, otherwise.
form a basis for π.
Lemma 6.2. For y, z ∈ H\G,
(6.5) < π(g)fy,vi, fz,vj >=
{
< ρ(h)vi, vj >ρ, if g = z
−1hy ∈ z−1Hy;
0, otherwise.
6.2. Compact induction theory for supercuspidal representations and minimal
vectors. We shall review the compact induction theory for supercuspidal representations
on GL2. For more details, see [BH06].
We shall fix the embeddings and work out everything explicitly. For vF(D
′) = 0, 1, we shall
refer to the following embedding of a quadratic field extension L = F(
√
D′) as a standard
embedding.
(6.6) x+ y
√
D′ 7→
(
x y
yD′ x
)
.
Supercuspidal representations are parametrised via compact induction by characters θ
over some quadratic extension L. More specifically we have the following quick guide.
Case 1. c(π) = 2n+ 1 corresponds to eL = 2 and c(θ) = 2n .
Case 2. c(π) = 4n corresponds to eL = 1 and c(θ) = 2n.
Case 3. c(π) = 4n+ 2 corresponds to eL = 1 and c(θ) = 2n+ 1 .
Definition 6.3. For eL = 1, 2, let
AeL =

M2(OF), if eL = 1,(
OF OF
̟OF OF
)
, otherwise.
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Its Jacobson radical is given by
BeL =

̟M2(OF), if eL = 1,(
̟OF OF
̟OF ̟OF
)
, otherwise.
Define filtrations of compact open subgroups as follows:
(6.7) KAeL (n) = 1 + BneL , UL(n) = 1 +̟nLOL.
Note that each KAe
L
(n) is normalised by L× which is embedded as in (6.6).
Denote J = L×KAeL (⌊c(θ)/2⌋), J1 = UL(1)KAeL (⌊c(θ)/2⌋), H1 = UL(1)KAeL (⌈c(θ)/2⌉).
Then θ on L× can be extended to be a character θ˜ on H1 by
(6.8) θ˜(l(1 + x)) = θ(l)ψ ◦ Tr(αθx),
where l ∈ L×, 1 + x ∈ KAe
L
(⌈c(θ)/2⌉) and αθ ∈ L× ⊂ M2(F) is associated to θ by Lemma
6.1 under the fixed embedding.
When c(θ) is even, H1 = J1 and θ˜ can be further extended to J by the same formula. In
this case denote Λ = θ˜ and π = c− IndGJ Λ.
When c(θ) is odd, J1/H1 is a two dimensional vector space over the residue field. This
case only occurs when c(π) = 4n + 2 as listed above. Then there exists a q−dimensional
representation Λ of J such that Λ|H1 is a multiple of θ˜, and Λ|L× = ⊕θν where c(ν) = 1 and
ν|F× = 1. More specifically, let B1 be any intermediate group between J1 and H1 such that
B1/H1 gives a polarisation of J1/H1 under the pairing given by
(1 + x, 1 + y) 7→ ψ ◦ Tr(αθ[x, y]).
Then θ˜ can be extended to B1 by the same formula (6.8) and Λ|J1 = IndJ1B1 θ˜.
In the case J1 = H1, we take B1 = J for uniformity. In either cases, we have wπ = θ|F×.
Definition 6.4. There exists a unique element ϕ0 ∈ π such that B1 acts on it by θ˜. (Type
1 minimal vector in the notation of [HN].)
We also call any single translate π(g)ϕ0 a minimal vector, as the conjugated group gB
1g−1
acts on it by the conjugated character θ˜g. They form an orthonormal basis for π.
Corollary 6.5. Let Φϕ0 be the matrix coefficient associated to a minimal vector ϕ0 as above.
Then Φϕ0 is supported on J , and
(6.9) Φϕ0(bx) = Φϕ0(xb) = θ˜(b)Φϕ0(x)
for any b ∈ B1. Furthermore when dimΛ 6= 1, Φϕ0 |J1 is supported only on B1.
Note that ϕ0 is basically f1,vi as in (6.4) for the coset representative 1 ∈ J\G. The
corollary follows immediately from the definition of ϕ0 and Lemma 6.2.
6.3. Local Langlands correspondence and compact induction. Here we describe the
relation between the compact induction parametrisation and the local Langlands correspon-
dence. See [BH06] Section 34 for more details.
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For a field extension L/F and an additive character ψ over F, let λL/F(ψ) be the Langlands
λ−function in [Lan]. When L/F is a quadratic field extension, let ηL/F be the associated
quadratic character. By [Lan, Lemma 5.1], we have for ψβ(x) = ψ(βx),
(6.10) λL/F(ψβ) = ηL/F(β)λL/F(ψ).
Definition 6.6. (1) If L is inert, define ∆θ to be the unique unramified character of L
×
of order 2.
(2) If L is ramified and θ is a character over L with c(θ) > 0 even, associate αθ to θ as
in Lemma 6.1. Then define ∆θ to be the unique level 1 character of L
× such that
∆θ|F× = ηL/F,∆θ(̟L) = ηL/F(̟c(θ)−1L αθ)λc(θ)−1L/F (ψ).(6.11)
Note that in [BH06] ψ is chosen to be level 1. We have adapted the formula there to our
choice of ψ using (6.10). The definition is also independent of the choice of ̟L.
Theorem 6.7. If π is associated by compact induction to a character θ over a quadratic ex-
tension L, then its associated Deligne-Weil representation by local Langlands correspondence
is σ = IndFL(Θ), where Θ = θ∆
−1
θ , or equivalently θ = Θ∆Θ.
Note here that Θ and θ always differ by a level ≤ 1 character, so αΘ can be chosen to be
the same as αθ in Lemma 6.1and ∆Θ = ∆θ.
6.4. Using minimal vectors for Waldspurger’s period integral. Now we review the
local Waldspurger’s period integral for minimal vectors. For details and proofs, see [HN] or
the appendix.
For simplicity we pick
D′ =
1
α2θ̟
2c(θ)
L
,
identify 1
αθ̟
c(θ)
L
with
√
D′ and L with F(
√
D′), and use the standard embedding (6.6).
By this choice, we have vF(D
′) = 0 if eL = 1 and vF(D′) = 1 if eL = 2.
(6.12) αθ =
1
̟
c(θ)
L
1√
D′
7→ 1
̟c(θ)/eL
(
0 1
D′
1 0
)
.
Such choice is not essential. A different choice will result in slightly different equations, for
example, (6.17) and (7.2), but the final results are similar.
Note that when eL = 2, c(θ) must be even when θ|F∗ = 1. Assume that E = F(
√
D) for
vF(D) = 0, 1 is also embedded as
(6.13) x+ y
√
D 7→
(
x y
yD x
)
.
In [HN], test vectors of form π(g)ϕ0 were used to study I(ϕ, χ) for general combinations
of π, E and χ. For the purpose of this paper we shall only review the case when L ≃ E
are ramified, wπ = 1, c(π) = 2n + 1 is odd and c(πχ) ≤ c(π). We shall normalise the Haar
measure on E× so that Vol(O×F \O×E ) = 1. Then Vol(F×\E×) = 2.
In this case we use test vectors of form
ϕ = π
((
1 u
0 1
)(
v 0
0 1
))
ϕ0
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for some u ∈ OF, v ∈ O×F . Recall that when eL = 2,
KAeL (n) = 1 +
(
̟⌈n/2⌉OF ̟⌊n/2⌋OF
̟⌊n/2⌋+1OF ̟⌈n/2⌉OF
)
,
and J = L×KAeL (n) acts on ϕ0 by a character, so we can assume that v ∈ (OF/̟⌈n/2⌉OF)×.
There are two situations depending on min{c(θχ), c(θχ)}. Note that for the embedding
of E fixed above, we have
(6.14)
(−1 0
0 1
)(
x y
yD x
)(−1 0
0 1
)
=
(
x −y
−yD x
)
and thus
(6.15) I(ϕ, χ) = I
(
π
((−1 0
0 1
))
ϕ, χ
)
.
So we shall always assume that c(θχ) ≤ c(θχ).
The first situation is when c(θχ) = 0, then the Tunnell-Saito’s test requires θχ to be trivial
for I(ϕ, χ) to be ever nonzero. In that case we can take u = 0 and then there is a unique
v mod ̟⌈n/2⌉ such that I(ϕ, χ) 6= 0, and for this v we have
(6.16) I(ϕ, χ) = vol(F×\E×) = 2.
The second situation is when 0 < c(θχ) = 2l ≤ 2n. In this case, αθχ can be associated to
θχ by Lemma 6.1 and ϕ would be a test vector if v, u are solutions of the following quadratic
equation:
(6.17)
D
D′
v2 −
(
2̟nαθχ
√
D − 2
√
D
D′
)
v + (1−Du2) ≡ 0 mod ̟n−⌊ l2 ⌋.
This implies that for fixed u, the discriminant of the equation
(6.18) ∆(u) = 4̟nαθχ
√
D
(
̟nαθχ
√
D − 2
√
D
D′
)
+ 4
D
D′
Du2
has to be a square mod ̟n−⌊
l
2
⌋. When n− l is even, we can pick u = 0 directly. Whether
∆(u) is a square is consistent with Tunnell-Saito’s test. When ∆(0) is indeed a square, we
get two solutions of v mod ̟⌈n/2⌉. For each of these two solutions we have
(6.19) I(ϕ, χ) =
1
q⌊l/2⌋
.
Now if n − l is odd, vF(∆(0)) = n− l is odd, thus ∆(0) can never be a square. We need
to pick u such that vF(u) =
n−l−1
2
and ∆(0) + 4 D
D′
Du2 can be of higher evaluation and a
square. Whether this is possible is again consistent with Tunnell-Saito’s test. In this case
it’s possible to get more solutions of v mod ̟⌈n/2⌉. For each solution we have
(6.20) I(ϕ, χ) =
1
q⌊l/2⌋
.
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7. Waldspurger’s period integral using newforms
In the last section we reviewed the local Waldspurger’s period integral for minimal vectors.
In this section we show how to work out the local Waldspurger’s period integral for newforms.
The first step is to work out minimal vectors in the Kirillov model, which allows an explicit
relation between minimal vectors and newforms. Then using bilinearity of Waldspurger’s
period integral, we can write the integral for newforms as a sum of integrals for minimal
vectors. Using results from the last section, we show in Section 7.2 that there is a single
diagonal term which is non-vanishing for the special cases concerned in this paper. We
further illustrate how to evaluate off-diagonal terms in Section 7.3 in more general cases for
possible future applications.
We need to deduce the local information from global characters in Section 7.2, so we keep
the subscripts to indicate local places there. In the other parts of this section we still omit
subscript v.
7.1. Kirillov model for minimal vectors. We first describe the minimal vectors explicitly
in the Kirillov model. For this purpose, we choose a special shape for B1 = UL(1)KA2(2n+1)
in the case eL = 1 and c(π) = 4n+ 2. Recall we choose D
′ such that
(7.1) αθ =
1
̟
c(θ)
L
1√
D′
7→ 1
̟c(θ)/eL
(
0 1
D′
1 0
)
.
We define the intertwining operator from π to its Whittaker model by
(7.2) ϕ 7→Wϕ(g) =
∫
F
Φϕ
((
̟⌊c(π)/2⌋ 0
0 1
)(
1 n
0 1
)
g
)
ψ(−n)dn.
Lemma 7.1. Up to a constant multiple, we have the followings in the Kirillov model.
(1) When c(π) = 4n, ϕ0 = Char(̟
−2nUF(n)).
(2) When c(π) = 2n+ 1, ϕ0 = Char(̟
−nUF(⌈n/2⌉)).
(3) When c(π) = 4n+ 2, ϕ0 = Char(̟
−2n−1UF(n + 1)).
Proof. We only prove part (3) here. The first two results are similar and much easier. By
the intertwining operator defined above, we have that
(7.3) Wϕ0
((
a 0
0 1
))
=
∫
F
Φϕ0
((
̟2n+1a ̟2n+1n
0 1
))
ψ(−n)dn.
By the support of Φϕ0 in Corollary 6.5 we get that the integral is non-vanishing only when
a ∈ ̟−2n−1UF(n+ 1) and n ∈ ̟−n−1OF, in which case by (7.1) and definition of θ˜,
(7.4) Wϕ0
((
a 0
0 1
))
=
∫
n∈̟−n−1OF
ψ(̟−2n−1̟2n+1n)ψ(−n)dn = qn+1.
So up to a constant, ϕ0 in the Kirillov model is
ϕ0(x) =Wϕ0
((
x 0
0 1
))
= Char(̟−2n−1UF(n + 1))(x),
and the intertwining operator is not trivial. 
From now on we no longer need the special shape of αθ or B
1. We do want to keep all
test vectors L2−normalised.
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Corollary 7.2. The new form ϕnew can be related to ϕ0 by the following formula
(7.5) ϕnew =
1√
(q − 1)q⌈
c(θ)
2eL
⌉−1
∑
x∈(OF/̟
⌈
c(θ)
2eL
⌉OF)×
π
((
̟−c(θ)/eLx 0
0 1
))
ϕ0.
Here ϕ0 and ϕnew are both L
2-normalised.
Proof. By the previous lemma one can uniformly write
(7.6) ϕ0 =
√
(q − 1)q⌈
c(θ)
2eL
⌉−1
Char(̟−c(θ)/eLUF(⌈c(θ)
2eL
⌉)).
The coefficient comes from the L2-normalisation of ϕ0, as
Vol(UF(⌈c(θ)
2eL
⌉)) = 1
(q − 1)q⌈
c(θ)
2eL
⌉−1
.
Then one just has to use that ϕnew = Char(O×F ) in the Kirillov model. 
To distinguish from β(ϕ1, ϕ2) in (4.1) which uses a different embedding for K, we denote
(7.7) {ϕ1, ϕ2} =
∫
t∈F×\E×
(π(t)ϕ1, ϕ2)χ(t)dt
for the embedding of E as in (6.13). Using its bilinearity and the previous result, we imme-
diately have the following:
Corollary 7.3. Let ϕ˜new = π
((
̟c(θ)/eL 0
0 1
))
ϕnew, ϕx = π
((
x 0
0 1
))
ϕ0 Then
(7.8) {ϕ˜new, ϕ˜new} = 1
(q − 1)q⌈
c(θ)
2eL
⌉−1
∑
x,x′∈(OF/̟
⌈
c(θ)
2eL
⌉OF)×
{ϕx, ϕx′}.
Lemma 7.4. (1) Suppose that {ϕx, ϕx} = 0, then {ϕx′, ϕx} = {ϕx, ϕx′} = 0 for any x′.
(2) Suppose that |{ϕx, ϕx}| = |{ϕx′, ϕx′}|. Then |{ϕx, ϕx′}| = |{ϕx, ϕx}|.
Proof. For any nontrivial functional F ∈ HomE×(π⊗χ,C), we have {ϕ1, ϕ2} = CF(ϕ1)F(ϕ2)
for some non-zero constant C independent of test vectors, as dimHomE×(π⊗χ,C) ≤ 1. Then
|{ϕx, ϕx}| = |CF(ϕx)2|,
|{ϕx′, ϕx′}| = |CF(ϕx′)2|,
|{ϕx, ϕx′}| = |CF(ϕx)F(ϕx′)|.
Now the results are clear. 
The diagonal terms where x = x′ are already known by the last section. In general we
need to understand the off-diagonal terms to evaluate the integral on newforms, but there
are some special cases where only one diagonal term shows up and there are no off-diagonal
terms as in Section 7.2.
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7.2. The special cases. Now we specialise to the cases required in the proof of Theorem
4.3. Recall that we are interested in the following Waldspurger’s period integral
(7.9) β03(f3, f3) =
∫
t∈Q×3 \K×3
Φf3(t)χ3(t)dt
where Φf3 is the normalized matrix coefficient associated to f3 and K is embedded into
GL2(Q) as in Section 2.2. In particular we take ̟ = 3 = q, D = −3, K ≃ E ≃ L ≃ Q(
√−3),
c(θ3) = c(χ3) = 4. By Lemma 7.1 we have for the minimal vector ϕ0 = Char(̟
−2UF(1)) in
the Kirillov model. We shall give θ3 and χ3 explicitly using arithmetic information. Note
here that K is embedded differently from the fixed embedding we have been using in (6.13),
but one can conveniently work out the relation between the two embeddings.
7.2.1. Arithmetic information. First of all we make use of the arithmetic information to give
the local information explicitly. Recall that K = Q(
√−3) is an imaginary quadratic field
and OK = Z[ω] is its ring of integers with ω = −1+
√−3
2
. Let Θ : K×\A×K → C× be the
unitary Hecke character associated to the CM elliptic curve E9/K . Then Θ has conductor
9OK . For any place v of K, let Θv be the local component of Θ at the place v. Then Θv
is the character used to construct the local Weil-Deligne representation in Theorem 6.7. We
denote Θ3 the 3-part of Θ and denote π3 be local representation of GL2(Q3) corresponding
to Θ3. Note
O×K,3/(1 + 9OK,3) ≃ 〈±1〉Z/2Z × 〈1 +
√−3〉Z/3Z × 〈1−√−3〉Z/3Z × 〈1 + 3√−3〉Z/3Z.
Lemma 7.5. The local character Θ3 is given explicitly by
Θ3(−1) = −1, Θ3(1 +
√−3) = −1−
√−3
2
, Θ3(
√−3) = i,
Θ3(1−
√−3) = −1 +
√−3
2
, Θ3(1 + 3
√−3) = −1 +
√−3
2
.
Proof. It is well-known that Θ∞(x) =
||x||
x
, (see for example [Sil94, Chapter II, Theorem 9.2]
and note that we normalize it to make it unitary) and Θ is unramfied when 3 ∤ v. Note
Θ∞(−1)Θ3(−1) = 1, Θ∞(−1) = −1.
So Θ3(−1) = −1.
Let p = (a) be a prime of K relatively prime to 6, with the unique generator a ≡ 2 mod 3.
By [Sil94, Chapter II, Example 10.6], we have
Θ(p) = −N−1/2p
(−3
a
)
6
a.
Where
( ·
a
)
6
is the sixth power residue symbol and Np is the norm of p. If p = (5), then
Θ5(5) = −
(−3
5
)
6
= −1.
By
Θ∞(10)Θ2(10)Θ3(10)Θ5(10) = 1,
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we get Θ2(2) = −1. Since Θ2 is unramified and 1 +
√−3 is another uniformizer of (2), we
see Θ2(1±
√−3) = Θ2(2) = −1. By
Θ∞(1±
√−3)Θ2(1±
√−3)Θ3(1±
√−3) = 1, Θ∞(1±
√−3) = 2
1±√−3 ,
we get
Θ3(1±
√−3) = −1∓
√−3
2
.
Let v, v be the places above 7 with corresponding prime ideals pv =
(
1+3
√−3
2
)
and pv =(
1−3√−3
2
)
. Then
Θv(1 + 3
√−3) = −
√
7
−1 ·
(
−3
1+3
√−3
2
)
6
· 1 + 3
√−3
2
= −
√
7
−1 · −1 −
√−3
2
· 1 + 3
√−3
2
.
By
Θ∞(1+3
√−3)Θ2(1+3
√−3)Θ3(1+3
√−3)Θv(1+3
√−3) = 1, Θ∞(1+3
√−3) = 2
√
7
1 + 3
√−3 ,
we get
Θ3(1 + 3
√−3) = −1 +
√−3
2
.
At last, since Θ∞Θ3(
√−3) = 1 and Θ∞(
√−3) = −i, we have Θ3(
√−3) = i. 
Let p ≡ 4, 7 mod 9 be a prime. Let χ : GK → O×K be the character given by χ(σ) =
( 3
√
3p)σ−1. We also view χ as a Hecke character on AK by the Artin map. The local character
χ3 has conductor Z
×
3 (1 + 9OK,3), and hence it is in fact a character of the quotient group
O×K,3/Z×3 (1 + 9OK,3). Note that
O×K,3/Z×3 (1 + 9OK,3) ≃ 〈1 +
√−3〉Z/3Z × 〈1 + 3√−3〉Z/3Z.
We have the following
Lemma 7.6. The local character χ3 is given explicitly by the following table:
p mod 9 χ3(1 +
√−3) χ3(1 + 3
√−3) χ3(
√−3)
4 ω ω 1
7 ω2 ω 1
Proof. This follows directly from the explicit local class field theory, see the proof of Propo-
sition 2.4. We just remark that 1 + 9OK,3 ⊂ K×33 , which follows easily by considering the
3-adic valuation of the terms of the binomial expansion:
(7.10) (1 + 9x)
1
3 = 1 +
∑
n≥1
1/3(1/3− 1) · · · (1/3− n + 1)
n!
(9x)n
where x ∈ OK,3. The 3-adic valuation of the n-th term
1/3(1/3− 1) · · · (1/3− n + 1)
n!
(9x)n
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is greater than n/3 for sufficiently large n. Then the right-hand side of (7.10) is convergent,
and we see 1 + 9OK,3 ⊂ K×33 .
Hence for any t ∈ K×3 ,
χ3(t) =
(
3
√
3p
)σt−1
=
(
t, 3p
K3; 3
)
=

(
t, 12
K3; 3
)
, p ≡ 4 mod 9;(
t, 21
K3; 3
)
, p ≡ 7 mod 9.
Recall σt is the image of t under the the Artin map, and
(
·,·
K3;3
)
denotes the 3-rd Hilbert
symbol over K×3 as before. Using the local and global principal, it is straight-forward to
compute the values of χ3 as in the above table. 
7.2.2. Local period integral. From Section 6.4, we see that the test vector issue for Wald-
spurger’s period integral is closely related to c(θ3χ3) or c(θ3χ3) and some further details like
αθ3χ3 . We can work out these by using Lemma 7.5, 7.6, and the relation between θ3 and Θ3
as in Theorem 6.7.
Corollary 7.7. If p ≡ 4 mod 9, the local character Θ3χ3 is given explicitly by
Θ3χ3(−1) = −1, Θ3χ3(1 +
√−3) = ω,
Θ3χ3(1−
√−3) = ω2, Θ3χ3(1 + 3
√−3) = 1, Θ3χ3(
√−3) = i.
If p ≡ 7 mod 9, the local character Θ3χ3 is given explicitly by
Θ3χ3(−1) = −1, Θ3χ3(1 +
√−3) = 1,
Θ3χ3(1−
√−3) = 1, Θ3χ3(1 + 3
√−3) = 1, Θ3χ3(
√−3) = i.
Now we can prove the following key Lemma in our special case.
Lemma 7.8. When p ≡ 7 mod 9, we have θ3χ3 = 1. When p ≡ 4 mod 9, we have
c(θ3χ3) = 2 and αθ3χ3 =
1
3
√−3 .
Proof. Let ψ3 be the additive character such that ψ3(x) = e
2πiι(x) where ι : Q3 → Q3/Z3 ⊂
Q/Z is the map given by x 7→ −x mod Z3 which is compatible with the choice in [CST14].
Let ψK3(x) = ψ3 ◦ TrK3/Q3(x), be the additive character of K3.
αΘ3 is the number associated to Θ3 as in Lemma 6.1 so that
Θ3(1 + x) = ψK3(αΘ3x),
for any x satisfying vK3(x) ≥ c(Θ3)/2 = 2. By the definition of ψK3 and Lemma 7.5, we
know that αΘ3 =
1
9
√−3 . Now let η3 be the quadratic character associated to the quadratic
field extension K3/Q3. Then by [BH06, Proposition 34.3], λK3/Q3(ψ
′) = τ(η3, ψ′3)/
√
3 = −i,
here τ(η3, ψ
′
3) is the Gauss sum and ψ
′
3(x) = ψ3(
x
3
) is the additive character of level one. By
[Lan, Lemma 5.1], λK3/Q3(ψ3) = η3(3)λK3/Q3(ψ
′
3) = −i. Then ∆θ3 is the unique level one
character of K3 such that ∆θ3 |Z×3 = η3 and
∆θ3(
√−3) = η((√−3)3αΘ3)λK3/Q3(ψ3)3 = −i.
Recall that θ3 = Θ3∆θ3 . Then by Corollary 7.7 we can easily check that:
(1) If p ≡ 7 mod 9, θ3χ3 is the trivial character.
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(2) If p ≡ 4 mod 9, θ3χ3 is of level 2 and by definition we can choose αθ3χ3 = 13√−3 .

Recall that we embed K into M2(Q) by linearly extending the following map in section
2.2.
(7.11)
√−3 7→
(
4p+ 17 + 72/p −8p/9− 4− 18/p
18p+ 72 + 288/p −4p− 17− 72/p
)
=:
(
a 3−2b
33c −a
)
with 3||a if p ≡ 4 mod 9, 9||a if p ≡ 7 mod 9, b ≡ p mod 9 and c ≡ −1 mod 9. Then
Nm(
√−3) = −a2 − 3bc = 3.
Proposition 7.9. Suppose Vol(Z×3 \O×K,3) = 1 so that Vol(Q×3 \K×3 ) = 2. For f3 being the
standard L2−normalised newform, K being embedded as in (7.11) and θ3, χ3 as given above,
we have
(7.12) β3(f3, f3) =
{
1, if p ≡ 7 mod 9
1/2, if p ≡ 4 mod 9.
Proof. To evaluate f3 for the embedding in (7.11) is equivalent to use the standard embedding
(6.13) of E and use different translate of the newform. In particular the embedding in (7.11)
is conjugate to the standard embedding by the following.
(7.13)
(
a 3−2b
33c −a
)
=
(−9c a/3
0 1
)−1(
0 1
D 0
)(−9c a/3
0 1
)
.
Thus we have
β3(f3, f3) =
∫
F×\E×
(π3
((−9c a/3
0 1
)−1
t
(−9c a/3
0 1
))
f3, f3)χ(t)dt(7.14)
=
∫
F×\E×
(π3
(
t
(−9c a/3
0 1
))
f3, π3
((−9c a/3
0 1
)
f3
)
)χ(t)dt,
which is by definition
{
π3
((−9c a/3
0 1
))
f3, π3
((−9c a/3
0 1
)
f3
)}
for the bilinear pairing
as in (7.7) and the standard embedding as in (6.13). Note that by Corollary 7.2
π3
((−9c a/3
0 1
))
f3 =
1√
2
∑
x∈(Ov/̟Ov)×
π3
((
1 a/3
0 1
)(
x 0
0 1
))
ϕ0
where ϕ0 is the minimal test vector.
Now there are two cases. When p ≡ 7 mod 9, 9||a and the action of
(
1 a/3
0 1
)
on
ϕx = π3
((
x 0
0 1
))
ϕ0 is by a simple character. By the l = 0 case in Section 6.4, we have a
unique x mod ̟ for which {ϕx, ϕx} is nonvanishing. So there are no off-diagonal terms in
Corollary 7.3, and we have
(7.15) β3 (f3, f3) =
1
(q − 1)q⌈
c(θ)
2eL
⌉−1
{ϕx, ϕx} = 1
2
· 2 = 1.
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When p ≡ 4 mod 9, we have 3||a and u = a/3. By Lemma 7.8, this is the case l = 1 and
n− l = 1 is odd. By the choice in Section 6.4,
D′ =
1
α2θ̟
2c(θ)
L
= −3.
By Lemma 7.8, αθ3χ−13 =
1
3
√−3 in this case, and we have
∆(u) = 4̟nαθ3χ3
√
D
(
̟nαθ3χ3
√
D − 2
√
D
D′
)
+ 4
D
D′
Du2(7.16)
≡ 4 · 9 · 1
3
√−3 ·
√−3 · (−2) + 4 · (−3)a
2
9
mod ̟2
≡ −8 · 3− 4 · 3 mod ̟2
≡ 0 mod ̟2.
∆(u) is indeed congruent to a square. So we also get a unique solution of x mod ̟ from
(6.17), and
(7.17) β3 (f3, f3) =
1
(q − 1)q⌈
c(θ)
2eL
⌉−1
1
q⌊l/2⌋
=
1
2
.

Corollary 7.10. For the admissible test vector f ′3 and the standard new form f3 we have
β03(f
′
3, f
′
3)
β03(f3, f3)
=
{
2, if p ≡ 7 mod 9,
4, if p ≡ 4 mod 9.
Proof. Keep the normalization of the volumes in Proposition 7.9. By definition of f ′, we have
β03(f
′
3, f
′
3) = Vol(Q
×
3 \K×3 ) = 2. Then the corollary follows from Proposition 7.9, considering
that f3 is L
2-normalised there. 
7.3. The general cases. We see from the discussion above that when there is a unique
solution of v mod̟⌈n/2⌉ for (6.17) with fixed u, one can easily predict the local Waldspurger’s
period integral for newforms from the corresponding integral for minimal vectors. Here we
explain how to work out the off-diagonal terms in Corollary 7.3 in more general cases. It is
not necessary for the main purpose of this paper, but may be useful for future applications.
By the support of the local Waldspurger’s period integral I(ϕ, χ), we mean the subset
E× ∩ SuppΦϕ. The main idea is to get the size of the off-diagonal terms in Lemma 7.4
by purely representation theoretical consideration, and to get the support of the integral in
Lemma 7.11. The volume of the support of the integral is exactly the size of the integral,
while the integrand is absolutely bounded by 1. This forces the integrand to be constant
(with absolute value 1) on the support of the integral. Then one can easily detect this
constant by looking at the value of the integrand at any point in the support of the integral.
For simplicity, however, we stay in the setting where E ≃ L are ramified, 0 < c(θχ) =
2l ≤ 2n. We further assume that n− l is even. By Section 6.4, we can pick u = 0, and there
exists 2 solutions v, v′ mod ̟⌈n/2⌉ to (6.17), while the local period integral is always 1
q⌊l/2⌋
for each solution.
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According to Lemma 7.4, we can write that {ϕv, ϕv′} = γ{ϕv, ϕv} for some γ with |γ| = 1.
Then
I(ϕnew, χ) =
1
(q − 1)q⌈
c(θ)
2eL
⌉−1
({ϕv, ϕv}+ {ϕv, ϕv′}+ {ϕv′ , ϕv}+ {ϕv′ , ϕv′})(7.18)
=
1
(q − 1)q⌈
c(θ)
2eL
⌉−1
1
q⌊l/2⌋
(1 + γ)(1 + γ).
To study γ, we first study the support of the integral. Without loss of generality, we can
assume that v, v′ satisfy
(7.19)
D
D′
v2 −
(
2̟nαθχ
√
D − 2
√
D
D′
)
v + 1 = 0,
compared to (6.17) while taking u = 0.
Let k =
(
v 0
0 1
)
and k′ =
(
v′ 0
0 1
)
. Then for t =
(
a b
bD a
)
,
k′−1tk =
(
vv′−1a v′−1b
vbD a
)
,
and
(7.20) {ϕv, ϕv′} =
∫
F×\E×
Φϕ0(k
′−1tk)χ(t)dt.
Lemma 7.11. For the setting as above, we have vv′D = D′, and vF( vv′ − 1) = n−l2 . In
particular the support of the integral is vF(b) = 0, vF(a) ≥ ⌈ l+12 ⌉.
Proof. According to (7.19), v and v′ satisfy
vv′ =
D′
D
, v + v′ = 2(̟nαθχ
√
D′ − 1)
√
D′
D
so the first result is direct. For the second result, we note that
(7.21)
( v
v′
− 1
)2
=
(v + v′)2 − 4vv′
v′2
=
D′
D
4̟nαθχ
√
D′(̟nαθχ
√
D′ − 2)
v′2
.
Thus vF((
v
v′
− 1)2) = n− l and vF( vv′ − 1) = n−l2 . Now for k′−1tk ∈ J = L×KAeL (n), there are
two parts to consider: either vF(b) = 0, vF(a) > 0 or vF(a) = 0, vF(b) ≥ 0. In the first case,
since
̟LBneL =
(
̟⌈
n+1
2
⌉OF ̟⌊n+12 ⌋OF
̟⌊
n+1
2
⌋+1OF ̟⌈n+12 ⌉OF
)
we must have
(7.22) a(
v
v′
− 1) ≡ 0 mod ̟⌈n+12 ⌉, vbD − v′−1bD′ ≡ 0 mod ̟⌊n+12 ⌋+1.
The second equation is automatic as vv′ = D
′
D
. From the first equation and the computation
for vF(
v
v′
−1) above, we get vF(a) ≥ ⌈ l+12 ⌉. Using similar argument, one can easily show that
it is impossible for k′−1tk ∈ L×KAe
L
(n) when vF(a) = 0, vF(b) ≥ 0. 
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Proposition 7.12.
I(ϕnew, χ) =
1
(q − 1)q⌈
c(θ)
2e
L
⌉−1
1
q⌊l/2⌋
(1 + θχ(
√
D))2.
In particular it is either 0 or asymptotically 1
C(π×πχ)1/4 .
Proof. We already know that |{ϕv, ϕv′}| = 1q⌊l/2⌋ . By the previous lemma the support of
the integral also has volume 1
q⌊l/2⌋
, while the integrand | < π(t)ϕv, ϕv′ > χ(t)| ≤ 1. Then
< π(t)ϕv, ϕv′ > χ(t) must be some constant γ on the whole support with |γ| = 1. To detect
this constant we just have to take t =
(
0 1
D 0
)
. Then
(7.23) γ = Φϕ0
((
0 v′−1
vD 0
))
χ(
√
D) = θ(v′−1
√
D′)χ(
√
D) = θχ(
√
D).
In the last equality we have used θ|F× = 1 so that
θ(v′−1
√
D′) = θ
(
v′−1
√
D′√
D
√
D
)
= θ(
√
D).
Note that θχ(
√
D) = ±1. The last statement is easy to check. 
Remark 7.1. The strategy should work in full generality.
Appendix A. Explicit Waldspurger’s period integral using minimal vectors
As [HN] is still a preprint, we take part of it as appendix here which is closely related
to this paper. If [HN] come out, we can omit this appendix conveniently. This appendix is
purely local and we omit all subscripts v.
A.1. Explicit Tunnell-Saito’s ǫ−value test. Here we recall the explicit results of Tunnell
when p 6= 2, and later on we shall show that using minimal vectors for Waldspurger’s period
integral can effectively reprove Tunnell’s work.
Theorem A.1 ([Tun83] [Sai93]). Suppose that wπ · χ|F× = 1. The space HomE×(πB ⊗ χ,C)
is at most one-dimensional. It is nonzero if and only if
(A.1) ǫ(πE × χ) = χ(−1)ǫ(B).
Here πE is the base change of π to E. ǫ(B) = 1 if it is a matrix algebra, and −1 if it’s a
division algebra.
Let π be associated to σ = IndFLΘ for a character Θ over L with c(Θ) = n. Let χ be
a character over E with c(χ) = m. As noted before, we assume p 6= 2 and trivial central
character. Further we restrict ourselves to the case c(π) ≥ c(πχ) (otherwise it’s always on
GL2 side). Tunnell’s work actually give the ǫ−value explicitly when p 6= 2. For the cases
concerned in this paper, we take the following lemma directly from [Tun83].
Lemma A.2. Let E and L be the same ramified quadratic extensions with uniformizer ̟E
such that ̟2E = ̟F. Let η be a character of E
× extending the quadratic character ηE/F of
F×. Then ǫ(πE × χ) = −1 iff one of the followings is true
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(1) c(Θχη) = c(Θχη) = c(Θ) and, for all x ∈ OF, χ(1 + ̟jEx) = Θ(1 + ̟jEδx) where
j = c(Θ)− 1 and δ ∈ OF/̟OF satisfies δ2 − 1 is not a square in OF/̟OF.
(2) 0 < c(Θχη) < c(Θ) and the character ν = Θχη satisfies ν(1 + ̟
c(ν)−1
E x) = Θ(1 +
̟
c(Θ)−1
E δx) for x ∈ OF where δ ∈ O×F satisfies −2δ(−1)(c(ν)+c(Θ))/2 is not a square
mod ̟OF.
(3) 0 < c(Θχη) < c(Θ) and the character ν = Θχη satisfies ν(1 + ̟
c(ν)−1
E x) = Θ(1 +
̟
c(Θ)−1
E δx) for x ∈ OF where δ ∈ O×F satisfies 2δ(−1)(c(ν)+c(Θ))/2 is not a square
mod ̟OF.
(4) c(ν) = 0 for ν = Θχη or Θχη, and ν(̟E) = −1.
Note that we don’t need to worry about the case when c(ν) = 1. This is because when
ν|F× = 1 and E is ramified, such characters don’t exist.
A.2. Testing Waldspurger with minimal vector. For simplicity we shall focus on the
case when L = E are ramified, π has trivial central character, c(π) = 2n + 1 is odd and
c(πχ) ≤ c(π). Let ϕ0 be a minimal vector with matrix coefficient described as in Corollary
6.5. Let
ϕ = π
((
1 u
0 1
)(
v 0
0 1
))
ϕ0
for some u, v ∈ F×. Denote k =
(
1 u
0 1
)(
v 0
0 1
)
. Then for ϕ we have
I(ϕ, χ) =
∫
F×\E×
Φϕ(t)χ(t)dt(A.2)
=
∫
F×\E×
Φϕ0(k
−1tk)χ(t)dt
The idea for this integral is very simple. When L is ramified, Φϕ0 is a multiplicative character
on the support. If there exists some t0 ∈ E× ∩ SuppΦϕ such that Φϕ0(k−1t0k)χ(t0) 6= 1, one
can make a change of variable and see that the integral must be vanishing. Then the integral
is nonvanishing iff Φϕ0(k
−1tk)χ(t) = 1 on E× ∩ SuppΦϕ. In that case the local integral is
simply the volume of E× ∩ SuppΦϕ.
From now on we fix the embeddings of L and E as in Section 6.4.
We shall also assume that
vF(v) = 0 and vF(u) ≥ 0.
In principle we need to consider all possible valuations to cover all possible test vectors. But
it turns out the test vectors with these restrictions already suffice.
Let t =
(
a b
bD a
)
∈ E, then
(A.3) k−1tk =
(
a− bDu v−1b(1 −Du2)
vbD a+ bDu
)
.
Also recall that
Bn =
(
̟⌈n/2⌉OF ̟⌊n/2⌋OF
̟⌊n/2⌋+1OF ̟⌈n/2⌉OF
)
.
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A.2.1. Case 0 < c(θχ) = 2l ≤ 2n = c(θχ). Since χ|F× and θ|F× are both trivial, c(θχ) must
be even. The case c(θχ) ≤ 2n is parallel, so we shall skip this case here.
For t =
(
a b
bD a
)
with vF(b) ≥ vF(a) = 0, k−1tk ∈ L×KA(n) if and only if
(A.4) a− bDu ≡ a+ bDu mod ̟⌈n/2⌉,
and
(A.5) vb
D
D′
≡ v−1b(1−Du2) mod ̟⌊n/2⌋.
By simple manipulations, they are equivalent to that
(A.6) bDu ≡ 0 mod ̟⌈n/2⌉,
and
(A.7) vb
D
D′
≡ v−1b mod ̟⌊n/2⌋.
Note that D
D′
is indeed a square. When vF(a) > vF(b) = 0, note that ̟LBneL = Bn+1eL . Then
k−1tk ∈ L×KA(n) if and only if
(A.8) bDu ≡ 0 mod ̟⌊n/2⌋+1,
(A.9) vb
D
D′
≡ v−1b mod ̟⌈n/2⌉.
They are true only if
(A.10) Du ≡ 0 mod ̟⌊n/2⌋+1,
and
(A.11) v
D
D′
≡ v−1 mod ̟⌈n/2⌉
as vF(b) = 0.
Note here that (A.10) and (A.11) are respectively stronger congruence conditions than
(A.6) and (A.7). This implies that if the support of the integral contains some of the
part vF(a) > vF(b) = 0, it actually contains the whole torus, and the local period integral is
nonvanishing iff 2l = c(θχ) = 0 (or c(θχ) = 0) which is to be discussed in the next subsection.
By considering the case l > 0 we can assume that the support of the integral contains only
the part vF(b) ≥ vF(a) = 0. Further more from (A.7), we get that
(A.12) v−1b ≡ ±
√
D
D′
b mod ̟⌊n/2⌋.
The case v−1b ≡
√
D
D′
b is parallel to the case v−1b ≡ −
√
D
D′
b and is related to the situation
c(θχ) < 2n.
In the following lemma we explain how to write down the value of matrix coefficient, once
we know k−1tk ∈ L×KA(n).
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Lemma A.3. Suppose that vF(b) ≥ vF(a) = 0, bDu ≡ 0 mod ̟⌈n/2⌉ and v−1b ≡ −
√
D
D′
b mod ̟⌊n/2⌋,
then we have
k−1tk =
1
a2 − b2D
(
a −b
√
D
D′
−b√DD′ a
)
(A.13)
×
 a2 − abDu+ vb2√ DD′D ab(v−1 +√ DD′ )− bDu(v−1au− b√ DD′ )
abD(v +
√
D′
D
)− b2Du√DD′ a2 + abDu+ v−1b2√DD′(1−Du2)

and
Φϕ(t) = θ(a− b
√
D)ψ
(
̟
−c(θ)/e
F
ab
a2 − b2D
(
D
D′
v + v−1(1−Du2) + 2
√
D
D′
))
(A.14)
= θ(a− b
√
D)ψ
̟−c(θ)/eF ab(a2 − b2D)v
(√D
D′
v + 1
)2
−Du2
 .
Sketch of proof. The congruence conditions guarantee that k−1tk ∈ L×KA(n), so (A.13) is
just to write k−1tk as a product of elements from L× and KA(n). For the value of matrix
coefficient, we use Corollary 6.5, definition for θ˜ in (6.8) and the special shape of αθ in (6.12).
In particular note that(
a −b
√
D
D′
−b√DD′ a
)
= a− b
√
D
D′
·
√
D′ = a− b
√
D
under the embedding of L. 
Lemma A.4. Suppose that l > 0 and I(ϕ, χ) 6= 0. If n−l is even, then vF
((√
D
D′
v + 1
)2)
=
n − l, vF(u) ≥ (n − l)/2(actually we can pick u = 0) and vF(b) ≥ ⌊n/2⌋ − n−l2 = ⌊l/2⌋. If
n− l is odd, then vF
((√
D
D′
v + 1
)2)
> n− l, vF(u) = n−l−12 and vF(b) ≥ ⌈n/2⌉ − n−l+12 =
⌈ l−1
2
⌉ = ⌊l/2⌋.
Proof. I(ϕ, χ) 6= 0 in particular implies that Φϕ(t)χ(t) = 1 on the support of the integral,
on which we can apply the previous lemma. The level in b of the part
ψ
̟−c(θ)/eF ab(a2 − b2D)v
(√D
D′
v + 1
)2
−Du2

is n−min{vF
((√
D
D′
v + 1
)2)
, vF(Du
2)}. One can then easily get the results on vF
(√
D
D′
v + 1
)
,
vF(u) by comparing this level with the level of θχ(a + b
√
D). The range for b follows then
from (A.6) and (A.7).

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According to the range of b in this lemma, we can further write
θχ(a+ b
√
D) = ψE
(
−αθχ b
√
D
a
)
= ψ
(
−2αθχ b
√
D
a
)
where vE(αθχ) = −2l − 1. Then by Lemma A.3 we can write
Φϕ(t)χ(t) = ψ
̟−c(θ)/eF ab(a2 − b2D)v
(√D
D′
v + 1
)2
−Du2
ψ(−2αθχ b√D
a
)(A.15)
= ψ
̟−nF bav
(√D
D′
v + 1
)2
−Du2
ψ(−2αθχ b√D
a
)
The second equality follows from that
ab
(a2 − b2D)v =
ab
a2v
(1 +
b2D
a2
+ · · · ).
One can show that all error terms do not matter by studying their valuations and using that
ψ is trivial on OF.
Then Φϕ(t)χ(t) = 1 is equivalent to that
(A.16) b
(
D
D′
v2 −
(
2̟nFαθχ
√
D − 2
√
D
D′
)
v + (1−Du2)
)
≡ 0 mod ̟nF
on the support of the integral.
The discriminant of it is
(A.17) ∆(u) = 4̟nFαθχ
√
D
(
̟nFαθχ
√
D − 2
√
D
D′
)
+ 4
D
D′
Du2.
Consider first the case n−l is even. We pick u = 0 directly for simplicity. Then vF(∆(0)) =
n− l and
(A.18) ∆(0) ≡ −8̟nFαθχ
D
D′
√
D′
Recall that by Lemma A.2 (3), we write ν = Θχη, where η is a character of E× extending
ηE/F. In particular if we pick η = ∆θ, then ν = θχ. When we write ν(1 + ̟
c(ν)−1
E x) =
θ(1 +̟
c(θ)−1
E δx), this implies that
(A.19) − αθχ̟2l+1E ≡ αθ̟2n+1E δ ≡ ̟E
1√
D′
δ mod ̟.
Thus
(A.20) ∆(0) ≡ 8̟n−lF
D
D′
δ.
It’s a square iff 2δ is a square, consistent with Lemma A.2 (3).
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When ∆(0) is indeed a square, we get two solutions of v mod ̟
⌈n/2⌉
F . For each of these
two solutions we have by Lemma A.4
(A.21) I(ϕ, χ) = Vol(F×\F×{vF(a) = 0, vF(b) ≥ ⌊l/2⌋}) = 1
q⌊l/2⌋
.
Now if n − l is odd, vF(∆(0)) = n− l is odd, thus ∆(0) can never be a square. We need
to pick u such that vF(u) =
n−l−1
2
and ∆(0) + 4 D
D′
Du2 can be of higher evaluation. For this
purpose we need that
(A.22) 8̟n−lF
D
D′
δ + 4
D
D′
Du2 ≡ 0.
Note that D differs from ̟F by a square and
D
D′
is also a square. So this being possible is
equivalent to that −2δ is a square. This again is consistent with Lemma A.2 (3).
Once −2δ is a square, we can easily adjust u so that ∆(u) is a square. In this case it’s
possible to get more solutions of v mod ̟
⌈n/2⌉
F . For each solution we have by Lemma A.4
(A.23) I(ϕ, χ) = Vol(F×\F×{vF(a) = 0, vF(b) ≥ ⌊l/2⌋}) = 1
q⌊l/2⌋
.
A.2.2. Case c(θχ) = 0. Note that c(θχ) = 0 implies that θχ is an unramified character, not
necessarily trivial as θχ(̟E) = ±1.
Arguments in the previous case still apply, and we have on the vF(b) ≥ vF(a) = 0 part of
the support of the integral
(A.24) Φϕ(t)χ(t) = ψ
̟−c(θ)/eF bav
(√D
D′
v + 1
)2
−Du2
 .
Thus
(A.25) b
(√D
D′
v + 1
)2
−Du2
 ≡ 0 mod ̟nF .
Recall from (A.6) and (A.7) we have that vF(b) ≥ max{⌈n/2⌉−1−vF(u), ⌊n/2⌋−vF(
√
D
D′
v+
1)}. Then we must have vF(u) ≥ ⌊n/2⌋, vF(
√
D
D′
v+1) ≥ ⌈n/2⌉. By the property of minimal
vectors, we get essentially one test vector for such u, v. For simplicity we can pick v = −
√
D′
D
and u = 0. Then the support of the integral is the whole torus. Now we just need to
check Φϕ(t)χ(t) = 1 on vF(a) > vF(b) = 0 part. But this part is just
√
D times the part
vF(b) ≥ vF(a) = 0. So we just check
Φϕ0
((
−
√
D
D′
0
0 1
)(
0 1
D 0
)(
−
√
D′
D
0
0 1
))
χ(
√
D) = Φϕ0
(
−
(
0
√
D
D′√
DD′ 0
))
χ(
√
D)
(A.26)
= θχ(
√
D).
Since
√
D differs from ̟E by an element from O×F ,
(A.27) θχ(
√
D) = 1
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iff
(A.28) θχ(̟E) = 1.
Thus we can find a test vector if and only if θχ(̟E) = 1, and when this is true, for u = 0
there exists a unique v mod ̟
⌈n/2⌉
F such that
(A.29) I(ϕ, χ) = 2.
Recall by our normalisation the volume of O×F \O×E is 1 and total volume of F×\E× is 2.
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