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Abstract
The Non-Centralized Model Predictive Control (NC-MPC) framework in this paper refers to any distributed, hierarchical, or de-
centralized model predictive controller (or a combination of them) the structure of which can change over time and the control
actions of which are not obtained based on a centralized computation. Within this framework, we propose suitable on-line methods
to decide which information is shared and how this information is used between the different local predictive controllers operating
in a decentralized, distributed, and/or hierarchical way. Evaluating all the possible structures of the NC-MPC controller leads to
a combinatorial optimization problem. Therefore, we also propose heuristic reduction methods, to keep tractable the number of
NC-MPC problems to be solved. To show the benefits of the proposed framework, a case study of a set of coupled water tanks is
presented.
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1. INTRODUCTION
During the last decades, there has been a notable increment
in the size of the problems dealt by control engineers. Large-
scale applications such as irrigation canals [1], transportation
networks [2], urban water systems [3], or supply chains [4],
among many others, are now within the scope of control theory
due to the proliferation of non-centralized control techniques
(see, e.g., the surveys [5, 6]). The basic idea behind these con-
trol schemes is the well-known divide and conquer principle. In
this way, the control problem of a large-scalemonolithic system
is partitioned into several smaller control problems that are as-
signed to a set of local controllers or agents. A similar approach
can be used to deal with the overall control problem that results
from the interaction of several coupled independent dynamical
systems that pursue different goals.
In the literature, most non-centralized schemes focus on the
following scenarios: 1) the overall system is partitioned in such
a way that the coupling between subsystems is weak and can
be ignored, i.e., the agents work in a decentralized fashion, and
2) the coupling between the different subsystems demands co-
ordination between the local controllers and, for this reason, a
communication mechanism between the agents has to be pro-
vided. In the latter scenario, we say that the agents work in a
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distributed or in a hierarchial fashion. In general, distributed
control schemes outperform the decentralized ones but at the
price of a higher complexity from both a communication bur-
den viewpoint and an algorithmic viewpoint. More recently,
the evolution of the field has led to the development of control
schemes in which the local controllers adopt a decentralized at-
titude when the coupling between the control tasks is low and
a distributed approach when it is high. In other words, the co-
ordination and communication structure are adapted to the cou-
pling between the control tasks. As a result of this, the local
controllers are separated dynamically into cooperative groups
or coalitions. For example, in [7], the set of active constraints
is used to modify the sets of cooperating agents; in [8, 9], the
coupling structure of the plant is exploited to divide it into hi-
erarchically coupled clusters; in [10, 11], the coalitional model
predictive control (MPC) framework is used, where only the
couplings with an important contribution to the overall system
performance are considered. Finally, the aggregation of control
nodes and the inclusion of constraints regarding the division of
the benefits and costs derived from the cooperation is studied
in [12].
In this work, we focus on a novel type of control schemes
with time-varying communication topology, which presents
several open research issues. In the first place, it is clear that in
a large-scale application the control scheme cannot switch be-
tween all the possible network topologies [13, 14]. In fact, the
problems derived from the resulting combinatorial explosion in
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this context are pointed out in several of the aforementioned
works, e.g., [10, 11]. How to decide on the most appropriate
topology at a given time step is a difficult problem similar to
that of system partitioning, for which there are relatively few
results available in the literature (see, e.g., [15, 16, 17, 18] and
the references therein).
Another open issue is the optimal way to define hierar-
chies between local controllers [19]. Most distributed control
schemes are simply based on peer-to-peer coordination, but
there are also other alternatives: e.g., there are schemes that
implement a master-slave hierarchy in which the agents have
to wait for their turn before calculating and implementing their
control actions [5]. How to determine dynamically the best hi-
erarchical relationships between the controllers is another open
problem.
This work proposes a non-centralized MPC (NC-MPC)
framework in which the overall system partition and the hier-
archy relationship between the corresponding subsystems vary
dynamically over time. The task of the NC-MPC controller is to
identify the relevant regions (partitioning) and to assign to them
more importance by changing the control structure. To achieve
this, the amount of information exchanged between the con-
trollers can be increased or the hierarchical level of those cru-
cial regions/subsystems can be augmented. In particular, sev-
eral possible control structures for the communication between
subsystems are considered and the hierarchical control system
implements the one that provides the best performance accord-
ing to a set of given objectives. In this way, the control struc-
ture gains flexibility to increase its adaptability to the evolution
of the system conditions and external variables. Specifically,
in this paper we focus on large-scale systems in which there
is a flow between or through the constitutive elements of the
system. Water, traffic, electricity, logistic, and data networks
are practical examples of this type of systems. In this con-
text, flow is understood in the sense of movement of raw mate-
rial/particles/matter related to the use or function of the system.
For instance, in water networks, flow would correspond to the
movement of water from point A to B; in transportation sys-
tems, it would correspond to the movement of cars/trains/bikes
within the network; in data networks, it would be related to the
data packets moving within a given network.
The remainder of the paper is organized as follows. In Sec-
tion 2, the control-oriented framework and a proposed parti-
tioning method are presented. Section 3 presents the non-
centralized model predictive control (NC-MPC) framework.
Section 4 details the proposed rules to define the changes in the
structure of the NC-MPC controller. Section 5 presents numer-
ical results using an interconnected water tank system bench-
mark. Finally, the main conclusions of the paper and relevant
lines for future research are given in Section 6.
2. System Modelling
Given the complex nature of large-scale network systems
(LSNS), from a control viewpoint it is preferable to work with
control-oriented models [20, 21] that are accurate enough to
capture the relevant dynamics but yet simple enough to reduce
both complexity and computation burden [22].
2.1. Control-oriented Modelling Framework
In flow networks, an LSNS may be represented by a directed
graph G(V,E), where nodes in V are compositional elements
that characterize an attribute of the system [21]. This set is
composed of nx storage elements, nu flow handling elements, nd
sinks, and nq intersection nodes [20]. Likewise, the edge (a, b)
in the set E ⊆ V × V models that the element b is physically
connected with the element a (so there are variables from b that
have an influence over a).
Considering the volume as the state variable, the flow
through handling elements as the controlled inputs, and flows
to sinks as system disturbances, an LSNS may be generally de-
scribed in a state-space form by the following linear discrete-
time dynamic model:
x(k + 1) = Ax(k) + B u(k) + F d(k), (1a)
0 = Eu u(k) + Ed d(k), (1b)
where x ∈ Rnx , u ∈ Rnu , and d ∈ Rnd correspond to the states
vector, the controlled input vector, and measured disturbances
vector, respectively. Moreover, A ∈ Rnx×nx , B ∈ Rnx×nu , and F ∈
R
nx×nd are state-space system matrices for balances in storage
elements, and Eu ∈ R
nq×nu , Ed ∈ R
nq×nd are matrices for static
balances in nodes. Notice that there is no x term in (1b) since
it is supposed that all storage element outflows are controlled.
Besides, 0 ∈ Rnq is a zero vector. All vectors and matrices are
dictated by the network topology. In general, states and control
inputs are subject to constraints of the form
x(k) ∈ X, ∀k, (2a)
u(k) ∈ U, ∀k, (2b)
where X ⊂ Rnx and U ⊂ Rnu are the resulting hyperboxes of
the corresponding element constraints.
2.2. Model Decomposition
Considering the control-oriented model (1), when a partic-
ular partitioning methodology is applied, the resulting subsys-
tems may be connected by topological relations and/or infor-
mation relations. The former are related to the nature of the
variables that different subsystems may share: states and/or
control inputs. The latter are related to the information that the
controllers of the corresponding subsystems might exchange.
The overall system (1) is assumed to be decomposed in a set
N = {S 1, . . . , S M} of non-overlapping subsystems, which are
output-decentralized and input-coupled. The model of the i-th
subsystem S i, for i ∈ {1, . . . ,M}, is stated as follows
1:
xi(k + 1) = Aixi(k) + Biui(k) + ψi(k) + Fidi(k) (3a)
0 = E1,iui(k) + E2,iuHi,i(k) + E3,iuMi,i(k) + E4,idi(k),
(3b)
1Considering the partitioning approach in [15], we assume that constraints
including the state of subsystems are not coupled. The only cross-influence
between subsystems is given by the established shared input variables.
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with
ψi(k) , B1,i uHi,i(k) + B2,i ui,Mi(k), (4)
where xi ∈ R
nxi is the local state vector; di ∈ R
ndi is the local
measurable disturbances vector; ui ∈ R
nui stands for the input
vector that only affects the local dynamics; uHi,i ∈ R
|Hi| is the
input vector decided by the i-th subsystem that affects both the
local dynamics and the dynamics of the aggregated setHi ⊂ N
of neighboring subsystems; and the setMi ⊂ N aggregates the
neighboring subsystems whose inputs ui,Mi ∈ R
|Mi| affect the
i-th subsystem. The dimensions of the matrices in (3) and (4)
are stated in Table 1.
Table 1: Dimension of matrices in (3) and (4)
Matrix Dimension
Ai nxi × nxi
Bi nxi × nui
Fi nxi × ndi
E1,i nqi × nui
E2,i nqi × |Hi|
E3,i nqi × |Mi|
E4,i nqi × ndi
B1,i nxi × |Hi|
B2,i nxi × |Mi|
In the same way, constraints (2) are partitioned for each i-th
subsystem as
xi(k) ∈ Xi, ∀k, (5a)
ui(k) ∈ Ui, ∀k, (5b)
where X =×Mi=1Xi andU =×Mi=1Ui (cartesian product).
3. Non-centralized Model Predictive Control (NC-MPC)
From the LSNS model (1) at time step k, we consider the fol-
lowing sequences of states, controlled inputs, and disturbances
over a fixed-time prediction horizon Np:
x(k) = [xT (k + 1|k), . . . , xT (k + Np|k)]
T , (6a)
u(k) = [uT (k|k), . . . , uT (k + Np − 1|k)]
T , (6b)
d(k) = [dT (k|k), . . . , dT (k + Np − 1|k)]
T , (6c)
with u(k + ℓ) = u(k + Nu − 1), for ℓ = Nu, ...,Np − 1, and Nu
the control horizon. These sequences depend on the initial state
vector x(k) = xk. The sequence d(k) can be defined according to
the case and the nature of the system disturbances. Hence, d(k)
may be considered as a constant value over Np or can be com-
puted using a forecasting algorithm. Now we state the overall
control problem:
Problem 3.1 (Centralized MPC). Design an MPC controller
that solves the open-loop optimization problem
min
u(k)
J(u(k), xk, d(k)) ,
|O|∑
m=1
γmJm(u(k), xk, d(k)), (7a)
subject to system model (1), system constraints (2) over Np, the
initial condition x(k) = xk and a set of nc operational con-
straints given by management policies of the system and col-
lected in the expression
G1x(k) +G2u(k) +G3d(k) ≤ g, (7b)
where J(·) : R(nu+nd)Np+nx → R in (7a) is the cost function
collecting all control objectives with index set O and γm are
positive scalar weights to prioritize the m-th control objective.
Moreover, G1 ∈ R
nc×nxNp , G2 ∈ R
nc×nuNp , G3 ∈ R
nc×ndNp , and
g ∈ Rnc . Assuming that the optimization problem (7) is feasi-
ble, then there is an optimal solution given by the sequence of
control inputs u∗(k) and then the receding horizon procedure
sets
uMPC(xk) , u
∗(k|k), (8)
and disregards the computed inputs from k + 1 to k + Np − 1,
with the whole process repeated at the next time step k + 1.
Expression (8) is known in the MPC literature as the MPC
law [23]. Typically, the minimization in (7a) is implemented
in a centralized way. For large-scale systems, centralized MPC
may become impractical because of the large number of vari-
ables and large amounts of information exchange, which in turn
might imply a huge computational burden. Therefore, NC-
MPC schemes are proposed to deal with large-scale MPC prob-
lems given their capabilities to divide a complex problem into
several less-complex sub-problems.
3.1. Non-Centralized Predictive Control Approach
To overcome the computational problems associated with
the implementation of the centralized MPC schemes, NC-MPC
arises to deal with large-scale systems [5, 24]. This strategy
relies on designing less complex MPC controllers, in order to
have a more tractable and less computationally demanding con-
trol structure. Features like sparsity of the state equations, dis-
tance between actuators, and communication issues are typi-
cally used to merge local states and inputs and to define the
resulting subsystems. The way the original problem is decom-
posed determines the design of the localMPC controllerCi ∈ C,
with i ∈ {1, . . . ,M}, for the subsystem S i. The set C includes
the local MPC controllers of all the LSNS subsystems. The
drawback of NC-MPC with respect to a centralized MPC is the
potential occurrence of suboptimalities arising from the way the
system is decomposed and from the greater algorithmic com-
plexity.
In (1) only input coupling is considered [15]. We also assume
the possibility of defining local operational constraints; so the
rules for the overall system (7b) can be decoupled without af-
fecting the performance of the controller. We assume the cost
function (7a) can be split such that each subsystem S i considers
the local cost function
Ji(ui(k), xk,i, di(k)) =
|O|∑
m=1
γm,iJm,i(ui(k), xk,i, di(k)), (9)
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and
xi(k) = [x
T
i (k + 1|k), . . . , x
T
i (k + Np|k)]
T , (10a)
ui(k) = [u
T
i (k|k), . . . , u
T
i (k + Np − 1|k)]
T , (10b)
di(k) = [d
T
i (k|k), . . . , d
T
i (k + Np − 1|k)]
T . (10c)
Notice that for the m-th objective, the weights γm,i and γm, j
for subsystems S i and S j may be different, which implies differ-
ent prioritization of control objectives, also to compensate for
possible couplings through the objective function2. This fact
would introduce some extra performance suboptimality in case
a proper estimation of those couplings is not available. It is as-
sumed that in case of availability of a communication channel,
local MPC controllers can coordinate or cooperate with each
other to calculate their best control sequences that increase the
overall performance, considering the effects of other MPC con-
trollers, and to decide their control actions with this informa-
tion. From Problem 3.1, Problem 3.2 arises naturally.
Problem 3.2 (Non-Centralized MPC). Design a local MPC
controller Ci that solves the open-loop optimization problem
min
ui(k)
Ji(ui(k), xk,i, di(k)) ,
|O|∑
m=1
γm,iJm,i(ui(k), xk,i, di(k)), (11a)
subject to system local model (3), system local constraints (5)
over Np, initial condition xi(k) = xk,i, and a set of nci opera-
tional constraints given by management policies of the system
and collected in the form
G1,ixi(k) +G2,iui(k) +G3,idi(k) ≤ gi, (11b)
with all matrices having suitable dimensions according to the
length of the state, controlled input and disturbance vectors re-
lated to the subsystem S i. Assuming that the optimization prob-
lem (11) is feasible, then there is an optimal solution given by
the sequence of control inputs u∗
i
(k), and then the receding hori-
zon procedure sets
uMPC,i(xk,i) , u
∗
i (k|k), (12)
repeating the whole process at the next time step k + 1.
The control input vector in (3) depends on the availability of
the neighboring controllers to communicate their information.
In particular, in this paper we consider three cases for the re-
lationships between two local controllers: 1) Ci decides not to
share the inputs with C j at all, 2) Ci shares the control sequence
decided in the previous time step u j,i(k− 1), and 3) Ci shares its
current decision u j,i(k). The option to communicate informa-
tion (or not) will define a dynamic topology for the communi-
cations of the overall system. Next in Section 3.2, the possible
relationships between controllers are described.
2Moreover, γm,i and γm, j could even be time-varying. In this work, for
simplicity, we assume they are constant.
3.2. Relationships between controllers
The control input vector of the local model (3) is defined as
u˜i(k) ,

ui(k)
uHi,i(k)
ui,Mi(k)
 .
Note that not all these inputs are computed by controller Ci. In
particular, u j,i, j ∈ Hi, are computed by Ci while ui, j, j ∈ Mi,
are decided by the controller C j. In general, u j,i(k) and ui, j(k)
depend on the type and amount of information exchanged be-
tween controllers Ci and C j. The following cases can be con-
sidered for u j,i(k) (computed by Ci, affecting C j):
• If Ci is at a higher level of the hierarchy than C j, Ci will
compute first u j,i(k) and then it will share this value with
C j.
• If Ci is at the same level of the hierarchy than C j, we have
the following cases:
– in a distributed MPC scheme, u j,i(k) obtained by Ci
will be jointly calculated with C j. We will say in this
case that subsystems S i and S j are working within a
coalition.
– in a decentralized fashion with information broad-
cast, the value of u j,i(k − 1) will be transmitted;
– if there is no communication, a nominal value is
used.
• If Ci is at a lower level of the hierarchy than C j, we have
the following cases for the controllers:
– if there is communication, the value of u j,i(k−1) will
be known.
– if there is no communication, a nominal value is
used.
In the next section, integer variables δ j,i(k) are used to cap-
ture the option of controllers to share information and to define
the topology for the communication between controllers. For
a given value of each δ j,i(k), the subsystems will be organized
in L levels of hierarchy, where there are Pq subsystems at each
level, for q ∈ {1, . . . , L}. Therefore, each subsystem in the q-th
level is denoted as S r,q, with r ∈ {1, . . . , Pq} and
∑
q
Pq = M.
4. Switching Mechanism for Communication
In this section, the switching mechanism problem for com-
munication between local controllers is described. The idea is
to control the large-scale system by clustering dynamically the
local MPC controllers. To this end, a supervisory controller de-
cides how the information flows into the NC-MPC controller.
The optimization variable for the supervisory controller is
the NC-MPC structure that the system will operate under. This
means that we require that the controllers can adjust their oper-
ation based on the instructions from the supervisory controller
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about the structural configuration that they will have to follow.
The communication between controllers and supervisory con-
troller can be either fully centralized or it can include some de-
grees of decentralized decisions [25, 26, 27, 28]. In this paper,
a hierarchical methodology is used, where the supervisory con-
troller decides the best structure (NC-MPC topology given by
the integer variables δi, j(k)), while the local controllers will op-
timize their control and state sequences. This keeps the calcula-
tion as much non-centralized as possible, for each of the possi-
ble scenarios of NC-MPC structures suggested by the supervi-
sory controller. The communication from each controller Ci to
the supervisory controller includes the initial states xk,i and the
set of control sequences ui(k) for each of the possible configu-
rations. Then, the supervisory controller evaluates, among all
the received solutions, which one will be the best configuration
for the local systems according to the global objective function
that includes both performance and communication effort. Note
that complexity of this calculation corresponds to the number
of function evaluations among the total number Nc of possible
structures, and the optimization to decide the next structure and
the model of the overall system that the supervisory controller
has available. Likewise, the controllers of the lower control
layer that communicate following the supervisory controller in-
structions may use different communication burden depending
on the particular scheme implemented to this purpose. This is
beyond of the scope of this paper but some works have quanti-
fied the amount of communication required for distributedMPC
schemes, e.g. [29, 30].
4.1. Information Topology
Consider the interactions between two subsystems S i and S j.
In general, the control action sequences decided by the local
MPC controllerCi are ui(k) and u j,i(k), and forC j the sequences
are u j(k) and ui, j(k). The control actions that are decided by
the controller i and affecting the subsystem j are u j,i(k), and
analogous for C j and ui, j(k).
Let δ j,i(k) = {0, 1, 2} represent the availability of Ci to com-
municate u j,i(k) to C j at time step k. In particular, δ j,i(k) = 0 if
Ci does not share u j,i(k) with C j at all; δ j,i(k) = 1 if Ci shares the
control sequence decided in the previous time step u j,i(k − 1),
and δ j,i(k) = 2 if Ci shares its current decision u j,i(k). These op-
tions lead to nine different cases for the way the controllers Ci
and C j can share their relevant information, as shown in Figure
1:
• In NC-MPC1, δi, j(k) = δ j,i(k) = 2. This case the local
MPC controllers Ci and C j, based for example on a con-
sensus algorithm or any other distributed MPC approach,
will decide their control actions jointly during the sam-
pling time (coalition between subsystems S i and S j).
• In NC-MPC2, δi, j(k) = 2 and δ j,i(k) = 1. This case is a
full-communication case as C j and Ci communicate ui, j(k)
and u j,i(k − 1) respectively. Controller Ci knows that con-
troller C j will share information, and the optimization pro-
cedure of C j will hierarchically communicate its resulting
optimal variables. This suggests a hierarchical structure,
where C j is the master and Ci the slave at time step k. This
is analogous for the case NC-MPC4, with δi, j(k) = 1 and
δ j,i(k) = 2.
• In NC-MPC3, δi, j(k) = 2 and δ j,i(k) = 0. This case is a
hierarchical case, where the information ui, j(k) flows from
C j to Ci in a hierarchical way, but the controller Ci does
not communicate its control actions. In this case, the con-
troller C j will include the effect of Ci using nominal val-
ues. There are different ways to incorporate the nomi-
nal values: using an optimized single static value, using
a look-up table with a set of static variables suitable for
different conditions, or via a dynamic model capable to
estimate the unavailable information. This is analogous
for the case NC-MPC5 with δi, j(k) = 0 and δ j,i(k) = 2.
• In NC-MPC6, δi, j(k) = 0 and δ j,i(k) = 0. The case is a
decentralized one, where the effect of ui, j(k) in the MPC
controller Ci and the effect of u j,i(k) in C j are included in
the optimization procedure by using nominal values, in-
dependently of the current or previous decision taken by
those controllers.
• The cases NC-MPC7, NC-MPC8 and NC-MPC9, are all
decentralized. In case NC-MPC7, with δi, j(k) = 1 and
δ j,i(k) = 0, only C j communicates and it stores/transmits
ui, j(k−1). In case NC-MPC8, with δi, j(k) = 0 and δ j,i(k) =
1, only Ci communicates and it stores/transmits u j,i(k− 1).
In case NC-MPC9, with δi, j(k) = 1 and δ j,i(k) = 1, both Ci
and C j communicate their whole control sequences. In the
case when the control actions are not communicated, the
controllers will consider the effect of the other controller
using nominal values.
The number of possible communication topologies grows
exponentially with the number of control actions involved in
the control problem. In particular, if there are Nl control vari-
ables, 3Nl different NC-MPC control topologies can be consid-
ered. Nevertheless, this number can be reduced because some
of them may not make sense for a particular problem. For this
reason, it is acceptable to assume that a set of meaningful pos-
sible control topologies is selected a priori. Given the large-
scale nature of the considered problems, we assume that an of-
fline component will limit the number of topologies. However,
this paper mainly focuses on the management of the local con-
trollers.
4.2. Optimization Methods for Switching Procedures
The supervisory controller solves an optimization problem
by comparing and selecting the best NC-MPC structure at the
moment of the switching. Each possible NC-MPC structure is
determined by the variables δi, j(k). The supervisory controller
evaluates the following global objective function that includes
both performance and communication effort:
J(u(k), xk, d(k)) =
Nc∑
m=1
Jm(u(k), xk, d(k)) + ΛNC−MPCc(k), (13)
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Figure 1: Possible control schemes for two subsystems. Full arrows indicate the control sequence at time step k is available, dotted arrows when the control sequence
of time step k − 1 is available, and no arrows when there is no flow of information.
where the first term represents the performance term, and the
function ΛNC−MPCc penalizes the communication efforts of the
NC −MPCc topology. The computations of the control actions
are done in a non-centralized manner, the function of the super-
visory controller being to evaluate Nc times the objective func-
tion by using the information coming from the local controllers,
and then to find the best NC-MPC structure. To facilitate the un-
derstanding of the control structure, Figure 2 presents a scheme
of the global algorithm, which includes both oﬄine and online
components. The oﬄine component consists of the heuristic
approaches that allow to reduce the number of topologies to
be evaluated by the supervisory controller. This reduction al-
lows to keep a suitable balance between the global optimal so-
lution (by evaluating the theoretical maximumnumber of possi-
ble topologies) and a reasonable computation time (depending
on the application and its time constants). The off-line compo-
nent together with proper solvers for the online part are crucial
to keep the strategy tractable.
In order to understand the complexity of the combinational
problem, consider the possible combinations of NC-MPC struc-
tures for a simple system with four possible decision variables
are shown in Figure 3a. Each variable δi, j(k), δ j,i(k), δh,i(k),
and δi,l(k) can take three possible values. Then, full enumera-
tion of all the possible combinations leads to 81 possible NC-
MPC communication structures. As the full enumeration of
all the possible NC-MPC structures is not practical, off-line re-
duction methods can be considered. One solution is bounding
the variations of the communication signals |∆δi, j(k)|, so as to
avoid switching directly from fully communication to not com-
Supervisory Controller
Evaluation of the objective function, comprising
performance and communication eorts
Decision of the best NC-MPC structure
k+1
O-line component
Optimization of the      NC-MPC structures
u
i
N
c
u
i
x
i
Local controllers
LSNS operating with the optimized NC-MPC
structure every time step    until the next switch
at
k
Local controllers
Local optimization of     and     following each topology
Transmission of      to the supervisory controlleru
i
N
c
Supervisory Controller
Every time step    requests the local controllers
to calculate      considering each
of the      NC-MPC structures
k
Figure 2: Sequential scheme of the global algorithm.
munication. In Figure 3b, to reduce the complexity, the case
|∆δi, j(k)| ≤ 1 is depicted. In this case:
• if δi, j(k − 1) = 0, then δi, j(k) ∈ {0, 1};
• if δi, j(k − 1) = 1, then δi, j(k) ∈ {0, 1, 2};
• if δi, j(k − 1) = 2, then δi, j(k) ∈ {1, 2}.
In the figure, δi, j(k − 1) = 2, δ j,i(k − 1) = 0, δh,i(k − 1) = 0,
and δi,l(k) = 1. Then, for time step k, δi, j(k) can take two values
(1 or 2), δ j,i(k) and δh,i(k) can take the values 0 or 1, and δi,l(k)
can take three possible values (0, 1 or 2). The total number
of combinations for this case is 24. Another method to reduce
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evaluated at time step k.
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(c) Pruning to evaluate only the most relevant structures. Thick dashed lines represent the selected solutions. In this case, 4 NC-MPC controllers
are evaluated at time step k.
Figure 3: Complexity of the optimization problem solved by the supervisory controller.
the complexity of the problem consists in holding any possible
variation at least during a period of T time steps. Thus, the
supervisory controller operates every step k = h · T . There-
fore, if |∆δi, j(k)| > 0, then ∆δi, j(k + t) = 0 for t = 1, ..., T . A
third option could be to limit the total number of variations per
subsystem, so the communication will change gradually when
the subsystem i has many different communication channels. In
this way,
∑
j |∆δi, j(k)| < ∆i, for a given ∆i. The drawback of any
of those methods or a combinedmethod is the evaluation of still
a considerable number of topologies. In this paper we propose
to prune the search tree and to only consider a few set of rele-
vant NC-MPC configurations, which are selected based on the
application. For example, in Figure 3c a representation of the
four more relevant NC-MPC configurations is presented. At the
supervisory level, switches among only those NC-MPC struc-
tures will be allowed as shown in Figure 4. To obtain a good set
of relevant NC-MPC configurations, a simulation-based proce-
dure can be conducted to find the most effective topologies that
lead to the best performance. Alternatively, interviews with ex-
perienced operators and knowledge based strategies with learn-
ing capabilities can be applied to select the best set based on
real-life measurements and operation.
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Figure 4: NC-MPC scheme with time-varying topologies.
The supervisor will instruct the local controllers to calculate
control actions under a limited number of communication sce-
narios (Nc). The sets of control actions proposed by the con-
trollers for each communication scenario are then evaluated in
a global model of the system available for the supervisor. Then,
to determine the switches, the supervisor will weigh the solu-
tions of the topology considering the following criteria:
• Minimization of the global objective function for perfor-
mance, i.e. the first term in (13).
• Minimization of the communication effort over the ranges
for i, j, t, given by
∑
j
∑
i
∑
t δi, j(k+ t) weighted by a cost of
the topology. For simplicity of the notation, this term was
called ΛNC−MPCc(k) in (13), comprising the cost of using
the topology given by the controller NC-MPCc.
• ∆δi, j(k + t) = 0 for t = 1, ..., T , to reduce the number of
switches over time. We assume the supervisory controller
operates every step k = h · T .
Once the variables δi, j(k) are determined ∀Ci,C j ∈ C, the
supervisor will indicate the communication topology to be fol-
lowed at time step k. To calculate the control sequences for each
communication scenario, the local controllers receive from the
supervisory controller the values of the variables δi, j(k) and
δ j,i(k) for all the communication channels of subsystem i. Then,
in the case subsystem i is not waiting for information com-
ing from upper levels, it will coordinate (or not) the solution
of its optimization problem with the other subsystems at the
same level of the hierarchy, and then it will transmit the con-
trol sequences to lower levels according to the communication
instructions.
5. Case Study
In this section, we present simulations performed for a sim-
ple benchmark reported in [31]. It is composed of 16 water
tanks arranged in a 4 × 4 matrix and each tank has a pipe that
connects it with its direct neighbors. The control objective is
to minimize a cost function including communication costs and
performance. Figure 5 shows the possible control structures se-
lected over the physical topology of the case study. The follow-
ing discrete-time linear dynamics are assumed for each tank:
xi(k + 1) = xi(k) + Ts
1
Ai
∑
j∈Ni
ui j(k), (14)
where xi(k) is the level of the water in tank i and Ai is its cross-
sectional area, Ts is the sampling time, ui j(k) is the flow through
the pipe connecting tanks i and j, andNi is the set of tanks con-
nected to tank i. The parameters of the model are in Table 2.
Each tank is governed by an agent that can manipulate the flow
of all the outflow pipes it is connected to3 and that can commu-
nicate the control variables to the connected tanks if the selected
control structure commands to do so.
5.1. Control Structures
The following seven possible control structures have been se-
lected:
1. Big inflow coalition: This option is shown in Figure 5a
and represents the biggest possible coalition of subsystems
that cooperate in order to coordinate the water inflow to the
overall system. Notice that subsystem 1 has the monopoly
of the external water inflow. For this reason, the remaining
subsystems need the aid of the biggest coalition in case
there is not enough water to reach the reference.
2. Small inflow coalition: This option is presented in Fig-
ure 5b. It corresponds to the case in which the four subsys-
tems closest to the external water inflow are grouped into
a coalition and the remaining subsystems work in a decen-
tralized fashion. Again, such coalition could be formed
when there is water scarcity in these subsystems. Notice
that this option requires less coordination than the first one.
3. Big outflow coalition: This option is shown in Figure 5c
and represents the biggest possible coalition of subsys-
tems that cooperate in order to coordinate the water out-
flow leaving the overall system. Notice that subsystem 16
has the monopoly of the external water outflow. For this
reason, the rest of the subsystems need the aid of subsys-
tem 16 if there is too much water. Notice as well that, con-
trary to what happens in the case of water scarcity, in this
case the subsystems can pump water to their neighbors.
4. Small outflow coalition: This option is presented in Fig-
ure 5d. It corresponds to the case in which the four sub-
systems closest to the external water outflow are grouped
into a coalition and the rest of the subsystems work in
3Arrows represent the direction of the water flow.
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a decentralized fashion. Again, such coalition could be
formed when there is an excess of water in these subsys-
tems. Notice that this option requires less coordination
than the third structure.
5. Control structure with hierarchical relationships: The fifth
possible control structure is depicted in Figure 5e. In par-
ticular, this alternative is a variation of option 1. In this
case, tank 4 receives information from the actions that tank
3 is going to carry out. This information is then taken into
account by the corresponding controller in order to calcu-
late its control sequence.
6. Control structure with information broadcast: This option,
which is represented in Figure 5f, is also a variation of op-
tion 1. In this case, however, the agent that regulates the
water level of tank 13 also governs input 16. That is, this
case represents a control structure in which there is a strict
hierarchical relationship between different controllers: one
controller is taking control of external inputs. Note that
this case is also introduced to establish a comparison with
option 5. As it can be seen, the situations of tanks 13 and
4 are symmetrical in the proposed case study. Hence, it is
possible to analyze the consequences of two different re-
lationships between controllers: one based on information
broadcast and another based on a strict hierarchy in which
there is a transfer of decision variables from one controller
to another.
7. Decentralized control structure: The last option is shown
in Figure 5g, which corresponds to a fully decentralized
control scheme. In this case, there is no coordination
among the subsystems and, for this reason, any subsystem
with a water level below the reference cannot do anything
by itself. On the other hand, subsystems with an excess of
water can pump water out of their tanks to the neighboring
tanks.
As additional comments, notice that subsystems 4 and 13 are
never included in any coalition. This is not a problem for them
whenever they have an excess of water, but they depend on their
neighbors if they need it, which highlights the importance of the
proper coalition formation. In Figure 5, local controllers that
cooperate with full communication using a distributed scheme
have been grouped into a single and bigger control entity. That
is, the communication arrows and the individual agents have
been omitted to highlight the fact that, under this type of coop-
eration, the controllers behave as a centralized unit.
Remark 5.1. Other control topologies could have been con-
sidered and included in the example. Nevertheless, we believe
that the above seven topologies allow us to illustrate how the
cooperation can be increased and decreased according to the
situation of the system regarding its objective. Likewise, this
choice also allows us to point out the consequences of the dif-
ferent type of relationships that can be established between the
local controllers.
5.2. Simulation parameters
The simulation is implemented in the following way: each
simulation step corresponds to 0.15 s. Every two simulation
steps the controllers update their control actions according to
the topology selected, which, in turn, can change each ten sim-
ulation steps.
The parameters used in the simulation are listed in Table 2. In
this example, the control scheme recalculates the most appro-
priate system partitioning each five time steps (h introduced in
previous section). A time step is defined as two times the simu-
lation step. To this end, if the time step index k is a multiple of
5, the following global cost function is minimized:
J(u(k), xk, d(k)) =
16∑
m=1
Jm(u(k), xk, d(k)) + ΛNC−MPCc(k), (15)
where ΛNC−MPCc stands for the communication costs associated
to the partitioning given by the topology c used and Jm is the
local cost function that stands for the local objectives that each
subsystem has, which is defined as:
Jm(u(k), xk, d(k)) =
Np−1∑
l=0
em(k + l + 1)
T Qm em(k + l + 1)
+uTm(k + l)Rmum(k + l), (16)
with em(k+ l+1) , xm(k+ l+1)− x
r
m. The values corresponding
to the reference xrm, and the weighting matrices Qm and Rm are
given in Table 2.
During the remaining four time steps the topology remains
constant and the members of each partition calculate jointly
their actions in order to minimize the sum of the correspond-
ing Jm(k). The solver used is Quadprog from Matlab. For the
integer variables δi j(k) explicit enumeration was employed.
Different topologies will have different costs. These cost
values represent the coordination efforts made by the control
scheme. In particular, no penalty is assigned for topology
7 because it represents a fully decentralized control scheme.
Topologies 2 and 4 are slightly penalized because each one in-
troduces cooperation between four local controllers. A stronger
penalty is assigned to topologies 1 and 3 because of their greater
cooperation degree. Finally, the maximum penalty considered
in this case study is assigned to topologies 5 and 6 since they
involve an additional communication link in comparison with
topology 1.
5.3. Results
Figure 6 shows the evolution of the water levels of the system
controlled with the proposed switching scheme when the initial
level is 0.25m for each tank. Given that tank 1 is the only one
equipped with an external controllable input, the supply of wa-
ter for all the tanks in the system depends exclusively on this
subsystem. Hence, the corresponding controller has an impor-
tant role in the coordination process needed to supply water for
all the tanks.
In Figure 6, the evolution of the control topology is also
shown. The system starts by using the control structure 2,
which makes sense since the amount of water supplied by con-
troller 1 is limited. For this reason, it is only worth to coordi-
nate the actions with the closest neighbors. A few steps later,
however, the cooperation grows and the control structure 1 is
9
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(g) Decentralized control structure
Figure 5: Possible control structures.
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Figure 6: Evolution of the water levels of all the tanks and the control structure when the initial state is 0.25m for all the tanks. The x-axis corresponds to the
simulation step. The reference is 0.5m. Cen is the Centralized MPC solution, CS is the proposed NC-MPC method. Red represents reference.
selected. As the situation of the newly aggregated agents im-
proves, the structure goes back to 2. Once again, the coordi-
nation group is enhanced but this time control structure 6 is
selected, i.e., controller 13 is given priority and is allowed to
govern u16 too. In this way, it is able to achieve the desired
set point. From that moment on, the control structure goes to 2
and, after that, there is a succession of commutations between
control structures 1 and 3. Taking into account that none of
the control structures allows centralized coordination, switch-
ing in this way is a suitable mechanism to achieve a good per-
formance, i.e. the biggest groups of subsystems for coordinat-
ing inflow and outflow alternate in order to distribute the water
all over the network. Finally, the last control structure selected
is 7, which is the completely decentralized control structure. In
this case, there is nothing that can be gained from cooperation,
at least taking into account the price of communication.
Another simulation has been performed using an initial level
of 0.75m for each tank. The corresponding results are shown
in Figure 7. Note that here the coordination degree required to
reduce the excess of water is lower because each controller can
pump out water independently. However, constraint satisfaction
requires coordination. For this reason, the control structures
that are selected in this simulation are 3, 4, and 7.
Finally, controller structure 5 deserves some comments. It
is a variation of controller structure 1, in which subsystem 4
receives information from the group of subsystems that work
in a coordinated fashion. While this broadcast of information
is meaningful for controller 4 to calculate its control action, it
does not improve the overall performance. Thus controller 1
is selected more often than 4 because of the additional cost of
communications. In addition, it is well known that information
broadcast is not as efficient as information exchange in order to
improve the overall performance [6].
6. Conclusions
A non-centralizedMPC controller that adapts to different op-
erational conditions by switching between topologies is pro-
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Figure 7: Evolution of the water levels of all the tanks and the control structure when the initial state is 0.75m for all the tanks. The x-axis corresponds to the
simulation step. The reference is 0.5m. Cen is the Centralized MPC solution, CS is the proposed NC-MPC method. Red represents reference.
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Table 2: Model and controller parameters
Parameter Symbol Value
System
Storage area, ∀i Ai 3.14 (m
2)
Simulation time step length Ts 0.15 (s)
Controller
Control time step length Tc 0.3 (s)
Topology switching time step length Tts 1.5 (s)
Prediction horizon Np 5 (s)
Quadratic penalty weight on xi, ∀i Qi 1
Quadratic penalty weight on ui, ∀i Ri 1
Reference tank i, ∀i xr
i
0.5
Cost topologies 1, 3 ΛNC−MPCc 30
Cost topologies 2, 4 ΛNC−MPCc 10
Cost topologies 5, 6 ΛNC−MPCc 35
Cost topology 7 ΛNC−MPCc 0
Maximum pump capacity umax 0.5 (m
3/s)
Minimum pump capacity umin 0 (m
3/s)
Maximum water level xmax 1 (m)
Minimum water level xmin 0 (m)
posed in this paper. Including the changes in the topology ex-
plicitly in the predictions leads to an NP-Hard combinatorial
mixed-integer optimization problem that we solve for a limited
number of cases. This allows to include the dynamic effect of
the switching explicitly in the prediction model. The controller
was tested on a water distribution system, showing its effective-
ness to adapt to different operational topologies according the
relative importance of the different topologies.
Several research lines can be proposed from the ideas dis-
cussed in this work, including issues related to the partitioning
of the dynamical system seen as network composition of ele-
ments, as well as robust feasibility and stability when consid-
ering switching partitioning and control topologies. Moreover,
further analysis about general robustness of the non-centralized
control schemes and their influence over the overall system per-
formance arise as topics of current and future interest around
this research.
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