We present a new mid-infrared laser spectrometer for high-precision measurements of isotopic ratios of molecules at ppm concentrations. Results are discussed for nitrous oxide (N 2 O), where a precision of 3‰ for a single measurement and a reproducibility of 6‰ have been achieved for a concentration of 825 ppm. The room-temperature laser source employed is based on difference-frequency generation delivering a continuous-wave power up to 23 µW at wavelengths between 4.3 µm and 4.7 µm and a line width of 1 MHz. Two different measurement methods are compared; wavelength modulation with first-harmonic detection and direct absorption spectroscopy by recording the spectrum with a data-acquisition card. Two different detection schemes were employed; either all isotopomers were measured using the long path (36 m) of the multipass cell or a balanced path length detection scheme was used, where the main isotope was measured with a beam along a shorter path (40 cm) in the multipass cell. A singlepass reference cell was designed, offering two different path lengths for balanced path length detection. All combinations of measurement methods and detection schemes were tested regarding precision of a single measurement and long-term stability. The advantages and disadvantages of various measurement approaches are discussed.
Introduction
Trace gases play a key role in many different areas. Examples are the composition of the Earth's atmosphere, industrial emissions, industrial process control, ambient and workplace concentrations in view of health issues, agriculture, medical diagnostics and homeland security [1] . Isotopic compositions of trace gases are of particular interest in such diverse fields as ecological CO 2 exchange, volcanic emission or medical diagnostics, because the isotope ratio provides additional information about the origin of the trace gas, or can be used for process identification or as tracer. For example, in ecosystem research isotopic ratios of CO 2 , H 2 O, N 2 O, NO and NO 2 [2, 3] enable the determination of the source of emission.
u Fax: +41-44-633-12-30, E-mail: sigrist@iqe.phys.ethz.ch As examples, CO 2 sources include soil, plants or combustion during energy conversion as a result of anthropogenic activity. In volcanic research isotopic ratios such as H 35 Cl/H 37 Cl or 13 CO 2 / 12 CO 2 are important as magmatic gases may react with rocks and other fluids on their path to the Earth's surface. Hence, changes of isotopic ratios in emitted gases can serve as indicators of increased volcanic activity, especially for sensing the progress towards eruption [4, 5] . A further area of isotope selective trace gas monitoring is in non-invasive medical diagnostics [6] , e.g. isotope ratios of CO 2 have been identified as being indicators for the presence of Helicobacter pylori, the bacteria associated with peptic ulcers and gastric cancer [7] .
Normally the isotope ratio of a sample is compared to the one of a standard reference gas and the deviation of these ratios is given by the δ-value [8] :
where main C is the concentration of the main isotopomer and minor C the one of the less abundant isotopomer and the indices sample and ref correspond to sample gas and standard reference gas, respectively.
Today the standard method for such measurements is isotope-ratio mass spectrometry (IRMS). The advantage of IRMS is its high precision and accuracy. As an example, Röckmann et al. [9] developed an IRMS instrument in combination with gas chromatography yielding a reproducibility of ±0.1‰ for δ 15 N in N 2 O. The drawback of IRMS is that it requires careful and time-consuming sample preparation, the instrument is too large for field measurements and allows only a limited number of samples (at best 40 per day) to be analyzed [2, 10] . Another disadvantage of IRMS is that isomers, like 14 17 O, cannot be distinguished directly. Therefore, a direct on-site measurement technique, which enables a high frequency of measurements of isotopic ratios with high precision (ideally ±0.1‰), would be a real breakthrough in the field of flux measurements and partitioning. In recent years laser spectroscopy has attracted considerable attention as a useful alternative because it needs no sample preparation, it can potentially be used for field measurements and it offers a good selectivity, especially regarding isotopomers and isomers, and a good time resolution.
Until now most of the laser spectroscopic measurements of isotope ratios were done with high concentrations; especially, N 2 O isotopomers were only measured in pure samples. Uehara et al. [11] measured the 15 N/ 14 N ratio in pure N 2 O with a diode laser at 2 µm with a precision of ∆δ = 0.3‰ in a multipass cell by using two different path lengths for the main and the less abundant isotopomers (balanced path length detection scheme). Gagliardi et al. [12] obtained a precision of ∆δ = 9‰ in pure N 2 O with a quantum cascade laser (QCL) at 8 µm in a single-path cell. For the 13 C/ 12 C ratio of CO 2 in atmospheric air the best precision of ∆δ = 0.18‰ was obtained by McManus et al. [13] with a pulsed QCL at 4.3 µm and a multipass cell with balanced path length detection. But, the problem in this case was that the line width of the laser exceeded the line width of the absorption lines.
For many applications the concentrations are, however, rather low. Here we focus on nitrous oxide (laughing gas, N 2 O), whose concentration in ambient air is typically 300 ppb. Its isotopic composition gives important information, e.g. on ecosystem gas exchange [14] . The atmospheric concentration of N 2 O has increased from 270 ppb to 314 ppb in the last 200 years [15] ) [17] . Isotope fractionation of N 2 O occurs mostly in the stratosphere by photolytic decomposition, where the lighter isotope is preferred, leading to an enrichment of the heavier isotopes of the stratospheric N 2 O. In addition, the fractionation of N 2 O depends on the position of the N isotope within the linear N 2 O isotopomer molecule, i.e. there is a difference according to whether the 15 N is in the center or at the end of the N 2 O molecule [18] . Since this fractionation happens mainly in the stratosphere the isotopic composition of N 2 O in the Earth's atmosphere depends strongly on the altitude.
Our project focuses on high-precision measurements of isotope ratios of gases at trace concentration, particularly of N 2 O isotopomers at ppm levels. We developed and implemented a mid-infrared laser spectrometer based on differencefrequency generation and two different detection schemes, namely balanced path length detection and single long path detection. The spectra were recorded with two different methods, wavelength modulation (WM) and direct absorption spectroscopy. All combinations of measurement methods and detection schemes were tested regarding precision of a single measurement and long-term stability, and the advantages and disadvantages are discussed.
2
Experimental arrangement of laser spectrometer 2.1
Difference-frequency generation
The fundamental absorption lines of N 2 O isotopomers lie in the 4-5 µm wavelength range where tunable laser sources are not as readily available as in the near infrared (IR). The important region between 4 µm and 5 µm is accessible by lead salt diode lasers, quantum cascade lasers (QCLs) and systems using nonlinear crystals like differencefrequency generation (DFG) or optical parametric oscillators (OPOs) [19] . Lead salt diode lasers need cryogenic cooling and the mode-hop-free tuning range of these lasers is rather limited. Pulsed QCLs work at room temperature or with thermoelectric cooling, but their frequency chirp often results in a line width larger than the absorption lines of the measured gases at a reduced pressure of 50 mbar, which is required in this experiment to differentiate between isotopomer lines. Continuous-wave (cw) QCLs offer narrow line widths but at present commercially available devices still need cryogenic cooling for wavelengths shorter than 5 µm. Wavelength tuning of QCLs is done by temperature, resulting in a limited tuning range of a few cm −1 . First devices operating at room temperature for wavelengths around 4 µm have been demonstrated recently and first developments of QCLs with external cavity, offering a larger tuning range of more than 100 cm −1 , have been reported for longer wavelengths in 2006 [20] , but they are not commercially available yet. OPOs offer high power and a large wavelength range but in order to achieve a small line width an etalon must be implemented, leading to a limited mode-hop-free tuning range, especially when working under computer control. As a result, our requirements of broad tunability in the 4-5 µm region, narrow line width and room-temperature operation are currently best met with a cw DFG system, yet at the cost of complexity and laser power.
In order to cover the wavelength range around 4 to 5 µm, to access CO and CO 2 in addition to N 2 O [21], we built a DFG system with a periodically poled LiNbO 3 (PPLN) crystal as nonlinear optical medium. The experimental arrangement of the DFG source is depicted in Fig. 1 . It is based on a diode-pumped cw Nd:YAG laser (Innolight Mephisto, 2 W, 1064.5 nm) as signal source and a tunable cw external cavity diode laser (ECDL, Sacher TEC-120-850-150, 120 mW, 820-875 nm) as pump laser. The two laser beams are mixed in an antireflection-coated periodically poled MgO-doped LiNbO 3 (MgO:PPLN) crystal (HC Photonics, 50 mm × 6 mm × 0.5 mm). After the crystal the near-IR light is blocked with a germanium filter. This source provides a continuous tuning range from 4.3 µm to 4.7 µm (idler) by using only one crystal grating with a period of 23.1 µm, when quasi-phase matching is realized by changing the crystal temperature between 30
• C and 130
• C. Since LiNbO 3 has an absorption band at 5 µm, the power decreases strongly with increasing wavelength. At 4.3 µm the absorption coefficient α of LiNbO 3 is 0.25 cm −1 ; at 4.7 µm it amounts to 0.75 cm −1 [22] . With a longer crystal length more mid-infrared light is generated but also more is absorbed; therefore, there is an optimal crystal length with the highest conversion efficiency. The idler power P i is given by the following equation in SI units [23] [24] [25] :
where d eff is the effective nonlinear coefficient of the PPLN crystal, L is the crystal length, ε 0 is the vacuum permittivity, c is the speed of light, P is the laser power, λ is the wavelength and n is the refractive index, with the subscripts p, s and i referring to pump, signal and idler, respectively. The focus-
Here Λ denotes the grating period of the PPLN crystal and b the confocal parameter of both pump and signal lasers, given by the minimal beam waist
Our calculations have shown that the optimal parameters ξ and σ depend only slightly on wavelength and are given by ξ = 1.3 and σ = 1.3. The optimal crystal length was calculated to be L > 10 cm at 4.3 µm, L = 5.9 cm at 4.6 µm and L = 4.0 cm at 4.7 µm; therefore, a crystal length of L = 5.0 cm was chosen.
The generated idler power was measured with a thermoelectrically cooled detector (VIGO PDI-2TE-5). At 4.3 µm 23 µW were generated, at 4.6 µm 8 µW and at 4.7 µm 5 µW. This is about four to ten times lower than calculated, most probably because of imperfections in the crystal, grating quality and non-Gaussian beam shape of the external cavity diode laser. The line width of the idler is given by a convolution between the line widths of the ECDL (1 MHz) and the Nd:YAG laser (1 kHz). In our case the idler line width is dominated by the ECDL and amounts to 1 MHz. The line width is an important issue for studies of isotopomers, as the absorption lines of the different isotopomers are close to each other and measurements need to be performed at reduced gas pressure to reduce collisional broadening and enable sufficient specificity.
Absorption cells and experimental arrangement
One problem in measuring isotopomers is that the concentration of the main isotope is often considerably higher than that of the less abundant isotope (e.g. 14 N 15 N 16 O/ 14 N 2 16 O = 0.36%). There are two possibilities to overcome this problem, either to measure two lines of similar strengths (resulting in a strong temperature sensitivity of the measurement) or by choosing two lines with similar lower energy levels but with very different line strengths (corrected with the natural abundance). The temperature dependence of the isotopic ratio ∆δ/∆T is proportional to the difference of the ground-state energies ∆E of the corresponding transitions [26] :
where k is the Boltzmann constant, T is the absolute temperature and δ has been defined in (1) above. For most applications the required precision is ∆δ = 1‰, or less, so either the gas cell needs to be very well temperature stabilized or a balanced path length setup should be used. In our setup we use an astigmatic multipass Herriott cell (New Focus 5611), which offers the possibility to enter the cell at two different angles, so that the incident beam either leaves the cell after only two passes or after the usual 182 passes [13] . This yields two different path lengths of 36 m (182 passes) or 40 cm (two passes), respectively. This balanced path length approach enables the measurement of two lines of very different line strengths.
The concentration of the measured gas is given by the area under the absorption line divided by the line intensity. To measure differences in concentrations of less than 1‰, a precise measurement of the wavelength is required and the line intensities should be known exactly. To avoid these problems a reference cell is used to measure a sample gas and the reference gas simultaneously. We designed and built a single-pass cell that offers two different path lengths. It consists of a tube (stainless steel) and antireflection-coated CaF 2 windows. No Brewster windows were used to avoid path-length changes if the beam position was shifted slightly. The long path of 50 cm is along the tube and the short path of 1 cm is perpendicular to the tube. This yields a path-length ratio of 1 : 50 compared to 1 : 91 for the multipass cell. The long path of the reference cell could be doubled to 100 cm by having two passes, yielding a path-length ratio of 1 : 100. But, the short path length of 1 cm demands a narrow tube (diameter 6 mm), so for a second pass along the long path the beam would need to be refocused by using a curved mirror making this setup rather complex.
The experimental arrangement is presented in Fig. 2 . After the DFG system a beam splitter (CaF 2 plate) directs part of the light to the reference cell. The second reflection of the plate is used for the short path in the multipass cell. In front of the reference cell is a second beam splitter to direct a part along the short path through the reference cell. We used InSb detectors with liquid-nitrogen cooling (Judson Technologies J10D-M204-R04M-60) with an active area of 4 × 4 mm 2 for recording the beam power. 
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M e a s u r e m e n t s
Methods
Two different measurement methods were tested, wavelength modulation (WM) with first-harmonic detection and direct absorption spectroscopy. For wavelength modulation the wavelength of the ECDL was modulated across the absorption line with a frequency of 1 kHz and a modulation index of 2. The detector signals were recorded with lockin amplifiers (Stanford Research Systems, SR830 DSP) with a time constant of 100 ms for long-path measurements and 300 ms for short-path measurements. O) takes about 30 min. The measured spectrum is similar to the derivative of the absorption line. The advantage of WM is its zero background, i.e. no signal without absorption. But, any wavelength-dependent change of laser power produces a signal at the detector, e.g. interference fringes caused by optical elements result in a wavelength-dependent background.
For direct absorption spectroscopy the wavelength was scanned across the absorption lines of all three isotopomers and the detector signal was recorded by a data-acquisition card (DAQ, CompuScope14100, 14-bit resolution, 100 MS/s). The scans were performed by applying a sinusoidal voltage at 500 Hz to the piezo of the ECDL. To improve the signal to noise ratio 1000 scans were averaged for long-path measurements and 5000 scans for short-path measurements. From these measurements a moving average over 21 points was taken. For 200 averaged scans it takes 15 min for single long path and 1.5 h for balanced path length detection.
3.2
Absorption line selection and sample preparation
For the selection of the absorption lines several important points must be considered. First, the lines should be free of interference with other isotopomers or other molecules. Second, the line strength, corrected with the natural abundance, should be similar for all isotopomers if using the single long path detection scheme, or the lower energy level should be similar for all three isotopomers if using the balanced path length detection scheme to reduce the temperature dependence of the measurement (see (7)). And, finally, the positions of the lines should be within the wavelength range covered by the piezo scan of the ECDL. The measurements were made at room temperature and at a total gas pressure of 50 mbar to avoid overlapping of the absorption lines. The N 2 O concentration in the reference cell was 5% from a certified mixture. The concentration in the sample cell was either 825 ppm, obtained by diluting the gas from the 5% mixture with room air (8.0 mbar 5% N 2 O mixed with room air to 900 mbar) or 100 ppm from another certified mixture. The concentration of the mixture with room air is about two times higher than expected because of adsorption and desorption effects of the N 2 O molecules to the cell walls during the diluting process. Experiments were done with wavelength modulation as well as with direct absorption spectroscopy in combination with balanced path length detection or single long path detection. All four versions were tested and the results are compared regarding both the precision of a single measurement and the long-term stability.
Data evaluation
At low concentrations the detector signal measured with wavelength modulation is proportional to the concentration of the gas [28] . Therefore, the δ-value (1) can be obtained by taking the ratio of the measured signals of the sample and the reference gas for both isotopomers and by comparing these ratios for the absorption lines of the main and the less abundant isotopomers.
To evaluate the data from our measurements we did not take the ratios mentioned above directly but plotted the detector signal I S sample (ν) at frequencyν recorded after the sample gas cell versus the detector signal I S ref (ν) recorded after the reference cell, for the isotopomer I. The fitted curve is a linear relation between sample signal and reference signal. A second-order baseline is added to take a background (fringes caused by windows, etc.) into account:
By repeating this procedure for each isotopomer I and comparing the slopes I a of these curves of the main and the less abundant isotopomers, the difference of the isotopic composition between the sample gas and the reference gas can be calculated [28] : Figure 3 shows the result for wavelength modulation with single long path detection.
The measurements with the data-acquisition card were evaluated similarly. A baseline was obtained by fitting the part between the absorption lines with a polynomial of tenth order. This baseline was subtracted and the detector signal of each absorption line was plotted versus the detector signal of the corresponding reference absorption line. Then, the slope was determined as described in (8) for each isotopomer and the δ-value was calculated by comparing the slopes.
Results and discussion
Wavelength modulation in combination with single long path detection yields the best precision for a single measurement (3‰) and good reproducibility (6‰) as long as the temperature of the gas is stable. The influence of a temperature change can be seen in Fig. 4a when the sample gas was accidentally cooled when refilling the detector with liquid nitrogen standing next to the sample cell. With the measurements during the temperature change included, the reproducibility is 18‰ for δ( Results of isotope ratio measurements for N 2 O isotopomers obtained with different measurement techniques combined with balanced path length or single long path detection schemes for different concentrations (WM: wavelength modulation, DAQ: data-acquisition card; for definition of δ see (1)) of the absorption line strengths involved is nearly temperature independent in this case. In addition to the temperature dependence, a further disadvantage of this method is that it takes about 30 min to record one spectrum, leading to a low time resolution.
Wavelength modulation combined with balanced path length detection is less temperature dependent than single long path measurements. But, it yields a worse precision of a single measurement (12‰) and accordingly a reproducibility of 14‰, which is still better than before with single long path detection. The precision, though, is worse than before because only a small part of the light is directed along the short path, yielding a worse signal to noise ratio on the detector. Again, the recording of a spectrum takes 30 min. Direct absorption spectroscopy measured with the data-acquisition card in combination with the single long path detection scheme yields a good precision of a single measurement (5‰), but the reproducibility (15‰) is worse than the precision because of the temperature dependence of this method as seen in Fig. 4b Fig. 4c ). The advantage of this method is its improved time resolution; it takes only 15 min for 200 measurements. When the spectrum is recorded with the data-acquisition card in combination with the balanced path length detection scheme the reproducibility is improved (10‰). The precision (6‰) is better than the reproducibility, but it is worse than with single long path detection because of the worse signal to noise ratio for the short path. The low laser power along the short path also requires more averaging of scans, resulting in a lower time resolution. It takes 90 min for 200 measurements, which is still much better than when using wavelength modulation. All the results are listed in Table 1 .
When the same gas, though at different concentrations, is filled in the reference cell and the multipass cell the δ-value is expected to be zero. But, our measurements yield an offset depending on the measurement method and path-length ratios (Table 1) . Such an offset has also been observed by other authors [28] [29] [30] . It may be explained by path-length ratios not known precisely enough, by pressure or temperature differences between sample and reference gases or by nonlinearities in the detector response. When the day-to-day reproducibility is good enough this offset can be measured once and then subtracted for subsequent measurements. For measurements with wavelength modulation it also needs to be considered that (9) is only valid for small absorption; for stronger absorption this equation must be corrected, otherwise the evaluation produces an offset [31] .
When comparing the different methods it can be concluded that recording the spectrum with the data-acquisition card in combination with balanced path length detection is the most promising method because of its good time resolution and low temperature dependence (Table 2) . But, the best results are obtained with wavelength modulation in combination with the single long path detection scheme because of the best signal to noise ratio ( Table 1 ). The main advantages and drawbacks of the four schemes employed are summarized in Table 2 .
A reason for the bad reproducibility might be the degradation of the ECDL, whose side-mode suppression was not sufficient any more, yielding additional noise to the measurement. An indication for this is that previous measurements of lower concentrations (100 ppm) have about the same precision and the same reproducibility as the more recent measurements with eight times higher concentrations (Table 1) . These measurements were repeated later and gave worse results than originally. Another problem might be the detectors because, depending on the quality of the vacuum, an ice layer is built up on the surfaces of the nitrogen-cooled detectors and their windows. This layer changes the transmission of the light to the detector because ice absorbs in the mid IR and the layer acts as a dielectric coating changing the reflectivity of the window and the detector. Variation of the thickness of this ice layer may cause variations in the measurements, in this way reducing the reproducibility. To reduce this problem the detectors should be evacuated regularly [32] .
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Conclusion and outlook
For the first time the isotopic composition of N 2 O at trace gas level was measured with laser spectroscopy. A continuously tunable room-temperature laser source based on difference-frequency generation with a periodically poled LiNbO 3 crystal was developed for the 4.3-4.7 µm range. This cw laser source has a line width of 1 MHz and yields powers up to 23 µW. Two different measurement methods, wavelength modulation and direct absorption spectroscopy, were tested in combination with two different detection schemes, balanced path length and single long path detection. On the one hand, direct absorption spectroscopy with balanced path length detection was the most promising method owing to its low temperature sensitivity and its good time resolution, but its precision was not sufficient. On the other hand, wavelength modulation with single long path detection yielded a good precision (3‰) and a good reproducibility (6‰), but was strongly temperature dependent and needed a long measurement time.
There are two main problems, which currently limit the precision and reproducibility. The first is related to the external cavity diode laser (ECDL) whose side-mode suppression was not sufficient any more. This caused sudden mode hops and deteriorated the reproducibility of the measurements.
The second problem is related to the low signal to noise ratio of the detector signals, which is related to the low laser power available. Hence, the precision and reproducibility could be substantially improved by higher laser powers, preferentially in the mW range, and stable laser emission. Future near-room-temperature cw QCLs around 4.6 µm with broader tunability appear very promising. Another possibility would be DFG with a waveguide nonlinear crystal, offering a much higher conversion efficiency because of better confinement of the laser beams, once they become commercially available for the needed wavelengths.
