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RESUMO
Um dos principais problemas no ensino da Matema´tica no Ensino Me´dio
e´ a falta unia˜o da teoria com a comprovac¸a˜o dos resultados. Em
particular, o ensino da Teoria da Probabilidade, muitas vezes acaba
sendo abolido do ano letivo dos alunos por este motivo. Neste sentido,
necesita-se buscar uma problema´tica que consiga promover o interesse
e a validac¸a˜o pra´tica dos resultados. Seguindo esta proposta, mostra-
mos o programa de audito´rio Let’s make a deal exibido na de´cada de
70 nos Estados Unidos, o apresentador Monty Hall, exibia treˆs portas
para os concorrentes, uma delas com um carro por detra´s, e outras
duas onde se encontravam bodes. O concorrente escolhia uma porta, e
em seguida Monty Hall desvendava uma porta onde se encontrara um
bode. Logo depois, Monty sugeria ao participante a oportunidade de
manter-se com a mesma porta ou trocar para a outra porta fechada. O
concorrente deveria mudar? Para desvendar o Problema de Monty Hall
e utiliza´-lo como est´ımulo no Ensino da Teoria das Probabilidades no
Ensino Me´dio, foi desenvolvido neste trabalho a soluc¸a˜o deste problema
utilizando conceitos probabil´ısticos, principalmente os de Probabilidade
Condicional e Teorema de Bayes, bem como a criac¸a˜o de um Modelo
no Software Excel baseado nas Simulac¸o˜es de Monte Carlo para com-
provac¸a˜o experimental dos resultados (unia˜o da teoria com a pra´tica).
Palavras-chave: Problema de Monty-Hall. Probabilidade Condicio-
nal. Ensino.

ABSTRACT
One of the main problems in teaching Mathematics in High School is the
lack of union between theory and result validation. In particular, the
teaching of Probability Theory, ends up being abolished from the school
year. For this reason we need to search a problem that promotes the
interests the practical validation results. Following this proposition we
presents the TV show Let´s make a deal aired in the 1970s in the United
States, the host Monty-Hall, showed three doors to the competitors, one
of them with a car behind, and another two with goats behind. The
competitor chose one of the doors, and after that, Monty-Hall revealed
one door where there was a goat. A few moments later, Monty offered
the competitor the chance to keep the same door or to change to the
another closed one. Should the competitor should change his door? To
study Monty-Hall’s problem and use it as a stimulus in the education
of Probability Theory in High School, it will be developed in this text
the solution of this problem using probabilistic concepts, mainly that of
Conditional Probability and Bayes’ Theorem, as well as it will be shown
a Model in Excel Software based on the Monte Carlo’s Simulation as
an experimental evidence of the results (union of theory with practice).
Keywords: Monty-Hall’s Problem. Conditional Probability. Educa-
tion.
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1 INTRODUC¸A˜O
Sabe-se que a Teoria das Probabilidades teve in´ıcio na tentativa
de compreensa˜o das chances existentes nos jogos de azar, e a partir
da´ı os matema´ticos contribu´ıram para o seu desenvolvimento. A partir
disso, sabemos que o modelo probabil´ıstico que se utiliza depende de
processos aleato´rios, e assim, causa poleˆmica em quem ainda esta´ se
familiarizando com o assunto. Voceˆ pode dizer a um aluno, que no
lanc¸amento de uma moeda tem-se 50% de chances de obter cara e 50%
de chances de obter coroa. Contudo, se este aluno fizer um experi-
mento com 10 jogadas, temos a chance de por ventura na˜o comprovar
a teoria anterior. Weschsler (1993) cita que para um modelo frequen-
tista, a ideia de probabilidades fixas, pore´m desconhecidas, direciona a`
suposic¸a˜o de existeˆncia de paraˆmetros.
Ainda mais, trabalhar com uma mate´ria que necessita reflexa˜o e
ligac¸o˜es com a pra´tica torna-se confuso no momento em que a traba-
lhamos de forma imuta´vel. Visto isto, e´ justo afirmar que as probabi-
lidades devem ser revistas a` medida que as informac¸o˜es sa˜o alteradas
ou chegam novas informac¸o˜es (SILVER, 2013).
Seguindo este contexto, vem o Problema de Monty Hall, que nos
traz a possibilidade de trabalhar conceitos de probabilidade a partir de
um problema instigador, cheio de nuances e que permite desenvolver
va´rios conceitos da Teoria da Probabilidade. Para entendeˆ-lo melhor,
seu sistema de funcionamento partia de um jogo de audito´rio onde
haviam treˆs portas, uma com um carro como preˆmio e outras duas
com bodes como decepc¸a˜o. O participante escolhe uma das portas
aleatoriamente, e logo a seguir o apresentador abre uma das portas
(sempre desvendando um bode) questionando se o participante gostaria
de trocar de porta. Voceˆ mudaria de porta? Qual e´ a probabilidade de
ganhar trocando de porta ou na˜o? Os supersticiosos dizem que nunca
deve-se trocar a primeira opc¸a˜o, pois e´ seu destino ganhar ou na˜o. E
agora?
Baseado nesta du´vida, o presente trabalho busca instigar a apren-
dizagem da Teoria das Probabilidades inserindo uma abordagem para
a soluc¸a˜o deste problema introduto´rio. Inicialmente, apoiando-se no
enfoque da Definic¸a˜o de Probabilidade e do Teorema de Bayes e num
outro momento, utilizando uma ferramenta computacional para a com-
provac¸a˜o dos resultados na pra´tica, experimentos estes que sa˜o muito
importantes para agregar aos conceitos dos alunos que estudam a Teo-
ria das Probabilidades.
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Sera´ exposto no trabalho treˆs sesso˜es principais. Na primeira
delas, colocar-se-a´ um histo´rico de como o Problema de Monty Hall
se tornou ta˜o famoso. A segunda trara´ a fundamentac¸a˜o teo´rica da
Teoria das Probabilidades para obter-se a soluc¸a˜o o Problema baseado
na definic¸a˜o de probabilidade e no Teorema de Bayes. Na terceira,
apresentaremos o processo de simulac¸a˜o de Monte Carlo, para emba-
samento teo´rico das simulac¸o˜es utilizando um modelo com o Software
Excel para apreciac¸a˜o e discussa˜o dos resultados.
Ao leitor informa-se que o texto que segue e´ bastante acess´ıvel e
que necessita conhecimento em matema´tica ba´sica e noc¸o˜es de Teoria
dos Conjuntos. E´ interessante tambe´m que seja feita a verificac¸a˜o dos
ca´lculos ao longo do texto para uma melhor compreensa˜o dos coneitos
e te´cnicas empregadas.
1.1 OBJETIVOS
1.1.1 Objetivo Geral
Desenvolver uma ferramenta de aux´ılio e incentivo ao estudo da
Probabilidade Condicional no Ensino Me´dio.
1.1.2 Objetivos Espec´ıficos
• Apresentar o problema de Monty-Hall.
• Apresentar a fundamentac¸a˜o da Teoria da Probabilidade a partir
da soluc¸a˜o da problema´tica do caso.
• Discutir os resultados pra´ticos por meio de simulac¸o˜es.
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2 O PROBLEMA DE MONTY HALL
2.1 ENTENDENDO O PROBLEMA
Entre 1963 e 1976, nos Estados Unidos, fora transmitido
o programa “Let´s make a deal”, que em portugueˆs significa “Vamos
fazer um nego´cio?”. O aˆncora do programa, Monty Hall, em um dado
momento do programa, chama um participante e lhe oferece treˆs por-
tas: uma com um grande preˆmio (geralmente um carro) e outras duas
com bodes por detra´s. Logo apo´s o candidato escolher sua porta, Monty
Hall, oportunamente lhe revela uma das portas a qual na˜o esta´ o grande
preˆmio e questiona: Voceˆ deseja permanecer com sua porta, ou troca´-
la? ”Para a surpresa dos idealizadores, mesmo apo´s a transmissa˜o de
4500 episo´dios ao longo de muitos anos, esta questa˜o sobre probabili-
dade acabou sendo seu principal legado”. (MLODINOW, 2011, p.62).
Figura 1 – Monty Hall em seu programa “Let ’s make a deal”.
FONTE: http://blogs.20minutos.es/mati-una-profesora-muy-
particular/2012/10/08/quien-es-monty-hall-un-dos-tres-responda-otra-vez/
Em uma entrevista a um programa matinal dos Estados Uni-
dos, Monty Hall declarou que sempre tinha conhecimento sobre onde o
preˆmio principal se encontrava e que obviamente utilizava armadilhas
psicolo´gicas para que o candidato trocasse de porta (ou na˜o) para que
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na˜o o ganhasse. Obviamente, pensando em probabilidades na˜o se nota
a participac¸a˜o do apresentador. Neste sentido, assim como segundo
Mlodinow (2011), o problema de Monty Hall e´ dif´ıcil de entender, pois
na˜o e´ facilmente percebida a participac¸a˜o do apresentador. “Um pro-
bleminha maravilhosamente confuso [...] em nenhum outro ramo da
matema´tica e´ ta˜o fa´cil para um especialista cometer erros como na te-
oria da probabilidade.”(GARDNER, apud, MLODINOW, 2011, p.77)
Figura 2 – Representac¸a˜o do programa de Monty Hall.
FONTE: http://blogdoechevarria.blogspot.com.br/2008/04/o-problema-de-
monty-hall.html
2.2 QUANDO O PROBLEMA SE NOTABILIZOU
Ja´ existiam publicac¸o˜es a respeito do problema de Monty Hall,
pore´m na˜o foi antes de Setembro de 1990 que o problema realmente
se tornou popular. Marylin Vos Savant foi conhecida entre 1986 e
1989 como sendo a pessoa que possu´ıa o maior QI em todo o mundo,
de acordo com o Guiness Book of Worls Records. Ela escrevia em
uma coluna para a revista Parede Magazine chamada Ask Marylin que
na traduc¸a˜o significa ”Pergunte a Marylin”na qual resolvia desafios e
perguntas de seus leitores.
Em setembro de 1990, na sua coluna o problema de Monty Hall
se tornou a corrente principal, onde ao responder sobre o problema disse
que a chance de ganhar o preˆmio ao trocar de porta aumentaria para
aproximadamente 66%. Esta sua resposta gerou um debate nacional
sobre o problema. Va´rios matema´ticos experientes da e´poca entraram
em contato com Marylin argumentando contra a opinia˜o dela, o que
gerou uma segunda coluna sobre o assunto que fora ta˜o impactante que
virou capa do The New York Times do mesmo meˆs. Na coluna citada
ela procurou professores de Escolas de Ensino Me´dio e fez com que eles
apresentassem o problema para seus alunos e em praticamente 100%
dos experimentos foram comprovadas suas constatac¸o˜es.
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Figura 3 – Marilyn vos Savant.
FONTE: www.openlibrary.org/books/OL1721824M/AskMarilyn
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3 FUNDAMENTOS TEO´RICOS PARA A SOLUC¸A˜O
DO PROBLEMA
3.1 INTRODUC¸A˜O A TEORIA DA PROBABILIDADE
3.1.1 Espac¸o Amostral e Eventos
O estudo da probabilidade vem da necessidade de em cer-
tas situac¸o˜es, prevermos a possibilidade de ocorreˆncia de determinados
fatos. “No decorrer do tempo a teoria das probabilidades foi supe-
rando o marco original da teoria dos jogos para constituir na atuali-
dade um ramo da matema´tica pura com aplicac¸o˜es nas cieˆncias de um
modo geral”(MORGADO, CARVALHO, FERNANDEZ, 2006, p. 212).
Faremos aqui uma breve revisa˜o dos aspectos fundamentais da
evoluc¸a˜o do conceito de probabilidade.
Definic¸a˜o 3.1. O ESPAC¸O AMOSTRAL e´ um conjunto, e por sim-
plicidade vamos assumir este conjunto como finito. Geralmente repre-
sentaremos esse conjunto por S ou por Ω.
Exemplo 3.2. Considere um experimento no qual classificamos um
produto em defeituoso ou na˜o defeituoso. Neste caso, o espac¸o amostral
e´ S = {defeituoso,na˜o defeituoso}.
Exemplo 3.3. Num experimento para contar o nu´mero de pessoas com
diabetes na cidade de Sa˜o Paulo (n habitantes), obtemos como espac¸o
amostral S = {0, 1, 2, 3, · · · , n}.
Definic¸a˜o 3.4. Um EVENTO e´ um subconjunto do espac¸o amostral.
Observac¸a˜o 3.5. O pro´prio espac¸o amostral e´ um evento, tambe´m
conhecido como evento certo, enquanto que o evento incerto e´ denomi-
nado de evento vazio e denotado por ∅. Os eventos sera˜o denotados por
letras maiu´sculas. Observe tame´m que o conjunto de todos os eventos
e´ o conjunto das partes do espac¸o amostral.
Exemplo 3.6. Considerando agora o experimento do Exemplo 3.2 po-
demos definir como eventos D = {defeituoso}, E = {na˜o defeituoso}.
Exemplo 3.7. Ja´ referente ao Exemplo 3.3, ao contarmos o nu´mero
de pessoas com diabetes, podemos associar eventos como: A: entre 15
e 20 pessoas com diabetes, como sendo A = {15, 16, 17, 18, 19, 20} ou o
evento F: nenhuma pessoa, como sendo F = {0}.
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3.1.2 Definic¸a˜o de Probabilidade e Propriedades
A probabilidade e´ o ato de atribuirmos pesos aos eventos. Entre-
tanto, para que cada um na˜o defina probabilidade de sua forma, vamos
exigir que esta func¸a˜o peso tenha algumas propriedades.
Definic¸a˜o 3.8. Uma func¸a˜o probabilidade, que denotaremos por P, e´
uma func¸a˜o que tem domı´nio no conjunto de eventos e tem como ima-
gem valores nume´ricos (pesos) entre 0 e 1. Ale´m disso, a probabilidade
deve satisfazer os seguintes axiomas:
1. P(S) = 1 e P(∅) = 0;
2. 0 ≤ P(A) ≤ 1, para todo evento A;
3. Para qualquer sequeˆncia de eventos mutuamente exclusivos
A1, A2, · · · , An, isto e´, eventos para os quais Ai ∩Aj = ∅ quando
i 6= j, temos que:
P (∪ni=1Ai) =
n∑
i=1
P(Ai)
Qualquer func¸a˜o P que atribua pesos a eventos associados a um
espac¸o amostral e que satisfac¸a as propriedades (1), (2) e (3) acima sera´
denominada func¸a˜o de probabilidade, com P(A) sendo a probabilidade
de ocorrer o evento A.
Exemplo 3.9. Quando lanc¸amos uma moeda na˜o hesitamos em asso-
ciar probabilidade 1/2 para o evento “cara”e tambe´m 1/2 para o evento
“coroa”. Da mesma forma, quando lanc¸amos uma moeda n vezes todos
os 2n poss´ıveis resultados deste experimento tem a mesma probabili-
dade.
A seguir, apresentamos algumas propriedades elementares da
probabilidade que sa˜o obtidas diretamente da definic¸a˜o.
Proposic¸a˜o 3.10. Se Ac for o evento complementar de A, enta˜o P(A) =
1− P(Ac).
Demonstrac¸a˜o. De fato, sendo Ω o espac¸o amostral, temos que Ω =
A∪Ac, onde esta unia˜o e´ disjunta, uma vez que A∩Ac = ∅. Utilizando
o axioma 3 da definic¸a˜o de probabilidade temos que:
P(Ω) = P(A) + P(Ac) (3.1)
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de onde segue,
P(A) = P(Ω)− P(Ac) = 1− P(Ac). (3.2)
Proposic¸a˜o 3.11. A probabilidade da unia˜o de dois eventos A e B e´
calculada como
P(A ∪B) = P(A) + P(B)− P(A ∩B). (3.3)
Demonstrac¸a˜o. Temos que A ∪ B = A ∪ (B − A) e A ∩ (B − A) = ∅.
Portanto,
P(A ∪B) = P(A) + P(B −A). (3.4)
Tambe´m temos que B = (B − A) ∪ (A ∩ B) e (B − A) ∩ (A ∩ B) = ∅.
Enta˜o
P(B) = P(B −A) + P(A ∩B). (3.5)
Enta˜o, combinando (3.3) e (3.4), temos que: P(A∪B) = P(A)+P(B)−
P(A ∩B).
Proposic¸a˜o 3.12. Se A ⊂ B, enta˜o P(A) ≤ P(B).
Demonstrac¸a˜o. De fato, temos que, se A ⊂ B, enta˜o B = A∪ (B−A),
sendo que esta unia˜o e´ disjunta. Portanto, utilizando o axioma 3 da
definic¸a˜o de probabilidade, segue que:
P(B) = P(A) + P(B −A). (3.6)
Como P(B −A) ≥ 0, temos enta˜o que P(B) ≥ P(A).
3.1.3 Eventos Equiprova´veis
Considere um experimento tem como espac¸o amostral, com um
nu´mero finito de elementos:
Ω = {e1, e2, · · · , en}. (3.7)
Dizemos que os eventos unita´rios {ei} sa˜o equiprova´veis, se todos
tem a mesma probabilidade de ocorrer, isto e´, para todo 1 ≤ i ≤ n,
P({ei}) = 1
n
. (3.8)
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Desta forma, podemos definir a probabilidade de um evento E = {ej1 , · · · , ejk},
composto por k elementos (com k ≤ n), como sendo:
P(E) =
nu´mero de casos favora´veis a E
nu´mero de casos poss´ıveis de S
=
k
n
. (3.9)
Exemplo 3.13. No lanc¸amento de um dado honesto (na˜o viciado),
os elementos do espac¸o amostral Ω = {1, 2, 3, 4, 5, 6} sa˜o equiprova´veis,
pois cada elemento do espac¸o amostral tem a mesma chance de ocorrer,
ou seja, a chance de sair 1 e´ a mesma de sair 2, que e´ a mesma de sair
3, e assim por diante. Portanto,
P(1) = P(2) = P(3) = P(4) = P(5) = P(6) =
1
6
. (3.10)
Com isso e da propriedade (3) de probabilidade, temos que, se A e´ o
evento sair nu´mero par no lanc¸amento de um dado honesto, enta˜o:
P(A) = P(2 ou 4 ou 6) = P({2} ∪ {4} ∪ {6}) = 1
6
+
1
6
+
1
6
=
3
6
=
1
2
.
(3.11)
Com isso, obtemos que a probabilidade de ocorrer o evento A
e´ igual ao nu´mero de elementos favora´veis a A = {2, 4, 6}, que e´ 3
(pois A tem 3 elementos), dividido pelo nu´mero de elementos no espac¸o
amostral Ω, que e´ 6.
3.1.4 Eventos Independentes e Probabilidade Condicional
Outro conceito importante da teoria de probabilidade e´ o de in-
dependeˆncia entre dois eventos. Na pra´tica, dois eventos sa˜o indepen-
dentes quando a ocorreˆncia de um evento na˜o influeˆncia a ocorreˆncia
do outro evento. Do ponto de vista probabil´ıstico temos a seguinte
definic¸a˜o:
Definic¸a˜o 3.14. Dois eventos A e B sa˜o ditos independentes se:
P(A ∩B) = P(A)P(B). (3.12)
Proposic¸a˜o 3.15. Um evento A e´ independente dele mesmo se, e so´
se, P(A) = 0 ou P(A) = 1.
Demonstrac¸a˜o. Para provar a ida desta proposic¸a˜o, defina P(A) =
a e suponha que A seja independente de si mesmo, portanto a2 =
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P(A)P(A) = P(A ∩ A) = P(A) = a, ou seja, a2 = a mas isto e´ va´lido
se, e somente se, a = 0 ou a = 1.
Por outro lado se P(A) = 0 ou P(A) = 1 e´ fa´cil ver que P(A) =
P(A ∩A) = P(A).P(A).
Exemplo 3.16. Um lote conte´m 10 pec¸as, sendo 7 boas (B) e 3 de-
feituosas (D). Retiramos duas pec¸as, ao acaso e com reposic¸a˜o (isto
e´, apo´s retirarmos a primeira pec¸a esta e´ colocada novamente no lote
para que possamos efetuar a segunda retirada), para inspec¸a˜o. Qual a
probabilidade de se obter duas pec¸as defeituosas?
O experimento de realizar a primeira retirada tem como espac¸o
amostral Ω1 = {D1, B1} e a segunda retirada tem como espac¸o amostral
Ω2 = {D2, B2}, em que Di significa que retiramos uma pec¸a defeituosa
na i-e´sima retirada e Bi significa que retiramos uma pec¸a boa na i-e´sima
retirada, para i ∈ {1, 2}. Logo como probabilidade dos elementos de
Ω, temos que:
P(D1) = P(D2) = 310 e P(B1) = P(B2) =
7
10 .
Associamos ao experimento de retirar duas pec¸as ao acaso e com re-
posic¸a˜o o seguinte espac¸o amostral:
Ω = {(D1, B2); (B1, D2); (D1, D2); (B1, B2)}. (3.13)
Queremos encontrar a probabilidade de se obter duas pec¸as de-
feituosas, ou seja, a probabilidade das pec¸as na primeira retirada e na
segunda retirada serem defeituosas. Assim, desde que a primeira e a
segunda retirada sejam executadas de forma independente, temos que:
P((D1, D2)) = P(D1 ∩D2) = P(D1)P(D2) = 3
10
.
3
10
=
9
100
. (3.14)
Vamos examinar melhor a diferenc¸a entre extrair uma pec¸a de
um lote, ao acaso, com ou sem reposic¸a˜o. Como vimos neste exemplo,
se a retirada for feita com reposic¸a˜o, enta˜o:
P(D1) = P(D2) = 310 e P(B1) = P(B2) =
7
10 .
Pois cada vez que extra´ımos pec¸as do lote, sempre existira˜o 3 pec¸as
defeituosas e 7 pec¸as boas num total de 10. No entanto, se estivermos
extraindo sem reposic¸a˜o, o resultado e´ diferente. E´ ainda verdade,
naturalmente, que:
P(D1) = 310 e P(B1) =
7
10 .
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Mas as probabilidades de sair uma pec¸a defeituosa ou de sair
uma pec¸a boa na segunda retirada na˜o sera˜o as mesmas. Para calcu-
larmos essas probabilidades devemos conhecer a composic¸a˜o do lote no
momento de se extrair a segunda pec¸a. Por exemplo, para calcularmos
a probabilidade de extrairmos uma pec¸a defeituosa na segunda reti-
rada, D2, temos que saber se ocorreu D1 ou B1. Caso tenha ocorrido
D1,
P(D2) =
2
9
(3.15)
e, se ocorreu B1,
P(D2) =
3
9
. (3.16)
Este exemplo (sem reposic¸a˜o) tem como resultado:
P(duas defeituosas) =
3
10
.
2
9
=
1
15
. (3.17)
Pore´m, para facilitar a analise temos a necessidade de introduzirmos a
definic¸a˜o de Probabilidade Condicional.
Definic¸a˜o 3.17. A probabilidade de ocorrer um evento A dado que
ocorreu um evento B (P(B) > 0) e´ dada por:
P(A|B) = P(A ∩B)
P(B)
. (3.18)
Dessa relac¸a˜o sai a Regra do Produto que e´ dada no teorema
a seguir.
Teorema 3.18. Considere um conjunto finito de eventos {A1, A2, · · · , An}
tais que os eventos condicionais Ai|A1 ∩A2 ∩ · · · , Ai−1 tenham proba-
bilidades positivas. Enta˜o temos que:
P(
n⋂
i=1
Ai) = P(A1)P(A2|A1)P(A3|A1 ∩A2) · · ·P(An|
n−1⋂
i=1
Ai). (3.19)
Demonstrac¸a˜o. Para demonstrar este teorema escrevemos:
P(
∞⋂
i=1
Ai) = P(A1).
P(A1 ∩A2)
P(A1)
. · · · . P(
⋂n
i=1Ai)
P(
⋂n−1
i=1 Ai)
. (3.20)
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e usando a definic¸a˜o de probabilidade condicional, podemos re-
escrever o lado direito da igualdade acima como:
P(A1)P(A2|A1)P(A3|A1 ∩A2) · · ·P(An|
n−1⋂
i=1
Ai). (3.21)
Observac¸a˜o 3.19. No caso em que temos dois eventos A e B, con-
clu´ımos que a probabilidade de ocorreˆncia simultaˆnea dos eventos A e
B e´ igual a probabilidade de ocorreˆncia do evento A (ou B) vezes a
probabilidade de ocorreˆncia do evento A (ou B) dado que ocorreu o
evento B (ou A), ou seja:
P(A ∩B) = P(A)P(A|B). (3.22)
Fato que veˆm da definic¸a˜o 3.15.
Teorema 3.20 (Teorema da probabilidade total). Sejam A1, A2, · · · , An
eventos dois a dois disjuntos que formam uma partic¸a˜o do espac¸o amos-
tral, isto e´:
n⋃
i=1
Ai = Ω (3.23)
e assuma que P(Ai) > 0 para i ∈ {1, 2, · · · , n}. Enta˜o, para qualquer
evento B, temos que:
P(B) = P(A1 ∩B) + · · ·+ P(An ∩B) =
P(A1)P(B|A1) + · · ·+ P(An)P(B|An) =∑n
i=1 P(Ai)P(B|Ai).
Demonstrac¸a˜o. Para demonstrarmos esse teorema basta observarmos
que como a sequeˆncia A1, A2, · · · , An formam uma partic¸a˜o de Ω, logo,
temos que:
n⋃
i=1
Ai ∩B = B. (3.24)
E como os Ai sa˜o disjuntos dois a dois temos que B ∩ Ai tambe´m sa˜o
disjuntos e pelo axioma 3 e pelo Teorema 3.18 temos que:
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P(B) =
n∑
i=1
P(Ai ∩B) =
n∑
i=1
P(Ai)P(B|Ai). (3.25)
Exemplo 3.21. Suponha que um jogador participa de um torneio de
xadrez onde sua probabilidade de vito´ria e´ 0, 3 contra metade dos joga-
dores (chame-os do tipo 1), 0, 4 contra um quarto dos jogadores (chame-
os do tipo 2) e 0, 5 contra o um quarto dos jogadores restantes (chame-
os do tipo 3). O jogador disputa uma partida contra um oponente sele-
cionado aleatoriamente. Qual e´ a probabilidade dele vencer?
Seja Ai o evento de jogar com um oponente do tipo i. Temos
enta˜o que:
P(A1) = 0, 5; P(A2) = 0, 25; P(A3) = 0, 25
Seja B o evento vito´ria. Enta˜o temos:
P(B|A1) = 0, 3; P(B|A2) = 0, 4; P(B|A3) = 0, 5
Assim, pelo teorema da probabilidade total, a probabilidade de vito´ria
e´:
P(B) = P(A1)P(B|A1) + P(A2)P(B|A2) + P(A3)P(B|A3)
P(B) = 0, 5.0, 3 + 0, 25.0, 4 + 0, 25.0, 5 = 0, 375 = 37, 5%.
O teorema da probabilidade total com frequeˆncia e´ usado em
conjunto com o seguinte teorema, chamado de Teorema de Bayes, que
relaciona probabilidades condicionais da forma P(A|B) com probabili-
dades condicionais da forma P(B|A), em que a ordem da condicionali-
dade e´ reversa.
Teorema 3.22 (Teorema de Bayes). Sejam A1, A2, · · · , An eventos que
formam uma partic¸a˜o do espac¸o amostral, e assuma que P(Ai) > 0 para
todo i ∈ {1, 2, · · · , n}. Enta˜o, para qualquer evento B tal que P(B) > 0,
temos que:
P(Ai|B) = P(Ai)P(B|Ai)P(B) =
P(Ai)P(B|Ai)
P(A1)P(B|A1) + · · ·+ P(An)P(B|An) .
(3.26)
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Demonstrac¸a˜o. Para verificar o teorema de Bayes, basta notar que uti-
lizando (3.25) P(Ai)P(B|Ai) = P(B)P(Ai|B) ja´ que ambos sa˜o iguais
a P(Ai ∩B), o que garante a primeira igualdade. A segunda igualdade
segue da aplicac¸a˜o do teorema da probabilidade total para B.
3.2 SOLUC¸A˜O DO PROBLEMA DE MONTY HALL UTILIZANDO
A TEORIA DAS PROBABILIDADES
3.2.1 Soluc¸a˜o pela Definic¸a˜o
Nesta sec¸a˜o iremos abordar a soluc¸a˜o (ou comprovac¸a˜o) do Pro-
blema de Monty Hall utilizando a definic¸a˜o de probabilidade, conforme
algumas das definic¸a˜o abordadas no cap´ıtulo anterior.
Inicialmente, chamaremos de S o conjunto de todas as possi-
bilidades no jogo de Monty-Hall e estabeleceremos o padra˜o de cada
elemento s ∈ S como sendo:
s = (PORTA ESCOLHIDA, PORTA DO PREˆMIO, PORTA
ABERTA, TROCOU DE PORTA).
As portas sera˜o enumeradas de 1 ate´ 3, enquanto as poss´ıveis
respostas para saber se o candidato trocou ou na˜o de porta, sera˜o S
(sim) e N (na˜o). Por exemplo o elemento (1, 1, 2, N) do espac¸o amostral
significa que o candidato escolheu a porta 1, esta era a porta do preˆmio,
o apresentador abriu a porta 2 e o candidato na˜o trocou de porta.
Portanto, neste padra˜o. Segue o espac¸o amostral S:
S = {(1, 1, 2, S), (1, 1, 3, S), (1, 1, 2, N), (1, 1, 3, N), (1, 2, 3, S),
(1, 2, 3, N)(1, 3, 2, S), (1, 3, 2, N), (2, 2, 1, S), (2, 2, 3, S), (2, 2, 1, N),
(2, 2, 3, N), (2, 1, 3, S), (2, 1, 3, N), (2, 3, 1, S), (2, 3, 1, N), (3, 3, 1, S),
(3, 3, 2, S), (3, 3, 1, N), (3, 3, 2, N), (3, 1, 2, S), (3, 1, 2, N), (3, 2, 1, S),
(3, 2, 1, N)}.
Sa˜o, ao todo, 24 possibilidades de jogos no Programa de Monty
Hall, pois sa˜o 3.2.2 = 12 possibilidade com o participante escolhendo
a porta premiada, mais 3.2.1.2 = 12 possibilidades com o participante
na˜o escolhendo a porta premiada. Agora um pro´ximo passo e´ definir
a probabilidade de cada elemento s do espac¸o amostral S, da seguinte
forma:
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No jogo de Monty Hall as situac¸o˜es: Escolher a porta, Porta do
Preˆmio, Porta Aberta, Se trocou de porta, sa˜o totalmente independen-
tes. Ja´ vimos anteriormente que se A e B sa˜o eventos independentes
temos que P (A ∩B) = P (A).P (B), enta˜o, por exemplo:
No item P (s14) = P (2, 1, 3, N) temos que o participante escolheu
a porta 2 e esta na˜o era a porta do preˆmio (que foi 1, no caso), dando
apenas uma opc¸a˜o para Monty Hall abrir a porta (pois ele na˜o pode
abrir a que esta´ o preˆmio nem a que o candidato escolheu). Assim:
a) Escolha da porta: 1 possibilidade em 3, ou seja, 13 .
b) Porta do Preˆmio: 1 possibilidade em 3, ou seja, 13 .
c) Porta Aberta: 1 possibilidade.
d) Trocou de Porta: 1 possibilidade em 2 (S ou N), ou seja, 12 .
Logo: P (s14) = P (2, 1, 3, N) =
1
3 .
1
3 .1.
1
2 =
1
18 .
No outro caso vejamos o item P (s9) = P (2, 2, 1, S), onde o parti-
cipante escolheu a porta premiada. Logo abre a possibilidade de escolha
para a porta aberta por Monty Hall. Assim sendo:
a) Escolha da porta: 1 possibilidade em 3, ou seja, 13 .
b) Porta do Preˆmio: 1 possibilidade em 3, ou seja, 13 .
c) Porta Aberta: 1 possibilidade em 2, ou seja, 12 .
d) Trocou de Porta: 1 possibilidade em 2 (S ou N), ou seja, 12 .
Logo: P (s9) = P (2, 2, 1, S) =
1
3 .
1
3 .
1
2 .
1
2 =
1
36 .
Assim,
• P (s1) = P (1, 1, 2, S) = 136 ;
• P (s2) = P (1, 1, 3, S) = 136 ;
• P (s3) = P (1, 1, 2, N) = 136 ;
• P (s4) = P (1, 1, 3, N) = 136 ;
• P (s5) = P (1, 2, 3, S) = 118 ;
• P (s6) = P (1, 2, 3, N) = 118 ;
• P (s7) = P (1, 3, 2, S) = 118 ;
• P (s8) = P (1, 3, 2, N) = 118 ;
• P (s9) = P (2, 2, 1, S) = 136 ;
• P (s10) = P (2, 2, 3, S) = 136 ;
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• P (s11) = P (2, 2, 1, N) = 136 ;
• P (s12) = P (2, 2, 3, N) = 136 ;
• P (s13) = P (2, 1, 3, S) = 118 ;
• P (s14) = P (2, 1, 3, N) = 118 ;
• P (s15) = P (2, 3, 1, S) = 118 ;
• P (s16) = P (2, 3, 1, N) = 118 ;
• P (s17) = P (3, 3, 1, S) = 136 ;
• P (s18) = P (3, 3, 2, S) = 136 ;
• P (s19) = P (3, 3, 1, N) = 136 ;
• P (s20) = P (3, 3, 2, N) = 136 ;
• P (s21) = P (3, 1, 2, S) = 118 ;
• P (s22) = P (3, 1, 2, N) = 118 ;
• P (s23) = P (3, 2, 1, S) = 118 ;
• P (s24) = P (3, 2, 1, N) = 118 .
O pro´ximo passo e´ verificar qual e´ a probabilidade de um jogador
ganhar.
Vamos definir enta˜o o evento G, que sera´ o evento “GANHOU”:
G = {(1, 1, 2, N), (1, 1, 3, N), (1, 2, 3, S), (1, 3, 2, S),
(2, 2, 1, N), (2, 2, 3, N), (2, 1, 3, S), (2, 3, 1, S),
(3, 3, 1, N), (3, 3, 2, N), (3, 1, 2, S), (3, 2, 1, S)}.
Utilizando as probabilidades de cada elemento,e o item 3 da de-
finic¸a˜o de probabilidade, vem que:
P (G) = 136 +
1
36 +
1
18 +
1
18+
+ 136 +
1
36 +
1
18 +
1
18+
+ 136 +
1
36 +
1
18 +
1
18 =
1
2 .
Resultado este, que nos mostra que a probabilidade de ganhar
no jogo de Monty Hall e´ de 50%. Pore´m, nosso objetivo e´ mostrar que
a chance de vencer o jogo aumenta com a troca de porta. Logo, agora
temos que conhecer o evento T , que sera´ o evento “TROCOU”:
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T = {(1, 1, 2, S), (1, 1, 3, S), (1, 2, 3, S), (1, 3, 2, S),
(2, 2, 1, S), (2, 2, 3, S), (2, 1, 3, S), (2, 3, 1, S),
(3, 3, 1, S), (3, 3, 2, S), (3, 1, 2, S), (3, 2, 1, S)}.
Novamente, utilizando a probabilidade de cada elemento:
P (T ) = 136 +
1
36 +
1
18 +
1
18+
+ 136 +
1
36 +
1
18 +
1
18+
+ 136 +
1
36 +
1
18 +
1
18 =
1
2 .
E, para utilizar a definic¸a˜o de probabilidade condicional, defini-
mos, por fim o evento G ∩ T , “TROCA DE PORTA E GANHAR”:
G ∩ T =
{(1, 2, 3, S), (1, 3, 2, S), (2, 1, 3, S), (2, 3, 1, S), (3, 1, 2, S), (3, 2, 1, S)},
onde:
P (G ∩ T ) = 1
18
+
1
18
+
1
18
+
1
18
+
1
18
+
1
18
=
1
3
.
Comprovamos assim, por meio da definic¸a˜o de probabilidade con-
dicional, que a discussa˜o iniciada por Marilyn Vos Savant tem realmente
fundamento. A chance que outrora era de 12 ou seja 50% de chance de
vito´ria, aumenta ao trocar-se de porta, ja´ que,
P (G | T ) = P (G ∩ T )
P (T )
=
1
3
1
2
=
2
3
.
O que, obviamente, traduz o aumento da chance de vencer, e
ainda P (Ganhar sem troca) = P (G | T )C = 13 .
3.2.2 Soluc¸a˜o pelo Teorema de Bayes
Apo´s resolver o problema utilizando a definic¸a˜o de probabilidade,
podemos avanc¸ar nossa analise buscando resolver o mesmo problema
sob a o´tica do Teorema de Bayes. Desta forma, tratando de um assunto
que esta´ contido no curr´ıculo do Ensino Me´dio e que na˜o e´ abordado
por ser muito “abstrato”. Procuraremos, outrossim, nos restringir a
resposta direta ao problema, para que o tema na˜o se torne demasiada-
mente complexo.
Inicialmente devemos supor na resoluc¸a˜o deste problema que o
candidato prefere ganhar o carro, obviamente.
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Como ja´ citado neste trabalho, este inocente problema ja´ cau-
sou muitas controve´rsias ate´ mesmo no aˆmbito dos matema´ticos pro-
fissionais. Segundo Mlodinow (2011), um matema´tico da Universidade
George Mason escreveu a Marilyn Vos Savant: Voceˆ errou feio! Deixe-
me explicar: se mostrarmos que uma das portas na˜o conte´m o preˆmio,
essa informac¸a˜o altera a probabilidade das duas escolhas remanescentes
para 1/2, e nenhuma das duas apresenta motivos para ter probabilidade
maior que a outra. Como matema´tico profissional, estou muito preo-
cupado com a falta de conhecimentos matema´ticos do pu´blico em geral.
Por favor, ajude a melhorar essa situac¸a˜o confessando o seu erro e
sendo mais cuidadosa no futuro?.
Portanto, como ate´ matema´ticos profissionais ja´ se equivocaram
neste problema, e´ de extrema importaˆncia que o enunciado esteja bem
entendido. O apresentador na˜o abre a porta de forma aleato´ria. Com
o conhecimento pre´vio do que esta´ por tra´s de cada porta, ele sempre
revelara´ um dos dois bodes.
O ca´lculo da probabilidade de ganhar o carro mudando ou na˜o
de porta pode ser resolvido de forma simples. Suponha, sem perda de
generalidade, que o participante tenha inicialmente escolhido a porta
1, e que a distribuic¸a˜o dos bodes e do carro seja feita, em cada caso, de
forma aleato´ria. Lembremos que o questionamento feito ao participante
e´ se ele deseja ou na˜o mudar de porta apo´s um bode ser revelado.
Quando o participante na˜o muda de porta, a probabilidade dele
ganhar o carro e´ 1/3, pore´m fazendo a mudanc¸a no momento oportuno
a probabilidade de vito´ria passa a ser de 2/3. Isso se da´ pelo fato
de que se na˜o houver a mudanc¸a da porta escolhida, a u´nica forma
do participante ganhar o carro e´ ele ter escolhido a porta correta na
primeira tentativa. Como a probabilidade de o preˆmio estar nas duas
portas na˜o escolhias e´ 2/3, ao trocar de porta ele aproveita o fato de
que das duas portas restantes, uma e´ desvendada.
Vamos agora provar este problema usando o Teorema de Bayes.
Sem perda de generalidade, vamos definir como:
1. a porta escolhida pelo expectador de 1;
2. a porta aberta pelo apresentador de 2,
3. a terceira porta de 3.
Detonamos tambe´m os eventos
1. A, B e C para representarem, respectivamente, o preˆmio por tra´s
das portas, 1, 2 e 3;
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2. X o evento que e´ a abertura da porta 2 pelo apresentador.
O problema consiste em saber se a afirmac¸a˜o de que P(A|X) e
P(C|X) sa˜o iguais esta´ correta. Em outras palavras, a du´vida e´ se a
probabilidade independe da mudanc¸a de porta pelo participante. Pelo
Teorema de Bayes temos que:
P(A|X) = P(A).P(X|A)
P(X)
(3.27)
e
P(C|X) = P(C).P(X|C)
P(X)
. (3.28)
De acordo com o problema, temos que P(A) = P(B) = P(C) =
1/3. Usando probabilidade condicional, podemos concluir que:
1. P (X|A) = 1/2, se atra´s da porta 1, escolhida pelo expectador,
tiver um carro, pois o apresentador pode escolher para abrir as
portas 2 ou 3. Portanto, um caso favora´vel dentre dois poss´ıveis;
2. P (X|B) = 0, se atra´s da porta 2 tiver um carro, pois o apresen-
tador na˜o pode escolher a porta 2;
3. P (X|C) = 1, se atra´s da porta 3 tiver um carro, pois o apresen-
tador so´ pode escolher a porta 2.
Antes de calcularmos P(X), note que:
X = (X ∩A) ∪ (X ∩B) ∪ (X ∩ C) (3.29)
e ainda que (X∩A), (X∩B), (X∩C) sa˜o mutuamente exclusivos, desta
forma, utilizando o Teorema (3.20):
P(X) = P(X ∩A) + P(X ∩B) + P(X ∩ C)
P(X) = P(A)P(X|A) + P(B)P(X|B) + P(C)P(X|C)
P(X) = 13 .
1
2 +
1
3 .0 +
1
3 .1
P(X) = 12 .
Portanto, utilizando o Teorema de Bayes segue que:
P(A|X) = P(A)P(X|A)
P(X)
=
1
3 .
1
2
1
2
=
1
3
(3.30)
e tambe´m,
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P(C|X) = P(C)P(X|C)
P(X)
=
1
3 .1
1
2
=
2
3
. (3.31)
Conclu´ımos, enta˜o, que se mudarmos de porta, dobramos as
chances de ganhar o preˆmio.
Fica evidenciado tambe´m, que o caso modelado acima, tambe´m
pode ser visto pela o´tica das func¸o˜es de probabilidade vistas na sub-
secc¸a˜o 3.2.1. Definimos os eventos envolvidos, a partir do espac¸o amos-
tral S visto anteriormente:
A = {(1, 1, 2, S), (1, 1, 3, S), (1, 1, 2, N), (1, 1, 3, N),
(2, 1, 3, S), (2, 1, 3, N), (3, 1, 2, S), (3, 1, 2, N)},
B = {(2, 2, 1, S), (2, 2, 3, S), (2, 2, 1, N), (2, 2, 3, N),
(1, 2, 3, S), (1, 2, 3, N), (3, 2, 1, S), (3, 2, 1, N)},
C = {(3, 3, 2, S), (3, 3, 1, S), (3, 3, 2, N), (3, 3, 1, N)
(2, 3, 1, S), (2, 3, 1, N), (1, 3, 2, S), (1, 3, 2, N)}.
Nota-se tambe´m, que inicialmente:
P (A) = P (B) = P (C) =
1
3
.
Agora, definiremos:
X = {(1, 1, 2, S), (1, 1, 2, N), (1, 3, 2, S), (1, 3, 2, N), (3, 3, 2, S),
(3, 3, 2, N), (3, 1, 2, S), (3, 1, 2, N)}, e podemos calcular as probabilida-
des acima como fizemos na sec¸a˜o 3.2.1.
P (X) = P (A).P (X|A) + P (B).P (X|B).P (C).P (X|C) =
1
3 .
1
2 + 0 +
1
3 .1 =
1
2 .
O que comprova os resultados desta soluc¸a˜o, atrave´s do Espac¸o
amostral S.
Observac¸a˜o 3.23. Muitos matema´ticos somente se convenceram quando
realizaram diversas e diversas simulac¸o˜es em computador, de tal forma
que verificaram que a probabilidade de ganhar o carro trocando de porta
era 2/3. Este sera´ o objeto de estudo do pro´ximo cap´ıtulo.
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4 SIMULAC¸A˜O
4.1 MODELO: PROBLEMA DE MONTY HALL
Para conseguir implementar um me´todo que possibilitasse a ex-
perimentac¸a˜o do Problema de Monty Hall em sala de aula, recorremos
a um me´todo semelhante ao Processo de Simulac¸a˜o de Monte Carlo,
onde, por meio de algoritmos gerados por Softwares computacionais
gera-se exaustivamente resultados dos experimentos para que possamos
assim, atribuir a um resultado a tendeˆncia dos dados encontrados como
resposta em um nu´mero muito grande de simulac¸o˜es. Para entender a
comparac¸a˜o citamos o que (ANDRADE, 2009), coloca: “A simulac¸a˜o
de Monte Carlo trabalha a partir da gerac¸a˜o artif´ıcial de valores das
varia´veis de interesse, tendo como aux´ılio nu´meros aleato´rios gerados
por um Software Computacional. A partir da´ı, os valores encontrados
na maioria das tentativas sa˜o utilizados como verdade”.
Nosso programa foi criado utilizando-se o Software Excel (que
e´ bastante acess´ıvel nas escolas pu´blicas) para rodar inu´meras vezes,
neste caso 5000 (cinco mil) situac¸o˜es de escolha aleato´ria por parte do
participante e da porta a ser aberta pelo apresentador, sendo 10 (dez)
simulac¸o˜es com 500 (quinhentos) jogos cada.
Figura 4 – Fo´rmulas Utilizadas
FONTE: O autor.
Para entender como funciona do processo, iremos comentar as
fo´rmulas mostradas no quadro acima:
• =INT(ALEATORIO()*3): Retorna um valor inteiro na˜o negativo
menor que treˆs. Estes valores 0, 1 e 2, que representara˜o as portas.
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• =MOD(C4±1;3): Retorna o resto da divisa˜o do valor da porta
escolhida. Assim sendo, temos as portas adjacentes a ela.
• =SE(C5<>C3;C5;C6) ou =SE(C6<>C3;C6;C5): Se a porta a
esquerda (ou direita) da escolhida na˜o for a premiada, deve ser
aberta por Monty-Hall.
• =SE(ALEATORIO()>0;C7;C8): Se o valor aleatorio for maior
que “zero”(e sera´) escolhera´ um valor na˜o premiado.
• =SE(C4=C9;1;0): E´ um teste para verificar se a porta aberta por
Monty-Hall na˜o e´ a premiada, o resultado deve ser sempre “zero”.
• =SE(C3=C4;1;0): Se a porta escolhida for a porta premiada, o
candidato ganha se na˜o trocar de porta.
• =SE(MOD(3-C4-C9;3)=C3;1;0): Retorna as portas a esquerda
(ou direita) da escolhida inicialmente, atrave´s do resto da divisa˜o
por 3. Se este valor for igual a porta premiada, o candidato
ganhara´ se trocar de porta.
Baseado nestas fo´rmulas sa˜o obtidos resultados, cujos fatores
mais importantes sa˜o os das duas u´ltimas linhas, pois indicam se o
candidato ganha trocando de porta ou na˜o (1 para sim/0 para na˜o). A
Figura 5 mostra os resultados obtidos nos 15 primeiros jogos simulados:
Figura 5 – Resultados obtidos em 15 simulac¸o˜es
FONTE: O autor.
Para compreender melhor a Figura 5, temos que:
• “O candidato na˜o trocou de porta?”tem valor 1 se ele ganhou
com esta estrate´gia e 0 se ele na˜o ganhou com essa estrate´gia;
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• “O candidato trocou de porta?”tem valor 1 se ele ganhou com
esta estrate´gia e 0 se ele na˜o ganhou com essa estrate´gia.
Como exemplo, apo´s executar 10 simulac¸o˜es, cada uma delas com 500
jogos, chegou-se aos seguintes resultados, conforme Figura 6:
Figura 6 – Dez simulac¸o˜es: 500 jogos cada
FONTE: O autor.
Nesta figura, verificamos a quantidade de jogos ganhos trocando
ou na˜o de porta nas duas primeiras linhas. Fica evidenciado que em
cada um dos 10 grupos de jogos (com 500 cada) cerca de 66% (em
me´dia) vence trocando de porta e 33% (em me´dia) na˜o trocando de
porta. Para ficar mais claro a analise dos resultados, a partir da figura
6, faz-se o gra´fico das me´dias das quantidades de acontecimentos (jogos
vencidos ou na˜o) para verificar qual o qual a tendeˆncia de cada caso,
conforme a figura 7:
Figura 7 – Gra´fico comparativo: Me´dia de jogos vencidos
FONTE: O autor.
Portanto, assim com os resultados obtidos na Figura 6 e Figura
7, comprovamos, ate´ mesmo para os mais ce´ticos que o percentual de
acerto com a mudanc¸a da estrate´gia, ou seja, a mudanc¸a de porta, apo´s
o apresentador abrir uma delas e´ maior do que permanecer na escolha
inicial.
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5 APLICAC¸A˜O NO ENSINO ME´DIO
Neste cap´ıtulo apresentaremos um plano de aula onde sera´ tra-
zido uma alternativa para a introduc¸a˜o do conteu´do de Probabilidade
Condicional para turmas do 2o ano do Ensino Me´dio. Utilizaremos o
Problema de Monty Hall como fator instigante para o aprendizado da
mate´ria.
5.1 INTRODUC¸A˜O AO ESTUDO DA PROBABILIDADE CONDICI-
ONAL NO ENSINO ME´DIO
5.1.1 Objetivos
• Desenvolver os conceitos de Probabilidade Condicional a partir
da Problema´tica de Monty Hall.
• Fazer com que os alunos aceitem a ideia de Probabilidade Condi-
cional com estudos pra´ticos.
5.1.2 Recursos
• Caixas de Fo´sforo vazias
• Bolinha de Papel
• Caderno e Caneta
• Computador com Software Excel
• Quadro Negro e Giz
5.1.3 Durac¸a˜o
• Quatro a cinco aulas
5.1.4 Metodologia
• Primeiro Momento - Aula 1
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- Contar e demonstrar a histo´ria do problema ao quadro para estimular
a du´vida dos alunos;
- Solicitar aos alunos que se sentem em duplas;
- Um dos alunos devera´ realizar o papel do apresentador e outro do
expectador;
- Com o aluno (expectador) na˜o vendo a porta (caixa de fo´sforos) esco-
lhida pelo colega, simular o resultado de 20 jogos. Dez deles trocando
e outros 10 na˜o trocando de porta. Anotar os resultados no caderno;
- Tomar os resultados de todas as duplas da sala de aula e verificar a
me´dia dos resultados positivos trocando e na˜o trocando de porta.
• Segundo Momento - Aula 2
- Definir formalmente Probabilidade Condicional, estimulando os alu-
nos a resolver o problema da aula passada;
- Formar o Espac¸o Amostral de todas as possibilidades existentes no
jogo (conforme trabalho).
- Calcular a Probabilidade Condicional P (G|T ), ganhou trocando de
porta, e verificar o resultado.
• Terceiro Momento - Aula 3
- Definir formalmente o Teorema de Bayes, estimulando os alunos a
resolver o problema de uma outra maneira;
- Debater os resultados (e comprovar utilizando Probabilidade Condi-
cional, se necessa´rio) das probabilidades P (X|A), P (X|B) e P (X|A);
- Definir a probabilidade do Evento X, abertura da porta 2 pelo apre-
sentador;
- Resolver o problema utilizando o Teorema de Bayes.
• Quatro Momento - Aula 4
- No Laborato´rio de Informa´tica, desenvolver a utilizac¸a˜o de algumas
func¸o˜es ba´sicas do Excel;
- Implementar o modelo de simulac¸a˜o descritos neste trabalho;
- Realizar 10 simulac¸o˜es do jogo com 500 tentativas cada;
- Calcular a me´dia dos resultados da simulac¸a˜o, para comprovac¸a˜o na
pra´tica dos resultados, provados anteriormente com ca´lculos.
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6 CONCLUSA˜O
A matema´tica no Ensino Me´dio vem se tornando cada vez mais
uma disciplina onde se abordam menos conceitos, e cada vez esta abor-
dagem se torna mais superficial. Sendo a Teoria das Probabilidades e,
em particular a Probabilidade Condicional, parte importante e esque-
cida desta disciplina, faz-se necessa´rio uma abordagem que permita a
professores e alunos um processo de ensino e aprendizagem mais eficaz.
Nesta visa˜o, com este trabalho, explicamos o Problema de Monty Hall
sob duas concepc¸o˜es, a perspectiva matematicamente pura e a pers-
pectiva pra´tica do processo de tentativa, com aux´ılio da ferramenta
computacional. Desta forma, cria-se uma oportunidade de abordagem
do ensino da Teoria das Probabilidades que visa instigar o aluno a
comprovar na˜o apenas numericamente resultados, que ja´ citado, gera
poleˆmicas, mas tambe´m sob um olhar que faz com que o assunto na˜o
crie desconfianc¸as.
Numa outra ana´lise, temos o problema de Monty Hall como fa-
tor que permite instigar o aluno a querer aprender Probabilidade, pois
ele e´ um exemplo onde se envolve probabilidade e que a intuic¸a˜o acaba
levando a um resultado errado. Isso porque, ao responder esse pro-
blema de maneira intuitiva, e´ natural pensar que, no momento em que
a escolha e´ feita entre duas portas, a probabilidade de ganhar o preˆmio
passa de 1/3 para 1/2 .
Por fim, neste trabalho, mostramos que, ao explorar e interpre-
tar va´rias nuances desse problema, usando uma abordagem correta,
estes empecilhos (falta de interesse dos alunos, contradic¸o˜es) sa˜o escla-
recidas, comprovando-se que realmente o problema pode ser explicado
de maneira teo´rica e pra´tica, justificando ainda que a troca de porta
leva ao aumento da chance de ganhar para 2/3 e, ainda mais, podemos
introduzir um conteu´do um tanto complexo aos alunos de uma forma
que os leve ao entendimento e comprovac¸a˜o dos resultados, objetivo,
muitas vezes na˜o alcanc¸ado nas salas de aula.
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