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Abstract—Protein contacts contain important information
for protein structure and functional study, but contact pre-
diction from sequence information remains very challenging.
Recently evolutionary coupling (EC) analysis, which predicts
contacts by detecting co-evolved residues (or columns) in a mul-
tiple sequence alignment (MSA), has made good progress due
to better statistical assessment techniques and high-throughput
sequencing. Existing EC analysis methods predict only a single
contact map for a given protein, which may have low accuracy
especially when the protein under prediction does not have a
large number of sequence homologs. Analogous to ab initio
folding that usually predicts a few possible 3D models for a
given protein sequence, this paper presents a novel structure
learning method that can predict a set of diverse contact maps
for a given protein sequence, in which the best solution usually
has much better accuracy than the first one. Our experimental
tests show that for many test proteins, the best out of 5 solutions
generated by our method has accuracy at least 0.1 better than
the first one when the top L/5 or L/10 (L is the sequence
length) predicted long-range contacts are evaluated, especially
for protein families with a small number of sequence homologs.
Our best solutions also have better quality than those generated
by the two popular EC methods Evfold and PSICOV.
I. INTRODUCTION
Protein contacts contain important information for pro-
tein folding and recent works indicate that one correct
long-range contact for every 12 residues in the protein
allows accurate topology level modeling [20]. Thanks to
high-throughput sequencing and better statistical assessment
techniques, evolutionary coupling (EC) analysis for contact
prediction has made good progress, which makes de novo
structure prediction of some large proteins possible [25],
[28], [34]. Nevertheless, contact prediction accuracy for
many proteins is still low even if only the top L/10 (L is
the sequence length) predicted contacts are evaluated.
A number of contact prediction methods have been de-
veloped including [6], PSICOV [10], Evfold [25], SVMSEQ
[41], NNcon [35], SVMcon [7], CMAPpro [11], PhyCMAP
[39] and Astro-Fold [21]. Some of them are pure EC-based
unsupervised methods while others are supervised machine
learning methods that integrate both EC and a variety of
non-EC information. This paper focuses on the pure EC-
based unsupervised approach, exploring one more way to
improve residue evolutionary coupling (EC) analysis. EC
analysis detects co-evolved residues from the MSA (multiple
sequence alignment) of a protein family and then predicts
two co-evolved residues to form a contact. This approach is
based upon an observation that a pair of co-evolved residues
is often found to be spatially close in the 3D structure. Along
with many more sequences generated by high-throughput
sequencing, some sophisticated global statistical methods
(or structure learning methods), such as maximum entropy
and probabilistic graphical models, are developed to infer
residue co-evolution from MSA [3], [8], [23], [25], [40].
These global statistical methods can differentiate direct from
indirect residue couplings and thus, are more accurate than
the traditional mutual information, which is a local statistical
method, in predicting contacts. Global statistical methods
differ from local methods in that the former considers their
relationship with all the other residues in determining if two
residues are co-evolved or not while the latter ignores this
kind of relationship. Representative tools of recent global
statistical methods for contact prediction include Evfold
[25], PSICOV [18] and GREMLIN [3]. See [9] for an
excellent review of EC analysis.
Although quite a few new contact prediction methods
have been developed recently, existing methods predict only
a single contact map (also called contact graph) for a
protein sequence. Such a single solution may have low
accuracy especially when the protein under prediction does
not have a large number of sequence homologs, i.e., no
sufficient information for the determination of the ground-
truth contact map. This paper tackle the challenging contact
prediction problem from another perspective. Analogous to
ab initio folding that usually predicts a few possible 3D
models for a given protein sequence, this paper presents a
novel structure learning method that can predict M (a small
constant) diverse contact maps for a given protein sequence
such that the best of the predicted contact maps usually
has much better accuracy than the first one. In addition to
ab initio folding, the idea of generating multiple solutions
has been studied for other bioinformatics problems such as
sequence and structure alignment and genome assembly, but
not for contact prediction. All existing contact prediction
methods generate only a single contact map for a protein
sequence, although they may assign a confidence score to
each predicted contact.
Our experimental tests show that for many test proteins,
we only need to generate five different contact maps for
a single protein in order to yield a contact map with much
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better accuracy than the first one and those generated by two
popular EC analysis methods PSICOV and Evfold. This is
especially true when the protein family under prediction has
a small number of sequence homologs. This paper focuses
on how to generate diverse M -best contact maps, but does
not study how to re-rank them. A possible way to do so is
that we may conduct protein folding simulation using each
predicted contact map and then select the one resulting in
the best protein 3D models according to some atom-level
energy functions or model quality assessment methods.
II. METHODS
A. Background
In this section we introduce some notations and PSICOV
[18], one state-of-the-art co-evolution analysis method for
contact prediction. PSICOV formulates the contact predic-
tion problem using Gaussian Graphical model (GGM). Our
proposed method will also be based upon GGM, but the idea
we propose here can be easily adapted to other models, such
as the Potts model [14] and the pseudo-likelihood model
[31].
We run the buildali.pl program in the HHpred package
[33] to find its sequence homologs and then build an
MSA of these homologs. We denote the MSA as X =
(x1, x2, ..., xN ), where N is the number of sequence ho-
mologs and each sequence xi = (xi1, xi2, ..., xiL) is a vector
with length L. Each xij takes a value from a set Φ with
cardinality 21 consisting of 20 amino acids and one gap
symbol. So, xij is a vector of 21 binary variables and each
element in xij indicates the presence or absence of a specific
amino acid at row i and column j.
Let fi(a) denote the frequency of amino acid a at position
i and fij(a, b) the frequency of one pair of amino acids a
and b at positions i and j. We may calculate the 21L× 21L
covariance matrix for the MSA as follows.
Sabij = fij(ab)− fi(a)fj(b), (1)
where the value of Sabij implies the correlation of amino
acids a and b at positions i and j. In this paper we also use
Sij to denote the 21× 21 sub-matrix corresponding to two
positions (columns) i and j, and the value of the submatrix
at position (a, b) is Sabij .
Given the empirical (or data) covariance matrix S above,
we can compute its inverse by minimizing the negative log-
likelihood with a l1 penalty term:
Ω = arg min
W
F (W ) + λ‖W‖
= arg min
W
tr(SW )− ln det(W ) + λ
∑
ij
|Wij | (2)
where F = tr(SW ) − ln det(W ) is the negative log-
likelihood of the observed sequences in an MSA, Ω is
the estimated precision matrix (i.e., inverse of S), and λ
is a hyper-parameter controlling the sparsity level of Ω.
The structure of the resultant precision matrix Ω encodes
the residue interaction pattern and can be used to derive a
contact map [18]. To efficiently optimize Eq.(2), please refer
to [16].
PSICOV formulates the contact prediction problem using
Eq. (2) and predicts contacts from the estimated precision
matrix using the l1 norm of the submatrix corresponding to
two positions (or columns) i and j (excluding the contribu-
tion of gaps), i.e.
Ω˜ij =
∑
a,b∈Φ
|Ωabij |, (3)
where a and b range over the 20 amino acids. That is,
Ω˜ij is a measure of interaction strength between positions
i and j. The higher Ω˜ij , the more likely there is a contact
between i and j. PSICOV also reduces the entropic and
phylogenetic bias by correcting Ω˜ij with average product
correction (APC) [13]. Therefore the final prediction score
can be represented as
Ω˜correctedij = Ω˜ij −
Ω˜i·Ω˜·j
Ω˜··
(4)
where Ω˜i· is the mean of all the Ω˜ij sharing position i, Ω˜·j
is the mean of all the Ω˜ij sharing position j and Ω˜·· is the
mean of all the Ω˜ij . Finally, those residue pairs with large
Ω˜correctedij are predicted to form a contact.
B. A new model for predicting diverse M-best contact maps
For many proteins, a single solution may deviate a lot
from the ground truth [5]. Here we propose a method that
can generate a set of alternative contact maps for a protein
under prediction. We require that the set of solutions to be
generated are diverse, so that the best solution may have
much better accuracy. Note that since the search space is
huge, it is still challenging to yield a solution with better
accuracy even if we predict a small number (e.g., 5 or 10)
of diverse solutions.
We generate a set of diverse solutions using an iterative
process. Let Ω1 denote the first solution to Eq.(2), i.e., the
precision matrix generated by the popular method PSICOV.
Then we generate a new solution Ω2 based on Ω1, such that
the distance between them, d(Ω1,Ω), is larger than a desired
value , which quantifies the diversity of the alternative
solutions. Next we generate Ω3 based on both Ω1 and Ω2.
Generally speaking, in step m+ 1 we generate Ωm+1 based
on all previous precision matrices Ω1,Ω2, . . . ,Ωm, such
that the new solution is different from all of them. More
specifically, we will generate a new solution by solving the
following optimization problem:
min
Ω
F (Ω) + λ
∑
ij
|Ωij | (5)
s.t. d(Ωk,Ω) ≥ , k = 1, . . . ,m,
where d(Ωk,Ω) measures the difference between two al-
ternative solutions Ωk and Ω. The new solution resulting
from this formulation minimizes the negative log-likelihood
of the observed sequences in the MSA, subject to the
constraint that it must be different from previous solutions
by a given cutoff . Note that even though the previous
results Ω1,Ω2, . . . ,Ωm are not explicitly expressed in the
objective function, they impact the new solution Ω through
the constraints.
We use the popular Hamming distance to measure the dif-
ference between two solutions, which is defined as follows.
d(Ωk,Ω) = (L2 − 〈δ0(Ωk), δ0(Ω)〉)/2 (6)
where L2 is the number of residue pairs (or submatrices)
in Ω, and δ0 maps a real-valued 21L × 21L matrix to a
binary L × L matrix. More precisely, if the submatrix Ωij
for residue pair (i, j) is not 0, then δ0(Ωij) takes value 1;
otherwise -1. The operator 〈·, ·〉 calculates the inner product
of two matrices. The Hamming distance is always larger
than or equal to zero. The smaller the distance is, the more
similar contact maps implied by the two solutions.
However, it is challenging to optimize Eq.(5) with respect
to this distance constraint function since δ0(Ω) is neither
convex nor differentiable. To tackle this problem, we relax
the Hamming distance as follows.
dˆ(Ωk,Ω) = −〈δ0(Ωk), |Ω|〉 = −
∑
ij
δ0(Ω
k)ij |Ωij |, (7)
Since at this point Ωk is a constant, the above relaxation
is actually a negative re-weighted l1 norm of the precision
matrix Ω. Such a relaxation has the following desired
properties:
• If there is a contact between i and j in the previous so-
lution Ωk, the chance of there being a contact between
i and j in Ω will be decreased.
• If there is no contact between i and j in all previous
Ωk, the chance of there being a contact between i and
j in Ω will be increased.
• The optimization is also easier since the relaxation is a
convex function.
The first two properties ensure that the new solution will
be different from all previous ones. The third property will
not only simplify the optimization, but also significantly
reduce the computational cost by using a specific procedure
to be described in the next section. Finally, our original
formulation (5) becomes
min
Ω
F (Ω) + λ
∑
ij
|Ωij | (8)
s.t. dˆ(Ω1,Ω) ≥ , k = 1, . . . ,m
Where the continuous distance function dˆ replaces the 0-1
Hamming distance d in (5).
C. Optimization
It is easy to prove that for every  (details ignored due to
space limit), there exists some µ() such that the problem
(8) is equivalent to minimizing
G(Ω) =F (Ω) + λ‖Ω‖1 +
m∑
k=1
−µi()dˆ(Ωm,Ω) (9)
=tr(SΩ)− ln det(Ω) +
∑
ij
(λ−
m∑
k=1
µk()δ0(Ω
k)ij)|Ωij |
Compared to (8), the new formulation (9) is appealing
since it has no constraints and also has the same form as
the original formulation (2), which has been extensively
studied and many solvers are developed. This allows us to
apply existing solvers to solve our new formulation (9). The
hyper parameters µk() controls how far away we want our
solution to deviate from the previous solution Ωk. To prevent
overfitting, we set all µk to be the same.
Note that all the µk shall be upper bounded by λ/m.
Otherwise, λ′ij = λ −
∑m
k=1 µδ0(Ω
k)ij becomes negative
and thus, formulation(9) becomes non-convex. The intuition
underlying this upper bound is that the difference between
two solutions shall not be too big, which makes sense since
all the solutions shall minimize the negative log-likelihood
of the observed sequences in an MSA.
Finally, we generate a new contact map by minimizing
the following function.
G(Ω) =tr(SΩ)− ln det(Ω) +
∑
ij
(λ−
m∑
k=1
µδ0(Ω
k)ij)|Ωij |
=tr(SΩ)− ln det(Ω) +
∑
ij
λ′ij |Ωij | (10)
s.t. 0 ≤ µ < λ/m
Empirically we can solve (10) using graphical Lasso [16]
with time complexity of O(p3), where p = 21L is dimension
of Ω. Nevertheless, if we want to generate m alternative
solutions, the running time will be m times slower than
PSICOV, i.e., generating a single solution.
Speedup. Here we describe a novel procedure to sig-
nificantly reduce the computation time, by exploiting the
facts that Ω is very sparse and there is still some similarity
between two alternative solutions (although we want them
to be diverse).
For a consecutive pair k and k + 1, we can assume that
the difference between λk and λk+1 is not too large because
of the update function for λ′ij in (10). Therefore, we can
estimate the new precision matrix Ωk+1 by first copying
from Ωk and then updating a small number of entries. Based
on this observation, we propose following procedure.
In the first step, we apply the Quadratic Inverse Covari-
ance (QUIC) method [17] to optimize (10) to generate the
initial solution. Unlike the optimization methods used in
PSICOV, QUIC has a super linear convergence rate because
it uses the second order information. At each iteration, QUIC
approximates F (Ω) by its second-order Taylor expansion,
computes the Newton direction, and descends at one coor-
dinate.
In the second step, which is key for speedup, we identify
which variables need to be updated. It is not hard to prove
that if the following condition holds in current iteration, we
do not need to update the submatrix Ωij in the remaining
iterations.
|∇ijF (Ω)| ≤ λij and Ωij = 0 (11)
Where ∇ijF (Ω) is the gradient of F (Ω) at position (i, j).
Let Sfixed denote the set of variables which do not need
update and Sfree the complement of Sfixed. Due to the
similarity between two consecutive alternative solutions, we
would expect that the number of variables in Sfree is small.
In practice we only need to update less than one percent
of matrix entries at each step, which significantly improves
the running time compared to simply running QUIC or
graphical Lasso multiple times. That is, our method can
quickly generate the alternative solutions after computing
Ω1 by the update rule in (11). We summarize our procedure
in algorithm 1.
Algorithm 1 Algorithm for diverse M-Best contact maps
1: Input λ, µ, m
2: for k = 1, ...,m do
3: if k =1 then
4: Ω1 = QUIC(S, λ)
5: else
6: while not converge do
7: Compute λij = λ−
∑k−1
r=1 µδ0(Ω
r)ij ∀ i, j
8: Identify Sfixed and Sfree by (11)
9: Compute the Newton direction ∆ on Sfree
10: Compute step size α by linear search
11: Update Ωk = Ωk − α∆
12: end while
13: end if
14: end for
15: output Ω1,Ω2, ...,Ωm
To compute the update direction and step size in lines 9
and 10 of our algorithm, we need to maintain a temporary
matrix to compute the Hessian matrix of F (Ω) efficiently.
See [17] for more technical details. The algorithm runs very
fast after computing Ω1 due to step 8.
D. Contact Selection by Nuclear Norm
After computing the precision matrix, existing methods
such as PSICOV select top predicted contacts based on the
l1 norm of each sub-matrix Ωij(see Eq.3), which can be
interpreted as the interaction strength between two positions
(or columns). Here we propose a new method that uses
the nuclear norm of each sub-matrix Ωij to measure the
interaction strength of two positions. That is,
Ω˜ij =
20∑
i=1
σi (12)
where σi is the i-th singular value of matrix Ωij . Again, we
do not use the row and column in Ωij corresponding to the
gap in calculating the nuclear norm. The nuclear norm is
better than l1 norm in capturing the sparsity pattern in each
sub-matrix. Figure 1 shows two artificial 5×5 matrices with
entry values ranging from 0 to 1 shown by different colors.
The darker the color, the higher the value. Both matrices
have the same l1 norm. However, it is easy to see that the
right matrix has a much stronger interaction pattern than the
left one, which is consistent with their nuclear norms. The
nuclear norms of the left and right matrices are 8.36 and
18.16, respectively. On average the nuclear norm is better
than l1 norm in measuring residue interaction strength since
the former can better differentiate the sparsity pattern (right)
from noise (left).
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Figure 1: The figure shows two artificial matrices with
different patterns, but same l1 norm. The right one has a
much stronger interaction pattern than the left one.
III. RESULTS
We evaluate our method by examining the improvement of
the best solution over the first solution. We will also show
that the best solutions generated by our method are also
better than PSICOV and Evfold. We used three test sets:
(1) The CASP10 test targets; (2) the PSICOV benchmark
(150 Pfam families) and a subset of PDB25, which contain
proteins with a large number of sequence homologs; and
(3) a subset of PDB25 consisting of proteins with a small
number of sequence homologs and thus, is very challenging.
The PSICOV benchmark already contains multiple sequence
alignment (MSA) from the Pfam database. For other test
proteins, their multiple sequence alignments are generated
using buildali.pl in the HHpred package [33], which runs
PSI-BLAST [1] to find sequence homologs.
We consider only medium- and long-range contacts since
they are much more important than short-range contacts.
Following PSICOV and other methods, we say there is a
contact between two residues if their Cβ Euclidean distance
is less than 8A˚. A contact of two residues at sequence
positions i and j is short-, medium- and long-range if |i−j|
is less than 12, between 12 and 24 or larger than 24,
respectively.
Following PSICOV, we set the sparsity control parameter
λ to 0.01. The diversity parameter µ is set to 0.0015 for all
test cases. In this paper, for each protein under prediction,
we predict only 5 different contact maps although it may
lead to better accuracy by producing more solutions.
To ensure fair comparison, we employ the same pre- and
post-processing procedures used by PSICOV, except that we
use nuclear norm to measure the interaction strength rather
than l1 norm. Briefly, to reduce the impact of redundant
sequences, we apply the same sequence weighting method
as PSICOV. In particular, duplicate sequences are removed
and columns containing more than 90% of gaps are deleted.
The sequence is weighted using a threshold of 62% sequence
identity. Similar to PSICOV and plmDCA [14], average-
product correction (APC) [13] is applied to correct bias (see
Eq. 4).
A. Performance on 123 CASP10 targets
1) Advantage of nuclear norm for contact selection:
We first show that nuclear norm is better in selecting top
contacts. We run PSICOV to generate precision matrices and
then employ nuclear norm and l1 norm to select top L/5
contacts (L is sequence or MSA length), respectively. Both
norms have similar performance in selecting medium-range
contacts. The l1 norm and the nuclear norm have accuracy
0.256 and 0.255, respectively. For long-range contacts, the
nuclear norm and l1 norm have accuracy 0.237 and 0.225,
respectively.
2) The best solution vs. the first solution: When top L/5
predicted contacts are evaluated, the average medium-range
prediction accuracy of the best (out of 5) solutions is 0.285,
which is 11.51% better than the first solutions (0.255). The
best solutions have long-range prediction accuracy 0.279,
which is a 17.7% better than the first solutions (0.237). See
Figure 2 for a detailed one to one comparison. When only
the top L/10 predictions are evaluated, the first solutions
have average medium- and long-range accuracy of 0.301
and 0.275, respectively. By contrast, the best solutions have
average accuracy of 0.335 and 0.322, respectively. Overall,
the best solutions tend to have a larger advantage over the
first solutions in predicting long-range contacts, which is
desirable since long-range contacts are the most useful for
protein folding. In particular, for 32 out of the 123 test
proteins, their best solutions have long-range accuracy at
least 0.1 better than the first solutions. For 6 test proteins,
their best solutions have long-range accuracy at least 0.2
better than the first ones. Note that the average accuracy of
this test set is not very high mainly because the CASP10
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Figure 2: The figure illustrates the one-to-one comparison on
top L/5 long-range contact prediction for CASP10 proteins.
The X-axis is the accuracy for first solution and the Y-axis
is that of the best solution.
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Figure 3: The accuracy improvement of the best solutions
with respect to the number of solutions generated for a
single protein. This figure shows that long-range prediction
accuracy increases significantly with respect to the number
of solutions.
set contains many test proteins with a very small number of
sequence homologs.
3) Performance with respect to the number of solutions:
As shown in Figure 3, the more solutions we generate, the
better accuracy can be obtained by the best solutions. The
long-range prediction accuracy can be improved by 24%
when only 5 diverse solutions are generated. Even if only
two solutions are generated for a protein, we can obtain
6.85% and 11.86% improvement, respectively, in medium-
and long-range contact prediction.
4) Performance with respect to the amount of homologous
information: Let Meff denote the number of non-redundant
sequence homologs available for a protein (family) under
prediction. Following [26], Meff is calculated by
Meff =
∑
i
1∑
jMi,j
(13)
where i and j represent two sequence homologs of the
protein (family) under prediction and Mij is a binary value
indicating whether i and j are redundant. In particular,
Mij = 1 if and only if i and j share more than 70% of
sequence identity; otherwise 0. Meff measures the amount
of homologous information available for a protein (family),
so it can be used to evaluate the difficulty level of a test
protein (family).
We divide the 123 CASP10 test proteins into 10 groups
by their lnMeff values: 1 ∼ 2, . . . , 9 ∼ 10,≥ 10, and then
compute the average improvement in each group. As shown
in Figure 4, the best out of 5 solutions have much larger
advantage over the first solutions for proteins with smaller
Meff values. The reason is that with a limited amount of
homologous information, the first predicted contact map may
differ a lot from the ground truth.
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Figure 4: The left picture shows the relative improvement
in long-range prediction accuracy of the best solutions over
the first ones with respect to lnMeff , tested on the CASP10
set. The right picture shows the long-range accuracy of the
best and first solutions.
B. Performance on proteins with a large number of sequence
homologs
We build an easy data set, which consists of 149 test
proteins in the PSICOV benchmark with lnMeff between
7 and 10 and 140 proteins in PDB25 with lnMeff between
5 and 7. The PDB25 list is downloaded from PISCES [37].
Any two proteins in PDB25 share less than 25% sequence
identity. Compared to the CASP10 set, the test proteins in
this data set on average have many more sequence homologs,
so their contacts are relatively easier to predict.
Overall, when top L/5 predictions are evaluated, the best
solutions are better than the first solutions by around 20% for
both medium- and long-range prediction. More specifically,
for medium-range predictions, the best and first solutions
have accuracy 0.381 and 0.315, respectively. For long-range
prediction (see Figure 5), the best and first solutions have
accuracy 0.464 and 0.391, respectively. In particular, for 111
out of 289 test proteins, the best solutions have accuracy
at least 0.1 better than the first solutions for long-range
prediction. For 23 test proteins, the best solutions have
accuracy at least 0.2 better than the first ones for long-range
prediction.
When top L/10 predictions are evaluated, the average
accuracy of the first solutions are 0.380 and 0.419, respec-
tively, for medium- and long-range contacts, while the best
solutions have accuracy 0.445 and 0.499, respectively.
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Figure 5: The above figure shows one-to-one comparison
of the best and first solutions in terms of top L/5 long-
range contact prediction accuracy for proteins with lnMeff
between 5 and 10.
C. Performance on proteins with a small number of se-
quence homologs
We build a data set of 122 test proteins from PDB25, all
of which have lnMeff smaller than 5. This set is much
more challenging to predict since the test proteins have
only limited amount of homologous information. When top
L/10 predicted contacts are evaluated, the first solutions has
average accuracy of 0.111 and 0.133 on medium-range and
long-range contacts, respectively, while the best solutions
have accuracy of 0.172 and 0.214, respectively. As shown in
Figure 6, for 58 out of 122 test proteins, the best solutions
have long-range accuracy at least 0.1 better than the first
solutions. For 15 test proteins, the best solutions have long-
range accuracy at least 0.2 better than the first ones.
When top L/5 predictions are evaluated, the average
accuracy of the first solutions are 0.089 and 0.090, respec-
tively, for medium- and long-range contacts, while the best
solutions have accuracy 0.143 and 0.180, respectively.
ll
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
ll l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
0.0 0.1 0.2 0.3 0.4
0.
0
0.
1
0.
2
0.
3
0.
4
Comparison on Long−Range Prediction
First Solution
Be
st
 S
ol
ut
io
n
Figure 6: The above figure shows one-to-one comparison
on top L/10 long-range contact prediction for proteins with
lnMeff less than 5.
Table I: Contact prediction accuracy of PSICOV, Evfold and
our method on the CASP10 set.
PSICOV Evfold Our M-best method
L/5 (long) 0.225 0.225 0.281
L/10 (long) 0.276 0.257 0.322
L/5 (median) 0.259 0.249 0.285
L/10 (median) 0.310 0.294 0.335
D. Comparison with other co-evolution-based methods
We compare the accuracy of our M-best method with a
couple of popular co-evolution methods such as PSICOV
and Evfold [26]. PSICOV is based upon Gaussian Graphical
Model (GGM) and Evfold is derived by maximum entropy.
We ran both PSICOV and Evfold by the default parameters
suggested by their respective publications. Table I shows the
average long-range prediction accuracy of PSICOV, Evofld
and our method on the CASP10 set. As shown in this table,
our M-best method outperforms PSICOV and Evfold. Our
method is also based upon GGM, so its comparison with
PSICOV implies that our method indeed can yield better
accuracy by producing only a very small number of alter-
native solutions for an individual protein. In principle we
may apply our M-best idea to the pseudo-likelihood model,
which shall result in better accuracy than its corresponding
tools such as plmDCA [14] and CCMpred [31] and further
advance protein contact prediction.
E. Case Study
This section describes some specific cases on which
the best solution is much better than the first one. One
observation is that the best solutions tend to correctly predict
more contacts in beta-sheet proteins. A specific example
is PF07686 [4], which belongs to Immunoglobulin V-set
domain [30] and Ig-like domains resembling the antibody
variable domain. V-set domains are found in diverse protein
families, including immunoglobulin light and heavy chains.
In addition, this domain belongs to SCOP family b.1.1.1 [2],
which is an all-beta protein in greek-key shape that forms a
sandwich consisting 7 strands in 2 sheets. The best out of 5
solutions correctly predicts 17 out of 22 long-range contacts,
while the first solution only 11 of them.
Another example is PF01300, which belongs to Telomere
recombination domain [36] and has been shown to bind pref-
erentially to dsRNA. It has also been shown to be required
for telomere recombination in yeast. This domain belongs to
SCOP family d.115.1.1, which is an alpha and beta protein
(a+b) in YrdC-like shape containing two additional strands
in the C-terminal extension. The first solution correctly
identifies 20 out of 35 long-range contacts, while our best
solution identifies 27.
The CASP10 target T0688-D1 is a LRR (Leucine-rich
repeat) domain [22] and a protein structural motif that forms
an / horseshoe fold. It is composed of repeating 20-30 amino
acid stretches that are unusually rich in the hydrophobic
amino acid Leucine. In addition, this domain belongs to
SCOP family c.10.2.1, which is capped at the N-end with
a truncated EF-hand sub domain [27]. The best out of 5
solutions can correctly identify 17 out of 37 native long-
range contacts while the first solution only 11 contacts.
IV. CONCLUSION & DISCUSSION
In this paper, we have presented a general structural
learning method that can predict a set of diverse contact
maps from an MSA. Compared to PSICOV, we only intro-
duce one extra hyper-parameter to control the diversity of
the predicted contact maps. Experiments confirm that our
method can yield much better contact maps by generating
only 5 different solutions, especially when the protein under
consideration has a small number of sequence homologs.
Our method works particularly well for contacts in beta-
sheet proteins.
Currently we just fix the value of the hyper-parameter for
the diversity control. In the future we are going to choose
such a hyper-parameter depending on the number of non-
redundant sequence homologs in a protein family. That is,
when a family contains fewer sequence homologs, we shall
allow more diversity due to less information available in the
multiple sequence alignment. Otherwise, we shall allow less
diversity.
Although our method generates only 5 different solutions,
the best solutions usually have better accuracy than the first
ones. One possible reason may be the fact that PSICOV
model is biased since it assumes Gaussian distribution of
an MSA, which is not true when only a small number
of sequence homologs are available. It was noted that the
solutions to the single MAP or maximize-likelihood problem
is often biased, so providing multiple diverse solutions can
often help. Such phenomena occurred in a variety of compu-
tational biology problems, ranging from SNP data analysis
[32], to sequence alignment [12], to protein threading [24],
to protein structure alignment [38], [42], and to ab initio
folding [15], [29]. The strategy we present here could be
directly used to some of the above-mentioned problems and
provide multiple informative solutions.
Note that in this paper our intention is not to develop
the best contact prediction method that outperforms all
the existing methods. Instead, this paper studies how we
can make the best use of co-evolutionary information and
advance the Gaussian Graphical model for contact predic-
tion. To achieve the best contact prediction accuracy, it
usually needs to combine both co-evolutionary and non-co-
evolutionary information. For example, MetaPSICOV [19],
the best contact predictor in CASP11 (the 11th Critical
Assessment of Structure Prediction), is a supervised learning
method that integrates four pure co-evolution-based methods
(including PSICOV and Evfold) and a variety of non-co-
evolutionary information. Such a supervised learning method
may not work well on membrane proteins since it is trained
by globular proteins. By contrast, a pure co-evolution-based
unsupervised method can work on any proteins. Similar to
the spirit of MetaPSICOV, we may also develop a supervised
learning method to integrate our M-best method, other co-
evolution methods and some non-co-evolutionary informa-
tion to further advance contact prediction.
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