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a b s t r a c t
In this paper we present a convection–diffusion equation for processing image denoising,
edge preservation and compression. We compare it with a popular nonlinear diffusion
model which has been widely implemented in image denoising for Gaussian white
noise. Here we show that this convection–diffusion model effectively removes noise,
especially for the mixture of Gaussian and salt-and-pepper noises. We propose the
modified streamline diffusion method [Y. Shih, H.C. Elman, Modified streamline diffusion
schemes for convection–diffusion problems, Comput. Methods Appl. Mech. Eng, 1998.] for
the discretization of this convection–diffusion model to prevent internal layers because
of the discontinuities while using the coarsening algorithm for the image compression.
Numerical experiments have shown that our convection–diffusion model for removing
both Gaussian and salt-and-pepper noises, efficiently and reliably preserves edges quite
satisfactorily.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Recently many mathematical models for image processing have been widely applied in computer visualization. The
nonlinear diffusion partial differential equations have been broadly applied in image processing since the first model was
introduced in [1] in 1987. Through the time evolution, the diffusion can effectively remove the noise as well as having edge
enhancement simultaneously. Since then, various nonlinear diffusion filters have beenwidely proposed in implementing the
image denoising/enhancement, edge detection and flow field visualization (see [2–9]). The common feature for nonlinear
diffusion model is that the diffusion coefficient is small as the gradient of image is large. However, the diffusion coefficient
is a function of the convolution of the Gaussian kernel and solution, such that this requires an extra cost in computing the
nonlinear diffusion coefficient. In the numerical experiments, we find that when using the nonlinear diffusion model in
denoising the noise is not quite as good as when salt-and-pepper noise is added. Hence, we propose a convection–diffusion
filter by adding a convection term in the modified diffusion equation as a physical interpretation for removing the noise.
The aim of this paper is to focus on the noise removal algorithm for extracting the target information (image) precisely.
The main idea of our model algorithm is to diffuse the noise by following the convection direction during time evolution.
To prevent the numerical layer in the discontinuities on the relative coarse grids, we use the modified streamline diffusion
method [10]. Adaptivemesh strategy is employed here to compress the image size for reducing the computation cost i.e. the
required storage and computing time.
This paper is organized as follows. In Section 2, we review the nonlinear diffusion equations for modeling the image
de-noise and its discretization method. In Section 3, we introduce our model: the convection–diffusion filter with
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manipulation in both diffusion and convection terms for controlling the smoothing process. And we show the stability
of this convection–diffusion model with modified streamline diffusion finite element discretization. In Section 4, we use
a multilevel mesh technique proposed in [11] that efficiently reduces the computational requirement for the large linear
discretization system. In Section 5, numerical experiments will demonstrate the robustness of this new filtering model.
2. Perona–Malik type nonlinear diffusion equation
Let the noisy image be a given gray scaled intensity map u0(x) : Ω → [0, 255] for the image domain Ω ∈ R2. The
nonlinear diffusion equation was first proposed in [1] in filtering the noise. They built a sequence of continuous images
u(x, t) on the abstract scale t and through the nonlinear diffusion equation to remove the noise during the scaling (‘‘time’’)
revolution. Many of such nonlinear diffusion filtering models have been implemented in [4,5,12,6,7,11]. We briefly review
this model as follows. The Perona–Malik type nonlinear diffusion equation (ND) is
ut(x, t)− div(g(|∇Gσ ∗ u|)∇u(x, t)) = 0 inΩ × I,
∂u
∂n
(x, t) = 0 on ∂Ω × I,
u(x, 0) = u0(x) onΩ,
(1)
where the initial value u0(x) is the given noisy image in the gray level, I = [0, T ] is the scaling (time) interval for some
T > 0,Ω is a simply bounded rectangular domain with boundary ∂Ω , and n is the outward unit normal vector to ∂Ω; g is
a given non-increasing function. There are several choices for g(s) (see [3,8]). We select a monotonic decreasing function,
g(s) = 1
1+s2 as in [4] and they introduced the Gaussian kernel, Gσ ∗ u, for the existence and uniqueness of Eq. (1). Thus, the
diffusion coefficient g(|∇Gσ ∗ u|) is inhibited as the gradient of image intensity is big i.e., the diffusion coefficient is small
around the image edge. Hence ND preserves the edges of image and protects the brightness of the image simultaneously.
In [1], they considered the Galerkin finite element method for the discretization of Eq. (1). We briefly describe it below.
Let Vh = {v ∈ H1(Ω)} denote the piecewise bi-linear finite-dimensional subspace of V for the partition T = {τh} ofΩ . In
the numerical examples, the partition consists of rectangles. The Galerkin finite element formulation is defined: find uh ∈ Vh
such that(
∂uh
∂t
, v
)
− (g(|∇Gσ ∗ uh|)∇uh,∇v) = 0, for all v ∈ Vh, t ∈ I. (2)
Let 0 = t0 < t1 < t2 < · · · < tK = T be a subdivision of I with uniform scaling interval 1t = tk − tk−1 for some K > 0.
The backward Euler scheme has been considered for (2) in the time discretization and formulate the nonlinear coefficient
g(|∇Gσ ∗ uh|) by using the previous scale step value uk−1h . Thus the discrete linear equation is(
ukh − uk−1h
1t
, v
)
− (g(|∇Gσ ∗ uk−1h |)∇ukh,∇v) = 0, for all v ∈ Vh, ∀k > 0. (3)
Following [4], the nonlinear diffusion term Gσ ∗ uk−1h is evaluated by solving the heat equation
wt = 1w inΩ × I
∂w
∂n
(x, t) = 0 on ∂Ω × I
w(x, 0) = uk−1h onΩ.
(4)
The exact solution of (4), w(x, σ ) = Gσ ∗ uk−1h (x), is approximated by Galerkin finite element discretization as well as the
one step backward Euler scheme with the scale interval1t = σ as the following: findwh ∈ Vh that satisfies
(
wh − uk−1h
σ
, v
)
− (∇wh,∇v) = 0
(wh, v) = (uk−1h , v)
for all v ∈ Vh. (5)
Thus the nonlinear diffusion filtering model (1) can be implemented by solving the couple system of equations for the scale
t = tk {
(wh, v)− σ(∇wh,∇v) = (uk−1h , v),
(ukh, v)−1t(g(|∇wh|)∇ukh,∇v) = (uk−1h , v), for all v ∈ Vh. (6)
Assume the basis of the finite-dimensional space Vh is {φ1, φ2, . . . , φn}. Let v = φj(x), j = 1, 2, . . . , n then the
representations wh(x) = ∑ni=1 ζ ki φi(x) and ukh(x) = ∑ni=1 ξ ki φi(x) for constant coefficients ζ ki , ξ ki , respectively. It leads
to {
(wσh , φj)− σ(∇wσh (x),∇φj) = (uk−1h , φj)
(ukh, φj)−1t(g(|∇wσh (x)|)∇ukh,∇φj) = (uk−1h , φj) ∀k > 0. (7)
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Finally the discrete linear system for ND is expressed as{
(M+ σH)ζk = Mξk−1
(M+1tG(ζk))ξk = Mξk−1 ∀k > 0, (8)
where ξk = [ξ k1 , ξ k2 , . . . , ξ kn ] , ζk = [ζ k1 , ζ k2 , . . . , ζ kn ] ,
Mij = (φj, φi), Hij = (∇φj,∇φi), Gij = (g(|∇wσh |)∇φj,∇φi). (9)
Note that the sparse and symmetric positive definite properties for M ensures efficiency and stability while solving the
discrete system and we will implement it in the proof of Theorem 3.1.
3. Convection–diffusion equations
Here we propose a popular nonlinear convection–diffusion model for image denoising as well as image compression.
Starting from the ND described in previous section, we modify (1) and construct both convection and diffusion terms based
on the gradient of image intensity; thus the direction of image smoothing is normalized to the gradient of image intensity.
Consider our filter: the convection–diffusion problem (CD)
∂u
∂t
− ε(|∇u|)∆u+ β(|∇u|) · ∇u = 0, inΩ × I
∂u
∂n
= 0, on ∂Ω × I
u(x, 0) = u0(x), onΩ,
(10)
where the diffusion coefficient is denoted by ε(|∇u|) ≡ 1
1+|∇u|2 and the convection vector β(|∇u|) ≡ γ (∇u)
⊥
|∇u| for positive
constant γ (the size of convection vector) with the Evans–Spruck regularization [13], |∇u| ≡
√
u2x + u2y +  for 0 <   1
to avoid the singularity. Since the diffusion coefficient ε is inhibited as the gradient of image intensity is big, CD preserves
the edges of image and protects the brightness of the image simultaneously.
However, it is well known that if the diffusion coefficient ε is sufficiently small in comparison with the quantity
|β|h where the solution is discontinuous, then the Galerkin finite element scheme leads to severe oscillation. The
streamline diffusion finite element method [14] resolves the oscillation problem; however, it causes some artifacts
(overshooting/downshooting) around the edge of discontinuities. To avoid above phenomena, we have proposed amodified
streamline-crosswind diffusion methods (MSD) (see [10]) to be the discretization for the CD problem. MSD is a variant of
the streamline diffusion method that has introduced two artificial diffusion terms to reproduce the internal layers in both
streamline and crosswind directions. We define the modified streamline diffusion method as: find ukh(t) ∈ Vh such that
(u˙h, v)+ Bmsd(uh(t), v) = 0 for all v ∈ Vh, (11)
where
Bmsd(u, v) ≡ (ε∇u,∇v)+ (uβ , v)+ δs(uβ , vβ)+ δc(uα, vα), (12)
and uβ ≡ β · ∇u, α = (−β2, β1) is the crosswind vector related to the convection vector β = (β1, β2). δs, δc are
constants that control the quantity of artificial diffusions in both streamline and crosswind directions. They are determined
by following the ‘‘necessary condition’’ that guarantee convergence uniformly in L2 norm of the discrete solution (see [15]).
When |β1| 6= |β2| and |β1| 6= 0, |β2| 6= 0 let
δs = h|β|2
(
1
2
|β1|3 coth(0.5|β1|h/ε)− |β2|3 coth(0.5|β2|h/ε)
β21 − β22
− ε
h
)
(13)
δc = h|β|2
(
1
2
|β1|2|β2| coth(0.5|β2|h/ε)− |β2|2|β1| coth(0.5|β1|h/ε)
β21 − β22
− ε
h
)
, (14)
otherwise, we choose δc = 0 and δs = 0 for |β| = 0,
δs =

h
2|β1|2
(
coth
( |β1|h
2ε
− 2ε|β1|h
))
, if β1 6= 0
h
2|β2|2
(
coth
( |β2|h
2ε
− 2ε|β2|h
))
, if β2 6= 0.
(15)
Use the backward Euler method for the semi-discrete problem (11). That is, find the approximations ukh ∈ Vh such that(
ukh − uk−1h
1t
, v
)
+ Bmsd(ukh, v) = 0 for all v ∈ Vh. (16)
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Rewrite (16) as
(ukh, v)+1tBmsd(ukh, v) = (uk−1h , v) for all v ∈ Vh. (17)
Let the basis for finite-dimensional space Vh be {φ1, φ2, . . . , φn}. Let v = φj(x), for j = 1, 2, . . . , n and substitute it to (17)
with the representations ukh(x) =
∑n
i=1 ξ
k
i φi(x) for unknowns ξ
k
i . It leads to the algebraic system
Amsdξk = Mξk−1.
The coefficient matrix is
Amsd ≡ M+1t(εH+ S+ δsU+ δcC),
whereM and H are as in (9) and
Si,j = (β · ∇φj, φi), Ui,j = (β · ∇φj, β · ∇φi), Ci,j = (α · ∇φj, α · ∇φi),
for the finite element basis functions {φ1, φ2, . . . , φn}.
The stability estimate of (16) is a sequence of the following results. Here we denote ‖.‖ as the usual L2 norm and |.|2 as
the H2 norm.
Lemma 3.1. Assume that −∇ · β ≥ d0 > 0 for some constant d0 and ε > 0 is piecewise constant. Then we have the coercivity
property
Bmsd(v, v) ≥ ε‖∇v‖2 + δs‖β · ∇v‖2 + δc‖α · ∇v‖2 + 12d0‖v‖
2. (18)
Proof. See [10]. 
Lemma 3.2. Suppose that ‖u0‖ is bounded, then
‖ukh‖ ≤ ‖uk−1h ‖ ≤ · · · ≤ ‖u0h‖ = ‖u0‖, ∀k > 0. (19)
Proof. Let v = ukh and (16) yields to
‖ukh‖2 − (uk−1h , ukh)+1tBmsd(ukh, ukh) = 0. (20)
By the Cauchy inequality,
1
2
‖ukh‖2 −
1
2
‖uk−1h ‖2 +1tBmsd(ukh, ukh) ≤ 0,
and it leads to
‖ukh‖2 + 21tBmsd(ukh, ukh) ≤ ‖uk−1h ‖2.
Following (18), we have
‖ukh‖2 ≤ ‖uk−1h ‖2, ∀k > 0. (21)
Hence
‖ukh‖ ≤ ‖uk−1h ‖ ≤ · · · ≤ ‖u0h‖ = ‖u0‖.  (22)
Lemma 3.2 states that the MSD with backward Euler discretization is unconditionally stable regardless the size of scaling
step1t . Hence (16) provides a stable numerical scheme in dealing with the time dependent convection–diffusion problem.
Theorem 3.1. Suppose the exact solution u of (10) is smooth and uh is the solution of the semi-discrete MSD scheme (11). Then
we have the error
max
t∈I
‖u(t)− uh(t)‖ ≤
(
1+
∣∣∣∣log Th2
∣∣∣∣)maxt∈I h2|u(t)|2. (23)
Proof. Consider the duality argument for (11) of the auxiliary problem: given t ∈ I , let ph : (0, t)→ Vh such that{−(p˙h(s), v)+ Bmsd(ph(s), v) = 0 for all v ∈ Vh, s ∈ (0, t)
(ph(t), v) = (eh(t), v) for all v ∈ Vh, (24)
where eh(t) ≡ uh(t)− u¯h(t) and the interpolant u¯h(t) ∈ Vh that satisfies
Bmsd(u(t)− u¯h(t), v) = 0 for all v ∈ Vh, s ∈ (0, t). (25)
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Take v = eh(s) in (24) and let θ(t) = u(t)− u¯h(t), that is u− uh = θ − eh. Using (11), (24) and (25), it leads to
‖eh(t)‖2 =
∫ t
0
[−(p˙h(s), eh(s))+ Bmsd(ph(s), eh(s))] ds+ (ph(t), eh(t))
=
∫ t
0
[(e˙h(s), ph(s))+ Bmsd(eh(s), ph(s))] ds+ (ph(0), eh(0))
=
∫ t
0
[
(θ˙(s), ph(s))+ Bmsd(θ(s), ph(s))
]
ds+ (θ(0), ph(0))
= −
∫ t
0
(θ(s), p˙h(s))ds+ (θ(t), ph(t))
≤ 1/2
(∫ t
0
[‖θ(s)‖2 + ‖p˙h(s)‖2] ds+ ‖θ(t)‖2 + ‖ph(t)‖2) .
The problem (24) is equivalent to the system
−Mξ˙ (s)+ Amsdξ(s) = 0 for s ∈ (0, t)
ξ(t) = ξ 0.
Recall thatM is symmetric and positive definite and use the Cholesky decompositionM = LLT. It leads to the system
ξ˙ (s)− A¯ξ(s) = 0 for s ∈ (0, t)
ξ(t) = ξ 0,
with the solution ξ(s) = eA¯(s−t)ξ 0, for all s ∈ (0, t), where A¯ ≡ −L−1AmsdL−T. Following Lemma 3.2, we have
‖ph(s)‖ ≤ ‖eh(t)‖, 0 ≤ s ≤ t,∫ t
0
‖p˙h(s)‖ds ≤ C
(
1+
∣∣∣∣log th2
∣∣∣∣) ‖eh(t)‖.
Hence the error estimate is
‖eh(t)‖ ≤ C
(
1+
∣∣∣∣log th2
∣∣∣∣) maxs∈(0,t) ‖θ(s)‖
and
‖u(t)− uh(t)‖ = ‖θ(t)+ eh(t)‖ ≤ ‖θ(t)‖ + ‖eh(t)‖.
But
‖θ(t)‖ = ‖u(t)− u¯h(t)‖ ≤ Ch2|u|2.
Hence we obtain the desired estimate (23). 
4. Coarsening grid algorithm
The coarsening strategy used here is based on [16,11] that imposes the saturation condition on the mesh hierarchies. The
saturation condition is described as: coarsen the mesh when η(x) ≡ ‖∇u(x)‖L2(E) ≤ η∗/h for a given coarsening indicator
η∗, all elements E in mesh hierarchies. The multilevel mesh is developed for only one level difference between neighboring
elements. Here we impose amultilevel meshwith one level transition defined by a depth first recursive traversal scheme on
the mesh hierarchies. We will demonstrate how this coarsening algorithm for processing the image compression for above
two filters in the following numerical experiments.
5. Numerical experiments
We present the results of three numerical experiments to show the performance of a convection–diffusion (CD) filter
with MSD discretization and compare it with a nonlinear Perona–Malik type nonlinear diffusion (ND) filter with Galerkin
discretization. All testing problems were performed in MATLAB Version 7.2 on a PC with Intel Pentium D CPU 3.40 GHz. We
let the domain for both PDE filtering models (1) and (10) be Ω = [0, 1] × [0, 1] obtained by converting the spatial image
pixel numbers into a unit square domain.Wemap the intensity of the image by u(x, t)→ [0, 1], (x, t) ∈ Ω× I . The discrete
scaling step is selected to be1t = 1.0E− 3 for both ND and CDmethods. The regularized parameter in the Gaussian kernel
for ND model is σ = 1.0E − 6. In CD, we set the Enans–Spruck regularization constant  = 1.E − 15. All numerical results
are plotted at the 8th scale (t8 = 8.E − 3) and 16th scale (t16 = 16.E − 3). For the quantitative restoration ofperformance,
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(a) Noise σ¯ = 0.05. (b) ND. (c) CD.
(d) Noise σ¯ = 0.05, d = 0.1. (e) ND. (f) CD.
(g) Noise d = 0.2. (h) ND. (i) CD.
Fig. 1. Numerical experiment 1 for filtering three various noises after 16 scales. (a) noise image corrupted by 5% Gaussian white noise (15.3 dB). (b) ND
filter (16.9 dB) for noise (a). (c) CD filter (18.8 dB) for noise (a). (d) noise image corrupted by themixture of 5%Gaussianwhite noise and 10% salt-and-pepper
noise, (11.5 dB); (e) ND filter (15.2 dB) for noise (d). (f) CD filter (16.6 dB) for noise (d). (g) noise image corrupted by 20% salt-and-pepper noise (10.7 dB).
(h) ND filter (12.5 dB) for noise (g). (i) CD filter (16.7 dB) for noise (g).
we use the popular measurement peak-signal-to-noise ratio (PSNR) defined in [17] as follows:
PSNR = 10 log10 MN × 255
2∑
i,j
(uij − Uij)2 ,
where the image size isM × N and uij,Uij denote the pixel values for the original and restored image, respectively.
5.1. Numerical experiment 1
The noisy license plate imagewith resolution 198×85 pixels is corrupted by 3 various noises: (1) 5%Gaussianwhite noise
meaning here that we use a distribution N(0, 0.052) with mean zero and standard deviation σ¯ = 0.05. (2) a mixture of 5%
Gaussian noise and 10% salt-and-pepper noise meaning here that we use a density of noise d = 0.1 of equality probability.
(3) 20% salt-and-pepper noise (d = 0.2). These three corrupted images are shown in Fig. 1(a), (d), (g). In Fig. 1(b), (e) and
(h) show the results by implementing the ND filter for the scale t16 for 3 various noises and ND has a good performance in
pure Gaussian noise as in Fig. 1(b); however, the ND filter cannot remove the salt-and-pepper noise as in Fig. 1(e) and (h).
We select the size of the convector vector to be γ = 8 in the CD filter and the results are shown in Fig. 1(c), (f) and (i) for
three various noises. We found that our proposed denoising CD filter achieves a high PSNR in comparison with the ND filter,
especially for salt-and-pepper type noise.
5.2. Numerical experiment 2
The spade-heart-diamond-club imagewith resolution 257×257 pixels is corrupted by adding: I. 5% Gaussianwhite noise
II. 20% salt-and-pepper noise as in Fig. 2(a) and (f), respectively. The results for the ND filter have been shown in Fig. 2(b),
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(a) σ¯ = 0.05. (b) ND (t8). (c) ND (t16).
(d) CD (t8). (e) CD (t16). (f) d = 0.2.
(g) ND (t8). (h) ND (t16). (i) CD (t8).
(j) CD (t16).
Fig. 2. Numerical experiment 2 for two various noises: I. (a) noise image corrupted by 5% Gaussian white noise (14.6 dB). (b) ND filter after 8 scales
(15.8 dB) and (c) 16 scales (16.6 dB). (d) CD filter after 8 scales (21.6 dB) and (e) 16 scales (21.1 dB). II. (f) noise image corrupted by 20% salt-and-pepper
noise (dB). (g) ND filter after 8 scales (15.0 dB) and (h) 16 scales (18.1 dB). (i) CD filter after 8 scales (20.9 dB) and (j) 16 scales (19.8 dB).
(c), (g), (h) after 8 scales and 16 scales. Clearly, the pepper-and-salt noise remains on the images. The results for our CD filter
are shown in Fig. 2(d), (e), (i), (j). The CD filter is a remarkable improvement over the ND filter. Thus a high PSNR in the CD
filter is expected. This explains that our CD filter has advantages in denoising in comparison with the ND filter.
5.3. Numerical experiment 3
The ‘‘Elaine’’ image has a resolution of 257×257 pixels shown in Fig. 3(a) and itwas corrupted by amixture of 5%Gaussian
white noise and 5% salt-and-pepper noise as shown in Fig. 3(b). Here we use the coarsening algorithm [11] for both ND and
CD filters for use in denoising and image compression, simultaneously. We select the coarsening indicator η∗ = 0.1. In
Fig. 3(c), (d), we observe that the noise remains on the image for the ND filter after 8 scales, and the number of unknowns
on the grid cannot be reduced obviously. In Fig. 3(e) and (l), it shows the results for the CD filter after 8 scales. The number
of unknowns for both filters during scales 1–8 have been reported in Table 1. Obviously, the number of unknowns in the CD
filter is reduced more rapidly than the ND filter because of the effectiveness of smoothing.
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(a) Origin. (b) Noise. (c) ND.
(d) Grid-on ND. (e) CD. (f) Grid-on CD.
Fig. 3. Numerical experiment 3 (a) original image. (b) noise image corrupted by the mixture of 5% Gaussian and 5% salt-and-pepper noises (12.6 dB). (c)
ND filter with coarsening algorithm (20.9 dB) and its coarsening grid (d). (e) CD filter with coarsening algorithm (23.3 dB) and its coarsening grid (f).
Table 1
The multi-level performance while implementing the coarsening algorithm for comparison between ND and CD filters within 8 scales for the mixture of
5% Gaussian white noise and 5% salt-and-pepper noise.
Number of unknowns when using the coarsening algorithm
Scale step 1 2 3 4 5 6 7 8
ND 66 049 66 049 66 040 65 960 65 443 64 532 62 774 60 275
CD 66 049 66 045 65 522 58 684 46 005 34 998 27 077 22 357
6. Conclusions
AnewPDE filtermethod by using the convection–diffusion equation is presented for image denoising. In addition, a novel
treatment for both the convection and diffusion terms is developed and applied. Comparisons with published model - an
isotropic nonlinear diffusionmodel for themixture of Gaussian and salt-and-pepper noises aremade. The implementation is
shown to be effective for removing noisewithout using the nonlinear smoothing kernelwhich needs extra cost in solving the
heat equation. In addition, ourmethod is shown to provide reasonably better quality in removing salt-and-pepper noise. It is
our opinion that the improved quality is due to the added convection term for noise removal in the orthogonal approaches
as well as the implementation of a modified streamline diffusion finite element method, a sophisticated FEM method, in
treating the discontinuity of image values.
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