Abstract-In this paper we describe a Branch-andCut algorithm for the k-edge connected subgraph problem. This problem has applications in the design of survivable telecommunication networks. We introduce a new family of valid inequalities for the associated polytope. We give sufficient conditions for these inequalities to be facet defining and devise separation heuristics to separate them. We present further classes of valid inequalities and also discuss some reduction operations that can be used in a preprocessing phase for the separation. Using these results, we develop a Branch-and-Cut algorithm and present some computational results.
I. INTRODUCTION
One of the main concerns when designing telecommunication networks is to compute network topologies that provide a sufficient degree of survivability. Survivable networks must satisfy some connectivity requirements that is, networks that are still functional after the failure of certain links. As pointed out in [15] (see also [13] ), the topology that seems to be very efficient (and needed in practice) is the uniform topology, that is to say that corresponding to networks that survive after the failure of k − 1 or fewer edges, for some k ≥ 2. The 2-connected topology (k = 2) provides an adequate level of survivability since most failure usually can be repaired relatively quickly. However, for many applications, it may be necessary to provide a higher level of connectivity. In this paper, we consider this variant of the survivable network design problem.
A graph G = (V, E) is called k-edge connected (where k is a positive integer) if for every pair of nodes i, j ∈ V , there are at least k edge-disjoint paths between i and j. Given a graph G = (V, E) and a weight function w on E that associates with an edge e ∈ E the weight w(e) ∈ R, the k-edge connected subgraph problem (kECSP for short) is to find a k-edge connected spanning subgraph H = (V, F ) of G such that e∈F w(e) is minimum.
The kECSP is N P -hard for k ≥ 2 ( [9] ). When k = 1, the kECSP is nothing but the minimum spanning tree problem, and can be solved in polynomial time. The kECSP has been extensively studied when k = 2 ( [8] , [13] , [14] , [16] , [17] ). It has, however, received little attention when k ≥ 3.
In [3] , Bienstock et al. describe structural properties of the optimal solution of kECSP when the weight function satisfies the triangle inequalities (i.e. w(e 1 ) ≤ w(e 2 ) + w(e 3 ) for every three edges e 1 , e 2 , e 3 defining a triangle). In particular, they show that every node of a minimum weight k-edge connected subgraph has degree k or k + 1. This generalizes results given by Monma et al. [16] for the case when k = 2.
We will denote the graph by G = (V, E) where V is the node set and E is the edge set. Given a graph G = (V, E) and an edge subset F ⊆ E, the 0-1 vector x F ∈ R E such that x F (e) = 1 if e ∈ F and x F (e) = 0 if e ∈ E \ F is called the incidence vector of F . The convex hull of the incidence vectors of the edge sets of the k-edge connected subgraphs of G, denoted by kECSP (G) , is called the k-edge connected subgraph polytope of G.
Given w : E → R and F a subset of E, w(F ) will denote e∈F w(e). For W ⊆ V , we let W = V \ W . If W ⊂ V is a node subset of G, then the set of edges that have only one node in W is called a cut and denoted by δ(W ). We will write δ(v) for δ ({v}) . If x F is the incidence vector of the edge set F of a k-edge connected spanning subgraph of G, then x F satisfies the following inequalities:
Conversely, any integer solution of the system defined by inequalities (1)-(3) is the incidence vector of the edge set of a k-edge connected subgraph of G. Constraints (1) and (2) are called trivial inequalities and constraints (3) are called cut inequalities. We will denote by P (G, k) the polytope given by inequalities (1)- (3) .
In what follows, we give some definitions and notations. For definitions and notations about polyhedra see [19] . The graphs we consider are finite, undirected, loopless and connected. Given a graph G = (V, E), if e ∈ E is an edge with endnodes u and v, we also write uv to denote e. Given W and W two disjoint subsets of V , [W, W ] will denote the set of edges of G having one endnode in W and the other one in W . If π = (V 1 , ..., V p ), p ≥ 2, is a partition of V , then we denote by δ(π) the set of edges having their endnodes in different sets. We will also write δ(V 1 , ..., V p ). For all F ⊆ E, V (F ) will denote the set of nodes of the edges of F . For W ⊂ V , we denote by E(W ) the set of edges of G having both endnodes in W and G[W ] the subgraph induced by W . Given a node set W ⊂ V , contracting a node subset W consists in identifying all the nodes of W and preserving the adjacencies. Given a partition π = (V 1 , ..., V p ), p ≥ 2, we will denote by G π the subgraph induced by π that is the graph obtained from G by contracting the sets V i , for i = 1, ..., p. Note that the edge set of G π is the set δ(V 1 , ..., V p ).
II. FACETS OF kECSP(G)
In this section we present a new class of valid inequalities for kECSP (G) . We describe some conditions for these inequalities to be facet defining. Separation procedures for these inequalities will be described in Section IV. We also present in this section other classes of inequalities that are valid for kECSP(G).
A. Odd path inequalities
Let
if p is even (resp. odd) (see Figure 1 for k = 3 and p even).
.., 2p}, C can be seen as an odd path of extremities V 1 and V 2p in the graph G π . With an odd path configuration we associate the inequality
Inequalities of type (4) will be called odd path inequalities.
Fig.
1. An odd path configuration with k = 3 and p even.
We have the following.
Theorem 2.1: Inequalitiy (4) is valid for kECSP(G).
In what follows, we give sufficient conditions for inequality (4) to be facet defining. For the proof see [2] . Theorem 2.2: Inequality (4) defines a facet for kECSP(G) if the following hold.
B. Lifting procedure for odd path inequalities
In what follows we are going to describe a lifting procedure for the odd path inequalities. This will permit to extend these inequalities to a more general class of valid inequalities.
A general lifting procedure for inequalities (4) can be described as follows (see [18] ). Consider a graph G = (V, E) and a valid inequality ax ≥ α for 
which induces an odd path configuration. Let C, I 1 and I 2 be defined as in Section II-A. Let
is a graph obtained from G by adding an edge set L, then the following inequality is valid for kECSP(G )
with
.., 2p − 1}, j > i + 1 and i odd or i and j have same parity;
where λ is the lifting coefficient obtained using the lifting procedure above. Moreover, we have 1 ≤ λ ≤ 2.
Observe that the lifting coefficients of the edges other than those between two subsets V i and V j such that i, j ∈ {2, ..., 2p − 1}, j > i + 1, i is odd or i and j have the same parity do not depend on the order of their addition in G. Inequalities (6) will be called lifted odd path inequalities. As it will turn out, these inequalities are very useful for our Branch-and-Cut algorithm.
C. Other facets of kECSP(G)

1) F -partition inequalities:
In [17] , Mahjoub introduced a class of valid inequalities for 2ECSP(G) as follows. Let (V 0 , V 1 , ..., V p ), p ≥ 2, be a partition of V and F ⊆ δ(V 0 ) with |F | odd. The following inequality is valid for the 2ECSP(G)
Inequalities (7) are called F -partition inequalities. These inequalities can be forwardly extended for all k ≥ 2. In fact one can show that given a partition
is valid for kECSP(G). Note here that |F | can be either odd or even. Also note that if kp and |F | have the same parity, then the corresponding inequality (8) is implied by the cut and the trivial inequalities.
2) SP -partition inequalities:
In [4] , Chopra introduces a class of valid inequalities for the kECSP when the graph G = (V, E) is outerplanar (a graph is outerplanar if it can be drawn in the plane on a cycle with none crossing chords), k ≥ 1 is odd, and each edge can be used more than once. He showed that if π = (V 1 , ..., V p ), p ≥ 2, is a partition of V , then the inequality
is valid for kECSP(G).
Didi Biha and Mahjoub [7] extended this result for a general graph and when each edge can be used at most once. They showed that if G is a graph and π = (V 1 , ..., V p ), p ≥ 2, is a partition of V such that G π is series-parallel (a graph is seriesparallel if it can be obtained from a single edge by iterative application of the two operations: (i) addition of a parallel edge, and (ii) subdivision of an edge), then inequality (9) is valid for kECSP(G). They called inequalities (9) SP -partition inequalities. They also described necessary conditions for inequality (9) to be facet defining and showed that if G is series-parallel and k is odd then kECSP(G) is defined by the trivial, cut and SP -partition inequalities.
Chopra [4] described a lifting procedure for inequalities (9) . Let G = (V, E) be a graph and
where a(e) is the length (in terms of edges) of a shortest path in G π between the endnodes of e, if e ∈ L ∩ δ G (V 1 , ..., V p ) and a(e) = 0 if not. We will call inequality (10) lifted SP -partition inequality. Chopra [4] also showed, when G is outerplanar, that inequality (10) defines a facet of kECSP(G ) if G is maximal outerplanar, that is adding one edge e in G lets the resulting graph not outerplanar. This procedure can be easily extended to the case when each edge can be used at most once.
3) Partition inequalities: Grötschel et al. [12] introduced a class of valid inequalities for kECSP(G) called partition inequalities that generalizes the cut inequalities. Let π = (V 1 , ..., V p ), p ≥ 3, be a partition of V . The partition inequality induced by π is given by
Clearly, if kp is even, then inequality (11) is redundant with respect to the cut inequalities. Grötschel et al. [12] gave sufficient conditions for the partition inequalities (11) to be facet defining.
III. REDUCTION OPERATIONS
In this section, we are going to describe some graph reduction operations. These are based on the concept of critical extreme points of P (G, k) introduced by Fonlupt and Mahjoub [8] for k = 2 and extended by Didi Biha and Mahjoub [6] for k ≥ 3. They [6] introduced the following reduction operation with respect to a solution x of P (G, k). Let G = (V , E ) and x be obtained by repeated applications of operations θ 1 , θ 2 , θ 3 , θ 4 with respect to x. Didi Biha and Mahjoub [6] showed that x is an extreme point of P (G , k) if and only if x is an extreme point of P (G, k).
These reduction operations can be used in a Branch-and-Cut algorithm for the kECSP. As it will turn out, they can be used in a preprocessing phase for the separation and may be very effective in solving the problem.
IV. A BRANCH-AND-CUT ALGORITHM FOR THE kECSP
In this section, we describe a Branch-and-Cut algorithm for the kECSP. Our aim is to address the algorithmic applications of the theoritical results presented in the previous sections and describe some strategic choices made in order to solve that problem. So, let us assume that we are given a graph G = (V, E) and a weight vector w ∈ R E associated with the edges of G. Let k ≥ 3 be the connectivity requirement for each node of V .
Given a fractional solution x of P (G, k), we let G = (V , E ) and x be obtained by repeated applications of operations θ 1 , θ 2 , θ 3 , θ 4 with respect to x. As pointed out above, x is an extreme point of P (G , k) if and only if x is an extreme point of P (G, k). Moreover, we have the following lemmas which can be easily seen.
Lemma 4.1:
Let a x ≥ α be an F -partition inequality (resp. partition inequality) valid for kECSP(G ) induced by a partition π
be the partition of V obtained by expanding the subsets V i of π . Let ax ≥ α be an inequality such that
otherwise.
Then ax ≥ α is valid for kECSP(G). Moreover, if a x ≥ α is violated by x , then ax ≥ α is violated by x.
Lemma 4.2:
Let a x ≥ α be an odd path inequality (resp. SP -partition inequality) valid for kECSP(G ) induced by a partition π = (
, be the partition of V obtained by expanding the elements of π . Let ax ≥ α be the corresponding lifted odd path inequality (resp. lifted SP -partition inequality) obtained from a x ≥ α by application of the lifting procedure described in Section II-B (resp. Section II-C.2) for the edges of E \ E . Then ax ≥ α is violated by x if a x ≥ α is violated by x . Lemmas 4.1 and 4.2 show that looking for an odd path, F -partition, SP -partition or a partition inequality violated by x reduces to looking for such inequality violated by x on G . Note that this procedure can be applied for any solution of P (G, k) and, in consequence, may permit to separate fractional solutions which are not necessarily extreme points of P (G, k). In consequence, for more efficiency, our separation procedures will be performed on the reduced graph G . The violated inequalities generated in G with respect to x are lifted to violated inequalities in G with respect to x using Lemmas 4.1 and 4.2.
We now describe the framework of our algorithm. To start the optimization we consider the following linear program given by the degree cuts associated with the vertices of the graph G together with the trivial inequalities, that is
for all e ∈ E.
The optimal solution y ∈ R E of this relaxation of the kECSP is feasible for the problem if y is an integer vector that satisfies all the cut inequalities. Usually, the solution y is not feasible for the kECSP, and thus, in each iteration of the Branchand-Cut algorithm, it is necessary to generate further inequalities that are valid for the kECSP but violated by the current solution y. For this, one has to solve the so-called separation problem. This consists, given a class of inequalities, in deciding whether the current solution y statisfies all the inequalities of this class, and if not, in finding an inequality that is violated by y. An algorithm solving this problem is called a separation algorithm. The Branch-and-Cut algorithm uses the inequalities previously described and their separations are performed in the following order 1. cut inequalities; 2. SP -partition inequalities; 3. odd path inequalities; 4. F -partition inequalities; 5. partition inequalities. We remark that all inequalities are global (i.e.
valid for all the Branch-and-Cut tree) and several inequalities may be added at each iteration. Moreover, we go to the next class of inequalities only if we haven't found any violated inequalities. Our strategy is to try to detect violated inequalities at each node of the Branch-and-Cut tree in order to obtain the best possible lower bound and thus limit the generated nodes. Generated inequalities are added by sets of 200 or less inequalities at a time.
Now we describe the separation procedures used in our Branch-and-Cut algorithm. All these procedures are applied on G with weights (y (e), e ∈ E ) associated with its edges where y is the restriction on E to the current LP-solution y (G and y are obtained by repeated applications of operations θ 1 , θ 2 , θ 3 , θ 4 ).
The separation of the cut inequalities (3) can be performed in polynomial time using the GomoryHu algorithm [11] on G . This algorithm produces the so-called Gomory-Hu tree which gives, for every pair of nodes (s, t) ∈ V × V , the minimum weight st-cut in G . This separation procedure is exact and requires |V | − 1 maximum flow computation.
In what follows, we consider the separation procedure of the odd path inequalities (4) . For this, we need the following lemma. 
then the odd path inequality induced by π is violated by x.
Using Lemma 4.3 we can devise a heuristic to separate inequalities (4). The idea is to find a partition π = (W 1 , W 2 , V 1 , . .., V 2p ), p ≥ 2, which induces an odd path configuration that satisfies the conditions of Lemma 4.3. The procedure works as follows. We first look, using a greedy method, for a path Γ = {e 1 , ..., e 2p−1 }, p ≥ 2, in G such that the edges e 1 , ..., e 2p−1 have fractional values and y (e i−1 ) + y (e i ) ≤ 1, for i = 2, ..., 2p − 1 .  If v 1 , . .., v 2p are the nodes of Γ taken in this order when going through Γ, we let
if p is odd (resp. even) and
odd (resp. even) where I 1 and I 2 are as defined in Section II-A. In order to determine W 1 and W 2 , we compute a minimum cut separating T 1 and W 2 , V 1 , . .., V 2p ) thus obtained induces an odd path configuration, then, by Lemma 4.3, the corresponding odd path inequality is violated by y . If not, we apply again that procedure by looking for an other path. In order to avoid the detection of the same path, we label the edges of the previous ones, so that they won't be considered in the search of a new path. This procedure is iterated until either a violated odd path inequality is found or all the edges having fractional values are labeled. The routine that permits to look for an odd path runs in O(m n ) time. To compute the minimum cut separating T 1 and T 2 , we use Goldberg and Tarjan maximum flow algorithm [10] . Hence, our separation procedure is polynomial.
In the lifting procedure for inequalities (4) given in Section II-B we have to compute a coefficient λ for some edges e ∈ E \ E . Since the computation of this coefficient is itself a hard problem, and λ ≤ 2, we consider 2 as lifting coefficient rather than λ for those edges.
To the best of our knowledge, there does not exist polynomial-time algorithm for the separation of F -partition, SP -partition and partition inequalities. For our Branch-and-Cut algorithm, we used the heuristics developed in [2] .
To store the generated inequalities, we create a pool whose size increases dynamically. All the generated inequalities are put in the pool and are dynamic, i.e. they are removed from the current LP when they are not active. We first separate inequalities from the pool. If all the inequalities in the pool are satisfied by the current LP-solution, we separate the classes of inequalities in the order given above.
V. COMPUTATIONAL RESULTS
The Branch-and-Cut algorithm described in the previous section has been implemented in C++, using ABACUS 2.4 alpha ( [1] , [20] ) to manage the Branch-and-Cut tree, and CPLEX 9.0 [5] as LP-solver. It was tested on a Pentium IV 3.4 Ghz with 1 Gb of RAM, running under Linux. We fixed the maximum CPU time to 5 hours. The test problems were obtained by taking TSP test problems from the TSPLIB library [21] . The test set consists in complete graphs whose edge weights are the rounded euclidian distance between the edge's vertices. The tests were performed for k = 3, 4, 5. In all our experiments, we have used the reduction operations described in the previous sections, unless otherwise specified. Each instance is given by its name followed by an extension representing the number of nodes of the graph. The other entries of the various tables are:
NCut
: number of generated cut inequalities; NSP : number of generated SP -partition inequalities; NOP : number of generated odd path inequalities; NFP : number of generated F -partition inequalities; NP : number of generated partition inequalities; COpt : weight of the optimal solution obtained; Gap : the relative error between the best upper bound (the optimal solution if the problem has been solved to optimality) and the lower bound obtained at the root node of the Branch-and-Cut tree; NSub : number of subproblems in the Branch-and-Cut tree; TT : total CPU time in hours:min:sec.
The instances indicated with "*" are those whose CPU time exceeded 5 hours. For these instances, the gap is indicated in italic.
Our first series of experiments concerns the kECSP for k = 3. The instances we have considered have graphs with 99 to 318 nodes. The results are summarized in Table I . It appears from Table I that all the instances have been solved to optimality within the time limit except the last five instances. For most of the other instances, the gap is less than 1%. We also observe that our separation procedures detect a large enough number of F -partition and SP -partition inequalities and seem to be quite efficient.
Our next series of experiments concerns the kECSP with k = 4, 5. The results are given in Table II for k = 4 and Table III for k = 5. The instances considered have graphs with 195 to 561 nodes. Note that for k = 4, the SP -partition and partition inequalities are redundant with respect to the cut inequalities (3). Thus, they are not included in the resolution process for k = 4 and therefore do not appear in Table II .
First observe that for k = 4, the CPU time for all the instances is relatively small and most of the instances have been solved in less than 1 minute. We can also observe that 9 instances over 12 are solved in the cutting plane phase. Moreover, a few number of odd path inequalities are generated. However a large enough number of F -partition inequalities is detected. Thus, these later inequalities seem to be very effective for solving the kECSP when k is even. This also shows that the kECSP is easier to 746 0 - solve when k is even, what is also confirmed by the results of Table III for k = 5. In fact, the instance pr264 has been solved for k = 4 in 1 second, whereas it could not be solved to optimality for k = 5 after 5 hours. The same observation can be done for pr439. Also, we can remark that the CPU time for all the instances when k = 5 is higher than that when k = 4. For instance, the test problem d198 has been solved in 1h 50mn when k = 5, whereas only 16 seconds were needed to solve it when k = 4. Compared to Table I, Tables II and III also show that, for the same parity of k, the kECSP becomes easier to solve when k increases. In fact, with k = 3, we could not solve to optimality instances with more than 202 nodes, whereas for k = 5, we could solve larger instances.
The results for k = 3, 4, 5 can also be compared to those obtained by Kerivin et al. [14] for the 2ECSP. It turns out that for the same instances, the problem has been easier to solve for k = 2 than for k = 3. However, for k = 4 the problem appeared to be easier to solve than for k = 2. This shows again that the case when k is odd is harder to solve than that when k is even and that the problem becomes easier when k increases with the same parity.
In order to evaluate the impact of the reduction operations θ 1 , θ 2 , θ 3 , θ 4 on the separation procedures, we tried to solve the kECSP, for k = 3, without using them.
These experiments show that the CPU time increased for the majority of the instances when the reduction operations are not used. In particular, for the instance pr107 we did not reach the optimal solution after 5 hours, whereas it has been solved to optimality after 1h 26mn. Almost, the CPU time for the instances ch130 and d198, for example, increased from 1 hour to more than 4 hours. Moreover, we remark that when using the reduction operations, we generate more SPpartition, F -partition and partition inequalities and fewer nodes in the Branch-and-Cut tree. This implies that our separation heuristics are less efficient without the reduction operations. Thus, it seems that the reduction operations play an important role in the resolution of the problem. They permit to strengthen much more the linear relaxation of the problem and accelerate its resolution. We also tried to measure the effect of the different non-basic classes of inequalities (i.e. inequalities other than cut and trivial inequalities). For this, we have first considered a Branch-and-Cut algorithm for the kECSP with k = 3 using only the cut constraints. In this case, we could not solve any of the instances having more than 52 nodes. Even more, after less than 10 minutes of CPU time, the Branch-and-Cut tree gets a very big size and the resolution process stops. To illustrate this, we take for example the instance brazil58. For this instance, the Branch-and-Cut tree contained 11769 nodes after 10 minutes when the Branch-and-Cut algorithm used only the cut inequalities, whereas it has been solved without branching when using the other classes of inequalities.
Finally, we tried to evaluate separately the efficiency of each class of the non-basic inequalities. For this, we also considered the case when k = 3. We have seen that all the classes of inequalities have a big effect on the resolution of the problem. In particular, the SP -partition inequalities seem to play a central role. This can be seen by considering the instance d198. This instance has been solved in 1h 04mn using all the constraints. However, without the SP -partition inequalities, we could not reach the optimal solution after 5 hours. We also remarked that the gap increased when one of these classes of inequalities is not used in the Branchand-Cut algorithm.
