Strong, focussed linearly-polarized infra-red fields electronically excite and accelerate atoms in the laser propagation and the transverse directions. We develop a numerically-tractable, quantummechanical treatment of correlations between internal and centre-of-mass (c.m.) dynamics, and apply it to the hydrogen atom. The propagation-direction c.m. momentum carries no information on the internal dynamics. The transverse momentum records the time spent in the field, allowing femtosecond reconstruction of the strong-field excitation process. The ground state becomes weakfield seeking, an unambiguous signature of the Kramers-Henneberger regime.
The seminal strong-field ionization concept [1] together with the notion of field-induced electronic recollisions [2] have laid the foundation for a thorough understanding of strong-field processes in atomic and molecular science. The fundamental importance of non-dipole effects have been recognized early on [3] [4] [5] , but only recently, enabled by refined theoretical and experimental approaches, processes beyond the dipole-approximation have come into focus. These include radiation pressure [6] , momentum distribution between fragments upon ionization [7] [8] [9] , and chiral effects in HHG [10] . The effects have been investigated for very intense (relativistic and nearrelativistic) infra-red (IR) fields [11] [12] [13] [14] , as well as for shorter-wavelength fields which are becoming available in the strong-field regime [15] .
One of the more intriguing non-dipole effects of strong laser field is its ability to accelerate neutral atoms and molecules [16] [17] [18] [19] [20] [21] , with peak accelerations potentially exceeding 10 14 g [16] . This acceleration is closely connected to the strong-field excitation of high Rydberg states [22, 23] . Under favourable conditions, a few percent of the initially-present atoms may be left in such states [22, [24] [25] [26] [27] [28] , with the population of the individual levels being a complex function of the wavelength, peak intensity, and the field envelope [27, [29] [30] [31] . Because high-Rydberg states generally exhibit large, negative free-electron-like dynamical polarizabilities, they are low-field-seeking, and are expelled from the centre of the laser beam [23] . For atoms initially close to the beam waist, this ponderomotive acceleration is preferentially in a direction transverse to the beam propagation direction. Furthermore, energy exchange between the atom and the field is necessarily accompanied by the transfer of momentum. The latter acceleration due to the radiation pressure is in the beam-propagation direction.
Combined with the rich and complex strong-field excitation dynamics, the two acceleration mechanisms lead to highly-structured final atomic-velocity distributions, which are thus far poorly understood. The goal of this Letter is to explore theoretically the relationship between the final internal state of an atom and its c.m. momentum in a strong, non-uniform IR field, and to motivate its experimental investigation. To this end, we develop a numerically-tractable treatment of correlations between the internal and c.m. degrees of freedom, going beyond the usual separation of the c.m. coordinates. We further show that the c.m.-momentum spectroscopy records strong-field excitation dynamics and monitors formation of Kramers-Henneberger states [19, [32] [33] [34] [35] [36] [37] [38] [39] .
In the simplest case of a 1-electron, neutral atom, the laboratory-frame Hamiltonian is given by (unless noted otherwise, atomic units ( = m = |e| = 1) are used throughout):
wherep 1,2 are the momentum operators of particles 1 (electron, charge q 1 =−1) and 2 (nucleus, q 2 =+1), A( r, t) is the transverse (∇ · A = 0) laboratory-space vectorpotential, v( χ) is the interaction potential between the particles, and u R is the c.m. trapping potential (in free space, u = 0). The variables χ and R are given by:
where M = m 1 + m 2 . For systems of interest here, m 1 m 2 . Introducing µ = m 1 m 2 /M and neglecting correction terms of the order O(µ/M ) in the laser interaction, Eq.
(1) simplifies to:
No field-coupling term is associated withp R in this order. We have verified that the terms omitted in Eq. (4) 
(From now on, we will omit arguments of φ n , ζ n and other spatially-and time-dependent quantities, as long as their choice is unambiguous.) In Eq. (7), functions ζ n are orthonormalized, time-independent eigenfunctions of H R (Eq. (6)) with eigenvalues n . We assume that the potential u R in Eq. (6) is such that the set of the discrete solutions {ζ n } is complete. Substituting the Ansatz (7) into the TDSE for the Hamiltonian (4) and projecting on each ζ m on the left, we obtain:
In Eqs. (8)-(12), A and A (b) are functions of the interparticle distance χ and time t. We further assume that the higher-order terms in the Taylor expansion for the c.m. coordinate:
can be neglected. The system of coupled PDEs (8) can be propagated in time at a cost comparable to that of a standard, fixednuclei electronic TDSE, provided that the number of the nuclear-coordinate channels is not excessive. At the end of the pulse, the expectation of a c.m. observableÔ, conditional on the internal degree of freedom being described by a normalized wavefunction φ f (χ), is given by:
ChoosingÔ =p R andÔ =1 yields the expectation of the momentum and the state population, respectively. The c.m. velocity of the atom in an internal state φ f is then:
We solve Eq. (8) for a 3-dimensional hydrogen atom (µ = 1, M = 1836), initially in the 1s electronic ground state, exposed to a Gaussian pulse of beam waist w 0 = 30236 a 0 , central frequency ω = 0.057 (λ ≈ 799 nm), and full-width-half-maximum τ 0 = 220 (≈ 5.32 fs). We choose for each Cartesian direction the following convention: x-beam propagation, y-transverse, and zpolarization. For further details of the numerical parameters please see [40] .
In a spatially non-uniform laser field, the excited atoms acquire the velocity both in the forward and in the transverse directions. The final c.m. velocity along laser polarization remains negligible, as required by symmetry. We have verified numerically that the forward velocity is insensitive to moderate spatial-intensity gradients. As a result, we discuss the two components of the velocity independently.
The forward (propagation-direction) component of velocity can be understood as the consequence of the radiation pressure. Strong-field excitation between hydrogenic levels with the principal quantum numbers n and n transfers the energy of ∆E = 0.5(n −2 − n −2 ) from the laser field to the atom. The corresponding momentum transfer is ∆E/c, giving the velocity:
Because the forward velocity is determined solely by the initial and the final internal state of the atom, it contains no information on the intervening dynamics. Our numerical results (See Figs. S1, S2[40]) are consistent with these expectations. Therefore, we will not discuss the forward component of the velocity any further.
In the transverse direction the atoms are accelerated by the spatial gradient of the ponderomotive potential. Classically, the final outward velocity of an initiallystationary particle with dipole polarizability α entering the field at time t 0 in the vicinity of the beam waist (x = 0, Eq. (S1)) is given by:
where F (r, t) = − ∂ ∂t A(r, t) is laser electric field (see Eq. (S1)). The hydrogen ground state (α 0 = 4.5) is expected to be accelerated towards stronger fields ( ∂ ∂r F 2 0 < 0). Conversely, high-Rydberg states, which exhibit the free-electron-like dynamical polarizabilities in low-frequency fields (α f ≈ −ω −2 ≈ −308 at 799 nm), are expected to move towards weaker fields. Because |α f | |α 0 |, Rydberg states are also expected to reach much higher final velocities.
A comparison of the calculated transverse velocity (Eq. (15)) with the classical Eq. (17) for a state a known polarizability allows us to infer t b -the time this state has entered the field. The integrand in Eq. (17) is negative, so that ∆v t is a monotonous function of t b . Because α f , the low-frequency dynamical polarizability of the Rydberg states, is a cycle-averaged quantity, the clock defined by the Eq. (17) offers no meaningful sub-cycle resolution.
The composition of the Rydberg states populated by strong-field excitation is sensitively affected by channel closings [27, 30, 31] . We therefore expect a similar effect to arise in the c.m. velocity spectroscopy. At 799 nm, channel closings occur each 26 TW cm −2 (∆I channel = 4ω 3 ). For a tightly-focussed beam used presently (w 0 = 2λ), in the vicinity of the beam half-waist a channel closing occurs each 648 a 0 , or ≈ 34 nm. We consider the channel-closing effects by repeating the calculations at seven, equidistant transverse points spaced by 216 a 0 , placed around the beam half-waist. We average the results equally among these points. This volume averaging effectively suppresses resonance contributions, which are highly sensitive to the intensity (See [40]).
The maximum of the spatial gradient of the ponderomotive potential is found on a ring of the radius w 0 /2 around the focal spot, normal to the beam propagation direction. Accordingly we choose the point displaced in the y direction, perpendicular to both the propagation and polarization directions. The volume-averaged numerical results at this point are illustrated in Fig. 1 . The non-paraxial field contributions (see Eq. (S2)) vanish in the vicinity of this point, simplifying the analysis. The local peak intensity of the field is ≈ 607 TW cm −2 . The ionization is in the saturation regime, with ≈ 9% of the population surviving in the 1s ground state after the pulse. Additionally, ≈ 2.4% of the atoms are excited to Rydberg states with n ≤ 6. Although our simulation volume does not allow an accurate determination of excitation probabilities for higher Rydberg states, we estimate that at least 2% of the atoms are left in Rydberg states with n ≥ 7. Most of the excited states possess magnetic quantum number m = 0, same as the initial state. However, due to the presence of the magnetic-field component, states with m = 0 are also populated. The final populations of m = ±1 and m = ±2 manifolds are 4 and 8 orders of magnitude below the m = 0 populations with the same principal quantum number n, consistent with the expected lowest-order magnetic-transition probabilities.
For all electronic states in Fig. 1c other than the ground state, the final transverse velocities are in the range of 12-20 m s −1 . Assuming the free-electron-like polarizability, solving Eq. (17) for t b yields the excita- . The right vertical axis gives the time when a particle with free-electron polarizability needs to enter the field to reach the observed transverse velocity (Eq. (17)). Final velocities above the dotted horizontal line cannot be reached by a free-electron-like particle. The connecting lines in panels (b,c) are only a guide for the eye.
tion time. The results for the volume-averaged excitation time reconstruction are presented in Fig. 2 . In nearly all cases, excited states are formed before the peak of the envelope, with two main clusters at approximately −0.7 (2p, 3s, 3d, 4d, 5s, 5d, 5f , 5g, 6d, 6g, and 6h) and −1.7 fs ( 3p, 4s, 4p, 5p, 6s, 6p, 6f ). Interestingly, both clusters gravitate towards the zeros of the vector-potential, near the peaks of the electric field. These times of birth are consistent with the expectations from the semi-classical frustrated tunneling model [22] . Intriguingly, two of the excited states (2s and 4f ) appear to be preferentially formed near the peak of the vector-potential, respectively at −0.2 and +0.2 fs. These times of birth, and the broad spread of the times of birth within the two clusters in Fig. 2 would seem to indicate that the multi-photon excitation mechanism is also active. This observation is consistent with the value of the Keldysh parameter γ ≈ 0.4 (γ = ∆E/2U p ), indicating dynamics in a regime intermediate between tunneling and multi-photon transitions.
We present further fixed-intensity results (Figs. S1-S3), and explore the effects of the carrier-envelope phase (CEP, Figs. S4, S5), pulse duration (Figs. S6, S7), and non-paraxial effects arising in a tightly-focussed beam (Figs. S8, S9) in [40] . In all cases, we can successfully assign the preferred excitation times based on the volumeaveraged c.m.-velocity spectra, confirming that the technique is universally applicable and experimentally realizable. With a few exceptions, the reconstructed excitation times fall before the peak of the envelope, and tend to cluster around the zeros of the vector-potential.
Because the present ponderomotive clock is not subcycle accurate, the preference for the peak electric field (zeros of the vector-potential) should be taken as an inkling of the possible future developments. It might be possible to improve the time resolution of the excitation clock using multi-colour techniques, which have been successful for the reconstruction of the ionization and recollision times in high-harmonic spectroscopy [41, 42] . Another possibility involves breaking the symmetry of the interaction with a static, external magnetic field. Both possibilities are currently under investigation.
One remarkable result seen in Fig. 1c , which so far has not been remarked upon, is the behaviour of the 1s ground state. For the laser pulse in Fig. 1a , it is weakfield seeking, reaching the final outward velocity of ≈ 3.2 m s −1 . The low-field-seeking behaviour of the 1s state persists for other field parameters as well, with it reaching respectively 3.3, 5.2, and 3.2 m s −1 outward velocity for the pulse with the sine CEP (Fig. S4 ), 10.6 fs duration (Fig. S6) , and in the presence of non-paraxial Fig. 1 . The peak intensity I0 varies from 50 TW cm −2 to 2 PW cm −2 . The horizontal axis shows the local peak intensity at the initial, half-waist position of the atom (I loc ≈ 0.607 × I0). The results are not volume-averaged, see text. effects (Fig. S8 ). The final 1s velocity is also insensitive to channel-closing effects, indicating that it arises due to adiabatic modification of the ground state, rather than transient population of high-Rydberg states.
Because the 1s state existed before the arrival of the pulse, t b → −∞, and Eq. (17) can be solved for the effective polarizability α eff . We have explored α eff as a function of the peak intensity of the laser pulse, for the same spatio-temporal pulse profile as used in Fig. 1 . The results for I 0 in the range of 50 TW cm −2 to 2 PW cm −2 are collected in Fig. 3 . At lower intensities, the numerical accuracy is insufficient to determine the final c.m. velocity (see Fig. S10 [40]), while at higher intensities the survival probability becomes too low. In the entire range of the intensities, the effective polarizability is negative, as opposed to +4.5 expected for 1s in a weak field. At higher intensities, the effective polarizability becomes comparable to the free-electron value (≈ −308 at this laser frequency). This indicates a remarkable, fieldinduced modification of the electronic structure of the ground state. This modification is characteristic of entering the Kramers-Henneberger regime [19] . Observation of Kramers-Henneberger regime for an atomic ground state in strong, low-frequency fields has been long sought after, with no unambiguous detection thus far [19] .
To summarize, we have developed a computationallytractable quantum mechanical approach to correlations between c.m. motion and internal electronic dynamics in strong, non-uniform laser fields. Using the technique, we demonstrate that the final c.m. velocity is sensitive to the internal excitation dynamics. In particular the transverse, ponderomotive velocity is determined by the total time the excited state spends in the field. In the absence of resonances, it yields a measurement of the preferential time of excitation. This procedure is robust to limited volume averaging, and can be applied for different CEP values, for longer pulses, and for non-paraxial beams. Finally, we demonstrate an unambiguous signature of the atomic ground state entering the Kramers-Henneberger regime in strong, low-frequency fields, which has been long sought-for. Taken together, our results suggest that c.m.-velocity spectroscopy is a powerful, and so far overlooked tool for understanding strong-field bound-state electronic dynamics on their natural timescale. 1 Australian National University, Canberra 2 Max-Born-Institute, Berlin, Germany (Dated: January 22, 2020)
SUPPLEMENTAL MATERIAL

Computational details
We apply the parabolic trapping potential u R = kR 2 /2 with k = 10 −4 . We include four c.m. eigenstates: the initially-populated ground state corresponds to a Gaussian wavepacket of ≈2.5 a 0 width, and the three singly-excited harmonic vibrational modes, one along each Cartesian direction. For simulations discussed below and in the main text, electronic populations associated with the excited c.m. states do not exceed 7×10 −3 . The electronic wavefunction is discretized on a uniform, Cartesian-product grid extending to ±78.6 a 0 in the X and Y directions, and to ±152.1 a 0 along Z (the laser polarization direction). Uniform grid spacing is 0.35 a 0 . A transmission-free absorbing boundary [1] is applied starting 9.4 a 0 from all grid edges. The laser beam propagates toward the positive X direction. We model the vector-potential of the beam by a paraxial TEM 00 mode, including the lowest-order longitudinal correction [2] :
where the beam waist w 0 = 30236 a 0 , Rayleigh range z R = πw 0 /λ, λ = 2πc/ω is the wavelength, k = 2π/λ is the wavevector, and c ≈ 137 is the speed of light. Unless noted otherwise, the slowly-varying envelope f (t − x/c) is a truncated Gaussian [3] with the FWHM of 220 (≈ 5.32 fs) and baseline duration of 800 (≈ 19.4 fs). The carrier frequency ω = 0.057, corresponding to λ ≈ 799 nm. The peak vector-potential at the focal-spot centre is 2.9615, corresponding to a peak field intensity of ≈ 1 PW cm −2 . Eqs. (8) are integrated using the leap-frog propagator with the time step of 0.005. Using the 4th-order Runge-Kutta propagator leads to numerically equivalent results. We analyze the results by projecting the final wavefunctions onto hydrogenic states (Eq. (14)). Our simulation volume is sufficient to resolve Rydberg states up to the principal quantum num-ber n = 6. We verified that a further increase in the simulation volume does not affect these results.
Treatment for the general masses and charges
The minimal-coupling non-relativistic Hamiltonian for two particles is given by:
where m i , q i , andp i , i = 1, 2 are respectively the mass, charge, and momentum operator for particles 1 and 2.
Using the standard c.m. variable substitution (see the main text), we obtain, for the transverse field A:
where summation over indices a and b is implied, and quantities A i and A a i (i = 1, 2; a = x, y, z) are given by:
In deriving Eq. (S5) we further assumed that R is small, so that the higher-order terms can be neglected in Eq. (13) . Equation (S5) has been implemented numerically within the Ansatz of the Eq. (7) , and is propagated numerically for the same grids and trap parameters as the Eq. We begin by briefly examining the dynamics of a hydrogen atom at the centre of the focal spot (Fig. S1) , where the laser field remains essentially a planewave. At 1 PW cm −2 local peak intensity, ionization is in the saturation regime. Only 0.6% of the hydrogen atoms remain in the 1s ground state. Additionally, approximately 1.3% of the atoms are excited to Rydberg states with n ≤ 6. We further estimate that at least 2% of the atoms are left in Rydberg states with n ≥ 7. Most of the excited states possess magnetic quantum number m = 0, same as the initial state. The total final population of m = ±1 (m = ±2) manifolds is ≈5.8×10 −6 (≈1.1×10 −9 ). Similar low m = 0 excitation probabilities are seen for most other field parameters considered below. Due to their low population, we do not consider m = 0 states any further. The individual excitation probabilities and final c.m. velocities are collected in Fig. S1 . These results are qualitatively similar to those at the half-waist position, discussed below and in the main text.
The final populations of the m = 0 states are illustrated in Fig. S1b . The corresponding c.m. velocities in the propagation direction are shown in Fig. S1c . We find that the calculated velocities become erratic for very low final populations, which amplify the inevitable numerical noise in the solutions (see Eq. (15)). As a result, we choose to disregard the calculated c.m. velocities when the corresponding population drops below 5×10 −5 (e.g. for the 6s state in Fig. S1c ). The net number of photons absorbed from the laser field is zero for the 1s ground state, which consequently acquires no forward velocity. For all other states in Fig. S1c , the final forward velocity is in the range of 2.8 m s −1 (2s) to 4.6 m s −1 (6h). These values are consistent with the momentum transfer due to the radiation pressure (Eq. (16)), and carry no information on the internal dynamics of the system.
We now turn to positions away from the centre of the focal spot, where the laser field is no longer wellapproximated by a planewave. As discussed in the main text, the maximum of the spatial gradient of the ponderomotive potential is found on a ring of the radius w 0 /2 around the focal spot, normal to the beam propagation direction. We begin by choosing the point displaced in the y direction, perpendicular to both the propagation and polarization directions. The non-paraxial corrections of Eq. (S2) vanish in the vicinity of this point. The local peak intensity of the field is ≈ 607 TW cm −2 . The ionization remains in the saturation regime, with ≈ 10% of the population surviving in the ground state after the pulse. The numerical results at this point are illustrated in Fig. S2 . The final populations of the Rydberg states are of a similar overall magnitude to those found at the beam centre, with ≈ 1.4% left in Rydberg states with n ≤ 6, and ≥ 3% in states with n ≥ 7.
The forward velocities at the half-waist position ( Fig S2c) follow a trend similar to the beam centre, and are consistent with the radiation-pressure effects. The forward velocity is insensitive to the small transverse intensity gradient. Repeating the calculation with a planewave field at the 607 TW cm −2 peak intensity yields results visually identical to Fig. S2c .
From Eq. (17), we expect the transverse, ponderomotive acceleration to yield the maximum velocity when a Rydberg state is formed early within the laser pulse (t b → −∞). This sets the upper bound on the final transverse velocity a state with a free-electron-like polarizability could reach. For the field parameters in Fig. S2 , the limit is 24.6 m s −1 , indicated by the dotted line in panel (d). This limit is exceeded by the 3p and 5d states, indicating that the magnitude of their effective polarizability exceeds the free-electron value (≈ −308 at ω = 0.057). In Fig. S2 (see text) . No excitation times can be assigned for the 3p, 5s, 5d, and 6p states, which are affected by resonances, or for the 1s ground state. The solid line is the vector-potential from Fig. S2. the case of the 3p state, which reaches the final transverse velocity of 41 m s −1 , we speculate that the likely reason is a 1-photon resonance with the Stark-shifted 2s state (1.9 eV away in the absence of the field). The resonance depleted the 2s state (final population of 1.9×10 −5 ), while simultaneously increasing the effective polarizability and the acceleration of the 3p state. Because strong-field resonances are highly-sensitive to the local peak intensity, we anticipate such resonances to be washed out by the spatial averaging (see below and in the main text).
We can now invert Eq. (17) to extract the time estimate t b . We assume that the frequency-dependent polarizability of the final state is −ω −2 0 (≈ −308). Away from resonances, this estimation becomes progressively more accurate for higher Rydberg states. The resulting excitation-time reconstruction is shown in Fig. S3 .
In the volume-averaged simulation ( Fig. 1 of the main text), t b can be consistently assigned for all final states. Because suppression of resonances appears to be important for a successful reconstruction of the excitation time, all subsequent results use volume-averaging protocol similar to that in Fig. 1 (±648 a 0 along the maximum intensity-gradient direction, covering ≈ 2 channel closings).
Up to now, we have considered a short, 2-cycle pulse with cosine CEP for the vector-potential. It is important to establish that the reconstruction is applicable to other pulse phases, longer pulses, and for the more realistic, non-paraxial tightly-focussed beam models.
The results for the pulse with sine vector-potential CEP phase (all other parameters remain the same as is Fig. 1 ) are shown in Fig. S4 . This pulse leaves ≈ 9.5% of the atoms in the 1s ground state, ≈ 2.5% in Rydberg states with n ≤ 6, and at least 2.5% in higher Rydberg states. The final transverse velocity of the 1s ground state is ≈ 3.3 m s −1 . The reconstructed excitation times are shown in Fig. S5 . These results are qualitatively sim- pletion, with only 0.8% of the atoms surviving in the 1s ground state. The fraction of the Rydberg states remains essentially unchanged, with 1.2% of the atoms remaining in m = 0 states with n ≤ 6, and at least 1.3% in higher states. Due to the longer pulse duration, the ground state now reaches the higher transverse velocity of ≈ 5.2 m s −1 , 11% of the free electron limit (49.1 m s −1 ). The longer pulse significantly increases the probability of magnetic transitions, with ≈ 0.7% (0.08%) of the Rydberg states left with m = ±1 (±2). The probability of populating m = 0 states increases for higher values of the principal quantum numbers. Our analysis still concentrates on the m = 0 states, which dominate the n ≤ 6 population. The reconstructed excitation times are shown in Fig. S7 . These values follow the same pattern as before, with a small number of likely excitation times, occurring well before the peak of the envelope. Our final test case uses the same pulse and beam parameters as Fig. 1 , but considers an initial position displaced along the field polarization direction z. Again, the numerical results are averaged along a ±648 a 0 line in the maximum intensity-gradient direction (z). The groundstate survival probability is unchanged at 9%, compared to Fig. 1 . The excitation probabilities remain similar, at ≈ 1.8% for n ≤ 6 and at least 1.7% for higher Rydberg states with m = 0. At the same time, the laser field now has a component in the propagation direction, which en- ables efficient excitation of m = 0 states. The n ≤ 6, m = ±1 states now account for ≈ 0.1% of the initiallypresent atoms. The transverse velocity of the 1s ground state remains unchanged at ≈ 3.2 m s −1 . Finally, the reconstructed excitation times, shown in Fig. S9 , follow the same pattern as before. FIG. S10. (Color online) Final outward transverse velocity for the hydrogen 1s ground state as a function of the peak intensity at the centre of the beam. Pulse parameters and the initial conditions are given in the Fig. 3 caption.
