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Abstract
The problem of degree reduction and degree raising of triangular B&ezier surfaces is considered. The L2
and l2 measures of distance combined with the least-squares method are used to get a formula for the B&ezier
points. The methods use the matrix representations of the degree reduction and degree raising.
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1. Introduction
In the applications of CAGD, we may have control points which do not 8t in a rectangular domain,
and it is natural for these points to 8t in a triangular domain.
Barycentric coordinates: Let p1, p2, p3 be the vertices of a reference triangle T and p be a point
in T then it is always possible to write p as a barycentric combination of p1, p2, p3 as follows:
p= up1 + vp2 + wp3;
where (u; v; w) are the barycentric coordinates of p with respect to T and are given by the area
ratios
u=
area(p;p2; p3)
area(p1; p2; p3)
; v=
area(p1; p; p3)
area(p1; p2; p3)
; w =
area(p1; p2; p)
area(p1; p2; p3)
;
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where area(p1; p2; p3) is the area of the triangle with vertices p1; p2; p3. It is clear that u; v; w¿ 0
and u+ v+ w = 1.
The generalized Bernstein polynomials: Using the notation I = (i; j; k)t, U = (u; v; w)t and |I | =
i+ j+ k, |U |= u+ v+w then the generalized Bernstein polynomials of degree n over a triangle T
are de8ned by
BnI (U ) =
(
n
I
)
UI =
n!
i!j!k!
uivjwk ; |I |= n; |U |= 1:
The generalized Bernstein polynomials of degree n over a triangle make a partition of unity∑
|I |=n
BnI (U ) = 1:
The last sum involves (n+ 1)(n+ 2)=2 terms, and
BnI (U )¿ 0 whenever U = (u; v; w)
t¿ 0:
The product of two generalized Bernstein polynomials is also a generalized Bernstein polynomial
and given by
BnI (U )B
m
J (U ) =
(
I + J
I
)
(
n+ m
n
) Bn+mI+J (U ); (1)
where the binomial coeDcient of two vectors I = (i1; i2; i3) and J = (j1; j2; j3) is de8ned by(
I
J
)
=
(
i1
j1
)(
i2
j2
)(
i3
j3
)
:
The generalized Bernstein polynomials also satisfy a recurrence relation.
The set {BnI (U )}|I |=n of Bernstein polynomials of degree n form a basis for the space of polyno-
mials of total degree n over the reference triangle T . Consider the parametric representation
X (U ) =
∑
|I |=n
bIBnI (U )
of a triangular B&ezier surface of degree n with the B&ezier points (control points) {bI}|I |=n. Applying
the de Casteljau algorithm shows that the triangular B&ezier patch X (U ) satis8es the convex hull
property over T in the sense that min|I |=n bI6X (U )6max|I |=n bI . The problem of degree reduc-
tion is concerned with 8nding another set of B&ezier points (control points) {cI}|I |=n−1 de8ning the
approximative triangular B&ezier surface of degree n− 1,
Y (U ) =
∑
|I |=n−1
cIBn−1I (U );
so that the least-squares distance d(X; Y ) between X and Y is a minimum. The problem of degree
reduction for B&ezier curves has been studied in [5]. It is proved in [6,7] that the best L2-approximation
is equivalent to the problem of 8nding the best Euclidean approximation of the Bernstein–B&ezier
coeDcients. For more on triangular B&ezier surfaces, see [1,2,4].
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2. Preliminaries
First, the elements of the set of B&ezier points {bI}|I |=n are ordered in the following form: {bn;0;0;
bn−1;1;0; : : : ; b0; n;0; b0; n−1;1; : : : ; b0;0; n; b1;0; n−1; : : : ; bn−1;0;1; bn−2;1;1; : : : ; b1; n−2;1; b1; n−3;2; : : : ; b1;1; n−2; : : :}.
Example. The elements of {bI}|I |=7 are ordered in the following form: {b7;0;0; b6;1;0; b5;2;0; b4;3;0; b3;4;0;
b2;5;0, b1;6;0; b0;7;0; b0;6;1; b0;5;2; b0;4;3; b0;3;4; b0;2;5; b0;1;6; b0;0;7; b1;0;6; b2;0;5; b3;0;4; b4;0;3; b5;0;2; b6;0;1; b5;1;1;
b4;2;1; b3;3;1; b2;4;1, b1;5;1; b1;4;2; b1;3;3; b1;2;4; b1;1;5; b2;1;4; b3;1;3; b4;1;2; b3;2;2; b2;3;2; b2;2;3}.
The following result gives the integral of the generalized Bernstein polynomials.
Lemma 1. The integral of the generalized Bernstein polynomials over a triangular region T is
given by∫
T
∫
BnI (U ) dA=
2A
(n+ 1)(n+ 2)
; (2)
where A is the area of the triangular region T .
Proof. The proof is analogous to the formula in [3, Section 5.7] by 8rst showing that
∫
T
∫ ∑
|I |=n
bIBnI (U )

 dA= 2A
(n+ 1)(n+ 2)
∑
|I |=n
bI
and now the lemma follows.
Lemma 2. The L2 norm of the triangular B3ezier surface X (U ) =
∑
|I |=n bIB
n
I (U ) is given by
‖X (U )‖22 =
2A
(2n+ 1)(2n+ 2)
(
2n
n
) ∑
|I |=n
∑
|J |=n
bIbJ
(
I + J
I
)
: (3)
Proof.
‖X (U )‖22 =
∫
T
∫ ∣∣∣∣∣∣
∑
|I |=n
bIBnI (U )
∣∣∣∣∣∣
2
dA
=
∫
T
∫ ∑
|I |=n
∑
|J |=n
bIbJBnI (U )B
n
J (U ) dA
=
∑
|I |=n
∑
|J |=n
bIbJ
∫
T
∫
BnI (U )B
n
J (U ) dA
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=
∑
|I |=n
∑
|J |=n
bIbJ
(
I + J
I
)
(
2n
n
) ∫
T
∫
B2nI+J (U ) dA:
Invoking Lemma 1 completes the proof.
Let r = (n+ 1)(n+ 2)=2 and the r × r matrix Qn be given by
Qn =
2A
(2n+ 1)(2n+ 2)
(
2n
n
)
[(
I + J
I
)]
: (4)
It is clear from the de8nition that the matrix Qn is a real symmetric matrix. Using the mathematical
induction, all the upper left submatrices of Qn have positive determinants and, thus, the matrix Qn
is a symmetric positive de8nite matrix, see [9]. The sum of each column and each row of the real
symmetric matrix Qn equals to 2A=(n+ 1)(n+ 2).
Thus, the L2 norm of X (U ) is given in matrix form by
‖X (U )‖22 = btQnb; (5)
where the vector b contains the elements of the set of B&ezier points {bI}|I |=n ordered in the form
described before. It is also clear from Eq. (5) that the matrix Qn is positive de8nite.
Example. For the case of unit triangular region with n = 2 the L2 norm of X (U ) is given by
‖X (U )‖22 = btQ2b where
Q2 =
1
90


6 3 1 1 1 3
3 4 3 2 1 2
1 3 6 3 1 1
1 2 3 4 3 2
1 1 1 3 6 3
3 2 1 2 3 4


and bt = (b2;0;0; b1;1;0; b0;2;0; b0;1;1; b0;0;2; b1;0;1).
3. Degree raising
Given a triangular B&ezier surface X (U ) of degree n with B&ezier points {bI}|I |=n, we want to write
the same triangular B&ezier surface X (U ) using a basis of degree n+1 with B&ezier points {b∗I }|I |=n+1;∑
|I |=n
bIBnI (U ) =
∑
|I |=n+1
b∗I B
n+1
I (U ): (6)
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Multiplying the left-hand side by |U |= 1 and comparing the coeDcients of the same powers gives
(see [3])
b∗I =
i
n+ 1
bI−e1 +
j
n+ 1
bI−e2 +
k
n+ 1
bI−e3 : (7)
Let
r1 =
(n+ 1)(n+ 2)
2
; r2 =
(n+ 2)(n+ 3)
2
; r3 =
n(n− 1)
2
; r4 =
(n− 1)(n− 2)
2
:
Then the degree raising can be written in the matrix form
b∗ = Tnb;
where the vector b∗ contains the r2 elements with |I | = n + 1 and the vector b contains the r1
elements with |I |= n ordered as described before. The matrix Tn has dimension r2 × r1, and can be
written in the block form
Tn =
1
n+ 1
(
B | 0
C
)
;
where block B has dimension (3n+3)×(3n), and block 0 of zero elements has dimension (3n+3)×r4
and C has dimension r3 × r1. The matrix B has the form
B=


n+ 1
1 n
2 n− 1
. . . . . .
n 1
n+ 1
1 n
. . . . . .
n 1
n+ 1
1 n
. . . . . .
n− 1 2
1 n


:
The matrix C does not have a regular construction and, thus, should be determined using formula
(7) of degree raising.
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4. The L2 norm
Let X (U ) and Y (U ) be triangular B&ezier surfaces of degree n and n+ 1, respectively, with
X (U ) =
∑
|I |=n
bIBnI (U );
Y (U ) =
∑
|I |=n+1
cIBn+1I (U );
where {bI}|I |=n and {cI}|I |=n+1 are the corresponding B&ezier points. We consider the L2 measure of
distance between X (U ) and Y (U ) as follows:
d22 (X; Y ) =
∫
T
∫
|X (U )− Y (U )|2 dA
=
∫
T
∫ ∣∣∣∣∣∣
∑
|I |=n
bIBnI (U )−
∑
|I |=n+1
cIBn+1I (U )
∣∣∣∣∣∣
2
dA:
Using the degree raising in (7) we get
d22 (X; Y ) =
∫
T
∫ ∣∣∣∣∣∣
∑
|I |=n+1
b∗I B
n+1
I (U )−
∑
|I |=n+1
cIBn+1I (U )
∣∣∣∣∣∣
2
dA
=
∫
T
∫ ∣∣∣∣∣∣
∑
|I |=n+1
(b∗I − cI)Bn+1I (U )
∣∣∣∣∣∣
2
dA:
Letting dI = b∗I − cI , and using Lemma 2 gives
d22 (X; Y ) =
∫
T
∫ ∑
|I |=n+1
∑
|J |=n+1
dIdJBn+1I (U )B
n+1
J (U ) dA
=
1(
2n+ 2
n+ 1
) 2A
(2n+ 3)(2n+ 4)
∑
|I |=n+1
∑
|J |=n+1
dIdJ
(
I + J
I
)
= dtQn+1d;
where the ((n+ 2)(n+ 3)=2)× ((n+ 2)(n+ 3)=2) matrix Qn+1 is de8ned in (4).
Thus, the L2 measure of distance between the triangular B&ezier surfaces X (U ) and Y (U ) of degree
n and n+ 1, respectively, is given in the following theorem.
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Theorem 3. The L2 measure of distance between the triangular B3ezier surfaces X (U ) and Y (U )
of degree n and n+ 1, respectively, is given by
d2(X; Y ) =
√
dtQn+1d;
where d= b∗ − c.
5. Degree reduction
In this section, we use the L2 norm and the discrete l2 norm to measure the distance of degree
reduction between the triangular B&ezier surfaces X and Y .
Given a set of B&ezier points {bI}|I |=n which de8nes the triangular B&ezier surface of degree n,
X (U ) =
∑
|I |=n
bIBnI (U );
we want to 8nd another set of B&ezier points {cI}|I |=n−1 de8ning the approximative triangular B&ezier
surface of degree n− 1,
Y (U ) =
∑
|I |=n−1
cIBn−1I (U );
so that the least-squares distance
d2(X; Y ) =
√
dtQnd (8)
between {bI}|I |=n and {cI}|I |=n−1 is minimized. Substituting d= b− c∗, where c∗ = Tnc, and doing
some simpli8cations in d22 (X; Y ) we get
dtQnd= (b− c∗)tQn(b− c∗)
= (b− Tn−1c)tQn(b− Tn−1c)
= btQnb− btQnTn−1c − ctT tn−1Qnb+ ctT tn−1QnTn−1c
= btQnb− 2ctT tn−1Qnb+ ctT tn−1QnTn−1c:
We use the least-squares method to 8nd c, see [8]. For a minimum of dtQnd to occur, it is
necessary that the derivative of dtQnd with respect to the elements of the vector c is zero. Solving
the normal equations
0 =
9
9c (d
tQnd) = 2(−T tn−1Qnb+ T tn−1QnTn−1c)
gives
T tn−1QnTn−1c = T
t
n−1Qnb:
Since T tn−1QnTn−1 = Qn−1, and the matrix Qn−1 is a symmetric positive de8nite matrix, the
matrix T tn−1QnTn−1 is invertible. Hence (T tn−1QnTn−1)−1 exists, and the least-squares distance is
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minimized by choosing
c = (T tn−1QnTn−1)
−1T tn−1Qnb: (9)
The matrix (T tn−1QnTn−1)−1T tn−1Qn is the pseudo-inverse (generalized inverse) of the matrix Tn−1,
see [9, Section 13.7]. Substituting the last formula for c in the least-squares distance d22 (X; Y ) in (8)
gives the error in the following theorem.
Theorem 4. The error of the L2 measure of distance for the degree reduction satis4es
2 = btQnb− btQnTn−1(T tn−1QnTn−1)−1T tn−1Qnb:
For the discrete l2 measure of distance of degree reduction we want the least-squares distance
dD(X; Y ) =
√
dtd (10)
between {bI}|I |=n and {cI}|I |=n−1 to be minimized. After some calculations, similar to the last case,
we get
dtd= btb− 2ctT tn−1b+ ctT tn−1Tn−1c:
Finding and solving the normal equations gives the solution
cD = (T tn−1Tn−1)
−1T tn−1b: (11)
The matrix (T tn−1Tn−1)−1T tn−1 is the pseudo-inverse (generalized inverse) of the matrix Tn−1. Sub-
stituting the last formula for c in the least-squares distance d2D(X; Y ) in (10) gives the error in the
following theorem.
Theorem 5. The error of the l2 measure of distance for the degree reduction satis4es
2 = btb− btTn−1(T tn−1Tn−1)−1T tn−1b:
Eq. (9), which illustrates degree reduction with B&ezier surfaces, is the Moore–Penrose inverse of
the degree elevation matrix Tn−1. Eq. (11), which illustrates degree reduction with B&ezier control
points, is the Moore–Penrose inverse of the degree elevation matrix Tn−1. So c and cD are the same
solution.
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