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Spatial ﬁxed pattern noise is a common and major problem in modern
infrared imagers due to the nonuniform response of the photodiodes in the
focal plane array of the imaging system. In addition, the nonuniform response
of the readout and the digitization electronics, involved in multiplexing the
signals from the photodiodes, causes further nonuniformity. In this paper, we
describe a novel scene based nonuniformity correction algorithm that treats
the aggregate nonuniformity in separate stages. Firstly, the nonuniformity
from the readout ampliﬁers is corrected using knowledge of the readout
architecture of the imaging system. In the second stage, the nonuniformity resulting from the individual detectors is corrected using a nonlinear ﬁlter-based
method. The performance of the proposed algorithm is demonstrated by
applying it to simulated imagery and real infrared data. Quantitative results
in terms of mean absolute error and signal to noise ratio are also presented
to demonstrate the eﬃcacy of the proposed algorithm. One advantage of the
proposed algorithm is that it requires only few frames to obtain high quality
c 2004 Optical Society of America
corrections. 
OCIS codes: 100.2000, 100.2550,110.4280,110.3080,100.3020
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1.

Introduction

Infrared imaging systems typically consist of an array of photodetectors at the focal plane of
the imaging system. The images acquired using an infrared imaging system are degraded by
the presence of the spatial ﬁxed pattern noise. The spatial noise is due to the nonuniformity
in the photoresponse of the individual detectors for the same irradiance. The performance
of the infrared imaging system is further aﬀected by the nonuniformity in the readout and
the digitization electronics involved in multiplexing the individual detector responses. The
spatial nonuniformity tends to drift in time as the ambient conditions vary. This requires a
correction technique that adapts to the changing detector responses.
There are two diﬀerent types of nonuniformity correction (NUC) techniques. The standard approach normalizes the photoresponses using uniform calibration sources. For example, given two uniform sources, a linear correction can be applied to each detector (i.e., the
so-called two-point correction method). The second approach is referred to as scene-based
NUC. Here the images collected during the normal operation of the camera are used for
NUC. The disadvantage of the two-point calibration method is it requires that the normal
imaging operations be halted during correction. Furthermore, it requires calibration targets
and a mechanical system to switch from imaging the scene to the calibration targets. Scene
based NUC methods do not require the imaging operations to be halted while performing the
nonuniformity correction; moreover they are capable of adapting to the changing detector
responses arising due to variations in the operating conditions. As a result, scene-based NUC
is a critical area of research. There are a wide variety of scene-based algorithms proposed
in the literature. Narendra et al.,1 Harris et al.2, 3 and Chiang et al.,4 developed scene-based
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NUC algorithms based on the assumption that the temporal means and variances are identical for all pixels. O’Neil et al.5 and Hardie et al.,6 developed NUC algorithms based on the
fact that detectors that observe the same scene point over diﬀerent times should have the
same response. Ratliﬀ et al.7 developed an algebraic scene-based NUC technique that corrects only the oﬀset variations in the detector using a gradient-based shift estimator. Hayat
et al.8 developed a statistical algorithm based on the constant-range assumption. Torres et
al.9 developed an adaptive scene-based NUC algorithm using a neural network approach.
In this paper, we present a scene based NUC technique that treats the nonuniformity
in the observed frames in separate steps. The novel contribution in our approach is the
modiﬁcation and integration of the existing NUC algorithms described in work by Muse10
and Hardie.11 In the ﬁrst step, the nonuniformity due to the readout electronics is corrected
by grouping the pixels that belong to the same readout ampliﬁer channel. We normalize
these channel outputs so that each channel produces pixels with the same mean and standard
deviation as pixels from the other channels.10 This is followed by the nonuniformity correction
at the individual detector level using nonlinear ﬁlter based-approach.11 A spatial median
ﬁlter is used to obtain a preliminary estimate of the true scene from the frames corrected
for readout nonuniformity. The individual detector gain and bias parameters are estimated
using recursive least squares (RLS) curve ﬁtting between the preliminary scene estimate and
the corresponding frame corrected for readout nonuniformity for each pixel.
The remainder of the paper is organized as follows. The detector level model and the
readout ampliﬁer model are given in Section 2. The proposed algorithm is described in
Section 3. In Section 4 results obtained from simulated and real infrared data are presented.
Finally, some conclusions are given in Section 5.
4

2.

OBSERVATION MODEL

A.

Detector Level Model

Consider an infrared imager consisting of P infrared detectors in the focal plane array of the
imaging system. Let K be the number of frames generated by the infrared imager. The true
infrared radiation incident on detector j in frame k be denoted xk (j), where 1 ≤ j ≤ P and
1 ≤ k ≤ K. For N ≥ 1, the output pixel value of this detector is modeled as an N’th order
polynomial given by
N −1
(j) + . . .
yk (j) = ak,1 (j)xN
k (j) + ak,2 (j)xk

+ak,N +1 (j) = ak (j)T xk (j),

(1)

where
ak (j) = [ak,1(j), ak,2 (j), . . . , ak,N +1 (j)]T

(2)

are the nonuniformity parameters for detector j in frame k, and
N −1
(j), . . . , xk (j), 1].
xk (j) = [xN
k (j), xk

(3)

This model is equivalent to the standard gain and bias model for N = 1 and includes
nonlinear responses for N > 1.
B. Readout Amplifier Model
Focal plane arrays (FPA) generally have multiple output channels in order to meet the
high-bandwidth requirement imposed by the infrared cameras. The photoresponse of the
detectors are grouped and multiplexed into each output channel using diﬀerent readout
ampliﬁer circuits. Each group of photodiode signals is processed by an ampliﬁer circuit
5

characterized by distinct gain and bias parameters. This induces a uniform gain and bias
error in the photoresponse of the detectors belonging to each group. The individual detector
outputs given by (1) for 1 ≤ j ≤ P and 1 ≤ k ≤ K are grouped and multiplexed using
a readout ampliﬁer into each output channel. In particular, consider L groups of outputs,
where the elements of each group come from a common readout ampliﬁer. Let us deﬁne sets
of detector indices corresponding to each group as M1 , M2 , ...ML . The set of detector indices
are mutually exclusive such that
M1 ∪ M2 ... ∪ ML = {1, 2, ..., P }

(4)

Mi ∩ Mj = ∅

(5)

and

for i = j. The number of output pixels in group i in each frame be denoted Pi for i =
1, 2, ..., L. The total number of pixels in a frame is given by
P =

L

i=1

Pi .

(6)

Figures 1(a) and 1(b) show an example of the channel ampliﬁer output conﬁguration for the
Night Conqueror II FPA and the Amber FPA respectively. The Night Conqueror II FPA is
conﬁgured in such a way that pixels belonging to each column of a frame are multiplexed
onto one of four output channels, for the Amber FPA pixels from alternative column and
row of a frame are multiplexed onto one of four output channels. Here, each group ampliﬁer
is characterized by a linear model. The input-output relationship for each group for frames
1 through k can be expressed as
zk (j) = bk,iyk (j) + ck,i,
6

(7)

for j ∈ Mi , i = 1, 2, ..., L and k = 1, 2, ...K, where bk,i and ck,i are the gain and bias
parameters for the i’th group ampliﬁer for frame k, respectively.
3.

ALGORITHM DEVELOPMENT

A.

Readout Amplifier NUC

The proposed algorithm begins by correcting the nonuniformity resulting from the readout
channel ampliﬁer. This is achieved by exploiting the knowledge of the FPA architecture for a
given imaging system. Based upon the readout architecture of the imaging system, we group
the outputs of each channel and force them to have the same ﬁrst and second order statistics.
This is what we refer to as Local Constant Statistics(LCS) constraint described in the Section
A.1. In the case of the Night Conqueror II infrared camera and the Amber infrared camera,
the pixels in each frame are split into four groups, one for each output channel as shown
in Fig. 1(a) and 1(b) respectively. Since the pixels belonging to these groups are equally
distributed about the image, the statistics for these groups should be similar. The groups
formed from a single frame contain suﬃcient number of pixels to evaluate the statistics of
each group. Thus, the channel level correction can be performed with as little as one frame.
1.

Local Constant Statistics Constraint

The objective in the LCS constraint is to make the ﬁrst and the second order statistics of
the pixels belonging to group i similar to those from the groups in close spatial proximity to
group i. In order to realize this constraint, one needs to assume that the inputs of the groups
neighboring group i, have the same ﬁrst and second order statistics and the gain and biases
are uniform across any sub-groups. Once the constraint is deﬁned, it is possible to determine

7

the gain and bias of each group ampliﬁer from the pixel values of the observed frames. The
channel level correction can be performed with as little as one frame because the groups are
spatially well distributed and are populated with suﬃcient number of pixels.
The gain and the bias parameters for each group ampliﬁer is determined by applying
the LCS constraint and computing the sample mean and the standard deviation estimates of
each group from the observed frames. The mean and standard deviation estimates for each
group for frame k using the last R frames are given by
1
RPi

µk,i =

k




zn (j),

(8)

(zn (j) − µk,i)2 ,

(9)

n=max(1,r) j∈Mi

and
σk,i =

1
RPi

k




n=max(1,r) j∈Mi

respectively, for r = k − R + 1, i = 1, 2, ..., L and k = 1, 2, ..., K. Based on the readout
architecture, the Qi groups neighboring group i are identiﬁed and the set of indices of these
groups is denoted Wi . The averages of the ﬁrst and second order statistics for the neighboring
groups are formed as
µ̄k,i =

1 
µk,n
Qi n∈Wi

(10)

σ k,i =

1 
σk,n ,
Qi n∈Wi

(11)

and

respectively. In order for each group to have the ﬁrst and second order statistics equal to the
average of the neighboring groups, we apply the following correction to obtain the estimate
of yk (j):




zk (j) − µk,i
ŷk (j) =
σ̄k,i + µ̄k,i
σk,i
8

(12)

for j ∈ Mi and i = 1, 2, ..., L. The eﬀective gain and the bias estimates from (7) are given by
b̂k,i =

σk,i
σ̄k,i

(13)

and
ĉk,i = µk,i −

σk,i
µ̄k,i,
σ̄k,i

(14)

respectively.
2.

Implementation Issues

The important part of the readout based NUC involves estimating the group mean and
standard deviations. The total pixel count in each group increases with every new observed
frame. This may make the direct computation of the group mean and standard deviation
diﬃcult and also demanding in terms of memory resources. The group mean and standard
deviation estimates are computed recursively to simplify the process of implementation. The
estimates computed recursively are given by
k−1
1 
µ̂k−1,i +
zk (j)
k
kPi j∈Mi

(15)

k−1 2
1 
σ̂k−1,i +
(zk (j) − µ̂k,i)2 .
k
kPi j∈Mi

(16)

µ̂k,i =
and
2
=
σ̂k,i

B. Detector Level NUC
The second phase of the proposed algorithm following the readout based NUC is the individual detector level NUC. This is done using a nonlinear ﬁlter based approach.11 A median ﬁlter
is used to estimate the true irradiance from the frames corrected for readout nonuniformity
and a least squares curve ﬁtting is used to identify the detector nonuniformity parameters
based on the preliminary irradiance estimate.
9

1.

Initial Scene Estimate Using Median Filtering

The ﬁrst step in treating the individual detector level nonuniformity is to obtain a preliminary
estimate of the true irradiance. The choice of the estimator is sensor dependent. We use
median ﬁlters of diﬀerent size to provide a preliminary estimate of the true irradiance. The
median ﬁlter provides a robust preliminary estimate of the true irradiance by signiﬁcantly
ﬁltering the spatial nonuniformity from the frames corrected for readout nonuniformity and
it also reduces the spatial signal resolution. This problem is overcome by the least squares
component of the proposed algorithm. The preliminary scene estimate obtained from the
frames corrected for readout nonuniformity using median ﬁlter is denoted x̄k (j) for j =
1, 2, ..., P and k = 1, 2, ..., K. Let us now deﬁne a vector which uses the preliminary scene
estimates rather than the true irradiance for the recursive least squares curve ﬁtting. This
vector is given by11
N −1
x̄k (j) = [x̄N
(j), . . . , x̄k (j), 1]T .
k (j), x̄k

2.

(17)

Recursive Least Squares NUC Parameter Estimation

We now seek to ﬁnd the nonuniformity parameters which minimize the following objective
function11
εn (j) =

n

i=0

λn−i |ŷi (j) − an (j)T x̄i (j)|2 .

(18)

Here λ is a “forgetting” factor allowing the objective function to adapt to drift in the nonuniformity parameters. For λ < 1, the objective function will be weighted towards the most
recent observations.The estimate of the nonuniformity parameters after n frames is then
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given by
ân (j) = arg min

an (j)

n

n−i

λ

i=0

|ŷi (j) − aT x̄i (j)|2 ,

(19)

where a is an N × 1 vector and
ân (j) = [ân,1 (j), ân,2 (j), . . . , ân,N +1(j)]T

(20)

contains the individual nonuniformity parameter estimates.
We minimize the objective function for each frame n using a recursive least squares
(RLS) algorithm. Note that we are performing a curve ﬁt between the preliminary scene
estimate and the corresponding frame corrected for readout nonuniformity, for each pixel j.
The RLS algorithm allows an estimate to be formed quickly and this estimate is eﬃciently
improved as the incoming frames are acquired. We use a standard RLS algorithm which is
summarized in Table 1, where 0 is an (N + 1) × 1 vector of zeros and I is an (N + 1) × (N + 1)
identity matrix. Here we use δ = .01.
3.

Final Nonuniformity Correction

Once the nonuniformity parameters are estimated, the observed frame can be corrected. For
N = 1, the corrected pixels are given by11
x̂n (j) =

ŷn (j) − ân,2 (j)
.
ân,1 (j)

(21)

For higher order polynomial models, x̂n (j) is the solution to the polynomial
ân,1 (j)xN + ân,2 (j)xN −1 + · · · + ân,N +1 (j) = ŷn (j).
Since multiple roots will result, we select the root closest to the pixel value ŷn (j).
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(22)

4.

Experimental Data and Simulation Results

A.

Simulated Nonuniformity

The performance of the proposed algorithm is evaluated subjectively and quantitatively
by applying it to simulated data. The simulated image sequence is formed from a visible
8-bit image. A 256×256 window is sectioned from the full visible image shown in Fig. 2
and the window is translated horizontally and vertically to simulate motion and generate
a 100 frame image sequence. The channel level nonuniformity is introduced into each of
the four channels conﬁgured with the same readout pattern as the Night conqueror infrared
camera shown in Fig. 1(a). The nonuniformity in each of the four channels is simulated using
artiﬁcial gain and bias modeled as Gaussian random variables. The mean and the standard
deviation for the gain and the bias for each of the four channels are chosen such that the
level of nonuniformity introduced is of the same order as in real infrared data. The standard
deviation of the bias for each channel is proportional to the standard deviation of the raw
data. The mean and standard deviation for the gain and the bias for each channel is listed
in Table 2. The detector level nonuniformity is simulated using an artiﬁcial gain modeled as
a Gaussian random variable with a mean of one and a standard deviation of 0.02, and an
artiﬁcial bias modeled as zero mean Gaussian random variable with a standard deviation of
25 (half of the standard deviation of the raw data). The 100’th true frame is shown in Fig.
3(a) and the corresponding corrupted frame from the simulated image sequence is shown
Fig. 3(b). Note that the diﬀerence between the two images is the stripping pattern due to
the readout electronics and the spatial noise due to the individual detectors. The proposed
NUC algorithm was applied to the 100 frame image sequence and the channel nonuniformity
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corrected frame obtained using the readout based NUC is shown in Fig. 3(c). This image
clearly shows the removal of the stripping patterns caused by the readout electronics and it
is corrupted with the spatial nonuniformity. We use 100 frames (R = 100) for the readout
nonuniformity correction.
The preliminary scene estimate obtained by applying a 5×5 median ﬁlter to the channel
nonuniformity corrected image is shown in Fig. 3(d). The spatial nonuniformity is significantly reduced in this image with a considerable loss in the spatial resolution. A similar
estimate is formed for all the preceding frames and these are used in the RLS algorithm to
obtain the nonuniformity parameters for each pixel. Here we used a linear model N = 1
with λ = 1. Figure 3(e) shows the corrected frame using proposed algorithm. It is observed
that the RLS corrected image retains the sharpness of the original and clearly shows reduced
nonuniformity. The corrected frame is much improved over the preliminary estimate because
it is making use of all 100 frames through the RLS algorithm. Figure 3(f) shows the corrected
frame obtained by applying the RLS algorithm to the raw frames without the readout based
NUC. It is observed that the nonuniformity is not completely removed and a larger size
median ﬁlter is required to yield a better quality image. The readout based NUC eliminates
the use of a larger size median ﬁlter and avoids computation complexity.
The size of median ﬁlter is varied and the performance of the proposed algorithm is
evaluated by means of two error metrics. The RLS algorithm is applied to the simulated
image sequence using a 5×5, 9×9 and 13×13 median ﬁlter and in each case the Mean
Absolute Error (MAE) and the Signal to Noise Ratio (SNR) is computed over all the frames
in the image sequence. The MAE is deﬁned as the average of the absolute diﬀerence between
the true frame pixel and the corresponding corrected frame pixel. The SNR is deﬁned as
13

the ratio of the sample variance of the true frame pixel to the sample variance of the error
between the true frame pixel and the corresponding corrected frame pixel. Figure 4(a) shows
the plot of MAE as a function of the number of frames. The MAE is plotted from frame
number three, because the RLS algorithm requires a minimum of two frames to provide a
meaningful correction. It is observed that the MAE increases for the ﬁrst few frames and
tends to decrease as more incoming frames are acquired. It is observed that the 5×5 median
ﬁlter has the least error compared to the 9×9 and 13×13 median ﬁlter up to frame number
60. The MAE error for the 5×5 median ﬁlter decreases rapidly compared to the 9×9 and
13×13 ﬁlter. A 5×5 median ﬁlter provides a preliminary estimate with less loss in the spatial
resolution compared to the 9×9 and 13×13 median ﬁlter. Hence, a 5×5 median ﬁlter has the
potential for faster convergence. These results are generally consistent with the SNR plot
shown in Fig. 4(b). Larger SNR values indicate better performance.
B. Real Infrared Data
The proposed algorithm is tested by applying it to two sets of real infrared data.
1.

Amber Infrared Imagery

The ﬁrst set of real infrared data was acquired using the forward looking infrared FLIR
camera that uses a 128 × 128 Amber AE-4128 infrared FPA with the readout architecture
as shown in Fig. 1(b). The FPA is composed of Indium-Antimonide (InSb) detectors with a
response in the 3µm - 5µm wavelength band. This system has square detectors of size a = b =
.040mm. The FLIR camera is equipped with a lens aperature of 100mm in diameter and a
fnumber of f /3. This data was provided by the Sensors Technology Branch at the Air Force
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Research Laboratories, Wright Patterson Air Force Base. Figures 5(a-d) show the results
obtained by applying the proposed algorithm to infrared image sequence acquired using the
Amber infrared FPA. The 100’th raw frame in the Amber infrared image sequence is shown
in Fig. 5(a). The stripping patterns in the raw frame is similar to the readout architecture
of the Amber infrared FPA. The corresponding channel nonuniformity corrected frame is
shown in Fig. 5(b). The stripping eﬀects are less signiﬁcant after the channel nonuniformity
correction in the frame of Fig. 5(b). Note that the channel level correction requires as little
as one frame for correction because each group contains suﬃcient number of pixels that
are spatially well distributed. The preliminary scene estimate obtained from the channel
nonuniformity corrected frame using a 3 ×3 median ﬁlter is shown in Fig. 5(c). Note that the
spatial nonuniformity is signiﬁcantly removed with considerable loss in the spatial resolution
in the frame of Fig. 5(c). Figure 5(d) shows the ﬁnal nonuniformity corrected frame using the
RLS algorithm. It is observed that the spatial nonuniformity has been eﬀectively removed
using the proposed technique. The RLS algorithm was applied to the raw frame without
performing the readout based nonuniformity correction. In this case, the preliminary scene
estimate was obtained from the raw frame using a 3 × 3 median ﬁlter. The corrected frame
using the RLS algorithm without the readout based nonuniformity correction is shown in
Fig. 5(e). It is observed from the corrected frame of Fig. 5(e) that the nonuniformity is not
completely removed and the stripping patterns are less pronounced. It is possible to remove
this nonuniformity if the preliminary scene estimate were to be obtained using a large size
median ﬁlter. But, it is increasingly burdensome and time consuming to use a larger size
median ﬁlter. The intermediate stage of readout based nonuniformity correction helps to
downsize the size of the median ﬁlter and avoid the computation complexity.
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2.

Night Conqueror Infrared Imagery

The second data set was acquired using the Night conqueror II FLIR camera with the readout
architecture as shown in Fig. 1(a). The Night Conqueror II infrared imager uses 256 × 256
InSb focal plane array with square detectors of size a = b = .030mm. The sensitivity of the
detectors is in the 3µm - 5µm wavelength band and the imager uses f /4 optics. This data set
was provided by CMC electronics. Figures 6(a-d) show the results obtained by applying the
proposed algorithm to infrared image sequence acquired using the Night conqueror infrared
camera. The 100’th raw frame in the Night conqueror infrared image sequence is shown in
Fig. 6(a). The diﬀerence in stripping patterns between the raw frame of Fig. 6(a) and the
raw frame of Fig. 5(a) is evident due to the diﬀerence in the readout architecture in the
infrared cameras. The corresponding channel nonuniformity corrected frame is shown in Fig.
6(b). It is also observed that the frame shown in Fig. 6(b) has signiﬁcant level of detector
nonuniformity present after channel correction. Hence, a 13×13 median ﬁlter was used to
provide a preliminary scene estimate. The preliminary scene estimate obtained from the
channel nonuniformity corrected frame using a 13 × 13 median ﬁlter is shown in Fig. 6(c).
Figure 6(d) shows the ﬁnal nonuniformity corrected frame using the RLS algorithm.

5.

CONCLUSIONS

We have presented a new scene-based NUC technique that treats the aggregate nonuniformity
resulting from the readout electronics and the individual detectors in two separate stages.
It has been shown that a useful correction can be obtained using few frames. The algorithm
was tested on both simulated and real infrared image sequences. The size of the median ﬁlter
required to provide the preliminary scene estimate is dependent on the sensor.
16

ACKNOWLEDGMENTS
The authors would like to gratefully acknowledge CMC Electronics Cincinnati for providing
the Night conqueror infrared imagery used here. In particular, we would like to thank Mr.
Doug Droege for collecting, formatting and delivering image data. The authors would like
to thank Brian Yasuda and the FLIR research group in the Sensors Technology Branch, Air
Force Research Laboratory, WPAFB, OH for providing the Amber infrared imagery.

References
1. P. M. Narendra and N. A. Foss, “Shutterless ﬁxed pattern noise correction for infrared
imaging arrays,” in Technical Issues in Focal Plane Development, W. S. Chan and E.
Krikorian, eds., Proc. SPIE 282, 44-51 (1981).
2. J. G. Harris, “Continuous-time calibration of vlsi sensors for gain and oﬀset variations,”
inSmart Focal Plane Arrays and Focal Plane Array Testing, M. Wigdor and M. A. Massie,
eds., Proc. SPIE 2474, 23-33 (1995).
3. J. G. Harris and Y.-M. Chiang, “Nonuniformity correction using constant average statistics constraint: Analog and digital implementations,” in Infrared Technology and Applications XXIII, B. F. Anderson and M. Strojnik, eds., Proc. SPIE 3061, 895-905, (1997).
4. Y.-M. Chiang and J. G. Harris, “An analog integrated circuit for continous-time gain
and oﬀset calibrtion of sensor arrays,” J. Analog Integr. Circuits Signal Process. 12,
231-238, (1997).
5. W. F. O’Neil, “Dithered scan detector compensation,” presented at the 1993 Meeting of
the Infrared Information Symposium specialty Group on Passive Sensors, Ann Arbor,
Mich., (1993).
17

6. R. Hardie, M. Hayat, E. Armstrong, and B. Yasuda, “Scene-based nonuniformity correction with video sequences and registration,” Appl. Opt. 39, 1241-1250, (2000).
7. B. R. Ratliﬀ and M. M. Hayat, “Algebraic scene-based nonuniformity correction in focalplane arrays,” in Infrared Imaging Systems: Design, Analysis, Modeling, and Testing XII,
Proc. SPIE 4372, 114-124, (2001).
8. M. M. Hayat, S. N. Torres, E. Armstrong, S. C. Cain, and B. Yasuda, “Statistical algorithm for nonuniformity correction in focal-plane arrays,” Appl. Opt. 38, 772-780,
(1999).
9. S. N. Torres, E. B. Vera, and S. K. S. R. A. Reeves, “Adaptive scene-based non-uniformity
correction method for infrared-focal plane arrays,” in Infrared maging Systems: Design,
Analysis, Modelling, and Testing XIV, Proc. SPIE 5076, 130-139, (2003).
10. R. A. Muse and R. C. Hardie, “A new non-uniformity correction technique based on
readout architecture in focal plane arrays,” in The 6th World Multiconference on Systemics, Cybernetics and Informatics, Invited Session on Image Processing for Infrared
Array Sensors: Nonuniformity Correction and Registration, Orlando, FL., (2002).
11. R. C. Hardie and M. M. Hayat, “A nonlinear-ﬁlter based appraoch to detector nonuniformity correction,” in Proceedings of the 2001 IEEE-EURASIP Workshop on Nonlinear
Signal and Image Processing,(Institute of Electrical and Electronics Engineers) (2001).
12. S. N. Torres, M. M. Hayat, and B. Y. E. E. Armstrong, “A kalman-ﬁltering approach
for non-uniformity correction in focal-plane array sensors,” in Infrared Imaging Systems:
Design, Analysis, Modelling, and Testing XI, Proc. SPIE 4030, 196-203, (2000).
13. S. Cain, E. Armstrong, and B. Yasuda, “Joint estimation of image, shifts, and non-

18

uniformities from infrared images,” presented at the 1997 Meeting of the Infrared Information Symposium Specialty Group on Passive Sensors 1, 121-132, (1997).
14. D. A. Scribner, K. A. Sarkay, J. T. Caulﬁeld, M. R. Kruer, G. Katz, and C. J. Gridley,
“Nonuniformity correction for staring focal plane arrays using scene-based techniques
array performance,” in Technical Symposium on Optical Engineering and Photonics in
Aerospace Sensing, Proc. SPIE 1308, 224-233, (1990).
15. D. A. Scribner, M. R. Kruer, and J. C. Gridley, “Physical limitations to nonuniformity
correction in focal plane arrays,” in International Symposium on the Technologies for
Optoelectronics, Proc. SPIE 865, 185-201, (1987).

19

List of Figure Captions
Fig. 1. Channel level readout pattern for (a) Night conqueror II infrared camera (b) Amber
infrared camera ( Channel 1 (M1 ) :
Channel 4 (M4 ) :

, Channel 2 (M2 ) :

, Channel 3 (M3 ) :

,

)

Fig. 2. True visible 8-bit image
Fig. 3. Frame 100 in simulated image sequence (a) Uncorrupted true frame, (b) Corrupted
with simulated channel and detector nonuniformity, (c) Corrected for readout nonuniformity,
(d) Preliminary scene estimate using 5×5 median ﬁlter, (e) Corrected using RLS algorithm
with 100 frames, (f) Corrected using RLS algorithm without applying readout correction
Fig. 4. Error metrics to evaluate the performance of the proposed algorithm as a function of
median ﬁlter size. (a) MAE, (b) SNR
Fig. 5. Frame 100 in real infrared image sequence acquired using Amber infrared imager. (a)
Raw frame, (b) Corrected for readout nonuniformity, (c) Preliminary scene estimate using
3×3 median ﬁlter, (d) Corrected using RLS algorithm with 100 frames, (e) Corrected using
RLS algorithm without applying readout correction
Fig. 6. Frame 100 in real infrared image sequence acquired using Night conqueror infrared imager. (a) Raw frame, (b) Corrected for readout nonuniformity, (c) Preliminary scene estimate
using 13×13 median ﬁlter, (d) Corrected using RLS algorithm with 100 frames
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Table 1. Recursive least squares nonuniformity parameter estimation, performed for each pixel j.

1. Initialization: Let â0 (j) = 0 and P0 (j) = δ −1 I

2. Recursive Computations: For n = 1, 2, . . .

hn (j) = Pn−1(j)x̄n (j)
gn (j) =

1
hn (j)
λ+x̄T
n (j)hn (j)

Pn (j) = λ1 [Pn−1 (j) − gn (j)hTn (j)]
αn (j) = ŷn (j) − aTn (j)x̄n (j)
ân (j) = ân−1 (j) + αn (j)gn (j)
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Table 2. Mean and standard deviation (std) for the gain and the bias for each
of the four channels to simulate the channel nonuniformity.

Channel No.

Gain

Bias

Mean

Std

Mean

Std

Channel 1

1.25

0.15

0

30

Channel 2

1.5

0.25

0

36

Channel 3

1.75

0.35

0

42

Channel 4

2

0.45

0

48
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