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ABSTRACT
Kapanipathi, Pavan. PhD., Department of Computer Science and Engineering, Wright State University, 2016.
Personalized and Adaptive Semantic Information Filtering for Social Media.
Short-text, and the real-time nature of social media platforms has introduced challenges such as a lack of
semantic context and a dynamically changing vocabulary for personalized filtering. Semantic techniques
and technologies can be leveraged to address these challenges and build novel methodologies to address the
challenges to build a personalized filtering system for social media content.

Social media has experienced immense growth in recent times. These platforms are becoming increasingly common for information seeking and consumption, and as part of its growing popularity, information
overload pose a significant challenge to users. For instance, Twitter alone generates around 500 million tweets
per day and it is impractical for users to have to parse through such an enormous stream to find information
that are interesting to them. This situation necessitates efficient personalized filtering mechanisms for users
to consume relevant, interesting information from social media.
Building a personalized filtering system involves understanding users’ interests and utilizing these interests to deliver relevant information to users. These tasks primarily include analyzing and processing social
media text which is challenging due to its shortness in length, and real-time nature of the medium. The challenges include: (1) Lack of semantic context: Social Media posts are on an average short in length, which
provides limited semantic context to perform textual analysis. This is particularly detrimental for topic identification which is a necessary task for mining users’ interests; (2) Dynamically changing vocabulary: Most
social media websites such as Twitter and Facebook generate posts that are of current (timely) interests to the
users. Due to this real-time nature, information relevant to topics dynamically evolve reflecting the changes
in the real world. This in turn changes the vocabulary associated with these dynamic topics of interest making
it harder to filter relevant information; (3) Scalability: The number of users on social media platforms are
significantly large, which is difficult for centralized systems to scale to deliver relevant information to users.
This dissertation is devoted to exploring semantics and Semantic Web technologies to address the above mentioned challenges in building a personalized information filtering system for social media. Particularly, the
necessary semantics (knowledge-bases) is derived from crowd sourced knowledge bases such as Wikipedia
to improve context for understanding short-text and dynamic topics on social media.
iii
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1
Introduction
“...a wealth of information creates a poverty of attention...”
Herbert A. Simon

1.1

Social Media: Consuming Collected Intelligence

Tim Berners-Lee invented the World Wide Web with the objective of accessing documents residing on different computers connected using the Internet. He recognized the broader application of the Web and made
it available to everyone on a royalty-free basis. Subsequently, the Web evolved into a platform where users
transitioned from being merely consumers to also being the publishers of information. This transformation
is commonly referred to as Web 2.0. It enables users to participate in the evolution of the Web and facilitates interactions between users who create and consume content on the Web [O’reilly 2007]. This idea
revolutionized the landscape of information sharing.
With more than 3.2 billion people using the Web, user-generated content is growing every day. Social
media has played a key role in this growth. Social media is a class of websites that are built on the ideological
and technological foundations of Web 2.0 and that allow users to create and exchange content [Kaplan and
Haenlein 2010]. Twitter, Facebook, and Instagram are a few examples. The popularity of these websites
has grown rapidly in recent times. Facebook has more than 1 billion registered users, which is more than
the second most populous country in the world, whereas Twitter has crossed over half a billion users. The
content generated on these websites has exceeded over 5 billion posts per day.
The value created by the collective contributions of users on these websites has gained enormous attention.
This is understandable because never before in the history of the world have so many connected people
1
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collectively contributed to creating information. Tom Gruber calls such content collected intelligence [Gruber
2008].
Due to the popularity and real-time nature of these
platforms, the need for fresh, timely updates and the
importance of opinions expressed by online communities are becoming more and more preponderant.
Users on these platforms consume information for
various reasons such as: (1) to connect and interact with friends and acquaintances; (2) to keep themselves up-to-date with the latest news. A study shows
that more than 50% of users on Twitter and Facebook harness these platforms for news [Anderson andFigure 1.1: Components of an Information Filtering
system. A simplified version from [Hanani et al. 2001]
Caumont 2014]; (3) to find health-related information [Sarasohn-Kahn 2008]; (5) to gain insights on topics such as flu outbreaks [Szomszor et al. 2012] and
earthquakes [Sakaki et al. 2010]; (6) to track sentiments and opinions of users about products [Chen et al.
2012]; and (7) to coordinate and manage victims during disasters [Acar and Muraki 2011]. As the volume
of user-generated content and applications that consume this content continues to grow, there is a growing
need to find relevant and quality information from such an enormous stream. This is a challenging task
that necessitates efficient and personalized information filtering techniques to deliver relevant and interesting
information to users [Java et al. 2007; Sriram et al. 2010].
Information Filtering: Conceptually, information filtering is one of the primary tasks of our cognition
in day to day activities. For instance, parsing through headlines of a newspaper to read those articles that are
particularly interesting, or finding books of interest by reading their summaries. We filter information and
consume those pieces of information that are relevant and interesting to us.
In the context of acquiring digital content, information filtering systems have been designed to deliver relevant information from a data stream to individuals or groups based on their preferences [Hanani et al. 2001].

1.2. CHALLENGES FOR SOCIAL MEDIA FILTERING

3

Filtering Systems have been developed for various kinds of data on the Web, such as emails [Yih et al. 2009],
web articles [Zhang and Seo 2001], scientific documents [Bollacker et al. 2000] and Internet news [Li et al.
2010; Das et al. 2007]. In general, these systems comprise of two modules based on the following functions
(a simplified architecture from [Hanani et al. 2001]): (1) User Interest Modeling: Determines the interests
of the user by analyzing user behaviors on the Web [Gauch et al. 2007]; (2) Filtering: Analyzes incoming
data and represents it according to the user profiles of interest to determine the relevancy of the content to the
user. Figure 1.1 shows the interaction between these modules and the user. The aforementioned systems are
built for various data streams on the Web comprising traditional text such as news and blogs. On the other
hand, to build an information filtering system for social media platforms, their unique characteristics such as
short-textual updates, and real-time nature introduce a plethora of challenges that needs to be addressed.

1.2

Challenges for Social Media Filtering

Social media differs from traditional blogs and web pages in terms of the length of the text and its real-time
nature. While popularity introduces its own problem of information overload for consumers of content on
social media, the short-text and real-time nature have introduced the following challenges in the building of
an effective filtering system:
1. Lack of Semantic Context. The task of analyzing user-generated posts from social media is fundamental to building both the modules of the information filtering system in Figure 1.1. The user modeling
module performs this task to understand user interests [Hanani et al. 2001; Kobsa 2001; Orlandi et al. 2012].
For instance, consider the following post by a user on Twitter:
Example 1: ”Great day for Chicago, Cubs beat Reds, Sox beat Mariners with Humbers perfect game.”

From the above tweet, we can know that the author is sharing information about topics such as Chicago
Cubs, Cincinnati Reds, White Sox, and the Seattle Mariners. By the common assumption that ”the user shares
information he/she is interested in”[Hanani et al. 2001], the user modeling module can infer that the user is
interested in the topics mentioned in the tweet. On the other hand, the filtering module disseminates this post
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to those users who are interested in these topics. Therefore, it is important for both the user modeling and the
filtering module to identify topics from social media posts.
Topic identification is mapping the content to topics such as politics, sports, and entertainment [Clifton
and Cooley 1999; Lin 1995]. Many topic identification techniques have been developed for traditional text
such as blogs and news. However, these techniques are argued to not perform well on social media text
because the short-text on social media lacks semantic context for processing [Sriram et al. 2010; Derczynski
et al. 2013].
2. Real-time and Dynamic Topical Vocabulary.

Social media reflects our dynamic world in near

real-time [Sakaki et al. 2010]; for example, it can track a natural disaster, an election, or a sports event.
These topics dynamically evolve over time with various other related sub events and, accordingly, the vocabulary used on social media changes to reflect the happenings. For examples, (1) 2014 Indian election
had various sub events associated with it such as the announcement of prime ministerial candidates, issues
regarding corruptions in the political parties related to the elections, and polls in different states. This topic
was represented by multiple terms on Twitter such as #modikisarkar, #NaMo, #VoteForRG, and
#CongBJPQuitIndia, that evolved over time [Spiders 2012]. (2) Disasters such as Hurricane Sandy also
exhibits changes over time. They have been shown to have various phases over time such as mitigation,
preparedness, recovery, and response phases. This reflects on social media where the conversations related to
disasters change significantly over time [Palen 2008]. Particularly, during Hurricane Sandy, the representative hashtags evolved from #Frankenstorm and #Sandy, at the start, to #StaySafe and #RedCross
during the disaster and #ThanksSandy and #RestoreTheShore after the hurricane. The aforementioned examples, 2014 Indian election and Hurricane Sandy, are diverse in nature, however exhibit a common
characteristic of change in representative vocabulary used over time on social media.
More than 50% of users on social media are interested in dynamic topics and resort to social media to
keep themselves updated [Anderson and Caumont 2014]. In order to filter posts for these dynamic topics, it
is important for the filtering system to adapt to the changes happening in the real-world. With social media
platforms allowing filtering based on keywords (or a combination of keywords) as filters, it is challenging for
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an information filtering system to continuously monitor for new, evolving keywords to filter posts relevant to
the topic of interest in real-time.
3. Scalability. In building an information filtering system, it is important to consider the aspect of the
large number of users on these social media platforms who are looking for real-time updates. Therefore,
it is necessary for the system to scale the dissemination of filtered information to such a large set of users
in real-time. The present use of centralized dissemination systems, overloads either the client or the server
based on the tasks distributed on either ends. This challenge needs to be addressed for building a efficient
scalable content dissemination system.

1.3

Semantic Approaches for Social Data Filtering

This dissertation focuses on personalized filtering of social media streams presenting novel methodologies
that address the challenges detailed in Section 1.2. A common theme across the methodologies developed
is the use of semantic techniques and technologies. These techniques utilize knowledge sources to enrich
semantics of short-text for processing. Semantics is the relevant information inferred from knowledge sources
related to the content in short-text to facilitate better understanding and processing. For instance, considering
Example 1, the relevant information for Chicago Cubs, a topic mentioned in the post, can be its association
with Major League Baseball Teams, or its players such as Jason Herward and Kris Bryant. Such information
is encompassed in knowledge sources that are commonly available on the Web [Bizer et al. 2009; Suchanek
et al. 2008]. They can be harnessed to address challenges in social media filtering.
The availability of knowledge sources on the Web has grown significantly in the recent times [Bizer et al.
2009; Suchanek et al. 2008], particularly due to the focus on transforming the Web of hyperlinks to Web of
Data [Bizer et al. 2008]. However, not all knowledge sources are suitable for social media filtering because:
(1) the knowledge source has to have broader coverage of topics since the filtering system needs to handle
large and diverse set of users on social media; (2) to keep up with the real-time nature of social media platforms, it is important for the knowledge source to also be dynamically updated. Therefore, in this dissertation
we harness Wikipedia, a semi-structured, collaborative encyclopedia, that satisfies the above requirements.
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While diversity, in terms of the domain coverage has been a prominent characteristic of collaboration on the
Web [Gruber 2008], Wikipedia is updated in almost real-time and reflects unbiased views regarding the happenings in the real-world [Ferron and Massa 2011; Osborne et al. 2012]. Therefore, the approaches presented
in this dissertation to tackle issues such as lack of context and dynamically changing vocabulary on social
media, exploits the structure of Wikipedia to build novel methodologies for information filtering.
While semantics derived from Wikipedia are utilized to process and understand textual content, Semantic
Web technologies play an important role to represent and facilitate machines to process such information.
For social media, these technologies could be adopted for the representation of user profiles, their network,
and their social activities. Also, by representing user profiles and networks with these technologies, this
dissertation combines the advantages of such technologies with pragmatic Web 2.0 approaches to provide
scalable content dissemination for information filtering systems.
In this context, the hypothesis is stated as follows:
Thesis Statement: The short-text, and the real-time nature of social media platforms has introduced
challenges such as a lack of semantic context and a dynamically changing vocabulary for personalized filtering. Semantic techniques and technologies can be leveraged to develop novel methodologies to address the
challenges in building a personalized filtering system for social media content.
Following, Sections 1.3.1, 1.3.2, and 1.3.3 introduce each of our approaches developed to address the
challenges presented in Section 1.2 and specific contributions of the corresponding approaches in building an
information filtering system for social media.

1.3.1

Enhancing Semantic Context using Hiearchical Interest Graphs.

In Example 1, a user mentions, Chicago Cubs, Cincinnati Reds, White Sox and the Seattle Mariners. A human
brain, with knowledge about these topics, can infer that the user is mostly sharing information about baseball
teams and hence may be broadly interested in Baseball. Machines, however, lack this ability to infer such
semantics to enhance the understanding of short-text. On the other hand, Wikipedia encompasses a category
structure with such taxonomic knowledge that can be automatically extracted and utilized. Figure 1.2 shows
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the associated relevant information that can be inferred from Wikipedia for topics mentioned in Example 1.
Therefore, in this dissertation we develop a novel methodology that harnesses Wikipedia category structure
to build a hierarchical context for short-text. This methodology is primarily utilized to infer the hierarchical
interests of users from their social media posts, and the interest profile is termed as Hierarchical Interest
Graph. The Hierarchical Interest Graphs not only contain the interests of users that are explicitly mentioned
in their posts (such as Chicago Cubs, Cincinnati Reds, etc.) but also those that are implicitly inferred from
the knowledge base (such as Baseball, Major League Baseball).

Figure 1.2: A subset of concepts from the Wikipedia category graph associated to topics mentioned in Example 1

By building a methodology that augments short-text with knowledge from the Wikipedia category graph
we address the lack of context challenge mentioned in Section 1.2. Furthermore, in the context of information
filtering, it allows the system to infer implicit interests of users’. By utilizing these implicit interests, for
example, Baseball and its related topics, we will be able to broaden the coverage of tweets filtered for the user.
Table 1.1 shows the tweets that can be filtered using knowledge-enhanced interest profiles versus interests that
are purely extracted from the content generated by users, particularly for the author of Example 1. We can see
that, the first tweet contains Chicago Cubs which is explicitly mentioned interest in Example 1. Therefore,
this tweet can be filtered by both the profiles. However, the rest of the two tweets in Table 1.1 are related to
Baseball and can be filtered using the Hierarchical Interest Graphs because it is comprised of Baseball and
related topics that are inferred as relevant interests of the user based on Wikipedia.

1.3. SEMANTIC APPROACHES FOR SOCIAL DATA FILTERING
Tweets for Filtering
The #Cubs winning World Series? ’Holy grail of
baseball’ http://usat.ly/1pbSvqS
Today in 1955, the New York Giants(baseball) signed
Willie McCovey as an amateur free agent.
Sergio Romo says Bryce Harper should switch jobs if he
doesnt like how baseball is played today.
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Content Only
Interest Profile
X

Hierarchical
Interest Graph
X

7

X

7

X

Table 1.1: Social media posts that can be filtered for the author of Example 1 using a content-based interest
profile and Hierarchical Interest Graph.

1.3.2

Harnessing Evolving Knowledge Base for Continuous Filtering

The evolution of a topic over time in the real world is reflected by dynamic changes in the representative vocabulary on social media platforms such as Twitter. Referring to the example in Section 1.2, the 2014 Indian
election had various sub events such as the announcement of prime ministerial candidates, issues of corruption related to the elections, and polls in different states. Therefore, the event was represented by multiple
hashtags on Twitter, such as #modikisarkar, #NaMo, #VoteForRG, and #CongBJPQuitIndia,
that evolved over time [Spiders 2012]. To filter tweets relevant to such dynamic topics of interest on social
media, it is important to contextually update the keyword filter.
Wikipedia comprise of articles that contain information about these dynamic topics. For example, information on 2014, Indian election is contained in the Wikipedia article https://en.wikipedia.org/
wiki/Indian_general_election,_2014. Such articles are updated by users on the Web in realtime [Ferron and Massa 2011; Osborne et al. 2012] and these updates are reflected on the hyperlinks to other
Wikipedia articles added in the article of interest (2014, Indian general election). Therefore, the hyperlink
structure of Wikipedia1 evolves over time based on the happenings in the real-world related to the dynamic
topic of interest. For example, in Figure 1.3, we can see the evolution of links on Wikipedia article 2014 Indian general election2 . In this dissertation, we utilize this evolving structure of Wikipedia as semantic context
to continuously select keywords from the social media stream to update the filter that collects relevant posts
over time.
1 A graph structure constructed based on the links between Wikipedia articles, where the vertices are Wikipedia articles and the edges
are present if the target article is mentioned and linked in the source article.
2 https://en.wikipedia.org/wiki/Indian_general_election,_2014 (Accessed March, 2016)
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Figure 1.3: The evolution of the Wikipedia hyperlink graph – one hop from Indian General Election

1.3.3

Scalable Content Dissemination

Filtering systems that performs centralized dissemination of content raise scalability issues due to the growing
number of participants on social media platforms. This work builds as an extension to the Googles PubSubHubbub protocol (PuSH), which improves the scalability for content dissemination. Its original broadcasting
feature is enhanced in order to allow distributed filters to decide to whom the information has to be disseminated. Using this approach, content is delivered on demand to a list of interested users. This is done by
combining PuSH (including an RDF ontology to describe its core attributes), SPARQL 1.1 Update, and a
lightweight vocabulary for modeling user interests on the Social Web. Therefore, this approach aims at combining “the best of both worlds, re-using efficient and pragmatic Web 2.0 approaches (PuSH and RSS) with
outcomes from the Semantic Web community (lightweight vocabularies and SPARQL). Also, the application
of this extension to SMOB (Semantic Microblogging framework) for publisher controlled, scalable dissemination of content is presented. Yet, this approach is application agnostic, and can be adopted by any systems
requiring scalable content broadcasting.

1.4

Dissertation Organization

This dissertation is organized as follows: Chapter 2 details related background. It introduces the relevant definitions and related research fields such as Social Web, Semantic Web, and Information Filtering. Chapter 2
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also comprises the related work associated with addressing challenges in developing an information filtering
system for social media users.
The core of the dissertation is discussed in Chapters 3 to 5. Chapter 3 motivates the problem of lack of
context and discusses an approach that utilizes the Wikipedia category structure as a hierarchical knowledge
base to contextualize short-text inferred from this knowledge base. This chapter highlights the significance of
the hierarchical context for of building user interest profiles with a user study and its impact in social media
filtering systems.
Chapter 4 focuses on tackling the dynamic vocabulary problem by leveraging the Wikipedia hyperlink
structure. This chapter details a relevant analysis of hashtags representing dynamically evolving topics and
a methodology that can be utilized to detect relevant hashtags in real-time for filtering dynamic topics. The
evaluation of the methodology is performed on data collected during real-world dynamic events.
The scalability challenge in developing an information filtering system is addressed in Chapter 5. This
dissertation is concluded with Chapter 6, where the main results and finding of this dissertation are summarized with possible future work and extensions.

2
Background and Related Work
2.1

World Wide Web

In 1990, Tim Berners Lee invented a hypertext system for information management in CERN [Berners-Lee
1989] and called it the World Wide Web (WWW). The initial idea was to access and read information from
documents that reside in different computers which are connected using internet. In order to accomplish
this goal, Tim Berners Lee created three different technologies that are the foundation of today’s Web (1)
HyperText Markup Language (HTML) is a markup language; (2) Uniform Resource Identifier (URI) is a
unique identifier to identify and access resource on the Web; and (3) Hypertext Transfer Protocol (HTTP) is
used to retrieve resources from across the Web. Including these technologies, Tim Berners Lee also developed
applications such as Web browser to display HTML pages and a Web server that is utilized to server HTML
pages on request. Identifying that WWW could have much broader applications Tim Berners Lee made it
available for everyone on a royalty free basis. This idea was revolutionizing and changed the landscape of
information sharing. The latest statistics show that almost half of the world use internet(3.3 Billion) with
more than 100 billion documents created [Statistics 2016].

2.1.1

Web 2.0 and The Social Web

The WWW has evolved from a system designed for consumption of published information present on different computers to a platform that facilitates user participation. This transformation is referred to as Web 2.0,
and the term was popularized by Tim O Reily [O’reilly 2007]. Web 2.0 has encouraged websites that offer
services to users to create, share, interact, and collaborate among each other. The definition of Web 2.01 from
1 https://en.wikipedia.org/wiki/Web_2.0

(Accessed March, 2016)
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Wikipedia is as follows:
Web 2.0 describes World Wide Web sites that emphasize user-generated content, usability, and interoperability. [...] Although Web 2.0 suggests a new version of the World Wide Web, it does not refer to an update to
any technical specification, but rather to cumulative changes in the way Web pages are made and used. A Web
2.0 site may allow users to interact and collaborate with each other in a social media dialogue as creators of
use generated content in a virtual community, in contrast to websites where people are limited to the passive
viewing of content. Examples of Web 2.0 include social networking sites, blogs, wikis, folksonomies, video
sharing sites, hosted services, Web applications, and mashups. [...].
The snippet defining Web 2.0 is extracted from Wikipedia, which is a crowd sourced encyclopaedia
formed and maintained following the principles of Web 2.0. Delicious, Facebook, and Twitter are also a
few examples where users play the prominent role of creating and consuming information. Users on these
websites build a certain relationship with each other giving a social aspect to the Web. These relationships
are built based on the goal of each website, for example: (1) editing the same article on Wikipedia to create
crowd-sourced knowledge; (2) tagging the same image and article on Flickr and Delicious; (3) building
a social network of friends on Facebook and followers on Twitter for sharing information. This class of
websites that involves a social aspect in creating and consuming information represents the Social Web.
Social media, as the name suggests, also constitute to the same class of websites that represent the Social
Web. Social media focuses on building online communities of people who share or want to explore similar
interests and activities. For instance, Facebook is a personal social network, where as sites such as LinkedIn
are designed to focus on professional networks. LiveJournal, Google Scholar, and recently ResearchGate
cater to the niche research community where researchers build their network with other researchers in order
to follow their professional updates. Social media have significantly grown in popularity in the recent times
because they have transformed the landscape of communication by being a prominent medium for interacting,
sharing news and information with their network of friends. Therefore, the content on these websites are
tremendously increasing, as shown in Table 2.2, creating significant information overload on the consumers
of information on these platforms. This dissertation is dedicated to addressing the information overload
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Motives
Travelers
Religion
Dating
Images
Videos
Music
Personal
Professional
Research
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Social Networks
Couchsurfing
MyChurch, iChristianLife
OkCupid, Match
Flickr, Instagram, and Pinterest
Youtube
Last.FM, Spotify
Facebook, Google+, and Twitter
LinkedIn
LiveJournal, Google Scholar, and ResearchGate

Major Content-Type
Text
Text
Text
Images
Videos
Music
Text
Text
Documents and Text

Table 2.1: Examples of social networks by the domains they cater to
Social Network
Facebook
Twitter
Pinterest
Instagram
Spotify

Per Minute Content
293,000 posts
433,000 tweets
3,400 pins
67,000 photos
14 Songs

Table 2.2: User generated content on social networks in 60 seconds
challenge on social media platforms. The dissertation particularly focuses on reducing information overload
on social media platforms that create short textual content. In this context, the following section introduces a
social media platform, Twitter, that has been extensively utilized for our experiments in building a semantic
information filtering system.
Twitter. Introduced in 2007, Twitter is a popular microblogging platform. Microblogging is a type of
blogging that allows users to publish short textual updates called microblogs2 . On Twitter, the microblogs
created are called tweets and are restricted to a 140 character limit. A user on Twitter can receive updates of
another by ”following”, where a ”follower” receives updates of a ”followee”. To interact with other users
’@username’ is used as a markup that notifies the corresponding target user. Furthermore, this markup is
automatically used to repond to a tweet from a followee and the process is called ”replying”. A tweet from a
followee can be further propogated to the follower’s network as a ”retweet”. The retweeting is a prominent
mechanism of spreading information of the follower’s choice to a larger audience. Retweets are a good
indicator of the popularity of the topic the tweet represents. Twitter users have also adopted a mechanism
called hashtags where ”#” is used as a precursor to a word that represents the topic of the tweet. Hashtags
2 https://en.wikipedia.org/wiki/Microblogging

(Accessed March, 2016)
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have gained significant popularity specifically to search tweets by hashtags.
Twitter follows a unidirectional paradigm where a user can receive another user’s updates without reciprocation3 The unidirectional paradigm has had Twitter exhibit different characteristics compared to that of
regular social media platforms such as Facebook, and Flickr. Hence, it has been a debate whether Twitter
belongs to the class of social networks or news media [Kwak et al. 2010]. Twitter’s competence as a news
media is further supported with the fact that many tweets are on real-time news and information; and significant number of users join Twitter as information seekers. The value of ”real-time” information shared
on Twitter are not only consumed by Twitter users but also leveraged by (to name a few): (1) Journalists to
unmask news and happenings in the world [BBC 2015; Anderson and Caumont 2014]; (2) Disaster management organizations to coordinate relief efforts [Acar and Muraki 2011]; (3) Companies to understand peoples
sentiments and emotions towards their products [Bollen et al. 2009; Chen et al. 2012; Wang et al. 2012].
Twitter has transformed to be a significant and popular platforms for information sharing. The adoption
of Twitter can be seen in Table 2.34 which shows the average number of active users on Twitter. Although,
Table 2.3 shows 302 Million active users in 2015, presently over 500 Million users are registered on Twitter
and over 500 Million tweets are published every day. With these numbers, it is practically impossible to follow
and keep track of interesting information for users. In this dissertation, we build an information filtering
system for this platform. Our experiments has utilized Twitter data particularly because of the openness of
the platform. Most of the users on Twitter post updates publicly that can be crawled using the Twitter Search
and Streaming API5 . The Streaming API has been a big boost for researchers who are interested in analyzing
real-time Twitter data. Therefore, such features from Twitter has also led to datasets that are openly available
for research [TREC 2015].

2.1.2

Semantics and The Semantic Web

Semantic Web, an ongoing evolution of the WWW was initiated by Tim Berners-Lee in 1999. Based on
his initial proposal of WWW in 1989, Tim Berners-Lee had envisioned WWW to not only be a publishing
3 Users

do not need mutual consent to receive updates of each other unless they have a private account.
(Accessed March 2016)
5 https://dev.twitter.com/ (Accessed March 2016)

4 http://www.internetlivestats.com/twitter-statistics/
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2015 (Q1)
2014 (Q4)
2013 (Q4)
2012 (Q4)
2011 (Q4)
2010 (Q4)
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Average Active Users
302
288
241
185
117
54

Number of Tweets per day
500
400
350
250
100
50

Table 2.3: Average number of active users and tweets per day over time on Twitter (M - millions)
infrastructure of documents and links but also an expressive Web with objects and relations. For instance, the
objects could represent concepts, people, etc and the links between them express relationships between. By
semantically connecting meaning of content on Web pages, we could bring structure to the Web [BernersLee et al. 2001]. Therefore, Semantic Web can be considered as an extension to the current Web, whose
information is not only human readable but the structure makes it also machine processable.
In order to structure the WWW and have a functioning Semantic Web, it was necessary for a few technologies to extend the previous ones developed at CERN. Firstly, to represent the information on the Web,
Knowledge Representation technologies have played a prominent role. Hence, adding meaning to the content
on the Web. These technologies are transforming the Web of documents to ”Web of Data”, where information on the WWW have global identifiers that are linked to each other with relationships. Such structure
makes the Semantic Web a large online database that can be queried. These technologies can be broadly
categorized into the following two: (1) URIs [Berners-Lee et al. 1998] and RDF [Klyne and Carroll 2006]
(Resource Description Framework) provides a common model to define Web resources and represent assertions about these resources. (2) Ontologies [Gruber 2009], which can be defined for instance using RDFS RDF Schema [Brickley and Guha 2004] - and OWL - Web Ontology Language [Dean et al. 2004] to represent the semantics of Web resources and their assertions in an interoperable way. Utilizing these technologies
to represent information also facilitate machines to automatically process information and the knowledge
associated with it. This aspect has been the Semantic Web initiative.
The Semantic Web Stack in Figure 2.1 illustrates the architecture of the Semantic Web. The stack comprises of the technologies and standards at the bottom that includes the URIs. XML and RDF forms the syntax
layer whereas modelling more expressive knowledge such as ontologies and vocabularies can be done uti-
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lizing RDF(S)/OWL. Querying these representations of data can be performed with SPARQL. Formal logic,
proof, and trust that are concepts of Artificial Intelligence [Russell et al. 1995] are the higher layers in the
stack which facilitates complex inferencing abilities for Semantic Web applications.

Figure 2.1: The Semantic Web Stack

The fundamental technologies for Semantic Web and that are utilized in this dissertation is presented in
detail in the subsequent Sections 2.1.2.1, 2.1.2.2, and 2.1.2.3.
2.1.2.1

RDF – The Resource Description Framework

Originally designed as a data model for metadata, RDF is now the standard data model for data interchange
on the Web. It was first adopted in 1999 as a W3C recommendation and its first specification RDF 1.0 was
published in 2004 [Standards 2016].
Web comprises of hyperlinks between web pages that form a link structure. This link structure is further
extended by RDF to form a directed, labelled graph where the vertices are resources and the edges are
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the relationships between them. Resources in RDF denotes something in the world. There are two types of
resources in RDF, i.e. referent and literals. Referent represent, everything that can be identified and described.
They can be either identified by a URI or a blank node. Blank nodes are resources with a proper identity
which, however, have an unknown or irrelevant identifier. Literals, on the other hand, are resources without
an identifier but a literal value. Literals have datatypes such as strings, numbers, and dates. Relationships
links resources. Each pair of resources (vertex) and the link between them in the directed, labelled graph
model of RDF is called a triple. The source vertex of the directed link is the subject, the target the object and
the labelled edge between them is the predicate. The triple is also called as a RDF statement. For example,
”Barack Obama’s birth place is Hawaii” is represented as RDF as shown in Figure 2.2.

Figure 2.2: RDF statement representing ”Barack Obama’s birth place is Hawaii”

RDF also has other serializations such as RDF/XML, Turtle, and JSON-LD. RDF/XML is one of the
most used representations and the same statement shown in Figure 2.2, can be represented using RDF/XML
as shown in Listing 2.1. The advantage of such representation is that the vast range of XML tools can be
leveraged to parse the XML.
<?xml version ="1.0"?>
<rdf:RDF xmlns:rdf="http://www.w3.org /1999/02/22-rdf-syntax-ns#"
xmlns:example ="http://example.com/">
<rdf:Description rdf:about="http://example.com/Barack_Obama">
<example:birthPlace rdf:resource="http://example.com/Hawaii"/>
</rdf:Description>
</rdf:RDF>
Listing 2.1: RDF/XML representation of Figure 2.2
More information can be added to this graph. For instance, knowledge about the resources present in the
graph can be extended, with information about its types. The resource http://example.com/Barack_
Obama represents a person and http://example.com/Hawaii represents a place. Figure 2.3 and
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Listing 2.2 displays the addition of information to the RDF statements in Figure 2.2.
@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
@prefix dbo: <http://dbpedia.org/ontology/> .
@prefix example: <http://example.com/> .
example:Barack_Obama example:birthPlace example:Hawaii .
example:Barack_Obama rdf:type dbo:Person .
example:Hawaii rdf:type dbo:Place .
Listing 2.2: RDF/Turtle representation with types

Figure 2.3: RDF statements extending Figure 2.2

Listing 2.2 is also an example of the use of namespaces. These namespaces are used to abbreviate URIs.
In turtle format, @prefix is used in the beginning to define a namespace used in the RDF statements.
We have utilized the dbo namespace which is a specific vocabulary that is used to describe entities on
Wikipedia. Reusing such vocabularies, we will be able to further extend the knowledge associated with
these vocabularies. We can also benefit from interoperability for our data by harnessing popular vocabularies
defined by a large community of experts.
Since, RDF is a general-purpose language for representing information on the Web, it also introduces
some terms and concepts for describing resources. In Listing 2.2, the example utilizes rdf:type property
to describe both the resources. These semantics described with RDF provides a formal meaning to a set of
statements through an interpretation function into the domain of discourse. Such machine-readable meaning can be achieved by defining a vocabulary (a set of terms) for RDF and by specifying what should be
done when such a term is encountered. Currently, two such vocabularies have been agreed upon and standardized: RDF Schema (RDFS) and Web Ontology Language (OWL). The next Section 2.1.2.2 details these
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vocabularies and ontologies, specifically because it is utilized in this dissertation.
2.1.2.2

Ontologies and Vocabularies

Ontology, the term is borrowed from philosophy, is a discipline concerned with the inquiry into the nature of
being and categories of existence. Tom Gruber, a computer scientist, defines ontology as an “explicit specification of a conceptualization” which is, in turn, “the objects, concepts, and other entities that are presumed to
exist in some area of interest and the relationships that hold among them [Gruber 1993]”. Ontology models a
domain of discourse by defining the concepts, relationships, and other distinctions. The goal of creating the
ontologies is for knowledge exchange, integration, and collaborative work. In this context, these ontologies
should be shared and agreed upon by the group of users. This aspect is gaining attention by the development
and adoption of lightweight ontologies shared among communities. For example, the case of schema.org6 ,
the Facebook Open Graph Protocol7 and SIOC [Breslin et al. 2009] as described in.
Working with ontologies have become a lot easier in the recent times, particularly because of the introduction of standard languages and development of a variety of commercial and open source tools for creating
and modifying ontologies. The standard languages include RDF Schema (RDFS)[Brickley and Guha 2004]
and the Web Ontology Language (OWL) [Dean et al. 2004]. RDFS and OWL are used based on the necessity of expressiveness of an ontology. The two languages vary on their expressive power with OWL being
more expressive than RDFS. RDFS is generally used to define lightweight vocabularies and more complex
ontologies are created by using OWL as the standard language.
Ontologies have three primary elements:
• Concepts: Concepts represent abstract or concrete objects of the domain.
• Properties: Properties enriches the semantics of concepts by connecting them. They are the relationships
between classes and/or their instances.
• Axioms: Axioms define the logical assertions about the two aforementioned elements.
6 http://schema.org
7 http://ogp.me/

(Accessed March, 2016)
(Accessed March, 2016)
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In this dissertation, we have utilized RDFS to create a vocabulary to represent social media posts. RDFS
is an extension to RDF semantics. The extension include: definition of classes using rdfs:Class, hierarchical organization of classes using rdfs:subClassOf. In the context of properties, definition of domain
(subject) and range (object) using rdfs:domain and rdfs:range together with rdf:Property. Similar to classes, properties can also be organized within hierarchies using rdfs:subPropertyOf. There
are more properties in RDFS that are designed for the human-readable annotation of resources which include
rdfs:comment, rdfs:label and rdfs:seeAlso. RDFS formal semantics [Hayes and McBride
2004] are defined as a set of entailment rules and axioms which makes it possible to infer and entail additional statements over an existing ontology. A common example of RDFS inference rules is the subsumption
from the class and property hierarchy created using the rdfs:subClassOf and rdfs:subPropertyOf
properties. For instance, a statement President subClassOf Head of State can be used to infer
that a person who is the President is also the Head of State.
Although RDF and RDF Schema are helpful in expressing simple statements, they lack when used inmore
complex cases. That is why Web Ontology Language (OWL) was developed. For more details on OWL please
refer to .
2.1.2.3

SPARQL: Querying the Semantic Web

While RDF is used to represent data in a rich format, SPARQL is a set of specifications that provide languages
and protocols to query and manipulate RDF graph content on the Web or in an RDF store [Consortium et al.
2013]. RDF and SPARQL are analogous to relational database and SQL and also, SPARQL is termed as the
SQL of the Semantic Web. Tim Berners-Lee argues that: Trying to use the Semantic Web without SPARQL
is like trying to use a relational database without SQL8 . SPARQL features four different types of queries:
(1) SELECT: These queries are created to retrieve the results either as triples, columns, or a combination of
them; (2) CONSTRUCT: Queries help in retrieving results as graphs from the data store; (3) ASK: These
queries result in boolean answer to check for existence of a pattern in the datastore; (4) DESCRIBE: Queries
are used for obtaining an RDF graph from the end point. The contents of this RDF graph and serialization
8 https://www.w3.org/2007/12/sparql-pressrelease
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depend on the implementation of the endpoint. The WHERE clause in these queries functions to restrict the
results to the ones of interest, exactly as the functionality of the WHERE clause in SQL.
In order to query RDF data, SPARQL uses a graph pattern matching approach. It encompasses features to
query multiple required and optional graph patterns along with their conjunctions and disjunctions. Complex
queries in SPARQL include set operators such as union, optional query parts, and filters. SPARQL 1.1, a
recent version of SPARQL, incorporates new features that include value aggregation, path expressions and
nested queries. While these include creation of SPARQL queries and its features, the results of from these
SPARQL queries can be result sets or RDF graphs. It supports many formats such as XML, JSON, CSV,
TSV. SPARQL with ASK queries and CONSTRUCT queries can be used for creating boolean yes/no queries
for checking the existence of data and facilitating creation of new RDF graphs from query results. Finally,
DESCRIBE queries allow to obtain a graph describing a queried resource.
As an example, the SELECT query in Listing 2.3 returns in “details of a person such as first name, family
name, and the contact info” of people in the data store.
PREFIX foaf: <http://xmlns.com/foaf/0.1/>
SELECT ?firstname ?familyname ?contact
WHERE {
?person a foaf:Person .
?person foaf:firstName ?firstname .
?person foaf:familyName ?familyname .
?person foaf:phone ?contact .
}
Listing 2.3: Simple SPARQL SELECT Query results in details of a person in the datastore.

2.1.2.4

Linked Open Data

Linked Data refers to the methodology used to share and interlink structured data on the Web. It primarily
refers to four principles specified by Tim Berners-Lee for publishing and linking datasets on the Web. The
four principles are:
1. Use URIs as names for things;
2. Use HTTP URIs so that people can look up those names;
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3. When someone looks up a URI, provide useful information, using the standards (RDF, SPARQL);
4. Include links to other URIs so that they can discover more things.
While the initial focus of Semantic Web researchers was on the theoretical foundations of ontologies,
data modelling, and reasoning, Linked Data which has led to the emergence of Linked Open data and Web of
Data, has introduced more practical applications surrounding the exposed structured data.
Linked Open Data is an effort by the Semantic Web community to link various ontologies to each other
utilizing the aforementioned linked data principles. This in turn has created a massive collection of interlinked
datasets known as the Linked Open Data. Figure 2.4 shows the most recent image representing the datasets in
the Linked Open Data cloud. The datasets encompass diverse domains ranging from encyclopaedic knowledge such as DBpedia, a structured form of Wikipedia exported in RDF [Auer et al. 2007; Bizer et al. 2009],
and biomedical information [Callahan et al. 2013], to music [Raimond 2007], and news [New-York-Times
2014]. These data is generally RDF stored in triple stores and can be easily accessed using a SPARQL
endpoint. Most provide an open access to the SPARQL endpoint.
The adoption of datasets of Linked Open Data for various application shows the success of Semantic Web
technologies. For examples: (1) Facebook with its Open Graph Protocol facilitating any Web page to become
a rich object in the Facebook social graph; (2) Google utilizes Knowledge Graph which encompasses other
datasets and data sources such as Freebase44, and Wikipedia is used by enhance its search results. (3) The
introduction and adoption of schema.org by Google, Bing, and Yahoo has had significant impact on search
algorithms to prove the success of Linked Open Data and in turn Semantic Web.
While some datasets on the Linked Open Data are domain specific which primarily needs significant
manual intervention in its creation, some datasets such as DBpedia and Freebase rely on crowd source knowledge. Primarily, Wikipedia which is a semi-structured crowd sourced encyclopaedia is a prominent source.
The structure of Wikipedia is harnessed to generate structured knowledge and publish it as RDF. In the next
section, we introduce Wikipedia in detail.
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Figure 2.4: Linked Open Data Cloud
2.1.2.5

Wikipedia

Wikipedia is a freely available, collaborative encyclopaedia where anyone online can create, update, and edit
articles. Wikipedia was launched by Jimmy Wales and Larry Sanger in 2001, however the concept of online
encyclopedia was first introduced by Richard Stallman. Stallman’s primary intention was to have an open and
universal access to knowledge which was a revolutionary compared to the corporations’ goal to control and
restrict access to learning materials9 . A controlled version of an online encyclopaedia was Nupedia, which
is considered to be the predecessor of Wikipedia started by Jimmy Wales and Larry Sanger. The primary
differences between Nupedia and Wikipedia is that Nupedia was not a wiki and the content being published
had a stringent seven-step peer reviewed approval process whereas publishing content on Wikipedia is much
easier.
Users collectively edit and update articles on Wikipedia. Wikipedia is edited by over 27 million editors
9 https://www.gnu.org/encyclopedia/anencyc.txt
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and has a worldwide readership of approximately 500 million. It constitutes around 38 Million articles in
more than 250 languages with English Wikipedia alone having more than 5 Million articles. While Wikipedia
makes no guarantee on the validity of the content due to its crowd sourced nature, research suggests that the
quality of the scientific content added to Wikipedia fares comparable to that of Encyclopaedia Britannica
in which the articles are created by experts. Particularly, this research by Giles published in the Nature10
concluded that “the average science entry in Wikipedia contained around four inaccuracies; Britannica, about
three.”11
Wikipedia utilizes a software called wiki. Wikis are server side that facilitates users to create and update
a web page via an interface. The editing of a Wikipedia article is performed by clicking on the edit this page
link. By editing and updating the page the user creates a new version of the article. The wiki technology,
particularly the one running Wikipedia has archiving feature where every edit performed by users are stored
and provides an easy mechanism to revert to previous revision. More importantly, it helps in understanding
the evolution of content of each article on Wikipedia, which has also been a prominent topic of research [Ferron and Massa 2011; McIver and Brownstein 2014; Osborne et al. 2012]. Such research is possible because
Wikipedia allows users to download entire data of version histories. This archival feature has emphasized the
real-time and constantly changing content on Wikipedia.
While Wikipedia has had an extensive volunteer base who edit and update information, Wikipedia has
been a prominent source for information seekers on the Web. Wikipedia has been one of the top popular sites
visited by users in recent years (6th in 2009 and bla bla). On the other hand, websites that are for similar use
such as Encyclopedia Britannica rank 3050. Due to its openness Wikipedia comprises of information about
topics from diverse domains that are read on a daily basis. Also, Wikipedia is considered to be quick with
its updates [Ferron and Massa 2011; Osborne et al. 2012]. Specifically, during evolving events such as the
Arab Springs, and United States Presidential Elections Wikipedia has shown to have been very responsive
with information. This allows and facilitates users online to keep themselves updated with quality information regarding a topic of interest. Wikipedia has also played an important role as background knowledge.
10 http://www.nature.com/nature/journal/v438/n7070/full/438900a.html
11 http://news.bbc.co.uk/2/hi/technology/4530930.stm
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Particularly, the semi-structure of Wikipedia in terms of its hyperlink structure, hierarchical structure, and the
infobox properties has been exploited for various purposes such as building domain models [Thomas et al.
2008], ontology alignment [Jain et al. 2010], classification of tweets [Genc et al. 2011], etc. In this dissertation, we exploit structure derived from Wikipedia as background knowledge for building an information
filtering system for social media.

2.2

Related Work on Information Filtering for Social Media

Filtering, conceptually is one of the primary tasks of our cognition in daily life activities such as: (1) parsing
through headlines and focussing on those topics that are particularly interesting in magazines or news papers;
(2) in a book store we look for books and buy those that are relevant. We filter information and consume
those that are relevant and interesting to us. With the introduction of electronic information and its growth,
applications that computationally perform these filtering tasks have gained attention. Particularly, in the recent times, due to the abundance of information being created on the Web by users and the need for real-time
updates of information, filtering systems are becoming more important. The primary goal of information filtering systems is to reduce information overload, particularly removing redundant and unwanted information
from a stream of information. These systems that are designed to deliver relevant information to individuals
or groups, based on their preferences.
The earliest forms of filtering systems was discussed by Luhn at IBM in 1958 [Luhn 1958]. The futuristic view of increasing electronic form communication and information was recognized and a business
intelligence system was proposed to route relevant information to users and groups in industrial, scientific,
and governmental organizations. However, the primary difference envisioned between a information retrieval
system and a filtering system was automatic dissemination of information, which is one of the large set of
differences as explained in [Belkin and Croft 1992]. The system comprises of a mechanical creation of interest profiles for each individual or group of users and IR techniques play an important role in discovering new
information to be disseminated.
The filtering problem was popular during the 60s and the 70s as Selective Dissemination of Information
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(SDI). Keeping current awareness in the scientific and technological fields, companies such as NASA, and
GM invested in researching and developing systems that disseminates relevant information to their employees. The primary goal of SDI was to provide a regular alerting service as and when new documents arrived
that were deemed interesting to the users where the topics of interests were explicitly defined by the user. It
is also interesting to know the number of documents that were processed each year. NASA in the late 60’s
had stored 500,000 documents with a rate of addition of 20,000 documents per year. Importance of terms
that represent interests and the ambiguity in using those were already presented as challenges.
In the recent times, while information filtering systems have been developed for emails, particularly for
email-spam filtering, the information overload problem associated with the introduction of the Social Web
is gaining traction. Platforms such as Twitter, Facebook, and Google+ generate huge amount of real-time
content and the content being generated is timely relevant. In the below Section 2.2.1, we first discuss the
architecture of the information filtering system and detail on how information overload on social media has
been handled in the literature.

2.2.1

Architecture of Information Filtering Systems

Filtering methods primarily comprise of the following modules: (1) User Interest Modeling: Determines
the interests of the user; (2) Data Analyzer: Analyzes incoming data and represents it according to the
requirements of the Filtering module; (3) Filtering: Compares the representations of incoming data and the
user profile of interest to determine the relevancy of the content to the user; (4) Learning and Modification:
Learns and modifies the interests of the user over time. Figure 2.512 ) shows the interaction between these
modules and the user. Each of these modules represent the prominent tasks of information filtering. In this
dissertation, we simplify the existing architecture of an information filtering system to two modules i.e., the
user modelling and the filtering module as shown in Figure 1.1 in Chapter 1. In this section, we focus on the
related work on the challenges faced in developing these two modules, particularly for social media.
12 Figure

2.5 is architecture of an information filtering system as described in [Hanani et al. 2001]
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Figure 2.5: Generic architecture of an Information Filtering system
2.2.1.1

User Modeling

User Modeling is a process of acquiring knowledge about users that can be leveraged to personalize experience. User models that accurately represents the users can be exploited by most (if not all) personalization
and recommendation systems. Systems such as Amazon’s product recommendation, Netflix’s movie recommendation, Twitter’s followee recommendation, and Google’s targeted advertising leverage user models to
personalize their services.
Acquiring User Information.

Systems either explicitly or implicitly acquire knowledge about users.

Explicit acquisition constitutes interaction with the user that can be: (1) entering profile information by the
user; (2) ratings on items provided by the user; (3) asking a set of questions and requiring the user to answer
(all or) a subset of them. The information explicitly provided by the user may also contain demographics,
age, marital status, interests, and real-time location. While most web 2.0 websites these days require users to
create a profile before utilizing their services, services such as Netflix and Amazon have options to rate items
on their websites. Users enjoy providing feedback on items in the form of ratings. Asking explicit questions
to the users to understand their interests can be an overload. However, this methodology can act as a starting
point, specifically in dealing with the cold start problem. Cold start problem arises when the system does not
have information of users to draw any inference about their interests13 . Explicit acquisition of knowledge is
13 https://en.wikipedia.org/wiki/Cold_start
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Advertising
Twitter Followee Recommendation
Amazon Product Recommendation
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Data Analyzed
Search Queries and Browsing activity
Friends and Follower information, and User
Tweets
Browsing and Shopping activity14

Table 2.4: Data used by personalization and recommendation systems to acquire knowledge about users
generally considered to be more accurate since user is solely responsible for the information provided.
Implicit acquisition comprise of techniques that monitor and analyze user activities to infer users’ interests. Table 2.4 shows some of the examples of user activities that are taken into account by various systems
to understand users and hence customize content. Browsing histories and click behavior to analyze visited
web pages are a common source for analyzing user behavior information for personalizing serach. Whereas
on social networks such as Facebook and Twitter users not only click on articles but also include themselves
in topical networks, and generate content that are analyzed to understand users’ preferences.
Comparisons between explicit and implicit methodologies for acquiring user information have been
performed. While some research have found that explicit acquisition has had better accuracy than implicit [Hanani et al. 2001], others have concluded that there is no statistically significant difference in their
performance. Focusing on the performance of web search, Teevan et al. has shown that ranking of the web
pages in search performs better with more acquired user information [Teevan et al. 2005].
Computationally, implicit acquisition of knowledge about users has gained significant attention. This
is because, implicit acquisition significantly reduces the overload on the users in comparison to explicit
acquisition of interests. In order to perform implicit acquisition, it is necessary to process user generated
content. This involves processing the huge multi-modal, and noisy content being generated by users on the
Web which requires intelligent and scalable algorithms. The implicit acquisition of knowledge can further
be classified into the following: (1) Content-based - User generated content is leveraged for interests mining.
For example, from social media platforms tweets [Kapanipathi et al. 2014], or facebook posts [Orlandi et al.
2012] of individual users can be utilized to generate their interests; (2) Collaborative - these techniques utilize
information from all (or subset of) the other users [Hannon et al. 2010; Huang et al. 2007]; (3) Hybrid - Both
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content based and collaborative techniques are used.
Representation and Interoperability. Focusing on processing textual content, user models representation facilitates summarizing the user generated content into a rich set of interests that reflects the user’s
behavior. Specifically for textual documents, the representations can be categorized into three primary types:
(1) Keywords, (2) Concepts and Entities, (3) Ontological.
Keyword Profiles: User models are represented using words that are extracted from textual sources
that user has shown interest. For example visited webpages, user generated content on the social web, and
interested item descriptions. The extaction of keywords from text also involves some optional preprocessing
such as stop word removal, and stemming. Next, the words are scored using a scoring mechanism to reflect
user’s interest on each work. A specturm of measures such as naive frequency [Abel et al. 2011], tf-idf [Phelan
et al. 2009], information theoretic measures [Orlandi et al. 2012] and those that include temporal aspect of
interests are used to score the interests. Although, the keyword-based representation performs well, the main
concern with this representation is lack of ”understanding” of text. The understanding includes language
grammar, ambiguities, synonymity, dependencies between words, and the words position in the document.
N-gram Profiles: N-grams are contiguous sequence of ”N” words extracted from text. These models may
or may not maintain the sequence dependency between words. For example (make a table here) shows upto
3-grams for the given tweet. Similar to keyword approaches, the n-grams are scored to represent the user’s
degree of interest. N-gram captures compound semantics and context based on the value of ”n”. However,
the N-grams with increasing N gets sparse, inturn making it significantly challenging to score them. Also,
compared to drawbacks of keywords, the n-grams only capture the sequence dependency while ignoring the
rest. Techniques that are term based generally utilize the distribution of terms for analyzing user interests,
for example: term frequencies (TFIDF) [Phelan et al. 2009], and topic modeling (LDA) [Hong and Davison
2010; Pennacchiotti and Popescu 2011]. Although, these approaches work well, they lack semantics that can
play a remarkable role in providing context to short tweets and in turn improve the performance of systems
that utilize interest profiles.
Concept and Entity based Profiles: Entity based user profiles utilize entities, mapped to knowledge
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bases, to represent user interests derived from their tweets [Abel et al. 2011; Orlandi et al. 2012]. The
primary motivation of representing interests as entities is to leverage the background knowledge associated
with the entities of interest, which is yet to be explored. Abel et al. compare hashtag-based, entity-based and
topic-based user models generated from tweets for news recommendation [Abel et al. 2011]. The approach
scores the concepts/interests based on simple frequency technique. The same technique is employed by
TUMS system developed by Tao et al. [Tao et al. 2012] to generate semantic user profiles from tweets. The
weighting scheme used by Fabrizio et al. [Orlandi et al. 2012] to generate semantic user profiles provides
an aggregated score for concepts from multiple social networks (Facebook and Twitter). All these work do
mention their intention to pursue the use of knowledge bases in their future work, which is the primary focus
of our work.
Ontological or Knowledge-based Profiles: Entity based profiles lead to the next representation, i.e.,
the ontological user profiles, where the ontological knowledge about the entities of interest are utilized for
developing techniques to generate ontologies as interest profiles of a user. This kind of representation, synonymously called as graph representation of interests, is also encouraged by industry practitioners.15 While
entity based representation map entities extracted from user generated content to knowledge bases such as
Wikipedia, the knowledge associated to these entities can also be used to infer further user interests. Such
user profiles that utilize the knowledge base and inturn represent user interests as a subset of the knowledge
base are ontological/knowledge-based user profiles. For instance, the hierarchical structure on Wikipedia has
been used to derive user interests. Twopics, a system proposed by Michelson et al. [Michelson and Macskassy
2010]. Twopics is a preliminary work that represents the user profile as a hierarchy of interests where each
interests are scored based on a simple technique. Our work presented in Chapter 3 has shown promise of
utilizing hierarchical knowledge derived from Wikipedia to infer user interests. This work is an extension
to our previous preliminary work [Kapanipathi et al. 2014], with improved literature review, formalizations,
evaluation and analysis of the results obtained by our approach. Researchers have also been explored by creating taxonomies based on the terms in the web documents [Godoy and Amandi 2006; Kim and Chan 2003;
15 http://tinyurl.com/marissainterestgraph
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Xu et al. 2007] or the item descriptions [Ziegler et al. 2004; Zhang et al. 2014]. In [Godoy and Amandi 2006;
Kim and Chan 2003; Xu et al. 2007], the authors have realized top-down techniques to hierarchically cluster
web documents the user is interested in. Both techniques are built upon term based approach and the hierarchical clusters of terms form the user profiles. On the other hand, approaches proposed by Ramanathan et
al. [Ramanathan and Kapoor 2009] and Sieg et al. [Sieg et al. 2007] combine ontologies with content in Web
documents to create contextual user profiles. The former rely on terms to map web documents to Wikipedia
entities, whereas the latter leverages the knowledge base DMoz16 with an adaptation of spreading activation
to map Web documents.
2.2.1.2

Filtering Module

The filtering module compares the user models to the incoming stream to deliver those that are interesting to
the user. A simple filtering mechanism for social media is those that are provided by the existing platforms.
For instance, Twitter allows filtering by restricting to a set of users utilizing the “following” phenomenon.
However, information overload still persists. Therefore, various similarity metrics that includes: (1) Set based
similarity metrics such as Jaccard co-effiecient and Tversky index; (2) Weighted similarity metrics such as
Cosine similarity and Pearson Correlation; (3) Distribution comparison metrics such as KL Divergence; (4)
Learning algorithms [Ramage et al. 2010; Duan et al. 2010]; (5) Semantic expansion of queries [Mendes
et al. 2010], have been adapted and developed for comparing the user models with incoming content. This
facilitates delivery of relevant information to the users.
Particularly for social media the filtering the filtering module is bound to utilize the infrastructure of the
social media platforms. For instance, the incoming content from Twitter can be filtered based on topics via
a keyword based streaming API provided by Twitter17 . This is the case with other social media platforms
such as Facebook. In this context, more challenges arise. Specifically, it is necessary to include topically
relevant keywords to filter tweets for a particular topic of interest. In cases where the topic of interest are
dynamically evolving such as US Presidential Elections, Super Bowl, or Arab Spring this task of including
16 http://www.dmoz.org/

(Accessed March, 2016)

17 https://dev.twitter.com/streaming/overview
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topically relevant keywords gets non-trivial. Specifically, these keywords that are topic descriptors need to
evolve over time as explained in Chapter 1.
Hashtags are being adopted by users to filter posts in such scenarios because hashtags are being considered
to represent a topic during its creation by the users. Hashtags were introduced by the users of Twitter which
was later supported by Twitter as a form of tagging tweets to enable searching, clustering and filtering.
Hashtags or in general tags have been a prominent characteristic of social media platforms. Ames et al [Ames
and Naaman 2007] analyzed the motivations for tagging on Flickr. Suchanek et al [Suchanek et al. 2008] have
analyzed the semantic properties of tags in Delicious to quantify the meaningfulness of the tags and whether
tag suggestions influence the users or not. The one work that has extensive analysis on hashtags behavior
for dynamic topics is the work by Cunha et al [Cunha et al. 2011]. Their work uses a linguistic approach to
analyze hashtag features in a dynamic environment and its impact on the usage and popularity of the hashtags.
While hashtags can be used as topic-descriptors, the evolution of topics still needs to be handled for
filtering. Some techniques have been developed to partially address this issue. Firstly in the context of
recommending relevant tags (not particularly for an evolving event), Sigurbjornsson et al [Sigurbjörnsson
and van Zwol 2008] analyze tags on Flickr and categorize them using Wordnet. Further, they also use cooccurrence as a basis for Flickr tag recommendation.Tag co-occurrence has also been used by Waterna et
al [Wartena et al. 2009] as the basis for recommendation, whereas Cattuto et al [Cattuto et al. 2008] have
employed tag co-occurrence as one of the measures to determine tag relatedness. Work by Zangerle et
al [Zangerle et al. 2011] recommends hashtags during the generation of the tweet. This is performed by
measuring the similarity of prior tweets of an hashtag to the content being generated.
In the context of expanding the topic descriptors for filtering, Mendes et al [Mendes et al. 2010] proposed a
framework Twarql for flexible querying of Twitter stream. Twarql extracts information and encodes tweets in
a structured format using semantic web technologies that can later be queried using an expressive and flexible
query language. The expansion of topic descriptors can be performed by forming SPARQL queries that
enhance the filtering with relevant background knowledge. However, sourcing the tweets for such expansion
is a challenge that we address in Chapter 4. Twitcident [Abel et al. 2012] is also a framework for filtering,
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search and analyzing information on real-world incidents. The system is robust and has many features to
track and analyze a workreal-world event. However, the prominent difference between Twitcident and the
work presented in Chapter 4 is the use of background knowledge with hashtags besides co-occurrence criteria
to retriece event-specific tweets. Rowe et al [Rowe and Stankovic 2011] have combined machine learning and
semantic web technologies to align tweets with events on a sub-event level granularity (Example: considering
a Conference as a dynamic topic and the talks in the conference as the evolution of the topic). Their approach
presumes the availability of structured information of events. The other aspect is that aligning events is done
for a static set of tweets and is not flexible for real-time events.

2.2.2

Scalability Aspects for an Information Filtering System.

Each module of a filtering system faces scalability issues while building a system for social media because of
the immense number of users and data on these platforms. These numbers are growing each day. Efforts in
scaling for data processing has seen significant progress. For instance: Hadoop [White 2012], Storm18 , and
Spark19 are open-source software developed for distributed and scalable computing. On the other hand, the
filtering systems need to deliver information to a large set of users and scaling the dissemination of content
has not been well addressed. In Chapter 5, we present our work that extends PubSubHubbub for distributed
and scalable content dissemination.
Centralized dissemination, which is the framework used by most systems, overloads either the client or
the server for broadcasting content. Particularly the filtering module can be distributed to also disseminate
content. This task is usual even for social networks because they deliver information to their registered users.
Cuckoo [Xu et al. 2010] is a decentralized P2P socio-aware microblogging system. It focuses on providing a
reliable and scalable system to increasing the performance with respect to traditional centralized microblogging systems. Yet, they rely on a more complex architecture which is not only HTTP based and makes it
difficult to deploy in practical Web-based environments. FETHR [Sandler and Wallach 2009] is another open
and distributed microblogging system, that emphasizes about the scalability, privacy and security. While
18 http://storm.apache.org/
19 http://spark.apache.org/
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using a publish-subscribe approach, information is sent from the provider to all its subscriber (one of the
reason while PuSH was build). More recently, [Tramp et al. 2011] is at a close proximity to this work but
on mobile platforms. They provide a semantic social network for mobile platforms, but do not tackle the
privacy aspect. In addition, larger open-source projects such as StatusNet or diaspora also enable distributed
Social Networks using similar stacks (notably including PuSH and the Salmon protocol20 for pinging-back
comments), but neither directly focus on on-demand and dynamic privacy settings.

20 http://www.salmon-protocol.org/
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3
Hierarchical Interest Graphs from
Tweets
“You are what you share.”
Charles W. Leadbeater, We Think: The Power Of Mass Creativity

Tweet: How to make Linked Data more than data http://bit.ly/cILgV5 #linkeddata.

From the above tweet, we can infer that the author is sharing information about Linked Data, and hence,
may be interested in the topic. On the other hand, for the consumers of content, this tweet may be relevant
for those who are interested in Linked Data. The former task of inferring the user’s interest as Linked Data
is performed by the user modeling module (see Figure 1.1) and comparing the tweet to consumers’ profile to
determine its relevancy for filtering is done by the filtering module. Therefore, processing short-text to extract
topics from a tweet is necessary for both the user modeling and filtering module. However, a information
filtering system can further build context for the tweet by leveraging knowledge bases that comprise of semantically relevant concepts to the topic of the tweet. Particularly, if the system understands that Linked Data
is semantically related to Semantic Web, and World Wide Web, the user modeling module can automatically
infer that the author may also be interested in such topics and the filtering module can disseminate the content to appropriate interested users. In this chapter, we focus on building such semantic context for short-text,
hence addressing the lack of context in order to understand user interest and recommending content on social
media.
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Overview

Personalization is a necessity for consuming information on the World Wide Web, specifically to customize
and alleviate information overload. Google, for example, personalizes search results for individual user to
obtain a ranked list of relevant web pages that meet users’ information need, and Amazon recommends new
products to buy from a large set of mostly irrelevant products. The most important task for such personalization and recommendation systems is to mine the individual user’s interests. This task is typically accomplished by analyzing user activities and user generated content on the web such as click behavior [Agichtein
et al. 2006], shopping history [Huang et al. 2007], and search history [Liu et al. 2002; Sieg et al. 2007].
While Google leverages users’ search history for personalizing search results, Amazon takes into account the
shopping and browsing history of users to recommend new products.
Data about the user is the key to mine user interests. A popular belief is that the more data a system can
acquire about users, the better it is to understand their behaviour and interests. This has led researchers to
be look for new forms of data about users. The introduction of social media and its subsequent popularity
has led researchers to focus on user generated content from these platforms for interest mining. Specifically,
Twitter, a microblogging platform, introduced in 2006, has gained significant attention for such user centric
research including analyzing users’ emotions, sentiments, and trends.
Interests from users’ tweets are determined by mining frequent topics of discussion in them. Many traditional term-based techniques are employed to perform this task. However, due to challenges such as ambiguity and lack of context introduced due to the short-text nature of tweets, these techniques do not perform
well [Sriram et al. 2010; Derczynski et al. 2013]. Entity-based techniques are developed to represent interests as concepts in a knowledge base. Although, they are designed for semantic enrichment of tweets using
background knowledge, entity based techniques have not utilized the potential of background knowledge to
improve the context in tweets. Thus, in this work, we utilize the knowledge associated with entities to semantically enrich users’ interests and in turn build meaningful context. We hypothesize that semantic enrichment
can overcome the “lack of context” challenge by determining and including the related concepts as interests.
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For example, an e-commerce site where users attach their Twitter accounts can exploit the fact that occurrences of the concepts Boston Red Sox and Boston Bruins in a user’s tweets corresponds to interests such as
sports and city of Boston within the knowledge base. The system can subsequently recommend Boston sport
team-branded cups and mugs when they generically search for ‘drinking glasses’.
Knowledge bases encompass structured information linking concepts using relationships. For instance,
DBpedia [Bizer et al. 2009], a prominent open knowledge base on Linked Open Data (LOD) extracted from
Wikipedia, comprises around 4 Million concepts with approximately 2,000 distinct relationships between
them. Via this structured information it is possible to infer that concepts such as Boston Red Sox and Boston
Bruins are related as subcategories to sports and city of Boston. The natural hierarchical organization of
concepts in human memory [Ingwersen 1996] motivated us to explore the hierarchical relationships between
concepts for user modeling. Therefore, we narrowed our approach to utilize only the hierarchical relationships
for discovering user interest from tweets. Hierarchical knowledge is common and readily available in most
open knowledge bases such as Wikipedia1 , DBpedia2 , and Yago [Suchanek et al. 2008]. Specifically, we
prune and harness the category structure from Wikipedia because of its broad coverage of diverse domains
and Wikipedia content for its timely updates.
This chapter proposes a method to infer the interest from a user’s tweets through the use of Wikipedia
category structure. The category structure is first transformed into a hierarchical structure in order to find
hierarchical concepts related to entities identified in a users’ tweets. Then, the methodology utilizes an adaptation of spreading activiation theory, which tries to model the way humans organize and look up information
in memory [Quilian 1968]. By tracing concepts connected to the extracted entities within the Wikipedia hierarchy, we are able to infer: (i) interests that are related to those mentioned in a user’s posts; as well as (ii)
implicit concepts that are relevant but not explicitly mentioned in a user’s post. To evaluate our approach to
hierarchical interests identification we performed a user study that shows a high mean average precision of
76%.
To demonstrate the applicability of our approach, we apply the hierarchy of interests generated to recom1 http://en.wikipedia.org
2 http://dbpedia.org
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mend tweets for users. Recent tweet recommendation systems employ techniques such as Latent Dirichlet
allocation [Blei et al. 2003] and Support Vector Machines [Vapnik 2013], however these techniques are unable to deal with the lack of context in tweets. Furthermore, it has been shown that applying traditional text
mining techniques designed for long text resources perform poorly on tweets [Sriram et al. 2010]. Therefore, we utilize the hierarchical context of tweets generated by employing our approach to develop a tweet
recommendation system.
The contributions of this work are as follows: (1) A framework for identification of interests based on
the user generated content on Twitter. (2) A novel hierarchical representation of Twitter user’s interests using
the Hierarchical Interest Graph. Hierarchical Interest Graphs demonstrates the power of knowledge bases by
not only including interests that are explicitly extracted from user’s tweets but also inferring interests that
are implicit from the Wikipedia category structure. More than 70% of the interests inferred from Wikipedia
category structure are relevant to the users. (3) A novel tweet recommendation algorithm augments content
with hierarchical knowledge and improves the performance of content-based techniques by more than 25%.
The rest of the chapter is organized as follows: We present the approach to generate Hierarchical Interest Graphs in Section 3.2. We detail the tweet recommendation system that utilizes the hierarchical interest
graphs in Section 3.3. The experimental results comprising of user study and tweet recommendation evaluations is explained in Section 3.4.

3.2

Inferring User Interests

Our methodology derives interests of users by harnessing the category structure of Wikipedia. On Wikipedia,
each is categorized to a set of abstract categories by the volunteers and these categories are in turn categorized
into further abstract categories. We term this structure as Wikipedia Category Graph (WCG). For example,
a subgraph of the WCG for the article (Semantic Web) is given in Figure 3.1. The figure shows how users
associate this article with categories such as Internet Ages, and Web Services. These categories are themselves associated with more abstract concepts such as Information Retrieval and World Wide Web. Therefore,
WCG is the graph that encompasses category-article and category-category associations curated by users on
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Figure 3.1: A subgraph of the Wikipedia Category Graph for the article Semantic Web.
Wikipedia. Formally, WCG is defined as a directed graph Gc = (Vc , Ec ) where Vc is a set of vertices which
are either Wikipedia articles or categories and Ec ⊆ Vc × Vc is a set of edges. We define an edge from vi to
vj if vi is a category of vj .
We derive an interest profile for a Twitter user from WCG and term it as Hierarchical Interest Graph
(HIG). HIG is a weighted Directed Acyclic Graph (DAG) pruned from WCG with weights associated with
each nodes, representing the degree of user’s interest. The HIG is derived by a three step approach as illustrated in Figure 3.2. In the Hierarchy Preprocessing step, the WCG is transformed into a Wikipedia
Hierarchy, which is a pruned DAG. Next, the User Interest Generator step processes the tweets of the users
to extract and score their primitive interests. Primitive interests are wikipedia entities mentioned in user’s
tweets. For instance, from the tweet below we can identify entities such as Cincinnati Reds, Chicago Cubs,
and Boston Red Sox. These are the primitive interests of the corresponding author (user) of the tweets.

“Great day for Chicago sports as well as Cubs beat the Reds, Sox beat the Mariners with Humber’s perfect
game, Bulls win and Hawks stay alive”

Finally, the Interest Hierarchy Generator step maps the primitive interests extracted from a users’
tweets to positions in the Wikipedia Hierarchy. This step subsequently derives the users HIG by adapting the
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Figure 3.2: Approach to generate the Hierarchical Interest Graph for a user

Figure 3.3: Hierarchical Level Assignments
spreading activation algorithm to score concepts in the HIG. These three steps are explained in more detail
next.

3.2.1

Hierarchy preprocessor

This module utilizes Wikipedia as a hierarchical knowledge base for our work. Although in the past work
other existing free ontologies such as Wordnet3 , OpenCyc4 , and the ODP taxonomy5 have been used, we
opted for Wikipedia because of its vast domain coverage and timely updates [Ferron and Massa 2011].
Wikipedia has also been leveraged for tasks such as semantic similarity [Ziegler et al. 2006], semantic
search [Guha et al. 2003], and classification of user tweets [Banerjee et al. 2007; Genc et al. 2011; Hu
et al. 2009].
Extracting the hierarchical structure of Wikipedia categories is not straight forward. This is because
it contains cyclic references across categories that make the structure neither a taxonomy nor a hierarchy.
3 http://wordnet.princeton.edu/
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5 http://www.dmoz.org/ (Accessed March, 2016)
4 http://www.opencyc.org/
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For example, the Wikipedia categories Category:Baseball and Category:Major League Baseball refer to
each other, resulting in a bi-directional path in WCG. In this case it is hard to determine whether Category:Baseball is abstract or specific to Category:Major League Baseball. Therefore it is necessary to process
the graph so that a single directional link connects these two categories in a way that captures the fact that
Category:Baseball is conceptually more abstract than Category:Major League Baseball. This processing is
performed in two steps: (1) Categories clean up and (2) Hierarchical transformation.
3.2.1.1

Categories clean up.

We clean the WCG by removing all admin categories6 that are used to manage Wikipedia and are not userful
for our purposes. The removal is done by performing a substring match with the same set of labels used in previous work by Ponzetto et al. [Ponzetto and Strube 2007]. The list of strings include wikipedia, wikiprojects,
lists, mediawiki, template, user, portal, categories, articles, pages. Through this process, 64,362 categories
with 151,732 links were removed from WCG.
3.2.1.2

Hierarchical transformation.

To transform the cleaned WCG into a hierarchical structure, we identify the hierarchical level of categories
in the network based on their abstractness. For this purpose, we define a category’s hierarchical level by its
distance from the root node of the WCG (Category: Main Topic Classifications). The hierarchy levels are
computed using a rooted spanning tree algorithm. Figure 3.3 illustrates a sub graph of resulting hierarchical
levels, where Level 1 is the root and Level 2 represents the broadest categories of Wikipedia. Categories with
even higher levels represent more specific concepts compared to categories with a lower level.
Because levels are defined only by the distance of a category from the root at Level 1, there still exists
cyclic references in WCG that links a concept from a higher level to a lower level (more abstract). For
example, Figure 3.4 shows a link from category E to B when category E has been determined as a more
specific node (Level 7) in the hierarchy than node B (Level 5). These links do not conform to a hierarchical
structure. Therefore, we remove such links to transform the WCG into a hierarchy which is referred to as
6 http://en.wikipedia.org/wiki/Category:Wikipedia_administration
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Figure 3.4: A non hierarchical link
Wikipedia hierarchy (WH). Formally, the WH is a DAG Gh = (Vh , Eh ) where Vh is a subset of Wikipedia
Categories and Eh is a set of directed edges here if and only if the level assigned to vi is smaller than the level
assigned to vj . Using a dump of Wikipedia from April 2013, we build a WH that contains 802,194 categories
associated by over 1.17 million relationships between them. An example of a subgraph of the constructed
hierarchy for the Semantic Web entity is shown in Figure 3.5.7

Figure 3.5: A subgraph of the hierarchy associated with the entity Semantic Web

3.2.2

User Interests Generator

In the next step of the process, the Primitive Interests of a user are identified from a stream of their social
media (Twitter) posts. The interests are subsequently assigned a score reflecting the frequency with which
they are mentioned.
7 Note

that the Wikipedia Hierarchy comprises of only categories from the Figure 3.5, i.e. the rectangular boxes.
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Identifying primitive interests

Primitive interests are the Wikipedia entities found in users’ tweets. In order to identify and extract these
entities. we perform entity recognition on user’s twitter posts. Entity recognition is the process of recognizing
information like names, person, organizations, location names, and numeric expressions from a piece of
text [Nadeau and Sekine 0000]. Although entity recognition techniques are well established, the short length
of Twitter messages (≤ 140 characters) and frequent use of informal and ungrammatical language challenge
many long standing approaches [Meij et al. 2012; Ritter et al. 2011].
Since the focus of the work is on hierarchical interest identification and not entity recognition, we adopted
an existing solution. We chose Zemanta, a commercial entity recognition and linking service, based on
a recent survey by Derczynski et al. [Derczynski et al. 2013]. This survey compared the advantages and
disadvantages of Zemanta against other existing systems including Dbpedia Spotlight [Mendes et al. 2011]
and TextRazor.8 The results of their study is summarized in Table 3.1. We chose to adopt Zemanta based on
the survey outcomes because:
1. It offers the highest F -measure according to Table 3.1;
2. Their web service9 performs entity linking that provides the URL of Wikipedia articles for entities found
in text;
3. The web service provides co-reference resolution for the entities. For example, if Barack Obama and
Obama are mentioned in the same context in twitter messages, Zemanta links both concepts to the single
Wikipedia page for Barack Obama;
4. Zemanta offered our research team a higher daily API request limit (10,000) for this work.
Each entity found in a user’s collection of posts by Zemanta are the primitive interests of the user.

8 http://www.textrazor.com/technology

(Accessed January, 2014)
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9 http://developer.zemanta.com/docs/suggest/
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Precision
20.1
64.6
57.7

Recall
47.5
26.9
31.8

F-Measure
28.3
38.0
41.0

Rate Limit
N/A
500/day
10,000/day

Table 3.1: Evaluation of Web Services for Entity Resolution and Linking
3.2.2.2

Scoring User Interests

Once the primitive interests of a user are identified, we score them to quantify the extent to which each interest
is mentioned. We define the score of a primitive interest as the normalized frequency that the primitive interest
appears in the tweets of user i:
N (ei ) =

f (ei )
f (emax )

where ei is the primitive interest, f (ei ) is the frequency that entity appears across the tweets of user i, and
f (emax ) is the number of times that the most frequent primitive interest of user i appears across all of users’
tweets. Entity scores thus range between 0 and 1.

3.2.3

Inferring the Hierarchical Interest Graph

After scoring users primitive interests based on entities extracted from their tweets, we enrich them by associating them with categories on Wikipedia. For example, an interest Semantic Web10 is related to categories
Category:Semantic Web, Category:Web services on Wikipedia. These categories are utilized to enrich the
profile of users who are interested in the concept Semantic Web. We define the resulting structure that comprises primitive interests and their associated categories as the HIG of a user. The primitive interests in the
HIG already have a score. However, for the other interests in the hierarchy, score needs to be inferred (the
categories related to each primitive interest). Formally, the HIG can be defined as a directed acyclic graph
G = (V, E) where V is a set of labelled tuples (ci , wi ) where ci is a concept on Wikipedia11 , wi ∈ R is the
score associated with the interest ci that represents the degree of a user’s interest in the concept. E is defined
as the set of hierarchical relationships.
The scores for categories in HIG are determined by propagating the score of each primitive interest
10 http://en.wikipedia.org/wiki/Semantic_Web
11 Concept

refers to both Wikipedia articles and categories.
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N (ci ) along the HIG using models inspired by spreading activation theory. This theory has its roots in
Psychology and is inspired by the cognitive models of the human brain [Quilian 1968]. Although the theory
was developed within the cognitive and neural sciences, it has recently been utilized in various domains such
as information retrieval [Crestani 1997], and Semantic Web [Jiang and Tan 2006]. The theory builds on the
assumption that the information in the human memory is represented either through association [Anderson
and Hinton 1981] or via semantic networks [Quilian 1968]. In a semantic network, given a set of nodes that
are initially activated with scores, the search is performed by spreading the scores to its neighbours and in
turn activating the neighbours. The spreading is controlled by an application specific activation function.
In most cases, the activation function encompasses a decay relative to the nodes’ distance from the initially
activated nodes in the semantic network. The theory intends to simulate the process of searching a concept
by the human brain in its semantic network. For example, given the search of a ”Fruit” that ”starts with
letter A”. ”Fruit” and ”A” are initially activated with scores and based on a simple mechanism of spreading
its activation scores to its neighbours in the semantic network, it might result in fruits such as Apple and
Apricot.
In our work, given a set of scored primitive interests (initial activation) we spread the interest scores up
the WH (semantic network) to score hierarchical concepts that are candidate user interests. The spreading is
experimented with multiple activation functions that address various complexities introduced by the category
structure of Wikipedia.

Figure 3.6: Node distribution over tweets
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Bell activation function

The first functional form primarily considers the number of categories at each level of the WH. The WH
generated from the process described in Section 3.2.3 outputs a 16-level hierarchy, i.e. the most specific
categories are found at level 16. The number of categories found at each level of the WH is not uniform
but takes a bell-shaped distribution, as seen in Figure 3.6, with most categories having a hierarchical level
between 5 and 9. Based on the intuition that the presence of more scored categories at the child level leads
to higher score to the parent, the Bell activation function normalizes the resulting interest scores of each
category based on the number of categories at its child level:
P
Aj
Ai =

j∈child(i)

N(hi +1)

where i is the category to be activated, child(i) are the children of category i in the HIG and hi is the
hierarchical level of category i. Aj is the interest score of node j, and N(y) is the number of categories at
Level y of the WH.
3.2.3.2

Bell log activation function

The Bell activation function normalizes the score of a category based on the number of nodes at the next
hierarchical level. However, we note that the peak of the bell curve in Figure 3.6 is at Level 7 and contains
aproximately 250,000 nodes. Because the value at and around this peak level is large, normalizing values
at these levels in the Bell function may bias the resulting interest scores towards categories that have lesser
categories at its child level. To reduce the impact of these huge numbers, we therefore design an activation
function where the normalization is done using log of the number of categories at each level rather than its
raw count:

P
Ai =

Aj

j∈child(i)

log N(hi +1)
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Priority intersect activation function

A primitive interest may have many categories associated with it. For example, the Cincinnati Reds12 have
categories Major League Baseball teams, Sports in Cincinnati, Ohio, and Sports clubs established in 1882.
Although the concept can be categorized into each of these categories in the hierarchy, the challenge here is
in deciding whether these categories have equal significance to the subcateogry or the entity. Our intuition
is that prioritizing these categories according to their significance can make an impact on the results. To
explore this, we utilize the typical Wikipedia convention that the most significant categories of an article
or category are ordered by users in the corresponding Wikipedia pages.13 For example, the categories for
the Wikipedia article Cincinnati Reds are ordered as they are listed above, implying that Category:Major
League Baseball Team is the most significant category of Cincinnati Reds than the rest. To distinguish the
most important category for a node, we consider a third activation function that incorporates a preferential
path constraint. The preferential path constraint is a weight associated to each edge in the hierarchy where
the weight represents the significance (preference) of the category at one end of the edge to the associated
subcategory/primitive interest at the other end. We thus consider multiplying the parameter that is inverse of
Pij , where Pij is the rank of category j for sub-category i, to the Bell log activation function prioritizes the
activation from left most categories to the right for every node.
We also note that some nodes in the HIG form the common ancestors of multiple primitive interests for
a given user. Our hypothesis is that these categories in the hierarchy that are common ancestors to a higher
number of primitive interests in comparison to their immediate children, are better representative of the user
interests. For example, consider an HIG in Figure 3.7 comprised of the primitive interests Rusney Castillo,
Rick Porcello, Dustin Pedroia, Andrew Susac, Jeremy Affeldt and the categories Boston Red Sox Players,
San Francisco Giants Players, and Major League Baseball Players. Rusney Castillo, Rick Porcello, Dustin
Pedroia play for Boston Red Sox and hence categorized as Boston Red Sox Players. Similarly, Andrew
Susac, Jeremy Affeldt are categorized as San Francisco Giants Players. Assuming the user has tweeted
12 http://en.wikipedia.org/wiki/Cincinnati_Reds

(Accessed March, 2016)
(Accessed March, 2016)

13 http://en.wikipedia.org/wiki/Wikipedia:Categorization
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Figure 3.7: Intersect boosting example
about Rusney Castillo, Rick Porcello, Dustin Pedroia, the most appropriate common ancestor that might
significantly represent the user interest would be Category:Boston Red Sox Players. However, if entities
Andrew Susac, Jeremy Affeldt are also mentioned by the user in the tweets, then intuitively the user is in
general more interested in Category:Major League Baseball Players than any of its sub-categories. Therefore,
we incorporate this intuition in an activation function by introducing a factor that boosts the activation of
prominent common ancestors in the HIG. The factor is called ”Boosting Intersect” because the common
ancestors form the intersecting points for the scores spread by the primitive interests. For a node i in the HIG,
e
this boosting factor is given by Fie /Fcmax
where Fie is the total number of primitive interests that are the
i

children of i and cmaxi is the immediate child of i that has been activated by the most number of primitive
interests. For example, Category:Major League Baseball Players in Figure 3.7 will have a boosting factor of
5/3.
We combine weights that prioritize categories, boosts activation of common ancestors, and normalize
with the Bell Log function to form the Priority Intersect activation function, given as:

Ai =

X
j∈child(i)

Aj ×

Fie
e
log N(hi +1) Pij Fcmax
i
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Tweet Recommendation using Hierarchical Interest Graphs

Hierarchical Interest Graphs are user models that encompass interests of users derived from their tweets. User
models are created for personalizing and recommending content on the Web. Content such as movies, music,
and books are recommended to users based on their interests. Netflix, is a good example for identifying user
interests to recommend movies to watch. Amazon recommends products to their users, and Pandora suggests
the music a user would like to listen to. These recommendation algorithms have significantly grown in
popularity and are one of the major revenue generating applications for internet companies. The importance
of these recommendation algorithms motivated Netflix to organize a million dollar challenge where the best
movie recommendation algorithm by participants won a million dollar14 .
Recommendation algorithms are not only restricted to items such as movies, music, and products but are
also necessary for textual content such as articles and tweets. This is important to reduce the information
overload a user faces on the Web. With an average number of followees being 102 (2013 report), Twitter
users receive thousands of tweets every day. Users follow other users who are celebrities, experts, and
friends. However, not all of the tweets from their followees cater to the interests of users. For example,
a user following Barack Obama is mostly interested in the political tweets posted by Barack Obama, and
might be overwhelmed with other irrelevant tweets from the same twitter handle. This overload necessitates
personalization of users’ timeline of tweets. Therefore, in this work, we focus on recommending relevant
tweets to users based on their hierarchical interests graphs.
Personalized recommendation techniques primarily involve: (1) understanding and determining user interests, and (2) recommending tweets based on user’s interests. Step 1 is accomplished by creating and
utilizing Hierarchical Interest Graphs generated for each user, which acts as the user profile of interests (Section 3). For Step 2, each incoming tweet that is a candidate for recommendation is also processed using the
same methodology explained in Section 3 and a hierarchical context is generated. This hierarchical context
of a tweet is compared with the Hierarchical Interest Graph of a user to determine its relevancy to the user.
The relevancy score is used to decide if the tweet is to be recommended to the user or not.
14 http://www.netflixprize.com/

(Accessed March, 2016)
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To determine relevancy scores, firstly the HIG is transformed from a hierarchy to a scored set of interests.
The scored set of interests of user u is represented as Hu = (eu , su ) where eu are the interests in the HIG
of the user and su represents the score associated with the interest eu . Next, the hierarchical context of each
tweet is defined as Ht = (et , st ) where et is the concept from the hierarchical context and st is the score
representing the concept. Finally, we utilize pearson correlation to calculate the relevancy of tweet t to user
u, in turn comparing Ht and Hu . Pearson correlation is as shown in Equation 3.1 and is extensively used in
recommendation systems [Ziegler and Lausen 2004; Ziegler et al. 2006].

Pn
rtu

= pPn

− s¯u )(sti − s¯t )
pPn
2
− s¯u )2
i=1 (sti − s¯t )

i=1 (sui

i=1 (sui

(3.1)

The tweet is recommended based on the relevancy score determined using pearson correlation.

3.4

Results and Evaluation

In this section, we evaluate our approach for identifying user interests. We first compare the quality of the
WH generated from our approach in Section 3.2.1, and then evaluate our HIG-based approach for identifying
user interests with a study involving real users. Finally, to test the application of user interests in real-world
scenarios, we also evaluate the recommendation algorithm that utilizes the user interests identified.

3.4.1

Wikipedia Hierarchy Evaluation

WH transformed from a WCG forms the basis for every user’s HIG. Therefore, the quality of this transformation ultimately drives the quality of the HIG. We thus evaluate the WH by comparing the WH against DMoz15 ,
which is a manually constructed and community verified taxonomy of concepts. DMoz is maintained by a
small set of volunteers and has a higher quality control process compared to that of Wikipedia.16 Since DMoz
is a strict taxonomy, if there is path from Science to Cell Biology, we can confidently infer that Cell Biology
is a sub-category of Science, which is not the case with WCG. The DMoz taxonomy is also utilized by many
applications ranging from semantic similarity [Ziegler et al. 2006] to improving personalized search [Chirita
15 http://www.dmoz.org/

(Accessed March, 2016)

16 http://www.infotoday.com/online/OL2000/sherman7.html

(Accessed March, 2016)
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Figure 3.8: Wikipedia-DMoz node distribution
et al. 2005; Sieg et al. 2007]. We therefore consider DMoz to be a gold standard from which we can compare
the quality of the WH generated from the WCG.
We compare how closely the structure of the WH matches the structure of DMoz. We first mapped
categories from the WH to categories in DMoz by searching for nodes having identical category labels within
both structure and found 226,078 of them mapped. For each mapped category, we traversed the WH to obtain
the hierarchical relationships to the other mapped categories. This retrieved around 141,506 hierarchical
relationships between the mapped categories. We then checked if each of these 141,506 relationships exist in
the DMoz hierarchy and determined that 86.52% of them do appear in DMoz. These results suggest that the
information encoded in the WH is very similar to DMoz.
We also examine how similar the global structure of the WH is to the structure of DMoz using the distribution of the number of nodes found in each level of the two hierarchices. This distribution, shown in
Figure 3.8, indicates that both have a maximum depth of 16, and that the number of nodes at each level both
follow a bell distribution. Despite the difference in the number of nodes in each hierarchy, the similar shape
of the node distributions and parameter estimates suggest that both hierarchies organize categories in a simi-
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Users

Tweets

Primitive Interests

37

31,927 (864)

29,146 (787)

52
Distinct
Primitive Interests
13,150 (355)

Tweets with
Primitive Interests
16,464 (445)

Categories
in HIG
111,535 (3,014)

Table 3.2: Number (average) of tweets, primitive interests, and categories in each user’s HIG from our
experimental study
lar way: neither structure has an overabundance of “general” or “specific” categories. Instead, each exhibits
a similar proportion of sub-categories for each parent category, and most of these sub-categories live in the
middle of the hierarchy.

3.4.2

Quality of Interests Identified

We next evaluate the quality of the user interests identified by our HIG-based approach. In line with other
studies that evaluate user profiles where interests are ranked [Abel et al. 2011; Dou et al. 2007; Orlandi et al.
2012; Qiu and Cho 2006; Sugiyama et al. 2004], we performed a user study involving 37 Twitter users. We
asked and were granted permission by each user to access their entire tweet history. Table 3.2 summarizes
information about the Twitter activity of users for our study. Their combined 31,927 tweets were collected
using the Twitter API,17 from which 29,146 entities were extracted using Zemanta web service. Twitter API
restrictions granted us access to only the last 3,200 tweets posted by a user, even though users posted more. Of
the 29,146 entities extracted, approximately 45% are distinct. This significant percentage of distinct entities
shows that the users selected for the study have tweeted about various topics and hence represent a diverse set
of primitive interests for testing our approach. Furthermore, Figure 3.9 identifies a relatively even distribution
of tweet activity across the study participants, enabling our approach to be exercised against users that exhibit
both large and small levels of Twitter activity.
We use the generated WH to build a HIG for each user using their tweets. We then ran our approach with
Bell, Bell Log, and Priority Intersect activation functions over each user’s HIG to score the inferred interests.
Based on the scores assigned, we transformed the evaluation into a ranking problem. The top-50 hierarchical
interests were selected from the HIG of each user. Each user was asked to manually state whether each of
the fifty highest scored interests represented one of their true interests. They were given the option of yes, no,
17 https://dev.twitter.com/docs/api/1.1/get/search/tweets

(Accessed March, 2016)
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Figure 3.9: Users Tweets distribution
or maybe depending on whether the interests were relevant, irrelevant, or ambiguous due to generality in the
interest provided. For example, categories such as Technology may be ambiguous since it subsumes many
categories only some of which may be interesting to a user.
Because we consider their entire tweet history, we ask users to mark an interest yes if at some point in
the past it was a genuine interest. Interests were presented to users in random order so that they would not
identify a discernible pattern in the presentation of interests during evaluation.
We ask the following questions to evaluate the quality of our results:
1. How many relevant interest categories are retrieved? The ability of our approach (based on the activation
function chosen) to retrieve the relevant interest categories is determined by answering this question.
(Section 3.4.2.1 – Top-k relevancy)
2. How well are the relevant interests retrieved ranked? Each activation function is designed to apply a
score reflecting a user’s interest in a category, so that higher scoring categories should be more likely to
correspond to a true user interest. We therefore evaluate the mean average precision of a given ranking
to discover how well true interests are ranked in the list. (Section 3.4.2.2 – Ranking Evaluation)
3. How early in the ranked interests can we find a relevant result? The sooner a relevant interest appears
in the interest profile, the better will be the performance of a recommendation or targeted advertising
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k

Bell

Yes
Bell Log

@10
@20
@30
@40
@50

0.53
0.54
0.53
0.52
0.52

0.67
0.66
0.64
0.61
0.61

Priority
Intersect
0.76
0.72
0.69
0.68
0.67
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Bell

No
Bell Log

0.34
0.34
0.34
0.35
0.36

0.23
0.22
0.24
0.26
0.28

Priority
Intersect
0.16
0.19
0.21
0.22
0.24

Bell
0.13
0.12
0.13
0.13
0.14

May be
Bell Log Priority
Intersect
0.1
0.08
0.12
0.09
0.12
0.1
0.13
0.11
0.13
0.11

Table 3.3: Graded Precision values for the top fifty score interest categories
scheme that may adopt our approach. We therefore also investigate the position at which we find the first
relevant result for each user. (Section 3.4.2.3 – Highest Ranking Interests)

3.4.2.1

Top-k relevancy

We first evaluate the extent to which relevant interests are retrieved by the HIG-based approach. To do this
we adapt the standard metric P recision@k [Manning et al. 2008] to include the graded decisions (yes, no,
and maybe) used in the user study. The new metric is GradedPrecision@k which is defined as:
|Q|

GradedP recisionα @k =

1 X HIα @k
|Q| i=1
k

where k is the rank, Q is the set of users in user study, α is grade marked by users {yes, no, maybe}, and
HIα @k is the total number of interests marked by a user with option α and placed at or above rank k by our
method. This metric yields the percentage of the k top rated interests that were labelled as α by our method.
We employed this metric for intervals of 10 ranks for each activation function. Table 3.3 shows that the 10
highest scores assigned by the Bell activation function corresponds to a true user interest 53% of the time on
average, whereas the Priority Intersect does so 76% of the time.

3.4.2.2

Ranking evaluation
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Primitive Interest
Boston Red Sox
San Francisco Giants
Semantic Web
Albert Einstein
Cricket
Football

55

Category
Category:Boston Red Sox
Category:San Francisco Giants
Category:Semantic Web
Category:Albert Einstein
Category:Cricket
Category:Football

Significance
1
1
3
5
2
2

Total Categories
6
7
6
53
5
4

Table 3.4: Examples of syntactically matching categories with its priority to its entities.
k
@10
@20
@30
@40
@50

Bell
0.64
0.61
0.59
0.58
0.57

Bell Log
0.72
0.7
0.69
0.68
0.67

Priority Intersect
0.88
0.82
0.79
0.77
0.75

Table 3.5: Mean Average Precision of Hierarchical Interest Graphs
The GradedP recision metric determines the percentage of relevant, irrelevant, and confused (may be) interests at the top-k of user profiles. However, the metric does not capture the quality of ranking of relevant
and irrelevant interests. In other words, from Table 3.3, at top-10 we can see that priority intersect retrieves
76% of relevant and 16% of irrelevant results. However, it does not capture whether the 16% of the irrelevant
results are ranked at the bottom of top-10 or at the top. This insight is significant in analyzing the quality of
scores generated by the HIG-approach. To evaluate this, we assess the rankings of interests using the mean
average precision (M AP ) [Manning et al. 2008] metric, which is a standard rank evaluation metric for this
purpose. The M AP over a set of users Q is defined by:

M AP (Q) =

mj
|Q|
1 X 1 X
P recisionj @k
|Q| j=1 mj
k=1

where mj is the total number of relevant Hierarchical Interests and P recisionj @k is GradedP recisionyes
at rank k found at the k th rank of user j’s interest. Similar to GradedP recision, we calculated M AP for
every interval of 10 ranked interest categories to evaluate ranking quality. The larger values of M AP , the
better are the relevant interest categories are ranked.
As shown in Table 3.5, Priority Intersect does convincingly better in assigning higher ranks to true interests compared to Bell and Bell Log. Our intuition of introducing Bell Log was to reduce the impact of large
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α
M RRy
M RRn

56
Bell
0.69
0.54

Bell Log
0.78
0.39

Priority Intersect
0.98
0.18

Table 3.6: Mean Reciprocal Recall of Hierarchical Interest Graphs
number of subcategories at levels 5-9 (Figure 3.6) used by Bell for normalization. Following this intuition,
we found that the Bell activation function does retrieve categories that are not impacted by the large number
of sub categories. Therefore interest categories with a lower number of categories at its next child hierarchical level are scored higher by Bell activation function. From Figure 3.6, we can see that categories between
hierarchical levels 1-4 and 9-16 have lesser categories at their next child level. Thus these categories are very
abstract or very specific. Due to the very nature of the abstract categories, most of it were either marked may
be or irrelevant by the users. Overall, from the results it is evident that the interest categories resulting from
using Priority Intersect were more relevant to users than those by Bell Log. This certainly demonstrates the
influence of the intersect booster and the preferential path in the activation function.
3.4.2.3

Highest ranking interest

We compute the Mean Reciprocal Rank (MRR) to evaluate the ability for an activation function to rank a
relevant user interest high in the list. The MRR of a user result is given by:
|Q|

M RRY /N

1 X 1
=
|Q| i=1 ranki

where ranki is the rank at which the first yes (for M RRY ) and no (for M RRN ) result is found for user
i. Q is the number of users evaluated. Table 3.6 gives the results for both relevant (M RRY ) and irrelevant
interests (M RRN ). Both metrics must be considered together because, even if M RRY is high, a high value
of M RRN indicates that incorrect user interests are also being assigned high scores. High values of both
M RRY and M RRN would therefore be of detriment to recommendation systems and other applications
that rely on the reliable identification of a user’s interests. Of the 37 users in the user study, we find that the
priority intersect activation function was able to rank a genuine interest category at the first position for all
users but one (M RRY = 0.98 in Table 3.6).
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k
@10
@20
@30
@40
@50

% Implicit
Interests
Bell
Bell
Priority
Bell
Log
Intersect
80%
74.7%
50.6%
70.3% 74.2%
55.4%
74.7%
77%
59.7%
83.5% 77.3%
63.3%
79.7% 79.3%
71.4%

Graded
P recisionY es
Bell Bell
Priority
Bell Log Intersect
0.50 0.61
0.65
0.5 0.62
0.64
0.52 0.59
0.63
0.49 0.57
0.62
0.49 0.57
0.58
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Bell
Bell
0.35
0.36
0.35
0.36
0.36

Graded
P recisionN o
Bell Log Priority
Bell Log Intersect
0.26
0.23
0.24
0.27
0.27
0.27
0.28
0.25
0.31
0.30

Graded
P recisionM aybe
Bell Bell
Priority
Bell Log Intersect
0.14 0.12
0.12
0.14 0.14
0.10
0.13 0.14
0.10
0.15 0.14
0.13
0.14 0.12
0.12

Table 3.7: Evaluation of Implicit Interests, including percentage of implicit interests and in the top k, and the
graded precision of these implicit interests

3.4.3

Finding Implicit Interests

The motivation of using Wikipedia as a knowledge base is its ability to semantically enrich user interests
derived from users’ tweets. In HIG, the enrichment incorporates categories from the WH. These inferred
categories can be classified into two types (1) Explicit: Categories inferred in a HIG having the same label
as an entity extracted from users’ tweets are termed as explicit categories. For example, when a user tweets
mentioning “San Francisco Giants” and HIG infers the category “San Francisco Giants”, these categories
are explicit interests; (2) Implicit: On the other hand, categories inferred in HIG that are not mentioned in
users’ tweets are called implicit categories. For example, if a user tweets about “Rusney Castillo”, “Rick
Porcello”, and “Dustin Pedroia” and the HIG infers that the user is interested in “Category: Boston Red
Sox Players” and in turn “Category: Boston Red Sox”, these categories are implicit interests. Because HIG
incorporates these related, but not explicitly stated categories, it becomes possible to infer user interests not
mentioned by a user. We therefore study the ability of our method to correctly identify implicit user interests
through the following questions:
• Does the approach infer implicit interests for Twitter users? If so, how many? This question explores the
degree to which our approach does identify interests not explicitly mentioned in social media posts.
• How many of these implicit interests inferred are marked relevant by the user? Inferring relevant implicit
interests determines the quality of our approach.
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Table 3.7 shows that the average percentage of implicit interests found within the fifty highest scored
interests by each activation function varied from 81% for bell, 78% for bell log, and to 71% for priority intersect. This also shows that our approach utilizes the knowledge-base to infer interests that cannot
be directly extracted from tweets. To further evaluate the quality of these implicit interests, we calculated
GradedP recisionα @k over only the implicit interests detected by these activation functions. Table 3.7 also
shows that the bell activation function favour scoring implicit interests higher, but it does so with the lowest
accuracy compared to the other two activation functions (approximately 50% accuracy). The best precision
was achieved by priority intersect with 65% of the implicit interests correctly marked yes by a user.
The tendency for bell activation function to favor implicit rather than explicit interests may arise because
normalization using raw number of categories at the child hierarchical level of the bell activation function
favours interest categories with lesser categories at its child level. Hence, mostly the abstract categories
having less sub-categories (Figure 3.6) are associated with higher interest scores. These categories that are
at the top of the hierarchy in general do not have entities (primitive interest) in users’ tweets with the same
label as the category. Therefore, these categories tend to be implicit. On the other hand, Table 3.7 illustrates
that approximately 50% of these abstract interest categories resulting from Bell are either marked irrelevant
or may be by Twitter users.
At top-10, compared to Priority Intersect, Bell Log selects approximately 25% more implicit interests,
but with a compromise in quality of 4% in GradedP recisionyes . Overall, considering the top-50 interest
categories retrieved by utilizing Bell Log activation function, on an average 40 (79.3%) of them are implicit
interests whereas the rest 10 interest categories syntactically match the primitive interests of users (Table 3.7).
Priority Intersect retrieves more explicit interests because of the introduction of preferential path constraint.
On Wikipedia, explicit interests are generally prioritized for entities which is reflected in our Priority Intersect
activation function. For example, Table 3.4 shows that the matching categories are prioritized by Wikipedia
users. However, overall, ignoring these explicit interests, the implicit interests scored by priority intersect
function are more precise than those by bell log.
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Our analysis ultimately finds that our HIG-based approach to infer the interests of social media users
using Wikipedia is promising. The approach is able to identify categories that are of specific interest to users
effectively, using multiple ranking evaluation metrics. We also found that the priority intersect to be the
most promising for inferring user interests, as it achieves a MAP close to 90%. Considering the 37 users in
the user study, priority intersect also enables our method to retrieve a relevant interest category at the first
position in the ranked list for all the users except one (M RRY = 0.98). The approach also holds promise for
discovering interests not explicitly mentioned in their tweets, which is a major advantage compared to more
traditional techniques that focus only on distribution of terms (e.g. term frequencies (TFIDF) [Phelan et al.
2009], and topic modelling (LDA) [Hong and Davison 2010; Pennacchiotti and Popescu 2011]). Out of the
top 50 ranked interest categories from using Bell Log activation function, 80% of these interest categories
are not mentioned by users in their tweets. Approximately 60% of these implicit interests have been marked
relevant by the users, with another 10% marked with chances of relevancy (marked maybe).

3.4.4

Comparison Against Twopics

We also compare our approach against Twopics, a state-of-the-art system for inferring the interest categories
of Twitter users [Michelson and Macskassy 2010]. Twopics outputs a ranked list of inferred Wikipedia
categories that are derived from users’ tweets. The methodology is as follows: (1) it first extracts entities
from a users’ tweets; (2) then it extracts up to four levels, the categories linked to each of the extracted
entities are inferred; (3) and finally, the inferred categories are considered as interests, scoring them based on
the number of entities from user tweets that inferred the category.
We implemented the methodology of Twopics and compared the results against our method with the bell
activation function. We selected the bell activation function because it tended to yield the worst performance
compared to bell log and priority intersect in our evaluation. To keep the evaluation consistent, we ran
Twopics over the WH generated by our approach. We find that our HIG-based method using the bell activation
function outperforms Twopics by identifying 14% more topics of interest within the top-50 interest categories.
(52% vs. 38% accuracy).
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We further study the kinds of interests identified in our approach compared to Twopics by studying the
distribution of the hierarchical level of the top fifty ranked interests in the WCG. To do this, we accumulated
the top fifty interests inferred by our approach under each activation function as well as by Twopics across
all 37 users. Figure 3.10 plots the average frequency that a top ranked interest appears at a given hierarchical
level of the WCG. Twopics exhibits a skew toward interests that lie near the top of the hierarchy, which may
be due to the fact that the system does not consider any kind of decay or normalization factor that encourages
the inference of more accurate interests. Thus, the interests inferred by Twopics tend to be more abstract
and ambiguous compared to the interests inferred by our approach. We find the distribution of hierarchical
levels using the bell activation function to inversely reflect the raw frequency of nodes at child levels in the
hierarchy. This is reflected in Figures 3.6 and 3.10 where we see how the lower number of interest categories
of the hierarchical level retrieved, higher are the number of nodes at the next hierarchical level. Thus, the
bell activation function returns interests that are either very abstract or very specific. The bell log and priority
intersect have similar distribution of interests based on its hierarchical levels. Furthermore, both the bell
log and priority intersect activation functions tend to infer interests laying at much lower (i.e. more specific)
levels of the hierarchy compared to Twopics. Finally, we know that both bell log and priority intersect identify
a greater number of user interests compared to the bell activation function (and hence Twopics). Thus our
approach is able to not only identify more user interests compared to the state-of-the-art, but also identify
interests that are more specific and speak more closely to kinds of topics a user is and is not captivated by.

3.4.5

Tweet Recommendation Evaluation

In order to demonstrate the applicability of Hierarchical Interest Graphs, we apply it to tweet recommendation. Tweet recommendation systems are necessary due to the information overload on Twitter. While users
primarily follow other users based on their overlapping interests [Java et al. 2007], they receive all tweets
and do not have the ability to restrict tweets of interests. Therefore, in this work, we focus on ranking and
recommending tweets based on users’ hierarchical interest graphs.
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Figure 3.10: Distribution of interests idenitified based on their hierarchical levels
3.4.5.1

Dataset

We used tweets of the same set of users who participated in the user study (Section 3.4.2). Since, Hierarchical Interest Graphs are built using entities extracted from users’ tweets, for recommendation evaluation we
considered only those tweets that have mentions of at least one entity in them. These tweets with entities are
also considered to be more informative/interesting [Tao et al. 2012]. Overall, the dataset comprised 31,927
tweets from 37 users.
3.4.5.2

Evaluation Approach

Recommender systems are typically evaluated using error metrics such as Root Mean Squared Error (RMSE)
and Mean Avergae Error (MAE), that are known to not measure the top-N performance of a recommender
system [Cremonesi et al. 2010]. Cremonesi et al. [Cremonesi et al. 2010] proposed a methodology to measure
the top-N performance of a system by evaluation metric such as precision and recall. This evaluation approach
encompasses a careful construction of test set that removes biases in employing the accuracy metrics.
Since, top-N performance can measure the quality of tweets, our approach can recommend users’ list of
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tweets on timeline, therefore, we have employed this evaluation approach to compare the performance of our
systems with the existing state of the art, content based, tweet recommendation techniques.
Firstly, we divide the dataset into training and testing set. For each test tweet, we follow the methodology
given below:
• We randomly select 1,000 tweets from the dataset not created by the author of the test tweet, with the
assumption that those are uninteresting to her.
• Using our recommendation algorithm from Section 3.3, the test tweet and each of the 1000 random
tweets are scored. Based on the scores, a ranked list of 1,001 tweets (i.e. 1,000 randomly selected and
the test tweet) is generated.
• We evaluate by selecting the top N tweets from the ranked list. If the test tweet is in the top N of the
ranked list, we have a hit, otherwise a miss. The probability of hit increases as N increases.
We consider recall as the ratio of total hits and the size of test tweets. The set of test tweets is denoted by K.
Formally, recall is as follows:
recall(N ) =

#Hits
|K|

(3.2)

Precision of the system is calculated as the ratio of recall at N and N , using the following Equation 3.3.
precision(N ) =
3.4.5.3

recall(N )
N

(3.3)

Comparison Methods

In this section, we compare eight tweet recommendation techniques including HIG based tweet recommendations.
Term Frequency (TF). This is a common technique where the user profile is generated based on frequency
of terms in users’ tweets. A tweet is recommended based on the similarity of terms in the tweet to the user
profile. A term based user profile Tu is represented as a set of tuples (eu , su ) where eu is a term18 and su is
the frequency of term eu across all tweets of a user. su is assumed to reflect the extent of user’s interest in
18 We

remove stop words and URLs from the tweets. Hashtags are not discarded.
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term eu . A profile Tt of a tweet t constitutes a set of tuples (et , st ) where et is a term, and st is the frequency
of term et in tweet t. To find the similarity between user profile Tu and tweet profile Tt , we use pearson
co-efficient as shown in Equation 3.1.
Term Frequency - Inverse Document Frequency (TF-IDF). This is a technique built upon term frequency and is popular in the information retrieval domain [Manning et al. 2008]. While TF focuses on
popular terms in the corpus, TF-IDF focuses on the importance of a term for a document in the corpus. In
our case, TF-IDF captures the importance of a term to the user. Formally, T F IDFt,u is calculated using,
T f idft,u = tft,u ∗ idft

(3.4)

where tft,u is the frequency of the term t in user u’s tweets, and idft is
idft = log

N
dft

(3.5)

where N denotes the total number of users and dft is the number of users who have mentioned term t in their
tweets.
Recommendation of tweets are performed similar to TF approach using pearson correlation.
Entity Frequency (EF). Recommendation techniques have also represented interests of users as entities [Abel et al. 2011]. For our evaluation, this is a logical step between the term frequency profiles and
hierarchical interest graphs, since entities are the primitive interests that are used to infer the hierarchy of
interests.
Entities from users’ tweets are extracted using Zemanta. While these entities represent user interests, the
interest scores are calculated based on the frequency of mentions by the user. Entity based profiles Eu and
Et for a user and tweet are constructed similar to the term based profiles. Instead of considering terms, the
entities extracted from tweets were used. Therefore, Eu and Et are represented as a set of tuples of entities
and scores. The similarity between Eu and Et is calculated using pearson correlation.
Latent Dirichlet Allocation (LDA). LDA [Blei et al. 2003] is a generative model where each document
is assumed to be a mixture of topics, and each topic a mixture of terms. It is an unsupervised clustering
techniques where given a set of documents, each document is represented by a topic distribution. We used
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this technique to represent the user profile, Lu and the tweet profile Lt as a set of tuples of topics and scores.
The scores are the distribution of the appropriate topics determined using LDA. In order to recommend tweet
t to user u, the similarity between Lu and Lt is calculated using pearson correlation.
Considering each tweet as a document, LDA outputs topic distribution of each tweet. The number of
topics are set to 5. While the tweet profile is represented by the topic distribution, the user profile is constructed by aggregating the tweet profiles of the user’s tweets. The aggregation is performed as per the below
Equation 3.6
X

rut =

pearson(t, ti )

(3.6)

ti ∈T weetsu

Support Vector Machines (SVM). The other prominent technique for tweet recommendation is Support
Vector Machines [Vapnik 2013], which is a supervised classifier to classify each incoming tweet as relevant or
irrelevant to a user. Previous approaches that use SVM for tweet recommendation included features that can
be classified as: (1) content based, (2) collaborative or social, and (3) user authority features-based. However,
since our work focuses on content based techniques, we choose to employ only content based features to train
the model. The selected features are as follows:
• Similarity to Users’ tweets: This feature determines the similarity of each tweet to the user. For a tweet
t, its similarity to user u who has published a set of tweets Tu = t1 , t2 , ..., tn is determined using
sim(t, u) =

P

ti ∈TU

cosine(t, ti )

where cosine(ti , tj ) is the cosine similarity [Manning et al. 2008] between the term frequency vectors
of tweets ti and tj .
• Relevance to hashtags: Hashtags are representation of topics in tweets. Hashtags (topics) extracted from
users’ tweets can as well reflect their interests. Therefore, this feature captures the similarity based on
the hastags (Ttags ) in tweet t and the hashtags mentioned by user u in her tweets. (Equation 3.7).
simt ag(t, u) =

X

f requ (hi )/f reqT agsu

(3.7)

hi ∈Ttags

where f requ (hi ) is the number of mentions of hashtag hi by user u, and f reqT agsu is the total number
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of hashtags mentioned by user U in his tweets. This normalization captures the relative importance of
the hashtags mentioned in tweet t to user u.
• Length of the Tweet: The length of the tweet, i.e., the number of characters in a tweet, has been a factor to
determine the informativeness of a tweet [Tao et al. 2012]. Intuitively, longer the tweet, the more likely
it is to be informative. The maximum length of the tweet is restricted to 140 characters by Twitter.
• URL Count: URLs to articles are often included in a tweet to a link to detailed all the information with a
brief description of the article in the tweet. The presence of URLs are a prominent factor in determining
whether the tweet is informative or not. Therefore we utilize the count of the URLs mentioned in the
tweet as a feature.
• Hashtag Count: Similar to the length of the tweet and the presence of URLs, the presence of hashtags
also play a role in the tweets informativeness. Although we capture the relevancy of the tags in using the
”Relevance of hashtags” feature, the presence of the hashtags is captured by this feature that includes the
count of the hashtags mentioned in the tweet.
Hierarchical Interest Graphs (HIG). The final recommendation technique utilizes the HIGs as explained
in Section 3.3. The HIGs are created using the Priority Intersect activation function because of its superior
performance in the user study.
3.4.5.4

Evaluation Settings

We evaluated precision and recall of the recommendation systems with two settings that have been used in
the literature [Chen et al. 2012; Yan et al. 2012; Ramage et al. 2010].
1. User Generated Content (UGC) Assumption: The content generated by the user is interesting to him/her.
In this case, any tweet that is published by the user will be of the user’s interest. The dataset for testing
UGC assumption was created from the tweets of each user by diving them into a random 80%-20%
training-testing tweets.
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Figure 3.13: Precision for UGC assumption

Figure 3.14: Precision for Retweet assumption
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2. Retweet Assumption: This assumption states that authors’ actions on other’s (followee’s) tweets reflects
their interests. In other words, by re-tweeting (action) a Twitter user explicitly shows his interest. Therefore, the user’s re-tweets are used to test the recommendation system. We assigned all the tweets published by the user (except re-tweets) as training and the user’s re-tweets for testing. This approximated
to a 70%-30% training-testing dataset.

3.4.6

Results

Figures 3.11 and 3.12 show the recall for recommendations using each of the comparison methods in UGC
and Retweet settings. Figures 3.13 and 3.14 show the precision for both the settings.
Overall, HIGs outperform other approaches at top-10 (number). However, at top-20 term frequency based
approach performs marginally better than HIGs. Term frequency based approaches has outperformed other
approaches [Ramage et al. 2010] in the literature. With the intuition that knowledge bases can augment content based approaches, we experimented with merging term frequency profiles (tf) with hierarchical interest
graphs. We found a significant improvement in both the settings (number), specifically for the retweet assumption. The precision values from Figures 3.13 and 3.14 also reflect similar insights where HIG and TF
augmented with HIG outperform other existing techniques.
It is important to notice that the margin of improvement and also the performance of the recommendation
techniques reduce in the retweet assumption. Intuitively, this is because, in the retweet settings, retweets
which are tweets from other users, are used as test tweets and the user created tweets act as the training
tweets. Since, all the techniques are content based, the difference in vocabulary used by different users
impact the similarity of tweets for recommendations.

3.5

Conclusion

In this chapter, we presented an approach that generates Hierarchical Interest Graph for Twitter users by
leveraging Wikipedia Category Graph. This approach addresses the challenge of lack of content in short-text
by inferring related hierarchical concepts from Wikipedia. We showed that the approach is useful in practice
in determining hierarchical interests with an extensive user study. Furthermore, by developing a recommen-
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dation system for hierarchical interest graphs, we showed that augmenting tweet content with hierarchical
knowledge does have a significant performance gain compared to the state-of-the-art tweet recommendation
systems.
However, one of the aspects ignored in this chapter is the temporal evolution of topics of interests and how
information relevant to these topics can be collected and delivered in real-time. For instance, interests such
as Elections, or FIFA World Cup evolves over time and therefore, filtering information on social media for
such topics, ignoring its evolution, would lead to limited coverage. On the other hand, it is also challenging
to track such evolving topics of interest in real-time on social media. In Chapter 4, we address this issue of
following dynamically evolving topics on Twitter.

4
Filtering Tweets for Dynamically
Evolving Interests
”What we have to do is deliver to people the best and freshest most relevant information possible. We think
of Twitter as its not a social network, but its an information network. It tells people what they care about as
it is happening in the world.”
– Vision of Evan Williams (Former Chairman and CEO of Twitter)

In Chapter 3, we developed a methodology to generate interests from users’ tweets, which is the primary
task of the user modeling module in an information filtering system (Figure 1.1). In this chapter, we focus
on the filtering module that performs the task of collecting and selecting information relevant to the topics
of interest to a user on social media. The filtering module faces the challenge of a continuously changing
vocabulary, particularly for topics that are newsworthy, evolving, and dynamic in nature. For example: a
hashtag guide for the US Election 20121 revealed that the popular hashtags used to represent elections over
time included #Election2012, #TeamObama, #TeamRomney, #Obama2012, #IACaucus, #NC2012, etc. For
a keyword-based filtering system, it is necessary to update the filter with these tags to enable collection of
as many relevant tweets as possible and deliver them to users. In this chapter, we develop an approach to
address this issue of filtering tweets for dynamically evolving topics in real-time on Twitter.

4.1

Overview

The increasing popularity of social networks has inspired a community of researchers to tap into the wisdom
of the crowd. In particular, Twitter has been a significant resource for analysis such as characterization of
1 http://wapo.st/SMCKF8

(Accessed November, 2012)
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user behavior [Benevenuto et al. 2009], studying network structure of users and information propagation in
the network [Romero et al. 2011], and predicting imminent disasters such as earthquakes [Sakaki et al. 2010].
Twitter has gained popularity due to its openness and non-reciprocative paradigm [Boyd et al. 2010].
Social media facilitates immediate sharing of information about the real-world happenings. Such timely
information, specifically related to newsworthy topics has made social media a prominent medium for consuming information. Social media was used as a communication medium to receive information regarding
the organization of the protests during Arab Spring. In 2008, citizens used social media as a news platform
to consume real time news on the happenings during Mumbai attacks. During various election events such as
the 2012 US Presidential election, 2014 Indian election, and the ongoing 2016 US Presidential election, opinions of users on these platforms are analyzed by consuming social media content to tap into the wisdom of
the crowd. Disaster management folks continuously monitor social media during disasters to help the people
in need. Therefore, there is a wide range of users on social media platforms who are interested and consume
real-time newsworthy information in real-time. In a survey, around 85% of users said they rely on Twitter for
news2 . However, to consume real-time information, users on social media platforms often complain about
information overload because these platforms generate more than 5 billion posts a day, and finding relevant
information from such an enormous stream is challenging.
To filter information, social media platforms such as Twitter has Streaming APIs 3 that allows keywordbased queries to stream tweets. Applications that perform tasks such as personalized filtering and social data
analysis utilize this feature for real-time filtering to track newsworthy topics on social media [Abel et al.
2012; Jadhav et al. 2010; Twitter 2012]. However, in order to filter information for newsworthy topics, it
is necessary to focus on one of the primary characteristic of these topics, which is its dynamic nature, i.e.,
the activities happening related to these topics change over time. For example: (1) the 2014 Indian election
had various activities associated with it such as the announcement of prime ministerial candidates, issues
regarding corruption in the political parties related to the elections, and polls in different states; (2) disasters
such as Hurricane Sandy also exhibited changes over time. Corresponding to various phases of a disaster
2 http://bit.ly/twitterUsedForNews

(Accessed March, 2016)
(Accessed March, 2016)

3 https://dev.twitter.com/docs/streaming-apis
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event such as mitigation, preparedness, recovery, and response phases. If a user is interested in such aforementioned topics, it is necessary to keep track of the related activities in order to be up-to-date with the topic
of interest. Therefore, for filtering information relevant to such topics, a static set of keyword filter may not
be sufficient, particularly because the changes in the topics are reflected in changes in representative vocabulary used on social media platforms. For example, the 2014 Indian election was represented by multiple
terms on Twitter, such as #modikisarkar, #NaMo, #VoteForRG, and #CongBJPQuitIndia,
that evolved over time [Spiders 2012]. Similarly, conversations on social media related to the disasters also
changed significantly over time [Palen 2008]. The representative hashtags for Hurricane Sandy evolved
from #Frankenstorm and #Sandy at the start to #StaySafe and #RedCross during the disaster and
#ThanksSandy and #RestoreTheShore after the hurricane. Therefore, it is necessary to keep track of
the changes in representative vocabulary and update the filter to retrieve up-to-date relevant information from
social media.
A naive solution is to manually update the keyword filter over time, a method which has been adopted by
most applications [Abel et al. 2012; Jadhav et al. 2010; Twitter 2012]. However, manually adding keywords to
filter information for such dynamic topics is neither scalable nor feasible and challenging because it requires
the users to: (1) keep-track of the dynamic topics cropping up in the real world and (2) monitor the huge
stream of social media content in order to detect evolving, popular, and related vocabulary changes to update
the filter with the latest keywords. Therefore, this chapter is dedicated to developing a novel methodology to
address the challenge of detecting and updating the filter with topic-relevant keywords over time.
The approach utilizes hashtags as keywords to filter information. Hashtags are a common way to represent
topics and activities on Twitter and can be exploited to index tweets that all belong to a specific topic. The
increasing adoption of hashtags by users has forced Twitter, to add hashtags as a standard feature which
makes it a relevant target for us to exploit. This transforms our problem into “automatically detecting and
updating hashtags for filtering information relevant to dynamic topics of interest on Twitter”. To achieve
this goal, we take a two step approach: (1) Firstly, we understand the usage of hashtags during the course
of dynamic topic evolution by performing a hind cast analysis of hashtags extracted from tweets of the gold
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standard dataset that are relevant to two past dynamic topics; (2) by harnessing the analysis from step 1,
we develop a novel methodology to detect hashtags that are semantically relevant to the dynamic topic of
interest. The approach leverages the Wikipedia hyperlink graph as background knowledge and demonstrates
the effectiveness of Wikipedia structure to rank and select related hashtags in real-time. The evaluation of the
approach is performed in a real-time simulated setting using tweets corpus on two events: (i) the 2012 US
Presidential Elections and (ii) Hurricane Sandy.
The chapter is organized as follows. Section 4.2 discusses the behavior of hashtags associated with a
dynamic topic. Section 4.3 provides the foundation for detecting semantically relevant hashtags by leveraging
the Wikipedia topic page, thereby improving the quality of selected hashtags. In Section 4.4, we evaluate our
approach using three similarity metrics for selecting hashtags on two significant recent topics and demonstrate
the effectiveness of the proposed solution.

4.2

Study of Hashtag Behavior During Dynamic Topics
Event
Colorado Shooting
Occupy Wall Street
Total Tweets

Tweets
122062
6077378
6199440

Hashtags (Distinct)
192512 (12350)
15963209 (191602)
16155721

Start Date
7/20/12
9/29/11

End Date
9/10/12
9/20/12

Table 4.1: Event data from Twitris

The objective of this analysis is to gain insights into the evolution behavior of hashtags related to dynamic
topics. Specifically, we answer the following questions:
• Which hashtags can be used to as filters?
• Can these hashtags be detected automatically?

To answer the aforementioned questions, we provide details of the dataset analyzed in Section 4.2.1 and
the results of analysis in Sections 4.2.2 and 4.2.3.
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Dataset for Analysis

The dataset used for the analysis comprises tweets relevant to dynamic topics that were manually curated
by a team of researchers for the Twitris [Jadhav et al. 2010] system. Twitris4 is a semantic web application
that does multi-faceted analysis of social signals to summarize and provide insights about a dynamic topic of
interest. The tweets were crawled by the application using the Twitter Streaming API5 with a set of representative seed keywords. These keywords were manually updated over time based on the latest happenings
associated with the dynamic topics. Therefore, the dataset acts as a gold standard for dynamic topics where
any analysis of hashtags performed reflects the behavior of hashtags during these topics.
The analysis focuses on two topics of different degrees of popularity on social media:6 (1) the Colorado
movie theater shooting (CMS) and (2) the Occupy Wall Street protests (OWS).The analysis is restricted to
only those tweets that contain hashtags. The dataset consists of more than 6.2 million tweets with 16 million
hashtags, out of which 200,000 are unique. See Table 4.1 for details.

4.2.2

Frequency Analysis of Hashtags for Dynamic Topics

The number of hashtags found in our dataset is as shown in Table 4.1. However, the number of hashtags that
can be used to index the whole dataset are significantly fewer. The distinct hashtags in descending order of
frequencies, that are sufficient to index the whole dataset are: (1) 7763 for CMS and (2) 21314 for OWS as
shown in Table 4.2. These are the hashtags we are interested because, in hindsight, we could retrieve all the
tweets in our dataset by using them as filters. We term these hashtags as Indexed Hashtags since indexing
these hashtags can retrieve all the tweets in our dataset.
Twitter Streaming API for research purposes allows only 400 keywords that can be used for filtering.
However, the number of indexed hashtags are significantly higher. Therefore, we perform frequency analysis
of hashtags present in the dataset. Figure 4.1 is a plot of distribution of hashtag frequencies for both the
topics on log-log scale. The x-axis is the rank of the hashtags in the descending order of frequencies and the
y-axis refers to the hashtag frequencies. It is not surprising that the distribution follows a power law [Zipf,
4 http://twitris.knoesis.org

(Accessed March, 2016)

5 https://dev.twitter.com/docs/streaming-apis
6 Note:

(Accessed March, 2016)
This dataset is different from the dataset that is used for evaluation (Further details in Section 4.4)
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Figure 4.1: Distribution of hashtag frequency associated with dynamic topics
G.k 1949], where very few tags have high frequency in the tweets whereas most of the hashtags lie in the
long tail (see Figure 4.1). Power law distribution is not only common to hashtags associated with dynamic
topics but is characteristic of usage of tags in social networks such as Delicious and Flickr [Sigurbjörnsson
and van Zwol 2008; Wetzker et al. 2008]. The top three hashtags for both the events in Figure 4.1 are shown
in Table 4.2.
Having such a distribution, we found that less than 1% of the indexed hashtags actually make a significant
impact in retrieving the tweets. In fact, on an average more that 85% of the tweets can be retrieved using
the top 1% of indexed hashtags. These hashtags are referred to as Impacting Hashtags since in hindsight
adding these hashtags as filters would have impacted the recall by crawling for more than 85% of the tweets
in our dataset. To summarize, the frequency analysis of hashtags associated with dynamic topics has shown
that with a very small set of high frequency, topic-relevant hashtags are sufficient to improve recall and filter
efficiently.
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Figure 4.3: OWS hashtags co-occurrence network
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Tags
Indexed
Hashtags
(Impacting Hashtags)

CMS
#theatershooting
#colorado
#aurora
7763 (70)
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OWS
#ows
#occupywallstreet
#occupy
21314 (200)

Table 4.2: Top hashtags of events.

4.2.3

Co-occurrence Study of Impacting Hashtags

While Section 4.2.2 showed that a small set of impacting hashtags can be used to filter tweet for dynamic
topics, in this section we focus on “whether these impacting hashtags can be determined automatically”.
In order to answer this question, we perform a tag co-occurrence study on impacting hashtags. Tag cooccurrence has been widely studied on social networks such as Delicious and Flickr. This technique is also
used for determining tag similarities and recommendations [Cattuto et al. 2008; Mika 2007; Wartena et al.
2009]. In this section, co-occurrence is leveraged to characterize topic-relevant hashtags.
As our goal is to detect impacting hashtags automatically, we restrict our dataset to only those tweets that
contain impacting hashtags. For the analysis we construct a co-occurrence graph of these impacting hashtags
for each of the two topics. Formally a co-occurrence graph is an undirected graph G = (Vt , Et ) where
vertices Vt is the set of impacting hashtags for the topic t and Et is the set of edges. There is an undirected
edge between v1 and v2 if the hashtags v1 and v2 have co-occurred in at the least one tweet in the dataset. The
co-occurrence graph for Colorado Shooting is comprised of 70 impacting hashtags and Occupy Wall Street
protests is comprised of 200 impacting hashtags (See Table 4.2).
The co-occurrence graphs for both the topics are depicted in Figures 4.2 and 4.3. While most of the
impacting hashtags formed a well-connected co-occurrence network, three tags in total from both the topics
never co-occurred with the other hashtags (2 in the Colorado shooting and 1 in the Wall Street protests)
and hence were disconnected from the network. However, the disconnected hashtags seemed completely
unrelated to the topics and were eliminated. With this network, we conclude that the impacting hashtags
co-occur with each other. In which case, starting with one impacting hashtag as a filter, by co-occurrence
we will be able to reach other impacting hashtags that can improve filtering by updating the filter. Hence,
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the second question “Can impacting hashtags be detected automatically?” is answered as follows: once we
know one of the impacting hashtags, we will be able to automatically detect the other impacting hashtags by
co-occurrence.
With a deeper look into the co-occurrence graph of the impacting hashtags, we found that the hashtags
that were highly relevant and more frequent were strongly clustered by co-occurring with each other. This can
be observed in Figures 4.2 and 4.37 where hashtags towards the center are well clustered and seem to be more
relevant to the topic in comparison to the hashtags at the periphery. To formalize this, we adopted the Average
Clustering Coefficient [Wasserman and Faust 1994] measure to determine how well a set of hashtags have
co-occurred with each other. The Average Clustering Coefficient of a network is the average of the clustering
coefficient of all the nodes in the network as shown in Equation 4.1. The clustering coefficient [Latapy 2008]
of a node v in an undirected graph is a measure of the probability of any two randomly chosen neighbors
of v to be linked together and is determined by the Equation 4.2, where λv is the number of triangles in the
graph G that contains node v and d(v) is the number of possible edges between its neighbors. The average
clustering coefficient varies between 0 and 1, where a network with clustering coefficient 1 is a complete
graph, i.e., in our scenario all the hashtags in the network have co-occurred with each other.

AvgCevent =

Cv =

N
1 X
Cv
N v=0

λv
d(v)

(4.1)

(4.2)

Figure 4.4 shows the average clustering coefficient of a co-occurrence network built using the impacting
hashtags of both the topics. The x-axis is the percentage of most frequent hashtags and the y-axis is the
average clustering co-efficient of the co-occurrence network built using the hashtags that contribute to the
x-axis. From Figure 4.4 it can be discovered that the top tags of the topics are better clustered in their
co-occurrence network than the addition of the lower frequency tags in the network. This characteristic is
7 http://wiki.knoesis.org/index.php/Continuous_Semantic_Crawling_Events

(Accessed March, 2016)
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Figure 4.4: Clustering co-efficient of popular hashtags associated with dynamic topic
common with both the topics; however, the absolute value of the co-efficient varies based on the popularity of
the topic, and that includes the number of tweets collected for the event. With this analysis, we can conclude
that having one top hashtag as a filter can lead to acquiring other top hashtags quicker by co-occurrence since
the top hashtags have higher chances of co-occurrence with each other.
Summarizing the analysis of Hashtags in event-relevant data:
Which hashtags actually impact data collection?
The hashtags that make an impact for collecting tweets for dynamic topics are a very small proportion of
high-frequency, topic-relevant hashtags.
Can these hashtags be detected automatically?
Starting with any topic-related popular hashtag as an initial filter, other related hashtags can be reached
through tag co-occurrence. Further analysis on the co-occurrence network revealed that selecting a popular
hashtag as an initial topic-descriptor will aid in faster detection of other popular hashtags.

4.3

Event Filtering in Twitter using Hashtags

The goal of this work is to reduce or alleviate manual intervention in selecting keywords to filter tweets
for dynamic topics overtime. The analysis in Section 4.2 showed that hashtags for dynamic topics can be
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automatically detected using tag co-occurrence. Specifically, starting with an initial hashtag that is relevant
to the topic, the other hashtags can be reached via co-occurrence. Therefore, the first input for our filtering
system is an initial set of hashtag(s), also termed as Filtering Hashtags, that are relevant to the dynamic
topic. These hashtags are provided by the users manually. To emphasize the prominence of selecting the
right hashtags to start with, our clustering analysis of hashtag co-occurrence networks (Section 4.2.3) has
shown that selecting one or more popular hashtags will aid to faster detection of other popular hashtags.
Therefore, in this work we trust the judgment of the users to select the most relevant initial hashtags.
Next, using the initial filtering hashtags, we automatically find other relevant hashtags via co-occurrence.
However, due to the noisy nature of social media, co-occurrence techniques alone can lead to the collection
of other general and irrelevant hashtags with respect to the topic. Therefore, the system adopts an expand
and reduce paradigm to detect and select relevant hashtags. We employ the tag co-occurrence technique to
expand the initial set of hastags to a candidate set and reduce this candidate set to only the relevant ones by
their semantic similarity with the topic. Semantic similarity of tags to the topic is determined by leveraging
the background knowledge of the corresponding topic on Wikipedia. This Wikipedia topic8 is the other input
provided manually to the system. Finally, the hashtags that are semantically relevant to the dynamic topic are
updated as filters for streaming more timely, relevant tweets.
Further, to provide an overview of the approach, Figure 4.5 presents a functional architecture of the
system. The approach requires two manual inputs: (1) initial filtering hashtags for the topic and (2) the
Wikipedia topic page. For each candidate hashtag that co-occurs with the initial filtering hashtags, we find
its semantic similarity to the topic using the three main modules shown in the architecture: (1) Topic Wiki
Processor that creates background knowledge for the topic using Wikipedia; (2) Semantic Enrichment that
serializes each candidate hashtag to a representation of Wikipedia concepts that can be compared to the
background knowledge; (3) Hashtag Analyzer that compares the background knowledge of the topic and the
semantic representation of the hastag to find its relevancy to the topic. Based on the comparison, relevant
hashtags are detected and added to the filter by the Hashtag Analyzer.
8 The

Wikipedia topic is used to get the corresponding Wikipedia page of the dynamic topic of interest.
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Sections 4.3.1, 4.3.2, and 4.3.3 below detail each of these modules.

4.3.1

Topic Wiki Processor

The primary task of Topic Wiki Processor is to create background knowledge for the dynamic topic of interest.
This knowledge is harnessed to find the semantic relevancy of hashtags to the dynamic topic of interest. We
utilize Wikipedia as the source to generate the background knowledge for the topic. We chose Wikipedia
because: (1) First, Wikipedia as a knowledge source has a broader coverage of topics [Gruber 2008] and
since the filtering system needs to handle large and diverse set of topics on social media, this is an apt choice;
(2) Next, and the most important aspect is to use a knowledge sournce that is dynamically updated to keep up
with the real-time nature of social media platforms. Wikipedia, due to its collaborative nature, is updated in
almost real-time and reflects unbiased views regarding the happenings in the real world [Ferron and Massa
2011; Osborne et al. 2012]. These updates are reflected in the content of the relevant Wikipedia article.
Particularly, new concepts are added (linked) or deleted (un-linked) from the Wikipedia article. For example,
the Wikipedia article on Hurricane Sandy was created at 20:20 on 23 October 2012, with information about
its predicted path in Jamaica, Cuba, Haiti, and the Bahamas i.e, links to the Wikipedia articles of these
countries were added to the Wikipedia page of Hurricane Sandy. Further, as information about Hurricane
Sandy’s landfall in the United States arrived in real-time the Wikipedia article on Hurricane Sandy was also
continuously updated with information and links to the affected locations in the United States. Such links can
be extracted from Wikipedia to form a hyperlink graph which evolves as and when the Wikipedia articles are
updated. We utilize this evolving structure to create the background knowledge to track the dynamic topics
closely.
Formally, the Wikipedia hyperlink structure can be represented as a directed graph G = (V, E) with set
of vertices V ⊆ W , where W is the set of all Wikipedia articles, and set of edges E, where E ⊆ V × V .
There is a directed edge from v1 to v2 if there is a link to article v2 in the article of v1 . For a given vertex vi ,
let Out(vi ) be the set of outgoing edges from vi , i.e, these are links to articles present in the Wikipedia page
of vi . Further, let In(vi ) be the set of incoming links to vi .
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Figure 4.5: Architecture of the system for tracking dynamic topics on Twitter
Utilizing the Wikipedia hyperlink graph, we create a weighted list of Wikipedia concepts9 where the
weights determine the relatedness of the concept to the topic. This weighted list of concepts is the background
knowledge for the topic. Formally the background knowledge BKt for a topic t is a set of tuples (ct , wt ),
where ct ∈ W and W is the set of Wikipedia concepts, and weight wt = Rel(c, t) ∈ R, where Rel(c, t) is
the measure of relatedness of the concept c to topic t.
Wikipedia has over 5 million concepts and computing the relatedness measure for all the concepts of the
topic is computationally unfeasible. We therefore restrict computation and analysis to only those concepts that
are linked to the Wikipedia article of the dynamic topic. This is because, by Wikipedia convention, concepts
discussed and linked to in a Wikipedia article are those that are closely related to the article10 . Therefore, for
each dynamic topic we reduce computing the relatedness measure for 5 million concepts to 10 concepts on
9 Term

Concept is used interchangeably with Wikipedia articles.

10 https://en.wikipedia.org/wiki/Wikipedia:Manual_of_Style/Linking

(Accessed March, 2016)
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average, since 10 is the average outdegree in a Wikipedia hyperlink graph. However, it is important to note
that this average is calculated on a long tail distribution and hence the topics of our concern will have more
concepts than 10 on their Wikipedia articles. In order to perform this task, we utilize Wikipedia topic page as
an input for the methodology.
We define the relatedness measure R(c, t) of the concept c to a topic t by summing up the weights of two
intuitive and independent measures based on the Wikipedia graph. The two measures are (1) Edge-Based
measure and (2) Outgoing Concepts Overlap Measure .
Edge-based measure
The first measure we introduce is the edge-based measure, which leverages the types of links in the directed
hyperlink graph. There are two types of links (1) unidirectional and (2) bidirectional. We hypothesize that
bidirectional links are more prominent than unidirectional, particularly between two concepts on Wikipedia.
This is because the bidirectional link between two concepts shows that they are mutually important to each
other. We capture this intuition with the edge-based measure which is empirically determined as shown in
the Equation 4.3.

ed(c, t) =




 2

if c ∈ Out(t) and t ∈ Out(c)



 1

if c ∈ Out(t) and t ∈
/ Out(c)

(4.3)

Outgoing Concepts Overlap Measure
The next measure we introduce is based on the popular semantic relatedness intuition that similar concepts
are connected to similar concepts [Pedersen et al. 2004]. Therefore, to find the relatedness between topic t
and concept c, we utilize the concepts connected to t and the concepts connected to c and calculate the overlap
between them. We term this measure as the Outgoing Concepts Overlap Measure. Intuitively, the more the
overlap, the better its semantic relevance to the topic t because the concept c discusses more concepts that are
also mentioned in the topic page. We utilize the standard similarity metric, Jaccard’s co-efficient, to find the
overlap as depicted in Equation 4.4.
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(4.4)

The sum of the two measures above determines the relatedness of a concept c to topic t as shown in
Equation 4.5.

R(c, t) = ed(c, t) + oco(c, t)

4.3.2

(4.5)

Semantic Enrichment: A Weighted Concepts Representation of Hashtag

In Section 4.3.1, we created the background knowledge for the topic which is a weighted set of related
Wikipedia concepts. Next, to find the semantic relevancy of a hashtag to the topic, this module transforms
the hashtag to a similar representation of weighted concepts that represents the hashtag. To find the concepts
that represent the hashtag, we extract Wikipedia concepts that occur in tweets containing the hashtag. The
extraction of correlated Wikipedia concepts from the tweet is performed using DBpedia Spotlight [Mendes
et al. 2011]. One drawback of using DBpedia Spotlight for a real-time approach such as ours is that it uses
an older version of Wikipedia and so new concepts that have evolved will be missed. These new concepts are
important because the topics we are focusing are real-time, are dynamically evolving, and these concepts play
a significant role in finding timely, relevant hashtags. For these new concepts, we have developed an in-house
Trie Extractor [Mendes et al. 2010] which is a dictionary-based longest sub-string extractor that extracts the
concepts that are not yet updated in DBpedia Spotlight.
For every hashtag that needs to be checked for semantic relevancy to the dynamic topic, the latest k
tweets that mention the hashtag are semantically enriched. We hypothesize that the latest k tweets reflect the
timely usage of the hashtag. The semantically enriched tweets are used to create a weighted set of Wikipedia
concepts that represents the hashtag. Formally, a hashtag is represented as HRh = (ch , wh ), where ch ∈ W
and the weight wh of a concept ch is defined by the normalized frequency ncf (Equation 4.6) of the concept
ch in the latest k tweets mentioning the hashtag h.
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(4.6)

Hashtag Analyzer

The Hashtag Analyzer takes the two sets of weighted Wikipedia concepts that represent the topic and the
hashtag and compares them to find the semantic relevancy of the hashtag to the dynamic topic of interest.
To formalize the semantic relevancy we experimented with three different similarity measures as follows:
(1) Jaccard Co-efficient: a set based unweighed similarity measure; (2) Cosine Similarity: A vector based
similarity measure; (3) Weighted Subsumption Measure: a novel vector-based asymmetric similarity measure.
4.3.3.1

Jaccard Co-efficient

The Jaccard Co-efficient is a symmetric, set-based measure that defines the similarity of two sets in terms of
their overlap and is normalized for their sizes. This measure is used to determine the non-weighted overlap
of Wikipedia concepts that represent the hashtag h and topic t. Therefore, formally it is defined as follows:

rjach =

Conceptsh ∩ Conceptst
Conceptsh ∪ Conceptst

(4.7)

where Conceptsh is the set of concepts in the weighed concepts representation of hashtags HRh and
Conceptst is the set of concepts in the background knowledge BKt of topic t. For instance, if set Ch =
{(N ewY ork, 2.3), (BarackObama, 2.8), . . . }, then Conceptsh = {N ewY ork, BarackObama, . . . }.
4.3.3.2

Cosine Similarity

Cosine similarity (rcosh,t ) measures the similarity between two vectors in an N -dimensional vector space.
This measure considers the relative proportions of the Wikipedia concepts associated with the hashtag and
the topic to find the semantic relevancy. Cosine similarity of BKt and HRh is as per the Equation 4.8.
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P|W |

whi × wti
q
P|W |
2
2
i=1 (whi ) ×
i=1 (wti )

rcosh,t = qP
|W |

i=1

(4.8)

where W is the set of Wikipedia concepts. whi and wti are the weight of concept ci in the hashtag representation HRh and topic background knowledge BKt . If a Wikipedia concept is not associated with either the
hashtag h or the topic t, i.e., if it is not present in BKt or HRh , its weight is 0.
4.3.3.3

Weighted Subsumption Measure

Both the Jaccard and Cosine similarity measures detailed above are symmetric measures. However, most of
the hashtags related to a topic are: (1) representing an activity associated with the event, (2) or is a named
entity involved in the topic, or (3) has phrases that represent the temporal state of the dynamic topic. For example, hashtag guides on the Web for the US Elections 2012 mention hashtags such as #Election2012,
#TeamObama, #TeamRomney, #Obama2012, #IACaucus, and #NC201211 . Except one hastag, i.e.,
#Election2012, the other hashtags represent only a part of the topic rather than representing the whole
topic. #TeamObama, #TeamRomney, and #Obama2012 represent the named entities Obama and Romney
and their campaigns, whereas #IACaucus, and #NC2012 represent activities during the 2012 US Presidential elections. Therefore, it is necessary for us to consider each hashtag to be a part of the dynamic topic,
which may, in a few cases, represent the entire topic of interest. In this context, we introduce an asymmetric
measure called the Weighted Subsumption measure to determine the subset overlap of the weighted concepts
from the hashtag h to that from the dynamic topic t. The measure in the Equation 4.9 rewards larger overlaps
(intersection) and penalizes the difference, that is, concepts that are present in tweets of the hashtag but absent
from the Wikipedia page of the event.
In order to obtain the desired asymmetry, we penalize the subset of weighted concepts that occur in HRh
(hashtag concept representation) and that are not present in the BKt (topic background knowledge). The
metric is formalized as Equation 4.9
11 Examples

of hashtag guides for US Elections: http://wapo.st/SMCKF8 and http://bit.ly/RVIC91
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P|W |
wh × wti
rsubh = P|M |i=1 i
j=1 whi × Avg(wt )

(4.9)

where W is the set of Wikipedia concepts. whi and wti are the weights of concept ci in hashtag representation
HRh and topic background knowledge BKt respectively. M is the set of concepts present in HRh and not
in BKt . Avg(wt ) is the average of weights of concepts present in BKt .
We utilize the aforementioned similarity measures to find a score for semantic relevancy of the hastag to
the dynamic topic of interest. Further, based on a threshold of this score, the filtering hashtag set is updated
with the hashtag, as shown in the Figure 4.5. The threshold can be adjusted to balance the precision and recall
of the tweets to be crawled (Section 4.4), i.e., lower the threshold is, more hashtags are utilized for filtering by
compromising its relevancy to the topic and hence compromising the relevancy of the tweets being filtered.

4.4

Evaluation

The evaluation is performed by experimenting on two dynamic topics (1) US Presidential Elections 201212
and (2) Hurricane Sandy.13
NOTE: The dataset used in Section 4.2 is not used because the tweets in the dataset are manually curated
and are already related to the topic. Therefore, experiments with this approach to detect hashtags relevant to
a topic by analyzing the tweets they are tagged will be biased (topic-tweets).

4.4.1

Experimental Setup

The architecture presented in Figure 4.5 is simulated as a real-time process for evaluation. From a random
sample14 collection of tweets between October 27th to November 4th, we selected two days for running our
approach on the two topics. We picked October 29th 2012 for Hurricane Sandy because it was the day when
Sandy made the landfall on the east coast of the United States. For the 2012 US Elections, we randomly
picked a day (November, 2, 2012) since the topic was ongoing and popular through out the time frame of the
dataset available.
12 http://bit.ly/uselections-wiki

(Accessed March, 2016)
(Accessed March, 2016)
14 Random sample collection is crawled using the Twitter Streaming API.
13 http://wikipedia.org/Hurricane_Sandy
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It is important to note that the approach works for only those topics that have an article on Wikipedia,
since the article is utilized as an input to generate the background knowledge. For the experiments, the
background knowledge was generated for both the topics (see Table 4.3 for the number of Wikipedia concepts
for each topic) simulating a real-time setup. The Wikipedia hyperlink graph that is the input for generating the
background knowledge was created by querying the Wikipedia API15 , which provides updated information
from Wikipedia in real-time. This task was performed just before streaming tweets to find relevant hashtags
for the topics. Tweets were streamed using the Twitter Streaming API as shown in Figure 4.5 with the most
appropriate hashtags (#election2012, #sandy) as the initial filtering hashtag set for the topics. The details of
the data collected are given in Table 4.3, where the total number of tweets collected for each topic using the
initial hashtags were approximately 5,000.
Our goal in this work is to find hashtags that can filter tweets that are relevant to the dynamic topic
of interest. Therefore, the hashtags are to be judged based on the tweets that they retrieve rather than the
hashtag itself. Hence, we narrowed down to a manual evaluation of the tweets that could be retrieved by
the co-occurring hashtags. However, the co-occurring hashtags, i.e. 1,460 distinct hashtags for the 2012 US
Elections and 837 for Hurricane Sandy (Table 4.3) are significantly large in number and manually evaluating
at least 100 tweets each hashtags retrieves (220,000 tweets) is very labor intensive. In this context, we
transformed the evaluation into a top − k ranking evaluation, where the k was restricted to 25 hashtags for
each topic. We selected the top 25 hashtags that co-occurred most frequently with the initial filtering hashtag
set to determine their semantic relevancy using the approach presented. We opted to use the co-occurrence
frequency as a medium to restrict hashtags because: (1) in our analysis in Section 4.2.3 we showed that
relevant hashtags co-occur better with each other; (2) the co-occurrence frequency of hashtags is used as a
baseline to evaluate our approach due to its popularity in many tag recommendation systems [Sigurbjörnsson
and van Zwol 2008; Wartena et al. 2009; Zangerle et al. 2011].
The next step in the approach is to represent the hashtags using Wikipedia concepts by semantically
enriching the tweets that mention these hashtags. Therefore, for each of these hashtags we collected the latest
15 https://en.wikipedia.org/w/api.php

(Accessed March, 2016)
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(1) 500 tweets for US Election data and (2) 200 tweets for Hurricane Sandy data.16 to semantically enrich
them for representing the hashtags as a weighted set of Wikipedia concepts. We also manually accessed these
tweets to check for their relevancy to the topics. We used the same set of tweets because, in a real-time setting,
these hashtags would retrieve the same set of tweets if used as filters. The tweets collected for the 50 hashtags
(approximately 15,000 tweets) were distributed among three assessors for manual assessment of relevancy
to the topic. About 70% of the tweets were relevant to US Elections and 57% of the tweets for Hurricane
Sandy. The details of the manually assessed dataset are given in Table 4.4 and the dataset is available online
on the project website17 to be used for performing other benchmark experiments by the research community.
Furthermore, these tweets retrieved had no occurrence of the initial filtering hashtag set, i.e. #election2012 or
#sandy, particularly to remove any bias in the evaluation. Tweets with #election2012 or #sandy are already
filtered and it is of no use for the filtering system to filter them again with a different hashtag. The number of
tweets and hashtags are provided in Table 4.3.
We now have the semantic representation of the hashtags which can be compared to the background
knowledge to determine the semantic relevancy of the hashtag. Our approach experimented with three different similarity metrics to determine semantic relevancy as detailed in Section 4.3.3: (1) Jaccard Similarity, (2)
Cosine Similarity, and (3) Weighted Subsumption Similarity. We generate results for each of these similarity
metrics and use co-occurrence frequency as our baseline.

Topic

Tag

Tweets

Co-occ Tags (Distinct)

Topic Page Concepts

Date

US Elections 2012
Hurricane Sandy

#election2012
#sandy

4855
4818

12361 (1460)
6592 (837)

614
419

02/11/2012
29/10/2012

Table 4.3: Initial dataset with background knowledge

For each candidate hashtag, the precision (P recisioni =

RelevantT weetsi
T otalT weetsi )

of tweets retrieved using the

hashtag with respect to the manual assessment of relevancy is determined. This precision value is used to
16 The number of tweets were reduced for the second event because of the time and effort taken for manual assessment of each tweet
for evaluation.
17 The manually accessed dataset is available at http://wiki.knoesis.org/index.php/Continuous_Semantic_
Crawling_Events (Accessed March, 2016)
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Topic

Tags

Tweets (Distinct)

Rel

Ir-rel

Tweet Entities

US Elections 2012
Hurricane Sandy

25
25

11504 (10084)
4905 (4850)

7086
2691

2998
2159

27558 (4255)
10719 (2359)

Total

50

15409

14934

9777

38219

Table 4.4: Dataset for evaluation
obtain the ideal/benchmark ranking of the hashtags by sorting the hashtags in the descending order of their
associated precision, i.e., the higher the precision of the retrieved tweets, the better the hashtag’s relevancy to
the topic. Further, the ranked hashtag list is obtained according to the semantic relevancy score determined
using: (1) co-occurrence, (2) Jaccard, (3) Cosine, and (4) Weighted Subsumption Measure. Then the average
precision of all the ranking strategies is calculated for both topics at every interval of 5 tags (@k tags) as
shown in the Table 4.5. Once we rank the 25 hashtags using each of the four approaches, we adapt the
following two standard ranking evaluation metrics below for evaluation.
• Mean Average Precision (MAP): MAP [Manning et al. 2008] of a search engine (documents) is the mean
over different queries of the average precision at any rank k for each query. Formally, Average Precision
and MAP are defined below, where Q is the set of queries posed to the search engine for a dataset.

AveP rec@k =

k
1X
P recisioni
k i=1

(4.10)

|Q|

M AP @k =

1 X
AveP rec@kq
|Q| q=1

(4.11)

Mean Average Precision (MAP) is adapted to obtain a single score for each ranking scheme as discussed
below, and then use the highest MAP score to pick the best ranking scheme (for picking relevant hashtags
for an topic). The average precision at k for a ranking of hashtags was determined by averaging the
manually determined precision values for the top − k hashtags according to that ranking scheme. (Note
that different ranking schemes will yield different top − k hashtags, and so will provide different average
precisions, and the maximum value will be obtained using the ideal ranking discussed earlier.) The MAP
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for a ranking scheme for hashtags is determined by taking the mean of average precisions (for some
chosen k) for different topics (in this case Hurricane Sandy and US Presidential Elections).
• Normalized Discounted Cumulative Gain: For a more stringent evaluation metric that supports graded
judgments and penalizes error near the beginning of most relevant tags determined by the approach,
Normalized Discounted Cumulative Gain (NDCG) [Järvelin and Kekäläinen 2000] is used. NDCG is
normalized value of Discounted Cumulative Gain (DCG). We adopt NDCG because DCG values are not
consistent across different topics/queries. DCG is defined as follows:

DCGn =

n
X
i=1

Gi
log2 (i + 1)

(4.12)

where i is the rank of the document, Gi is the function of relevance grade. NDCG normalizes DCG with
respect to ideal ranking as follows.

N DCGn =

n
Gi
1 X
Zn i=1 log2 (i + 1)

(4.13)

Zn = DCGidealn where DCGidealn is the value with the benchmark ranking.
NDCG is adapted to develop a metric for ranking hashtags with respect to their relevance to a topic
to further ensure that a small subset of top ranked hashtags will be sufficient for effective crawling
and filtering. For this purpose, cumulative gain (CG) at position k for a ranked list of hashtags was
obtained by summing their precisions. Discounted cumulative gain (DCG) was obtained by progressively
increasing the logarithmic penalty going down the list. NDCG was obtained as the ratio of DCG for a
ranking scheme to the DCG of the ideal ranking of the hashtags.

4.4.2

Evaluation Results and Discussion

Table 4.5 shows the average precision of the tweets retrieved by hashtags ranked by all the approaches. We
can see that our approach with any of the three similarity measure does significantly better than the baseline
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Figure 4.6: Mean Average Precision – Top topic relevant hashtags
co-occurrence technique. Next, the MAP values obtained in Table 4.5 and shown in Figure 4.6 reaffirm the
same results. The most important insight is that the weighted subsumption measure is an appropriate metric
to capture semantic relevant to a dynamic topic. The hypothesis stated that each of the hashtag generally
does not represent the whole topic but a part of it, and hence a symmetric measure which assumes that each
hashtag represents the topic may not perform as well as an asymmetric measure. This is evidenced by the
fact that the Weighted subsumption measure consistently, in almost all cases, performs better than Jaccard
co-efficient (symmetric set based similarity measure) and Cosine similarity (symmetric weights). Also, the
Weighted subsumption measure @5-tags performs 13% better than the baseline and only 4% lower than the
ideal ranking.
Although MAP is a standard ranking metric, we have also used NDCG, which is considered to be stricter
and more fine-grained evaluation metric for ranking. The NDCG is calculated for only two intervals of
ranking (10 and 25). The NDCG values are given in Table 4.6 and the asymmetric measure outperforms the
symmetric measures as shown by the NDCG numbers from Table 4.6.
From Figure 4.6 and Table 4.6 we can conclude the following:
• This approach with all three similarity measures performs significantly better than the baseline. Therefore, this demonstrates the effectiveness of Wikipedia to rank, select, and update topic-related hashtags.
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• The asymmetric measure (Weighted subsumption measure) can determine high-quality topic-relevant
hashtags.
Since a co-occurrence technique is employed it is possible to reach high-quality tags, including the low
frequency topic-relevant tags (Section 4.2.3). Due to the vastness of hashtags on Twitter for topics and
the constraints of the evaluation strategies (manual assessment), it was difficult to evaluate the recall of
quality hashtags. Also, evaluating this will introduce dynamism in the approach and hence perform multiple
iterations by updating the filtering hashtags set (Figure 4.5), which is a part of the future work. However,
the evaluation shows that the high-quality hashtags (precision of tweets filtered) can be detected and selected
using the approach.
@k-Tags

Benchmark

5
10
15
20
25

0.97
0.92
0.85
0.71
0.57

Hurricane Sandy
Subsump Cosine Jaccard
0.93
0.87
0.76
0.70
0.57

0.83
0.81
0.74
0.69
0.57

0.84
0.83
0.74
0.64
0.57

Co-occ
(Baseline)

Benchmark

0.70
0.54
0.57
0.56
0.57

0.94
0.90
0.86
0.83
0.70

US Elections 2012
Subsump Cosine Jaccard
0.91
0.86
0.84
0.81
0.70

0.82
0.83
0.84
0.80
0.70

Co-occ
(Baseline)

0.89
0.84
0.85
0.80
0.70

0.88
0.77
0.72
0.75
0.70

Table 4.5: Average Precision @top − k

NDCG

Subsump

N DCG10
N DCG25

0.93
0.97

Hurricane Sandy
Cosine Jaccard
0.86
0.93

0.85
0.92

Co-occ

Subsump

0.65
0.89

0.91
0.98

US Elections 2012
Cosine Jaccard
0.85
0.95

0.89
0.97

Co-occ
0.83
0.94

Table 4.6: Normalized Discounted Cumulative Gain – Top topic relevant hashtags

4.5

Conclusion

Chapter 3 focused on generating user interests, whereas in this chapter we detailed the challenges of collecting
social media posts such as tweets in real time for dynamically evolving topics of interests. We analyzed and
characterized the distribution of hashtags to determine a small set of highly relevant hashtags that are adequate
to crawl for tweets related to dynamically evolving topics. This approach utilizes the Wikipedia hyperlink
structure to infer an evolving knowledge base for dynamic topics. This knowledge base is harnessed to
address the challenge of dynamically changing vocabulary on social media in tracking an unfolding topic of
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interest. The evaluation not only showed that the approach can track dynamic topics by updating the filter
with relevant hashtags but it also improves the coverage of the posts being filtered for the topic.
In Chapter 5, we will focus on the scalability aspect of building a filtering system. This is important
because of the immense popularity of social media platforms and in turn the number of users who use such
platforms for information. Chapter 5 will also discuss challenges of using centralized systems to disseminate
information to a large set of users, and introduce a distributed protocol that has been extended for scalable
content dissemination.

5
Scalable and Privacy-Aware
Dissemination of Content
Twitter and Facebook together have more than 1.5 billion users. Building an information filtering system for
such huge number of users on these platforms not only requires understanding users and filtering data, but
also requires work on scaling up these systems. In the previous two core Chapters 3 and 4 of this dissertation,
we addressed challenges focusing on the data aspect, whereas this chapter will detail and address the issues
concerning scalability in terms of disseminating content to a large set of users.

5.1

Overview

Centralized content dissemination platforms, such as Twitter or Facebook, have raised, on the one hand,
scalability issues [Rothschild 2009] — due to the growing number of participants — and, on the other hand,
policy concerns — such as control, privacy and ownership over the user’s published data [Boyd and Hargittai
2010]. Distributed platforms, such as SMOB1 , StatusNet2 , Diaspora3 or OneSocialWeb4 , aim to solve this
issue by enabling architectures where people own their data and share it intentionally. While they use different
stack, their goal is to allow users to setup their own “Social Space” — as people can do now by setting
up a weblog —. Synchronisation between the different user spaces is performed with tools and protocols
1 http://smob.me

(Accessed August, 2011)
(Accessed August, 2011)
3 http://joindiaspora.com (Accessed August, 2011)
4 http://onesocialweb.org (Accessed August, 2011)
2 http://status.net
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ranging from XMPP5 to SPARQL 1.1 Update and its protocol6 to OStatus7 or to Activity Streams8 . Yet,
scalability, and most importantly privacy are still ongoing challenges. New techniques are needed to deal
with information overload and to ensure content is directed only to intended recipient. This would enable, for
instance, to keep a large list of followers/friends9 , and to limit the distribution of particular content to only
a subset of people, on-demand (as opposed to generic policies such as “friends” or “family”). For example,
limiting content about project X only to project members, this list being dynamically generated. While, that
advantage of publisher of content is evident, such platforms can also serve as a platform for users to filter the
posts that they want to receive based on their friends and topic of interests in their profiles.
To achieve this goal, this work builds an extension of Google’s PubSubHubbub protocol [Brad Fitzpatrick, Brett Slatkin, Martin Atkins 2010] (aka PuSH, described in the next section), that improves both the
scalability and the privacy issues in Distributed content dissemination platforms. Its original broadcasting
feature is enhanced in order to allow publishers to decide whom they want to share their information with,
among the users in their social network. Using this approach, content is delivered on-demand to a list of
interested parties, as defined by the publisher, but using dynamic preferences. This is done by combining
PuSH (including an RDF ontology to describe its core attributes), SPARQL 1.1 Update and a the Privacy
Preference Ontology [Sacco and Passant 2011] — a lightweight vocabulary for modeling user privacy on the
Social Web. Therefore, this work aims at combining “the best of both worlds”, re-using efficient and pragmatic Web 2.0 approaches (PuSH and RSS) with outcomes from the Semantic Web community (lightweight
vocabularies and SPARQL). In the rest of this chapter (Section 5.2) discusses some background to this work
followed by motivation for scalable dissemination in multiple scenarios such as distributed social networks.
Next we discuss how the PuSH protocol is extended in this work (Section 5.3). Further, the implementation
details is presented in Section 5.4. We present two use cases (1) Privacy aware content dissemination for
distributed social networks in Section 5.4. This has been the primary motivation to extend PubSubHubbub;
5 http://xmpp.org

(Accessed August, 2011)

6 http://www.w3.org/TR/sparql11-http-rdf-update/
7 http://ostatus.org

(Accessed August, 2011)
8 http://activitystrea.ms/ (Accessed August, 2011)
9 I.e. people allowed to see your content and information

(Accessed March, 2016)
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and (2) Distributed dissemination system for an information filtering system in Section 5.5.

5.2

Background

5.2.1

Distributed Content Dissemination and PubSubHubbub

Centralized Content Dissemination Platforms (CCD) such as Facebook, Myspace and Twitter suffer drawbacks such as those mentioned in Section 5.1. For instance, the growing number of Twitter users has been
a continuous concern for the performance of the service10 . Issues related to the sharing of personal information with third party websites by Facebook11 or Twitter retweet issues [Meeder et al. 2010] have defeated
the privacy mechanisms of these services. These lead to new approaches to engineer Distributed Content
Dissemination Platforms (DCD) [man Au Yeung et al. 2009]. While CCDs store users’ data in their own
servers and owns user’s data as per Terms of Service, DCDs distribute the data across users, emphasizing on
data portability and interoperability. In addition, they promote ownership of users’ data, as data resides either
on a trusted server or on a local computer.
Implementing DCD requires various layers, including one to transmit data between users’ platform. A
common way to do this is Google’s PubSubHubbub (PuSH), a decentralized publish-subscribe protocol which
extends Atom/RSS to enable real-time streams. It allows one to get near-instant notifications of the content
(s)he is subscribed to, as PuSH immediately “pushes” new data from publisher to subscriber(s) where RSS
readers must periodically “pull” new data. The PuSH ecosystem consist of a few hubs, many publishers, and
a large number of subscribers. Hubs enable (1) publishers to offload the task of broadcasting new data to
subscribers; and (2) subscribers to avoid constantly polling for new data, as the hub pushes the data updates
to the subscribers. In addition, the protocol handles the communication process between publishers and
subscribers:
1. A subscriber pulls a feed (Atom/RSS) from a publisher (a “topic” in the PuSH terminology). In its header,
the feed refers to a hub where the subscriber must register to get future notifications about publisher’s
updates;
10 http://mashable.com/2010/06/11/twitter-engineering-fail/
11 http://bit.ly/privacyissuesfacebook

(Accessed March, 2016)

(Accessed March, 2016)
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2. The subscriber registers to the feed at the hub’s URL. This process is automatically done by the subscriber
the first time the feed is accessed;
3. The publisher notifies the hub whenever new content is published — also, the hub can check for updated
directly from the publisher by pulling its feed;
4. Finally, when new content is generated by the publisher, the hub sents updates to all its subscribers for
this feed.
PuSH is a scalable protocol, and Google provides a public hub that people can use to broadcast their content12 .
This public hub delivers for approximately 40 million unique active feeds, with 117 million subscriptions.
In two years, approximately 5.5 billion unique feeds have been delivered, fetching 200 to 400 feeds and
delivering 400 to 600 of them per second. Its largest subscribers get between 20 and 120 updates per second
from the hub.

5.2.2

Semantics in Distributed Content Dissemination Platforms

Within DCD, individuals mapped to each other with their social relationships form what is generally termed as
a “social graph”, that became popular with OSNs such as Facebook. OSNs and other Social Web services take
advantage of the relationships between individuals to provide better and more personalized online experience.
In [Fitzpatrick and Recordon 2007], Brad Fitzpatrick, founder of the LiveJournal blogging community13 ,
discussed his views on building a decentralized social graph and the aggregation of individual’s friends
across sites.
Lightweight semantics can play an important role in social graphs and DCDs, allowing to share content
between users whether or not they are on the same system. FOAF [Brickley and Miller 2010] — Friend of a
Friend — is generally used to represent information about individuals (name, e-mail, interests, etc.) and their
social relations in a machine readable format. Generally combined with FOAF, SIOC [Breslin et al. 2009]
— Semantically-Interlinked Online Communities — is a lightweight vocabulary used (in combination with
12 http://pubsubhubbub.appspot.com/
13 http://livejournal.com

(Accessed March, 2016)
(Accessed March, 2016)
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several of its modules) to represent social data and user activities (blog posts, wiki edits, etc.) in RDF. To a
larger extent, vocabularies such as the Open Graph Protocol14 , or schema.org15 could be considered to model
the objects being manipulated and shared by users (movies, photos, etc.) — especially as they may have a
larger uptake than the previous ones at Web-scale.

5.2.3

WebID

To enable users privacy and secure communications in a DCD, an authentication protocol is required. WebID
[Story et al. 2009] is an decentralized authentication protocol that allows users to manage their own identities
and data privacy. It uses X.509 certificates and SSL certificate exchange mechanisms to provide an encrypted
communication channel and ensures that users are who they claim, represented by a WebID URI — generally
identifying a foaf:Person. Hence, FOAF relation may be enhanced with trust descriptions so as to create
a reputation network. Moreover, this trust network can be backed by the use of cryptographic keys and digital
signatures, so as to form a secure Web of Trust16 .
It can also be used for authorization purposes in conjunction with other vocabularies and ontologies such
as, Privacy Preference Ontology (PPO) [Sacco and Passant 2011] to provide a fine grained access control. In
a nutshell, the protocol works as follows:
1. A client sends its X509 certificate (including his WebID URI) to a server;
2. The server extracts the public key and the URI entries from certificate;
3. The server dereferences the URI and extracts a public FOAF profile;
4. The server attempts to verify the public key information. If the public key in the certificate is part of the
public keys associated with the URI, the server assumes that the client uses this public key to verify their
ownership of the WebID URI;
5. The client is authenticated, authorization mechanism can be applied.
14 http://ogp.me

(Accessed March, 2016)
(Accessed March, 2016)
16 http://xmlns.com/wot/0.1/ (Accessed March, 2016)
15 http://schema.org
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PPO - The Privacy Preference Ontology

By itself, WebID does not determine what kind of access an authenticated user has on a resources. Yet, it
can be combined with authorization mechanisms to provide such access control. The Privacy Preference
Ontology [Sacco and Passant 2011] (PPO) is a lightweight vocabulary built on Web Access Control ontology
[Prud’hommeaux 2004] to provide fine-grained restrictions to access RDF data. It consists of a main class
PrivacyPreference with properties defining (1) the resource to be restricted; (2) the conditions to create
the privacy preferences; (3) the access privileges and; (4) the attribute patterns that must be satisfied by the
requester — also known as access space. Access Spaces are SPARQL queries, checking FOAF profiles of
the requesters to grant access (or not) to some data, so that FOAF plays a central role in the authorization
process.
For instance, in a scenario when Alice requests to access to Bob’s information (e.g. a microblog post),
Bob’s privacy preference for the corresponding resource are checked. If the access spaces for this preference
matches Alice’s description (from her FOAF profile), she will gain access to the requested data. A resource
can have multiple access spaces, and access is granted if one’s profile matches at least one of the access
spaces.

5.3
5.3.1

Extending PubSubHubbub for Privacy-Aware Content Dissemination
Motivations for Extending PuSH

PuSH provides a distributed architecture and hence more scalability compared to a centralized architecture,
but it still does not implement any privacy policies. In CCDs such as Twitter, minimal privacy settings are
provided to users. Users can either make their account public (by default, everyone can view their content)
or protected (only approved followers can view their content). Yet, the lack of fine-grained privacy policies
caused several incidents, such as people being fired because some content reached undesired people in their
network17 .
17 http://www.huffingtonpost.com/2010/07/15/fired-over-twitter-tweets\_n\_645884.html
cessed March, 2016)

(Ac-
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Figure 5.1: Sequence of interactions in Semantic Hub
Using PuSH in OSNs brings similar patterns where a publisher can either broadcast his data to all the
subscribers or not. Although it would be possible to enable finer-grained access control in PuSH by creating
one feed per subscriber; this is considered to be difficult at significant scale. Therefore, this work extends
PubSubHubbub to feature user-controlled data dissemination. This allows one user to dynamically create
groups of people who will receive a private post that remains hidden to other users.

5.3.2

PuSH extension

The Publisher and the Hub are extended with respect to their counter parts in the original PubSubHubbub
protocol, while the Subscriber functionality is kept intact. Semantic Web technologies such as RDF, SPARQL
and tools such as Triple-Stores are the primary modifications this work brought. Following the original design
principles of PuSH, the Hub manages most of the complexity of user content dissemination. Therefore, it
is solely responsible for pushing feeds to the subscribers explicitly targeted by the publisher. This is termed
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as a “Semantic Hub” since it uses Semantic Web technologies and tools to perform this dynamic and private
dissemination feature. This is detailed in Sections 5.3.3 and 5.3.5.
Fig. 5.1 illustrates the sequence of interactions between the main participants of the protocol. The ecosystem comprises of the Publisher, the Subscriber and the Semantic Hub. The sequence is divided into three parts
(1) Subscription process by Subscriber-A (Sub-A) to the Publisher’s feeds; (2) Updates notifications by the
Publisher (Pub) to the Semantic Hub (SemHub); (3) Updates pushes to the Subscribers by the Semantic Hub.
The Subscription Process is independent of the other two whereas the Updates notifications and Updates
pushes happens in sequence. The communication steps in a subscription process begins with Sub-A requesting Pub for its feeds (S-1)18 . Pub answers with a feed that includes the Topic URL and SemHub URL (S-2).
Sub-A then requests the Semantic Hub to subscribe to Pub’s feeds Topic URL (S-3). The first communication
between Sub-A or any Subscriber with the Semantic Hub leads to the access of Sub-A/Subscriber’s FOAF
profile by the Semantic Hub (S-4 to S-7). This is further explained in Section 5.3.3. The interactions that take
place only in the first communication are illustrated by dashed lines in the Fig. 5.1.
In the Updates Notification the flow starts with an item generated by Pub. Once a new item is created,
Pub embeds its privacy preference for the item in the feed. The generation of privacy preferences and how
they are embed in the feed is detailed in Section 5.3.4. The preference is a set of SPARQL queries (also
known as access space) and represents a subset of the semantic social graph hosted in SemHub (Section
5.3.3). Once the privacy preferences are embed, Pub notifies an update to SemHub (S-i). Similar to SubA’s first interaction with SemHub, Pub must also provide its FOAF profile to the Hub in order to enable
privacy-aware dissemination (S-ii to S-v). This interaction happens only once between a Publisher and a
Semantic Hub and is illustrated in Fig. 5.1 using dotted lines. As soon as the Semantic Hub is notified with
the update, SemHub fetches the feed from the Pub (S-vi). Each access space for an item is executed on the
semantic social graph (S-vii). Only the matched Subscribers are eligible to receive the updated item from the
Publisher.
Updates pushes sequence (Fig. 5.1) represents the privacy-aware dissemination of the updates only to
18 S-X

refers to Step X in Fig. 5.1
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Sub-A because of the privacy settings of the Pub (S-viii). On the other hand, Sub-B does not receive the
updates even though it is subscribed to Pub’s topic.

5.3.3

Distributed Social Graph

FOAF profiles play a crucial role in the architecture. They provide a means for authenticating (WebID) to a
platform where users can dynamically create groups for a privacy-aware microblogging. The latter requires a
Semantic Social Graph (SSG) where SPARQL queries represent a subset of the SSG — which in-turn forms
the dynamic group of people. Generation of the SSG in the protocol consists of collecting and linking the
FOAF profiles of people who communicate via the Semantic Hub.
Although collecting the FOAF profiles can be done with secure connections and authorizations, the linking of FOAF profiles in terms of PubSubHubbub protocol required a vocabulary. Since SIOC does not
consider communication protocols to represent users’ social activities, it is not enough for linking the FOAF
profiles using PuSH protocols for further usage. Hence, a lightweight vocabulary is created for PubSubHubbub on top of SIOC [Passant et al. 2010]. The description of the vocabulary and its usage is explained in the
use case (Section 5.4).
The Semantic Hub uses a triplestore with a SPARQL endpoint to store the RDF data such as the FOAF
profiles. The detailed process of collecting, storing and linking the FOAF profiles to enable a Semantic Social
Graph is as follows As illustrated in Fig. 5.1, the Semantic Hub gathers user’s profiles during the registration
for publishing/subscribing in the following sequence.
1. The user sends a requests for publishing/subscribing at the Semantic Hub.
2. Before acknowledging for publishing/subscription, the Semantic Hub requests the user’s FOAF profile.
3. The user authenticates to the Semantic Hub using WebID, further providing a secure connection to the
user’s personal information stored in FOAF format. As it can be inferred from the sequence, the Semantic
Hub has its own WebId URI and certificate for the users to authenticate.
4. The Semantic Hub stores the FOAF profiles with added necessary information about subscriber and
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publisher in the RDF store. The generation of necessary information in case of SMOB is presented in
Section 5.4.

5.3.4

Generating Privacy Preference

Creating SSG helps to dynamically extract groups of subscribers from the publisher’s social network who are
eligible to receive the publisher’s post. To do so, the publisher must create preferences to restrict which users
can access the data. These preferences are defined using PPO based on (i) SPARQL queries defining access
spaces to represent a subset of the SSG that can access the data (e.g. people interested in “Semantic Web”
among my friends) and (ii) conditions to match items that must be delivered with their corresponding access
space.
The implementation provides a user-friendly interface to formulate SPARQL queries where no knowledge
about SPARQL or Semantic Web is required (Section 5.4). Formulating access spaces for each item to be
published is not practical. The privacy settings for items can have conditions to categorize an item and assign
access space for the corresponding category. For example, the privacy preference in Fig. 5.2 restricts any
document tagged with Semantic Web (categorizing by tags) from the publisher to only those users who share
an interest in Semantic Web. Since the Privacy Preferences are represented in RDF, a triple store is necessary
at the publisher to store and retrieve the privacy settings.
<http://example.org/privacy/3> a ppo:PrivacyPreference;
ppo:appliesToResource
<http://xmlns.com/foaf/0.1/Document>;
ppo:hasCondition [
ppo:hasProperty tag:Tag;
ppo:resourceAsObject
dbpedia:Semantic_Web
];
ppo:assignAccess acl:Read;
ppo:hasAccessSpace [
ppo:hasAccessQuery "SELECT ?user WHERE {
?user foaf:topic_interest dbpedia:Semantic_Web }"
] .
Figure 5.2: Example SMOB Privacy Preference Filtering

Each access space is a subset of the SSG in the Semantic Hub, which in turn is the list of subscribers
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who are eligible to receive the post. The implementation of privacy settings for a SMOB user embeds a
default access space for the microposts that do not have any predefined privacy settings. If there are more
access spaces then all are embedded into the RSS. Embedding access spaces into RSS will include another
element <privacy> for each item/post in the RSS/Atom feed. An example of RSS item including the
privacy preferences is shown in Fig. 5.3. The <privacy> element comprises of each access space as a
child element <accessspace>. Also, it allows us to simply reuse and extend RSS / Atom to pass the
policies from the publisher to the Hub. The Semantic Hub then uses the embedded access spaces to filter the
list of subscribers to only those who can receive the item.
<item>
<title>Only Friends</title>
<description>
Send this to only people I know and
interested in Semantic Web
</description>
<link>http://example.org/rss</link>
<guid>123123123123</guid>
<pubDate>March 06 2001</pubDate>
<privacy>
<accessspace>
SELECT ?user WHERE {
foaf:me foaf:knows ?user .
?user foaf:topic_interest dbpedia:Semantic_Web . }
</accessspace>
...
</privacy>
</item>
Figure 5.3: Access space embedded in an RSS feed

5.3.5

Semantic Dissemination of Content

The final step of the protocol is to disseminate the publisher’s content based on the privacy settings for the
content. Once the post and its privacy settings are updated in the feed by the publisher, the publisher notifies
the Semantic Hub for updates. The Semantic Hub pulls the updated feed and parses it to fetch the updates
and the corresponding access spaces.
Every updated item in the feed has its own set of access spaces. The process for multicasting each item
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is as follows:

1. Each access space for the item is queried on the SSG at the Semantic Hub’s RDF store. The result is a
subset of the SSG that matches the access space executed.
2. Union of all the subsets of the SSG retrieved by executing the access spaces, comprises of the subscribers
who are eligible for receiving the item.
3. As illustrated in the Fig. 5.3 the RSS/Atom items in the feed also comprises of its own access spaces
in the <privacy> element. However, the item with the access spaces, if broadcasted will let the
subscribers be aware of the privacy settings of the publishers. Therefore, to maintain the privacy of the
publishers, the <privacy> element is deleted from each item at the Semantic Hub.
4. The modified item is then sent to only the callback URLs of the filtered subscribers list from step 2.

5.4

Implementation and Use Case in SMOB

SMOB19 is a open and distributed semantic microblogging application combining Semantic Web standards
and Linked Data principles with State-of-the-art social networking protocols. In the microblogging context,
it is common to use the follower and followee terms, where the follower is a user who follows another user’s
timeline (i.e. her/his microblog posts) and the followee is the user generating content and being followed. A
user can be both a follower and a followee, and can have multiple followers and followees. Combining the
PuSH terminology with this one: a follower is a PuSH Subcriber, a followee is a PuSH Publisher, a PuSH
feed/topic is the User’s Timeline and each micropost is a PuSH item in the feed.
SMOB used the PuSH implementation (using Google’s public hub20 ) to broadcast feeds. But privacy was
still a concern. Next, the step by step implementation of the presented protocol in SMOB is presented. This
protocol enables both privacy-awareness and scalability when distributing microblog posts.
19 http://smob.me

(Accessed August, 2011)

20 http://pubsubhubbub.appspot.com/

(Accessed March, 2016)
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Figure 5.4: Sequence of interactions in SMOB using Semantic Hub

5.4.1

SMOB Hub-User Initial Interaction

The Semantic Hub creates a SSG of the users communicating via the Hub using the same process than the one
explained in Section 5.3.3. It is necessary to distinguish between the user’s social connections on FOAF and
the ones in SMOB. For example, in Fig. 5.4 the access query just mentions all users interested in Semantic
Web, whereas we need only (in this subset) those who are followers of SMOB-A. Hence, the social activities
are modeled over the Semantic Hub.
A lightweight vocabulary is created for PuSH and SMOB. Fig. 5.5 depicts the vocabulary, where classes
and properties are mapped to the terminology used in core specification of PubSubHubbub [Brad Fitzpatrick,
Brett Slatkin, Martin Atkins 2010]. The full specification is available at http://vocab.deri.ie/
push. As per specification, the PuSH Topic represents the feed of the Publisher. In SMOB, there is a one
to one relationship between the Publisher and his Feed. We, sioc:UserAccount is used for each user
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Figure 5.5: Vocabulary to represent PuSH information in RDF
communicating via the SemanticHub. Instances of sioc:UserAccount are linked to PuSH Topics with
appropriate properties. This work introduced:
• push:has hub to express the relationship between the PuSH Topic and the Semantic Hub. Semantic
Hub is considered to be a FOAF Agent.
• push:has callback to express the relationship between Subscriber and its callback URL which is
of type rdfs:Resource.
Added

relations

stored

with

followee’s

FOAF

are

(1) newly created unique sioc:UserAccount; (2) relation to the PuSH Topic (Followee’s Timeline)
she/he is creating; and (3) PuSH Topic related to the Semantic Hub. The follower also has similar properties,
i.e. (1) newly created unique sioc:UserAccount; (2) relation to the PuSH Topic (Follower’s timeline)
he/she is subscribing to; and (3) Callback URL of the Subscriber. When a follower wants to unfollow a
followee, the follower’s relation with the PuSH Topic (Followee’s timeline) is simply removed.
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SMOB Followee - Publishing

Since SMOB is a semantic microblogging service, it already includes an Arc2 triple store during installation.
Therefore the requirement for the Publishers to include a triple store in the protocol was fulfilled. The same
RDF store is used to store and retrieve the privacy preferences of the corresponding user.
Further, there are frequent references to Fig. 5.4 to explain the use case. SMOB-A is the Followee,
SMOB-B SMOB-C and SMOB-D are followers of SMOB-A.
A SMOB user (SMOB-A) has to generate privacy preferences (Section 5.3.4) for controlling his content
distribution. In SMOB, the categorization of microposts is done using “semantic hashtags” mentioned in the
micropost (i.e. tags linked to resources from the LOD cloud using models such as MOAT21 or CommonTag22 ). Hence, these tags are mapped to the privacy preferences to enable the privacy in content distribution.
As shown in the Fig. 5.6, this work builds a simple user-interface to let users create such a setting without
prior knowledge of SPARQL or the Semantic Web. Both the hashtag and the interest are looked-up in DBPedia23 and Sindice24 and the concepts are suggested to the user. Once the user selects the intended concepts,
the resulting Privacy Preference is stored in the local triple store. For example, Fig. 5.6 shows the interface to
create the privacy preferences where the microposts tagged with #rdf, should be sent only to those followers
who are interested in Semantic Web. Also, this work offers the ability to restrict based on the relation that
people share together, using the RELATIONSHIP vocabulary. The main advantage compared to pre-defined
groups is that the settings are automatically updated based on the user’s attribute, in almost real-time since the
Semantic Hub stores users’ profiles25 Once again, these two use-cases are just an example, and the privacy
settings could be further enhanced.
When SMOB-A is creating a new micropost and tags it with the #rdf hashtag (Step 1 of Fig. 5.4) , the
SMOB interface suggests links to the resources with that label from DBPedia and Sindice in a similar way
as for the privacy settings. Once the micropost is posted, SMOB-A queries the local triple store for access
21 http://moat-project.org

(Accessed March, 2016)
(Accessed August, 2011)
23 http://dbpedia.org/ (Accessed March, 2016)
24 http://sindice.com/ (Accessed March, 2016)
25 It is assumed that the information provided in FOAF profile is correct and trustworthy.
22 http://commontag.org
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Figure 5.6: Privacy settings interface in SMOB
spaces matching the URI representing the hashtag #rdf (Step 2, 3 of Fig. 5.4). The access space is embeded
into the RSS feed of SMOB-A.
The SMOB Followee then notifies the Semantic Hub about the update (Step 4 in Fig. 5.4).

5.4.3

SMOB Semantic Hub - Distribution

Querying data to and from the Semantic Hub triple store is performed using the Python SPARQLWrapper26 .
The wrapper is entirely HTTP-based, thus gives the flexibility to deploy the RDF store in any environment
and access it remotely. To maintain privacy of the profiles, the SPARQL endpoint is accessible only by the
Semantic Hub.
After SMOB-A notifies the Semantic Hub about the update, the Semantic Hub fetches the feed and, for
the newly created microposts extracts the access space. Before the access query is executed, more conditions
are added based on the corresponding relations added during FOAF profiles storage (Section 5.4.1). In this
use-case conditions are added to retrieve the callback URLs of the followers, who holds a sioc account
26 http://sparql-wrapper.sourceforge.net/

(Accessed August, 2011)
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subscribed to SMOB-A’s topic. The access space is executed against the SSG of SMOB-A in conjunction
with the above conditions (Step 5 in Fig. 5.4) and the list of users (SMOB-B and SMOB-D) matching the
SPARQL query are returned (Step 6 in Fig. 5.4). SMOB-B and SMOB-D matched because their interests are
in the category of “Semantic Web” where as SMOB-C has interest “Computer Networks” which does not fall
into the category restricted by SMOB-A.

5.5

Adapting Semantic Hub for Social Data Filtering.

Online Social Networks have become a popular way to communicate and network in the recent times, well
known ones include Facebook, MySpace, Twitter, Google+, etc. Due to which, users on these platforms are
facing the problem of information overload. Filtering uninteresting posts for users is a necessity and plays
a crucial role to handle the information overload problem on Twitter. The filtering systems, particularly the
existing ones that utilize centralized dissemination system not only needs to handle information overload
but also the overload on disseminating information to a large set of users. While in Section 5.4, we used the
Semantic Hub for privacy aware content dissemination for a distributed social networking platform SMOB, in
this section, we discuss how the Semantic Web can be adapted for filtering social data and deliver it to relevant
users. Particularly, we discuss the architecture in Section 5.5.1 and its implementation in Section 5.5.2.

5.5.1

Architecture

The architecture can be separated into three modules: (1) Semantic Filter (SF), (2) Profile Generator (PG),
and (3) the Semantic Hub (SemHub) as illustrated in Figure 5.7. In this section we first explain the interaction
between the three modules, later each one is explained in detail.
In the above architecture two processes run in parallel (a) Filtering of tweets (b) Subscription to the
System. The sequence for each process is represented by different types of arrows in Figure 5.7. The Subscription to the system is included in the Semantic Distributor. The Semantic Distributor (SD) comprises of
both SH and PG. Once the user requests for the subscription (Seq. i in Figure 5.7) he/she is redirected to the
PG (Seq. ii). PG generates the profiles based on the the user’s activities on multiple social networks (Seq. iii).
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Figure 5.7: System architecture of Information Filtering system using Semantic Hub
These profiles are stored in the SemHubs’ RDF store (Seq. iv) using PuSH vocabulary 27 . On the other hand,
Filtering of tweets is performed by annotating tweets from Twitter stream in SF. The annotations are further
transformed to a representation of groups (SPARQL queries) of users who have interests corresponding to the
tweet (Seq. 1). These SPARQL Queries are termed as Semantic Groups (SG) in this paper. The tweet with
its SG is updated as an RSS feed (Seq. 2) and notified to SemHub (Seq. 3). SemHub then fetches the updates
(Seq. 4) and retrieves the list of subscribers whose interests match the group representation of the tweet (Seq.
5). Further the tweet is pushed to the filtered subscribers (Seq. 6).
5.5.1.1

Semantic Filter

Semantic Filter (Figure 5.7), primarily performs two functions: (1) Representing tweets as RDF (2) Forming
interested groups of users for the tweet.
First, information about the tweet is collected to represent the tweet in RDF. Twitter provides information
of the tweet such as author, location, time, “reply-to”, etc. via its streaming API. Including this, extraction
of entities from the tweet content (content-dependent metadata) is performed using the same technique used
in Twarql. The extraction technique is dictionary-based, which provides flexibility to use any dictionary for
27 http://vocab.deri.ie/push

(Accessed August, 2011)
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extraction. In our system the dictionary used to annotate the tweet is a set of concepts from the Linked Open
Data [Bizer et al. 2009] (LOD). The same set is also used to create profiles, as described in the next Section
5.5.1.2. After the extraction of entities, the tweets are represented in RDF using lightweight vocabularies
such as FOAF, SIOC, OPO and MOAT. This transforms the unstructured tweet to a structured representation
using popular ontologies. The triples (RDF) of the tweet are temporarily stored in an RDF store.
The annotated entities represent the topic of the tweet. These topics act as the key in filtering the subset
of users who receive the tweet. Topics are queried from the RDF store to be included in SGs that are created
to act as the filter. The SG once executed at the Semantic Hub fetches all the users whose interests match to
the topic of the tweet. If there are multiple topics for the tweet then the SG is created to fetch the union of
users who are interested in at least one topic of the tweet.
5.5.1.2

User Profile Generator

The extraction and generation of user profiles from social networking websites is composed of two basic
parts: (1) data extraction and (2) generation of application-dependent user profiles. After this phase other
important steps for our work involve the representation of the user models using popular ontologies, and
then, finally, the aggregation of the distributed profiles.
First, in order to collect private data about users on social websites it is necessary to have access granted
to the data by the users. Then, once the authentication step is accomplished, the two most common ways
to fetch the profile data is by using an API provided by the system or by parsing the Web pages. Once
the data is retrieved the next step is the data modeling using standard ontologies. In this case, a possible
way to model profile data is to generate RDF-based profiles described using the FOAF vocabulary [Brickley
and Miller 2010]. We then extend FOAF with the SIOC ontology [Breslin et al. 2009] to represent more
precisely online accounts of the person on the Social Web. Additional personal information about users’
affiliation, education, and job experiences can be modeled using the DOAC vocabulary28 . This allows us to
represent the past working experiences of the users and their cultural background. Another important part
of a user profile is represented by the user’s interests. In Listing 5.1 we display an example of an interest
28 DOAC

Specification: http://ramonantonio.net/doac/0.1/ (Accessed August, 2011)
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about “Semantic Web” with a weight of 0.5 on a specific scale (from 0 to 1) using the Weighted Interests
Vocabulary (WI)29 and the Weighting Ontology (WO)30 . In order to compute the weights for the interests
common approaches are based on the number of occurrences of the entities, their frequency, etc.
<foaf:topic_interest rdf:resource="http://dbpedia.org/resource/
Semantic_Web" />
<wi:preference>
<wi:WeightedInterest>
<wi:topic rdf:resource="http://dbpedia.org/resource/Semantic_Web" />
<rdfs:label>Semantic Web</rdfs:label>
<wo:weight>
<wo:Weight>
<wo:weight_value rdf:datatype="http://www.w3.org/2001/XMLSchema#double
">0.5</wo:weight_value>
<wo:scale rdf:resource="http://example.org/01Scale" />
</wo:Weight>
</wo:weight>
<opm:wasDerivedFrom rdf:resource="http://www.twitter.com/BadmotorF"
/>
<opm:wasDerivedFrom rdf:resource="http://www.linkedin.com/in/
fabriziorlandi" />
</wi:WeightedInterest>
</wi:preference>
[...]
<wo:Scale rdf:about="http://example.org/01Scale">
<wo:max_weight rdf:datatype="http://www.w3.org/2001/XMLSchema#decimal
">1.0</wo:max_weight>
<wo:min_weight rdf:datatype="http://www.w3.org/2001/XMLSchema#decimal
">0.0</wo:min_weight>
</wo:Scale>
Listing 5.1: Representing an interest (Semantic Web) and its weight (0.5) found in two sources (Twitter and
LinkedIn)
Finally, the phase that follows the modeling of the FOAF-based user profiles and the computation of the
weights for the interests is the aggregation of the distributed user profiles. When merging user profiles it is
necessary to avoid duplicate statements (and this is done automatically by a triplestore during the insertion
of the statements). Furthermore, as in the case of the interests, if the same interest is present on two different
profiles it is necessary to: represent the interest only once, recalculate its weight, and update the provenance
of the interest keeping track of the source where the interest was derived from. As regards the provenance of
29 WI

Specification: http://purl.org/ontology/wi/core# (Accessed March, 2016)
Specification: http://purl.org/ontology/wo/core# (Accessed March, 2016)
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the interest, as showed in Listing 5.1, we use the property wasDerivedFrom from the Open Provenance
Model31 (OPM) to state that the interest was originated by a specific website.
As regards the computation of the aggregated global weight for the interest generated by multiple sources,
we propose a simple generic formula that can be adopted for merging the interest values of many different
sources. The formula is as follows:

Gi =

X

ws ∗ wi

(5.1)

s

Where: Gi is the global weight for interest i; ws is the weight associated to the source s; wi is the weight for
the interest i in source s.
5.5.1.3

Semantic Hub

The Semantic Hub is a part of the Semantic Distributor along with the Profile Generator. It allows users to get
near-instant notifications of the content they are subscribed to, as PuSH immediately pushes new data from
publisher to subscriber(s) where traditional RSS readers periodically pull new data. The PuSH ecosystem
consists of a few hubs, many publishers, and a large number of subscribers. Hubs enable (1) publishers to
offload the task of broadcasting new data to subscribers; and (2) subscribers to avoid constantly polling for
new data, as the hub pushes the data updates to the subscribers. In addition, the PuSH protocol is designed to
handle all the complexity in the communication easing the tasks of publishers and subscribers.
In this chapter, we have already discussed the extension of PuSH protocol to Semantic Hub. We also
detailed how we adapted the Semantic Hub to a social data filtering system where it performs the functionality
of distributing the tweets to interested users corresponding to the Semantic Groups generated by SF. SemHub
does not focus on creating a social graph of the publisher, the PG is responsible to store the subscribers’s
FOAF profile in the RDF store accesssed by the SemHub.
31 OPM

Specification: http://openprovenance.org/ (Accessed March, 2016)
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Implementation

In this section we provide the implementation details for each module in the architecture. Firstly to collect
tweets we use the twitter4j Streaming API. Starting with SF, the entity extraction of tweets is dictionarybased similar to the extraction technique used in Twarql [Mendes et al. 2010]. This technique is opted
due to performance requirements for real-time notifications. A set of 3.5 million entities32 from DBpedia
is built as an in-memory representation for time-efficient and longest sub-string matching. The in-memory
representation is known as ternary interval search tree (Trie) and the longest sub-string match using trie is
performed at time complexity of O(LT) where L is the number of characters and T is the number of tokens in
the tweet.
<http://twitter.com/rob/statuses/123456789>
rdf:type
sioct:MicroblogPost ;
sioc:content
G r e a t day for Chicago sports as well as Cubs beats
the Reds, Sox beats the Mariners with Humber’s perfect game #
chicago
sioc:has_creator
<http://twitter.com/rob> ;
foaf:maker
<http://example.org/rob> ;
moat:taggedWith
dbpedia:Chicago ;
moat:taggedWith
dbpedia:Chicago_Cubs ;
moat:taggedWith
dbpedia:Cincinnati_Reds .
<http://twitter.com/rob/statuses/123456789#presence>
rdf:type
opo:OnlinePresence ;
opo:startTime
2 0 1 0 -03-20T17:55:42+00:00
;
opo:customMessage <http://twitter.com/rob/statuses/123456789> .
<http://twitter.com/rob> geonames:locatedIn dbpedia:Chicago .
[...]
Listing 5.2: Representing a tweet in RDF
As mentioned in section 5.5.1.1, tweets are transformed into RDF using some lightweight vocabularies,
see Listing 5.2 for an example. The RDF is then stored in an RDF store using SPARQL Update via HTTP.
For performance issues it is preferable to have the RDF Store on the same server. However, architecturally it
can be located anywhere on the Web and accessed via HTTP and the SPARQL Protocol for RDF. Presently,
this RDF generated for each tweet is stored in a temporary graph and topics/concepts of the tweet are queried.
32 http://wiki.dbpedia.org/About

(Accessed March, 2016)
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These concepts are then used to formulate the SPARQL representation of the group (SG) of users who are
interested in the tweet. The RSS is updated as per the format specified in Section 5.3 with the SG and the
Semantic Hub is notified. The SG for the tweet in Listing 5.1 will retrieve all the users who are interested in
at least one of the extracted interests (dbpedia:Chicago, dbpedia:Chicago Cubs, dbpedia:Cincinnati Reds).
The

Semantic

Hub

used

for

our

implementation

is

hosted

at

http://semantichub.appspot.com. The SemHub executes the SG on the graph that contains the
FOAF profiles of subscribers generated by PG. The corresponding tweets are pushed to the resulting users.
Profile Generator considers three different social networking sites: Twitter, LinkedIn and Facebook for
generating user profiles. In order to collect user data from each of those platforms, we developed three
different types of applications. For Twitter and Facebook we implemented similar PHP scripts that makes
use of the respective query API publicly accessible on the Web. For LinkedIn we use a XSLT script that
parses the LinkedIn user profile page and generates an XML file containing all the attributes found on the
page. The user information collected from Twitter is the publicly available data posted by the user, i.e. his/her
latest 500 microblog posts. The technique used for entity recognition in the tweets of the user is the same
one used in SF for annotating the tweets. The extracted concepts are then ranked and weighted using their
frequency of occurrences. A similar approach is described in [Tao et al. 2012].
While on Twitter we create profiles with implicitly inferred interests, on LinkedIn and Facebook we
collect not only interests that have been explicitly stated by the users, but also their personal details such as
contacts, workplace and education. The user personal data is fetched through the Facebook Graph API as
well as the interests (likes) that are then mapped to the related Facebook pages representing the entities. We
represent the entities/concepts on which the user is interested in using both DBpedia and Facebook resources.
The weights for the interests are calculated in two different ways depending on whether or not the interest
has been implicitly inferred by the entity extraction algorithm (the Twitter case) or explicitly recorded by the
user (the LinkedIn and Facebook cases). In the first case, the weight of the interest is calculated dividing the
number of occurrences of the entity in the latest 500 tweets by the total number of entities identified in the
same 500 tweets. In the second case, since the interest has been manually set by the user, we assume that
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the weight for that source (or social networking site) is 1 (on a scale from 0 to 1). So we give the maximum
possible value to the interest if it has been explicitly set by the user.
The computation of the new weights as a result of the aggregation of the profiles is straightforward. We
consider every social website equally in terms of relevance, hence we multiply each of the three weights by
a constant of 1/3 (approximately 0.33) and then we sum the results. According to the previously described
formula (5.1) in this case we use the following values: ws = 1/3.∀s.

5.6

Conclusion

Scalability is a problem that needs to be addressed for any practical applications, particularly those that deal
with significantly large number of users. In this chapter we discuss one such issue that handles the dissemination of content to a large set of users. This is important in developing an information filtering system that
needs to deliver documents to a huge number of interested users. We describe Semantic Hub, a distributed
content dissemination system, which is an extension to Google’s PubSubHubbub. PubSubHubbub is a decentralized publish-subscribe protocol which extends Atom and RSS to enable real-time streams. Semantic Hub
extends PubSubHubbub to provide a publisher controlled dissemination of content instead of the broadcasting
mechanism that is already available. We also discussed adapting Semantic Hub to disseminate information
in an information filtering system. With the two use cases, (1) Privacy aware dissemination in distributed
social networks, and (2) Dissemination system for an information filtering system, we have demonstrated
that Semantic Hub, an extension to PubSubHubbub is practically useful.

6
Conclusions and Future Work
Social media is enormously popular. However, due to this popularity, users on social media often have to
contend with information overload. A way to solve this problem is by building an effective information
filtering system for social media. However, social media, with its unique characteristics such as short-text
and real-time nature, introduces different challenges for information filtering. Addressing these challenges
has been the primary goal of this dissertation. Particularly, we developed methodologies that utilize semantics
derived from crowd-sourced knowledge bases and Semantic Web technologies to solve the challenges. We
conclude the dissertation by highlighting the results including lessons learnt in the process of finding solutions
to the challenges. We also describe the planned continuation of this research, possible new goals and future
developments.

6.1

Summary of Contributions

The core of this dissertation has tackled the following specific issues:
• Lack of context due to short-text nature: Filtering techniques need to deal with analyzing user generated
content (text) for understanding user interests and recommending content. However, short-text lacks
context. Therefore, in Chapter 3, we developed an approach to utilize Wikipedia category graph to
enhance the context of short-text for information filtering.
• Dynamically changing vocabulary due to real-time nature: Topics on social media are generally dynamic, and hence the vocabulary used to represent these topics evolve over time. These changes should
be detected to track information relevant to the topics of interest. Therefore, in Chapter 4, we detailed
119
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an approach to track evolving hashtags in near real-time to filter tweets relevant to a dynamic topic. To
achieve this goal, we utilized Wikipedia as an evolving knowledge base.
• Scalability: To have our system scalable to a large set of users, in Chapter 5, we implemented a privacyaware and scalable architecture for dissemination of content to users.
I summarize the methodologies developed to address each of the above mentioned challenges. The main
outcome is a information filtering system for social media that is scalable, and adaptive. This encompasses
the steps of data collection, understanding user interests, delivering relevant social media posts to users.

6.1.1

Hierarchical Interest Graphs to Address Lack of Semantic Context

Hierarchical Interest Graphs are created for each individual user by processing his/her tweets and leveraging
Wikipedia as the knowledge base. Particularly, Wikipedia category structure is harnessed that provide a hierarchical context for tweets and in turn build user profiles that not only analyze user generated content but also
comprise of interests derived from the Wikipedia hierarchy. With the approach developed, we showed that it
is practically useful to determine Hierarchical Interests with an extensive user study involving Twitter users.
The user study involved approximately 30,000 tweets from 37 users and showed that eight out of the top ten
interest categories detected by our approach were relevant to users. In the process, the approach determines
implicit interests that are the interests not mentioned by the users in their tweets. The implicit interests are derived using the hiererchical knowledge base, hence proving the potential of utilizing background knowledge.
Upto 76% of the top fifty interests were implicit, with 60% being marked relevant by the users. Furthermore,
we created the Wikipedia Hierarchy that formed the base for the Hierarchical Interest Graph generated for
each user efficiently.
The practical uses of hierarchical interests are demonstrated by adapting a recommendation system that
utilizes the Hierarchical Interest Graphs. The results of the recommendation experiments showed that by
adding the hierarchical context to tweets, the performance of the recommendation system improves by over
50%, , a significant improvement over to the state of the art content-based recommendation approaches. These
experiments show how our approach effectively addresses the challenge of the lack of context in tweets.
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Improving Coverage by Dynamic Hashtags Filter

Social media is a real-time and dynamic environment. Social media enables users to keep up with information
that is happening in real-time, where most topics of interests are dynamically evolving. These topics are
represented by many keywords that evolve over time. Therefore, in order to track these dynamic topics it
is necessary to be up-to-date with the dynamically changing vocabulary. The work presented in Chapter 4
is a novel approach to filter tweets for dynamic topics of interest. To accomplish this goal, the behavior of
hashtags for dynamic topics is studied by conducting a large scale analysis with two events on a corpus of
6.2 million tweets containing around 16 million hashtags. The study found that the hashtag frequencies in
event relevant tweets follow a power law distribution and the hashtags that impact event data retrieval can be
reached via co-occurrence.
In this approach Wikipedia is exploited as the source of the background knowledge to rank order hashtags for relevance. Three similarity metrics are proposed and evaluated against the baseline co-occurrence
technique. The ranked hashtags of two prominent events simulated a real-time process. We evaluated the
results utilizing the two ranking evaluation metrics, hence demonstrating that the approach, with all the three
similarity metrics, outperforms the baseline. Specifically, our novel weighted subsumption similarity measure, on average, was able to detect the top 5 hashtags that filter 92% relevant tweets about the dynamic
topic, whereas the baseline, under the same conditions, obtained only 79% of the relevant tweets. Finally,
comparing the subsumption similarity measure with the other two standard measures, we showed that it has
the highest precision for our approach in the filtering scenario.

6.1.3

Semantic Hub for Scalable Content Dissemination

Due to the popularity of social media, it is necessary to build an information filtering system that scales. To
scale the dissemination of content to many users, Chapter 5 describes the extension to Google’s PubSubHubbub protocol. The extension also acts as the filtering module as per the traditional information filtering
architecture, enabling a way to broadcast content only to a subset of users interested in the content being
broadcasted. Hence, the system presented in this chapter can cope with dynamic groups and organizations
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without putting no burden on the user. Since the dissemination is distributed and follows the PuSH protocol, neither the client nor the server will be overloaded which is the case in centralized system. Moreover,
the implementation of our framework into SMOB, a Semantic and Distributed microblogging platform, has
extended the platform for controlled content dissemination where the filtering module disseminates the posts
based on users’ policies. Overall, this work also shows how to combine pragmatic Social Web protocols and
formats (PuSH and RSS/ Atom) with Semantic Web standards and vocabularies (SPARQL Update and PPO).
In conclusion, restating the hypothesis (thesis statement):
To build an effective information filtering system for social media, background knowledge and Semantic
Web Technologies can be used to address the lack of context, dynamic changing vocabulary, and
scalability challenges introduced by social media’s short-text and real-time nature.

The dissertation proves the hypothesis by addressing the following three problems: (i) lack of context,
(ii) dynamic changing vocabulary, and (iii) scalability. The results are summarized in Sections 6.1.1, 6.1.2,
and 6.1.3. Background knowledge derived from Wikipedia structure has shown to be effective in building an
information filtering system for social media. Firstly, in this dissertation we have shown that the taxonomic
structure of Wikipedia can be used as background knowledge to improve context and in turn address the lack
of context in social media text. This can help in inferring a Hierarchical Interest Graph that comprises upto
70% of implicit interests of users from their tweets. The Hierarchical Interest Graph augmented with the state
of the art content based user profiles improves the quality of tweet recommendations by over 50%. Next, in
addressing the dynamically changing vocabulary that represents a topic of interest for filtering, background
knowledge was derived from Wikipedia hyperlink structure. This approach presented in Chapter 4 showed
that the representative vocabulary can be detected using Wikipedia that improves the recall of tweets with
a mean average precision of 0.92. While the aforementioned approaches discussed are for addressing lack
of context and dynamic changing vocabulary showed the importance of utilizing knowledge bases, the dissertation also proposed a framework to scale the dissemination of filtered tweets to a large set of users in
Chapter 5. This framework extended the pubsubhubbub, a distributed dissemination protocol with Semantic
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Web Technologies for controlled dissemination of social media posts.

6.2

Future Work

The task of information filtering for social media encompasses many domains of research. In this dissertation,
we utilized knowledge bases and Semantic Web technologies to extend the state of the art in information
filtering. In the process of focusing on specific research challenges, some sub tasks are outsourced in the
course of this dissertation that needs attention. For example, Chapter 3 and Chapter 4 utilized existing entity
recognition and linking techniques in tweets to extract concepts that are linked to Wikipedia. This is an
important area of research that has not yet matured, in terms of precision and recall obtained from existing
approaches. It is primarily due to the nature of social media posts that are short, noisy, and ambiguous. We
discuss this in more detail below.

6.2.1

Semantic Approaches for User Modeling

In Chapter 3 Wikipedia Category Graph is utilized to derive hierarchical context and represent user models as
a hierarchy of interests. Considering that the Web of Data has gained significant attention and large structured
datasets are available, approaches to infer users’ interests semantically can be developed [Abel et al. 2011].
In terms of Wikipedia, the hyperlink structure or DBpedia can be further utilized for user modeling for social
media. This exploration can be extended to infer the demographics and other aspects that would contribute to
filtering based on stereotyping. This is in line with the investigations of Krishnamurthy et al. [Krishnamurthy
et al. 2015], where locations are inferred from users’ tweets.
This dissertation has shown that the hierarchical user context forms a more valuable profile for tweet
recommendations in comparison to content based profiles. Our approach however did not take the temporal
aspect into account. We hypothesize that the temporal aspects would improve the quality of user interests and
filtering. Temporal aspect can be considered in two ways: (1) Long term and short term interests of users:
This area has gained significant attention in the recent times where the drift of interests (short term) are being
analyzed based on the content the user generates. Koren [Koren 2009] showed that a fine-grained distinction
between transient and long term profile patterns can lead to significant improvement of the traditional collab-
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orative filtering approach to recommender systems. (2) Popularity of the topics of interests: This feature can
be used to recomputing the score of user interests frequently to include the timely popularity of topics. For
instance, during the time of elections or Super Bowl, these topics are scored higher since their popularity on
social media is higher.
6.2.1.1

Hierarchical Enrichment of User Interest Profiles

The evaluation of the tweet recommendation system in Chapter 3 is performed ignoring the semantics of
each categories in the hierarchy. For instance, the hierarchical levels of interests are not associated with
users’ interests. The next aspect of our work would be to utilize the abstraction of concepts and associate it
to user interests in order to perform better filtering and recommendation.
The idea of conceptual abstraction and its association with users is presented in cognitive psychology. In
1985, following the work of Eleanor Rosch [Rosch et al. 1976], Mita Sujan [Sujan 1985] concluded from
the experiments that the expertise of a human is associated with the amount of knowledge of categories in a
Taxonomy. For instance, a user who is an expert in cars can possess extensive knowledge about the specific
attributes and categories of cars which is not the same with a user who is a novice in the same subject. Rather
than ignoring the hierarchical levels, it will interesting to experiment with the above mentioned theories for
recommendation systems. For example, categorizing documents related to a topic such as cars, US politics,
and baseball at various levels of abstraction and evaluate by recommending those to experts and novices. The
work on Hierarchical Interest Graph can provide a platform for such experiments that utilize the hierarchical
levels.

6.2.2

Adapting Wikipedia for Information Filtering

Wikipedia has been utilized for multiple applications in static environment. For instance applications such
as building domain models [Thomas et al. 2008], ontology alignment [Jain et al. 2010], and classification of
tweets [Genc et al. 2011] have leveraged Wikipedia. In this dissertation, we have utilized Wikipedia to build
context for generating user interests and to filter information for dynamic topics. For these tasks, Wikipedia
structure comprising of the hierarchy and the hyperlink structure has been exploited. However, the potential
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of Wikipedia is yet to be exploited for filtering social media posts. For instance:
• Building a strict taxonomy from the Wikipedia category structure, particularly for information filtering
approaches for different domains is a problem yet to be solved. This is particularly challenging because
of the noisy structure of the Wikipedia category graph. In our work, presented in Chapter 3, we utilized
a simple approach to derive a taxonomy. However, there are other existing approaches developed for
deriving taxonomies from Wikipedia [Flati et al. 2014; Ponzetto and Strube 2007]. It is important to experiment the use of such approaches to build taxonomies from Wikipedia and utilize them for generating
user interests and filter tweets.
• Infobox properties are utilized to extract structured data from Wikipedia [Auer et al. 2007]. These
structured data represented as graph or RDF, can be explored to build better context for short-text from
social data. Particularly, different semantic similarity algorithms that harness Wikipedia graph structure [Gabrilovich and Markovitch 2007; Ziegler et al. 2006] can be utilized and modified for improving
information filtering.
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M ENDES , P. N., JAKOB , M., G ARC ÍA -S ILVA , A., AND B IZER , C. 2011. Dbpedia spotlight: shedding light
on the web of documents. In Proceedings of the 7th International Conference on Semantic Systems.
I-Semantics ’11. ACM, New York, NY, USA, 1–8.

6.2. FUTURE WORK

135

M ENDES , P. N., PASSANT, A., AND K APANIPATHI , P. 2010. Twarql: tapping into the wisdom of the crowd. In
Proceedings of the 6th International Conference on Semantic Systems. I-SEMANTICS ’10. ACM, New
York, NY, USA, 45:1–45:3.
M ICHELSON , M. AND M ACSKASSY, S. A. 2010. Discovering users’ topics of interest on twitter: a first look.
In Proceedings of the fourth workshop on Analytics for noisy unstructured text data. AND ’10. ACM,
New York, NY, USA, 73–80.
M IKA , P. 2007. Ontologies are us: A unified model of social networks and semantics. Web Semant. 5, 1 (Mar.),
5–15.
NADEAU , D. AND S EKINE , S. 2007-01-01T00:00:00. A survey of named entity recognition and classification.
Lingvisticae Investigationes 30, 1, 3–26.
N EW-YORK -T IMES. 2014. New york times linked open data. http://data.nytimes.com/. Accessed
July, 2015.
O’ REILLY, T. 2007. What is web 2.0: Design patterns and business models for the next generation of software.
Communications & strategies 1, 17.
O RLANDI , F., B RESLIN , J., AND PASSANT, A. 2012. Aggregated, interoperable and multi-domain user profiles for the social web. In Proceedings of the 8th International Conference on Semantic Systems. ISEMANTICS ’12. ACM, New York, NY, USA, 41–48.
O SBORNE , M., P ETROVIC , S., M C C READIE , R., M ACDONALD , C., AND O UNIS , I. 2012. Bieber no more:
First story detection using twitter and wikipedia. In SIGIR 2012 Workshop on Time-aware Information
Access.
PALEN , L. 2008. Online social media in crisis events. Educause Quarterly 31, 3, 76–78.
PASSANT, A., B RESLIN , J., AND D ECKER , S. 2010. Rethinking Microblogging: Open, Distributed, Semantic.
In Proceedings of the 10th International Conference on Web Engineering, ICWE’10.

6.2. FUTURE WORK

136

P EDERSEN , T., PATWARDHAN , S., AND M ICHELIZZI , J. 2004. Wordnet:: Similarity: measuring the relatedness
of concepts. In Demonstration papers at HLT-NAACL 2004. Association for Computational Linguistics,
38–41.
P ENNACCHIOTTI , M. AND P OPESCU , A.-M. 2011. A machine learning approach to twitter user classification.
ICWSM 11, 281–288.
P HELAN , O., M C C ARTHY, K., AND S MYTH , B. 2009. Using twitter to recommend real-time topical news. In
Proceedings of the third ACM conference on Recommender systems. ACM, 385–388.
P ONZETTO , S. P. AND S TRUBE , M. 2007. Deriving a large scale taxonomy from wikipedia. In Proceedings of
the 22nd national conference on Artificial intelligence - Volume 2. AAAI’07. AAAI Press, 1440–1445.
P RUD ’ HOMMEAUX , E. 2004. W3c acl system.
Q IU , F. AND C HO , J. 2006. Automatic identification of user interest for personalized search. In Proceedings of
the 15th international conference on World Wide Web. WWW ’06. ACM, New York, NY, USA, 727–736.
Q UILIAN , M. R. 1968. Semantic Memory. In: M. Minski (ed.). Semantic Information Processing. MIT Press,
Cambridge, MA.
R AIMOND , Y. 2007. Dbtune.org. http://dbtune.org/. Accessed July, 2015.
R AMAGE , D., D UMAIS , S., AND L IEBLING , D. 2010. Characterizing microblogs with topic models. In
Proceedings of the Fourth International AAAI Conference on Weblogs and Social Media. AAAI.
R AMANATHAN , K. AND K APOOR , K. 2009. Creating user profiles using wikipedia. In Conceptual Modeling
- ER 2009, A. Laender, S. Castano, U. Dayal, F. Casati, and J. Oliveira, Eds. Lecture Notes in Computer
Science, vol. 5829. Springer Berlin Heidelberg, 415–427.
R ITTER , A., C LARK , S., M AUSAM, AND E TZIONI , O. 2011. Named entity recognition in tweets: an experimental study. In Proceedings of the Conference on Empirical Methods in Natural Language Processing.
EMNLP ’11. Association for Computational Linguistics, Stroudsburg, PA, USA, 1524–1534.

6.2. FUTURE WORK

137

ROMERO , D., M EEDER , B., AND K LEINBERG , J. 2011. Differences in the mechanics of information diffusion
across topics: idioms, political hashtags, and complex contagion on twitter. In Proceedings of the 20th
international conference on World wide web. WWW ’11. ACM, New York, NY, USA, 695–704.
ROSCH , E., M ERVIS , C. B., G RAY, W. D., J OHNSON , D. M., AND B OYES -B RAEM , P. 1976. Basic objects
in natural categories. Cognitive psychology 8, 3, 382–439.
ROTHSCHILD , J. 2009. High Performance at Massive Scale Lessons learned at Facebook.
ROWE , M. AND S TANKOVIC , M. 2011. Aligning tweets with events: Automation via semantics. Semantic Web
Journal.
RUSSELL , S., N ORVIG , P., AND I NTELLIGENCE , A. 1995. A modern approach. Artificial Intelligence.
Prentice-Hall, Egnlewood Cliffs 25, 27.
S ACCO , O. AND PASSANT, A. 2011. A Privacy Preference Ontology (PPO) for Linked Data. In Proceedings
of the Linked Data on the Web Workshop, LDOW2011.
S AKAKI , T., O KAZAKI , M., AND M ATSUO , Y. 2010. Earthquake shakes twitter users: real-time event detection
by social sensors. In Proceedings of the 19th international conference on World wide web. WWW ’10.
ACM, New York, NY, USA, 851–860.
S ANDLER , D. R. AND WALLACH , D. S. 2009. Birds of a fethr: Open, decentralized micropublishing. In In
IPTPS’09: Proc. of the 8th International Workshop on Peer-to-Peer Systems, Boston, MA, USA, April
2009.
S ARASOHN -K AHN , J. 2008. The wisdom of patients: Health care meets online social media.
S IEG , A., M OBASHER , B., AND B URKE , M . R. 2007. Web search personalization with ontological user profiles. In Proceedings of the sixteenth ACM conference on Conference on information and knowledge
management. CIKM ’07. ACM, New York, NY, USA, 525–534.

6.2. FUTURE WORK

138
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