In this article we apply the maximum trimmed likelihood (MTL) approach (Hadi and Luceño 1997) to obtain the robust estimators of multivariate location and shape, especially for data mixed with continuous and categorical variables. The forward search algorithm (Atkinson 1994) is adapted to compute the proposed MTL estimates. A simulation study shows that the proposed estimator outperforms the classical maximum likelihood estimator when outliers exist in data. Real datasets are also used to illustrate the method and results of the detection of the outliers.
Introduction
The detection of multiple outliers in multivariate data has been a particularly intractable problem. There is a number of approaches for their identification, which essentially requires a robust estimation of multivariate location and shape. A difficulty is that most estimation procedures are known to break down when the fraction of contamination is greater than 1/(p + 1), where p is the dimension of the data. Both the minimum volume ellipsoid (MVE) and the minimum covariance determinant (MCD) estimators provide a high breakdown of the robust estimation of multivariate location and shape (Rousseeuw and Leroy 1987) . Moreover, Butler et al. (1993) show that the MCD estimator has better theoretical properties than the MVE. Woodruff and Rocke (1994) give empirical results which show that the MCD is preferred over the MVE in their applications. Croux and Haesbroeck (1999) discuss other statistical properties of robustness about MCD.
Ever since the last decade of the twentieth century, one of the most important research topics about robust statistics has focused on exploring the fast and efficient algorithms to obtain the existing robust estimates. Hawkins (1994) presents a feasible solution algorithm for the MCD which involves taking random starting "trial solutions" and refining each to a local optimum satisfying the necessary condition for the MCD criterion. Rocke and Woodruff (1996) propose a hybrid algorithm using the MCD as the first-stage estimate. They pay attention to high dimensional problems (up to 40) and also compare a variety of algorithms. Rocke and Woodruff (1997) describe an overall strategy for the robust estimation of multivariate location and shape, which involves a variety of recent methods. Atkinson (1994) proposes the forward search algorithm, which not only rapidly finds estimates satisfying the criterion but it also leads to the detection of multiple outliers. Rousseeuw and van Driessen (1999) propose a fast procedure for MCD, which is available in S-PLUS and some other statistical computing packages. They show that after starting any approximation to the MCD estimate, it is possible to obtain another approximation yielding an even lower objective function. They call this a C-step, where C stands for "concentration".
Rather than directly trimming the data, Hadi and Luceño (1997) present the trimmed likelihood estimator, which is based on trimming the likelihood function. They refer to this method as the maximum trimmed likelihood (MTL) method and the corresponding estimator as the maximum trimmed likelihood estimator (MTLE). Müller and Neykov (2003) discuss the relationships of the least trimmed squares (LTS) estimator and MTLE for a generalized linear model. Cheng (2005) combines both robust and diagnostic approaches to obtain the robust regression transformation, in which LTS and MTLE are also linked together. Most robust estimations focus on the data only with continuous variables. There are relatively few works available about robustness and outliers under a categorical data analysis (e.g. Bartlett and Lewis (1994) , Basu and Basu (1998) , Shane and Simonoff (2001) ). For the linear regression problem, previous studies consider the case where both response and regressors are continuous. In practice, quite often the data are mixed with both continuous and categorical regressor variables. However, a problem of singularity may occur when directly applying those robust estimators to a model of this kind. Until quite recently, a couple of papers solve the difficulty by separating the continuous and discrete regressors (see Hubert and Rousseeuw (1997) , and Maronna and Yohai (2000) ). The problem of singularity occurs as well for those robust estimators when applied to multivariate data with a mixture of continuous and categorical variables.
In the statistical literature, researchers have paid much attention to the estimation of a statistical distance between populations, where continuous and discrete variables are combined (eg. Krzanowski (1983) , Bar-Hen and Daudin (1995) , Bedrick et al. (2000) , and de Leon and Carriére (2005) ). All are based on the likelihood approach, which requires calculating the maximum likelihood estimates (MLE) of mean vectors and covariance matrix.
However, multiple outliers may have a strong effect on MLE and hence influence the estimate of the distance. In this article we apply the forward search algorithm to the MTL approach, from which we are able to obtain the robust estimation of multivariate location and shape, especially for mixed data, and outliers can be revealled as well.
The paper is outlined as follows. We first discuss some issues related to the MCD in Section 2. The idea of the trimmed likelihood approach is connected with MCD for multivariate data. Section 3 first shows the general location model for mixture data and then extends the MTLE to data of this kind. The forward search algorithm is extended for the resulting estimator. A small scale simulation study is carried out to compare the performance of MLE and MTLE when different proportions of outliers exist in data. Section 4 illustrates the proposed procedure using two real data examples. Section 5 concludes.
The MCD estimator and related problems
The definition of the MCD is presented in this section. We then build up its relationship with the trimmed likelihood estimator.
The MCD estimator
Let y T i be the ith of n observations on a p-variate normal population, and Q ∈ Q is an arbitrary subset of {1, 2, · · · , n} of size q = [nγ], 0 < γ < 1, where q is referred to as the quantile index. We denote the sample mean and covariance matrix based on this subset bȳ y(Q) and S(Q), respectively, as:
the q points for which the classical tolerance ellipsoid has minimum volume and then taking its center as the estimator of the mean. We call (ȳ q , S q ) = (ȳ(Q), S(Q)) the minimum covariance determinant (MCD) estimator. It is affinely equivariant and its empirical distribution converges at the rate of n
, whereas the convergence rate of the MVE is n −1/3 (Butler et al. 1993) . Butler et al. (1993) also find the consistency and asymptotic normality for the MCD estimator of multivariate location and the consistency for that of multivariate shape. One practical issue is that the MCD requires a decision on q. This means that one needs to decide how many observations h are to be trimmed. Hawkins (1994) suggests two possible approaches. One is to use the value of h that provides the maximum breakdown point and so accommodates the maximum possible number of potential outliers. The maximizing h is (Rousseeuw and Leroy 1987, p. 264 )
where [·] indicates the integer part. The other approach is to trim some smaller number of cases in the quite common anticipation that no more than a few cases might be outliers. Zaman et al. (2001) suggest that [0.75n] is a reasonable value for q for applying LTS in most empirical studies. This suggestion should also be reasonable for MCD.
2.2
The maximum trimmed likelihood estimator Hadi and Luceño (1997) propose a trimmed likelihood principle based on trimming the likelihood function rather than directly trimming the data. They show that this trimming likelihood principle produces many existing estimators, such as MLE, least median of squares (LMS), LTS, and MVE. It is always possible to order and trim observations according to their contributions to the likelihood function, because the likelihood is scalar-valued. For any given value of θ,
where l(θ; x i ) = ln f (x i ; θ) is the contribution of the ith observation to the log likelihood function. Therefore, the ML estimator maximizes the log likelihood function as
The method proposed by Hadi and Luceño (1997) replaces the log likelihood function by the trimmed log likelihood function:
where ], the resulting estimator is the maximum median likelihood estimator (MMLE). For multivariate normal data, the MMLEs of µ and Σ are the same as the MVE estimates of µ and Σ (Theorem 5.1 of Hadi and Luceño (1997) ).
We now show that when a = 1 and b = q, the MCD is also the MTLE of θ = (µ, Σ).
Consider the density function of y
,
where
is the squared Mahalanobis distance. The estimate of the squared Mahalanobis distance for the ith observation is
whereȳ and S denote the MLE of the mean vector and covariance matrix, respectively. Asymptotically, d
2 i follows a chi-squared distribution with p degrees of freedom. The larger values of d 2 i can be used to flag the outlying observations in data. However, the effect of outliers on the estimatesȳ and S leads to the rapid breakdown of the Mahalanobis distances for the detection of outliers.
From (??), we see that the greater the value of d 2 i is, the smaller the value of l i will be. This also implies that we can use l i as well as d 2 i to order the observations. If Q indicates the subset that corresponds to those q observations yielding the desired robust estimates
Here,θ(1, q) = (μ q ,Σ q ) denotes the MTLE of the mean vector and covariance matrix, which
respectively. The squared robust Mahalanobis distance for observation i is
Thus equation (??) reduces to
which is the MCD.
The forward search algorithm
The forward search algorithm starts with a randomly selected subset of observations. The observations of the subset are incremented in such a way that outliers are unlikely to be included. The algorithm can be briefly summarized as follows.
• (F0) Choose m observations (e.g. m = p + 1, the so-called elemental set) from the dataset.
• (F1) Obtain the ML estimates based on the subset, compute the squared Mahalanobis distances for all observations, and order the distances.
• (F2) Calculate the value of the objective criterion, such as MVE and MCD.
• (F3) Choose m + s (usually s = 1) cases with the smallest squared distances of (F1) as the new subset, and return to step (F1).
• (F4) Iterate steps (F1) to (F3) until the size of the subset equals n.
We call steps (F0) to (F4) a one forward search. There are two ways for obtaining the initial subset of step (F0). The first one is the original version of Atkinson (1994) , in which the forward searches are run 100 times and each initial subset is randomly chosen from the data. The other adapted version is to first get a subset which is intended to be outliers and then only one forward search is performed (see Atkinson and Riani (2000) ).
We first show how the determinant of the covariance matrix changes when one observation is added. Consider that S(Q) is the covariance matrix of the subset Q with q observations and S(Q + ) is the covariance matrix of the subset Q adding one observation (e.g. the l-th observation). The relation between these two is then:
Therefore, the determinant of S(Q + ) will be
For multivariate data, Mahalanobis distances are used both to order observations for the forward search discussed later and to detect outliers.
The forward search algorithm takes subsets of m observations intended to be outlier-free (Atkinson 1994) . If a subset of m observations yields the estimatesȳ(m) and S(m), then the Mahalanobis distance based on the subset is
From (??), the value of the determinant on adding one observation is related to the Mahalanobis distances. The feasible solution algorithm of Hawkins (1994) shows that the interchange of observations depends on the distances. Moreover, result (??) shows that the order of the Mahalanobis distances can also be used to find the MTLE. The forward search algorithm based on the MCD or MTLE starts from a randomly chosen subset of points, now m = p + 1, and adds s (usually s = 1) observations on the basis of sorted Mahalanobis distances. Outliers are those observations giving large distances. Atkinson (1994) suggests that the cutoff value is χ 
Data mixed with continuous and categorical variables
In this section we focus on dealing with the estimation of parameters for multivariate data mixed with continuous and categorical variables. The notations and expression used in this section follow those in Little and Rubin (1987) and Schafer (1997) . The general location model, named by Olkin and Tate (1961) , is defined in terms of the marginal distribution of u and the conditional distribution of z given u. The former is described by a multinomial distribution on the cell probability:
General location model
where u i is the vector representing the summarized categorical responses of the ith individual,
n of Z are then modelled being as conditionally multivariate normal as denoted by
where µ d is a q-vector of means corresponding to cell d, and Σ is a p × p covariance matrix. The means of Z 1 , Z 2 , . . . , Z p are allowed to vary from cell to cell, but a common covariance structure Σ is assumed for all cells. The joint density of (u i , z i ) under the general location model is
The likelihood can be written as the product of multinomial and normal likelihoods as follows:
where 
where u id is the dth component of u i and "tr" means the trace of a matrix. This yields the ML estimatesθ = (Π,Γ,Σ):
The details can be referred to Little and Rubin (1987, Section 10 .2) and Schafer (1997, Section 9.2).
Maximum trimmed likelihood estimator
The MLE (??) is indeed known to be sensitive to outliers. The analogous MCD estimator of θ for this problem is not obviously suitable. This is on account that the estimation of Π and Γ is not so clear in the objective function of the MCD setup, which only focus on the determinant of Σ. The likelihood function (??) for modelling continuous and categorical data is more complicated than that for only continuous part. We therefore consider the MTLE approach to avoid the influence of outliers. For a specific value of q, the MTLE
where Q denotes the set of those q observations with the largest values of p(
It is also equivalent to maximizing
The MTLE of θ evaluated at q isθ q = (Π q ,Γ q ,Σ q ), which can be presented as:
Computing algorithm
To obtain MTLE of θ q , the forward search algorithm of Atkinson (1994) is applied in this subsection. For a specific value of q, we then give the details about using the forward search algorithm to an approximate solution ofθ q .
• Step 0. Choose the initial subset:
The forward search algorithm starts with the selection of a subset of m = m 0 units, where m 0 must be large enough to estimate the unknown parameters θ. The original setup of Atkinson (1994) is to randomly chose a subset from the data and 100 subsets are employed. An alternative is to try to obtain an outlier-free subset at the beginning. Atkinson and Riani (2000) consider this approach to find LMS estimate for the logistic regression model. Here we suggest that the initial subset is obtained by a way which is based on the continuous variables. The difference between 100 random subsets and a robust subset will be compared later. We first compute the MCD estimates of the mean vector and covariance matrix of the continuous variables, which are denoted byμ q 0 and Σ q 0 , respectively. This can be directly calculated by S-PLUS built-in function cov.mcd or other available statistical packages. The squared robust Mahalanobis distances are then obtained as:
The initial subset, denoted by M, consists of m cases with the smallest distances (??). However, to ensure that all cells, E d 's, can be included in the chosen subset, a balanced device is given by setting at least one observation included for each cell. This setting is kept in the following subset augmentation process. This idea is also used in robust diagnostics for the logistic regression model with the binary response of Atkinson and Riani (2000) . Nevertheless, this setting is a kind of option if outlying cells exist in data. This will be discussed in details later.
• Step 1. Obtain the ordered log-likelihood:
We first compute the MLE (??) of θ based on the subset M, which is denoted bŷ
We then calculate the value of the log-likelihood of (??) for each case as:
whereπ dm denotes the dth element ofΠ m andμ dm is the dth column ofΓ m . However, if the balance setting is not applied, the empty cell may occur. This results in a zero value forπ dm andμ dm is not available. For this case of no observation included in the cell, we let
whereμ dm is the average of other available estimated cell means ofΓ m , and the first term of the right side just denotes a relatively small probability for the corresponding cell. The ordered log-likelihood of (??) or (??) is then defined as:
• Step 2. Add observations during the forward search: 
• Step 3. Iterate
Step 1 to
Step 2 until the size of the subset equals n:
This leads a series of qm , m = m 0 + s, m 0 + 2s, · · ·. The maximum value of these qm 's provides the approximate solution of MTLE (??) of θ, which is also denoted byθ q for simplicity.
It is noted that the MLE (??) can be viewed as the MTLE (??) evaluated at m for the whole dataset. Once the MTLEθ q is obtained, we are able to compute the robust Mahalanobis distances based on the continuous variables as follows:
which can be used as a flag for the identification of outliers. The cutoff value is then χ for all observations. The latter one will give a larger tolerance to outliers.
Simulation study
In this section we examine the performance of the MTLE by the Monte Carlo method. Rocke and Woodruff (1996) define several kinds of outlier patterns. They point out that the hardest kind of outlier to find is that which has a covariance matrix with the same shape as the good data. Hence our simulated data focus on a situation in which there are good data drawn from a multivariate normal distribution and bad data (in contrast to good data which are outlier-free) drawn from the distribution with the same shape and size as the main population, but with a different mean. These are often called shift outliers (Rocke and Woodruff 1996) .
The optional setup in the forward search
Firstly, as we mentioned in the previous subsection, there are some different options during for the forward search for the MTLE. They include how to choose the initial subset and whether the balance setting is applied. To examine the effects of these options on the performance of our approach, a small study is given for the purpose. To simulate continuous data, good data are generated from M N (0, I p ) and bad data are generated from M N (µ * To present the simulation result, an LL plot is introduced, which is a sctterplot matrix of log-likelihood of several estimates. They include the forward search with or without a balance setting using a robust initial subset, denoted by "FR+B" and "FR-B", and those using 100 random selected subsets, denoted by "F100+B" and "F100-B". This plot is originally inspired by the RR plot of Hawkins and Olive (2002) . The RR plot is a scatterplot matrix of the residuals from several regression fits. It is noted that the plot will be linear with slope 1 if the model assumptions hold. Different configurations lead to quite similar results. Here we only show one of them to save the space. Figure 1 shows the LL plot of 30 simulated data set for n = 100 and k = 3. A robust start can lead to quite stable result as 100 random selected subset. However, the former one only spends almost 1/100 computation time than the latter one. Therefore, the forward search algorithm with a robust start is recommended. The balance setup remains an important option for the approach because we never know whether outlying cells exit in data.
If there is no outlying cell, the results with and without a balance setting lead to almost the same conclusion. If different conclusions are drawn, one should be careful to re-examine the data structure and an expert about the data may be called for further discussion.
The performance of the proposed approach
As the forward search algorithm for MTLE with a robust start performs no difference from that with 100 random search, we only use the former one in the following simulation study.
The sample sizes 100 and 200 and dimensions p = 3, 5 and k = 2, 3 are generated. Each dataset contains 5, 10, 15, or 20 percent of bad data. For categorical data, each variable is generated from a binomial distribution with a success rate of 1/2. This actually results in that those cells follow a multinominal distribution with equal probability. Therefore, the balance setting is applied in the simulation study.
Tables 1 and 2 present the average bias of the estimates from 200 simulated data for p = 3 and 5, respectively. The values in the parentheses denote the average MSE of the estimates. These simulation results show that the performance of MTLE is more stable than MLE when different proportions of outliers are included in the data. The bias becomes larger for MLE when the proportion outliers turn large. It is noted that there is no difference of the estimate of Π between both estimates, because the cell probability is set to be equal in the simulated data.
In order to save computational time, the values of s are 2 and 4 for the sample sizes 100 and 200, respectively, when applying the forward search algorithm for MTLE. Of course, in some cases, we may obtain better results for the same dimension and the same sample size if we let s = 1 or some other small values. The default value of q is set to be [0.75n], which is also used in the real data analysis. For the dataset with 20% outliers, the value of q is [0.7n]. We can also expect that the greater the values are of q (provided that the value is not too large to include outliers), the better the simulation results will be. ===Table 1 is here=== ===Table 2 is here===
Outliers in mixed data
The simulations in the previous subsection assumed that outliers only occur in the continuous part of the data. However, in practice, we may have outliers only from the categorical part as well as outliers from both continuous and categorical parts of the data. If, in addition, the categorical part is further contaminated (as in Bartlett and Lewis (1994) and Basu and Basu (1998) ), then MTLE could work better. We do not compare MTLE with Bartlett and Lewis (1994) and Basu and Basu (1998) , because the problem is different. The MTLE could be an alternative of Shane and Simonoff (2001) . All these will be future studies.
The simulation study in subsection 3.4.1 has shown the proposed approach is able to identify outlier observations as well as outlying cells. A real data example is presented later to address this issue again. However, the simulation design excludes outliers from both continuous and categorical variables in subsection 3.4.1. This is due to some remarks as follows.
Firstly, the main concern here is 'observation', where 'cell' is the topic of Basu and Basu (1998) and Shane and Simonoff (2001) ), in which there is no continuous variable. Therefore, an outlying cell will lead to all cases in that cell being outliers. On the other hand, if all observations in a cell are revealled as outliers, then this cell will be an outlying cell. Secondly, according to the well-recognized definition of outliers in contingency table, an outlying cell (or frequency) is its frequency that deviates from the corresponding expected frequency about the null model (e.g. Barnett and Lewis (1994) and Basu and Basu (1998) ). Therefore, a test of the cell probabilities can be carried out based upon the null model. However, we would never know the cell probability of the true null model in practice, especially when mixed data are present. Hence, in the process of the forward search algorithm, a balanced design is introduced to keep at least one observation in each cell as we mentioned before.
Finally, it will be more difficult to identify an outlier from the continuous part than that from the discrete part (e.g. the discussion of the regression problem in Maronna and Yohai (2000) ). Nevertheless, this paper focus on the identification of outlying observations, while outlying cells can therefore be revealled.
Examples
In this section, two real data examples are used to illustrate the MTLE method for mixed continuous and categorical data.
Nambeware polishing times data
The relation between polishing time and product diameters as well as type of product (casserole, other) is one which is useful to a company for estimating the polishing time for new products which are designed or suggested for design and manufacture. This dataset can The 4 dummy variables form 5 categories and the MLE estimates of parameters are listed in Table 3. ===Table 3 is here=== Applying the forward search algorithm for MTLE to these data, Table 4 gives the estimates of θ, which are quite different from those in Table 3 
Appendicitis data
The second dataset comes from Fisher and van Bell (1993, pp. 680-3) as an example of discriminant analysis, and it is originally from Koepsel et al. (1981) . The data show the occurrence and non-occurrence of the perforation of the appendix. De Leon and Carrière (2005) also used this dataset to show their generalized Mahalanobis distances for mixed data. There are 192 patients and 7 variables listed in Fisher and van Bell (1993) , in which 4 continuous variables are described as below:
X 2 : age in years X 3 : duration of symptoms in hours prior to physician contact X 4 : time from physician contact to operation (in hours) X 5 : white blood count in thousands
The other 3 dummy variables form 7 categories as presented in Table 5 . It is noted that we take logarithms on X 2 , X 3 , and X 4 . Missing values are excluded from the analysis, which result in 179 cases in the following analysis. The case number appearing in the latter plot is the same as that shown in Fisher and van Bell (1993) . ===Table 5 is here=== Applying the MLE and MTLE with and without a balance setting in the forward search for these data, Table 6 shows the results of the different estimates. The first line of each panel in Table 6 is the MLE, the second one is the MTLE without a balance setting in the forward search, and the last one is the MTLE with a balance setting in the forward search. As discussed in subsection 3.5, we can see that complicated and different situations may happen in the detection of outliers for the mixture data. The important feature of this difference is due to the outlying cells in the analysis. There is only one observation in category 6 and 4 cases to category 7.
If the balance design is not applied, then the cell probabilities of categories 4 and 6 are zero. The whole observations in these two categories are then excluded from the data in the forward procedure. This leads to zero cell mean estimates for these two categories. However, if the balance setting is considered in the forward process, then the observation of category 6 will have a guarantee to keep in the robust fit. Another interesting feature in Table 6 is that no matter whether the balance setting is applied or not, there is no difference in the MTL estimates of cell probabilities and cell means for categories 1, 2, and 3. The MTLEs of the covariance matrix corresponding to variables X 2 , X 3 , and X 4 are also the same for the situations when the balance design is used and not used. Nevertheless, the results of MTLE are quite different from those of MLE. To examine the effect of the balanced setting, the corresponding optimum of (??) for MTLE without a balanced setting is −358.5531, and it is −360.1665 with a balanced setting.
Therefore, in this case we may conclude that those values of the second line in Table 6 will be the better MTL estimates for these data. ===Figure 6 is here=== ===Figure 7 is here=== ===Figure 8 is here===
Conclusions
In this paper we propose the maximum trimmed likelihood estimates for multivariate data mixed with continuous and categorical variables. Given an initial small subset, intended to be outlier-free, the forward search algorithm can be relatively fast to compute the proposed MTL estimates. A simulation study shows that MTLE outperforms the classical MLE when an appropriate proportion of outliers exist in data. Real data are used to illustrate the proposed method. The results of the detection of outliers by MTLE are significantly different from those by MLE. One of the real data examples shows that the outliers from the categorical part may remain further examined, which will rely on the decision of the users. Nevertheless, the proposed method is able to deal with the robust diagnostic problem of outliers for mixture data.
There still exist some broader issues related to the mixture data and the method discussed in the present paper. From the theoretical part, the statistical and robust properties of MTLE, such as breakdown point and efficiency, are needed to be verified. For the application of multivariate data, the MTLE can be extended to factor analysis, discriminant analysis and cluster analysis for mixture data. A decisive conclusion may be very important to analysts for the identification of outliers from the categorical part. 
