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Resumo Adotamos o me´todo da indexac¸a˜o da semaˆntica latente (LSI)
para classificar documentos que estejam relacionados por algum meio na˜o
restrito apenas aos termos presentes, mas buscando outras formas de si-
milaridades. A reduc¸a˜o de dimensionalidade da matriz Termo-Documento
na˜o e´ novidade, sendo normalmente adotado entre 200 a 300 dimenso˜es.
Nesse trabalho, transformamos o LSI em um algoritmo semi-supervisionado
e determinamos o nu´mero ideal de dimensa˜o durante a fase de treina-
mento. O algoritmo utiliza um espac¸o isome´trico a aquele definido pela
matriz Termo-Documento para acelerar os ca´lculos.
Keywords: clustering, information retrieval, latent semantic indexing
1 Introduc¸a˜o
A classificac¸a˜o de texto e´ um processo importante na organizac¸a˜o das informac¸o˜es
dispon´ıveis. Ale´m da melhoria na eficieˆncia de busca, a categorizac¸a˜o de docu-
mentos possui outras finalidades como, por exemplo, minerac¸a˜o de dados, de-
tecc¸a˜o de conteu´do adulto ou inadequado, filtragem de spam, entre outros. A
decisa˜o e´ feita por um especialista, que considera o conteu´do do documento e
define a qual categoria que ele pertence. A classificac¸a˜o pode ser automatizada
com o intuito de melhorar a precisa˜o e diminuir a subjetividade associada ao
processo manual.
No campo de recuperac¸a˜o de informac¸a˜o, o texto do documento e´ frequente-
mente representado como um conjunto na˜o-ordenado de palavras, constituindo
um bag-of-words. Salton [15] introduziu a ideia de representac¸a˜o de documento
atrave´s de vetores, cujas componentes sa˜o calculadas com base na contagem de
palavras e associados a pesos, criando como resultado a matriz Termo-Documento.
A partir dessa representac¸a˜o, uma forma de determinar sua categoria e´ identi-
ficar palavras espec´ıficas ou presentes somente naquele tipo de documento. Os
termos “motor” e “piloto” aparecem frequentemente em assuntos relacionados a
“carro”, portanto, podem ser usados para classificac¸a˜o.
Uma forma mais elaborada de classificar seria calcular as probabilidades as-
sociadas a`s palavras e aplicar Na¨ıve Bayes [13]. Apesar dos resultados positivos,
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esse modelo assume que cada dimensa˜o e´ independente das demais, fato que esta´
longe de ser verdade. Por exemplo, quando nos referimos ao termo “carro”, esta-
mos nos referindo tambe´m aos documentos que utilizam a palavra “automo´vel”.
As palavras possuem inter-relac¸a˜o e o modelo deve considerar a similaridade
entre elas.
2 Fundamento Teo´rico
2.1 Indexac¸a˜o da semaˆntica latente
Landauer buscou uma relac¸a˜o entre os termos e os conceitos ocultos, ou seja,
uma “semaˆntica latente” [10] que permitisse relacionar os documentos por uma
similaridade na˜o restrita somente aos termos presentes. A relac¸a˜o de dependeˆncia
entre palavras pode ser modelada atrave´s de uma rotac¸a˜o do espac¸o, cujos vetores
de base sa˜o alterados para um novo conjunto de coordenadas. Por exemplo,
podemos dizer que havera´ uma transformac¸a˜o na forma:
(a) Carro = 1.0 ∗motorista+ 4.0 ∗ rodas+ 2.0 ∗ portas+ 1.0 ∗motor
(b) Automo´vel = 1.0 ∗motorista+ 4.0 ∗ rodas+ 2.0 ∗ portas+ 1.0 ∗motor
Apesar de “automo´vel” e “carro” serem termos distintos, a soma dos compo-
nentes os torna equivalentes. A indexac¸a˜o da semaˆntica latente (LSI, do ingleˆs
“Latent Semantic Indexing”) projeta os vetores em um espac¸o de menor di-
mensa˜o, tambe´m denominado de espac¸o semaˆntico [6]. Palavras similares ou
relacionadas seriam projetadas em uma mesma dimensa˜o do espac¸o.
Por exemplo, podemos adotar k=2, que representa a matriz A projetada em
um plano. Assim, os documentos (“automo´vel”, “carro” e “elefante”) estariam
automaticamente agrupados por similaridade nesse espac¸o de dimensa˜o reduzida
(Figura 1).
(a) Dimensa˜o n (b) Dimensa˜o k=2
Figura 1. (a) Os documentos esta˜o dispersos no espac¸o; (b) Apo´s a projec¸a˜o dos vetores
em um plano, os documentos ficam agrupados por similaridade.
Uma formalizac¸a˜o matema´tica dessa proposic¸a˜o foi feita parcialmente por
Papadimitriou [14] e apresenta indicativos de que a te´cnica funciona para caso
geral.
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2.2 Decomposic¸a˜o em Valores Singulares
LSI e´ um me´todo baseado na a´lgebra linear [4]. A ide´ia e´ obter uma aproximac¸a˜o
da matriz A Termo-Documento, determinando os vetores singulares mais signi-
ficativos da matriz.
Dada uma matriz A de tamanho m x n, podemos decompor na forma:
A = UΣV T (1)
Onde U e V T sa˜o matrizes ortonormais, ou seja, UTU = V TV = In. A matriz
Σ e´ uma matriz diagonal Σ = diag(σ1, · · · , σn). A decomposic¸a˜o matricial e´
u´nica quando os valores singulares σi esta˜o em ordem decrescente.
σ1 ≥ σ2 ≥ · · · ≥ σn ≥ 0
Dizemos que a matriz A tem posto r ou rank(A) = r quando:{
σk > 0 para 1 ≤ k ≤ r
σr+1 = · · · = σn = 0
Podemos encontrar uma matriz aproximada A′ truncando a matriz Σ com
somente os k maiores valores singulares e zerando os demais valores. Sejam U ′,
V ′ e Σ′ as matrizes truncadas de U , V e Σ. Assim, temos que:
A′ = U ′Σ′V ′ T (2)
Se k < r, enta˜o a matriz A′ sera´ uma aproximac¸a˜o de A. Pelo Teorema de
Eckart-Young [2], a matriz A′ e´ a melhor aproximac¸a˜o matricial de posto k. Em
outras palavras, dada uma matriz M qualquer, tal que rank(M) = k, enta˜o
calculamos o erro mı´nimo usando a norma de Frobenius:
||A−M ||2 ≥ ||A−A′||2 = σ2k+1 + · · ·+ σ2n (3)
2.3 Paraˆmetro k
Deerwester [4] realizou testes com o conjunto de dados MED composto por
documentos me´dicos, variando o nu´mero de dimenso˜es entre 10 e 100. Ao final,
reportou que o melhor desempenho ocorreu com 100 dimenso˜es.
Segundo os relato´rios de acompanhamento da aplicac¸a˜o do me´todo LSI no
Text Retrieval Conference (TREC), o nu´mero de dimensa˜o afeta diretamente no
nu´mero de documentos recuperados e na precisa˜o [7][8][9]. Na primeira edic¸a˜o da
confereˆncia, foram utilizadas 235 e 250 dimenso˜es, enquanto que, no TREC-2,
empregaram-se 199 e 204 dimenso˜es. Na versa˜o seguinte, TREC-3, o experimento
rodou com maior variac¸a˜o do paraˆmetro k: 199, 250, 300 e 346 dimenso˜es.
Diminuir o nu´mero de dimenso˜es, paraˆmetro k, aumenta a quantidade de
documentos recuperados em uma pesquisa. Em contrapartida, espac¸os com di-
mensa˜o excessivamente reduzida apresentam problemas de precisa˜o. Ajustar ade-
quadamente o nu´mero de dimenso˜es e´ um desafio. Dumais [5] sugere a utilizac¸a˜o
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de um espac¸o composto por 200 a 300 valores singulares, observando que, a partir
de um determinado valor, o aumento do valor do paraˆmetro k passa a degradar
o resultado.
Landauer apresentou o efeito da variac¸a˜o no nu´mero de dimenso˜es atrave´s
de um experimento usando 80 questo˜es de uma prova de ingleˆs, ETS Test of
English as a Foreign Language (TOEFL) [11]. O corpus adotado foi composto por
jornais disponibilizados pela Associated Press, a enciclope´dia Grolier’s Academic
American e textos de conteu´do infantil. O paraˆmetro k foi testado entre 2 a 1032,
obtendo a melhor taxa de acertos com 300 e 325 dimenso˜es.
Figura 2. A influeˆncia do paraˆmetro k no experimento de sinoˆnimos usando a prova
TOEFL. Esse gra´fico ressalta a importaˆncia da escolha adequada do nu´mero de di-
menso˜es.
3 Proposta
O objetivo desse trabalho e´ dimensionar o paraˆmetro k, que determina o nu´mero
de dimenso˜es usadas no LSI. O nu´mero de dimensa˜o afeta diretamente a precisa˜o
e a quantidade de documentos recuperados. Apesar de ser um fator importante,
na˜o foi encontrada nenhuma refereˆncia sobre como determinar o valor ideal para
a tarefa de categorizac¸a˜o de documentos. [3]
LSI e´ um algoritmo de aprendizado na˜o-supervisionado. Durante a fase de
treinamento, todos os documentos sa˜o considerados: conjunto de treinamento
e testes. Atrave´s da decomposic¸a˜o em valores singulares, encontramos um con-
junto de vetores unita´rios e ortogonais, que va˜o compor a base do subespac¸o
representado. Em nenhum momento, a categoria e´ levada em considerac¸a˜o.
Podemos transformar o LSI em um algoritmo semi-supervisionado. Durante
a fase de inicial, variamos o paraˆmetro k e calculamos a taxa de acerto corres-
pondente aos documentos de treinamento. Trac¸amos, assim, a curva T (k) que
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representa a taxa de acerto conforme variamos o nu´mero de dimenso˜es. Ao fi-
nal da fase de treinamento, selecionamos o valor k que maximiza o nu´mero de
acertos T (k).
Os dados de treinamento sera˜o usados, portanto, para calibrar o paraˆmetro
k. Assumindo que os conjuntos de teste e treinamento sejam aleato´rios, podemos
inferir que o modelo trara´ resultados semelhantes a ambos. Esperamos observar
T (k) = P (k), onde P (k) corresponde ao desempenho do modelo contra os dados
finais de teste.
4 Experimento
Os termos extra´ıdos do corpus e os documentos sa˜o transformados em vetores
usando pesos TF-IDF. Apesar da literatura sugerir melhorias, na˜o foi conside-
rado nenhum processo de tratamento de palavras como lista de exclusa˜o (stop
words), normalizac¸a˜o morfolo´gica (stemming), identificac¸a˜o de termos compos-
tos, correc¸a˜o sinta´tica ou uso de diciona´rios. Termos com menos de 3 caracteres
ou menos de 10 ocorreˆncias foram desconsiderados.
Os vetores resultantes do conjunto de treinamento e testes sa˜o colocados em
uma matriz Termo-Documento de tamanho m x n. Durante os experimentos,
observamos que a condic¸a˜o m > n foi mantida. A decomposic¸a˜o em valores
singulares foi realizada por meio da biblioteca SVDPACKC [1]. Como resultado,
obtivemos as matrizes U , S e V . Os vetores singulares foram, enta˜o, truncados e
o espac¸o, reduzido a somente k dimenso˜es. Assim chegamos a`s matrizes U ′, S′,
V ′ e a matriz A′ de posto k: A′ = U ′S′V ′T
A′ e´ uma aproximac¸a˜o da matriz Termo-Documento e sera´ usada para predic¸a˜o.
Ainda na fase inicial, fazemos uma pre´via da classificac¸a˜o usando o ca´lculo da
similaridade com os documentos de treinamento. A determinac¸a˜o da categoria
e´ feita atrave´s do me´todo do vizinho mais pro´ximo (kNN com k=1). A simi-
laridade e´ dada pelo cosseno do aˆngulo formado pelos vetores dos documentos
correspondentes.
Ao repetir o processo variando o nu´mero de dimensa˜o k entre 2 e 1000 (adota-
mos esse valor arbitra´rio como ma´ximo devido ao requisito de grande quantidade
de memo´ria do computador), obtivemos a curva T (k): acertos x dimensa˜o, com
base nos dados de treinamento. No final, selecionamos o paraˆmetro k igual ao
pico ma´ximo da curva T (k) e a fase de treinamento do modelo e´ encerrada
Com o objetivo de medir a precisa˜o do me´todo, calculamos a taxa de acerto P
associada ao conjunto de teste. Se utilizarmos o me´todo LSI variando o nu´mero
de dimenso˜es k, enta˜o trac¸amos uma nova curva P (k) e esperamos que ela seja
igual a T (k). A u´nica diferenc¸a entre elas e´ a origem dos dados: T e´ baseado nos
dados de treinamento e P , nos dados de teste final. Analisamos a raza˜o entre
P (k) e T (k) em u´nico gra´fico, pois esperamos que a relac¸a˜o entre as func¸o˜es seja
uma constante.
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5 Dados
Utilizamos o corpus Reuters 21578 [12] com textos originais da Reuters de 1987
manualmente classificados por especialistas em 135 categorias. Na separac¸a˜o
padra˜o conhecida como ”modApte´”, alguns documentos esta˜o classificados em
nenhum ou em mu´ltiplos assuntos. Nesse trabalho, consideramos somente os
documentos com uma u´nica categoria.
6 Otimizac¸a˜o do Algoritmo Proposto
A implementac¸a˜o mais simples do algoritmo pode ser n vezes mais demorado
do que o LSI padra˜o. Durante a iterac¸a˜o de k = 2, 3, . . . , n, realizamos sempre
os ca´lculos de decomposic¸a˜o em valores singulares (SVD) e cosseno, tornando
o processo lento. Notamos a presenc¸a de ca´lculos repetitivos que, portanto, po-
deriam ser convertidos em um processo incremental. A seguir, descrevemos as
otimizac¸o˜es empregadas.
6.1 Ca´lculo U´nico do SVD
A decomposic¸a˜o SVD utiliza o me´todo iterativo de Lanczos implementada pela
biblioteca SVDPACKC. Nesse momento, manteremos a precisa˜o nume´rica ao
mesmo tempo que evitamos alterar o algoritmo empregado.
A cada iterac¸a˜o k = 2, 3, 4, . . . , n realizamos a decomposic¸a˜o SVD da ma-
triz, repetindo o ca´lculo da multiplicac¸a˜o AAT para encontrar os valores sin-
gulares. Modificamos o processo para realizar uma u´nica chamada a biblioteca
SVDPACKC, obtendo a decomposic¸a˜o matricial com o maior nu´mero de valores
singulares. O resultado foi mantido em memo´ria. A cada iterac¸a˜o, a decom-
posic¸a˜o de matriz era refeita truncando-se os k maiores valores singulares sem a
necessidade de chamar novamente o SVDPACKC.
Apesar de ser uma alterac¸a˜o simples, o tempo economizado foi significativo.
6.2 Rotac¸a˜o da Matriz Termo Documento
A importaˆncia do SVD e´ conseguir encontrar a matriz aproximadaA′ = U ′Σ′V ′ T ,
permitindo calcular a similaridade de documentos atrave´s de:
similar(i, j) = cos(d′i, d
′
j) , onde d
′
i e d
′
j sa˜o colunas de A
′ (4)
Seja B = Σ′ V ′ T . Por substituic¸a˜o, temos que:
A′ = U ′Σ′ V ′ T
= U ′B
Como U ′ e´ uma matriz ortonormal, enta˜o B e´ uma rotac¸a˜o espacial de A′,
ou seja, os espac¸os sa˜o isome´tricos. Logo, a distaˆncia entre pontos, o produto
escalar e o cosseno se mante´m apo´s a transformac¸a˜o. Assim, temos que:
similar(i, j) = cos(bi, bj) , onde bi e bj sa˜o colunas de B (5)
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A otimizac¸a˜o corresponde a considerar o espac¸o B = Σ′ V ′ T ao inve´s de
A′ = U ′Σ′V ′ T . Ale´m de economizar uma multiplicac¸a˜o matricial, o ca´lculo de
Σ′V ′ T e´ ra´pido, pois Σ′ e´ uma matriz diagonal.
6.3 Ca´lculo Incremental da Similaridade
Adotamos o espac¸o vetorial Bk truncado em k dimenso˜es. Durante a fase de
treinamento, variamos o valor de k entre 1 e n com o objetivo de trac¸ar a
curva T (k) e determinar o pico ma´ximo. A cada iterac¸a˜o de k, determinamos a
similaridade dentre todos os m documentos.
similar(i, j, k) = cos(bki , b
k
j ) =
bki .b
k
j
||bki ||.||bkj ||
Considerando a representac¸a˜o dos documentos bki = (bi1, bi2, ..., bik), enta˜o
podemos definir as func¸o˜es de produto escalar e o quadrado do mo´dulo.
Prod(i, j, k) = bki · bkj =
k∑
t
bitbjt (6)
Mods(i, k) = ||bki ||2 =
k∑
t
(bit)
2 (7)
Assim, temos que:
similar(i, j, k) =
Prod(i, j, k))√
Mods(i, k).Mods(j, k)
(8)
Cada operac¸a˜o de Prod e Mods requer n operac¸o˜es (considerando somente
multiplicac¸a˜o, divisa˜o e raiz quadrada). O ca´lculo de similaridade requer, por-
tanto, um total de 3n+ 3 operac¸o˜es.
O ideal seria calcular a similaridade de forma incremental conforme se au-
mentam o nu´mero de dimenso˜es. Se transformarmos Prod e Mods em func¸o˜es
recursivas, enta˜o e´ poss´ıvel eliminar o somato´rio de produtos:
Prod(i, j, k) = Prod(i, j, k − 1) + bik.bjk (9)
Mods(i, k) = Mods(i, k − 1) + bik.bik (10)
A cada iterac¸a˜o, realizam-se apenas 5 operac¸o˜es (3 multiplicac¸o˜es, 1 divisa˜o
e 1 raiz quadrada). Essa e´ uma reduc¸a˜o significativa de operac¸o˜es em relac¸a˜o a
3n+ 3, visto que, nos experimentos, adotamos n = 1000 dimenso˜es.
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7 Resultados
7.1 Tempo
O experimento consistiu em comparar o impacto da otimizac¸a˜o proposta em
relac¸a˜o a implementac¸a˜o mais simples do algoritmo. Variamos o nu´mero de di-
mensa˜o k de 10 a 400, obtendo o resultado apresentado na Tabela 1.
Tabela 1. Comparativo de Tempo (medida em segundos)
Me´todo k=10 k=50 k=100 k=200 k=400
Simples 2919 14063 27071 54695 117169
Otimizado 17 58 116 265 544
O resultado chama a atenc¸a˜o pelo alto tempo gasto com o me´todo de deter-
minac¸a˜o do paraˆmetro k da forma simples. E´ praticamente invia´vel realizar o
processamento dessa forma sem nenhum tipo de otimizac¸a˜o.
7.2 Precisa˜o
Quando se utiliza o me´todo do LSI, o paraˆmetro k e´ normalmente ajustado para
um valor entre 100 e 300. Com base nos dados utilizados, o resultado apresentaria
uma precisa˜o pro´xima a 0,87 a 0,88 (Tabela 2).
Tabela 2. Precisa˜o do LSI (k dimenso˜es)
Dimenso˜es Precisa˜o
k=50 0.81
k=100 0.87
k=200 0.88
k=300 0.88
k=400 0.87
k=500 0.87
k=1000 0.85
k=2000 0.84
Utilizamos os dados de treinamento para trac¸ar uma curva T (k) variando o
nu´mero de dimenso˜es k. Ao identificar o pico ma´ximo dessa curva (Figura 3),
chegamos ao valor ideal de k = 201. Observamos que o ma´ximo ocorre entre 200
e 400. Portanto, o experimento determinou corretamente um valor de k dentro
da faixa esperada. Observamos que a variac¸a˜o de P (k) em relac¸a˜o a T (k) foi
inferior a 5%, tornando a hipo´tese T (x) ≈ P (x) va´lida.
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Figura 3. Gra´fico da precisa˜o em relac¸a˜o ao nu´mero de dimenso˜es utilizadas (escala
logar´ıtmica).
8 Conclusa˜o
Nesse trabalho, apresentamos o me´todo do LSI como uma forma de classificac¸a˜o
automa´tica de textos atrave´s da similaridade de palavras. Ainda que na˜o haja
co-ocorreˆncia de termos entre dois documentos, e´ poss´ıvel classifica´-los dentro
da mesma categoria por meio da “semaˆntica latente” associada.
A escolha do nu´mero de dimensa˜o k afeta diretamente no desempenho do
classificador. Utilizar valores abaixo ou acima do ideal impactam no resultado
final. A proposta do trabalho foi utilizar os dados de treinamento para apoiar na
decisa˜o do k ideal, transformando o LSI em um algoritmo semi-supervisionado
No experimento, trac¸amos as curvas T (k) e P (k) correspondentes a precisa˜o
do classificador em relac¸a˜o aos dados de treinamento e teste respectivamente.
Observamos que a diferenc¸a entre elas era inferior a 5%, concluindo assim que e´
poss´ıvel determinar o paraˆmetro k apenas com os dados de treinamento.
Ao longo do trabalho, apresentamos tambe´m formas de otimizar o algoritmo
proposto para que rodasse dentro de um tempo aceita´vel: ca´lculo u´nico do SVD,
rotac¸a˜o da matriz Termo-Documento e ca´lculo incremental da similaridade.
A intenc¸a˜o do trabalho futuro sera´ investigar formas iterativas para o ca´lculo
da Decomposic¸a˜o de Valores Singulares (SVD) ao mesmo tempo que o paraˆmetro
k e´ determinado. Dessa forma, o calculo parcial do SVD da matriz consumiria
menos tempo de processamento em relac¸a˜o ao ca´lculo completo.
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