The mapping Φ n (A, B) = AB − BA, where the matrices A, B ∈ C 2n×2n are skew-Hamiltonian with respect to transposition, is studied. Let C n be the range of Φ n : we give an implicit characterization of C n , obtaining results that find an application in algebraic geometry. Namely, they are used in [R. Abuaf and A. Boralevi, Orthogonal bundles and skew-Hamiltonian matrices, In Preparation] to study orthogonal vector bundles. We also give alternative and more explicit characterizations of C n for n ≤ 3. Moreover, we prove that for n ≥ 4 the complement of C n is nowhere dense in the set of 2n-dimensional Hamiltonian matrices, denoted by H n , implying that almost all matrices in H n are in C n for n ≥ 4. Finally, we show that Φ n is never surjective as a mapping from W n × W n to H n , where W n is the set of 2n-dimensional skew-Hamiltonian matrices. Along the way, we discuss the connections of this problem with several existing results in matrix theory.
Introduction
It is a classical result in linear algebra that a square matrix with elements in a field can be written as the commutator of two matrices if and only if it is traceless [2] . This paper addresses a structured version of the same question for matrices with elements in the complex field. Clearly, if A and B are skew-Hamiltonian 1 then AB − BA is Hamiltonian. An analysis of the reverse implication is less obvious: when can a complex Hamiltonian matrix H be written as the commutator of two skew-Hamiltonian matrices A and B? In spite of the relative simplicity of the question, we find that the answer deserves some discussion.
Besides the interest that it may have, per se, as a structured linear algebra question, the problem is relevant to algebraic geometry as well. More precisely, it arises in the context of the study of the (possible) irreducibility of the moduli space of vector bundles on the projective plane with stable rank r and Chern classes (0, n). The unstructured case of this problem is studied in [12] , while its version for symplectic vector bundles is analyzed in [16] . The much more technically involved case of orthogonal vector bundles is addressed in [1] . In fact, the connection with algebraic geometry is the main motivation of our study, that originated after some discussions [3] with the author of [16] and one author of [1] . This paper can be considered both preliminary and complementary to [1, . Indeed, it is preliminary because some of our results are amongst the ingredients for the irreducibility theorem proved in [1, Theorem 3.4] . On the other hand, it is complementary as our point of view is different than [1] and we cover some aspects of the problem that are not considered there. Some results in our Section 4 and in [1, Section 5] are similar to each other, but we emphasize that they have been independently proved with different tools, providing different insights.
In [1] , a certain mapping naturally arises. This mapping sends an ordered pair of complex skew-symmetric matrices of even dimension 2n, say (X, Y ), to the complex symmetric matrix S = XJY − Y JX, with J = 0 In −In 0 . For a fixed value of n a characterization of the range of the mapping is of interest. As A = JX and B = JY are skew-Hamiltonian matrices of size 2n, a natural observation is that we may equivalently consider the map Φ n that sends (A, B) to the Hamiltonian matrix AB − BA = JS. After recalling some basic notions in Section 2, we follow this latter approach and in Section 3 we study the range of Φ n , denoted by C n . Having formulated the problem in terms of Hamiltonian and skew-Hamiltonian matrices, the invariance under sympletical similarity of the problem becomes manifest, allowing us to exploit some results on structured canonical forms of skew-Hamiltonian matrices [6, 7] . Furthermore, our approach unveils several connections with similar problems in structured linear algebra, such as the existence of Hamiltonian square roots of skew-Hamiltonian matrices [13, 6, 7, 18] or other properties of skew-Hamiltonian, Hamiltonian and symplectic matrices [5, 13, 15, 18] . Section 4 analyzes how the topological properties of C n change from n ≤ 3 to n ≥ 4, as in the former case C n is a closed nowhere dense set, while in the latter case the complement of C n is contained in a closed nowhere dense set. This had led to the conjecture [3] that Φ n could be surjective for n ≥ 4. We exhibit a counterexample in Section 5. Finally, in Section 6 we discuss how this problem is related to Sylvester-like equations and Roth's theorem [17] . In particular, we observe that a result of [19] can be modified when dealing with Sylvester equations with skew-symmetry constraints.
Basic facts on Hamiltonian, skew-Hamiltonian and symplectic matrices
Let J := 0 In −In 0 ∈ C 2n×2n . Observe that J has the property J T = J −1 = −J, that we will repeatedly use throughout the paper.
Definition 2.1.
• A matrix W ∈ C 2n×2n is called skew-Hamiltonian if W T J = JW . We denote the set of 2n-dimensional skew-Hamiltonian complex matrices by W n .
• A matrix H ∈ C 2n×2n is called Hamiltonian if it satisfies the equation JH + H T J = 0. We denote the set of 2n-dimensional Hamiltonian complex matrices by H n .
•
We denote the set of 2n-dimensional symplectic complex matrices by S n .
Although some authors, e.g. [7] , distinguish between two possible definitions of complex (skew-)Hamiltonian and symplectic matrices (that is, either with respect to transposition or with respect to conjugate transposition), in this paper we always consider, without ambiguity, the former choice. The three sets W n , H n and S n correspond to, respectively, the Jordan algebra, the Lie algebra and the automorphism group associated with the bilinear form (x, y) ∈ C 2n × C 2n → x T Jy ∈ C. Further discussions on this remark, together with a generalization to any nondegenerate bilinear or sesquilinear form over the complex field, can be found in [15] .
Clearly, (skew-)Hamiltonian matrices and (skew-)symmetric matrices of even size are related. We omit the straightforward proof of the next lemma.
Lemma 2.2. H ∈ H n if and only if H = JS, with S
= S T ∈ C 2n×2n . W ∈ W n if and only if W = JK, with K = −K T ∈ C 2n×2n .
Lemma 2.2 implies that Hamiltonian matrices have the form
with F = F T and G = G T , while skew-Hamiltonian matrices can be written as
with C = −C T and D = −D T . The next lemma recapitulates some spectral properties of matrices belonging to the three classes defined above. 
On commutators of skew-Hamiltonian matrices
The commutator of two matrices X, Y ∈ C m×m is defined as
The map Φ n naturally arises in algebraic geometry, when orthogonal vector bundles are investigated [1] . In particular, in that context it is of interest to describe the range of Φ n , that we denote by C n . In the present section we give a characterization of C n that finds an important application in [1] , where it is used in order to prove the irreducibility of the moduli space of stable rank r orthogonal vector bundles on P 2 , with Chern classes (0, n) and trivial splitting on the general line.
For small values of n, one can convince oneself that Φ n is not surjective. Here are some claims that we are going to prove in Section 4. When n = 1, C n = {0}. For n = 2, the eigenvalues of a matrix in C n must be {λ, λ, −λ, −λ} for some λ ∈ C; for n = 3, the spectrum of a matrix in C n must be of the form {λ, µ, λ + µ, −λ, −µ, −λ − µ} for some λ, µ ∈ C. As the dimension grows to n ≥ 4, no constraint on the spectrum is any longer imposed, with the obvious exception of the λ ↔ −λ symmetry that, as Lemma 2.3 illustrates, is induced by the Hamiltonian structure. Furthermore, C n can be shown to contain an open dense subset of H n for n ≥ 4. From these observations, a natural conjecture is that [3] is Φ n could be surjective when n is large enough. This leads to the following problem:
The answer turns out to be negative. In Section 5, we will provide a counterexample, thus proving that the inclusion C n ⊂ H n is strict for all n.
A first step towards a characterization of C n comes from observing that Proposition 2.4 shows that Ψ V acts as an automorphism on both W n and H n . Morever, we have:
Proof. By direct verification.
Let us define R n as the range of the restriction of Φ n to W n × J n . In view of Theorem 2.5, Proposition 2.4 and Proposition 3.2, it is clear that
With this in mind, we now investigate the structure of R n . Proposition 3.3. If B ∈ J n is as in Theorem 2.5, and writing A ∈ W n as in (2) then denoting by Sym(X) = (X + X T )/2:
Proof. It follows from a direct computation, observing that
The problem is thus reduced to three coupled subproblems: In the following subsections we will characterize the properties of any triple of matrices M , F and G solving the three subproblems, thus characterizing R n . To this goal, a few definitions come handy. 
Proof. We have tr(N
definition is the (−k)th trace. This proves statement (i). We omit the analogous proof of statements (ii)-(iv).
Subproblem 1
Suppose that J B has Jordan blocks. Denote by Υ i its ith Jordan block, and suppose Υ i has eigenvalue λ i and size
Partitioning both E and M coherently with the size of the Jordan blocks, we get the Sylvester equations 
Thus, by Lemma 3.6, the range of φ 1 is included in the space of subtraceless matrices of size d, which is the kernel of the linear
This map is clearly surjective, 
Subproblem 2
We look for a skew-symmetric solution C to the equation J B C − CJ T B = F . Partition C and F coherently with the dimension of the Jordan blocks in J B . We get
The off-diagonal blocks are once again associated with a map that is bijective if and only if λ i = λ j . To analyze the diagonal blocks, we need another auxiliary result. Although the mapping that we study in the following lemma is a special case of the one analyzed in [6, Proposition 4] , an important detail is that here we restrict its domain to the set of skew-symmetric matrices of size d. -dimensional vector space over C, and so are subantitraceless symmetric matrices. To show this, since symmetric matrices have dimension
, we invoke Lemma 3.6 and argue that the map X =
Indeed, take any α ∈ C and w ∈ C d−1 , and observe
Hence, it suffices to prove that φ 2 is injective.
We induct on d. When d = 1, φ 2 maps the trivial vector space {0} to itself. Now partition
Here
, and e 1 ∈ C d−1 with (e 1 ) i = δ i,1 . Suppose φ 2 (Z) = 0. Looking at the right-bottom block in φ 2 (Z), we get Z * = 0 by the inductive hypothesis. Substituting in the remaining block elements of φ 2 (Z) we see that v = 0 as well.
Subproblem 3
We finally aim to find a skew-symmetric solution D to the equation DJ B − J T B D = G. Partition D and G coherently with the dimension of the Jordan blocks in J B . We get the equations
Everything is akin to the previous section, modulo a reflection with respect to the 0th antidiagonal. Proof. Analogous to the proof of Lemma 3.8.
Coupling the three subproblems
We now bring all the pieces together. A few definitions will help to expose the results. 
We denote the class of the partitions of n as π n . (right).
Definition 3.12. A Hamiltonian matrix H
To justify the name, here is a visual representation of a matrix in bow tie form with n = 4 and β = (4) (Figure 1, left) . The symbol denotes elements that belong to a diagonal whose corresponding trace is zero; the symbol • denotes elements that belong to an antidiagonal whose corresponding antitrace is zero; elements that need to be 0 are explicitly indicated, whereas all other elements are not drawn. The Hamiltonian structure is also tacitly assumed, but not depicted. With the same interpretation of symbols (but admittedly much less resembling a bow tie), Figure 1 also displays, on the right, the other extreme of a matrix in bow tie form with n = 4 and β = (1, 1, 1, 1) .
We mention that in [1] , where the problem of interest is stated in terms of symmetric and skew-symmetric matrices, a symmetric matrix S such that JS is in bow tie form is said to be in diamond form.
We can now prove the following theorem.
Theorem 3.13. H ∈ R n if and only if H is in bow tie form.
Proof. Let H ∈ R n . Then by definition there exist A ∈ W n and B = Given H ∈ R n , associated with β ∈ π n , and as long as J B is a nonderogatory matrix in Jordan form with blocks of sizes prescribed by β, Theorem 3.13 guarantees that there
Here and elsewhere in the paper ⊕ denotes a direct sum. We observe that the blocks C and D in A are uniquely determined by H and by J B ; on the other hand, the off-diagonal blocks in the β-partition of E are uniquely determined while the diagonal blocks are only defined up to any matrix in ker φ 1 , i.e., any upper triangular Toeplitz matrix.
We are now ready to give a first answer to our initial question. 
Further remarks
Corollary 3.14 implicitly describes C n , and is used in [1] to tackle a nontrivial problem in algebraic geometry. Yet, it is possible to strengthen the statement of Corollary 3.14. To this goal, we first need to recall some definitions.
for some polynomial f . In this case we write X = √ A.
A primary square root of A exists if and only if rank A = rank A 2 : see, e.g., [11, Theorem 6.4.12 (b) ]. In particular, any nonsingular matrix has a primary square root. Singular skew-Hamiltonian matrices may not have skew-Hamiltonian square roots [7, Proposition 14 ]. Yet, every nonsingular skew-Hamiltonian matrix has a skew-Hamiltonian primary square root.
Lemma 3.16. Any nonsingular
B is in the form 2.5, and note that by assumption J B has no zero eigenvalues. Let √ J B be any primary square root of J B . Following [5] , for M ∈ C 2n×2n we now define M = −JM T J. It is easy to check that (M N ) = N M and (M ) = M . Note moreover that for H ∈ H n it holds H = −H, while for W ∈ W n one has W = W , and finally for S ∈ S n one gets S S = I 2n . If M is invertible, we denote M − = (M ) −1 = (M −1 ) . Finally, observe that, if f is any matrix function (in the linear algebraic sense [9] 
The following theorem was proved in [5, Theorem 4] . Proof. For completeness, we summarize the proof given in [5] . By P H 0 Q = H 1 we obtain
Then from the equations above we easily get
Similarly, we have P W 0 Q = W 1 , thus W 1 = Q W 0 P . Arguing as before we get
, and let us consider the functional equation
We readily obtain f (U ) 2 = U . As U is nonsingular, one can always choose f (U ) to be a primary square root of U . Then M = P P −1 Q . Theorem 3.17 has the following consequence. SS where the square root is primary (for example, as SS ∈ W n is nonsingular, one can follow the explicit construction of Lemma 3.16). Applying Theorem 3.17 to The same example also illustrates that Theorem 3.18 no longer holds when we consider Hamiltonianity and symplecticity with respect to conjugate transposition, as opposed to transposition as in Definition 2.1. The main result of this section is that, for a Hamiltonian matrix, having the same Jordan form of some matrix in bow tie form is equivalent to being the commutator of two skew-Hamiltonian matrices. Proof. The statement follows from Corollary 3.14 and Theorem 3.18.
On the set C n
In this section we investigate further the different topological properties of the set C n for small and large values of n. Although in this paper we do not pursue this view, the problem, given H ∈ H n , to find A, B ∈ W n such that H = AB − BA can be regarded as a system of 2n 2 + n independent polynomial equations in 4n 2 − 2n unknowns. The question of interest is for which choice of the 2n 2 + n constant terms in the equations the system is consistent, i.e., admits at least one solution. Clearly, the system is underdetermined for n ≥ 2. At a first glance, one might expect the system to be consistent for n ≥ 2 and a generic choice of H. A rigorous analysis reveals a subtler situation. Indeed, a phase transition occurs: C n is nowhere dense in H n when n ≤ 3, whereas its complement is nowhere dense for n ≥ 4. Here we follow a matrix theoretic approach; [1, Proposition 5.1] provides an analysis from the point of view of algebraic geometry, recovering similar results by means of the different tools.
n ≤ 3 revisited
As any pair of 2 × 2 skew-Hamiltonian matrix commute, it is obvious that C 1 has only one element: the zero matrix. When n = 1, Corollary 3.19 is just another way to state the previous observation: the only matrix in bow tie form is H = 0.
When n = 2, either β = (2) or β = (1, 1). The corresponding parametric families of matrices in bow tie form are, respectively, By squaring the two matrices above we obtain, respectively, a 2 I 4 and (ab + cd)I 4 . Since
In other words, C 2 is included in the set of Hamiltonian square roots of the identity times a scalar. In fact, the two sets coincide.
Let H ∈ C 2 . Then, as argued above, by direct inspection H 2 = κ 2 I 4 for some κ. We now prove that this condition is also sufficient. Invoking Corollary 3.19, it suffices to show that any Hamiltonian square root of H 2 = κ 2 I 4 is similar to a matrix in bow tie form. Arguing on the Jordan decomposition of H we see that if κ = 0 then H must be diagonalizable with exactly two eigenvalues equal to κ and exactly two eigenvalues equal to −κ. Therefore, it is (symplectically) similar to the first form above with a = κ, 
Proof. Let σ denote the sign function, extended to complex numbers as follows:
There are four possible partitions of 3: (1, 1, 1), (2, 1), (3) and (1, 2). Here are the parametric families of matrices in bow tie form corresponding to the former three:
A fourth parametric family, not shown here, corresponds to the partition (1, 2): neglecting it is not a loss of generality, because it is permutation similar to the second parametric family above. The following result characterizes C 3 . Proof. Let H be in any of the three forms above. Because of the Hamiltonian structure, it must hold det(xI −H) = x 6 +αx 4 +βx 2 +γ, where
By direct computation it can be checked that, for each of the three forms above, α 2 = 4β must hold: we omit the lengthy, but straightforward, calculations. By Lemma 4.2, this is equivalent to the necessity of the spectral condition in the statement. Note that any other matrix in R 3 is permutation similar to one of the three forms above, hence has the same characteristic polynomial. To prove the reverse implication, we show that every Jordan form compatible with this spectral condition and with the Hamiltonian structure is similar to a matrix realized by a clever choice of the parameters in the third parametric family displayed above. Due to the restriction on the number of odd-size nilpotent Jordan blocks (see Proposition 2.3), there are nine possible cases. In the table below, λ and µ are any pair of complex numbers, and J k (λ) is the Jordan block of size k and eigenvalue λ. For each case, we prescribe a corresponding choice of parameters, with the convention that all parameters not explicitly mentioned in the corresponding table entry are implicitly set to be 0. It is easy to check that each corresponding Jordan form is achieved by these choices: we omit the details. We emphasize that λ, µ are allowed to be 0. Hence, some of the entries of the table simultaneously describe cases where H has different rank. For example, the Jordan form J 2 (0) ⊕ J 2 (0) ⊕ 0 ⊕ 0 can be achieved setting λ = 0 in either the second or the third entry of the table.
Jordan form of H
Values of parameters
n ≥ 4 revisited
We have just seen how, for n ≤ 3, matrices in C n must satisfy certain additional constraints on their spectrum. The situation changes as the dimension reaches n ≥ 4, as the following proposition shows.
Proposition 4.4.
For n ≥ 4, given any matrix in H n there exists a matrix in C n with the same spectrum. In particular, the set of Hamiltonian matrices with all distinct eigenvalues is included in C n .
Proof. The idea is to show that we can always find a matrix in R n having any prescribed spectrum compatible with the Hamiltonian structure. This implies, in particular, that if H ∈ H n has all distinct eigenvalues then H ∈ C n . Indeed, in this case there is only one possible Jordan form and there is nothing else to check. We start with n = 4. Let
Evidently, H ∈ R 4 , associated with β = (4), so H ∈ C 4 . Moreover, it holds det(xI 8 
Suppose that we wish to fix the eigenvalues of F G, whose square roots give the eigenvalues of H, to be a certain unordered quadruple of complex numbers {x 1 , x 2 , x 3 , x 4 }. Since the map {x 1 , x 2 , x 3 , x 4 } → (χ, γ 0 , γ 1 , γ 2 ) is bijective, we can always choose G accordingly. Similar constructions exist for n = 5, 6, 7. For example, for n = 5 let ω ± := −1±i √ 15 4 and set:
Again, F is subantitraceless, G is superantitraceless, and it can be checked that det(F G + (y −χ)I 5 ) = y 5 + 3 j=0 γ j y j . For n = 6 an analogous argument is generated by considering
and:
For n = 7, we can again define ω ± := −1±i √ 15 4
and set: 
Finally, when n ≥ 8, we can take F and G to be block diagonal, with the size of each block being between 4 and 7.
We now equip H n with the metric topology inherited by its embedding in the normed space (C 2n×2n , · ). Here · is any suitable matrix norm, e.g., the Frobenius norm A F = i,j |A ij | 2 . Proposition 4.4 implies that almost all matrices in H n are in C n when n ≥ 4. Proof. Let N = 2n 2 + n. We define a linear map M : H n → C N by rearranging (in an arbitrary, but fixed, order) an arbitrary, but fixed, set of N independent entries of H ∈ H n into a vector M(H) ∈ C N . The coefficients of p = det(H −xI 2n ) are polynomials in the independent entries of H. By Proposition 4.4, H ∈ C n ⇒ M(H) ∈ Ω, having defined Ω ⊂ C N to be the algebraic variety Res(p, p ) = 0, where Res is the resultant.
Since Ω is Zariski closed, it is a closed nowhere dense subset of C N in the Euclidean topology. As M is a homeomorphism, M −1 (C N \Ω) is open and dense in H n , implying the statement because M −1 (C N \Ω) ⊆ C n .
An alternative way to state the latter result is that H n \C n is contained in a closed nowhere dense set, and hence is nowhere dense. It is interesting to compare our proof with the alternative approach, employing different techniques, of [1, Proposition 5.1].
Although Proposition 4.5 may sound like a clue in favour of an affirmative answer to Problem 3.1, it turns out that the complement of C n is not the empty set, no matter how large n is. Proving this fact is the scope of the next section.
Solution of Problem 3.1
Our argument is based on the construction of a concrete counterexample. We start from two auxiliary lemmata and a technical result to be used in the following. Proof. It is a corollary of the Autonne-Takagi factorization of a symmetric matrix over the complex field [10, Corollary 2.6.6 (a)].
Lemma 5.2. Let
Proof. As H is Hamiltonian and has at most two nonzero eigenvalues, it suffices to prove the equation for Θ n . We have 2Θ 2 n = tr(H) 2 − tr(H 2 ) = − tr(H 2 ), observing that Hamiltonian matrices are traceless. From the cyclic property of the trace, tr(
Proposition 5.3. Let u, v ∈ C s and X = uu T + vv T . If X is superantitraceless, then, for some η ∈ {i, −i} and some r ∈ {0, 1, . . . , s 2 }, the following conditions hold:
If X is subantitraceless, then, for some η ∈ {i, −i} and some q ∈ {0, 1, . . . , s 2 }, the following conditions hold:
Proof. Let R = R T ∈ C s×s have elements R ij = δ i+j,s+1 . For any v ∈ C s , Rv has the same elements of v, but in the reverse order. Similarly, if X ∈ C s×s then RXR has the same elements of X, but after having flipped both the rows and the columns. Therefore, X = uu T + vv T is subantitraceless if and only if RXR = Ruu T R T + Rvv T R T = (Ru)(Ru) T + (Rv)(Rv) T is superantitraceless. Hence, applying the first part of the statement to RXR we obtain the second part.
It remains to prove the first part. Using Lemma 3.6, the (s − j)th antitrace of the matrix X = uu T + vv T can be written as
where N ∈ C s×s is a nilpotent Jordan block. Hence,
superantitraceless condition is equivalent to τ j = 0 for j = 1, . . . , s. If u = 0, define r = s; otherwise, let 0 ≤ r < s be such that u j = 0 ∀ j ≤ r but u r +1 = 0.
Suppose first that 0 ≤ 2r < s. By definition, this implies u r +1 = 0. We argue that v j = 0 ∀ j ≤ r . If r = 0, this is a vacuous claim and there is nothing to prove. Otherwise 0 = τ 1 = v 2 1 , yielding v 1 = 0. Now suppose that v j = 0 ∀ j ≤ < r . With this assumption, τ 2 +1 = v 2 +1 . As 2 + 1 < 2r + 1 ≤ s, we deduce that v +1 = 0. This completes an argument by strong induction that shows that v 1 = · · · = v r = 0. The latter condition guarantees that τ j = 0 for all j ≤ 2r . Furthermore, it yields τ 2r +1 = u 2 r +1 + v 2 r +1 = 0, implying v r +1 = ηu r +1 with η 2 = −1. Suppose now v j = ηu j (with the same choice of the sign of η for all j) for all r + 1 ≤ j ≤ < s − r .
, and again by strong induction we conclude that the statement of the Lemma is true with r = r .
Finally let 2r ≥ s and let ρ = s 2 . An argument akin to the one above shows that v 1 = · · · = v ρ = 0: note that, in this case, the latter condition implies τ j = 0 for all j ≤ s ≤ 2ρ, i.e., it is also sufficient for X to be superantitraceless. Choosing r = ρ, the proof is completed. Indeed, if r = s 2 then the premise of condition (2) is false so there is nothing else to check.
We are now ready for the main result of this section. Proof. Suppose H ∈ C n . Then there exists L ∈ R n similar to H. Thus, rank L = 2, yielding L = J(aa T + bb T ) by Proposition 2.2 and Lemma 5.1. Hence, det(xI − L) = x 2n + Θ 2 n x 2n−2 by Lemma 5.2, and thus Θ 2 n = −θ 2 . We argue that L ∈ R n implies Θ n = 0, contradicting the assumptions.
Let β = (d 1 , . . . , d ) be the partition of n associated with the particular bow tie form
. . , , and thus
We now prove that Θ n,1 = By definition of r and q, we can write
Thus, we may assume r + q < s, as otherwise Θ n,1 = 0 and there is nothing else to prove. We still have to consider the subtraceless property of
Hence, taking into account the previous discussion, the nontrivial equations to be satisfied are
It is convenient to split the analysis into three cases, according to the sign of r − q. r = q. We have q = r < s 2 ≤ s 2 , implying both a r+1 = 0 and a n+s−r = 0. Moreover (3) is simplified to
Note that for all 2r + 1 ≤ k ≤ s and r
we have a n+s−q = 0. There are two subcases. If 2r < s, then r < s 2 , hence a r+1 = 0. Furthermore, from (3) we get
Arguing similarly to the r = q case, we simplify (4) to
Setting k = r + q + 1 yields a r+1 a n+s−q (1 + η 1 η 2 ) = 0, hence η 1 = η 2 . Thus, all the equations in the first group are satisfied, while the equations in the second group become
. Substituting into the next equations, we obtain by strong induction that b j = η 2 a j for all j ≤ s − q. It follows from (6) that Θ n,1 vanishes.
The now familiar strong induction argument lets us deduce that b j = η 2 a j for all j ≤ s − q, implying by (6) that Θ n,1 = 0. r < q. Mutatis mutandis, this case is completely analogous to the previous one: the reader is invited to fill in the details. 
Generalizations of the results and open questions
The problem discussed in this paper can be generalized in the following way. Let S ∈ GL(m, C) and consider the nondegenerate bilinear form (x, y) → x T Sy. Define the set of S-Hamiltonian matrices as {H ∈ C m×m | H T S + SH = 0} and the set of S-skew-Hamiltonian matrices as {A ∈ C m×m | A T S = SA}. When can an S-Hamiltonian matrix H be written as the commutator of two S-skew-Hamiltonian matrices A, B? An analysis for a generic S will be presented in future work. Here we sketch how the problem can be tackled when S = ±S T . The results of this paper can be extended to any S = −S T ∈ GL(m, C) (i.e., the associated nondegenerate bilinear form is alternating [18] ). Indeed, in this case m = 2n must be even, and there exists V ∈ GL(m, C) such that S = V T JV : see, e.g., [18, p. 387] or [10, Corollary 2.6.6(b)]. Therefore, H is S-Hamiltonian if and only if V HV −1 is J-Hamiltonian, and A is S-skew-Hamiltonian if and only if V AV −1 is J-skew-Hamiltonian. Hence, it is immediate to generalize the results obtained for S = J to any alternating bilinear form. Much simpler is the case S = S T ∈ GL(m, C). In this instance, it follows from [10, Corollary 2.6.6(a)] that there exists U ∈ GL(m, C) such that S = U T U . Thus, it suffices to consider S = I, and it is easy to show that any skew-symmetric matrix can be written as the commutator of two symmetric matrices.
We now briefly discuss an open problem. Let H n,r be the set of Hamiltonian matrices of size 2n and rank r. In the context of [1] , another meaningful question is whether H n,r ⊆ C n for a given value of r and n large enough. Theorem 5.4 shows that H n,2 ⊆ C n ∀ n. Using the results exposed in this paper, it is not difficult to verify that H n,1 ⊆ C n if and only if n ≥ 2, while trivially H n,0 = {0} ⊆ C n ∀ n. The question remains open for r ≥ 3. In this section, we briefly discuss this problem, relaxing the further constraints B = A T ∈ W n and C = C T . In [19, Theorem 3] , the celebrated Roth's theorem [17] is refined to give necessary and sufficient conditions for a Sylvester equation to have a Hermitian solution; moreover, the proof can be modified to deal with a symmetric solution as well. In our case, the solution is required to be skew-symmetric, and it turns out that an appropriate variation of [19, Theorem 3] can be stated. We mention that an analogue of Roth's theorem [4, Theorem 2.3] exists for the equation AX + X T B = C, that is also related to the commutator problem.
