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This paper presents an efftcient method of computing f&,, = max Y’ A Y. where 
Y is an N-dimensional vector of +I entries and A is a real symmetric matrix. The 
ratio of number of computations required by this method to that by the direct 
method is approximately (3/2N), where the direct method corresponds to 
computing YT A Y for all possible Y and then finding the maximum from these. 
This problem has important applications in operations research, matrix theory, 
signal processing, communication theory, control theory, and others. Some of these 
are discussed in this paper. 
1. INTRODUCTION 
The paper considers a simple and efftcient method of solving unit integer 
programming problems; specifically, the basic problem considered is to find 
j-1 Y  max 
=max(YT A Y), 
where Y’ = [y,y, ... y,] and yj, 1 < i < N, can take on only fl values. 
Also, A is an N x N symmetric matrix. This problem is a member of the 
general class of the integer nonlinear programming problems (INLP), which 
can be characterized by [ 11 
max g(z, . . . . . zN>, 
hi(z , 2..., ZN) < 0, i = I,..., I, 
zi = integer, 
where g and hi are some real-valued functions. The constraints hi in (2) do 
not exist in (1) and therefore (1) corresponds to the unconstrained INLP. 
Also, (1) can be translated into a binary O-l problem, in which the variables 
can take only 0 or 1. 
The quadratic binary programming problems appear in different 
disciplines including operations research, and management science, matrix 
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theory, communication theory, and others. The problems in operations 
research are rather classic and they include the classical travelling salesman 
problem, the candidates problem, capital budgeting problems, and others 
12, 31. Some of the problems in other areas are not so well known and are 
discussed briefly. 
1.1. Sensitivity Analysis 
The sensitivity of an eigenvalue 1, of a matrix F is defined as the expected 
change in Ak because of parameter changes in the matrix F. Singer [4] 
defines the eigenvalue sensitivity $(A,, F) of a square matrix F of order n at 
an eigenvalue A, as 
1 
s(A,, F) = lim - SUpC \’ dn,(sfii)l 
A-0 A lSf,,l<A 5 (3) 
where Al,(&) is the eigenvalue deviation caused by changing the elements 
f;.jOfFtOfij+d&, and supc [ a] is the complex supremum. The sensitivity of 
a simple eigenvalue 1, with respect to element & of F is given by [ 51 
s(nk,Lj) = cij(Ak> 
i i= I,i#k 
where 1, and Ai are eigenvalues of F, C,(A,) is the ijth cofactor of (AJ - F), 
and it represents the displacement of I, because offij being perturbed by a 
differential increment S&. Using (3) and (4) the magnitude of the total eigen- 
value sensitivity can be given as [4] 
Noting that ] S&l < A, we have 
lim ;sfii= fl.
A+0 A 
(6) 
It can be shown that (5) can be expressed as 
(7) 
where YT = [y, y2,..., y,] and B is an m x m symmetric positive definite 
matrix with m being the number of elements of F subject to variation. For 
simplicity the double subscript ij in (5) is replaced by single subscript in (7). 
It is clear that the sensitivity analysis is reduced to (1). Equation (7) has 
been used in designing optimal second order digital filters 161, where m is 
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assumed to be 2. For m large, an efficient method of computing (1) is 
desired. 
1.2. Corner Positive Matrices 
In communication theory, certain communication systems use only two 
signal amplitudes, say +l and -1. One such system is delta modulation 171. 
This type is very attractive because it uses a very simple circuit. Therefore 
the classification of digital signals which are restricted to fl are of impor- 
tance. Let {xn}, n = 0, fl,..., be a stationary random process, with x, = f 1. 
Such a process is called a unit process [8]. The covariance 
P(n)=J%n xm+nl (8) 
is called unit covariance and the characterization of this class, U, of unit 
covariances is important. Since p is a covariance function, it follows that 
for all 0, ,..., 6,, N. McMillan [ 81 asked the important question of the 
existence of other inequalities comparable to (9), which uniquely describe U, 
and he answered it with Theorem 1 in terms of corner positive matrices. A 
matrix {a,,} is said to be corner positive if 
for every sequence (y, , y, ,..., yN) with Yi = f 1, i = l,... , N. 
THEOREM 1 (McMillan). The function p(.) is in U if and only if 
(i) p(.) is real and even, 
(ii) p(0) = 1, (11) 
(iii> C”,=, ,X= 1 P(n - ml amn > 0, 
for every N, and all corner-positive matrices {a,,,,,}, m, n = l,..., N. 
Thus the characterization of corner positive matrices is rather important. 
The testing of corner positive matrices can be stated in terms of (1). That is, 
a matrix A = {a,,} is corner positive if 
min (UT A Y) > 0. (12) Y 
For other aspects associated with unit processes, see [ 9, 10). 
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1.3. Existing Methods of Solution 
Now some of the origins behind the problem are discussed, we shall 
briefly discuss the existing methods of solution for (1). For clarity, let 
Y T =  [Yi, Yi2 -9. YiNI i = 0, l,..., 2N - 1, (13) 
where the subscript i on Y is introduced to denote the existence of different 
vectors. For future use, let the vectors be arranged in numerical order. That 
is. let 
Y,T= [I 1 *** l]J+]-1 1 *** l],Y;=[l -1 1 .** l] 
. . . Y& = l-1 -,-, -1 ‘** -1 l] ,..., 
y;,-, = I-1 .a* -11. (14) 
With these, it is clear that yij in (13) can be related to i by 
i=+- 5 (1 -yij)2j-l. 
j-1 
(15) 
Now consider two vectors Y,,, and Yk with 
Ymr = Yk, 7 l<i<N, l+j, Y m j  = -Ykj* (16) 
That is, only one entry is different between Y, and Yk . Then from (15), it 
follows that 
m=k+2j-‘Y~j, 1 <j<N. (17) 
Since the quadratic forms of the type YT A Yi are of interest, we can select 
one of the entries in Yi, say yiN, be arbitrarily set to one. That is, we need to 
consider only YTA Yi, 0 <i< 2N-1 - 1, as 
Furthermore, 
Y’ A Yi=Y;v-,pi A Yz\-lpi. (18) 
Y;A Yi= 5 ujj+ Y;A, Yi, 
j= I 
A, = A - dia(a,, , a,, ,..., a,,). 
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From this, it follows that 
N 
max Yf A Yi = 1 aii + max 
yi y, 
YT A” Yi. 
O<i<2Y-1-I 
.i- 1 
O<i<Z\ I- I 
It is clear that YTA,, Yi can be expressed as 
N- 1 
N J;= yr A, yi= \‘ 
k:l 
1 (2akj)Yi,j Yik. 
.i=k+l I 
(19) 
Let 
f,,, = maxlfa,f,,...,fir-I-l I. (2Oa) 
For future use, let 
fill,, = cm A0 Ylll,,~ Wb) 
where Y,,, is a member of Yi, 0 < i ,< 2”-’ - 1. If there are several Yi that 
satisfy (20b), then all such vectors need to be found. From (18) and (20) it 
follows that 
1 
max 
Yi 
Ye A Yi = ~ U,;,j +f,,,. 
O<i<Zn+-I 
.j- 1 
From here on, we shall concentrate our attention toward finding f,,, and 
Y Inax’ 
The computation off,,,, via (20a) involves the computation offi, which 
requires approximately N2 computations. ’ In obtaining this, we assumed that 
(2a,) are computed earlier and (19) is used to compute fi. Since there are 
2N-’ Yts, the number of computations to find (20a) for N large is approx- 
imately N2 2N-‘. Ho wever, it is simple to implement this method with fewer 
operations. First, Y, ,..., Y2,V-,- i can be ordered into a new set of vectors 
X O,...,X2N-I-, such that Xj and Xi+, differ exactly in one component. Hence, 
once Xi A Xf is computed, computation of Xi+, A XT+, requires only N - 1 
more additions. Thus the total number of computations is approximately 
NC d =N2 +2N-‘NzN2N-‘, (21) 
for N large, where NC represents the number of computations, and the 
subscript d represents the direct method. The number in (21) is rather large 
especially when N is large and an efficient method that requires fewer 
number of computations is desirable. 
’ One unit of computation corresponds to one addition or subtraction. 
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An analytical method to solve (1) is to use pseudo-Boolean programming 
[ 111. In this method an enumerative algorithm is applied to the pseudo- 
Boolean polynomials to eliminate one variable at a time, until a trivial 
problem in one variable is solved. Unfortunately, the computations involved 
in determining successive polynomials is extensive and complexity in 
computation is generally more than the direct method. 
Other methods include the use of INLP algorithms [ 11, and the integer 
linear programming algorithms (ILP) [ 12, 131. Basically, the ILP algorithms 
use enumeration and cutting planes [ 11. To limit the number of possible 
solutions, branch and bound techniques are used. Tests are usually devised 
to reduce the enumeration. For the binary quadratic programming, 
Laughhunn [ 31 developed certain tests. Cutting plane algorithms introduce 
new constraints to reduce the number of feasible solutions [ 121. Most of 
these deal with (2) rather than (1). Miller [ 141 used the concept of discrete 
convexity and applied to the integer programming problems. 
Based on our literature survey, we feel that a simple method, that solves 
(1) and uses significantly fewer operations than in (21), is desired. We 
propose such a method here. 
2. THE ALGORITHM 
In the following we propose to develop a computationally efficient 
algorithm to tind (20). 
2.1. Problem Formulation 
Consider 
A0 Yi=Di Yi, i = 0, l,..., 2N- ’ - 1, (22) 
where Di is a diagonal matrix. The jth diagonal entry in Di, (Di)j, is 
uniquely computable if Yi is given, and is 
Furthermore 
1 Iv 
(Di)j = - K’ aj, yi,, 
Y i,i /=I 
j = l,..., N. 
I#j 
fi= YT A,, Yi = f (Di)j. 
j= I 
(23) 
(24) 
Noting that A, has zero diagonal entries, we can write 
Lz2 ($I aj,Yil)Yij+gU(Yil,...,Yi~-I,,Yiui,~,...,Yi~), 
I+i 
i = 0, l,..., 2N-’ - 1, 
(25) 
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where the second term on the right-hand side, gJ*), is independent of ~1~~. 
Using (23), we have 
A = Yf A, Yi = 2(L)& + gij(.), 
i= 0, l)...) 2+i, j= 1, 2 )...) N, 
(26) 
where yij = (l/vii) has been used. 
Next the relationship between f, = Y’, A,, Y, and fk = Y: A, Yk 
corresponding to (16) is considered. For i = k and for i = m, the bth row in 
(22) is, respectively, given by 
N 
” 
z 
abl Ykl + abjykj = tDk)b Ykb 9 
l#j 
Iv 
z: abl Yrnl + abj Ymj = (Dn,)b Yrnb 3 
/=I 
/#i 
b = 1, 2 ,..., N. 
(274 
(27b) 
Noting (16), 
tDm)b Ymb = -2abj Ykj + tDk)b ykb 3 b = I,..., N, (28) 
where ab,i corresponds to the bjth entry in A,. Equation (28) can be written 
in the form 
tDm)b = cDk)b -.hj(2ab.i) Ykb) b=l,2 ,..., N, b#j, Pa) 
tDrn>j = -<Dk>j. t29b) 
In terms of (26), 
fm = 2(Dm)j +gmj(.> 
fk = 2(Dk)/ + gkj(*h 
(30a) 
W) 
where 
g*j(' 1 = gkj(* 1 (31) 
which follows from (25) and (16). Now, using (3 1) in (30), we have 
fm =fk - 4(Dk).i* (32) 
Equations (29) and (32) form a basis for the proposed algorithm. These 
point out that if (22) and (24) are computed for one value of i, say i = k, 
then (22) and (24) can be computed for N values of i = m, where m is 
related to k by (I 7). That is, by computing equations for one quadratic form, 
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we can compute N additional quadratic forms with least amount of effort. 
The computation can further be simplified by noting that we are only 
interested in finding the maximum in (20). 
To find the largest’ out of the (N + 1) quadratic forms, 
fk=Yz A,, Yk, fm=Yi A,, Y,,,, m=k+2’-‘ykj, 1 Ci<N, 
(33) 
we need to do the following steps: 
(1) Find A,, Y,=D, Yk for a value of k. 
(2) If (D,)j > 0 for all j, 1 <j < N, then Yi A, Yk gives the maximum 
value out of the (N + 1) quadratic forms. If this is not true, then let (D,Jb be 
the most negative entry in D,. Then it follows that 
where 
Mk=k+2’-‘Y,,, (34b) 
and fMk gives the largest value out of the (N + 1) quadratic forms in (33). 
Then YM, is obtained from Yk by using 
Y(Mk)j=Ykj~ 1 <j<N, j#b, YWk,b = -Ykb. (35) 
Also, from (32) 
.fik =fk + 4(1 CD&b 1). (36) 
It should be pointed out that if there are several (Dk)b that are equal and are 
most negative, then Mk is not unique. 
In Section 1.3 we pointed out that we need to consider only Yr A,, Yi, 
0 <i< 2N-’ - 1. In (33), we considered (N + 1) quadratic forms. For 
O<k<2N-‘- 1 and j=N, m is in 
k Q 2N’1 < 2N - 1. Noting Eq. (18), Eq. (33), 
the range 2NP’ <m = 
in effect, considers the 
following (N + 1) quadratic forms 
fk, fm, m=k+2’-‘ykj, 1 <j,<N- 1 
where 
and f2,\-l-,-k, (37) 
O<k,m,2N-‘-1-k<2N-‘-1. 
So far, we have not discussed the selection of Yk, hereafter called an initial 
*If there are several, then we need to replace it by one of the largest 
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vector. Also, by this process, only (N + 1) quadratic forms are considered 
for a given initial vector. The next problem is the selection of a set of initial 
vectors such that all the vectors are considered in finding the maximum in 
Eq. (20). 
2.2. Selection of Initial Vectors 
It is easy to see that for N= 1 and 2 there is only one initial vector to be 
considered and that is Y,, . In the following, we shall consider N > 3. 
In Eq. (37) we considered the vectors 
Yk, y,,,,m=k+2’-’ Yki, 1 <j<N- 1, yz,, --l-k-, . (38) 
Table I presents the subscripts of Y in (38) corresponding to k, 
0 < k < 2N-3 - 1, and the entries in the first column correspond to the 
subscripts of Y for the initial vectors. From Table I, it is clear that all the 
subscripts, k = 0, I,..., 2N-’ - 1, are included. Thus, it follows that by using 
Yk , k = 0, 1 ,..., 2N-3 - 1, as the initial vectors, all vectors Ykr k = 0, l,..., 
2N-’ - 1, will be considered in finding the maximum in (20). Note that the 
entries below the staircase in Table I are repeats of the entries above the 
staircase. For future use, the subscripts in the first column and the entries 
above the staircase in Table II are included in Table II in a condensed form. 
2.3. Proposed Algorithm 
For N= 1, the result is trivial. For N= 2, with a,, # 0 in A,, 
f,,, = 2 la,,1 and Y,,,,, = [ 1 (a,Ja121)]. If a,, = 0, then A,, = 0 and f,,, = 0. 
In the following, we shall consider N > 3. The proposed algorithm is based 
upon the following steps: 
(1) Find Dk,fk, 0 < k < 2NP3 - 1, in (22) and (24). 
(2) Using the results in Section 2.1, find fMk, 0 < k < 2N-3 - 1 (see 
Eq. (36)). 
(3) Find f,,, = maG.&,,fi,, ,...,f,,c2N-3- J and the yh,k, 
corresponding to f,,, = f,, , gives the desired vector. 
TABLE II 
Nonredundant (m) Subscripts of Y in Table I 
k 
Entries in the first column Entries above the staricase 
in Table I 1 
m 
in Table I 
k=O 
k=2’-‘+b,l~I~N~3,O~b~2’-‘~1 
m=2’,O<r<N-2 
= 2,V-l - 1 
m=2’+k,IQr<N-2 
=2”+‘-k- 1 
40919411b17 
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The computation of D,, 0 < k < ZNe3 - 1, using (22) is obviously inef- 
ficient. Equation (29) provides for an efficient computation. Furthermore, 
noting the redundancy in Table I, only a portion of each D, needs to be 
computed to find the f,,,,. This aspect is important, as it allows for a 
significant reduction in computation. These ideas are discussed. 
Step (2) computes the maximum value out of (N+ 1) quadratic forms 
given in (33). The subscripts of Y, k, and m, corresponding to these 
quadratic forms are included in the kth row of Table I. Noting the redun- 
dancy in Table I, we need to compute the maximum value out of (see Table 
11) 
(39) 
for k = 0 and for 
k = 2’-’ + b, l<l,<N-3, O<b<2’-‘- 1, (40) 
we need to compute the maximum value out of 
fJ,f,, m = 2’ + k l<r<N-2 
=25-‘-k- 1. (41) 
Corresponding to (39), all the entries in D,, (Do),i, I <j < N, in (22) need to 
be computed. However, for k in (40), (D,Jj need to be computed only for 
j = I + l,..., N, (42) 
corresponding to (41) (see Eq. (36)). For clarity, we shall identify the 
maximum value in (4 1) by fik instead of fMk to denote that (N - I + 1) 
quadratic form are considered rather than (N + 1) quadratic forms. 
Correspondingly, Yi, will be used instead of YflMk. 
Next, let us consider the generation of Yk and the computation of partial 
entries of D,, 1 < k < 2N-3 - 1, from Y, and D,, respectively. It is clear that 
Y, and Yk-, may have more than one entry different. The problem becomes 
simpler if we can devise a method wherein the vectors Yk, 1 < k < 2’~- ’ - 1. 
and the partial entries in the matrices D,, I < k < 2”- ’ - 1. can be 
computed recursively with minimal storage and minimal number of 
computations. The following gives such a method. 
Generation of Yk 
The vector Y,, consists of all l’s and is to be generated first. The vectors, 
Y2j 3 j = 1, 2,..., N - 4 (43) 
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can be obtained from Y, by complementing the (j + 1)th entry of Y,. 
Similarly, 
Y,2j, + 2jz + . . . +2h+2jm+l)3 l<j,<j,<.+. <j,<N-4 (44) 
can be obtained from Y2jl+Zj2+. . . + ?I,,, by complementing its j,,,+ , entry. For 
notational purposes, let this be represented by 
Y~2il+2h+...+2im)im+: Y~*j~+212+...+2im+2im+I). (45) 
Figure la uses this notation illustrating a path for obtaining Yzi from Yzi, 
where j > i. The numbers above the arrows give the locations of the entries 
that are to be complemented. For illustrative purposes, these entries are given 
ti ‘(*N-4) 
%i Y(2N-5) 5 Y(2N-4+2N-5) 
f 
N-3 Y(2N-6+2N-4) 
! ! 2  Y(2~-6) 
N-4 y(2N-6+2N-6)% Y(2N-6+2N-5+2N-4) 
+I 
N-3 Y(2N-<2N-4) 
%$i ‘t2N-7) 
N-4 ‘(&N.5) % Y(2N-<2N-5+eN-4) 
-c 
N-3 Y(2N-7+2N-6+2N-4) 
L 
N-5 y(2N-7+2N-6) 
N-4 T2N-7+2N-6+2N-5)!$? ~.p~2N-6~~.p) 
. 
N-3 Y  
-li 
( 2+P) 
N-4 ‘&N-5)% Y(2+2N-5+2N-4) 
2 . 
- y2 . 
‘3 Y,  
-E 
. . 
. . 
FIGURE la 
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- N-3 
- N-4-N-3 
N-3 - N-5 
N-4-N-3 
F 
N-3 - N-6 
N-4-N-3 
N-5--C;134+3 
FIGURE lb 
in a separate flow graph in Fig. lb. This flow graph indicates a special 
structure, which is discussed. 
The flow graph in Fig. lb has (N - 4) separate stages. The first stage 
includes one number and is (N - 3). The second stage includes a starting 
number (N- 3 - 1) = N - 4 and the first stage. The kth stage includes a 
starting number of (N- 3 - (k - 1)) and all the (k - 1) stages before. The 
last stage includes a starting number of 2 and all the (N - 5) stages before. 
Since we are interested in Yk, rather than which Yk, Fig. lb is adequate to 
generate Yk for all even k in the range 0 < k < 2N-3 - 1. Figure lb can also 
be used for generating Y, with k odd by starting with Y, rather than Y,,. 
Vector Y, can be obtained from Y, by complimenting its first entry. 
Generation of D, 
The generation of D, parallels that of Yk. The entries in D, correspond to 
the sum of the entries in each row of A,. These have to be computed first 
and f, is the sum of these. Thenf,, can be found using the results in Section 
2.1. Then Y,, and fMO are stored for later use. The flow graphs in Fig. 1 can 
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be used to determine the order in which D,, for even k in the range 
1 < k < 2N-3 - 1, can be computed. That is, replace D for Y in Fig. la to 
determine the flow graph. Then Dk)s can be computed in stages using 
Fig. la. 
Starting from the top in Fig. la, (D2.vmJ)b, (N - 3) < b < N, can be 
computed from D, using (29). Using (32), we have 
.fi,-4 =f, - 4(&J,-, . (46) 
Note that only a portion of (Dzx-4)b is computed and the lower limit for b is 
the entry in the first stage in Fig. lb. Figure lb can therefore be used to 
determine D, as in Yk. Next j,&,-, is computed using the earlier discussion. 
Now Y,,Nm, and D,,-, are not needed any more and can be discarded. Then 
Y&N-4 andG,,-, are stored for later use. This completes the first stage. 
In the second stage, again using Fig. la (Dz,v-.r)b, N- 4 <b < N, is 
computed from D,, and 
fi,-, =fo - 4(D,JN-4. (47) 
Still fizN-5 can be computed as before. Next (DZ,,--S+Z,,-4)b, N - 3 < b <N, 
can be computed from (DzN-s)b, N - 4 < b <N using (29). Note that all the 
necessary entries in D,,$_, are computed for the necessary entries in 
D,,-, + 2,V-4. As before 
&s+w-4, =fi,\-5 - 4(D2h.-J+-). (48) 
Then fi~2,v-s+ ZN--4, can be computed as before while Y&sv-5, Y&zs-r+2.,-,,r 
j,&,, and~M,,,-,+,,,V-,, are stored for future use. This completes the second 
stage. This procedure can be repeated for the remaining (N - 6) stages. 
This procedure can also be used for D, with k being odd, by starting with 
D, rather than D,; D, can be obtained from D, using (29), and 
f, =fO - 4(D,), . Then f,, can be obtained using the results in Section 2.1. 
For the remaining D,, with k being odd, we need to repeat the procedure. 
The only difference is that we need to start with D,. This completes the 
algorithm, and is illustrated by 
2.3.1. EXAMPLE. Given 
?O-7 3 4 5 -6’ 
-7 0 4 -6 7 3 
A,,= 
3 4 0 -5 0 -7 
4 -6 -5 0 -6 3 
5 7 0 -6 0 5 
e-6 3-7 3 5 0. 
findf,,, in (20). 
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TABLE III 
Dk 4 D4 
-1 
1 - 
-5 - 
-10 0 
11 11 
-2 12 
-- 
-6 14 
4 D, D, D5 
1 
15 - 
-13 - -11 
2 12 -18 -8 
-3 -3 I I 
-8 6 10 24 
-10 42 -2 42 
D, Di 
- 
-19 -- 
-6 4 
-13 -13 
4 18 
-- 
-62 14 
From Table I, the initial vectors correspond to Yk, 0 < k < 26-3 - 1 
Starting with Yi = (1 1 1 1 1 l), A, Y, = D, Y,, is computed, and 
diagonal entries in D, are included in the first column in Table III. The 
is included at the bottom of the column. In this case 
= I. 
the 
sum 
f, = -6. (50) 
The most negative entry in D, is (D,Jb with b = 4, and (D,), = -10. From 
the first initial vector, Y,, 
(5 1) 
and 
f,, =fs = -6 + 4( 10) = 34 (52) 
with 
where we have used (36). Vectors Y,, Y,, and f, need to be stored, as Y,, is 
required for the generation of other initial vectors, and Y, andf, are required 
for finding f,,, . The Y,, (or Yzk), andf,, (orfi,k) are listed in Table IV. 
TABLE IV 
Initial vector 
Yk YO Y4 y2 Y6 y, y, y, y, 
y&f, or- % Y* y4 or y,, y, y,, y9 y,, y, y*, 
fMk orA% 34 14 42 54 10 14 14 66 
UNIT INTEGER QUADRATIC BINARY PROGRAMMING 261 
Using Fig. 1, Y,, D,, Y$, ,j&, are computed from Y, and D,, and are 
given in Tables III and IV. Note that in Table III the first three entries under 
D, are not computed, and f4 =fO - 4(D,),. Since the fourth entry under D, 
is 0, Y;4 is not unique. There are two solutions in this case. These are Y4 
and Y,,, which are listed in Table IV. 
In the next stage Yz, D,, Y&, and& are computed from Y0 and D,, and 
the results are listed in Tables III and IV. Similarly Y,, D,, Y,&, and&, are 
computed from Y, and D,. For the odd case Y, and D, are first computed 
and the remaining Y’s and D’s are computed as before. From Table IV, we 
can see that 
fll,, =f,3 and Y max = Y,,. 
2.4. Computational Complexities of the Algorithm 
To compute D,, the algorithm requires N2 additions and/or subtractions. 
To save storage space, we can use either upper (or lower) diagonal entries of 
A,. The algorithm uses 2a, and, therefore, these can be computed first and 
stored. To compute D, corresponding to the initial vectors Y,, 
1 Q k < 2”-’ - 1, the algorithm requires approximately 2”-’ additions or 
subtractions. The number of computations required for fk is (N + 2,‘-’ - 1). 
To compute fMk from fk, the algorithm requires 2”-” computations. 
Therefore, the algorithm requires approximately 
NC,Z~~~‘+~~-~+N. (54) 
The approximate ratio of computational requirements by the proposed 
algorithm to the direct method (see (21)) is 
NC,- 2”-’ + 2”‘-2 3 
NC, = ,,, 2 .h’ - ’ - 2N 
for N large, which indicates a significant reduction in the number of com- 
putations. 
The direct method requires the generation of Yi, 0 < i < 2”--’ - 1, and the 
algorithm requires the generation of Y,, 0 <k ,< 2N-3 - 1, and 2”-3 
candidate Yk’s referred to in the algorithm as YM,. 
In passing, we should point out that the algorithm is applicable for the 
problem 
max [Y’ 
?Ji= f’ 
A Y+B Y+ UT BT +C]=y&, (56) 
262 R.YARLAGADDA 
where B is an N-dimensional row vector. It is clear that 
yf,, = max [Y* 
lJi= f 1 l’ [“B :][:I (57) 
and the algorithm can be applied to (57). 
3. ITERATIVE SOLUTIONS 
The algorithm developed in this paper uses 2”P3 initial vectors to find a 
maximum. The iterative technique here is based upon finding all Dik, say 
. . 
Ik = 1, )...) = II, in (22), and the corresponding Yik, i, = i,,..., i,., such that 
each Dik satisfy the condition that (D& > 0, 1 < b < N. 
Before considering the details, the following theorems are considered: 
THEOREM 2. There exists at least one Dik in (22) such that (Di,)h > 0, 
l<b,<N. 
Theorem 3. 
A,, = m4L,-fQ (58) 
where 
(59) 
Theorem 2 can be shown by actually constructing such a Dik. This follows 
along these lines. From the algorithm and from the first initial vector Y,, 
compute &, DMO, and Y,,. In the algorithm, a new initial vector is 
generated, and the process is continued. Instead, we use here YWO as the 
second initial vector if not all (DMJb, 1 < b ,< N, are nonnegative. For 
notational simplicity, let MO = I,. From this, using the same approach, we 
compute A,,, , D,,, , and YM,, . 
with Y,,,, 
Again if not all (D,,!), are nonnegative, start 
, and continue this procedure. Noting (36), it follows that 
and we eventually obtain a D,, such that (D,,l)b > 0, 1 < b <N. Note that 
we assumed that not all (D,;j)b are nonnegative for 1 Q’< x in (60). 
Defining DM,, = Di,, we have Theorem 2. 
This theorem is illustrated in Table V for A, given in (45). In this table, 
MI, = 8, MI, = 9, and MI, = 13. Here (D,MMlj)b, 1 < b <N, are listed under 
D”x 
The sum J?r= i (D,,,), is listed under the bar. From this, it follows that, 
in t ree steps, we have obtained a Dik such that (DikJb > 0, 1 < b < N. The 
optimality is discussed later. 
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TABLE V 
Di 
(DO, 
(DJz 
@‘iA 
(Di), 
PA 
Pih 
4 
-1 
-5 
-10 
11 
-2 
fi -6 
4 4 D,, 
-9 9 15 
13 27 19 
5 -1 1 
10 18 8 
23 13 13 
-8 4 18 
- -- 
-34 10 14 
Theorem 3 can be shown by using the method of contradiction. Assume 
that (58) is not true. That is, there exists at least one entry in D,,,, say 
(D,,,&, that is negative. Using Y,,,,, as the initial vector, we can find (see 
(36)) 
f Mmax =.&ax + 4 I (Dmax)b I 
That is, 
f M max >fmax (61) 
which is a contradiction. Therefore, Theorem 3 follows. 
Theorem 2 shows the existence of a Dik. However, it does not guarantee 
the optimality. That is,& need not be equal tofmax. For example, for Y23 = 
[-1 -1 -1 l-l 11, (D&, > 0, 1 <b < 6, in A, YZ3 = D,, Yz3, where A, is 
given in (49). Also, CE=, (D,,)* = 66 < xi=, (D,,),, = 74. Furthermore, for 
Y,, some of the entries in D, are negative and f, = 70 > fz3 = 66. 
These point out that the iterative solution may lead to a suboptimal 
solution. A suboptimal solution is defined as the one that corresponds to Dik. 
To findf,,,, we may have to use different initial vectors and obtain other 
Dik, and hope for the optima1 result. 
Obviously the dimensionality of Dik is of interest. If there is only one Di,, 
then fi, gives the optima1 solution, and the method shown is attractive over 
the algorithm. There is no genera1 result on this aspect. However, an 
interesting theorem related to this can be given. First, some preliminaries are 
discussed. [ 15, pp. 94-971. 
The inertia of the symmetric matrix A, is defined as the ordered integer 
triple W4,), @4,), &%J) = In&,), w  h ere rc, v, 6 are numbers of positive, 
negative, and zero characteristic roots of A,. If P is a real nonsingular 
matrix, then 
In (AD)= In(PT A, P). (62) 
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Also, let S be a symmetric matrix with 
where S,, is nonsingular. Then [ 161 
InS=InS,,+In(S,,-Sf, S,’ S,,). 
(63) 
(64) 
Now, an interesting theorem is given. 
THEOREM 4. Let A,, be an Nth-order symmetric matrix with its diagonal 
entries being zero. Also, let A, has 1 nonnegative eigenvalue and (N - 1) 
negative eigenvalues. Then, there exists only one Yi, such that (Dik),, > 0, 
1 ,< b < N, in (22). 
ProoJ The existence of at least one Yi, follows from Theorem 2. The 
existence of only one Yi, can be proved by using the method of con- 
tradiction. 
Assume that there exists two different vectors Yi, and Yi, such that 
(DiJb > 0, 1 < b < N, and k = 1, 2. Let 
p= Iyj, yj2 pl], (65) 
where P, is an N x (N - 2) matrix and is selected such that P is a 
nonsingular matrix. Constructing 
fi, > Ifi,i,l = YT, Dil Yi2T (67a) 
A,> Ifi,i,l = YL Dil Yi, (67b) 
which follow from the fact that Yik’s are vectors of f 1 entries and the entries 
in the diagonal matrices Di, and Diz are assumed to be nonnegative. 
If fi, (f;,) is zero, then Yi, (Y,,) corresponds to the eigenvector of A, 
corresponding to a zero eigenvalue. Note that both fi, and& cannot be zero. 
Without loosing any generality, letAl # 0. From (62) and (64) it follows that 
In (4) = In(L,> + In PI>, 
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where 
(68) 
is an (N- l)th-order matrix with (N- 1) negative eigenvalues. That is, B, is 
negative definite. However, the 1 x 1 entry in (66) 
which is a contradiction. Therefore, there cannot exist two vectors Yi, and 
Yi, such that (D&, 2 0, 1 < b <N and k = 1,2. Disproval for k larger than 
2 can be shown in a similar manner and the theorem follows. 
Unfortunately, we could not generalize this further. Further work is 
necessary to obtain additional results. However, the results obtained in this 
section are useful. These aspects are discussed. 
3.1. Yi, and the Eigenvectors of A, 
Eigenvectors of covariance (or autocorrelation) matrices C play an 
important role in signal processing [ 171. These allow for efftcient coding. 
The eigenvectors of covariance matrices are, in general, signal dependent. 
The computation and especially the implementation is usually considered to 
be impractical. The idea in using the modal matrix of a covariance matrix is 
to transform the signal vector to another vector, which has the property that 
its components are uncorrelated. This transform is optimal and is usually 
referred to as Karhunen-Loeve transform (KLT). Since KLT is considered 
impractical to implement, several other transforms such as Hadamard, 
discrete Fourier, and other transforms have been used. The transform that is 
of interest here is the Hadamard type transform. Matrices such as Hadamard 
matrices, which have entries fl, are practical to implement in coding 
schemes, as they are signal independent and fast algorithms are available. 
One good comparison between Hadamard and KLT is the comparison of 
two quantities, 
f,,, = (l/N) m;x YT C yi, (69) 
1 
where A,,,,, is the largest (or one of the largest if there are several of these) 
eigenvalues of C and /3,,, is the corresponding normalized eigenvector. 
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These two quantities are close. For A, in (45)f,,, = 12.33 and A,,,, z 15.66 
with the corresponding normalized eigenvector 
pi,, = [-0.31723 0.618358 0.163852 -0.502094 0.43914 0.21261 ]. 
(71) 
Noting the simplicity of obtaining a Dik with (Dik)b > 0, 1 < b < N, this 
procedure allows for a good estimate for the lower bound for Amax. For A,, in 
(45), there are two Di,‘S that satisfy the condition (Dik)h > 0, 1 < b <N. 
These are D,, and D,, . For these 
1 N 
L7 (D,& = 12.33, 
1 
6 by, 
\’ (D,,), = 11 
d z, 
with YT3= [--I 1 -1 -1 1 l] and Yz, = [-1 -1 -1 1 -1 11. The sign 
pattern of these do not match the sign pattern of /I,,,,, in (71). Noting the 
simplicity of finding a suboptimal Yi,, we can use this as an initial vector in 
an iterative technique (for example, power method) to find the eigenvectors 
of symmetric matrices. It appears, from several examples, that this approach 
gives fast convergence even when there are several eigenvalues that are close. 
Finally, if the sign pattern of /3,,, is known, then it can be used for the initial 
Yk to find Y,,,,,. However, finding first p,,, and then Y,,,,, is impractical. 
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