A System-on-Chip (SoC) is an integrated circuit that combines various electronic components in a single die. The SoC components mostly involve user-defined logic, embedded memories, analog, digital and mixed-signal blocks. The testing of an SoC for manufacturing defects is an important task due to IC design complexity, further, it also affects the final cost of the chip. Due to the high complexity involved in SoC test scheduling, various techniques were suggested to reduce the testing time. This paper introduces a novel SoC test scheduling technique based on a Modified Ant Colony Optimization (MACO) algorithm. The testing is performed on the benchmark circuits of ITC'02. The experiments performed on d695 and p22810 SoC benchmark circuits. The results show that the MACO algorithm can achieve reduced test time compared to the ACO algorithm. When compared with ACO, the proposed algorithm MACO reduces the testing time by 47% and 10% for d695 and p22810 SoC benchmark circuits respectively.
INTRODUCTION
Currently, Integrated Circuits (ICs) are embedded in a variety of products and systems. IC's comprises of a huge number of transistors and hardware modules. Millions of transistors and hardware modules can be manufactured on a single chip called a System on Chip (SoC). An SoC chip consists of peripheral devices, processors and controllers. The complexity of ICs is a major challenge in SoC design. Intellectual Property (IP) cores used for SoC designs are embedded in system chip and it is impossible to access it directly. Testing cost highly depends on the testing time which increases when the system becomes more complex. After manufacturing to test individual cores on system-level Test Access Mechanism (TAM) is necessary. The major parts in test access architecture of SoC are TAM and Test wrapper. These components have an impact on the vector memory required on Automatic Test Equipment (ATE). The wrapper is a thin shell surrounding the core acting as an interface between the core and TAM [1] [2] [3] .
The wrapper is linked to core inputs, outputs and scan chains outside the core. The Table 1 gives the details of the ITC'02 benchmark circuits. Tables 2 and 3 give the details of the d695 and p22810 ITC'02 benchmark circuits respectively.
The task of the optimization algorithm is to minimize the test time taken as the objective function represented in the following equation (1). 
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LITERATURE REVIEW
The different test scheduling methods include nonpartitioned, partitioned technique, and preemptive test scheduling. In non-partitioned test scheduling, the new test can not begin until al tests in a session have been completed. Therefore, an improvement in the test time while the partitioned test is scheduled as early as possible. Preemptive test scheduling minimizes idle time.
For core-based systems to reduce test time previous work based on earliest TAM optimization and wrapper design. Based on the core terminals requirement wrapper design algorithm was developed. The Integer Linear Programming (ILP) model was proposed for the "Test Bus Assignment Problem" [4] by the optimal allocation of test buses. A new technique was proposed by Iyengar et al. [5, 6] which was based on a 2-Dimensional rectangle packing problem for the wrapper and TAM co-optimization that uses parity-optimal points.
In open shop scheduling [7] given shop consists of m processors. Each work is performed on more than one processor for each job. The objective of open shop scheduling is to reduce finish time which is the latest completion time of individual schedules for each processor. The 2D bin packing problem was solved by a Simulated Annealing (SA) algorithm [8] which minimizes TAT.
RAIN (RAndom INsertion) algorithm [9] where the core is represented as a rectangle. The rectangle width is TAT and the rectangle height is TAM width. The method of wrapper design has been used to generate a rectangle sequence by using the formulation of a Genetic algorithm. From the collection of rectangles generated for that core, one rectangle must be chosen in order to reduce the overall test time.
The hierarchy aware test planning method used to optimize the TAM of hierarchical SoC has been discussed by Chakrabarty et al. [10] . Two practical scenarios 1) Wrappers and TAM architecture for the child cores are fixed and parent cores are determined. 2) Wrappers and TAM are soft for both the parent and child cores.
A multi-level TAM architecture was proposed by Chakrabarty et al. [10] , explaining the use of multi-level TAM optimization flattened SoCs. The new wrapper architecture for parent cores with two disjoint test modes for child and parent core testing is proposed by Goel et al. [11] .
PROPOSED WORK

Ant colony optimization (ACO) algorithm
Ant Colony Optimization (ACO) [12, 13] is a populationbased approach to solving computational problems. This is based on the social behavior of ants in finding the best route to the nesting food source through indirect communication between the ants using the chemical substance pheromone.
Ants leave pheromones as they move so that other ants can detect and follow this pheromone which is shown in Figure 1 .
Figure 1. Ant colony optimization
In ACO, artificial ants use heuristic information and a combination of artificial pheromones to develop new solutions. ACO has been shown to have been very successful in solving many problems.
Modified ant colony optimization (MACO)
In the Modified Ant Colony Optimization (MACO) [14] [15] [16] , the core scheduling of the selection is based on 'maxtw' and partly relies on the probability. First, the core is selected based on the probability, and then tested using the constraints. If the conditions are satisfied, the core will be chosen. Otherwise, the next highest probability core will be tested. This step will be repeated until all conditions have been satisfied. Let us assume that an ant begins with a core i and has to reach out to other cores. The first core i is chosen at random and then the next core j is selected with probability 'prob'. This process will be repeated until all cores have been scheduled. This algorithm uses an ant density model. According to the ant density model, the quantity of the pheromone trail left by the ants remains constant throughout the path.
probij =
where, probij=Probability of core j being scheduled as the next core τij = Trail value for pheromones from route i to j >= 0 ηij = Heuristic value, which depends on the core test time >= 0 ηij = 1/tt where tt is the test time of the core.
Figure 2. Flowchart for modified ant colony optimization
In ACO cores are selected randomly whereas in MACO cores are selected based on the probability and the cores satisfying the constraints are chosen. β is a parameter for heuristic value enhancement. Its value for hierarchical cores is higher than for flat cores so that the hierarchical cores can be tested first. When an ant travels from core i to j, the pheromone route needs to be updated. This process is referred to as trail intensification. The following Eq.
(3) can be used for the formulation of trail intensification.
Q is a parameter that is constant. It is the amount of trail left when an ant moves from core i to j. The trail intensification is done at the time of core selection. After scheduling, using an ant, the test time is calculated. The scheduling process is repeated for no. of ants and the best test time of all is selected. The results using ITC'02 benchmark circuits are shown in the next chapter. This algorithm schedules the cores with a fork and merge technique and provides the optimal solution.
Input: Let there be n number of cores with maximum tam width available which is 'maxtw'. Each core has a core number, tam width 'tw'. The test time 'tt' of each core is calculated using the wrapper algorithm and the int u which is used to verify whether the core is scheduled or not.
Output: best_time is the minimum test time attained after a number of iterations. The test time is calculated for each iteration and the best_test time represents the minimum test time of all the test times. Table 4 shows the input parameters and their corresponding value. These parameters are used in the core initialization of d695 and p22810 SoC benchmark circuits for various TAM widths. Figure 2 shows the MACO algorithm flow chart. Initially, the input parameters are read followed by parameter initialization and for all the ants updating of the parameter is done. The probability for a core i is updated and check the test condition. If the condition is true, the values are updated else if it is false, initialize the array of all cores. Then update pheromone trial and assign i value to j. Test time is calculated and updated with the best test time.
RESULTS AND DISCUSSIONS
The results obtained using C # software and the comparison of the test time obtained using different algorithms are made and the algorithm is evaluated, which gives the minimum test time. Figures 3 and 4 show the core initialization of the d695 SoC benchmark circuit using ACO and MACO algorithm respectively.
From Figures 3 and 4 , it is observed that for the core initialization of d695 using ACO and MACO algorithm several input parameters have been considered and the testing time is obtained as output. Figures 5 and 6 show the core initialization of the p22810 SoC benchmark circuit for TAM width 16 using ACO and MACO algorithm respectively.
From Figures 5 and 6 , it is observed that for the core initialization of p22810 using ACO and MACO algorithm several input parameters have been considered and the testing time is obtained as output. Figures 7 and 8 Table 3 shows the comparison of testing time values obtained using the ACO algorithm and MACO algorithm of d695 and p22810 SoC algorithm for various TAM widths 16, 24, 32, 40, 48, 56, 64 . Table 5 shows the result comparison between the ACO and the modified ACO algorithm in terms of their testing time. From Table 5 it is observed that the testing time using the Modified Ant Colony algorithm improved 47% for d698 SoC and improved 10% for p22810 SoC benchmark circuits.
From Figure 11 it is observed that for d695 ITC'02 SoC benchmark circuit, testing time is reduced when the MACO algorithm is used compared to the ACO algorithm. Here the testing time obtained using the MACO algorithm is minimum for the different TAM widths. Similarly, Figure 12 shows the testing time for the p22810 ITC'02 SoC benchmark circuit using ACO and MACO algorithm in graphical format. From Figure 12 it is observed that among the proposed optimization algorithms, the MACO algorithm performs test scheduling with minimum testing time for the different TAM widths. 
CONCLUSIONS AND FUTURE SCOPE
In this article nature-inspired, Modified ACO optimization algorithm is used to reduce the test time of SoCs. The efficiency of the Modified ACO algorithm is realized by comparing it with the ACO algorithm. Experiments with d695 and p22810 SoC comparisons have shown that the modified ACO algorithm is better than the ACO algorithm. In the case of d695, the Modified ACO algorithm achieves a reduction in test time of 47% when compared to the ACO algorithm, wherein the p22810 case, the Modified ACO algorithm achieves a reduction in test time of 10% when compared to ACO algorithm. The results of the experiment clearly indicate that the modified ACO algorithm is better suited to reducing the test time. In future recent algorithms like Grey Wolf Optimization Algorithm, Whale Optimization Algorithm, Dragonfly Algorithm and Artificial Fish Swarm Algorithm can be used to minimize the test time further.
