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ABSTRACT 
Micro- and nanostructured surfaces are interesting due to the unique properties they add to the 
bulk material. One example is structural colors, where the interaction between surface structures 
and visible light produce bright color effects without the use of paints or dyes. Several research 
groups are investigating the manufacturing of these structures using established high-volume 
polymer fabrication methods, such as injection molding and roll-to-roll manufacturing. These 
methods are interesting as they can ease the industrial uptake of nanopatterning technology. 
However, for a successful industrial implementation, a range of complementing characterization 
methods is needed to perform high-speed quality control of the nanostructures.  
This thesis concerns the development of a new method for fast in-line characterization of 
periodic nanostructures. The focus is on optical scatterometry, which uses inverse modeling to 
evaluate the dimensions of subwavelength gratings, by correlating the reflected light measured 
from the structures with a database of simulations. A new method is developed and termed 
color scatterometry, since compared to typical spectroscopic scatterometry, which evaluates the 
full reflection spectrum; the new method only evaluates the color of the reflected light using a 
standard RGB color camera. Color scatterometry provides the combined advantages of spectro-
scopic scatterometry, which provides fast evaluations, and imaging scatterometry that provides 
an overview image from which small regions can be analyzed independently. With color 
scatterometry, a single exposure with the camera is sufficient to evaluate the grating profile for 
thousands of individual regions spanning a millimeter-sized area. The accuracy of color 
scatterometry is evaluated on injection molded polymer line gratings, with trapezoidal profiles 
approximately ~200 nm high and with periods between 600 nm and 5000 nm. The heights and 
filling factors are determined with an accuracy of ~8 %, while the sidewall slopes have larger 
uncertainties due to a lower influence on the reflected light.  
The thesis also evaluates the use of angular scatterometry for characterization of nanoscale 
surface roughness. This study is motivated by the need for highly polished surfaces for the 
production of master molds in injection molding and roll-to-roll manufacturing. Three charac-
terization instruments are compared: a confocal optical profiler, a high-resolution laboratory 
scatterometer, and a simple commercial scatterometer designed for in-machine measurements. 
The study is focused on characterizing the commercial scatterometer, to support the implemen-
tation of in-situ roughness evaluation during polishing processes. We present an algorithm for 
expanding the length scale of evaluated surface structures, and a method for converting the 
standard output parameter, “Aq”, to the more widely used root-mean-square roughness parame-
ter (Rq). The study also includes a detailed analysis of the range of spatial surface wavelengths 
correctly evaluated by each instrument, and a small study of the implications if the sample 
surface is covered with an interface layer, e.g. a thin liquid film.  
For roughness evaluation on hard-to-reach surfaces, the thesis includes a study of surface 
replication using the thermosetting polymer PDMS. 
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RESUMÉ (IN DANISH) 
Mikro- og nanostrukturerede overflader er interessante på grund af de unikke egenskaber de kan 
tilføje et materiale. Et eksempel er strukturelle farver, hvor samspillet mellem overfladestruktu-
rer og synligt lys resulterer i glitrende farveeffekter, uden brug af hverken maling eller 
farvestoffer. Flere forskningsgrupper arbejder med produktionen af denne type strukturer, typisk 
ved brug af allerede veletablerede metoder til storskala plastik fabrikation, fx sprøjtestøbning og 
rotationspresning. Disse metoder er interessante da de vil lette den industrielle implementering 
af nanostrukturerede produkter. For industriel implementering kræves dog også en række nye 
karakterisering metoder, der kan udføre kvalitetskontrol af nanostrukturerne i dette høje 
produktions tempo. 
Denne afhandling beskriver en ny metode til hurtig inline karakterisering af nanostrukturer. 
Fokus er på optisk skatterometri, der ved hjælp af inverse modellering bestemmer dimensioner-
ne af nanoskala gitre. Dette gøres ved at sammenligne en måling af det reflekterede lys fra 
strukturerne med en database af simulerede værdier. En ny metode er udviklet og navngives 
farve skatterometri. Metoden skal ses i forhold til traditionel spektroskopisk skatterometri, hvor 
det fulde spektrum undersøges, hvorimod denne nye metode kun evaluerer farven af det 
reflekterede lys med et normalt RGB farvekamera. Farve skatterometri giver en kombination af 
fordelene ved spektroskopisk skatterometri, der har en høj målehastighed, og billeddannede 
skatterometri, der giver et oversigtsbillede til udvælgelse af mindre områder for individuel 
analyse. Med farve skatterometri er et enkelt billede med kameraet nok for at bestemme 
dimensionerne af tusindvis af små områder fordelt over et areal i millimeter størrelsen. Nøjag-
tigheden af farve skatterometri undersøges på sprøjtestøbte plastik gitre, med trapezformet 
profiler cirka ~200 nm høje og med perioder mellem 600 nm og 5000 nm. Højden og fyldnings-
faktoren bestemmes med en nøjagtighed på ~8 %, mens sidehældningen har større usikkerhed 
da denne dimension kun svagt påvirker det reflekterede lys.  
Afhandlingen omhandler desuden brugen af vinkel skatterometri til karakterisering af nanoskala 
overfladeruheder. Denne undersøgelse er motiveret af behovet for blankpolerede overflader for 
fremstillingen af formene til sprøjtestøbning og rotationspresning. Tre karakteriserings instru-
menter sammenlignes: et konfokalt optisk profilometer, et højtopløsnings laboratorie 
skatterometer og et simpelt kommercielt skatterometer designet til industrielle målinger. 
Undersøgelsen fokuserer på det kommercielle skatterometer, for derved at støtte udviklingen af 
in-situ ruhedsmålinger til brug i poleringsmaskiner. Vi præsenterer en algoritme til at udvide 
instrumentets måleområde ned til kortere perioder af overfladestrukturer, samt en formel til at 
konvertere den normale måleværdi, ”Aq”, til den mere velkendte root-mean-square ruhedsværdi 
(Rq). Undersøgelsen omfatter desuden en grundig analyse af hvert instruments reelle måleom-
råde i forhold til bølgelænderne af overfladestrukturerne, samt en mindre undersøgelse af 
konsekvenserne hvis overfladen er dækket med et grænsefladelag, fx en tynd væskefilm. 
Muligheden for ruhedsmålinger på svært tilgængelige overflader, undersøges med en analyse af 
overflade afstøbninger med den varmehærdende polymer PDMS. 
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Chapter 1.1  
Functional nanostructures 
The use of micro- and nanostructured surfaces is currently seeing increased research attention, 
due to the special properties they can provide without using chemical treatments. One example 
is structural colors, where the surface structures interact with visible light to produce bright 
color effects, without adding paints or dyes. This concept is well-known from nature, where 
many insects utilize this type of periodic patterns, one of the most famous example being the 
Morpho butterfly family
[1]
, shown in Figure 1a. Inspired by nature, this type of structures is 
currently being adapted for coloring different areas on plastic parts, using high volume fabrica-
tion methods such as injection molding and roll-to-roll manufacturing
[2,3]
. The advantages are 
that the colored regions can be defined directly in the manufacturing process, hereby removing 
post-processing steps and reduce production costs. One example of the use of this technology is 
for LEGO® Minifigures, as these are initially injection molded in one base color, and after-
wards patterned in multiple steps to apply the different colors for the face, hair, and clothes. By 
including the coloring directly in injection molding process, the manufacturing cost would be 
significantly reduced. Structural colors also increases the prospects of plastic recycling, due to a 
reduced contamination of dye residues in the bulk material
[3]
. Another potential use for structur-
al colors is in security holograms. Currently they are produced as metal-foil stickers that are 
subsequently attached to products like credit cards. By incorporating the holograms directly into 
the manufacturing process, the cost can be significantly reduced, hereby enabling the used in a 
much wider range of products. Potential applications are to protect high-quality brands from 
counterfeit goods, by having holograms on food packaging or even embedded into medical 
tablets.  
Besides these colors effects, nature has developed several other functional micro- and 
nanostructured surfaces. Some examples are: the superhydrophobic effects known from Lotus 
leafs
[4]
, the anti-reflective surfaces of moth eyes
[5]
, and the dry adhesion of gecko feet
[6]
, see 
Figure 1. These structures all have different application areas, where superhydrophobic surfaces 
can provide self-cleaning and anti-fogging properties, while anti-reflective surfaces are essential 
for optical components such as camera lenses. However, before we can expect to see these 
functionalities implemented in everyday consumer products, the structures may not significantly 
increase the production cost, hence they should preferably be compatible with existing high 
volume fabrication methods.  
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The promising potentials of incorporating these functional surface structures into everyday 
products, have spun a considerable amount of research on high volume fabrication of such 
surfaces. DTU Nanotech alone has graduated six PhD scholars working within this topic during 
the last three years
[2,3,7–10]
. While these previous projects mainly focused on the production of 
the functional micro- and nanostructures, this thesis concerns the characterization of such 
structures, with a focus on methods suitable for high volume fabrication. 
 
Figure 1: Examples of micro- and nanostructured surfaces found in nature. a) Morpho butterfly 
and scanning electron microscopy (SEM) image of structural color. Adapted from
[1]
. b) Gecko 
and SEM images of adhesive microstructures on feet. Adapted from
[6]
. c) Lotus leaf and SEM 
image of the super-hydrophobic micro- and nanostructures. Adapted from
[4,11]
. 
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Chapter 1.2  
High volume fabrication methods 
The largest high-volume producer of nanostructures is probably the semiconductor industry, 
which currently produces vast quantities of computer chips with feature sizes down to 14 nm
[12]
. 
However, while silicon is mainly suitable for electronic circuits, this thesis is focused on the 
growing field of high volume fabrication of nanostructured polymer surfaces. Plastics are one of 
most widely used materials in today’s world, fueled by a low material cost and being easy to 
shape into a variety of forms
[13]
. Two promising methods for high volume manufacturing of 
nanostructured polymer products are injection molding (IM) and roll-to-roll manufacturing 
(R2R). Both are well-established methods for production of macroscale components, but are not 
specifically designed for producing nanostructures. However, by using already well-established 
fabrication methods, and tweaking them to also produce nanostructures, the functional 
nanostructured surfaces can more easily be implemented into existing production lines.  
IM is used for producing solid plastic parts, with a typical setup seen in Figure 2. The general 
principle is to forcefully inject molten thermoplastic into a cold mold cavity, let the polymer 
solidify, then open the mold and remove the solid polymer part. This is a very cheap method for 
high volume fabrication, with typical cycle times in the order of seconds
[14]
. By structuring the 
inside of the mold master, micro- and nanostructures can be formed on the part surface, with 
reported feature sizes down to 50 nm
[15]
. 
 
Figure 2: Illustration of typical injection molding machine. Adapted from
[16]
. 
R2R, on the other hand, is designed for structuring polymer foils, e.g. for the interior of food 
packaging
[14]
. A typical setup is seen in Figure 3. The structures are defined by feeding a carrier 
foil in-between two rollers where one is structured and the other flat to supply counter pressure. 
The roller structures are transferred to the polymer foil with a speed of several meters per 
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second
[17]
. Several different R2R methods exist, two of them being R2R extrusion coating 
(R2R-EC) and R2R UV-assisted nanoimprint lithography (R2R-UV-NIL). For R2R-EC, a film 
of molten thermoplastic is extruded onto the carrier foil, and the structures defined by solidify-
ing the polymer by a lower temperature of the structured roller. This method has been shown to 
reproduce nanostructures with feature sizes down to 80 nm and a foil speed of 1 m/s
[18]
. For 
R2R-UV-NIL, the thermoplastic is substituted with a film of UV-curable polymer, and the 
structures defined by curing the polymer with UV light while in contact with the structured 
roller. This method has been shown to achieve 70 nm structures, though the foil speed is limited 
to 1 m/min due to the slower UV curing step
[19]
. 
 
Figure 3: Illustration of typical roll-to-roll extrusion coating setup. Adapted from
[18]
. 
For both methods, the fabrication of the master structures is a critical step, as these defines the 
best achievable structures for the manufactured parts. The macroscale mold shape is defined 
using the standard metalworking techniques of milling and polishing, while the nanostructures 
are defined lastly, e.g. using imprint lithography and an etch step
[20]
 or by imprinting the 
structures into a thin coating layer such as hydrogen silsesquioxane (HSQ)
[21]
.  
Other fabrication methods more specifically designed for nanostructuring are nanoimprint 
lithography (NIL)
[22]
 and hot embossing (HE)
[23]
. These two methods are almost synonymous, 
and both work by imprinting a master tool into a thermoplastic heated above the softening 
temperature
[24]
. The difference is that NIL is designed to provide structured polymer thin films, 
typically on a substrate, whereas HE can produce larger sized components of solid polymer
[24]
. 
However, both methods only form planar components, and they often need long cycle times due 
to a slow polymer flow
[24]
. Hence, they are not as suitable for high volume manufacturing, as 
R2R and IM. 
For defining the surface structures, the surface of the initial master tool needs to be flat on a 
length scale similar to the size of the structures. Hence, nano-patterning requires a nanoscale flat 
initial surface. For semiconductor fabrication, this is achieved by the atomically flat silicon 
wafer, but for steel molds, this level of surface finish demands a careful polishing of the mold. 
The polishing process can be a significant part of the overall manufacturing costs, and for 
staying within small tolerances, a good control of the material removal during polishing is 
needed
[25]
. Achieving this requires accurate and simple methods for monitoring the surface 
roughness, preferably together with a robot-assisted polishing process
[25]
. 
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1.2.1 Common structure defects 
Two common defects often encountered with the previously mentioned fabrication methods are 
incomplete mold filling and sidewall scratches. Incomplete mold filling happens when the 
polymer solidifies before completely filling the structure cavities. Due to the low volume of a 
nanoscale cavity, the solidification time can be significantly shorter than the injection time, 
causing the polymer to block the cavity before complete filling
[9,26,27]
. The resulting structures 
then have lower heights than expected and typically more slanted sidewalls, though the shape 
also depends on the surface energy of the mold
[27]
, see Figure 4. Since the surface energy also 
influences how strongly the polymer sticks to the mold, the mold is often covered with an anti-
stiction coating to ease the release without damaging the structures. Such coating results in a 
profile similar to the two leftmost illustrations in Figure 4. 
 
Figure 4: Illustration of the influence of the mold surface energy in relation to the shape of the 
advancing polymer melt front. 
Sidewall scratches occur during the demolding step if the mold scrapes along one side of the 
polymer structures. This results in slanted sidewalls and the formation of a “tip” of excess 
material deposited along the rim of the structures
[26,27]
. The scratching is mainly caused by 
thermal contraction of the bulk polymer during the cooling phase; hence, the tips generally 
occur on the structure side facing the center of the part
[26]
. The shrinkage ratios of typical 
polymers are on the order of 1 %
[27]
, corresponding to a radial displacement of up to 250 µm for 
a 5 cm diameter part. The formed tip typically only constitutes a small volume of the structure, 
but it can inhibit later bonding of the chip
[26]
. An example of a sidewall scratch and the formed 
tip is shown in Figure 5. 
 
Figure 5: Illustration of sidewall scratches. FIB-SEM image of the structure profile, showing 
the tip deposited along one of the rims. Notice how the area of the tip corresponds to the void 
under the design profile. 
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Chapter 1.3  
Characterization of nanostructures 
Characterization of micro- and nanostructures is typically performed with atomic force micros-
copy (AFM) or scanning electron microscopy (SEM). For structures with a size of several 
micrometers, hence larger than the diffraction limit, optical techniques such as confocal 
microscopy (CM) and white light interferometry (WLI) are also increasingly being used
[9,25,28]
.  
AFM works by tracing a sharp needle over the surface, and continuously evaluating the 
deflecting to obtain the 3-dimensional (3D) topography of the surface structures
[29]
. It is a very 
versatile research tool, as it does not impose any requirements on the material properties, and it 
can evaluate axial features with sub-nanometer resolution
[29]
. A disadvantage is that even though 
the tip has a radius of curvature of only a few nanometers
[30]
, the sidewalls of the tip are more 
slanted, resulting in the tip shape convoluting with the structures and distorting the lateral 
features
[29]
. Acquiring high precision AFM measurements is also time-consuming due to a slow 
tip scanning speed, and it requires a skilled operator. 
With SEM, a focused electron beam is scanned across the sample and a contrast in structure 
topography generated by the number of backscattered electrons
[28]
. SEM has a high lateral 
resolution but does not provide axial information. By tilting the sample, SEM can also evaluate 
structure heights, but the tilt correction is non-trivial and can often lead to inaccurate values
[31]
. 
SEM images are generally faster to acquire than AFM images, but the technology requires the 
samples to be conductive and under vacuum. Obtaining high-quality images also require a 
skilled operator. 
CM and WLI are both optical methods that provide 3D profiles of the sample. They both 
employ the concept of scanning the sample axially and determine the 3D profile from the stack 
of images. CM utilizes a pair of pinholes to illuminate only a small volume of the sample and by 
scanning this point across the plane, an image of each axial plane is formed. The 3D profile is 
then generated by determining the axial level of each pixel, based on the highest intensity in the 
stack
[32]
. WLI evaluates the interference fringes while scanning, and determines the axial 
position of each pixel from the intensity peak in the stack of images
[33]
.  
A common problem for the methods mentioned above is that they are all serial techniques, 
where the image/3D-profile is generated either by the raster of a probe or from a sequence of 
images. This results in rather slow acquisition speeds, especially for the high-resolution 
methods of AFM and SEM. For quality control in high volume fabrication of nanostructures, 
faster evaluation methods are needed, and preferably implemented for automated in-line control.  
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Chapter 1.4  
Project goal 
The overall goal of the project is to develop a method for quality control of high volume 
fabrication of micro- and nanostructured surfaces. The method should provide a fast evaluation 
and work autonomous, to enable automatic in-line implementation. This focus might result in 
decreased accuracy compared to other state-of-the-art methods; however, for quality control 
applications a lower accuracy is typically tolerable. The control structures are expected to be 
periodic gratings, positioned next to the actual functional structures that might feature more 
complex geometries. The control structures then serve as indicators of the production quality. 
The hypothesis is that optical methods can provide these characterization functionalities, due to 
a fast interaction with the sample compared to the mechanical interactions of AFM. The control 
structure dimensions are expected to be on the same length scale as visible light, as this provides 
an increased interaction between light and structures. This regime is typically also the interest-
ing length scale for such functional surfaces. For dimensional characterization of 3D structures 
below the diffraction limit, methods such as CM or WLI cannot be used. Instead, scatterometry 
is seen as a promising technique for evaluating the 3D profile of sub-wavelength structures.  
Besides the characterization of patterned micro- and nanoscale structures, the project also 
focused on new methods for characterizing nanoscale surface roughness. Such characterization 
is important when polishing the initial master mold for IM or R2R manufacturing as this surface 
must be smooth on a length scale smaller than the patterned structures. AFM can easily resolve 
nanoscale roughness, but AFM instruments are typically not compatible with industrial 
manufacturing conditions, e.g. due to vibrations. With an optical technique, the surface could 
potentially be evaluated without demounting from the metalworking machine, thereby optimiz-
ing the finishing process. 
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Chapter 1.5  
Thesis outline 
The thesis is structured into three parts, which emphasizes the two different fields covered by 
the project. Part 1 was a general introduction and motivation for the study. Part 2 concerns the 
evaluation of random roughness features using angular scatterometry, and Part 3 presents a new 
method for dimensional characterization of the nanostructured surfaces.  
 
Part 2 is divided into four chapters: 
Chapter 2.1 introduces the concepts of angular scatterometry and roughness evaluations. 
Chapter 2.2 presents the first paper, including a more detail presentation of the samples, some 
additional analyses, and an outlook regarding future industrial implementations.  
Chapter 2.3 and 2.4 presents the second and third paper. Both chapters include some additional 
analyses and expanded outlooks.  
 
Part 3 is divided into five chapters: 
Chapter 3.1 introduces the concepts of scatterometry for dimensional metrology, color theory, 
and numerical simulations of structure-light interactions. 
Chapter 3.2 is a reprint of the fourth paper. 
Chapter 3.3 contains a more detailed description of the experimental setup presented in the 
paper. 
Chapter 3.4 expands on the numerical simulations in the paper.  
Chapter 3.5 describes the calibration procedure of the setup.  
 
Lastly, the thesis is concluded.  
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  Part 2
ROUGHNESS EVALUATION 
Evaluation of surface roughness is critical for most manufacturing processes. The first thing that 
comes to mind is a simple stylus profilometer in a mechanical workshop, but other industries, 
e.g. the manufacturing of optical components, are heavily dependent on proper evaluation 
methods of their products
[34]
. For the manufacturing of nano-patterned surfaces, the initial 
surface roughness needs to be smooth on this length scale, thereby requiring characterization 
instruments working in this regime. Part 1 will evaluate different methods for industrial 
evaluation of nanoscale roughness, with a focus on angular scatterometry.  
Angular scatterometry is a non-contact optical technique that evaluates the roughness from the 
pattern of scattered light. A commercially available scatterometer is analyzed, called an 
“OptoSurf”, and compared with a high-resolution laboratory setup. The OptoSurf is designed 
for industrial use and can fit into common metalworking machines, one of its advantages is that 
it only takes a few milliseconds to evaluate each point, and it obtains both the roughness level 
and the surface form
[35]
. The fast measurement speed makes it possible to perform 2D scans of 
large surfaces, to provide a contour map of the roughness level that can help evaluate the 
homogeneity and discover defects
[25]
. Such detailed information can aid manufacturers in 
achieving better surface finish and provide products of higher grade. 
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Part 2 is divided into four chapters: first a general introduction and then three chapters orga-
nized around three published papers. In addition to a reprint of the papers, each chapter includes 
a more detailed description and a few extended analyses relating to the papers. 
Short summary of papers: 
Paper 1: The OptoSurf is compared with two other optical instruments, and a relation between 
the two roughness parameters Aq and Rq is presented. This relation is relevant because the Aq 
parameter is not standardized and largely unknown in the industry, its main advantage being 
that it is easy to calculate from the scatter distribution. In comparison, the Rq parameter is well 
known and defined by an ISO standard. The relation for converting Aq to Rq value is a step 
towards inline roughness metrology. 
Paper 2: Continues the evaluation of scatterometry and the OptoSurf instrument for roughness 
measurements. With the goal of measuring on samples mounted inside metalworking machines, 
we investigate the effects on the scatter distribution under non-perfect measurement conditions. 
The analysis focuses on changes to the distribution when the sample is covered with a thin 
liquid film. Such film could be residues of the metalworking fluid or an unsuccessful cleaning 
step. 
Paper 3: Concerns measurements on hard-to-reach surfaces that are not directly accessible with 
the evaluation instrument. Such surfaces are often evaluated by making a polymer cast of the 
surface structures and then measure on this replica instead. This method relies heavily on good 
replication fidelity, to trust that the values obtained from the replica correspond to the true 
values on the actual surface. In this paper, we study the shrinkage of replicas made with the 
polymer polydimethylsiloxane (PDMS), and presents a temperature dependent equation for 
correcting the measured replica dimensions  
Chapter 2.1 
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Chapter 2.1  
Introduction to roughness evaluation 
2.1.1 Angular scatterometry 
Scatterometry is a non-destructive optical technique, where the intensity of light scattered from 
a sample is analyzed to provide information about the surface structures
[36]
. Typically scattering 
is characterized by the angular distribution, but one can also evaluate the polarization or 
wavelength dependency. For angular distributions, the intensity in each direction of the 
scattering hemisphere is evaluated, though a single arc on the hemisphere well describes many 
scattering patterns, known as a 1D scattering distribution. This reduced distribution can easily 
be evaluated by moving the detector in a circle around the sample, while an evaluation of the 
full hemisphere requires movements in three directions. The theory for analyzing the distribu-
tions is presented in Section 2.1.4. 
2.1.2 Instrument presentation 
The present section mainly concerns roughness measurements with two scatterometer instru-
ments: the commercially available OptoSurf and a custom built laboratory setup. Beside the 
scatterometers, a confocal microscope is used for obtaining 3D surface profiles. These three 
instruments are introduced in the following, and an image of each show in Figure 6. 
2.1.2.1 OptoSurf 
The “OptoSurf OS 500-32” (OptoSurf GmbH, Germany), is a simple scatterometer in a compact 
housing. It is designed for ease of use, robustness, measurement speed, and compatibility with 
common metalworking machinery
[35]
. The compatibility means that it fits into tool holders in 
the machines, hereby enabling in-machine measurements without needing to dismount the 
samples. By keeping the samples mounted, the cumbersome process of realigning them to the 
machine coordinate system is avoided. It is also possible to mount the OptoSurf in a corner of 
the machining volume, hereby also avoiding the tool dismount. With the term “common 
metalworking machinery”, we refer to machines such as polishing and milling machines, where 
the tool is mounted on a rotating spindle while the samples are moved around on a xyz-stage. 
The evaluation principle is to probe the surface with a focused beam of monochromatic LED 
light, and determine the angular distribution of the backscattered light. The acquired distribution 
is a 1D distribution that spans a single arc on the scattering hemisphere, hereby only providing 
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information along one direction of the sample surface. The detector is an oblong CCD chip with 
32 pixels covering an angular span of ±16°; hence, each pixel corresponds to an angular span of 
1°. The low number of pixels enables a short measurement time, down to a few milliseconds, 
but also results in a low angular resolution that limits the possibilities for data analysis. On the 
other hand, the high measurement frequency enables the instrument to scan a larger area of the 
surface and produce a 2D map of the surface roughness. The CCD has a dynamic range of 
around three orders of magnitude. 
2.1.2.2 Laboratory scatterometer 
The custom-built scatterometer setup is designed to obtain high angular resolution and provide 
reconfigurability. Compared to the OptoSurf it is significantly larger and more fragile. It 
evaluates the scattering distribution by scanning the detector in a circle around the sample, 
thereby obtaining the 1D scattering distribution. However, it is possible to tilt the sample in 
small increments and acquire several line scans, to obtain the full hemispherical scattering 
distribution. It has a fine angular resolution of 0.01°, can provide different incident angles on 
the sample, and evaluates the full angular range from the surface normal to beyond 90°. The 
detector is a single photodetector connected to a lock-in amplifier, providing a dynamic range of 
eight orders of magnitude. The fine angular resolution results in a long acquisition time of 
around two hours for a single scan. A detailed description is presented in Appendix A1. 
2.1.2.3 Confocal microscope 
The confocal microscope is used to evaluate the 3D profiles of the samples. These profiles are 
used for comparing the roughness values obtained from the scattering distributions, with values 
calculated from line profiles by the ISO standardized methods presented in the following 
section. The microscope is a “Sensofar PLu Neox” (Sensofar Tech, Spain), and is also capable 
of performing white-light interferometry, though only the confocal part was used for the 
analysis. An example of the 3D profiles obtained can be seen in Figure 14 on page 26. The 
typical measurement time for the samples was below 30 s. The manufacturer states an x,y-
resolution of 330 nm, z-resolution of 2 nm, and a field of view of 255 x 191 µm
[37]
. However, an 
analysis of the effective bandwidth revealed that these resolutions could not be directly 
transferred to roughness calculations. Instead, a tighter set of boundaries had to be applied, 
especially on very smooth samples. This analysis is presented in Paper 1 in the section Optical 
profiler. 
 
Figure 6: Photographs of the three instruments. a) The laboratory scatterometer (For a list of the 
components see Appendix A1), b) the OptoSurf, and c) the confocal microscope. The images 
are scaled to partially reflect their real-world sizes. 
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2.1.3 Roughness calculations 
Evaluation of roughness parameters is routinely done in a wide range of industries. Generally, 
the parameters are calculated from line profiles of the surface topography, defined by the ISO 
standard 4287
[38]
. Classically, these profiles are determined with stylus profilers, but due to an 
increasing use of 3D characterization methods, such as AFM and WLI, a set of complimentary 
area parameters have been defined in ISO 25178-2
[39]
.  
For the present analysis, it is not important which parameters are used, rather it is important to 
choose a parameter that is comparable between the instruments, and they should all be able to 
evaluate it in an overlapping frequency range. All parameters can be evaluated from the 3D 
confocal images, but since the laboratory scatterometer and the OptoSurf only evaluates 
scattering along one direction, a line parameter is most suitable. Of these parameters the RMS 
roughness (Rq) and the RMS slope (Rdq), are the only ones directly determinable from the 
angular scattering distribution. Hence, these parameters are chosen for the analysis. The 
corresponding ISO defined equations are seen in Figure 7. The main focus will be on Rq, as this 
is the most common of these parameters
[40]
. The most popular parameter is the arithmetic mean 
(Ra), but some argue that Rq is often better at describing the properties of a surface
[41]
. This is 
due to the fact that the RMS formula, compared to the arithmetic mean, provides extra weight to 
large profile values, hereby increasing the output value if there are significant peaks or valleys 
on the surface
[41]
. Due to the increased weight, Rq values are generally around 10% larger than 
the corresponding Ra values, although this number depends on the specific surface profiles
[41]
. 
 
Figure 7: Illustration of roughness calculations based on ISO 4287
[38]
. Illustrations of the three 
profile derivatives, two of the length scales involved, and the equations for a few parameters. 𝑍𝑖 
is the profile amplitude, 
d𝑍𝑖
d𝑥
 the slope, and 𝑛 the number of sample points. 
When calculating the roughness parameters the line profile is bandwidth filtered by a noise (λs) 
and a cut-off filter (λc), defined by ISO 4287. The high frequent noise is removed by the noise 
filter, while the low frequent long-range waviness/form of the sample is separated from the 
roughness by the cut-off filter. The filters are also used to ensure that the evaluated parameters 
only cover the effective measurement range of the instrument. For an illustration of the filtering 
effects, see Figure 7.  
The applied filters greatly influence the final roughness values, and they should always be 
specified along with the roughness values. For an example of how the filter length affects the 
roughness parameters, see Figure 8 where the Rq roughness is calculated from the same profile 
when filtered with different cut-off filter lengths. For stylus profile measurements, a guideline 
exists for choosing the filter lengths, see Table 1, though one should always also consider 
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whether the instrument is actually accurate in that regime. For other methods with higher 
resolution, e.g. AFM or WLI, no official guideline exists; hence, one must be aware of only 
comparing values obtained for similar bandwidths. In this study, we stay close to official ISO 
defined methods, though the guidelines for the filtering bandwidths are disregarded as the filters 
instead are used to match the common range covered by all three instruments. Otherwise, the 
obtained values can certainly not be expected to correlate.  
Table 1: Guideline values for λs and λc given by ISO 3274:1996[42]. The values are defined by 
the radius of curvature of the probe and the sampling point spacing of the profile. 
λs [mm] λc [mm] Probe radius [µm] Point spacing [µm] 
0.08 2.5 2 0.5 
0.25 2.5 2 0.5 
0.8 2.5 2 0.5 
2.5 8.0 5 1.5 
8.0 25 10 5.0 
 
 
Figure 8: Calculation of the RMS roughness (Rq) of the same sample profile but applying dif-
ferent filter cut-off wavelengths. The Rq values are calculated separately for each of the three 
profiles. This illustrates how the roughness value is transferred from the roughness to waviness 
profile depending on the cut-off filter length.   
A common problem among almost all roughness parameters, both line and area parameters, are 
that they only describe variations normal to the surface. All information on lateral variations is 
then disregarded, although it can reveal which spatial wavelengths contribute most to the total 
roughness. This information is often useful when optimizing a manufacturing sequence and 
need to determine a combination of polishing methods to provide the desired surface finish
[34]
. 
When all lateral information is discarded, very differently shaped surface profiles can provide 
identical roughness values, as seen from the example profiles in Figure 9. There is only a single 
area parameter that concerns spatial variations, the “texture aspect ratio” (Str)[39]. But this is not 
an actual roughness value, rather an indicator to reveal if the sample is anisotropic
[39]
.  
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Figure 9: Illustration of four different roughness profiles with the same Ra and Rq roughness 
values. a) A sum of 10 sinusoidal curves, b) a pure sinus curve, c) and d) are sawtooth patterns 
with high and low spatial surface frequencies, respectively.  
To provide more detailed information on the surface roughness, one should provide a graph of 
the roughness level as a function of spatial frequency, instead of only a single value for the 
entire surface. Unfortunately, such graphs would also make it harder to compare samples, and 
significantly more information would have to follow a sample, compared to the few numbers 
required for a single parameter and the frequency limits. A new approach currently under 
development by QED Technologies might prove as a good compromise. This method consists 
of a simple graph with only a few roughness values for some semi-wide bandwidths
[34]
. This 
provides an indication of the frequency range containing most roughness, while still being a 
rather simple graph, see Figure 10. Another advantage is the possibility to visualize the spatial 
distribution of roughness for each data point, to help determine where additional polishing is 
necessary.  
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Figure 10: Graph of the RMS roughness for different bandwidths of spatial surface frequencies, 
and the corresponding 2D contour plots showing the distribution of roughness features on the 
sample surface. The x-axis tick marks defines the bandwidth of each data point is defined. 
Adapted from
[34]
. 
2.1.4 Scattering theory 
2.1.4.1 Scattering in general 
Light incident on a surface can be reflected, scattered, transmitted, or absorbed, where the ratio 
between each depends on the material and surface properties. The two components of interest 
for this study are the reflected and scattered light. The reflected light is reflected like a mirror, 
hence θr = θi, while the scattered light is distributed on the hemisphere in a pattern relating to the 
surface structure. The scattering distribution is defined in the coordinate system sketched in 
Figure 11, and quantified by the bidirectional reflection distribution function (BRDF), which 
normalizes the scattering distribution to the incident intensity and corrects for angular variations 
along the hemisphere. It is given by
[36]
: 
 
BRDF ≡ 
differential radiance
differential irradiance
≅
𝑑𝑃𝑠 𝑑𝛺𝑠⁄
𝑃𝑖  𝑐𝑜𝑠 𝜃𝑠
≅
𝑃𝑠 𝛺𝑠⁄
𝑃𝑖  𝑐𝑜𝑠 𝜃𝑠
   , (1) 
where Pi and Ps are the incident and scattered power, respectively, Ωs the solid angle through 
which the scattered light is detected, and θs the scattering angle. The cosine factor corrects the 
illuminated area to its apparent size when viewed from the angle θs. If the cosine factor is 
dropped it is called the cosine corrected BRDF (ccBRDF) or angle-resolved scatter (ARS). Due 
to the normalization, the unit of the BRDF is inverse steradians (a solid angle unit). For smooth 
samples and small detector solid angles the value can range over many orders of magnitude, 
from around 10
6
/sr at specular to the noise limit at 10
-9
/sr, due to scattering from ambient air 
molecules
[36]
. 
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Figure 11: Sketch of the BRDF coordinate system. Arrows indicate the direction of the incident, 
transmitted, specular reflected, and scattered light, with the orientation of s- and p-polarization 
also shown for each. 
2.1.4.2 Power spectral density 
The BRDF function completely describes the scattering from a surface; however, for roughness 
characterization, it is mainly interesting due to its relation with the power spectral density (PSD) 
of the surface. The PSD describes a surface in frequency space as a superposition of sinusoidal 
waves and represents each spatial surface-frequency by its power (squared amplitude)
[36]
. It 
visualizes the distribution of spatial frequency components on the surface, hereby illustrating 
the most pronounced frequencies and frequency bandwidths on a surface. The PSD of a line 
profile is calculated as the squared amplitude of its Fourier transform: 
 
𝑍(𝑓𝑥, 𝐿) = ∫ 𝑧(𝑥)𝑒
−𝑖2𝜋𝑓𝑥𝑥
𝐿/2
−𝐿/2
𝑑𝑥 (2) 
 
PSD = 𝑆1(𝑓𝑥) = lim
𝐿→∞
1
𝐿
|𝑍(𝑓𝑥, 𝐿)|
2   , (3) 
where 𝑆1(𝑓𝑥) is the 1D PSD function along 𝑓𝑥, 𝑧(𝑥) is the surface profile, 𝑍(𝑓𝑥 , 𝐿) is the Fourier 
transform over the finite profile length L. The unit of a 1D PSD is length to the third power, 
while the frequency unit is one over length, f = 1/λ. For a complete description of the PSD 
function, see
[36]
. 
A 1D PSD is applicable for describing surfaces with isotropic or one-dimensional structures. In 
the isotropic case, there is no directional dependence of the structures, and the PSD is 
rotationally symmetric around the fx,fy-plane. For 1D structures, all scattering is directed into a 
single line, with which the PSD simply needs to be aligned. If the surface structures are 
anisotropic, the full 2D PSD is required, given from the surface profile as: 
 
𝑆2(𝑓𝑥, 𝑓𝑦) = lim
𝐿→∞
1
𝐿2
|∫ ∫ 𝑧(𝑥, 𝑦)𝑒−𝑖2𝜋(𝑓𝑥𝑥+𝑓𝑦𝑦)
𝐿/2
−𝐿/2
𝐿/2
−𝐿/2
𝑑𝑥𝑑𝑦|
2
 (4) 
For a comparison of the 2D PSD functions for various types of surface, see Figure 12. While for 
a typical 1D PSD curve obtained in this study, see Figure 13.  
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Figure 12: Illustrations of typical 2D PSD functions for various types of surface structures. a) 
Perfect sinusoidal line structures, b) 1D surface structures of parallel lines, resulting in a 
diffraction pattern combined of many different frequencies, c) perfectly isotropic sample 
scattering equally into all angles, and d) typical real surface with combination of isotropic and 
line scattering. 
2.1.4.3 Roughness calculations 
Besides the indication of pronounced spatial surface wavelengths, the PSD also interesting due 
to a direct correlation with the RMS roughness (Rq), obtained as the zeroth order moment
[36]
: 
 
Rq2 = 2 ∫ (2𝜋𝑓𝑥)
0𝑆1(𝑓𝑥)𝑑𝑓𝑥
∞
−∞
   . (5) 
However, since real profiles are always sampled over a finite length, and the instrument is only 
sensitive within a finite bandwidth, the infinite boundaries should be replaced by the frequency 
limits fmin and fmax, and the resulting roughness termed the relevant roughness for the bandwidth, 
Rqrel
[43]
. The second order moment provides the RMS slope of the surface (Rdq), which should 
be determined over the same bandwidth: 
 
Rdq2 = 2 ∫ (2𝜋𝑓𝑥)
2𝑆1(𝑓𝑥)𝑑𝑓𝑥
𝑓max
𝑓min
   . (6) 
The fourth order moment provides the surface curvature, but this parameter will not be used. 
Similar to the cut-off frequency defined in ISO 4287, the frequency limits for the relevant 
roughness strongly affects the roughness values, hence it is important to use the correct 
bandwidth limits for each instrument and state them together with the roughness values. This 
might seem obvious but is often neglected
[36]
. For an illustration of the relations between the 
scattering distribution, the BRDF, the PSD, and the RMS roughness, see Figure 13. 
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Figure 13: Illustration of the relation between measured scattering intensity (blue), the BRDF 
function (red), the PSD function (yellow), and the RMS roughness (purple). The PSD and RMS 
value are plotted on the frequency axis, while the others are on the angle axis. The gray parts of 
the graphs represent the regions outside the bandwidth limit, in this case defined as 0.04 – 0.4 
µm
-1
, corresponding to 1.6° – 16°. The RMS roughness is shown as a cumulative value, to illus-
trate how it is affected by the features on the PSD. 
2.1.4.4 Scattering models 
Scattering distributions and BRDF functions are strongly coupled to the PSD, as they are all 
naturally functions in frequency space. However, different theories exist for converting the 
BRDF (or ccBRDF) to the surface PSD, mainly differing in the assumptions on roughness level 
and allowed scattering angles. In this work, the Rayleigh-Rice (RR) theory is used since this is 
the most established theory
[36]
. The RR theory is a perturbation theory, based on a perfectly 
smooth surface that is perturbed with a low degree of roughness. For this reason, it is inherently 
restricted to smooth surfaces
[36]
. One advantage over many other theories is that the perturbation 
does not impose angular constraints, hence RR theory is valid for larger incident and scattering 
angles than e.g. Kirchhoff diffraction theory
[44]
. Other methods of modeling rough surfaces 
include a shadowing function to account for light blocked by tall structures
[45]
 and fitting of 
equations with up to 30(!) parameters to the scattering distribution
[46]
. Several other theories 
exist, for descriptions of these we refer to the reviews by Renhorn et al.
[47]
, Hoover and 
Gamiz
[48]
, and Elfouhaily and Guérin
[49]
. Based on their thorough review of 31 theories, 
Elfouhaily and Guérin concluded: 
At the present time, there does not seem to be a universal method that is to be pre-
ferred systematically. All the methods present a compromise between versatility, 
simplicity, numerical efficiency, accuracy and robustness, with a different 
weighting in these various fields. 
This quote illustrates the importance of critically choosing the theory for analyzing a given 
surface. Fortunately, most shortcomings of the theories are due to constraints on very roughs 
surfaces and large scatter angles, but our samples are all fairly smooth and only evaluated close 
to normal incidence. A more recent theory not included in the reviews is the Generalized 
Harvey-Shack (GHS) model
[50]
, which have been under development since 1976
[51]
. This model 
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is designed to work on rougher surfaces than RR theory, something that is often the goal of 
these alternative theories. This theory describes the scattering by a surface transfer function, 
based on the RMS roughness and auto-covariance function. RR theory is used since all samples 
in the study are fairly smooth, and well described by this theory. 
2.1.4.5 Rayleigh-Rice theory 
The following section will present the key relations in RR theory, while for a detailed descrip-
tion we refer to Section 3.3 in
[36]
. The main relation of RR theory, is the connection between the 
scattering distribution and the surface PSD, given as
[36]
: 
 
BRDF =
𝑃𝑠 𝛺𝑠⁄
𝑃𝑖  𝑐𝑜𝑠 𝜃𝑠
=
16𝜋2
𝜆4
cos(𝜃𝑖) cos(𝜃𝑠) 𝑄(𝜃𝑖, 𝜃𝑠, 𝜙𝑠) 𝑆(𝑓𝑥 , 𝑓𝑦)   , (7) 
where 𝑄(𝜃𝑖, 𝜃𝑠, 𝜙𝑠) is a polarization dependent reflection factor, 𝑆(𝑓𝑥, 𝑓𝑦) the surface PSD, and 
λ the wavelength of the incident light. The spatial frequencies are defined from the scattering 
angles θs and ϕs shown in Figure 11, by the relations: 
 
𝑓𝑥 =
sin(𝜃𝑠) cos(𝜙𝑠) − sin(𝜃𝑖)
𝜆
 
𝑓𝑦 =
sin(𝜃𝑠) sin(𝜙𝑠)
𝜆
 
(8) 
The 𝑄 factor in Equation (7) accounts for the reflection efficiencies of each polarization pair of 
s and p for both the incident and the scattered light. It is given by: 𝑄 = 𝑄𝑠𝑠 + 𝑄𝑠𝑝 + 𝑄𝑝𝑠 + 𝑄𝑝𝑝, 
with the individual equations
[36,52]
: 
 
𝑄𝑠𝑠 = |
(𝜀 − 1) cos(𝜙𝑠)
(cos(𝜃𝑖) + √𝜀 − sin2(𝜃𝑖))(cos(𝜃𝑠) + √𝜀 − sin2(𝜃𝑠))
|
2
 
𝑄𝑠𝑝 = |
(𝜀 − 1) √𝜀 − sin2(𝜃𝑠) sin(𝜙𝑠)
(cos(𝜃𝑖) + √𝜀 − sin2(𝜃𝑖))(cos(𝜃𝑠) + √𝜀 − sin2(𝜃𝑠))
|
𝟐
 
𝑄𝑝𝑠 = |
(𝜀 − 1) √𝜀 − sin2(𝜃𝑖) sin(𝜙𝑠)
(cos(𝜃𝑖) + √𝜀 − sin2(𝜃𝑖))(cos(𝜃𝑠) + √𝜀 − sin2(𝜃𝑠))
|
2
 
𝑄𝑝𝑝 = |
(𝜀 − 1)(√𝜀 − sin2(𝜃𝑠) √𝜀 − sin2(𝜃𝑖) cos(𝜙𝑠) − 𝜀 sin (𝜃𝑖)sin (𝜃𝑠))
(cos(𝜃𝑖) + √𝜀 − sin2(𝜃𝑖))(cos(𝜃𝑠) + √𝜀 − sin2(𝜃𝑠))
|
2
  , 
(9) 
where ε is the complex relative permittivity of the interface, and the subscripts 𝑄𝑖𝑗  indicate 
incident i and scattered j polarization. 
For our measurement setup, the only none zero component is 𝑄𝑠𝑠. The three others vanish due 
to the incident light being s-polarized, and the scattering only evaluated in the plane of inci-
dence where ϕs = 0. 
2.1.4.6 Model limitations 
Since RR theory is based on a perturbation of a perfectly smooth surface, it is only valid for 
what is termed optically smooth surfaces
[36]
. A strict limit on the maximum roughness level does 
not exist, but it is generally taken as
[36,43]
: 
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(
4𝜋Rq cos(𝜃𝑖)
𝜆
)
2
≪ 1 . (10) 
This relation arises from a consideration of the total integrated scatter (TIS), which is the 
fraction of scattered to reflected light, given by
[36,43]
: 
 
TIS =
𝑃𝑠
𝑃𝑠 + 𝑃𝑟
=
𝑃𝑡 − 𝑃𝑠
𝑃𝑡
= 1 − exp [− (
4𝜋𝜎 cos(𝜃𝑖)
𝜆
)
2
] , (11) 
where Ps and Pr are the power of the scattered and specular reflected light, respectively, while Pt 
= Ps + Pr.  
However, the limit in Equation (10) is unnecessarily strict, as the ≪ limit simply arises from to 
a Taylor expansion of the last term in Equation (11). This simplification might have been 
relevant in a time without calculators, and exponential functions should best be avoided, but 
today there is no need to use this approximation, as it merely constrains the theory with an 
artificial limit. Based on an analysis by Harvey et al.
[43]
 the real limit for RR theory is rather TIS 
≤ 0.9, which corresponds to Rq ≤ 0.12λ for normal incidence. For the present analysis, RR 
theory was found suitable for surfaces with Rq values up to 70 nm, corresponding to a TIS 
value of 0.82. One sample was found to be too rough to provide reliable RMS values from the 
scattering distributions, and since this sample was also too rough to acquired 3D profiles with 
the confocal microscope, it was omitted from the analysis. 
2.1.5 State of the art 
Roughness evaluation is a classic metrology discipline, likely dating back all the way to the first 
humans when they meticulously shaped blunt rocks into sharp axes
[53]
. They probably per-
formed roughness metrology by feeling a finger over the surface, a method not that far from 
today’s stylus profilers. Modern roughness evaluation methods can generally be classified as 
either mechanical or optical. The mechanical include methods such as stylus profilers and AFM, 
while the optical methods include angle resolved scatter (ARS), white light interferometry, and 
confocal microscopy. Comprehensive overviews of the currently available methods are found in 
the publications
[54–58]
.  
The current workhorse in roughness evaluation is the stylus profiler
[56]
. In general, it works by 
tracing a sharp needle over the sample surface, and continuously measuring the x and z position 
to generate a line profile representing the surface topography. A downside is that it only 
provides a snapshot of the surface in a single position, making it difficult to discover individual 
scratches or digs. The physical contact between surface and needle is also known sometimes to 
damage the surface
[56,59,60]
. Stylus profilers are mainly used for roughly polished samples in the 
metalworking industry, while most research utilizes methods with a higher spatial resolution 
such as AFM or ARS
[40,61]
.  
Comparison of instruments for roughness evaluation is often done by comparing the PSD 
instead of the actual roughness values, as this reduces the problem of different evaluation 
bandwidths for the instruments
[61–65]
. However, outside academia, the PSD spectrum is rarely 
used compared to the ISO defined roughness parameters
[34,40]
. One exception is the optics 
industry, where the manufacturing of high-grade optical components has induced a need for 
more precise specifications of the surface finish
[34,66]
. The specifications might then be 
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quantified as specific scattering properties or as a frequency dependent maximum value for the 
PSD spectrum
[66]
. 
A few studies have compared the RMS roughness values obtained with different instruments, 
but these studies did either not correct for the different bandwidths
[60,61,67]
, or only analyzed a 
limited number of samples
[68]
. The issue with varying evaluation bandwidths is a well-known 
problem, but it is often overlooked
[60,61,69]
.  
Chapter 2.2 
Paper 1, Optical evaluation of nanoscale roughness 
    25 
Chapter 2.2  
Paper 1, Optical evaluation of nanoscale 
roughness 
The main contributions of the paper presented in this chapter are a thorough comparison of 
roughness measurements using the three instruments presented in Section 2.1.2, and a relation 
between the two roughness values Rq and Aq. For each instrument, the effective measurement 
bandwidth is determined as the range of spatial surface wavelengths within which the roughness 
is accurately determined. These bandwidths are used to filter the measurements to only compare 
roughness values covering the same ranges. Additionally, we determined an empirical relation 
between the two roughness parameters Rq and Aq, which was previously not known to 
correlate. This relation could prove valuable for the OptoSurf instrument, as it enables an 
evaluation of the more commonly used Rq parameter. 
2.2.1 Presentation of samples 
The studied samples are all made of steel, but with different roughness levels achieved by a 
combination of fabrication methods and polishing process. 16 were fabricated by Lukáš Pilný 
for his PhD studies at DTU MEK
[25]
, while the last four are roughness standard for calibrating 
stylus profilers
[70]
.  
The samples by Lukáš Pilný are polished by robotic uni-directional polishing, in a custom built 
setup where a small polishing pad oscillates quickly up and down while the samples moves 
slowly from side to side. The speeds of the two movements are 100 mm/s and 1 mm/s, respec-
tively. The polishing sequence consisted of one initial pass with a grit size #600 stone pad, 
followed by multiple passes with a soft pad and diamond paste of 8 µm grain size. For an 
illustration of the variations in surface quality see Figure 14a. Detailed description of the sample 
fabrication is available in
[25,71]
. Between measurements, the samples were covered with water 
displacing oil (CIMGUARD 20, CIMCOOL Fluid Technology, USA) to avoid corrosion. The 
samples were cleaned before each measurement by rinsing with isopropanol or ethanol and 
wiping with a non-woven cloth. 
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Figure 14: Overview of samples. a) 3D images of sample surfaces, adapted from
[71]
. b) top: 
Scattering patterns from samples, bottom: photographs of the surfaces acquired top down with 
tilted lighting. Numbers refer to the sample ids.  
The scattering patterns shown in Figure 14b reveal a distinct diffraction pattern, corresponding 
to a surface period of 20 μm. This pattern is caused by the polishing motion, where the oscilla-
tion frequency of 100 mm/s and lateral motion of 1 mm/s, result in a sawtooth pattern with a 
periodicity of 20 μm. The parallel lines are also seen from the 3D profiles in Figure 14a, 
although only one side of the sawtooths are visible, probably due to a difference in the applied 
force during the forward and backward motion. These can be treated as 1D structures and are 
typical for directional processes, such as milling, grinding, and uni-directional polishing
[25]
. 
Together with isotropic surfaces, 1D surfaces are the best ones suited for roughness measure-
ments, since a single line profile includes all roughness information of the surface, and a single 
line scan can completely describe the hemispherical scattering distribution
[36]
.  
Unfortunately, the polishing setup did not provide consistent polishing levels, resulting in an 
inhomogeneous surface quality, especially for the rough samples. For some samples, resulting 
in significant variations in roughness levels for misalignments of only a few millimeters, see 
Figure 15. This increases the deviations when comparing the values from each instrument, as 
the evaluated areas might be slightly different. 
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Figure 15: Surface plot illustrating the sample inhomogeneity on a typical sample. The tall 
peaks along the border of the image are outside the evaluated area, but the Aq value is seen to 
still vary between ~5 and ~15 in the center regions. Image from
[71]
. 
The four roughness standards encompass three fairly rough standards by The Physikalisch-
Technische Bundesanstalt (PTB) and a smoother one from HALLE Präzisions-Kalibriernormale 
GmbH, all with 1D patterns. Unfortunately, it was not possible to compare the calibrated and 
measured values, as they are only calibrated by the Ra value, which the scatterometers cannot 
evaluate, and the calibration cut-off filter (λc) of 0.8 mm is too large for the measurement range 
of the confocal microscope. 
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Title 
Comparison of optical methods for surface roughness characterization 
Abstract 
We report a study of the correlation between three optical methods for characterizing surface 
roughness: a laboratory scatterometer measuring the Bi-directional Reflection Distribution 
Function (BRDF instrument), a simple commercial scatterometer (rBRDF instrument), and a 
confocal optical profiler. For each instrument, the effective range of spatial surface wavelengths 
is determined, and the common bandwidth used when comparing the evaluated roughness 
parameters. The compared roughness parameters are: the root-mean-square (RMS) profile 
deviation (Rq), the RMS profile slope (Rdq), and the variance of the scattering angle distribu-
tion (Aq). The twenty-two investigated samples were manufactured with several methods in 
order to obtain a suitable diversity of roughness patterns. 
Our study shows a one-to-one correlation of both the Rq and the Rdq roughness values when 
obtained with the BRDF and the confocal instruments, if the common bandwidth is applied. 
Likewise, a correlation is observed when determining the Aq value with the BRDF and the 
rBRDF instruments. 
Furthermore, we show that it is possible to determine the Rq value from the Aq value, by 
applying a simple transfer function derived from the instrument comparisons. The presented 
method is validated for surfaces with predominantly one-dimensional roughness, i.e. consisting 
of parallel grooves of various periods, and a reflectance similar to stainless steel. The Rq values 
are predicted with an accuracy of ±15 nm at the 95% confidence interval. 
Keywords 
Angle-resolved scattering (ARS), scatterometry, surface roughness, Bi-directional Reflection 
Distribution Function (BRDF), optical profilometry, confocal microscopy 
Introduction 
Accurate characterization of nanoscale surface roughness is important in many applications, and 
a number of techniques exist for this purpose
[59,61]
. The various characterization techniques, 
however, are often optimal for different applications or stages of a process
[59]
, hereby requiring 
that the measured values are comparable between the instruments. However, comparison of 
values obtained with different instruments is not a simple task, as the design of each instrument 
imposes different limitations to the measurement bandwidth
[40,59]
. This is an often overlooked 
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effect when comparing roughness values
[36,61]
. Hence, to perform a reliable comparison of 
values obtained with different instruments, a study of the accuracy and limits of each method is 
required.  
Two methods often used for roughness measurements are stylus profilers and atomic force 
microscopy (AFM)
[40,59–61]
. Both are mechanical methods, where a sharp tip is traced along the 
surface and the surface profile assessed from its movement. AFMs generally have only weak 
interaction forces with the surface, while stylus profilers are known to damage the surface due 
to excessive forces, resulting in incorrect values and abrasion of the sample, which might not be 
realized
[59,60]
. Compared to mechanical methods, non-contact optical methods are advantageous 
due to their non-abrasive nature, and the feasibility of some methods to scan large areas in short 
time. The non-abrasive feature is particularly relevant for very smooth surfaces with roughness 
in the nanometer range. 
In this study, three optical surface characterization methods are analyzed and compared. The 
comparison is performed in terms of the ISO standardized
[38]
 roughness parameters Rq and Rdq, 
and the industry standard
[72]
 Aq. The three characterized instruments are: 1) A laboratory 
scatterometer which measures the angular distribution of light scattered from a surface, 
quantified by the Bi-directional Reflection Distribution Function (BRDF). It evaluates all three 
roughness parameters. This instrument will be referred to as the “BRDF instrument”. 2) A 
commercial scatterometer also measuring the light scattering but in a restricted angular range 
and with lower resolution. By default it only determines the Aq parameter. It will be referred to 
as the “rBRDF instrument” (restricted-BRDF). 3) A commercial optical profiler which uses a 
confocal technique to acquire a three-dimensional (3D) map of the surface. It evaluates the Rq 
and Rdq parameters. BRDF and confocal instruments are well-known for roughness characteri-
zation
[61,73–75]
, while the rBRDF instrument is less known, but well described
[72,76–79]
.  
Generally, all characterization methods perform an intrinsic filtering, which define the band-
width of spatial surface wavelengths from which the measured values are evaluated
[36,59]
. For 
mechanical methods the bandwidth filtering is generally due to the tip radius and scan area
[36,59]
, 
while for optical methods it is mainly due to angular constraints in the detection system
[36,61]
. 
This study will determine the filtering bandwidths for each of the three methods, and ensure that 
values are only compared within common bandwidths. Without establishing the limiting 
bandwidth for each method, it is inappropriate to compare the measured values, since one 
method may describe the roughness on a different length scale than the others
[36]
.  
Previous studies have mainly compared BRDF instruments with other methods using the power 
spectral density (PSD) curves rather than the roughness values
[62–65]
, while other studies used 
smoother samples
[60,61]
. One study compared Rq roughness obtained from BRDF and AFM
[80]
, 
but here only three samples were used and the bandwidth limitations not considered. Another 
study correlated the RMS roughness with the variance of the scattering distribution
[81]
, but the 
analyzed samples were all made from the same manufacturing process.  
In this study, the three instruments are compared pairwise; as they do not all determine a 
common parameter. The BRDF and confocal instruments are compared by the Rq and Rdq 
parameters, while the BRDF and rBRDF instruments are compared by the Aq parameter. We 
find one-to-one correlations between the three instruments. 
Additionally, we present a relation between the Aq and Rq values, which enables the simple 
rBRDF instrument to predict the ISO standardized roughness parameter Rq, instead of only the 
less known industry standard Aq. This is advantageous because the rBRDF instrument is better 
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suited than the two other instrument for applications where in-situ measurements are required, 
e.g. during a polishing process. The advantages of the rBRDF instrument includes: ease of use, 
faster and cheaper operation, and a more robust setup.  
Experimental methods 
Samples 
A total of 22 samples were collected for the study. The samples include 4 steel roughness 
standards with roughness values certified by the Physikalisch-Technische Bundesanstalt (PTB), 
16 samples made from one steel grade but polished to different smoothness levels, and 2 
samples made with another steel grade and fabrication method. For characterizing the instru-
ments, a silicon wafer (TP436 Si-100, Topsil Semiconductor Materials A/S, Denmark) was 
used. The specific manufacturing process of the 16 steel samples is described by Pilný et al.
[71]
. 
The samples are all one-dimensional surfaces, consisting of parallel grooves in a wide range of 
spatial frequencies. Such surfaces have all the roughness features along one dimension, 
resulting in a simple scattering pattern where all light is diffracted into one plane
[36]
.  
The rougher samples have a quite inhomogeneous surface quality, resulting in a significant 
variation of roughness values on the surface. Even though care was taken to measure in the 
same position with all three instruments, this inhomogeneity will inevitably increase the 
uncertainty when comparing the roughness values. 
Roughness parameters 
A wide range of roughness parameters can be used to describe a given surface
[40]
. The most 
common parameters are calculated from line profiles according to the ISO 4287 standard
[38]
, but 
due to an increased use of 3D profilers a set of complimentary area roughness parameters have 
been defined in the ISO 25178-2 standard
[39]
. In this study, the line parameters are used as these 
are more appropriate for the 1D surfaces analyzed. 
The specific parameters used are: Rq, Rdq and Aq. The “R” parameters are defined in the ISO 
4287 standard
[38], while the “Aq” parameter is defined in the VDA2009 directive[72]. The 
characteristics associated with each parameter are:  
 Rq: the root mean square deviation (RMS) of the profile.  
 Rdq: the root mean square of the local slope of profile.  
 Aq: the variance of the scattered light distribution from a surface.  
The formulas for the Rq and Rdq parameters are: 
 
Rq = √
1
𝑛
∑ 𝑍𝑖
2
𝑛
𝑖=1
    ,    Rdq = √
1
𝑛
∑ (
d𝑍𝑖
d𝑥
)
2𝑛
𝑖=1
  , (12) 
where Zi is the amplitude of point i, n is the number of sample points, and dZi/dx is the local 
slope
[38]
. ISO 4287 further defines that the parameters must be calculated with suitable low-pass 
(λs) and a high-pass (λc) Gaussian filters, defined in spatial wavelengths. The low-pass filter 
removes noise from the profile, while the high-pass filter divides the profile into a long-ranged 
waviness pattern, assumed to be the form of the sample, and the actual roughness profile which 
is used to calculated Rq and Rdq.  
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The Aq parameter is defined in an industry directive by the German Association of the Automo-
tive Industry (VDA), an association which includes most of the German car manufacturers and 
suppliers. This parameter is different from the R parameters, as it does not describe the surface 
profile but instead how the surface scatters light. It is defined as the variance of the distribution 
of scattered light
[72]
: 
 
Aq = 𝑘 ∑(𝜑′ − 𝑀)2 ∙ 𝐻(𝜑′)   ,   (13) 
where H(φ’) is the normalized light distribution, M the center of mass for the distributions, k a 
scaling factor to ensure a maximum Aq value of 100, and φ’=tan(φ) where φ is the scattering 
angle. However, as presented in a later section, a slight modification of Equation (13) is applied, 
where φ is used instead of φ’.  
A low Aq value is a measure of low surface roughness, since smooth samples reflect a narrow 
beam, while rough samples scatter the light into larger angles. 
BRDF instrument 
A scatterometer is used to measure the scattering spectrum from the samples, and from this 
calculate the Bi-directional Reflection Distribution Function (BRDF). The BRDF is a common 
way of describing the pattern of light scattered from a surface
[82]
. It is similar to the angle-
resolved scatter (ARS), only difference being the cosine factor
[36]
. The BRDF is given as the 
ratio between the scattered surface radiance and the incident surface irradiance, corresponding 
to: 
 
BRDF =
𝑃s Ωs⁄
𝑃icos(𝜃s)
   ,  (14) 
where Ps is the scattering power in the scattering angle (θs), Ωs the detector solid angle, Pi the 
incident beam power, and cos(θs) a correction factor.  
The BRDF instrument is illustrated in Figure 16. It consists of a 662 nm diode laser (LBX-660-
100-CIR-PP, Oxxius, France), which is linearly polarized, shaped with an iris, and focused onto 
the detector plane with a 500 mm focal length lens (LA4184, Thorlabs Inc., USA). The incident 
polarization is s oriented, with the depolarization in the lens assumed negligible. The scattering 
intensity (Ps) is detected with a photodetector (New Focus Model 2032, Newport, USA) and a 
lock-in amplifier (SR530, Stanford Research Systems, USA) locked to a chopper (SR540, 
Stanford Research Systems, USA). A rotary stage (NR360S/M, Thorlabs Inc., USA) scans the 
detector along the in-plane scattering direction, with steps between 0.01° and 0.16°. The 
detector is positioned 350 mm from the sample surface and shielded with a slit of 215.5 μm × 
3.04 mm, resulting in a detector solid angle of Ωs = 5.343 μsr. The laser intensity is monitored 
using a beam splitter and a photodetector (New Focus Model 2032, Newport, USA), while a 
step neutral density (ND) filter (NDL-10S-4, Thorlabs Inc., USA) decreases the beam intensity 
if needed. The resulting dynamic range is approximately 8 orders of magnitude, with a noise 
floor around 10
-4
 sr
-1
. The measured intensities are scaled relative to the laser intensity and 
corrected for the ND filters used. The incident intensity (Pi) is determined by a straight through 
scan without a sample. One scan, with an angle of incidence (AOI) of 10°, was acquired for 
each sample and the data analyzed in Matlab (Matlab R2014b, MathWorks, USA).  
The dominant sources of uncertainty in the BRDF measurement are the ND filter transmissions, 
the angular accuracy of the detector, and the linearity of the detector and amplifier system.  
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The standard uncertainty (SU) on the intensity, Ps, were estimated to 5.7 %, 3.9 %, 1.0 %, for 
the three factors respectively. From error propagation
[83]
, this results in a combined SU of 6.1 %. 
This uncertainty was applied to all Ps and Pi values, and the resulting variation in Rq and Aq 
value assigned as the SU on these values.  
 
Figure 16: Diagram of BRDF instrument, see description in text.  
Bandwidth limits 
The BRDF instrument is bandlimited by six factors: the angular range of the scan, the laser 
wavelength, the beam size on the sample, the slit width, the angular resolution, and the beam 
width in the detector plane. The limits are mainly imposed by the diffraction angle of surface 
features with specific spatial wavelengths, governed by the diffraction equation
[84]
: 
 sin𝜃𝑠 − sin 𝜃𝑖 = 𝜆𝑓  ,   (15) 
where θs is the scattering angle, θi the incident angle, λ the incident wavelength, and f the spatial 
frequency of the scattering structures. 
In the following, each limiting factor is presented and the final bandwidth of the BRDF 
instrument determined. A comparison of the limits for all three instruments is seen in Figure 18.  
1: The angular scan range is a high frequency limit (low-pass filter), since high frequent 
structures scatter into large angles. The scan range limit is when the detector reaches the sample 
plane, which for an AOI of 10° is 80° from the specular angle. The corresponding frequency is 
found from Equation (4) to fmax, range = (sin(10°+80°) - sin(10°))/662nm = 1.25 μm
-1
. This limit 
could be increased by using a larger AOI and then measure the backwards reflected side of the 
spectrum, but a small AOI is preferred to ease comparison with the rBRDF instrument. 
2: The laser wavelength is also a high frequency limit. It is based on the property of the 
diffraction equation, that spatial frequencies longer than 1/λlaser cannot scatter
[85]
 because the 
angles would be above 90°. This results in fmax, wave = 1/662nm = 1.51 μm
-1
. 
3: The beam size on the sample is a low frequency limit (high-pass filter), since spatial 
wavelengths longer than the spot diameter do not diffract. Actually, several periods within the 
spot are needed to provide a sufficiently intense diffraction pattern
[86]
. The beam width is 
determined to 600 μm at the 1/e2 intensity point, using a beam profiler (SP620U, Ophir 
Optronics, USA) placed at the sample position. Requiring five periods within this length results 
in fmin, sample = 1/(600μm/5) = 0.0083 μm
-1
. 
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4+5: The slit width and angular resolution both constitute low frequency limits, because 
scattering features below these limits are indistinguishable in the spectrum. In angular terms the 
limits are 0.035° and 0.01°, which from Equation (15) corresponds to the frequencies fmin, slit = 
(sin(10°+0.035°) - sin(10°))/662nm = 0.00092 μm-1 and fmin, resolution = (sin(10°+0.01°) - 
sin(10°))/662nm = 0.00026 μm-1, respectively. 
6: The beam width in the detector plane is also a low frequency limit, as scattering from long 
spatial wavelengths are buried in the intense specular peak. Based on a straight-through scan of 
the beam, the 1/e
2
 width was found to: θbeam = 0.111°, which by Equation (15) corresponds to 
fmin, beam = (sin(10°+0.111°) - sin(10°))/662nm = 0.0029 μm
-1
. However, during the further 
analysis this beam width was found too small, as the incident beam still held a significant 
intensity outside this range, which influenced the roughness calculations. Instead, the effective 
beam width was determined by comparing the straight-through beam with its reflection from a 
mirror (10Z20AL.2, Newport Corporation, USA), and estimating the angle where the two 
curves started to deviate. This width was found to fmin, beam effective = 0.04 μm
-1
, corresponding to θ 
= 1.54°. This limit was applied to all BRDF spectra, but it should be seen as a worst-case 
scenario mainly relevant for very smooth samples. 
The resulting frequency bandwidth of the BRDF instrument is 0.04 μm-1 – 1.25 μm-1.  
Calculation of roughness parameters 
The root-mean-square roughness (Rq) and root-mean-square slope (Rdq) are calculated from the 
BRDF spectrum using the Rayleigh-Rice (RR) theory
[36,87]
. Other possibilities include the 
Generalized Harvey-Shack (GHS) theory
[50]
 and the Beckmann-Kirchhoff theory
[44]
, but the RR 
theory is used because it is the most well-known and widely accepted scattering theory
[36,50,88]
.  
The analyzed samples have Rq values in the range 2 nm – 49 nm, which exceeds the traditional 
limit for the RR theory of the surface being “optically smooth”, defined as[84]: 
 
(
4𝜋cos (𝜃𝑖)σ
𝜆
)
2
≪ 1  ,  (16) 
where σ is the total RMS roughness with no bandwidth limits, θi the angle of incidence, and λ 
the wavelength of the incident light. However, Equation (16) is simply a Taylor expansion of 
the original equation
[43,89]
, and it is this approximation which introduces the assumption of 
Rq/λ≪1. Hence the surface roughness is not limited by Equation (16), as also found by other 
studies
[43,90]
 
Because all samples are 1D surfaces with purely in-plane scattering, the PSD curves are 
evaluated from the BRDF as 1D PSD curves, as described by Stover
[91]
. From these, the Rq and 
Rdq values are determined by integration, with integration limits defined by the frequency 
bandwidth. For the refractive index of the steel samples, a tabular value of ñsteel = 2.55 + 4.32i is 
used
[92]
. The value might be slightly different for our samples, but small changes in the refrac-
tive index were found to be negligible for calculating the Rq value. For the silicon sample a 
value of ñSi = 3.82 + 0.015i is used
[93]
. 
The Aq value is determined from the scattering spectrum, as defined in the VDA directive
[72]
. 
However, for an AOI of 10° the BRDF instrument is limited to measure the one-sided scattering 
spectrum, hence the scattering spectrum is mirrored along the specular direction, to provide the 
full two-sided peak needed for the Aq calculation. When calculating the restricted angle Aq 
value, the scattering spectrum is cropped to the desired angular range. 
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rBRDF instrument 
The commercial scatterometer is an OptoSurf OS 500-32 (OptoSurf GmbH, Germany), referred 
to as the “rBRDF instrument” due to the restricted acceptance angle. It measures the same 
scattering spectra as the BRDF instrument, but it has a simpler design optimized to provide 
quality control in industrial manufacturing
[35]
.  
The rBRDF instrument has previously been described by others
[72,76–79]
, and is comprised of a 
photodiode generating ∼670 nm light, a lens which focuses the light into a ∼0.9 mm spot on the 
sample and also collects the reflected light, and lastly a linear photodiode array for detecting the 
scattering spectrum, see illustration in Figure 17. It has an AOI of ∼4° perpendicular to the 
diode array, while the sample tilt is adjusted to ensure an AOI of 0° along the measuring 
direction. The major differences to the BRDF instrument are: a restricted acceptance angle of 
only ±16° (corresponding to NA = 0.28), a spectral resolution of 1° due to the angular size of 
the photodiodes, a dynamic range of around 3 orders of magnitude, the focus point on the 
sample instead of the detector. 
 These differences result in a lower resolution of the scattering spectra, and no information on 
the wide angle scattering from features with wavelengths below a few micrometers. The 
advantages on the other hand, are a more compact instrument and much faster measurements, in 
the range of milliseconds. Due to the high measurement speed, it is possible to measure the Aq 
value of many locations on a surface to generate a 2D map of the surface roughness
[71]
.  
 
Figure 17: Approximate diagram of the rBRDF instrument, based on published device illustra-
tions
[72,76–79]
 and own analysis.  
The standard measurement output is: the Aq value, the total light intensity detected, and the 
scattering distributions center of mass. In this study, however, the raw intensity data from the 
diode array was extracted, and the Aq value calculated using a custom Matlab script. For each 
sample, between five and ten measurements were performed close to the beam position in the 
BRDF measurement, the number depending on the homogeneity of the surface quality. From 
these measurements the average Aq value was determined, and the uncertainty estimated as the 
standard error of the mean (SEM). 
During the analysis, a small correction was made to the Aq formula in Equation (13). Based on 
the raw rBRDF spectra, Aq values were calculated in Matlab as described in the VDA directive 
and compared to the Aq value provided by the OptoSurf control software. This revealed a 
consistently smaller Aq value than provided by the OptoSurf software, though the deviations 
did not exceeded 5 %. The deviation was reduced to below 0.4 %, by replacing the VDA 
defined x value of tan(φ) with the angle φ directly. When calculating Aq values in the further 
analysis, the slightly modified formula using φ as x values is used.  
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Bandwidth limits 
The limiting factors in the rBRDF instrument are a high frequency limit imposed by the 
acceptance angle, and three low frequency limits imposed by the resolution of the diode array, 
the beam width on the detector, and the beam spot size on the sample.  
The high frequency limit is determine by the ±16° acceptance angle, which by Equation (15) 
corresponds to fmax, angle = (sin(16°) - sin(0°))/670nm = 0.411 μm
-1
. The low frequency limits are 
similarly found to: fmin, res = (sin(1°) - sin(0°))/670nm = 0.0260 μm
-1
 , fmin, beam = (sin(4°) - 
sin(0°))/670nm = 0.104 μm-1 , fmin, sample = 1/(900μm/5) = 0.0056 μm
-1
, for the resolution, the 
beam width on the detector and on the sample, respectively. 
Since calculation of the Aq value requires the specular component, the spectra are not cropped 
with the low frequency limits.  
Optical profiler  
The optical profiler is a 3D confocal interference microscope (Sensofar PLu Neox, Sensofar 
Tech, Spain) equipped with a 50x (NA 0.80) objective. It is capable of both confocal and white 
light interferometry, but only the confocal technique with 460 nm light is used in this study. The 
measurement output is a high resolution 3D profile of the surface, with a field of view of 254.6 
μm × 190.9 μm and an image size of 768 pixels × 576 pixels[37]. All samples are aligned with 
the line structures perpendicular to the long image axis. 
Bandwidth limits 
The confocal microscope is, like all profiling tools, restricted by the pixel resolution and the size 
of the scanned area
[94]
. The pixel resolution provides a high frequency limit, while the scan area 
limits the low frequencies. The scan area limit is determined by requiring two periods within the 
image fmin, area = 1/(Lscan range/2) = 1/(254.6μm/2) = 0.0079 μm
-1
. By applying the Nyquist 
sampling theorem of two samples per period, the pixel resolution limit is found to fmax, Nyq = 
npixels/(2Lscan range) = 768/(2×254.6µm) = 1.51 μm
-1
. The microscope is also limited by the 
acceptance angle of the objective, as high frequency features scatter outside the objective. The 
numerical aperture (NA) describe the largest collection and incident angles of the objective, 
corresponding to a frequency limit found from Equation (15) fmax, NA = (NA + NA)/λ = (2 × 
0.8)/460nm = 3.48 μm-1. In addition, the microscope might include apertures or other re-
strictions to the light path, which would lower the actual frequency limit. 
However, the Nyquist frequency is the limiting frequency at which the spatial period infor-
mation is just preserved, whereas the limit at which also the waveform is sufficiently preserved 
is somewhat higher. Hence the effective spatial frequency limit is lower than the Nyquist 
frequency, and was determined experimentally. PSD curves calculated from the confocal 3D 
profiles were compared with the BRDF scan and an AFM image (Park NX20, Park Systems, 
South Korea). At a frequency of approximately 0.4 μm-1 and onwards, the confocal microscope 
was found to deviate significantly from the other PSDs, hence this is the effective frequency 
limit after which the waveform is not sufficiently preserved. An effective frequency limit of fmax, 
eff = 0.4 μm
-1
 equals a spatial wavelength of 2.5 μm with 7.6 pixels per period, which corre-
sponds well with previous studies that found that around six to ten sample points (pixels) per 
period are needed to accurately determine the roughness values
[60,95]
. 
The resulting bandwidth of the confocal microscope is 0.0079 μm-1 – 0.4 μm-1.  
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Calculation of roughness parameters 
Based on the 3D surface profiles the Rq and Rdq values are calculated as defined in ISO 4287, 
using the image processing software SPIP (SPIP ver. 6.3.2, Image Metrology, Denmark). The 
bandwidth limit is applied using the λs and λc filters, where λ = 1/f.  
Confocal images were acquired from five positions on each sample. The positions were chosen 
close to the beam position during the BRDF measurement to decrease the effect of the inhomo-
geneous surface quality. The measurement uncertainty was estimated as the standard error of the 
mean (SEM).  
 
Figure 18: Comparison of the frequency limits of the three instruments, a) in spatial frequency 
unit, and b) in spatial wavelengths. The gray rectangles show the resulting bandwidth for each 
instrument. Note the log scale in b).  
Results and discussion 
BRDF and confocal comparison 
The BRDF and confocal instruments are compared in terms of the Rq and Rdq parameters, 
evaluated in the bandwidth (fmin – fmax): 0.04 μm
-1
 – 0.4 μm-1, corresponding to λs = 2.5 μm and 
λc = 25 μm. As seen in Figure 19, both the Rq and Rdq values show a one-to-one correlation 
between the two instruments. The large uncertainties on the confocal values are due to the 
inhomogeneous surface quality of the samples, resulting in noticeable deviations between the 
five measurement positions. The uncertainties on the BRDF values are more constant, as these 
are only measured in one position, and instead based on an estimation of the uncertainty of the 
intensity measurements. 
To stress the importance of applying the correct filters, Rq values obtained using some improper 
filters are also shown in Figure 19, and the correlation is seen to be significantly reduced. These 
filters are determined as the FWHM diameter of the beam and the full scan range, 0.0015 μm-1 – 
1.25 μm-1, while the confocal images are filtered to the minimum and maximum values allowed 
by ISO 4287, λs = 0.8 μm and λc = 80 μm.  
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Figure 19: Comparison of Rq obtained from the BRDF and confocal instruments, with the cor-
responding Rdq comparison shown in the insert. One-to-one correlations between the 
instruments are seen, but only with correct filtering. For this comparison, a subset of only 9 
samples was used. Error bars represent ±1 SEM on the x values, and ±1 standard uncertainty 
(SU) on the y values.  
The good correlation reveal that the RR theory continues to provides correct roughness values 
for all samples in the study, hence this study supports the conclusions of Harvey et al.
[43]
 and 
Stover et al.
[90]
, that the smoothness requirement is not limited by Equation (16).  
BRDF and rBRDF comparison 
The BRDF and rBRDF instruments are compared by the Aq parameter with the common 
frequency range defined by the restricted opening angle of ±16°, corresponding to fmax = 0.4 μm
-
1
 and no minimum frequency. It is found that the frequency filter alone is not enough to ensure 
comparable values between the two instruments. Before calculating the Aq value, a smoothing 
function is required for the BRDF spectrum, to simulate the effects on the scattering spectra 
imposed by the different designs of the two instruments. The crucial differences in this context 
are the focus point and beam divergence of the incident light. In the BRDF instrument, the 
incident light is a laser beam focused into a small spot on the detector, where a slit limits the 
detector width to only 0.035° (215.5 μm), hereby resulting in a very high resolution of the 
scattering spectrum. The rBRDF instrument on the other hand, uses an LED source which is 
focused onto the sample, thereby resulting in a significant beam divergence on the detector. 
Furthermore, the size of each diode in the detector array is around 1°. Consequently, for 
comparing the two instruments, the high resolution BRDF spectrum is smoothened and binned 
into 1° intervals.  
The smoothing function is a sum of three Gaussians, as suggested by Karamehmedovic̒ et al.[96], 
determined by a fit to the distribution of light reflected from a silicon wafer, which provides the 
narrowest peak measureable by the rBRDF instrument. The function has the form:  
 
𝑓(𝑥) = ∑ 𝐴𝑖 exp (−
(𝑥 − 𝜇𝑖)
2
(2𝜎𝑖)2
)
3
𝑖=1
  , (17) 
with the parameters: A1-3 = (0.295; 0.0562; 0.000621), µ1-3 = (0.198; 0.0200; 0.102), σ1-3 = (1.41; 
1.53; 5.55). The filter is applied by convoluting the function with the raw scatter data, binning 
the spectrum into 1° intervals, and cropping it to a range of ±16° from specular. 
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As seen in Figure 20, the raw spectra from the BRDF and rBRDF instruments are quite 
different, but by applying the Gaussian function to the BRDF data the two spectra become 
comparable. The change in Aq value for the spectrum shown in Figure 20 is from 10.7 to 15.3, 
between the raw and filtered spectrum, respectively. 
 
Figure 20: Scattering spectra obtained by BRDF and rBRDF instruments. The distinct spikes on 
the raw BRDF spectrum are caused by a periodic surface feature of 20 μm, resulting from the 
polishing process. The spectra are scaled relative to the area under each curve, and the BRDF 
spectra shown before cropping.  
A comparison of the Aq values obtained from the BRDF and rBRDF instruments is seen in 
Figure 21. The filtered values (triangular dots) show a good correlation between the two 
instruments, with only a single outlier at (62, 78), probably resulting from the inhomogeneous 
surface quality. If the Gaussian filter is not applied (round dots), the Aq values are consistently 
underestimated.  
 
Figure 21: Comparison of Aq values obtained from the BRDF and rBRDF instruments. A 
strong correlation between the values is seen, but only after applying the Gaussian smoothing 
and the frequency filter of
 
fmax = 0.4 μm
-1
. Error bars represent ±1 SEM on the x values, and ±1 
SU on the y values.  
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Aq and Rq relation 
With the strong correlation between the three instruments, we now turn to explore the capabili-
ties of the simplest device: the rBRDF instrument.  
The main limitations of this device are that it only evaluates the Aq parameter, and only for an 
angular range of ±16°, which essentially removes all information of spatial wavelengths below 
2.5 μm. In the following, we present a method to predict the Rq value for a wider frequency 
range, using the rBRDF Aq value and a calibration of the incident light intensity. The first step 
is to extrapolate the full range Aq value from the restricted one, followed by a conversion to the 
full range Rq value. In this context, the “full range” refers to the full frequency bandwidth of the 
BRDF instrument of 0.04 μm-1 – 1.25 μm-1, while the “restricted range” is the ±16° acceptance 
angle of the rBRDF instrument. 
Figure 22a shows a comparison of the three Aq values: the rBRDF Aq values (AqrBRDF), the 
BRDF restricted Aq values (Aq16deg), and the BRDF full range Aq values (Aq80deg). It is seen 
that while the Aq16deg values corresponds linearly to the AqrBRDF values, as also shown in Figure 
21, the Aq80deg values diverge significantly from this trend. The rapid increase in Aq80deg is 
caused by the rough samples scattering increasing amounts of light outside the ±16° range, 
while the smooth samples with low AqrBRDF values scatter all light into the restricted angular 
range. The Aq80deg values can exceed the normal limit of 100, because the k factor is kept 
constant while evaluating the wide angular range. 
By calibrating the incident intensity of the rBRDF instrument, the intensity loss for each sample 
is determined from the detected intensity, and the loss compared to the difference in Aq value 
(Aq80deg – Aq16deg), see Figure 22b. These two values are expected to correlate, as they both 
describe the scattering intensity outside the ±16° interval. The incident intensity is calibrated 
from the reflected intensity of a silicon wafer, which is converted to incident intensity from the 
refractive index
[93]
 and the Fresnel reflectance.  
 
Figure 22: a) Relation between the AqrBRDF, Aq16deg, and Aq80deg values. b) Comparison of the 
difference in Aq value (Aq80deg – Aq16deg) with the relative intensity of light lost outside the 
restricted range. The lowest loss is not zero because the reflectance of the steel is only ∼67%. 
Error bars represent ±1 SEM on the x values, and ±1 SU on the y values.  
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Figure 22b reveals a strong correlation between the two values, fitted with a second order 
polynomial using least squares. This correlation enables an extrapolation from AqrBRDF to 
Aq80deg, but it should only be applied to rough samples with significant scatter outside the ±16° 
range, defined as AqrBRDF > 10. Since the relation in Figure 22b is based on the relative light loss 
of stainless steel samples, the presented polynomial coefficients are only valid for materials 
with a reflectance similar to Rsteel = 33%. However, by accounting for the material absorbance 
and using the “relative scattering loss” instead of the total (scattering + absorbance) loss, this 
procedure will also be valid for other materials.  
Following the Aq extrapolation, Figure 23 shows a comparison of the full range Aq80deg values 
with the Rq values from the full bandwidth of the BRDF instrument, 0.04 μm-1 – 1.25 μm-1. 
Figure 23 reveals a good correlation between the Aq80deg and Rq values, with two regimes of 
linear correlations: for rough samples with Aq80deg > 4.5 nm, and for smooth samples with 
Aq80deg < 4.5 nm (the corresponding Rq limit is around 17 nm). The regimes are both fitted with 
first order polynomials using least squares. The presence of the two linear regimes could 
indicate a transition from mainly specular to more diffuse reflection, since the raw BRDF 
spectra of the smooth samples were significantly sharper and had a more pronounced specular 
peak, compared to the samples in the rough regime. 
 
Figure 23: Comparison of Rq and Aq80deg values obtained from the BRDF measurements, show-
ing two regimes of linear correlation, fitted using least squares. Error bars represent ±1 SU on 
both x and y values. 
By combining the linear relations with the parabolic Aq extrapolation presented in Figure 22, 
the ISO standardized Rq roughness of a surface can be predicted from the AqrBRDF value and the 
total light intensity, both quantities provided by the rBRDF software. To our knowledge, such a 
relation has not been reported before, as previously the Aq parameter was only known to 
correlate with roughness parameters after a calibration to each specific process
[72,77]
. Since 
several samples with different roughness are analyzed in this study, we expect that the presented 
relations at least are valid for most 1D steel surfaces made by a directional processes, such as 
milling, grinding, or unidirectional polishing. This assumption is supported by the fact that 
many surfaces show similar scattering behavior
[97–101]
, described by general functions like the K-
Correlation (also called the ABC model)
[50,85]
 or the widely used ABg model
[100]
. For all samples 
in this study, the ABg model provides good fits to the spectra, hereby indicating that the results 
are applicable for other surfaces with similar scattering spectra. Extending the analysis to two-
dimensional surfaces where the roughness features are no longer parallel but are randomly 
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distributed is  straight forward. The scattering pattern then changes from a purely in-plane 
scattering to a two dimensional spectrum, in principle requiring a full hemispherical BRDF 
scan, and the Rq value must then be calculated along a certain direction or be replaced by the 
equivalent area parameter Sq defined in ISO 25178-2.  
To test the accuracy of the Rq prediction, it is applied to the rBRDF data from the 22 samples, 
and the estimated Rq values compared to the full range BRDF Rq values (0.04 μm-1 – 1.25 μm-
1
). The average absolute deviation is 5.3 nm, with a standard deviation of 4.9 nm. Hence, the 
presented relations can determine the Rq value with an accuracy of ±15 nm, at the 95% 
confidence interval.  
Conclusion 
Three instruments for characterization of nanoscale surface roughness have been examined for 
correspondence between the parameters Rq, Rdq and Aq. For each instrument, the range of 
spatial surface wavelengths in-which the roughness values were correctly evaluated, was 
determined. The analysis is performed in spatial frequency space, hence the ranges are given as 
a frequency bandwidth for each instrument (fmin – fmax): BRDF instrument: 0.04 μm
-1
 – 1.25 μm-
1
, rBRDF instrument: 0.104 μm-1 – 0.41 μm-1, confocal microscope: 0.0196 μm-1 – 0.4 μm-1, see 
overview in Figure 18. These bandwidths were applied to only compare roughness values 
within common frequency ranges.  
The BRDF instrument and confocal microscope were compared in terms of the Rq and Rdq 
parameters, and showed a one-to-one correspondence in both parameters for the frequency 
range 0.04 μm-1 – 0.4 μm-1, see Figure 19.  
The BRDF and rBRDF instruments were compared in terms of the Aq parameter. By including 
a Gaussian smoothing function to compensate for the instrument differences, the Aq values 
showed a one-to-one correspondence, see Figure 21.  
A relation between the rBRDF Aq values and the BRDF Rq values was determined, hereby 
enabling the rBRDF instrument to also measure the Rq parameter. The conversion is based on a 
second order polynomial, y=ax
2
+bx+c, to obtain the wide range Aq80deg from the restricted range 
AqrBRDF, followed by a conversion of Aq80deg to the Rq value through a first order polynomial 
relation, y=dx+e. The polynomial coefficients were found to be: a=0.422, b=-32.3, c=617, 
dsmooth=12.4, esmooth=-31.9, drough=0.224, erough=22.6, where the “smooth” and “rough” subscripts 
refer to two regimes of linear correlation, see Figure 23. Note that the polynomials are only 
applicable for certain levels of surface roughness. The crossover between the “smooth” and 
“rough” linear regimes is at Aq80deg = 4.5, while the second order polynomial should be applied 
to samples with AqrBRDF > 10. The conversion from AqrBRDF to Rq is achieved with an accuracy 
of ±15 nm, at the 95% confidence interval. 
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2.2.3 Comparison with stylus profiler 
The paper focuses on roughness evaluation using optical methods, but as stated previously, the 
far majority of industrial roughness measurements are performed with stylus profilers. To also 
compare with this more standard method, the samples are evaluated with a stylus profiler 
(Surtronic 25, Taylor Hobson Ltd, UK). However, we found that this instrument is not sensitive 
enough for the smooth samples used in this study. The instrument is a small portable profiler, 
and as seen from the line scans in Figure 24a, the z-resolution is simply too low to resolve the 
nanoscale roughness features of the smooth samples. The z-resolution is only 20 nm, which is 
sufficient for rough samples with features in the µm, but for smooth samples with RMS 
roughness of a few nm, close to all features on the profile is lost, see Figure 24b.  
The poor resolution could be due to the instrument being designed for portability and a small 
footprint instead of a high resolution. However, from the specifications of high-grade profilers, 
it seems that most profilers suffer from this low bit-resolution. For this reason, a stylus profiler 
was not included in the analysis. As an example, the Form Talysurf Intra (Taylor Hobson, UK) 
to a price of 400.000 DKK, has a z-resolution of 16 nm
[102]
. The very best profilers do have 
resolutions down to 0.8nm, but then the price also exceeds 1 million DKK, e.g. the PGI 1200 
(Taylor Hobson, UK)
[103]
.  
 
Figure 24: Evaluation of stylus profiler. a) Typical line scans from rough (upper) and smooth 
(lower) sample. The rough is sample number 1 in b), while the smooth is number 4. b) Compar-
ison of RMS roughness values from confocal microscope and stylus profiler. Error bars 
represent one standard error of the mean. Sample 1 to 3 agrees well, while 4 to 5 are too smooth 
for the stylus profiler to evaluate.  
2.2.4 Accuracy of laboratory scatterometer 
For comparing the roughness values of each instrument, an estimate of the measurement 
uncertainties is required.  
Due to the long measurement time of a BRDF scan, each sample was only measured once with 
this instrument. The confocal and OptoSurf measurements were then performed afterward, as 
close to the same positions as possible. The uncertainties for these instruments were then 
estimated as the standard error of the mean between the evaluations of slightly different 
positions. The uncertainties on the intensity values of the laboratory scatterometer are estimated 
by a Type B evaluation as defined by The Guide to the Expression of Uncertainty in Measure-
ment (GUM)
[83]
. The estimate is based on the uncertainties of the three dominant factors:  
 The linearity of the lock-in detector. Estimated to 1.0 % based on specifications from 
the manufacturer. 
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 The angular precision of the detector stage. Estimated to 3.9 % based on repeated 
measurements of the straight-through beam. 
 The transmission of the ND filters. Estimated to 5.7 % based on a comparison of several 
calibrations performed for the filters. 
The uncertainties of the intensity values are then determined using error propagation according 
to the GUM
[83]
, resulting in a standard uncertainty of 6.1 % (k=2). The final confidence intervals 
on the roughness values are then determined from the resulting changes when applying the 
uncertainty of 6.1 % to each intensity value before the data processing. The error bars on the 
BRDF roughness values shown in the paper are calculated by this method, see Figures 19, 21–
23.   
Another approach is to perform a Type A evaluation
[83]
. Here multiple measurements are 
conducted on the same sample, and the uncertainty determined from the spread of these values. 
Such analysis is performed on 35 scans obtained for a stationary sample over a time span of 
12.5 hours. From the differences between the intensities at each angular position, the standard 
uncertainty was estimated to 7.7 % (k=2), which agrees well with the previous estimate of 6.1 
%, see Figure 25.  
 
Figure 25: Uncertainty analysis. a) Graph of the 35 angular scans acquired. b) Deviations 
between the intensity values at each angle, with the dashed lines indicating the final uncertainty 
level. The marker colors correspond to the different scans. 
2.2.5 Industrial implementation of scatterometry 
The robustness of scatterometry with respect to vibrations makes this method well suited for 
roughness evaluations in industrial facilities. The OptoSurf is fast and easy to use, but the output 
parameter Aq is not adequate. According to an industry partner using the OptoSurf in a machine 
shop, the Aq value is largely unknown in the industry, and they always need to convince 
customers of its validity. The presented Aq-to-Rq relation will help in this regard, but it would 
be even more beneficial to calculate the Rq value directly from the scattering distribution, as 
was done with the laboratory scatterometer. Such feature would substantially increase the value 
of the OptoSurf measurements, since then it could even provide a 2D contour map of the Rq 
roughness for different frequency bandwidths, similar to the method presented in Section 2.1.3. 
An added effect is that scatterometry easily detects periodic surface structures from the distinct 
diffraction peaks, which eases debugging if a vibration disturbs a polishing process
[34]
. Calcula-
tion of the Rq value requires an increased angular resolution and larger acceptance angle of the 
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OptoSurf instrument, both things that should be simple to implement in future models. The 
increased resolution can be achieved by using a high-resolution detector array, which can have 
several thousand pixels
[104]
. The acceptance angle can be increased by a higher numerical 
aperture lens. The downsides are that processing more pixels increases the evaluation time, and 
a high numerical aperture lens often requires a smaller tip-to-sample distance, hereby increasing 
the risk of collisions with the sample. Another possibility is to use camera-based systems, as 
reported by Herffurth et al.
[68]
. In these systems, a 2D CCD sensor captures the 2D scattering 
pattern of a part of the hemisphere, thereby also providing information on the anisotropicity and 
orientation of the surface structures.  
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Chapter 2.3  
Paper 2, Surfaces with interface layers 
The previous chapter dealt with roughness measurements on clean surfaces, with a single 
interface from air to steel. It was assumed that any liquids or particles had been removed, and 
the scattering was solely caused by interactions with the surface structures. However, such 
perfect conditions might not always be achievable, especially if an instrument is to be used for 
in-line measurements inside a polishing machine. Thus, in this section, we analyze the conse-
quences if the surface is covered with an interface layer, such as a thin liquid film.  
In the following, the two terms liquid film and interface layer will be used interchangeably. 
Interface layer is the most general term, covering all thin layers on top of a substrate, while 
liquid film is the realization of such interface in the experiments. The effect on the scattering 
distribution is evaluated by comparing OptoSurf measurements of clean steel surfaces and 
covered with a liquid film. Two liquids are evaluated: pure water and a glycerol-water mixture. 
A real metalworking fluid is not used as these contain emulsion droplets that would interfere 
with the scattering, see discussion in Section 2.3.3.2. Instead, the glycerol-water mixture is 
designed with a refractive index similar to typical working fluids
[105]
, achieved by varying the 
ratio of glycerol and water
[106]
. 
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Abstract  
We report a correlation between the scattering value “Aq” and the ISO standardized roughness 
parameter Rq. The Aq value is a measure for surface smoothness, and can easily be determined 
from an optical scattering measurement. The correlation equation extrapolates the Aq value 
from a narrow measurement range of ±16° from specular to a broader range of ±80°, corre-
sponding to spatial surface wavelengths of 0.8 µm to 25 µm, and converts the Aq value to the 
Rq value for the surface. 
Furthermore, we present an investigation of the changes in scattering intensities, when a surface 
is covered with a thin liquid film. It is shown that the changes in the angular scattering intensi-
ties can be compensated for the liquid film, using empirically determined relations. This allows 
a restoration of the “true” scattering intensities which would be measured from a corresponding 
clean surface. The compensated scattering intensities provide Aq values within 5.7 % ± 6.1 % 
compared to the measurements on clean surfaces. 
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Introduction  
Fabrication of very smooth steel surfaces is a long and costly process requiring several machin-
ing tools and polishing steps. Characterization between each step is necessary to obtain the best 
finishing and thus with in-line characterization the fabrication time can be shortened. Several 
techniques exist for roughness characterization
[59,61]
 and different methods might be beneficial at 
the various process stages. However, it is not straightforward to compare roughness values 
obtained from different instruments, as they have different measurement bandwidths of the 
roughness features
[40,59]
, which is often not considered when comparing roughness values
[36,61]
. 
Hence, comparing values measured by different instruments require a study of the correlation 
between the instruments. 
We have previously shown a comparison of three optical instruments
[107]
, which were analyzed 
for their effective measuring bandwidth and compared in terms of the ISO standardized 
roughness parameters Rq and Rdq
[38]
, along with an industry standard for surface smoothness 
Aq
[72]. The ”R” parameters were calculated as defined in ISO 4287[38], which also defines two 
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bandwidth filters for the calculation: a long-pass wavelength filter (λs) to remove noise, and a 
short-pass wavelength filter (λc) to cut-off the long ranged form factor of the sample. These 
filters were used to restrict the bandwidths of each instrument, to ensure the instruments were 
only compared within a common bandwidth. The parameters and filtering effects are illustrated 
in Figure 26. The Aq value is defined in the VDA2009 standard
[72]
, maintained by the German 
Association of the Automotive Industry (German abbreviation: VDA). It describes the beam 
broadening due to scattering from surface roughness; hence a large Aq value indicates a rough 
surface with significant scatter. 
 
Figure 26: Illustration of the ISO 4287 roughness calculations, with the equations for the pa-
rameters: Rq (root-mean-square profile) and Rdq (root-mean-square slope). The primary profile 
is filtered with a noise and cut-off filter to obtain the roughness profile (not shown) and the 
waviness profile. The sampling and evaluation lengths are given from the width of the cut-off 
filter (λc). 
The three instruments in the previous comparison were: a laboratory scatterometer which 
measures the Bi-directional Reflection Distribution Function (BRDF), a simple commercial 
scatterometer with a restricted opening angle and lower resolution (OptoSurf OS 500-32, 
OptoSurf GmbH, Germany), and a confocal optical profiler which acquire a 3D image of the 
surface. The three instruments were compared pairwise as they did not all evaluate the same 
parameter. The BRDF and confocal instruments were compared by both the Rq and Rdq 
parameters, and the BRDF and OptoSurf by the Aq parameter. A one-to-one correlation was 
found between the instruments, when applying the correct bandwidth filters. Additionally, we 
presented a relation between the Aq and Rq values, enabling the calculation of the Rq value 
from any Aq value
[107]
. This is advantageous since the Aq value can be measured very rapidly 
by optical scattering, while the Rq value often requires a slower tactile instrument.  
In this work, we extend the analysis of the Aq value to surfaces with an arbitrary interface layer. 
In the previous analysis the surfaces were thoroughly cleaned and all scattering assumed to 
originate from the surface structures of the sample. However, during metal processing a cutting 
fluid is normally used to ensure cooling and lubrication, this is often an oil-water emulsion
[105]
. 
These lubricants have to be removed before inspection, since any residues will significantly 
affect the measured values. It can be a challenging task to completely remove the lubricant
[108]
. 
In this work, we study the effects on the scattering distribution and Aq value when the steel 
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surface is covered with a thin liquid film. By compensating for the liquid film instead of 
removing it, it will be possible to avoid a thorough cleaning of the sample before each inspec-
tion, by instead rinsing with fresh working fluid to remove swarf and other contaminants. This 
would decrease overall processing time, and facilitate easier in-line inspection. The liquid film 
is assumed homogeneous, containing no particles, having a flat surface, hence covering all 
roughness features, and with complete filling of the roughness structures. 
Theory 
In this section we consider how the angular scattering is altered due to the arbitrary interface 
layer. The general theory of optical scattering and BRDF spectra is described in
[36]
.  
For a clean surface the incident light is scattered into an angular spectrum quantified by the 
BRDFair spectrum, see Figure 27a, where the Rayleigh Rice theory assumes that the surface 
consists of a superposition of infinitely many sinusoidal structures, each resulting in a diffrac-
tion pattern given by the diffraction equation: 
 fis   )sin()sin(   , (18) 
where θs is the scattering angle, θi the incident angle, λ the wavelength of the light, and f the 
spatial surface frequency. 
  
Figure 27: Illustration of scattering from a rough surface. a) A clean surface surrounded by air, 
b) the same surface but covered with a liquid film with refractive index above 1. For clarity, 
reflections at the liquid-air interface are not shown. 
With a liquid interface layer between the air and sample the interesting spectrum is BRDFliq+air 
since this is the observable spectrum one would measure for the sample. The changes to 
BRDFliq+air compared to BRDFair can be divided into field and angular effects, where the angular 
effects are comprised of two main factors: The liquid scattering angles, θs,liq, decrease due to a 
compression of the light wavelength inside the liquid, given by: λ = λ0/n, where λ is the 
wavelength inside the medium, λ0 the wavelength in vacuum, and n the refractive index of the 
medium. For a typical metal working liquid with a refractive index of
[105]
 1.45, the wavelength 
of the light from the OptoSurf instrument changes from 674 nm to 462 nm inside the film. From 
Equation (18) it is seen that this results in a tapering of the scattering pattern. The second effect, 
refraction at the liquid-air interface, is governed by Snell’s law:  
 liqliqairair )sin()sin( nn     , (19) 
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which for nliq>nair results in increased angles, hence a broadening of the scattering spectrum. 
Conveniently, the tapering and broadening of the spectrum cancels each other out, as seen when 
combining Equation (18) and (19):  
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This shows that the observed scattering angles are not affected by a liquid film on the sample. 
However, if the film contains contaminants such as particles or emulsion droplets, these will 
scatter the light independently of the surface and lead to an overestimated roughness value. The 
liquid must also have a flat surface parallel to the sample plane, otherwise the refraction angles 
will be different. Even though the final scattering angles θs,liq+air are identical to θs,air, the 
detection position will change slightly due to the smaller horizontal displacement when 
traveling in the liquid. However, if the layer is thin compared to the detector-sample distance 
this effect is negligible.  
The two main factors influencing the intensity changes are: reflection losses at the interfaces, 
and absorption in the liquid. The reflection losses at the air-liquid and liquid-air interfaces are 
determined from the Fresnel equations, while the change in reflection intensity from the sample 
is calculated from the change in Q factor (a more general form of the Fresnel reflection, see 
detailed description in
[36,52]
). Transmission through the liquid is given by Beer–Lamberts law: T 
= 10
-µl
, where µ is the attenuation coefficient of the liquid, and l the path length. All three 
factors are angular dependent, although the angular variation is small as seen in Figure 28. The 
total intensity relative to the intensity reflected from a clean surface, rtotal, is determined as
[109]
:  
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(21) 
where Ri and Ti are the Fresnel reflectance and transmittance, Qi the Q-factors, while the 
subscripts refer to the interfaces. 
 
Figure 28: Illustration of the angular dependency of the three intensity factors. The solid blue 
line is the ratio of Q factors, the long dashed red line is Tair,liq⋅ Tliq,air, the short dashed green line 
is the transmission through the liquid, and the purple dash-dot line is the total relative transmit-
tance, Iliq/Iclean. Parameters used for calculations: nliq=1.45, tliq=300 µm, λ0=674 nm, µ=3∙10
-4
 
cm
-1
, θi=0°.  
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Experiments 
Aq-Rq relation 
The BRDF spectrum of the clean samples are measured with two instruments: a laboratory 
scatterometer which can measure one side of the scattering spectrum with a resolution of 0.01° 
(termed the “BRDF instrument”), and a small commercial scatterometer to be referred to as the 
OptoSurf, which evaluates the range from –16° to 16° from specular, but only with 1° 
resolution. For detailed description of both instruments and the samples, we refer to
[107]
. From 
the high resolution BRDF spectrum the roughness parameter Rq is calculated based on the 
Rayleigh-Rice theory
[36]
, and this value is compared to the Aq value measured with the Opto-
Surf. Previously we have shown the correlation between the BRDF Aq and BRDF Rq 
values
[107]
, while here we present a relation between the BRDF Rq and the OptoSurf Aq values, 
see Figure 29. This relation is probably more interesting, as an efficient setup would be to use 
the rapid measuring OptoSurf to determine the Aq values and then calculate the corresponding 
Rq values. The correlation is composed of two linear regimes: one for smooth surfaces with Aq 
< 4.5 and one for rougher surfaces with Aq ≥ 4.5. The reason for the two regimes is not known, 
but might be due to a transition from mainly specular to more diffuse scattering. Both regimes 
are fitted with linear relations (y=ax+b) using least squares, with the resulting coefficients: 
asmooth = 5.38, bsmooth = -7.68, arough = 0.258, brough = 19.7. As expected, the coefficients are 
similar to the ones obtained in
[107]
.  
The complete conversion from the OptoSurf Aq value to the Rq value, including extrapolation 
of Aq values as described in
[107]
, is performed with a mean absolute deviation of 2.4 nm for the 
smooth and 6.6 nm for the rough regime, corresponding
[110]
 to 95 % confidence intervals of ±4.3 
nm and ±14 nm. The input OptoSurf Aq values are measured in the range ±16°, while the final 
Rq values correspond to a bandwidth of spatial surface wavelengths from 0.8 µm to 25 µm. 
Since the analyzed samples are made of various grades of steel and using several different 
fabrication methods, the relations are expected to be valid for most steel surfaces with one 
dimensional structures, such as the parallel grooves produced from milling or uni-directional 
polishing.  
 
Figure 29: Correlation between Rq and Aq values. The Rq values cover a bandwidth of 0.8 µm 
to 25 µm, while the full range Aq values cover the range of ±80°, and are extrapolated from the 
measured values as described in
5
. 
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Liquid interface layer 
To determine the effects of a liquid interface layer, the scattering intensity of the exact same 
position on each sample was measured, with and without a liquid film. Measurements in the 
same position were achieved by fixing the OptoSurf above the sample, and then measuring the 
angular scattering distribution of the clean surface and after applying a thin layer of liquid. Two 
liquids were used: pure distilled water with a refractive index of
[111]
 1.33 at 674 nm, and a 
glycerol-water mixture of 86 wt% with a refractive index of
[111]
 1.45 at 674 nm, as this corre-
sponds to typical metal working fluids
[105]
. Since stainless steel is naturally only weakly 
hydrophilic, the samples were made more hydrophilic by oxygen activation, achieved with a 90 
s exposure to oxygen plasma (Plasma Cleaner Atto, Diener electronic GmbH, Germany), which 
resulted in a good spreading of the liquids. In an industrial setup, this treatment could easily be 
circumvented by covering the entire sample surface with liquid to provide a flat surface. The 
samples G1-G3 were covered with the glycerol-water mixture, while W1-W3 was covered with 
the water film. 
Figure 30a shows the raw scattering intensities from four typical samples, with and without a 
liquid film, while Figure 30b show the ratio Iliq/Iclean. A substantial intensity change is seen due 
to the liquid film, much larger than the approximately 20 % anticipated from Figure 28. The 
decrease is significantly larger in the center compared to the wider scattering angles, and for 
most samples the angular intensity actually increases for the larger angles. These data reveal 
that other effects must be present, besides the reflection and transmission losses already 
considered. One possible effect is intensity changes could be due to interference in the liquid 
film, which would occur if the film is thinner than the coherence length of the light source. To 
test this, the thickness of the liquid film, tliq, was estimated from confocal measurements 
(Sensofar PLu Neox, Sensofar Tech, Spain) to 300 µm, although this value might change 
drastically between experiments. The coherence length of the OptoSurf LED light source was 
determined to
[112]
: Lc = 2ln(2)/π ∙ λ
2/ΔλFWHM = 8.5µm, with λ and ΔλFWHM measured using a 
spectrometer (USB2000+VIS-NIR-ES, Ocean Optics Inc., USA). For tliq ≫ Lc interference 
patterns should not occur in the film, and for interference effects one would also expect more 
gradual intensity changes than e.g. seen from sample G1 in Figure 30b. 
 
Figure 30: a) Typical angular scattering intensities measured for clean surfaces (solid lines) and 
with a liquid film (dashed lines). The corresponding Aq values are seen in Table 1. The insert is 
a photograph of the measurement setup, showing the OptoSurf and sample with the liquid film. 
b) Ratio between Iliq and Iclean for the samples. 
Part 2 
Roughness evaluation 
52   
 
Figure 31: Graph illustrating the empirical relationship between the measured intensity, Iliq, and 
the intensity ratio rliq/clean = Iliq/Iclean. Marker colors represent samples, while shapes relates to 
angular positions. The data in this graph include both samples with water and with glycerol-
water films. The two regimes are fitted with linear relations using least square. 
Since the theory cannot explain the measured intensity changes, it might be due to unknown 
effects in the OptoSurf instrument. The rliq/clean ratio seems to follow the shape of the spectrum, 
and when comparing rliq/clean and the Iliq value for each point we notice a tendency for the data 
points, see Figure 31. For the most intense points, corresponding to the center angles of -1.5° to 
1.5°, rliq/clean is generally small compared to the less intense points at larger angles, and there is a 
slight linear increase with intensity. The outer angles also follow a linear trend from the 
intensity, although with a different slope. Such correlations should not arise from interference, 
instead it is suspect that the two regimes relate to the beam shape of the light emitted from the 
OptoSurf. We previously found
[107]
 that the OptoSurf beam did not resemble a single Gaussian 
beam, but instead matched a superposition of three Gaussian functions. Two of the functions 
described an intense center beam while the third function described a broader and less intense 
beam. In Figure 31 the center beam and the broad outer beam is seen as two regimes of linear 
correlation, and then the transient points at ±2.5° which are outliers. By fitting both regimes 
with linear relations, a conversion equation to compensate for the liquid film and reconstruct the 
scattering spectrum of the clean surface is found. The conversion consists of three equations: for 
the center and for outer beam and the intermediate points at ±2.5° which are compensated with 
the average factor from the two linear relations. The complete equations are: 
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where Iliq is the intensity measured with a liquid film, Icomp,x the compensated intensity corre-
sponding to a clean surface, and φ the detection angle in the OptoSurf. 
Using these relations the liquid measured intensities is converted to the corresponding clean 
values, and from this the “true” Aq value of the clean surface determined. Figure 32 shows the 
clean and compensated angular intensities for the six samples, while Table 1 compares the 
corresponding Aq values. Most of the compensated intensities match reasonably well with the 
clean measurements, although S1 deviates significantly in the center values. However, the 
compensated Aq values, Aqcomp, are all close to the measured Aqclean values, within an uncer-
tainty of 5.7 % ± 6.1 % (mean deviation ± one standard deviation). However, it should be noted 
that this is only a preliminary investigation of the effects due to a liquid film, and more 
experiments are needed to confirm the conversion equation. In this study the conversion 
equation is also fitted and evaluated on the same data, and therefore biased towards a low 
deviation. 
 
Figure 32: Scattering intensities measured for clean surfaces and the compensated values using 
the relations presented in Equation (22). Solid lines are the clean measurements while dashed 
are the compensation, colors represent samples. 
Table 2: Comparison of the Aq values for the clean and compensated intensities shown in Fig-
ure 32, and for the original liquid intensities. The relative difference is found as: (Aqclean - 
Aqcomp)/Aqclean. 
 Aqclean Aqliq Aqcomp Aqclean - Aqcomp Relative difference 
G1 4.34 7.30 5.04 -0.70 -16 % 
G2 16.9 25.8 17.3 -0.39 -2.3 % 
G3 48.2 63.4 48.0 0.22 0.5 % 
W1 54.1 64.2 48.6 5.60 10.0 % 
W2 2.71 3.38 2.80 -0.09 -3.3 % 
W3 36.5 49.0 35.8 0.64 1.8 % 
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Conclusion 
An updated relation between the Aq and Rq values was presented, see Figure 29, for previous 
version see
[107]
. Here the Rq-to-Aq relations are based on Aq values obtained with the OptoSurf 
instrument instead of the high resolution BRDF setup. This relation provides a more accurate 
conversion from the OptoSurf Aq values. 
Furthermore, this manuscript has studied the changes in scattering intensities when measured on 
a surface with a thin liquid film, Iliq, compared to a clean surface, Iclean. To remove effects due to 
sample inhomogeneity, the two measurements were conducted in the exact same positions on 
the sample. The results showed an intensity change due to the liquid film, expected to relate to 
the shape of the beam emitted by the OptoSurf. The relation between Iliq and Iclean was deter-
mined, to hereby compensate for the liquid film and restore Iclean from Iliq. This enables the 
determination of the Aq value corresponding to a clean surface, from the angular scattering 
intensities of a surface covered with a thin liquid film, or another interface layer. Two liquids 
with different refractive indices were analyzed, and the presented compensation equation covers 
both liquids, since there were no notably differences between the two datasets. Hence the 
refractive index of the interface film does not seem to influence the conversion. 
The compensation equation is two linear relations, one for the center beam corresponding to the 
angular range -1.5° to 1.5°, and one for the outer angles from ±16° to ±3.5°. The values at ±2.5° 
are the crossover points and are compensated using the average value from the two equations. 
The complete relations are seen in Equation (22). The compensated Aq values are within 5.7 % 
± 6.1 % of the measured clean values, where 6.1 % represent one standard deviation. However, 
more experiments are needed to verify this correlation.  
 
 
 - - - End of paper reprint - - - 
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2.3.2 Motivation for dividing the beam into segments 
The division of the correction equation into three different angular ranges is only briefly 
mentioned in Paper 2, in the section Liquid interface layer. The division is motivated by an 
analysis of the OptoSurf beam profile, described in Paper 1 in the section BRDF and rBRDF 
comparison. The conclusion is that the beam shape corresponds to a superposition of three 
Gaussian functions, obtained by fitting to the scatter distribution from a smooth sample. The 
sample is a clean silicon wafer, which is almost atomically flat; hence, the obtained distribution 
is very close to a perfect reflection of the incident beam. The diameter of the three fits, given by 
their 1/e
2
 widths, suggests a narrow and intense center beam along with a wide and much 
weaker beam, see Figure 33 and Table 3. The fitted width of ~5° for the wide beam corresponds 
well with the transition angles of ±2.5° in Equation (22). The beam shape is expected to result 
from the lenses focusing the light from the LED. 
 
Figure 33: Plot of the Gaussian fits to the 
OptoSurf beam. The transition angles of ±2.5° 
are indicated by vertical dashed lines. 
 
 
 
 
 
 
 
 
Table 3: Parameters for the Gauss-
ian functions in Figure 33. The 
function form is: (𝑥) =
𝑎 exp (−
(𝑥−𝜇)2
(2𝜎)2
) . 
Fit a µ σ 1/e2 width 
1 0.29 0.20° 1.4° 5.6° 
2 0.056 0.020° 1.5° 6.1° 
3 6.2E-4 0.10° 5.5° 22° 
2.3.3 Validity of assumptions 
For the theoretical analysis of the interface layer, a few assumptions are applied to the layer. 
This section will evaluate how well they might be fulfilled in actual production environments, 
and the implications if they are not.  
2.3.3.1 Transmission 
The layer is assumed transparent for the probe wavelength, which it obviously has to be, at least 
partially. If typical metalworking fluids absorb in similar wavelength bands, the probe wave-
length can be chosen to optimize the transmission. 
2.3.3.2 Homogeneous liquid 
The layer is assumed completely homogeneous to ensure it does not contribute to the scattering 
of light. However, this might prove difficult to fulfill in real environments, as metalworking 
processes typically generate many particles. The simplest cleaning method would be to rinse the 
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sample thoroughly with clean working fluid, hereby avoiding an actual cleaning step and only 
use one liquid in the setup. However, most metalworking fluids are water based oil emulsions, 
with the oil phase dispersed as small droplets in the water, stabilized by various surfactants and 
solvents
[105]
. Such droplet emulsion does not constitute a homogeneous liquid, as the droplets 
will scatter the light. Depending on the ratio between droplet size and the probe wavelength, 
different physical effects govern the scattering process. If the size is much larger than the 
wavelength of the light, they are in the geometric regime where normal refraction and reflection 
occurs at the interfaces. Due to the large number of interfaces a typical ray interacts with, the 
light will be scattered into a broad range of angles, resulting in a milky appearance
[113]
. On the 
other hand, if the droplet size is much smaller than the wavelength, the scattering is dominated 
by Rayleigh scattering, where light scatters into both the forward and backward direction, 
though only a smaller fraction of the light is scattered, hereby providing a rather clear liquid
[113]
. 
Lastly, if the size is comparable to the wavelength, the scattering properties are governed by 
Mie scattering. Here the light is mainly scattered in the forward direction, with a scattering 
probability largely determined by the particle size
[113]
. This will most likely also result in an 
unclear and milky appearance. The three regimes are roughly categorized based on the particle 
size parameter:  𝑥 = 2𝜋𝑟/𝜆 , where r is the radius of the particle, and λ the wavelength of the 
light. The divisions between the three regimes are approximately: 
  𝑥 ≪ 1 ∶ Rayleigh scattering , 
    𝑥~1 ∶ Mie scattering , 
 𝑥 ≫ 1 ∶ Geometric scattering. 
(23) 
With droplet sizes typically in the range 0.1 µm – 2 µm[105], the scattering is described by Mie 
and geometric scattering. To be in the Rayleigh regime, where the liquid is still mostly clear, the 
droplet radius would have to be below 10 nm. Hence, the liquid has to be homogeneous and not 
contain emulsion droplets. 
2.3.3.3 Layer thickness 
The interface layer is assumed thin compared to the distance between sample and sensor, as this 
ensures minimal changes to the scattering angles. If the thickness becomes comparable to the 
distance between the sample and sensor, the reduced scattering angle inside the liquid, resulting 
from the larger refractive index, will generate a smaller horizontal displacement, see Figure 34. 
This causes the rays to hit the detector in another position, hereby providing a different scatter-
ing angle. 
 
Figure 34: Illustration of light scattering for two different film thicknesses. For a thin film (in 
dark blue) the scattered ray hits pixel number 4, while for a thick film (light blue) the same 
scattering ray will hit pixel number 5. 
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The actual film thickness was determined to approximately 300 µm, using a confocal micro-
scope (Sensofar PLu Neox, Sensofar Tech, Spain). In comparison to the 5 mm between sample 
and detector, this is considered a thin layer.  
2.3.3.4 Normal incidence 
The incident beam is assumed to be at normal incidence. The OptoSurf device already assumes 
this condition, and it is easily verified from the position of the specular peak in the scattering 
distribution. Hence, this assumption can always be expected to be fulfilled. 
2.3.4 Future work 
The reported findings are mainly intended as a preliminary study, where further investigations 
should be conducted to increasing the understanding of the setup. The observed intensity 
changes of the scattering distributions would be a good candidate for future research, as these 
are still unexplained. 
In the present study, the scattering distributions were only evaluated using the rather simple 
OptoSurf scatterometer. This instrument has little control over the setup parameters and data 
acquisition, and it is not completely clear if the exported data is raw or processed. For a detailed 
investigation of the scattering distributions, a more configurable setup with higher angular 
resolution would be beneficial. A setup similar to the laboratory scatterometer would probably 
be optimal. Unfortunately, this setup cannot be used for liquid films, as the samples have to be 
mounted vertically. Another parameters which would benefit from more control is the film 
thickness. In this study, the film thickness and scattering distributions are evaluated on different 
films. Being able to measure the thickness of the same film as the scattering distribution is 
measured on, will enable an analysis of thickness dependent effects, such as interference in the 
film. 
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Chapter 2.4  
Paper 3, Replication of surface rough-
ness 
The focus of the two previous papers was on methods for in-line (or in-machine) evaluation of 
roughness. Another problem for roughness evaluation is that the surface can often be difficult, 
or even impossible, to position in the instrument. The sample might be too large, too heavy, or 
the surface might not face outwards. In many cases, the solution is to form a molded replica of 
the surface and evaluate this instead
[114]
. Typically, a two-component polymer is applied to the 
surface where it solidifies while in contact with the structures. To ensure a good replication, the 
polymer must fill all micro- and nanostructures on the surface, and the structures not break or 
elongate when demolded. If the structures are not fully replicated, the replica might get a 
smoother surface than the original, resulting in an artificial low roughness that does not 
represent the original surface.  
Several factors influence the replication quality, and in this study, we investigate one factor, 
namely the lateral shrinkage of the replica during curing. The analysis is performed using the 
silicon-based polymer PDMS. It is important to know the shrinkage ratio, as the dimensions 
measured on the replica have to be corrected with this factor. Even though PDMS is widely 
used in academia
[115]
, a thorough investigation of the shrinkage ratios has not been published. 
Several smaller studies exist, but these only cover a small range of the curing temperatures and 
monomer ratios that are typically used. Furthermore, the studies often find different values, and 
as they do not present the associated uncertainties, it is difficult to draw any general conclu-
sions. Hence, the aim of this study is to investigate many combinations of curing temperatures 
and monomer ratios, and also provide the uncertainties on the final shrinkage ratios. 
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Title 
Accounting for PDMS Shrinkage when Replicating Structures 
Abstract 
Polydimethylsiloxane (PDMS) is a widely used material for fabrication of microfluidic devices 
and for replication of micro- and nanotextured surfaces. Shrinkage of PDMS in the fabrication 
process can lead to leaking devices and poor alignment of layers. However, corrections to the 
mold master are seldom applied to counteract the shrinkage of PDMS. Also, to perform 
metrological measurements using replica techniques one has to take the shrinkage into account. 
Thus we report a study of the shrinkage of PDMS with several different mixing ratios and 
curing temperatures. The shrinkage factor, with its associated uncertainty, for PDMS in the 
range 40 °C to 120 °C is provided. By applying this correction factor, it is possible to replicate 
structures with a standard uncertainty of less than 0.2 % in lateral dimensions using typical 
curing temperatures and PDMS mixing ratios in the range 1:6 to 1:20 (agent:base). 
Keywords 
PDMS, Polydimethylsiloxane, shrinkage, replica, replication, microfluidic 
Introduction 
In the research area of lab-on-a-chip systems, polydimethylsiloxane (PDMS) is a popular 
fabrication material for small scale production of fluidic systems
[116]
 and for replication of 
surfaces
[117]
. Some of the advantages of PDMS are: low cost compared to other materials
[118]
, 
chemical resistant to many solvents
[118]
, optically transparent down to near-UV
[119]
, and easy 
fabrication using commercial kits
[116]
.  
The fabrication of PDMS devices is done by replica molding. Here, a liquid PDMS mixture is 
prepared from two components, poured onto a previously fabricated mold, and cured while in 
the mold. The PDMS hereby replicates the surface structures of the mold, on both the micro and 
nano-scale
[114,116]
. PDMS is a thermosetting polymer, specified for curing at both room tempera-
ture and temperatures up to 150 °C
[120]
, though most lab-on-a-chip fabrication is performed in 
the range 60 °C – 80 °C[117,121–123]. However, it is well-known that PDMS shrinks compared to 
the mold dimensions, mainly due to curing of PDMS at elevated temperatures
[124,125]
. Unfortu-
nately, this temperature induced shrinkage is very seldom included in the design, even though it 
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might cause leakage from channels or bad alignment between layers. We attribute this issue to 
the lack of reliable values for the degree of contraction.  
Several studies have investigated the shrinking ratio and found a broad range of values ranging 
from 0.7 % at 80 °C to ~3 % at 60 °C
[121,124,126]
. In a study by Lee et al.
[127]
 the PDMS shrinkage 
has been investigated, but only in a narrow range of curing temperatures, and no measurement 
uncertainties are given. One group also had success with circumventing the shrinkage problem, 
by curing the PDMS while attached to a rigid substrate
[126]
. Unfortunately, this method compli-
cates the curing procedure and introduces an additional fabrication step, which is regrettable 
since the easy fabrication process is one of PDMS’s advantages.  
Besides the use of PDMS in microfluidic systems, PDMS replicas can also be used for nonde-
structive surface characterization, where a small surface area is replicated to e.g. allow imaging 
of objects which physically do not fit under the microscope
[114]
. In the area of surface metrology 
replications are typically made using replication kits, based on a two component polymer which 
is mixed in the spout while applying the polymer
[128,129]
. According to one manufacturer, their 
polymer is optimized to produce high resolution replicas (down to 0.1 µm) with only negligible 
shrinkage (the value is not stated)
[128]
. Hence, these commercial replica kits are not well suited 
for replication of nanoscale structures. For such small structures, PDMS replicas are preferred 
since these has been demonstrated to replicate down to 10 nm wide lines
[130]
, and even smaller 
features in combination with hard-PDMS
[117,131]
. However, to perform metrological measure-
ments of surface structures, the non-negligible shrinkage of PDMS has to be taken into account. 
In this paper, the influence of curing temperature and mixing ratio to the shrinkage of PDMS is 
investigated. Compared to previous studies
[127]
, a broader range of variations are investigated, 
with the range of curing temperatures spanning from 8 °C to 120 °C, and several mixing ratios 
are used. We estimate a correction factor for adjusting the master’s dimensions to account for 
shrinkage in relation to the curing conditions. The master structures used for the replications are 
two 2D checkerboard gratings, classified as transfer standards for use in metrological measure-
ments. 
Experimental methods 
Master structure 
For the masters, two 2D checkerboard silicon gratings (manufactured by Ibsen Photonics, 
Denmark) with a nominal pitch of 3000 nm and 10000 nm was used. The surface of the gratings 
is covered with chromium and platinum, which ensure an easy release of the cured PDMS. The 
patterned area covers an area of 2.5 mm ⨯ 2.5 mm positioned in the center of a silicon chip of 7 
mm ⨯ 5 mm ⨯ 0.5 mm (width, length, height). The nominal depth of the structures is 100 nm. 
Their periods in the x- and y-direction have been measured to (3001.1 ± 1.5) nm ⨯ (3001.9 ± 
1.5) nm and (10.002 ± 0.005) µm ⨯ (10.008 ± 0.005) µm, where the values after ± indicate the 
standard uncertainties given at the 68 % confidence level (k=1). The periods were determined 
by traceable diffraction measurements
[132]
, hereby certifying the gratings as metrological 
transfer standards. 
Chapter 2.4 
Paper 3, Replication of surface roughness 
    61 
 
Figure 35: The transfer standard used as a master. a) AFM image of the 3 µm master, showing 
the 2D checkerboard grating. b) Photograph showing a master grating positioned on a finger. 
Fabrication of PDMS replica 
The PDMS was prepared from a Sylgard 184 silicone elastomer kit (Dow Corning, USA), 
which consist of two components: a base (Part A) and a curing agent (Part B). These were 
mixed in weight ratios of 1:6, 1:10 and 1:20 (curing agent:base). The two components were 
thoroughly mixed, put under vacuum for a few minutes, and stored for at least 30 min to remove 
air bubbles. The two mold masters were placed in a container and gently covered with the liquid 
PDMS mixture, to prevent trapping of air pockets. After curing, the PDMS replicas were 
trimmed with a pair of scissors to fit under the microscope.  
For curing at elevated temperature, the container was placed on a hotplate (VWR VHP-C4, 
VWR, US-PA), preheated to the desired temperature. The total height of container, mold, and 
PDMS layer was approximately 5 mm, which is thin enough to safely assume a constant 
temperature for the entire volume of PDMS. For the room temperature curing, the container was 
put on a desk in a temperature monitored room. For lower temperatures, the container was put 
in a refrigerator set to the specified temperature. For a complete list of all curing conditions, see 
Table 4. The curing times were selected such that it was guaranteed the PDMS was completely 
hardened
[120]
. The mold was cooled to room temperature before the master and PDMS were 
split. The final PDMS replicas were approximately 3 mm thick. Relevant as the thickness may 
slightly influence the shrinkage
[127]
.  
Mixture 
Temperature 
1:6 1:10 1:20 
8 °C  12 days  
21 °C 65 hours 60 hours 60 hours 
40 °C  16 hours  
60 °C  4 hours 9 hours 
70 °C  3 hours  
80 °C 2 hours 2 hours  
100 °C 70 min 80 min 130 min 
120 °C 30 min 40 min 80 min 
Table 4: Overview of the curing times associated with each curing temperature and mixing ratio 
(curing agent:base). At least two replicas were fabricated for each set of conditions, one with a 
3 μm pitch and one with a 10 μm pitch. 
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Shrinkage measurements 
Shrinkage of the PDMS replicas were investigated using a confocal microscope (Sensofar PLu 
neox, Sensofar-Tech, Spain) equipped with a 50x objective (N.A. 0.80). For each replica a 3D 
surface profile in the center of the grid was acquired by a z-stack, and covering an area of 255 
μm x 191 μm. A typical topographic image is shown in Figure 37 for a PDMS replica of the 10 
µm grating. The master is shown in Figure 35 and as the grating has 50 % filling factor, it is 
difficult to distinguish the master and the inverse replica. The height was extracted from the 
confocal imaging and used to correct for an overall tilt of the sample, which is not possible by 
conventional imaging. To correct for tilt of the samples, the images were initially flattened 
using a first order plane correction. However, this correction projects the lateral length scales 
down on to the plane without any correction, see Figure 36. Thus one has to correct the length 
scales with a factor of 1/cos(θx) and 1/cos(θy)  for the x- and y-scale, respectively. 
  
Figure 36: Illustration of how flattening of a tilted sample requires scaling of the image width 
and height, due to how the flattening projects each pixel onto the x,y-plane. This illustration 
only shows the effect on the x-axis. 
The measurements where performed in a temperature monitored room at 23 °C. The dimensions 
of the master structures were determined using the same microscope, under the same conditions, 
also in the center of the grid. The replicas and masters were always positioned with the same 
orientation in relation to the objective, within a few degrees. The replica dimensions were then 
compared relative to the master dimensions, hereby ensuring that any systematic errors, e.g. 
from aberrations in the optics, affected the measurements identically. An average unit cell of the 
entire grid was estimated using the Fast Fourier Transform (FFT) of the image. The pitch along 
both directions of the grid is then found directly from the length of the unit vectors spanning the 
unit cell. To validate the quality of the estimate, the unit cell is replicated over the entire image, 
and the deviations between this unit cell grid and the actual image determined, see Figure 38. 
The analysis was done using the image processing software SPIP (SPIP 6.2.7, Image Metrology, 
Denmark). The percentage-wise shrinkage was determined as: 𝑟shrinkage = −
𝑙replica−𝑙master
𝑙master
∙
100 %. 
Chapter 2.4 
Paper 3, Replication of surface roughness 
    63 
  
Figure 37: Confocal microscopy imaging. a) Typical 3D surface profile of PDMS replica, illus-
trating the periodic grid on the master. Illustrated with white arrows, are the unit-vectors (a̅ and 
b̅) which spans the unit cell of the grid. b) Line profile along blue line in a. The distance indi-
cated in the profile is √2 times the period, due to the orientation of the unit vectors.  
 
Figure 38: Graphical output from unit cell analysis. a) 2D Fourier transform of the image with 
two white arrows indicating the unit vectors in Fourier space. b) Confocal image of a 10 µm 
sample overlaid with a white grid showing the unit cells determined from the Fourier transform. 
c) The error between the estimated unit cell and the structures. 
Results and discussion 
Reproducibility 
The reproducibility of the replication process was investigated by repeating the same molding 
several times, see Figure 39. Both the 3 µm and 10 µm master grating were replicated 8 times 
with PDMS 1:10 at a curing temperature of 80 °C. The shrinkage compared to the master was 
measured in both x- and y-direction for each replica, yielding a total of 32 measurements. The 
mean relative shrinkage are found to (1.94 ± 0.05) % and (1.91 ± 0.08) % for the 3 µm and 10 
µm grating, respectively, where the values after ± indicate in these cases the spread of the 
measurement data, which is the standard deviation (SD). The larger value of the SD for the 10 
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µm grating can be attributed to the lower number of grating periods within the field of view of 
the microscope compared to the 3 µm grating. The mean relative shrinkage for all replicas of the 
two masters is found to (1.92 ± 0.07) %. Their SD will be used as an estimate for the standard 
uncertainty of the reproducibility.  
 
 
Figure 39: Reproducibility of PDMS replication when molded under identical conditions. Two 
masters, 3 µm and 10 µm, were replicated 8 times with 1:10 PDMS at 80 °C for 2 hours. The 
mean value of all 16 replicas is 1.92 % with a standard deviation of 0.07 %. 
Shrinkage 
The shrinkage of PDMS replicas prepared as described in Table 4 was investigated using the 
unit cell analysis presented in the Experimental methods section. The results are shown in 
Figure 40, with the percent-wise shrinkage for all the replicas as a function of the curing 
temperature. The shrinkage here is identical to a negative expansion. Each point is an average 
over at least four measurements, comprised of two values from both of the 3 µm and 10 µm 
masters, one along each direction of the grid. The y-errorbars indicate the standard error of the 
mean (SEM) and the x-errorbars are the estimated temperature uncertainties. The SEM is found 
by combining the standard deviation (SD) of the four measurements and the uncertainty found 
from the reproducibility experiment, see Figure 39. The uncertainty on the reproducibility 
accounts for the fact that the replicas were molded in pairs of two, and thus not completely 
independent experiments. The x-errorbars are the standard uncertainty estimated from tempera-
ture stabilities of ±5 °C on the hotplate, ±2 °C in the refrigerator, and ±1 °C related to at the 
room temperature. All temperature uncertainties are assumed to follow a rectangular distribu-
tion
[83]
.  
The data from 40 °C to 120 °C is fitted with a first order polynomial,  = 𝛼𝑇 + 𝛽 , using 
weighted least squares. The fitting parameters are found to: α = 0.0180 °C-1, and β = 0.46, with 
the standard uncertainties 𝑢(𝛼)  = 0.0015 °C-1 and 𝑢(𝛽) = 0.13. 
The combined standard uncertainty of the fit is indicated with dotted lines in Figure 40, and 
estimated using the equation:  
 
𝑢(𝑦) = √(𝑇 ⋅ 𝑢(𝛼))2 + (𝛼 ⋅ 𝑢(𝑇))2 + (𝑢(𝛽))2    , (24) 
where 𝑢(𝛼) and 𝑢(𝛽) are the standard uncertainties of the fitting parameters, and T is the curing 
temperature with its associated standard uncertainty 𝑢(𝑇). 
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Figure 40: Shrinkage of PDMS after curing under the conditions specified in Table 4. A posi-
tive shrinkage corresponds to a negative expansion, thus PDMS replicas cured above room 
temperature are smaller than the master. The equation of the linear fit is: 𝑦 = 0.0180 ∙ 𝑇 +
0.46 , with an standard uncertainty indicated by the dotted lines, ranging from ±0.15 to ±0.22. 
Each data point is an average of between four and sixteen measurements, with errorbars indicat-
ing the standard error on the mean.  
 Shrinkage [%]  
Curing temperature 1:6 1:10 1:20 Lee & Lee shrinkage 
8 °C  -0.75 ± 0.14   
21 °C -0.03 ± 0.04 -0.13 ± 0.05 -0.16 ± 0.07  
40 °C  1.07 ± 0.05   
60 °C  1.67 ± 0.06 1.44 ± 0.05 1.06 (PDMS 1:9) 
70 °C  1.73 ± 0.04   
80 °C 2.05 ± 0.04 1.92 ± 0.03  
1.52 (PDMS 1:9), 
1.46 (PDMS 1:6) 
100 °C 2.38 ± 0.03 2.28 ± 0.04 2.23 ± 0.04 1.94 (PDMS 1:9) 
120 °C 2.75 ± 0.03 2.70 ± 0.05 2.45 ± 0.08  
Table 5: List of the determined shrinkage for each set of curing conditions, including a compar-
ison with the ones obtained by Lee and Lee
[127]
. Note the slightly different ratios for their 
PDMS. The values after ± indicate the standard error on the mean. 
Figure 40 reveal a correlation between curing temperature and shrinkage ratio, with shrinkage 
ratios of around 2 % in the typical temperature range of 60 °C – 80 °C. All the ratios in this 
study are larger than the ones obtained by Lee and Lee
[127]
, see Table 5. This difference can be 
explained by the thickness of the PDMS layer, which differs from approximately 5 mm in this 
study to only around 1 mm in the study by Lee and Lee. The difference in observed shrinkage 
could also be caused by the smaller length scale investigated in this study, although one would 
expect the shrinkage to be uniform over length scales.   
Shrinking of the PDMS during curing arises mainly due to thermal contraction of the PDMS 
after curing, but polymer may also experience density changes during the curing step due to 
reconfiguration of the monomers
[133]
. Dow Corning provides a linear coefficient of thermal 
expansion (CTE) for cured PDMS of 310E-6 °C
-1
, although without any specifications of 
uncertainty level or temperature range
[120]
. Since this value is only valid for cured PDMS, it 
cannot be used for correction when molding but only to determine the expansion of a PDMS 
device when heated or cooled during experiments. The slope, α, of the fit corresponds to the 
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CTE for the curing process. However, the offset, β, cannot directly be explained. As seen from 
the figure, the shrinkage is also not linear over the entire temperature range, which could be due 
to a phase change or similar, although it does not match the glass transition temperature of 
PDMS, which is –125 °C[134]. Nevertheless, since the vast majority of PDMS is cured in the 
range around 60 °C – 80 °C, the focus should be on this range.  
One of the goals of this study is to provide a correction equation for scaling of dimensions when 
molding in PDMS. For this reason, a linear fit is only performed in the range 40 °C – 120 °C, 
which thoroughly encompasses the essential range. Focusing solely on this range, will make the 
correction less general, but instead provide a better estimate of the shrinkage for majority of 
users. 
Since no significant correlation is found for the shrinkage depending on the mixing ratios, the 
linear fit is applicable for all three mixing ratios. Thermal expansion of the mold masters have 
been neglected in the analysis, as these are made of silicon which has a CTE of  3.0∙10-6 °C-
1[135]
, around 100 times smaller than the table value of PDMS. The analysis further assumes that 
the PDMS device is used at near room temperature, here defined as 23 °C. 
Since the shrinkage is seen to depend significantly on the curing temperature, this effect is 
important to consider when making microfluidic devices in PDMS. To ensure reproducible 
molding of devices, the PDMS should always be cured at the same temperature, and e.g. not 
raised to speed up the curing process. If the design feature dimensions with small tolerances, the 
PDMS shrinking should be considered and compensated for when designing the mold master. 
To correct the design dimensions of a master for PDMS molding, one can use: 
 
𝑙corrected = 𝑙original ∙ (1 + 𝑦(𝑇cure)) = 𝑙original ∙ (1 + 0.0180 ⋅ 𝑇cure + 0.46)    , (25) 
where loriginal is the original dimension, lcorrected is the dimension corrected for shrinkage of PDMS 
when cured at the temperature Tcure. Based on the presented experiments, the formula is at a 
minimum valid for microscale dimensions in the range 3 µm – 10 µm, at curing temperatures 
from 40 °C to 120 °C. 
If redesigning the PDMS mold is not possible, one can instead decide on a tolerable level of 
shrinkage, and then use the shrinkage values presented in Figure 40 and Table 5 to determine an 
appropriate curing temperature which satisfy this tolerance. Also, if the device is to be used at 
elevated temperatures, the expansion at these temperatures should be considered. It should also 
be noted, that when choosing a curing temperature one should also consider the effect on the 
mechanical properties of PDMS, as parameters such as Young’s Modulus and tensile strength 
have been shown to depend on the curing temperature
[136]
.  
Conclusion 
The shrinkage of PDMS is important for both fabrication of devices and for metrological 
measurements. The shrinkage has been studied in the range from 8 °C to 120 °C by replication 
of 2D gratings with periods of 3 µm and 10 µm. To avoid shrinkage, the curing can take place at 
room temperature. However, this will increase the curing time from around an hour to more 
than two days. Instead the curing can be performed at an elevated temperature and then 
corrected for the shrinkage. For temperatures ranging from 40 °C to 120 °C, we have found that 
the shrinkage can be described by a first order polynomial,  𝑦 = 𝛼𝑥 + 𝛽, where α = 0.0180 °C-1, 
and β = 0.46 with associated standard uncertainties of 𝑢(𝛼)  = 0.0015 °C-1 and 𝑢(𝛽) = 0.13. By 
using this correction factor, the standard uncertainty on the dimensions due to shrinkage will be 
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less than 0.2 % at typical curing temperatures. Also when fabricating microfluidic devices, one 
should take shrinkage into account when designing the master structure. 
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2.4.2 Thickness dependency 
The comparison with Lee and Lee
[127]
 reveals that our shrinkage ratios are consistently below 
theirs. In the paper, this is attributed to the differences in thickness of the PDMS replicas, with 
theirs being between 1.2 mm and 2.4 mm while ours are around 5 mm. In this paragraph, we 
expand on the possible thickness dependency.  
Lee and Lee investigated the influence of several variables, namely: monomer ratio, curing 
temperature, and replica thickness, but only include a few samples for each parameter. They 
only comment on the variations with curing temperature; but based on the published shrinkage 
ratios, we can perform an analysis of the correlation with the two other variables. The difference 
in monomer ratio does not seem to have a significant effect, in agreement with our study. On the 
other hand, the replica thicknesses and shrinkage ratio does appear to correlate, as shown from 
Figure 41. The figure shows an indication of a linear correlation between the two parameters, 
although it is not possible to state a definite conclusion with this few data points. Such correla-
tion could potentially explain some of the difference between the reported values, which range 
from 0.7 % to ~3 %
[121,124,126]
. However, a more detailed study is definitely needed. This would 
be an interesting study, as PDMS is used for molding components with thicknesses ranging 
from a few micrometers to centimeters
[137,138]
. 
 
Figure 41: Shrinkage ratio of PDMS replicas as a function of the replica thickness. The data is 
combined from
[127]
 and the presented paper. Error bars indicate the standard error of the mean. 
2.4.3 Outlook 
2.4.3.1 Other materials 
PDMS is a well-studied material due to its wide use in academia
[115]
. Unfortunately, the long 
curing time of several hours renders it less suitable for industrial replications, especially if the 
master cannot be heated. For these cases, commercially available replication kits are often better 
suited. Two of such possibilities are the RepliSet kit from Struers
[128]
 and AccuTrans from 
Coltene
[129]
. Both are two-component polymers where the base and curing agent are mixed in a 
syringe immediately before application, and the curing time is only in the order of minutes. 
Another advantage is that they are designed to reduce uncertainties from thermal expansions, 
with curing at room temperature and the polymer having negligible thermal expansion
[128]
. On 
the other hand, the polymers in these kits often have high viscosities (thick flowing), hence 
requiring an external force to penetrate fully into surface structures and provide a good replica-
tion. This might influence the reproducibility uncertainty, and it could prove difficult to force 
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the polymer into nanostructures. Hence, a thorough analysis of the replication fidelity and 
reproducibility is needed before using such kits. 
2.4.3.2 Other structures 
The paper only analyzes the replication of rather artificial structures, namely the metrological 
transfer standards with well-defined square pillars arranged in a 2D grating. These structures are 
mainly useful models for resembling molding of microfluidic structures, but to validate the 
replication fidelity of surfaces roughness, a study with random roughness patterns would be 
interesting. Such study could be done by evaluating the 3D surface profile on both master and 
replica, e.g. with AFM or confocal microscopy. However, it is often difficult to locate the exact 
same areas, as these high-resolution microscopes have small fields of view. One would also 
have to consider the inverted tip convolution for the original and replica. 
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  Part 3
COLOR SCATTEROMETRY 
As mentioned in the introduction, a future commercialization of nanostructured products 
requires new types of characterization instruments, which can provide automated and high-
speed quality control for the high volume fabrication methods employed. Part 3 investigates the 
use of fixed-angle scatterometry for characterization of micro- and nanoscale gratings, as these 
gratings can be added to a design and work as quality control indicators.  
This part is based on a paper presenting this method, reprinted in Chapter 3.2. Preceding the 
paper is a more comprehensive introduction, and it is followed by a more detailed presentation 
of the experimental setup and the simulations. 
Short summary of the paper: 
Paper 4: The paper presents a new characterization method for periodic nanostructures, based on 
spectroscopic scatterometry. The method works by analyzing the color of the structures, 
obtained with a color camera. It is tested on polymer line gratings, and is shown to provide 
uncertainties not significantly larger than more advanced imaging scatterometers. The acquired 
images comprise a surface area of several mm
2
, which enables an evaluation of the grating 
dimensions for many small regions independently.  
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Chapter 3.1  
Introduction 
3.1.1 Scatterometry 
Where the angular scatterometry in Part 2 was used for characterization of random roughness 
features, the scatterometry techniques in Part 3 concerns the evaluation of well-defined periodic 
structures. The structures are all on the same length scale as the visible light, and the scattering 
caused by diffraction. The most obvious example of diffraction is the pattern of periodic dots, 
resulting from a laser and a binary grating, described by the well-known diffraction grating 
equation
[36]
: 
 𝑚𝜆 = 𝑑(sin 𝜃𝑚 + sin 𝜃𝑖)   , (26) 
where 𝑚 is the diffraction order, 𝜆 the wavelength of the light, 𝑑 the grating period, 𝜃𝑚  the 
diffraction angle of the m’th order, and𝜃𝑖 the incident angle. 
The concept of evaluating the position of the diffraction orders is called angular scatterometry 
and is well suited for determining the grating period
[139]
. The setup is conceptually identical to 
the setup used in Part 2, only the data analysis differs. The power of scatterometry is the 
possibility to determine several parameters, such as the structure height, sidewall slope, and 
corner roundness
[140]
. The concept is identical to measuring the diffraction angles and determine 
the grating period from Equation (26), but scatterometry often relies on more advanced methods 
for calculating the theoretical diffraction pattern. Typically, numerical simulations are used, 
which can include more parameters for defining the grating profile, and provides more variables 
to measure
[140]
. The term diffraction efficiency covers the efficiency of both reflected and 
transmitted orders; however, as this report only considers non-transparent samples, the term 
reflection efficiency is often used interchangeably with diffraction efficiency. 
When including many structural parameters in the simulations, they often take many hours to 
perform and are often performed before the actual measurement, using the expected grating 
dimensions as a-prior information. The measured reflection efficiencies are then fitted to the 
previously generated simulation database, and the grating dimensions determined from the best 
matching simulation, typically defined as the minimum chi-square value. To obtain good fitting 
confidence many efficiency values need to be determined, for example by evaluating several 
diffraction orders or by varying the incident angle
[140]
. This study focuses on spectroscopic 
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scatterometry, where the reflection efficiencies are evaluated for a range of wavelengths, but the 
incident and detection angles fixed to evaluate only the specular reflection
[140]
.  
The advantages of scatterometry are that it is a non-destructive optical technique, and it can 
evaluate grating features far below the diffraction limit
[140]
. Compared to scanning probe 
microscopy, it is significantly faster as the evaluation of one sample typically takes below one 
second
[140]
. Scanning probe methods such as AFM and SEM often have better resolutions on 
some axis, but generally, cannot evaluate the same range of dimensions as scatterometry
[140]
. A 
drawback of scatterometry is the generation of the simulation database, where the refractive 
index along with the approximate grating dimensions must be known a-prior. For this reason, 
scatterometry cannot be used to evaluate unknown samples. Scatterometry can also provide 
misleading results, as it only provides the global minimum with-in the simulation database. If 
the actual structures deviate significantly from the expectations, the best fit might be unreliable. 
Though this problem should be indicated by a noticeably high chi-square value; however, it is 
also possible that two very different structures can provide similar reflections efficiencies.  
Currently, scatterometry is mainly used for quality control in semiconductor processes, in 
combination with critical dimension SEM (CD-SEM)
[140–143]
. Compared to normal SEM 
instruments, CD-SEM instruments are typically more stable and better calibrated, to provide 
sub-nanometer measurement uncertainties
[144]
. Where scatterometry can evaluate the full 3D 
profile of the structures, CD-SEM is best suited for evaluating planar dimensions from top-
down images, although this gap is being closed by tilted CD-SEM
[142]
. A future potential of 
scatterometry is for in-situ measurements and end-point detection, where the structures formed 
by an etch process can be evaluated in real time
[145]
. This is similar to the current use of 
ellipsometry for in-situ monitoring of thin film processes
[146]
. Other optical methods similar to 
scatterometry are ellipsometry
[147]
 and Mueller polarimetry
[148]
. These methods are conceptually 
similar, by determining structural parameters from the correlation between theoretical and 
measured light interactions. The difference is that ellipsometry and Mueller polarimetry mainly 
focus on the polarization changes of the light for determining the refractive index and film 
thicknesses, while scatterometry evaluates the intensity changes and focuses on 3D 
structures
[140,142]
. 
3.1.2 Color perception 
In principle, only three things are needed to evaluate a color: a light source, an object, and an 
observer, nevertheless, human perception of colors is a complicated process
[149]
. The light 
source and object are fully described by the emission spectrum and the reflection spectrum. The 
complex part is the observer, as human color interpretation is not a direct function of the 
received spectra. The basis of human color vision the light interacting with three cone receptors 
positioned in the retina on the inside of the human eye
[149]
. Even though the spectral sensitivities 
of the cones has been determined
[150]
, the later post-processing performed by the brain can make 
identical spectra appear different, depending on factors such as the light intensity, previous 
stimuli, color of surrounding objects, and the object size
[149]
. Due to many of these effects not 
being well understood, the evaluation of human color vision is based on a set of well-defined 
setups, defined by the International Commission on Illumination (abbreviated CIE from its 
French name). These definitions comprise a set of standard illuminants and standard observers, 
the main ones being the CIE Standard Illuminant D65 that resembles the daylight spectrum at 
noon, and the CIE 1931 2° Standard Observer that is the empirically determined response of a 
set of test persons under specific viewing conditions
[149]
. The 2° refers to the visual angle and 
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corresponds to a circular area of 1.8 cm in diameter with a viewing distance of 50 cm. The 
observed color is then calculated as
[149]
: 
 
𝑋 = 𝑘 ∑ 𝑆(𝜆𝑖)𝑅(𝜆𝑖)?̅?(𝜆𝑖)Δ𝜆
𝑁
𝑖=1
 
𝑌 = 𝑘 ∑ 𝑆(𝜆𝑖)𝑅(𝜆𝑖)?̅?(𝜆𝑖)Δ𝜆
𝑁
𝑖=1
 
𝑍 = 𝑘 ∑ 𝑆(𝜆𝑖)𝑅(𝜆𝑖)𝑧̅(𝜆𝑖)Δ𝜆
𝑁
𝑖=1
    , 
(27) 
where X, Y, and Z are the color coordinates in XYZ space, k is a normalization constant, 𝑆(𝜆𝑖) is 
the light source spectrum, 𝑅(𝜆𝑖) is the reflectance of the object, Δ𝜆 is the wavelength interval, 
and ?̅?, ?̅?, 𝑧̅ are the color matching functions of the CIE 1931 2° Standard Observer, see Figure 
42. 
 
Figure 42: Color matching functions of the CIE 1931 2° Standard Observer. Data obtained 
from
[151]
. 
The XYZ color space is one of the standardized coordinate systems for describing colors. Other 
systems include the L
*
a
*
b
*
 and sRGB spaces. The XYZ space is important due to the correlation 
with the standard observers, described by Equation (26). L
*
a
*
b
*
 is a non-linear conversion of the 
XYZ values, to provide a more perceptual uniform color space
[149]
. The asterisks are used to 
distinguish it from the original “Hunter Lab” space, but in this thesis, it will be referred to as 
“Lab”. In Lab space, the colors are described by the lightness (L) ranging from a value of 0 for 
completely dark to a value of 1 for perfect white, and the actual color defined on a red-green 
axis (a) and a yellow-blue axis (b). An important property is that the color values are device 
independent; hence, this space is often used for color-critical applications, e.g. when transfering 
image data from one device to another. The Lab space is also used for calculating color 
differences, either given by the Euclidian distance or by the CIEDE2000 formula, which 
corrects for the space not being completely perceptual uniform
[152]
. The sRGB space was 
designed by HP and Microsoft in 1995 to provide a standardized color space optimized for 
computer monitors
[153]
. It is now considered the default color space for computer graphics
[154]
 
and officially standardized by the International Electrotechnical Commission (IEC)
[155]
. A 
conversion to the sRGB space is needed when a color has to be displayed on a screen.  
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Besides the mathematical descriptions with coordinate systems, colors are often described with 
words, although the terminology is not strictly defined
[149]
. Generally, three quantities describe a 
color: hue, lightness, and saturation, with the following terminology used throughout this thesis. 
The hue is the basic color such as blue or red, and can be thought of as corresponding to the 
color of a single wavelength. Altering the lightness of a given hue, tones the color to lighter or 
darker shades. The saturation describes how vibrant or colorful the color is. A low saturation 
corresponds to the gray nuances, while highly saturated colors are vivid and intense.  
The previous was a short introduction to human color perception, for in-depth descriptions we 
refer to the books by Georg Klein
[149]
 and Robert W. G. Hunt
[154]
. However, since this thesis 
employs a camera for all color characterization, things are a little different. The color calcula-
tion is identical to Equation (27), and similar to the post-processing performed by the human 
brain, modern cameras typically apply a significant amount of image correction algorithms
[156]
. 
Fortunately, with cameras, it is possible to extract the raw RGB values of each pixel, before any 
post-processing, and these values correlate linearly with the received spectrum. This type of 
unmodified images is called RAW images and is intended for (semi)professional photographers 
that prefer to optimize the post-processing algorithm manually.  
3.1.3 Simulation of reflection efficiencies 
As previously mentioned, scatterometry relies on a previously generated database of simulated 
reflection efficiencies. The calculations are performed with a numerical solver, and typically last 
several hours, depending on the size of the database. The size is determined by the number of 
varied grating parameters, together with the range and step size of each. The step sizes are 
determined from the change in reflection efficiency with that parameter, while the range is 
based on the certainty on the a-prior expected values. The simulation time is proportional to the 
power of the number of parameters since all combinations of all parameters are simulated. As 
each grating can be solved independent, the computation is well suited for parallel computing. 
Different numerical solvers exist, and they vary with respect to accuracy and computational 
speed
[157]
. The most widely used method for scatterometry is rigorous coupled wave analysis 
(RCWA)
[140]
, while other methods include the finite element method (FEM) and the finite-
difference time-domain (FDTD). In RCWA, the structure is divided into three regions: an 
infinite substrate below the grating, the grating region, and an infinite superstrate above the 
grating. The grating itself is defined as a stack of horizontal layers, resulting in a staircase 
approximation of slanted sidewalls. For each layer, Maxwell’s equations are solved with the 
boundary conditions of continuous parallel electromagnetic fields and continuous perpendicular 
electromagnetic flux densities
[2,158]
. The simulation output is the reflection and transmission 
efficiencies of each diffraction order. In FEM the grating, substrate, and superstrate are all 
defined by a mesh of small finite elements, typically triangles for 2D and tetrahedrals for 3D 
simulations. In FEM the real physical problem described by partial differential equations is 
approximated with numerical model equations that can be solved numerically for each node in 
the mesh
[157]
. The greater flexibility in meshing averts the staircase approximation in RCWA. 
FEM is a more versatile technique than RCWA and provides more output information than 
simply the reflection efficiencies
[157]
. However, it also requires longer simulation times. FDTD 
uses finite differences in both the spatial and time domain to approximate the derivatives in 
Maxwell’s equation. Similar to FEM, FDTD can also model arbitrarily shaped structures, 
however, it is more demanding on the computational resources
[157]
. RCWA will be used for all 
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simulation in this thesis, as it is fully adequate for describing the employed gratings, and it has a 
high computational efficiency.  
3.1.3.1 RCWA simulations 
RCWA originates back to the 60’s but has continuously been improved through the years. For a 
review of the major breakthroughs, see Section 3.2 in Madsen & Hansen
[140]
 and Chapter VI in 
Nevière and Popov
[159]
. In this work, the commercially available RCWA package “GD-Calc” 
(KJ Innovation, CA-USA) is used. This implementation is based on a generalized variant of 
RCWA, where the electromagnetic fields and the permittivity of each horizontal slab are 
described in terms of Fourier series, and the propagation of Fourier coefficients through the 
slabs determined by a set of differential equations
[158]
. It applies a variant of the scattering 
matrix approach
[160], where each slab is treated as a “black box”, described by the amplitudes of 
the reflected and transmitted field
[158]
. The structures are defined by dividing each horizontal 
slab into parallel lines, and each line designated a permittivity to specify whether it belongs to 
the grating or the superstrate. Slanted sidewalls are imitated by increasingly narrower lines 
towards the top layer. For bi-periodic gratings, the lines can be further divided into blocks
[158]
. 
The incident field is defined from the vacuum wavelength and the propagation direction defined 
by the polar (θ) and the azimuthal angles (φ) in a spherical coordinate system. For an illustration 
of a typical line grating with a staircase approximation of slanted sidewalls, see Figure 43.  
 
Figure 43: Typical line grating setup in an RCWA simulation. Sidewall slopes () are 
approximated by a staircase arrangement of five horizontal slabs. The three full periods are only 
shown for visual purposes, for simulations the unit cell is a single period (p). 
The simulation output is the reflection and transmission coefficients of the electric field for each 
diffraction order, along with the propagation vectors of each order
[161]
. Four coefficients are 
provided for the reflection and transmission of each order, corresponding to the reflection 
matrix (𝐫sample): 
 𝐄reflected = 𝐫sample𝐄incident     ⇔ 
[
𝐸reflected, s
𝐸reflected, p
] = [
𝑟𝑠→𝑠 𝑟𝑝→𝑠
𝑟𝑠→𝑝 𝑟𝑝→𝑝
] [
𝐸incident, s
𝐸incident, p
]    , 
(28) 
where Ei are the reflected and incident intensity for s- and p-polarization, and ri are the complex 
reflection coefficients for each polarization. The subscript j→k means incident j polarization 
reflected as k polarization. The intensity reflection efficiencies are determined as: 𝑅𝑖 = |𝑟𝑖|
2, 
and the light intensity as: 𝐼𝑖 = (𝐄𝑖
∗)T𝐄𝑖 = |𝐸𝑖,𝑠|
2
+ |𝐸𝑖,𝑝|
2
, where * denotes the complex 
conjugate, T the matrix transpose, and |x| the modulus. 
Typically when evaluating surface reflections, only the diagonal terms of r are considered, since 
for all isotropic materials (and anisotropic materials at normal incidence) the off-diagonal terms 
with polarization conversion vanish. For the presented color scatterometry setup, the off-
diagonal terms are essential, as these are found to provide stronger color variations in relation to 
the grating dimensions. For a typical simulation output of reflection efficiencies, see Figure 44. 
The RCWA simulation setup will be described in more detail in Section 3.4.1. 
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Figure 44: Typical RCWA simulation output. Showing the reflection efficiencies, 𝑅𝑠→𝑠 in a) 
and 𝑅𝑝→𝑠 in b), for the grating presented in Figure 43 under normal incidence and linear polari-
zation rotated 45° with respect to the grating vector. Only two of the matrix components are 
shown, as the other two have identical values. 
3.1.4 State of the art 
Scatterometry is a well-known method for determining subwavelength structures using visible 
light. The research is mainly focused on characterization of structures in the semiconductor 
industry
[143,162–164]
, and several of the large companies within semiconductor metrology are 
developing scatterometers for process control applications, e.g. ASML
[165]
, IBM
[166]
, and KLA-
Tencor
[167]
.  It is mainly focused on high accuracies
[163]
 and the determination of many grating 
parameters
[168]
. 
The advantages of scatterometry are that it is non-destructive, and it can evaluate sub-
wavelength features, meaning that visible light can be used to resolve feature sizes an uncertain-
ty of a few nanometers
[169]
. An abundance of methods similar to scatterometry exists, all 
utilizing the changes to intensity/polarization/phase of light after interacting with the sample, 
and a theoretical model that links the structure dimensions with these properties. Besides the 
range of scatterometry techniques mentioned in
[140]
, other examples are: scatterfield 
microscopy
[170,171]
, ellipsometry
[148]
 and  Fourier scatterometry
[172–174]
.  
The use of colors for structural characterization is largely unexplored and has mainly been 
applied to simple structures such as thin films. For a single thin film, it is well-known that the 
thickness can be evaluated from the reflected color
[175,176]
. By using a setup with well-defined 
viewing conditions, it has been shown that humans can determine the thickness of titanium 
dioxide thin films on fused silica with an accuracy of only a few nanometers
[177]
. The same 
concept has been automatized, using a standard flatbed scanner for obtaining the colors
[178]
. A 
similar application, aimed at identifying single and few-layer graphene flakes, has also been 
developed based on colors obtained by optical microscopy
[179,180]
. Besides thin film characteriza-
tion, the human color vision has also been applied for characterization of fused silica gratings 
from the transmitted colors
[181]
, though with uncertainties significantly larger than obtained for 
thin films
[177]
. 
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Title 
Spatial characterization of nanotextured surfaces by visual color imaging 
Abstract 
We present a method for characterization of nanostructures from the visual color of the 
structures, obtained with an ordinary color camera. The method provides a macroscale overview 
image from which micrometer sized regions can be analyzed independently, hereby revealing 
long-ranged spatial variations of the structures. The method is tested on injection molded 
polymer line gratings, and the height and filling factor determined with confidence intervals 
similar to more advanced imaging scatterometry setups. 
Introduction 
The development of structured functional surfaces is currently receiving increased focus, with 
applications such as generating color effects
[182,183]
 or altering wetting behaviors
[184,185]
. Simulta-
neously several groups have demonstrated the fabrication of such micro- and nanostructures 
using large-scale production methods like injection molding
[20]
 and roll-to-roll 
manufacturing
[18,19,186,187]
. However, with high volume production methods, characterization of 
the structures is becoming an increasing issue. The current workhorses for characterization of 
micro/nano-scale structures are atomic force microscopy (AFM) and scanning electron micros-
copy (SEM)
[140]
. AFM is excellent for evaluating structure heights and period, but the recording 
of each image takes many minutes and the field of view is limited (<100 µm). SEM has a larger 
field of view, but evaluation of vertical structures is difficult and the sample size restricted by 
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the instrument vacuum chamber. For adoption of structured functional surfaces into mass 
produced products, faster characterizations techniques are needed.  
In the semiconductor industry, scatterometry is increasingly being employed for critical 
dimension metrology
[140,163]
. Scatterometry is an optical characterization technique for periodic 
structures, where the structure dimensions are determined by fitting the measured reflection 
efficiencies to a simulation database, as the reflection efficiencies depends on the structure 
dimensions. To obtain good fitting confidence several values are obtained for each sample, 
typically by including multiple diffraction orders, or by varying parameters such as the wave-
length, polarization, or incident angle of the probe light
[140]
. For generating the simulation 
database, the approximate structure dimensions must be known a priori. The current approaches 
are mainly targeting precise measurements of the very high quality samples produced by the 
semiconductor industry
[163,169]
. However, for industrial polymer production single nanometer 
precision is not needed, as the samples cannot be expected to have perfectly well defined 
shapes. 
We present a new method, based on scatterometry, which can determine the height, filling 
factor, and sidewall slope of nanoscale 1-dimensional (1D) line gratings, simply by evaluating 
the color of the sample. The use of visual colors in scatterometry has previously been reported, 
but only with focus on the human ability to distinguish colors
[175,177,181]
. In the presented setup, 
the color is determined as the RGB values obtained with an ordinary camera, and the method is 
named “color scatterometry”. The motivation is that such gratings can be added for quality 
control purposes in areas of no significance for the products functionality. The advantage over 
other scatterometry methods, such as spectroscopic scatterometry, is that it provides an over-
view image of several mm
2
 from which smaller areas subsequently can be analyzed 
independently. This is similar to imaging scatterometry
[188]
, where hyper-spectral imaging is 
used to obtain the reflection spectrum for each pixel in an image. However, where hyper-
spectral requires around 50 images obtained at different wavelengths, color scatterometry only 
requires a single image acquisition, hereby providing significantly shorter evaluation times. 
Methods 
Polymer test samples were manufactured by polymer injection molding, as described in the 
Supplement Section S1. The samples consist of a single polymer disc with seven areas of 4.5 x 
4.5 mm
2
, patterned with rectangular shaped line gratings of different periods, as shown in 
Figure 45a-d. The design dimensions were: height h = 210 nm, projected area filling factor f = 
0.50, sidewall slope α = 0°, and periods p of 600, 800, 1000, 1200, 1400, 2000 and 5000 nm. 
The dimensions were chosen to provide high reflection efficiencies, but not with respect to the 
detection sensitivity. The actual dimensions of each sample were determined by a combination 
of AFM and focused ion-beam electron microscopy (FIB SEM), see Supplement Section S2. 
Two methods were employed, as none of them alone could evaluate the full range of dimen-
sions obtained by color scatterometry. AFM is superior for measuring heights, but not well 
suited for sidewall slopes or filling factors, due to tip convolution. With FIB milling a trench 
was cut perpendicular to the grating, hereby revealing a cross section of the profile, from which 
the filling factor and slope was determined from SEM images. The final reference values were 
obtained as the mean of several grating profiles, and the 95 % confidence intervals (CI) 
determined as: 𝜇 ± 𝑡𝑛−1 ⋅ 𝑆𝐸, where μ is the mean value, SE is the standard error of the mean, 
corrected for small sample bias by Cochran’s theorem[189], and t is the Student’s t-distribution 
for n samples (n = 2 to 9, typically 4 or 5). 
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Figure 45: Color scatterometry. a) Photograph of a nano-textured polymer disc. b) Typical col-
or image acquired by the setup, showing one sample area. c) Region cropped from b) and 
corrected for light non-uniformities by scaling with the RGB intensity. d) Sketch of grating 
profile, with red boxes illustrating the RCWA simulation setup. e) Illustration of the orientation 
between line grating and incident polarization. f) Color images of each sample and the corre-
sponding average RGB values. The side lengths are 1 mm. 
The colors reflected from each sample were evaluated with a custom-built setup consisting of: a 
broadband LED lamp, three irises, a polarizing beamsplitter, and a RGB color camera, see 
Figure 46ab. The lamp provides unpolarized light, partially collimated by two irises, while the 
last iris blocks higher order diffractions. The polarizing beamsplitter effectively functions as a 
crossed polarizer and analyzer, by blocking the dominant reflection of unchanged polarization, 
and only transmits light that is rotated from s- to p-polarization. This polarization setup provides 
significantly larger color changes with respect to the grating dimensions, and outperforms 
typical scatterometry setups that use non-polarizing 50/50 beamsplitters
[140,169,188]
. However, as 
all light from non-structured samples is blocked, it was not possible to reference-correct the 
reflection spectra as normally done in scatterometry
[140,169,188]
. Instead the spectral properties of 
each component were calibrated independently, see Supplement Section S4. For a line grating to 
provide polarization conversion, the incident polarization must be angled with respect to the 
grating vector, with an angle of 45° providing maximum conversion while other angles yield 
identical spectra but with lower efficiencies
[190,191]
. The combination of no focus plane, a larger 
field of view of 5 x 7 mm
2
, and rotational independent colors, makes color scatterometry very 
stable with respect to vibrations and sample misalignments. 
Theoretical reflection spectra were simulated by rigorous coupled-wave analysis (RCWA), 
which is a computationally efficient technique for calculating reflection efficiencies of periodic 
structures
[140]. In RCWA, the structures are defined as horizontal slabs, for which Maxwell’s 
equations are solved with appropriate boundary conditions between each slab to obtain the 
grating diffraction efficiencies, see Figure 45d
[140,158]
. For each sample a range of reflection 
spectra for different grating dimensions were simulated, and a database of corresponding 
camera RGB values calculated as described in lement S3. By fitting the measured RGB values 
to the database, the grating dimensions were determined from the best matching simulation, 
defined by a minimum chi-square value. The 95 % CI on the dimensions were obtained from 
constant chi-square boundaries, and the final dimensional value obtained as the midpoint of the 
CI
[140,192]
. 
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Figure 46: Experimental setup. a) Photograph of the setup, highlighted by a faded background. 
b) Sketch of setup with the main polarization orientations shown in red. c) FIB SEM images of 
typical grating profile. Numbers in a) and b) indicate: 1: LED lamp, 2: iris, 3: beamsplitter, 4: 
sample, 5: camera. 
Results and discussion 
The reference values obtained by AFM and FIB SEM are shown in Figure 47a. All samples 
have similar heights and projected area filling factors, indicating good mold filling during 
fabrication. Only the 600 nm sample deviates with slightly lower values, which is attributed to 
micro-loading effects in the silicon etch process
[193]
. Three samples (1000, 2000, and 5000 nm) 
have large CIs on the slope values, due to demolding damages in the injection molding process, 
caused by thermal contraction of the polymer that results in scratched sidewalls
[194]
. Due to 
spatial variations of the damages, the CIs on the reference values indicate the variation of the 
grating profile across the sample, and not the accuracy of the reference instrument. Since 
scatterometry evaluates a mean value covering a larger area, the determined values must overlap 
the reference range. 
The dimensions determined by color scatterometry are compared to the reference values in 
Figure 46a, and a good correlations for all three dimensions is seen. The color is obtained as the 
average color of a 1 x 1 mm
2
 region for each sample, see Figure 45bcf. Only the 600 nm sample 
deviates in the filling factor. The height and filling factor are determined with average preci-
sions of 7 % and 9 %, respectively, corresponding to 14 nm in the height and 3.5 percentage 
points in the filling factor. Compared to imaging scatterometry with corresponding values of 3.4 
% and 3.0 %, the CIs are only two to three times larger
[188]
. Hence, when considering the 
significantly shorter measurement time for the presented method, the decrease in precision 
should not be prohibitive for quality control applications. The slope, however, is not as well 
defined, with CIs typically ranging from 0° to 30°. This is a fundamental limitation of scat-
terometry being a volume sensitive technique, where the slope only slightly affects the 
spectrum
[188]
. The 600 nm sample matches the reference height and slope, but deviates signifi-
cantly in the filling factor. The bad fit is also indicated by a significantly larger chi-square value 
of 0.2, compared to typically ∼0.01 for the other samples. This single deviation is attributed to 
the small grating period, resulting in smooth spectra with small color variations. The period is 
an important parameter for light-structure interactions, and it cannot be expected that a given 
scatterometry technique covers all
[140,195]
. 
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Figure 47: Experimental data. a) Grating dimensions determined for each sample by color scat-
terometry, and the corresponding reference values obtained with AFM and FIB SEM. Error bars 
indicate 95 % CIs. b) Illustration of raw fitting output for the 1200 nm sample. Each dot corre-
sponds to a match between simulated and measured color, within the 95 % CI. Insert shows the 
measured color, while the markers are colored with the simulated RGB values. c) Contour plot 
of the fitted height variation over a 6 mm
2
 sample area, obtained by dividing the image into 
1300 individual regions. 
The raw fitting is illustrated as a 3D graph in Figure 47b. The database covers the dimensional 
ranges shown by the x,y,z-axis, in total 15.500 different grating geometries. Each dot indicates a 
match between simulation and measurement, and the CIs in Figure 47a are determined as the 
smallest and largest value in each dimension. The marker color corresponds to the simulated 
color, while the insert shows the sample color. The gray dots illustrate plane projections of the 
3D shape. 
For some samples, a slight color change is seen across the surface, see Figure 45f. These long-
ranged variations can be analyzed by dividing the image into small independent regions, instead 
of obtaining a single average value as done for Figure 47a. Such analysis is shown in Figure 
47c, where a sample area of 2.5 mm x 2.5 mm is divided into regions of 10 x 10 pixels, and the 
color of each fitted independently to the RGB database. The analysis reveals a generally 
increasing height going from the upper left towards the lower right, hereby illustrating the 
possibilities of analyzing millimeter-sized areas with nanometer precision. The smallest possible 
crop region is 2 x 2 pixels, corresponding to a physical size of 11 µm x 11 µm. However, the 
actual imaging resolution is currently limited to 100 µm due to limited collimation of the light. 
The resolution can easily be increased by applying a better collimation, or alternatively, by 
including a focusing lens.   
Generally, the color scatterometry and reference precisions are similar, as illustrated by the 
confidence intervals in Figure 47a. However, a few samples deviate with much larger or smaller 
confidence intervals, e.g. the height for 800 nm and the filling factor for 2000 nm. The precision 
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depends mainly on the gradient of color change, where slowly varying colors result in a low 
precision due to redundancy effects, where a wide range of e.g. heights is equally probable, 
while on the contrary very, a drastic color changes yield a higher precision. The color gradient 
varies very irregularly with the grating dimensions, and can form strange shapes as seen from 
Figure 47b. Hence, to increase the precision in quality control applications, the control struc-
tures should be designed with dimension in high gradient regimes. The structures can also be 
designed to avoid duplicate colors within the range of possible dimensional values, since with 
the camera acquiring 12-bit RGB values; 69 billion different colors can be distinguished. 
Conclusions 
In conclusion, we have presented a new method for optical characterization of nanoscale 
gratings, which we call “color scatterometry”. Color scatterometry is based on spectrographic 
scatterometry, but instead of obtaining a broad wavelength spectrum, it only evaluates the visual 
color of the sample, obtained with a single exposure by a RGB color camera. It can evaluate an 
area of several mm
2
 in less than a second, and determine the grating dimension with nanometer 
precision. The height and filling factor are typically obtained with an accuracy of ±8 % (95 % 
CI), while the sidewall slope is within ±15°. The method is tested on polymer samples with non-
perfect grating profiles; hence, the presented confidence intervals should reflect realistic values 
obtainable in actual production environments. So far, color scatterometry has only been 
validated for line gratings, but adaption to 2D gratings should be straightforward since these 
structures also influence the specular reflected spectrum
[188]
. 
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Chapter 3.3  
Experimental setup 
3.3.1 Imaging resolution 
The lateral resolution of a microscope is often stated as the diffraction limit, also called the 
Rayleigh criterion
[196]
. The limit is based on the Airy disks arising from the diffraction of a point 
source, and the minimum resolvable distance defined as the distance from the peak to the first 
minimum
[196]
. The distance (d0) depends on the wavelength of the light () and the numerical 
apertures of the microscope (NAobjective, NAcondenser): 
 
𝑑0 =
1.22𝜆
NAobjective + NAcondenser
   . (29) 
However, since the color scatterometer performs lens-less imaging that relies on collimated 
light, it does not make sense to define a numerical aperture. Instead, the lateral imaging 
resolution is determined from the smallest distinguishable feature in an actual image. This test is 
shown in Figure 48, performed on an image of the logo of NIL Technology (Kongens Lyngby, 
Denmark). The intensity profile in Figure 48c reveals that the three black regions of the letter 
“N” are clearly distinguishable as valley 2, 3, and 4. From Figure 48b, the width of the bright 
regions between these three valleys is seen to be 50 µm. However, this value is a bit uncertain, 
and it would be better to estimate the resolution from more simple structures, such as a point-
like feature or parallel straight lines. Nevertheless, we are confident that the resolution is below 
100 µm. 
For future work, the resolution can easily be improved by providing a better collimation of the 
light, though this will also result in a lower light intensity, hereby decreasing the signal to noise 
ratio due to longer exposure times of the camera.  
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Figure 48: Evaluation of imaging resolution. a) Image acquired with color scatterometer depict-
ing the NIL Technology logo. b) Illustration of the binary pattern defining the logo in a). c) 
Intensity profile along the blue lines indicated in a) and b). The numbers highlight the correla-
tion between features in a) and b). 
3.3.2 Polarization conversion 
As mentioned in the paper, a significant portion of the light reaching the camera is generated by 
polarization conversion on the sample. This design was chosen to provide a better sensitivity on 
the grating dimensions, since the off-diagonal matrix components in Equation (28) on page 76 
were found to be more sensitive to changes in the grating dimensions, hereby resulting in larger 
color variations. Figure 49 illustrates the increased color variation with respect to the filling 
factor. The following will expand on the concept of polarization conversion.  
 
Figure 49: Color variations with respect to filling factor (ff) for incidence light of pure s-
polarization ( = 0°), and the angled incidence ( = 45°) providing polarization conversion. The 
grating dimensions are: period = 1000 nm, height = 200 nm, sidewall slope = 10°. 
The orientations of the two orthogonal polarization components are defined with respect to the 
plane of incidence, spanned by the surface normal and the propagation vector of the incident 
light. S-polarization has the electric field perpendicular to the plane (from the German word 
Part 3 
Color scatterometry 
86   
senkrecht), while p-polarization has the electric field parallel to the plane, see Figure 50. The 
two orientations are also named trans-electric (TE) and trans-magnetic (TM), respectively. In 
the color scatterometer, the plane of incidence is not well defined due to the surface normal and 
propagation vector being parallel. Instead, the plane is spanned by the grating normal and the p-
polarization vector, see Figure 50b.  
 
Figure 50: Coordinate system for light incident on a grating. a) Polarization aligned with grat-
ing lines ( = 0°). b) Normal incidence ( = 0°) and polarization angled with respect to the 
grating vector.  
When the incident light is polarized either parallel or perpendicular to the grating vector, the 
reflected light does not exhibit polarization conversion, due to the off-diagonal terms in 
Equation (28) being zero. However, if the incident polarization is angled with respect to the 
grating vector, as shown in Figure 50b, the reflected light will be a combination of both s- and 
p-polarization. The spectral reflection efficiencies for various azimuth angles () are shown in 
Figure 51. We see that for the pure incident polarizations of  = 0° (s) and  = 90° (p), the cross 
polarization terms (Rs→p and Rp→s) vanish, while for all other angles, polarization conversion 
occurs. The conversion efficiency has a maximum at  = 45°, while other angles have identical 
spectral shapes but lower intensities. The intensity decrease from 45° to 50° is only around 2 %; 
hence, the setup is stable with respect to misalignments. The symmetry results in Rs→p and Rp→s 
always being identical and symmetric around 45°, while Rs→s and Rp→p are identical with respect 
to the rotation from 0° and 90°, respectively. We also see that the efficiencies of the polarization 
conversion terms are around 100 times smaller than the reflections of unchanged polarization. 
With the polarizing beamsplitter, the purpose is to mainly evaluate the Rs→p component. 
However, the reflected light from the beamsplitter is only around 99% s-polarized, hence also 
containing ~1 % p-polarization, see calibration in Section 3.5.3. Since the Rp→p efficiency is 
around 100 times greater than Rs→p, the small amount of incident p-polarization actually 
provides a significant contribution to total intensity after reflection from the sample. Conse-
quently, the final spectrum at the camera will be close to an equal combination of the Rs→p and 
the Rp→p spectra. 
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Figure 51: Reflection efficiencies of a typical line grating for different azimuthal angles of the 
incident polarization. a) Shows the efficiency of Rs→s, b) of Rp→s, c) of Rs→p, and d) of Rp→p, see 
Equation (28) on page 76. The legend and the axis labels refer to all figures. 
The concept of structured surfaces providing polarizing effects is also known as “form birefrin-
gence” and was first described by Sir C. V. Raman in 1950[197]. The setup with the incidence 
polarization angled with respect to the grating normal, is often termed “conical mounting”, due 
to the diffraction orders forming a cone shape instead of being distributed in the plane of 
incidence
[190,198]
. Form birefringence is similar to the bulk birefringence of crystals
[147]
, but 
instead of an anisotropic crystal structure the anisotropic surface pattern provides the birefrin-
gence. The effect has mainly been studied for metal gratings
[198–201]
, probably due to the 
significantly higher efficiency than for dielectrics, with reported conversion efficiencies of up to 
100 % for certain configurations
[202]
. 
3.3.3 Relative scaling of colors 
The simulated color of each grating might not only differ in the actual hue, but also in the total 
reflection efficiency, resulting in a different lightness and saturation of the color. However, as 
described in the paper, all colors are scaled individually and the intensity information lost. The 
scaling is required as the setup is not absolute calibrated, hence only the relative spectral shape 
of the spectrum reaching the camera can be determined from the simulations. The simulated 
RGB values are scaled with the intensity, given as the sum of the three channels: 
 
𝑅scaled =
𝑅original
𝑅original + 𝐺original + 𝐵original
   , (30) 
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with similar equations for the green and blue channels. 
The scaling effectively reduces the number of variables from three to two, resulting in increased 
CIs on the fitted grating dimension, as illustrated in Figure 52. This figure shows the output of 
two fitting routines using the same database and measured RGB values. In Figure 52a the colors 
are scaled individually by Equation (30), as in Paper 4, while in Figure 52b the colors are all 
scaled by a common value, to simulate the use of absolute color intensities. The plotted colors 
correspond to the simulated color for a given height and filling factor, but where Figure 52a 
features equally bright colors for all simulations, the absolute colors in Figure 52b also show a 
spatial intensity variation, seen as brighter and darker regions. The different CIs in the two 
graphs, indicated by the black lines, show how the color scaling reduces the fitting confidence 
and significantly increase the CIs on the determined grating dimensions. 
 
Figure 52: Effect of color scaling. A fit of measured RGB values to the simulated RGB data-
base with a) colors scaled by Equation (30), and b) colors scaled to a common value to simulate 
the use of absolute colors. Black lines indicate the 95 % CIs of the fitting process.  
For obtaining an absolute calibration of the setup, the light source spectrum should be evaluated 
in terms of the power per steradian per wavelength (W/sr/m), meaning the number of photons at 
each wavelength emitted into any given solid angle. From this, the spectral irradiance incident 
on the sample could be calculated from the collimation loss and the beamsplitter reflectance. 
After also accounting for the beamsplitter transmittance, the absolute RGB value would be 
determined by multiplying the final spectrum with the quantum efficiency of the camera, and 
taking the sum of this spectrum. The quantum efficiency is the percentage of photons striking a 
pixel that is converted to an electric signal. Such calibrations could be achieved with an absolute 
calibrated spectrophotometer, although it would require more controlled calibration setups, with 
precise knowledge of the distances between light sources and detectors, along with the sensor 
sizes and acceptance angles of all detectors.  
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Chapter 3.4  
Simulations 
3.4.1 Simulation setup 
The generation of the simulation database is a central part of scatterometry, and it is important 
that the simulations describe the physical system as accurately as possible. For an RCWA 
simulation, four main factors must be defined: the grating geometry, the refractive index of the 
grating, the number of terms included in the Fourier series, and the number of slabs in the 
staircase approximation. RCWA simulations can be performed with an arbitrary level of 
accuracy, by increasing the number of terms included in the Fourier series (n)
[157]
. However, 
including more terms also increases the memory requirements and the simulation time, which 
approximately scale with n to the power of four and six, respectively
[203]
. Another factor 
affecting the accuracy is the density of slabs in the staircase approximation, as shown in Figure 
43 on page 76. Increasing the number of slabs (m) also increases the visual resemblance with a 
smooth sidewall; however, the accuracy of the simulated diffraction efficiencies does not 
necessarily follow the same trend. The electric field experiences large gradients along the edge 
regions, and as these increase with a higher density of slabs, the truncation of the Fourier series 
becomes more important, and the value of n needs to be increased simultaneously
[159,203]
. To 
determine th appropriate number of Fourier terms and slabs that yield a sufficient accuracy with 
a reasonable simulation time, a convergence test must be performed for the actual gratings 
simulated. 
3.4.1.1 Convergence test 
A convergence test is performed with multiple simulations of the same grating, but using 
different values of m and n. The resulting efficiencies compared to the “true” reflection 
efficiencies, obtained from a simulation with a large value of m and n ≫ m. The convergence 
test for m is seen in Figure 53, and we see that both Rs→s and Rs→p vary significantly with the 
value of m. Figure 53cd reveals that, for some wavelengths, the deviation exceeds 10 %. To stay 
within a deviation of approximately ±1 %, the number of slabs should be at least m = 20. 
Similar test were performed for grating periods of 600 nm and 5000 nm and these supported the 
same conclusion, see Appendix A2. 
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Figure 53: Convergence test for the number of slabs (m). a) and b) show the reflection efficien-
cies for Rs→s and Rs→p, respectively. c) and d) show the corresponding deviations from the m = 
50 spectrum. The dotted lines indicate deviations of ±1 %. The grating dimensions are: period = 
1000 nm, height = 200 nm, filling factor = 50 %, sidewall slope = 10°, while the incident field 
has θ = 0° and φ = 45°. For all simulations n = 10m. 
A similar test is performed for n, and the results are shown in Figure 54. We see that the Rs→s 
spectrum is sufficiently modeled with n = 10, while Rs→p requires n = 40, to stay within a 
deviation of approximately ±1 %. However, the same test performed for the 5000 nm grating 
revealed a requirement of at least n = 80. Hence this number should be used for longer periods 
while for shorter periods n = 40 is sufficient. The tests for periods of 600 nm and 5000 nm are 
shown in Appendix A2. To reduce the simulation times, the actual simulation databases were 
performed with m = 10 and n = 40 for all sample periods, as this provides an adequate accuracy 
within most of the spectrum. 
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Figure 54: Convergence test for the number of included terms in Fourier series (n). a) and b) 
show the reflection efficiencies for Rs→s and Rs→p, respectively. c) and d) show the correspond-
ing deviations from the n = 200 spectrum. The dotted lines indicate deviations of ±1 %. The 
grating dimensions are: period = 1000 nm, height = 200 nm, filling factor = 50 %, sidewall 
slope = 10°, while the incident field has θ = 0° and φ = 45°. For all simulations m = 20. 
 
3.4.1.2 Comparison with FEM 
Besides the validation of adequate precision, the RCWA simulations are validated with respect 
to the accuracy by a comparison with FEM simulations. The FEM simulations are performed 
using COMSOL Multiphysics (COMSOL 5.2, COMSOL Inc., Sweden), and the grating 
simulated as a 2D structure using the Electromagnetic waves module. Only one grating period is 
defined, and Floquet periodic boundary conditions applied to model an infinite grating. To 
accurately model the diffracted energy, an input and output port is defined for each diffraction 
order, and the mesh element size is approximately one tenth of the shortest wavelength, see 
setup in Figure 55. The grating dimensions are identical to the ones used in Figure 53 and 
Figure 54, but the incident field is simulated for pure s-polarization and pure p-polarization, 
corresponding to φ = 0° and φ = 90°, respectively.  
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Figure 55: FEM simulation setup. a) The geometry with color indications of the boundary con-
ditions: input port (green), output port (red), Floquet boundaries (blue). b) Illustration of the 
mesh in the central grating region.  
The FEM and RCWA simulations are compared in Figure 56, which shows a good correlation 
between the two methods. A small numerical instability is seen for the FEM simulation at short 
wavelengths, where it fluctuates around the RCWA values. Probably due to the mesh not being 
fine enough for these wavelengths. To illustrate the computational efficiency of RCWA, the 
computational time for the FEM simulations was 14 min, while the RCWA simulations only 
took 5 s. 
 
Figure 56: Comparison of FEM and RCWA simulations. a) The reflection efficiencies simulat-
ed for incident and detected s-polarization, and b) for p-polarization. The legend and the axis 
labels refer to both figures. 
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3.4.2 Calculation of colors  
For the generation of the RGB database, the simulated reflection spectrum for each grating is 
converted to the corresponding color evaluated by the camera. The correlation between the 
spectrum reaching the camera and the detected color was described in Section 3.1.2; instead, 
this section describes how the final spectrum reaching the camera is determined. 
The RCWA simulation output is the amplitude reflection coefficients for the electromagnetic 
fields, as described in Section 3.1.3.1. A practical theoretical framework for working with 
electromagnetic fields is the Jones matrix formalism
[148]
, also called Jones calculus. In this 
formalism, the electromagnetic field is described by a two-column vector of the s- and p-
polarization, and each optical component described by a 2 x 2 matrix. The interaction between 
the field and a component is determined by the product between the corresponding vector and 
matrix
[148]
. Before reaching the camera, the light interacts with three components: reflection in 
the beamsplitter (𝐑B), reflection of the sample (𝐫sample), and transmission through the beamsplit-
ter (𝐓B), resulting in the equation: 
 𝐄final = 𝐓B𝐫sample𝐑B𝐄incident    ⇔ 
[
𝐸final, s
𝐸final, p
] = [
𝑇𝑠 0
0 𝑇𝑝
] [
𝑟𝑠→𝑠 𝑟𝑝→𝑠
𝑟𝑠→𝑝 𝑟𝑝→𝑝
] [
𝑅𝑠 0
0 𝑅𝑝
] [
𝐸inc, s
𝐸inc, p
] 
= [
(𝐸inc, s 𝑟𝑠→𝑠 𝑅𝑠 + 𝐸inc, p 𝑟𝑝→𝑠 𝑅𝑝)𝑇𝑠
(𝐸inc, s 𝑟𝑠→𝑝 𝑅𝑠 + 𝐸inc, p 𝑟𝑝→𝑝 𝑅𝑝)𝑇𝑝
]  . 
(31) 
The camera does not evaluate the E-fields but the light intensity, hence the final spectrum is 
determined as: 
 
𝐼final = [𝐸final, s
∗ 𝐸final, p
∗
] [
𝐸final, s
𝐸final, p
] 
= (𝐸inc, s 𝑟𝑠→𝑠 𝑅𝑠 + 𝐸inc, p 𝑟𝑝→𝑠 𝑅𝑝)(𝐸inc, s
∗  𝑟𝑠→𝑠
∗  𝑅𝑠 + 𝐸inc, p
∗  𝑟𝑝→𝑠
∗  𝑅𝑝)𝑇𝑠
2 
+(𝐸inc, s 𝑟𝑠→𝑝 𝑅𝑠 + 𝐸inc, p 𝑟𝑝→𝑝 𝑅𝑝)(𝐸inc, s
∗  𝑟𝑠→𝑝
∗  𝑅𝑠 + 𝐸inc, p
∗  𝑟𝑝→𝑝
∗  𝑅𝑝)𝑇𝑝
2   , 
(32) 
where * denotes the complex conjugate. This calculation is carried out in Matlab for all 
simulated spectra, using the reflection and transmission properties for the beamsplitter, and the 
emission spectrum of the light source, see calibrations in Chapter 3.5.  
The RGB color evaluated by the camera is then determined as: 
 
𝑅 = ∫ 𝐼final(𝜆𝑖)𝑆cam, 𝑅(𝜆𝑖) 𝑑𝜆
750nm
350nm
  , (33) 
where R is the value of the “red” pixels, 𝑆cam, 𝑅  the camera spectral sensitivity for the red 
channel (R), and 𝜆𝑖 the wavelength of the light. The integration limits of 350 nm and 750 nm 
ensure that the full sensitivity range of the camera is included. Similar equations were used for 
the green (G) and blue (B) camera channels. The integral is performed in Matlab using the 
“trapz” function, which uses trapezoids to perform a numerical integration. 
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3.4.3 Database resolution 
When generating the simulation database the range and the step size of each grating parameter 
have to be resolved. The range is typically determined by the range of expected values, while 
the color gradients determine the step size. A typical database for the presented experiments 
contains 15.000 different grating geometries, corresponding to approximately 25 different 
values for each of the three parameters. However, the step sizes are optimized individually for 
each parameter and each grating, to ensure a sufficient resolution of the color changes, while 
also considering the total simulation time. For an illustration of the color changes and the 
relation between dimensions and the color change, see Figure 57. This graph shows smoothly 
varying colors with respect to the filling factor, and the variations nicely resolved by the step 
size of 0.5 percentage points. The largest gradient in this plot is ~10 %, and this value was 
chosen as a rough limit for determining the step sizes of each parameter. To analyze the gradient 
distribution of the entire database, three histograms of the color gradients along each grating 
parameter is seen in Figure 58. We see that almost all gradients are below the 10 % limit. Only 
the slope deviates with around half of the gradients above this value, indicating that the step size 
should be decreased by a factor of 2. However, as the slopes were always determined with 
rather large uncertainties, the gradients on this parameter is not that critical, and they were often 
allowed to exceed the 10 % limit, to help reduce the database size and simulation time.  
 
 
Figure 57: Illustration of a typical relation between the RGB values and the grating filling fac-
tor. The filling factor steps size is 0.5 percent points, while the fixed grating dimensions are: 
period = 1000 nm, height = 220 nm, slope = 5°. The RGB values are shown in the 8-bit range 
from 0 to 255. 
Even though the curves in Figure 57 are smoothly varying, the difference between adjacent 
RGB values is up to 11 a.u. Hence, if the measured color has RGB values in-between two 
simulations, the fitting process might not deem these grating a good fit. This problem can be 
resolved by decreasing the step sizes to a level where the RGB values do not change more than 
e.g. 1 a.u. between each simulation. Unfortunately, such detailed simulations are not realistic, as 
this would require ~14 times the number of simulations, resulting in a total simulation time of 
~10 days, for the database analyzed in Figure 57 and Figure 58. 
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Figure 58: Histograms of color gradients, along with the cumulative sum for each channel. The 
gradients are determined along each of the three grating parameters, a) the height, b) the side-
wall slope, and c) the filling factor. The step sizes are: height = 2.5 nm, slope = 2.5°, filling 
factor = 0.5 percentage points. Legend and y-axis labels refer to all graphs.  
However, since the color changes are smoothly varying functions, the intermediate points can 
be interpolated, as shown in Figure 59. We see that the interpolation provides significantly more 
positive matches, not only centered closely around the initial points in a), but it also finds the 
intermediate points and more clearly defines the shape of the matching region. Considering the 
region around (5°, 200 nm, 45 %) that has very few positive fits in a), this region probably 
contains steep color gradients with gaps between the adjacent RGB values. By interpolating the 
intermediate colors, these gaps are closed, and the fitted points show a much smoother relation. 
As long as the databases are confirmed not to contain steep gradients, as done in Figure 58, the 
interpolation provides a more accurate representation of the matching gratings, without needing 
an excessive amount of simulations. The interpolation is performed linearly between adjacent 
values, using the Matlab function “griddedInterpolant”. 
 
 
Figure 59: Illustration of the interpolation of data points. a) The original simulation data, b) 
with the step sizes decreased by a factor of two, and c) the step sizes decreased by a factor of 
four. The gray dots illustrate the projection onto each axis. The axis labels refer to all three 
plots. 
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Chapter 3.5  
Calibrations 
For spectroscopic scatterometry, the setup is continuously referenced by scaling the sample 
spectrum with a reference spectrum, obtained from a known sample such as a mirror or silicon 
wafer
[140]
. Unfortunately, such internal referencing is not possible with the color scatterometer, 
due to the polarizing beamsplitter effectively blocking all light reflected from smooth surfaces. 
Instead, the final spectrum recorded by the camera is determined from Equation (32) and (33) 
on page 93. To perform these calculations, each component in the setup is calibrated with 
respect to the spectral and polarizing properties 
3.5.1 Camera 
The camera is a CMOS color camera (BFLY-U3-23S6C, Point Grey Research, Inc., USA), with 
2.3 megapixels and a pixel size of 5.86 µm. The pixel values are saved in 16-bit format, though 
the analog to digital conversion is only performed at 12-bit. The manufacturer provides detailed 
test results of the camera performance, though only typical values for the camera model and 
they do not provide a value of the expected inter-camera variations. This section presents our 
calibration of the spectral sensitivity, while the warmup time is presented in Appendix A4. 
A camera is a complex device where many components influence the spectral sensitivity. The 
main ones in relation to this analysis are the color filters and the pixels. The color filters consist 
of an infrared filter covering the entire sensor, and a color filter array (CFA) arranged in a Bayer 
filter pattern. The Bayer CFA is also termed an “RGGB” filter because it is composed of three 
filters a red (R), a green (G), and a blue (B), arranged in a 2 x 2 unit cell with G repeated twice. 
This is the most common CFA layout for digital cameras
[204]
, though for our application, a chip 
with four different colors would be beneficial, as this provides more information on the spectral 
distribution. In the early days of digital photography, some manufacturers experimented with 
four-color CFAs also contained cyan (C), yellow (Y), or magenta (M). With time the Bayer 
CFA replaced all others, and the last consumer camera with a different filter was produced more 
than ten years ago
[205–207]
.  
Since the camera features a CMOS sensor where each pixel contains an amplifier, each pixel 
should be calibrated individually, as there might be small differences in the efficiency of each 
circuit. However, since the camera values are only used as average values of many pixels, these 
small variations are assumed negligible.  
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3.5.1.1 Spectral sensitivity 
The absolute spectral sensitivity of a camera is given by the quantum efficiency of each channel. 
However, for this calibration, we will determine the relative spectral sensitivity for each 
channel. The spectral sensitivity is determined as described in the industry standard by the 
European Machine Vision Association (EMVA), called EMVA Standard 1288
[208]
. The standard 
is intended to ease the comparison of cameras from different manufacturers, and it describes the 
calibration procedures for several camera performance values. For a quick introduction see 
reference
[209]
. Point Grey also uses this standard to obtain the camera data they provide. The 
general concept is the well-established method of acquiring images of monochromatic light, and 
scaling the pixel value for each wavelength with the reference intensity obtained with a 
calibrated photodetector
[210]
. The EMVA standard does take it a bit further, by requiring two 
images and two dark images at 50 different exposure times for each wavelength, and from these 
determines the wavelength dependent responsivity (R), gain (K), and quantum efficiency (η = 
R/K). The responsivity and gain are determined as the slopes of two linear fits to the irradiation 
versus pixel value, and pixel value versus pixel variance, see Figure 60. For a relative calibra-
tion, the irradiation in photons per pixel is substituted with the camera exposure time, as these 
values are proportional. The motivation is presumably to obtain better statistics, by fitting to the 
response of 50 images instead of a single one. The relation for η is based on a linear model of 
the camera, with the mean (μ) and variance (σ2) of the pixel values given by[208]: 
 𝜇exp = 𝜇dark + 𝐾𝜂𝑛photons 
𝜎exp
2 = 𝜎dark
2 + 𝐾(𝜇exp − 𝜇dark)     , 
(34) 
(35) 
where nphotons is the number of photons striking each pixel (proportional to the exposure time), 
and 𝑅 = 𝐾𝜂. The subscripts of μ and σ refer to whether the values are obtained from the dark 
images or the ones exposed to monochromatic light. The dark corrected values in Figure 60 
corresponds to: 𝜇exp − 𝜇dark and 𝜎exp
2 − 𝜎dark
2 .  
 
 
Figure 60: Graphs from the camera calibration at 520 nm. a) The linear fit used to obtain the 
responsivity (R), and b) the fit to obtain the gain (K). The fits are performed for each channel 
and are shown as solid lines. The two images with exposure times above 90 ms are saturated in 
the green channel and are omitted from the analysis. 
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The setup consists of a broadband light source (HPX2000, Ocean Optics Inc., USA), a 
computer-controlled monochromator (CM110 1/8 m Monochromator, Spectral Products, USA) 
with 0.3 mm slits to provide sharp spectral peaks, a glass diffuser to ensure a homogeneous 
illumination, a calibrated spectrometer (see Appendix A4), and the camera, both computer 
controlled. The monochromator scans the light from 350 nm to 750 nm in 2 nm intervals, while 
the spectrometer acquires the reference intensities, the peak wavelengths, and the peak full 
width at half maximum (FWHM) for each wavelength setting. The spectrometer is then replaced 
by the camera, and images acquired for the identical wavelength settings. For our calibration, 
the recommended 50 exposures per wavelength are reduced to 10, to shorten the evaluation time 
and the required computer storage. Otherwise, with 50 exposure settings of 2 images and 2 dark 
images each, the total file size would be around 80 GB. The lamp, spectrometer, and camera had 
all warmed up for several hours, and the reference spectrums were measured several times both 
before and after the image acquisitions, to confirm the monochromator output is stable with 
respect to both intensity and peak wavelength. For each wavelength setting, the peak is fitted 
with a Gaussian function to obtain the sub-pixel wavelength and intensity values. A stability test 
is presented in Figure 61a-b, by comparing the values obtained before and after the actual image 
acquisition. A good correlation is seen, with the intensity difference below 1 % for almost the 
entire spectral range, and wavelength differences below 0.05 nm. The FWHM (not shown) 
varies from 3.0 nm to 2.6 nm. 
 
 
Figure 61: Camera spectral sensitivity calibration, including a stability test. The stability test is 
performed be comparing two spectral sweeps, before and after the image acquisition. a) Shows 
the comparison of the peak intensities, while b) shows a comparison of the peak wavelength. 
Legend refers to both figures. c) Final camera sensitivity functions, compared to the values 
provided by the manufacturer.  
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The obtained camera spectral sensitivities are seen in Figure 61c and compared to the values 
provided by Point Grey. The green channels match well with the provided calibration, while the 
red and blue channels have similar shapes, but deviates in the overall values. The resulting RGB 
values obtained when calculating the color of a typical spectrum are (184, 255, 175) and (163, 
255, 197), for our and Point Grays calibration, respectively. Hence, the deviations result in 
significant differences in the RGB values, illustrating how sensitive the color analysis is to the 
camera calibration.  
The two green channels in the RGGB layout are calibration individually, but the sensitivities are 
almost identical and cannot be distinguished in Figure 61c. Hence, for the actual color meas-
urements, the average value of the two green channels is used.  
3.5.2 Light source  
The main light source used for the experiments is a broadband LED (MWWHL3, Thorlabs Inc., 
USA). For some of the calibrations a xenon light source was used (HPX2000, Ocean Optics 
Inc., USA), as this has a broader emission spectrum. Only the calibration of the LED is 
presented, as the lamps are calibrated by identical procedures. For a calibration of the lamp 
warmup time, see Appendix A4. 
3.5.2.1 Spectrum 
The spectrum of the light source is provided by the manufacturer but is also evaluated with the 
spectrometer calibrated in Appendix A4. The intensity is controlled by adjusting the current, 
and the spectrum is found to vary with around 10 % depending on the intensity setting, see 
Figure 62. For all measurements, the LED was used at the maximum intensity with the current 
setting at position 6. Since the spectrum is evaluated by the intensity, the electric field ampli-
tudes used in the color calculations are determined as: 
 
𝐸inc, s = 𝐸inc, p = √
1
2
𝐼incident  . (36) 
This provides the real components of the E-field, without any phase information. Since only 
linearly polarized light is used, the relative phase difference is zero and the complex part of the 
fields vanishes.  
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Figure 62: Spectrum of LED light source. a) The spectrum of six current settings normalized to 
the maximum value. b) The deviation of each spectrum compared to setting 6, hereby illustrat-
ing the differences between each spectrum. The fluctuations below 420 nm and above 720 nm 
are due to noise. 
3.5.3 Beamsplitter 
The polarizing beamsplitter (CCM1-PBS251/M, Thorlabs Inc., USA) directs the incident light 
onto the sample and transmits the reflected light to the camera. It is designed to reflect s-
polarization and transmit p-polarization, but some p-polarization is also reflected along with the 
s-polarization. Similarly, some of the s-polarization reflected from the sample is transmitted and 
detected by the camera. As described in Section 3.3.1, this non-perfect behavior is important for 
determining the final spectrum reaching the camera.  
3.5.3.1 Reflectance and transmittance 
The polarization dependent reflection and transmission properties of the beamsplitter were 
determined with the setup illustrated in Figure 63. The light source is unpolarized, and by 
rotating the polarizer (GT10-A, Thorlabs Inc., USA) the reflection and transmission spectra are 
evaluated for both s- and p-polarization, by repositioning the polarizer and spectrometer, as 
shown in Figure 63. The reflectance and transmittance were determined relative to the lamp 
spectral intensity, obtained by a straight through measurement without the beamsplitter but 
including the polarizer. The distance between the spectrometer fiber and the beamsplitter was 
kept identical, within a few millimeters, for the two configurations. The diffuser ensures a more 
even illumination of the spectrometer fiber. The calibration was performed with the broadband 
xenon light source (HPX2000, Ocean Optics Inc., USA), to evaluate a larger wavelength range 
than provided by the Thorlabs LED. 
Chapter 3.5 
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Figure 63: Illustration of the setup for characterizing the beamsplitter. The different configura-
tions for the reflection and transmission setups are indicated with dashed circles. Numbers 
indicate: 1: light source, 2: iris, 3: beamsplitter, 4: polarizer, 5: diffuser, 6: spectrometer with 
fiber. 
As expected, the calibration shows a high reflectance of s-polarization and a high transmittance 
of p-polarization, see Figure 64. The polarization ratios are around 1000:1 for transmission 
(Tp:Ts) and 200:1 for reflection (Rs:Rp), which is similar to the manufacturer specifications
[211]
. 
The oscillations in the reflected p-polarization are likely due to interference effects in the 
polarizing coating. Some values are slightly above 100 %, which is attributed to small discrep-
ancies of the alignment in the different configurations. However, an absolute calibration is not 
needed, since the color measurements are only performed relatively. 
 
 
Figure 64: Calibration of the beamsplitter. The reflectance and transmittance spectra through 
the beamsplitter for a) s-polarized light, and b) p-polarized light. The legend and the y-axis 
labels refer to both graphs. 
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CONCLUSION & OUTLOOK 
This thesis has presented a study of optical scatterometry methods for characterization of micro- 
and nanoscale surface structures. The examined structures encompassed both random roughness 
features and periodic patterns of line gratings.  
Part 2 evaluated the use of angular scatterometry for determining the roughness level of 
polished steel surfaces. The samples featured RMS roughness (Rq) values ranging from 0.8 nm 
to ~0.1 µm, corresponding to Ra values of approximately 1 nm to 0.07 µm. The study showed 
that the angular scatterometry technique is capable of evaluating surface roughness, but only for 
smooth surfaces where the height of the roughness features is in the nanometer regime. For 
rougher samples with tall structures, the scattering pattern is affected by shadowing from 
adjecent structures, and the applied Rayleigh-Rice scattering theory breaks down. Other 
scattering theories, such as the Generalized Harvey-Shack model, have been developed to 
describe surfaces with larger roughness features. However, these models were not applied, as 
the study focused on smooth surfaces intended for patterning of nanoscale gratings. The 
evaluation of rough surfaces might be relevant for the initial phases of a surface finishing 
process, and since it is advantageous to use the same instrument for the entire process chain, 
future studies could focus on the application of other theories.  
The angular distributions of light scattered from the samples were evaluated with a custom-built 
setup, and these detailed distributions used to validate the commercial scatterometer “OptoSurf 
OS 500-32”. The main analysis is presented in Section 2.2.2. The comparison revealed that the 
OptoSurf instrument provides reliable Aq values, though only for structures with spatial surface 
wavelengths above 2.5 µm, limited by the narrow opening angle of the instrument. We showed 
that the range of evaluated surface wavelengths could be extended without physical modifica-
tions to the instrument, by accounting for the light intensity scattered beyond the opening angle. 
We further determined a relation for converting the Aq values to the more well-known RMS 
roughness values. These two enhancements improve the OptoSurf’s performance for in-machine 
characterization of finely polished surfaces. Preferably, this mathematical post-processing of the 
scattering data should only be seen as a temporary solution, as the data analysis can be signifi-
cantly improved by small changes to the instrument hardware. These modifications include a 
higher resolution CCD sensor along with a larger acceptance angle of the incoming light, as 
discussed in Section 2.2.5. 
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A preliminary study was performed to evaluate the use of scatterometry when the surface was 
not perfectly cleaned, see Chapter 2.3. This was investigated by analyzing the angular scattering 
distributions with and without a thin liquid film covering the surface roughness. The results 
were inconclusive, revealing some unexplained intensity changes to the distribution. Unfortu-
nately, it was not possible to further investigate these changes with the available experimental 
setups. The OptoSurf did not provide sufficient resolution, while the laboratory scatterometer 
required the sample to be mounted vertically, causing the liquid to flow off. One solution could 
be to use a solid film, such as cured PDMS, since this also provides a more stable film for 
consecutive analyses on different instruments.  
For evaluation of roughness on hard-to-reach surfaces, the use of polymer replicas was 
investigated in Chapter 2.4. The thermosetting polymer PDMS was used to replica a 2D checker 
pattern and the lateral shrinkage ratio determined for a range of curing temperatures and 
base:harder ratios. The study resulted in the determination of a temperature dependent correc-
tion factor, which for curing temperatures in the range 40°C to 120°C ensures a deviation 
between the master and replica dimensions of less than 0.2 %. Future work should investigate 
the possible correlation between the shrinkage ratio and the PDMS layer thickness discussed in 
Section 2.4.2. Such correlation would be important to resolve, as this effect will influence the 
accuracy of all PDMS moldings, not only regarding surface replicas but also the widespread use 
in microfluidic chips.  
 
Part 3 concerned the use of fixed-angle scatterometry for characterizing the dimensions of 
periodic surface structures. A new method was developed, similar to spectroscopic scatterome-
try, but instead of evaluating the reflected spectrum with a spectrometer, a standard color 
camera was used to evaluate the visual color. This new scatterometry method was termed “color 
scatterometry”, and the main features were presented in Chapter 3.2. The method is intended for 
use in quality control applications, to perform in-line inspection for high volume fabrication of 
nanoscale surface features. The advantages are that it provides an overview image of the 
sample, a cheap setup, and a fast evaluation speed of a few seconds. The overview image 
provides an important feature, as this enables the detection of point defects and spatial varia-
tions in the grating dimensions. The current optical resolution of the instrument enables an 
analysis of regions down to 100 µm x 100 µm across a 35 mm
2
 overview area. This region 
specific analysis enables the use of multiple quality control areas in different positions, for 
improved monitoring of the production process. As smaller analysis areas often are desired, 
future work should focus on decreasing the smallest region size, where one possibility is to 
provide better collimation of the light, as discussed in Section 3.3.1. 
The grating dimensions were determined by fitting the measured color to a database of simulat-
ed colors, with each simulation corresponding to a different combination of values for the 
grating dimensions. The simulations were calculated using a freely available RCWA package 
for Matlab. Color scatterometry was only used to characterize rectangular line gratings, though 
an extension to 2D patterns should be straightforward, as long as the structures are on a length 
scale that alters the reflected light. The gratings were characterized by three parameters: the 
height, the projected-area filling factor, and the sidewalls slope. The height and filling factor 
were determined with accuracies of ~8 %, based on the 95 % confidence intervals, while the 
slope was determined with an accuracy of ±15˚. The larger uncertainty is due to the slope only 
slightly affecting the reflection spectrum. These accuracies are larger than for imaging scat-
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terometry based on hyperspectral imaging, as the RGB values provides less information 
compared to the full reflection spectrum typically obtained. 
Currently, the accuracy is mainly limited by the spectral calibrations of each component, and 
reducing the reliance on these calibrations could provide better overlap of the confidence 
interval with the reference dimensions. One approach would be to use a reference sample with 
known dimensions to continuously reference-correct the setup. This is similar to the current 
approach in spectroscopic scatterometry, where the reflection spectrum from a mirror or silicon 
wafer is used to correct for the source spectrum and the setup transmission. However, flat 
surfaces cannot be used with the presented color scatterometer, as they do not provide polariza-
tion conversion. Evaluating the spectrum from a known grating would eliminate the need for 
calibrating the source and beamsplitter reflection, but the camera spectral sensitivity and 
beamsplitter transmission would still need to be determined. Characterization of the polarization 
dependent properties of the beamsplitter would also require the addition of a polarizer in the 
setup. Another possibility is to perform absolute calibrations of all components. This would 
enable the intensity information of the colors to be included in the database fitting, resulting in 
smaller confidence intervals, as discussed in Section 3.3.3.  
The analyzed gratings were designed early in the project, and the dimensions were optimized to 
provide distinct visual colors by having strong first order diffractions. However, this is not 
optimal for the presented analysis of the specular reflected color. Hence, an obvious possibility 
for reducing the confidence intervals is instead to optimize the grating dimensions for providing 
significant changes to the specular reflected color with respect to small variations in the 
dimensions. Other possibilities include the use of UV or IR wavelengths. However, this would 
mainly be for increasing the interactions with smaller or larger structures. Additionally, if the 
overview image is not needed for spatial analysis, the exposure time can be reduced by a sensor 
with larger pixels that captures more light, and the analysis time shortened by only evaluating a 
single region. 
However, the future of color scatterometry does not solely depend on the achieved accuracy or 
speed of the instrument. More importantly, it depends on whether the future will bring a 
widespread adoption of nanostructures in high-volume plastic manufacturing. So far, only a few 
companies have utilized these functional nanostructures, and they typically prefer a bit larger 
structures, e.g. in the range of several micrometers, as these are easier to manufacture and 
characterize. Many plastic manufacturers are also not accustomed to high-tech characterization 
equipment, as the quality control of macroscale products often can be performed manually with 
calipers and micrometers. These companies might reject new instruments, especially if they do 
not understand the mechanism for how the work. In contrast to many other scatterometry 
methods, which mainly provide a comparison of spectral graphs, we believe that color scat-
terometry can provide a more intuitive understanding, due to the visual analysis of an overview 
image and the well-known concept of colors. 
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A1 Detailed description of angular scat-
terometer setup 
A1.1 Components 
Paper 1 mainly provides an overview description of the laboratory scatterometer. This appendix 
will describe the setup in more detail, presenting the components in backwards order. 
The last component is a silicon photodetector (New Focus Model 2032, Newport, USA) with a 
gain of 2×10
6
 and a maximum signal frequency of 150 kHz. The chopper frequency was kept 
around 380 Hz, safely below the limit. The photodetector generates a voltage proportional to the 
incident power, which is detected by a lock-in amplifier (SR530, Stanford Research Systems, 
USA), from which the output voltage is logged as a representation of the light intensity. The 
lock-in has several sensitivity settings, which are adjusted according to the incident intensity, 
hereby increasing the dynamic range of the setup. To reduce the noise floor, the lock-in filters in 
a narrow band around the dc frequency, hereby requiring a long filter time constant of 0.1 s. 
Unfortunately, this results in a fairly long stabilization time for the lock-in, and a measurement 
time of around 3 s per data point, or around 2 hours for a full scan. 
Immediately before the sample is an iris for shaping the beam. The beam shape is evaluated by a 
straight through measurement without a sample, and found to closely resemble a Gaussian curve 
in the center region, see Figure 65. To provide optimal shaping, three additional irises are 
included throughout the setup. 
 
Figure 65: Profile of incident beam obtained from straight through measurement, and compared 
to a Gaussian fit. 
Before the iris is a 500 mm focal length lens (LA4184, Thorlabs Inc., USA), which focuses the 
beam on the detector. This is important for the detection of long spatial surface wavelengths on 
the sample, as these scatter into small angles close to specular. The focus point can also be on 
the sample, as the OptoSurf has, but this result in a larger spot on the detector, hereby degrading 
the detection limit for long spatial wavelengths. This configuration is only beneficial if a small 
measurement area is desired, e.g. to increase the resolution of a raster scan.  
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A Glan-Taylor polarizer (GT10, Thorlabs Inc., USA) ensures that the incident light is s-
polarized, which simplifies the calculation of the Q factor. It might be more beneficial to 
position the polarizer after the lens, as the focusing slightly alters the polarization. However, 
due to the long focal length and weak focusing, this effect is negligible.  
A step neutral-density (ND) filter (NDL-10S-4, Thorlabs Inc., USA) is used to decrease the 
incident intensity. It is mounted on a translation stage to automatically change the transmission 
steps during a scan. The ND filter is required due to the high gain setting on the photodetector, 
as it otherwise saturates for the straight through beam and specular reflections. On the other 
hand, the high gain is required to detect the weak scatter signals at larger angels, and it is not 
possible to automatically control the detector gain from the computer. The actual transmission 
of the five filter steps were calibrated from a straight through scan of each filter, and determined 
to: 92%, 10%, 1.5%, 0.16%, and 0.022%. Compared to the nominal values provided by the 
manufacturer, the deviations are: 2%, 2%, 52%, 61%, 128%, respectively.  
To correct for variations in the incident intensity, a reference photodetector (New Focus Model 
2032, Newport, USA) continuously measures the laser intensity. The scattering intensities are 
then corrected for the relative change in the laser intensity. The laser stability is generally within 
0.5 %, as seen from Figure 66.  
 
Figure 66: Typical laser stability of the 662 nm diode laser. The values are measured with the 
reference photodetector and are scaled relative to the initial value. 
The first component is the laser, which is a 100 mW diode laser (LBX-660-100-CIR-PP, 
Oxxius, France), with a wavelength of 662 nm ±1 nm determined with a spectrometer 
(USB2000+VIS-NIR-ES, Ocean Optics Inc., USA).   
A1.2 Complete measurement workflow 
This section describes the steps for performing a measurement of the BRDF of a sample, using 
the laboratory angular scatterometer. 
i. System warmup 
a. To stabilize all the components, the setup was turned on at least 30 min before 
commencing experiments. 
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ii. ND filter calibration 
a. The transmission of the ND filters is determined by measuring the straight 
through beam for each filter, and comparing the peak intensity through filter. 
To not saturate the detector, it is run in low gain mode.  
b. The transmittance is determined relative to the uncoated filter step with pure 
glass. During the sample scans, the software tracks the applied filter for all data 
point, and corrects with the calibrated transmittance values. 
c. The filter transmissions were measured several times over a cause of a few 
weeks. The values was found to change with up to 13 %, hence the uncertainty 
on these transmission values is a significant contribution to the overall uncer-
tainty. 
iii. Noise floor 
a. The noise floor was evaluated from a scan without a sample. The noise was 
then determined as an average over a large angular range of approximately 40°, 
calculated as the mean value plus two times the standard deviation within this 
range. We did not determine an angle dependent value, as no significant angle 
variations were seen. 
iv. Incident beam intensity 
a. To determine the intensity of the incident beam and ensure it resembled a 
Gaussian shape, a straight through measurement without a sample was per-
formed. This was done each time the setup was turned on or altered. A typical 
beam is seen in Figure 65. The peak value of the beam was then used as the in-
cident intensity. 
v. Sample alignment 
a. The samples were mounted in a holder providing movement in all three rota-
tional axes. It was aligned to normal incidences, by aligning the reflected 
specular beam to the incident beam, and by positioning the sample an incident 
angle of 30° or 60°, we ensured that the in-plane scattering coincided with the 
detector plane. 
b. Most samples were measured with an angle of incidence of 8°, but to correct for 
small misalignments, the actual incident angle was determined from the relation 
between the specular reflection and the straight through beam. 
vi. Acquisition protocol 
a. The entire process is controlled by a Matlab script, which goes through a setup 
routine to determine the optimal settings for each intensity measurement. The 
process is:  
i. Move detector to the measurement angle and acquire the angle from the 
stage. 
ii. Acquire an initial intensity value from the lock-in amplifier.  
iii. Check if the ND filter should be changed. If so, move the linear stage 
and acquire new value. 
 A1: Detailed description of angular scatterometer setup 
    123 
iv. Check if the lock-in sensitivity should be changed. If so, increase or de-
crease the sensitivity until the value is within the allowed range of that 
sensitivity. Each time the sensitivity is changed, the lock-in requires a 
stabilization period determined by the time constant of the lowpass fil-
ter. This stabilization period had previously been determined to 1 s, by 
evaluating when the output value stabilized. 
v. Acquire the final intensity value, and query the lock-in for any errors 
reported. 
vi. Immediately after the acquisition, the reference value of the laser inten-
sity is measured. 
vii. Post processing 
a. Before calculating the BRDF distributions, the raw measurement intensities are 
subtracted with the noise floor, and corrected for variations in the laser intensity 
and the transmission of the ND filters. The lock-in amplifier already corrects 
the output voltage for the applied sensitivity. Because the BRDF distribution 
requires normalization to the incident power, the correction for the reference la-
ser intensity should not be performed individually for each scan, but must 
account the drift between the straight through measurement and the actual scat-
tering measurement. 
b. After these corrections, the final BRDF distribution is determined, and this 
converted to the surface PSD using the Raleigh-Rice theory previously de-
scribed. 
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A2 Convergence tests 
Results of convergence tests, as described in Section 3.4.1.1 on page 89. 
 
Figure 67: Convergence test for number of slabs (m). a) and b) show the reflection efficiencies 
for Rs→s and Rs→p, respectively. c) and d) show the corresponding deviations from the m = 50 
spectrum. The dotted lines indicate deviations of ±1 %. The grating dimensions are: period = 
600 nm, height = 200 nm, filling factor = 50 %, sidewall slope = 10°. For all simulations n = 
10m. 
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Figure 68: Same as Figure 67, but with period = 5000 nm. 
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Figure 69: Same as Figure 67, but for number of terms included in Fourier series (n). For all 
simulations m = 20. 
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Figure 70: Same as Figure 69, but with period = 5000 nm. 
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A3 Supporting information for paper 4 
S1 Fabrication  
Mold master 
The mold was a nickel shim electroformed from a silicon master that was fabricated by 
semiconductor processing techniques. The substrate was a 100 mm silicon wafer (TN443, 
Topsil Semiconductor Materials Ltd., Denmark). A 350 nm photoresist layer (JSR-M230Y, JSR 
Corporation, Japan) was spin coated and patterned by deep UV lithography (FPA-3000EX4, 
Canon Inc., Japan). After development, the gratings were defined in the silicon wafer by deep 
reactive ion etching (DRIE Pegasus, SPTS Technologies Ltd., USA), using the photoresist as 
etch mask. Remaining photoresist was removed by an oxygen plasma (PVA Tepla 300, PVA 
Metrology & Plasma Solutions GmbH, Germany), and a 100 nm nickel-vanadium seed layer 
was deposited by sputtering (Lesker CMS 18, Kurt J. Lesker Company, USA) to facilitate the 
electroforming process. A nickel layer of 370 µm was electroformed (Technotrans micro-
form.200, Technotrans AG, Germany), and the nickel shim released by dissolving the silicon in 
a KOH etch. To easy demolding of mold master and polymer, the nickel shim was coated with 
an anti-stiction monolayer of perfluorodecyltrichlorosilane (FDTS) by molecular vapor 
deposition (MVD 100, Applied Microstructures Inc., USA). See process illustration in Figure 
S1. 
 
Figure S1: Cross sectional diagrams of the mold master fabrication process. 
Injection molding 
Injection molding was performed on an industry grade injection molding machine (Engel 
Victory Tech 80/45, ENGEL AUSTRIA GmbH, Austria) using a variotherm process, with the 
main process parameters shown in Table S1. The polymer used was cyclic olefin copolymer 
(TOPAS5013L-10, TOPAS Advanced Polymers GmbH, Germany) mixed with 1.15 % black 
pigment (UNS 949227, Gabriel-Chemie Group, Austria). The black pigment provides an 
enhanced visual appearance of the structured colors, due to a surrounding dark background, but 
does not affect the structural colors. 
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Table S1: Main process parameters used in the injection molding process. 
Clamp force 450 kN 
Switchover pressure 1000 bar 
Holding pressure 1000 bar 
Injection flow 52 cm
3
/s 
Tool temperature 120°C 
Mold pause time 145 s 
Cooling time 120 s 
Plasticizer delay time 90 s 
 
Refractive index of polymer 
The refractive index of the polymer was determined by ellipsometry (VASE, J.A. Woollam Co., 
USA), on the unstructured center region of the disc. The measurements were performed at three 
incident angles, and the complex refractive index determined by the instrument software, by 
fitting each wavelength individually to the ellipsometry model: 
𝑟𝑝
𝑟𝑠
= tan(Ψ) 𝑒𝑖Δ ,         (S1) 
where rp and rs are the Fresnel reflection coefficients of p and s polarized light, respectively, Ψ 
is the amplitude component, and ∆ the phase component. 
The wavelength depend complex refractive index (ñ = n + ik) is seen in Figure S2. 
 
Figure S2: Complex refractive index of polymer, determined with variable angle spectroscopic 
ellipsometry on the actual sample. 
S2 Reference measurements 
AFM measurements were performed on a Park NX20 (Park Systems, South Korea), and the 
grating heights determined using a ISO 5436 step height analysis
[212]
 in SPIP (SPIP 6.5.1 Image 
Metrology, Denmark). FIB milling was performed on a FEI Helios Nanolab 600 (FEI, USA), 
and to protect the structures, they were covered with a few micrometers of platinum, before 
milling with gallium ions. SEM images of the cross-sections were subsequently acquired on a 
Zeiss Supra VP 40 (Zeiss, Germany), and the grating dimension evaluated manually using 
ImageJ (US National Institutes of Health, USA). 
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S3 Simulations 
Rigorous Coupled-Wave Analysis (RCWA) is a widely used method for calculating diffraction 
efficiencies of periodic structures.
[140,158]
 The structures are defines as horizontal slabs, and for 
each slab the electromagnetic field is represented by a Fourier series, where a set of differential 
equations are constructed to describe the propagation of the Fourier coefficients through the 
slabs.
[140,158]
 The final output is the far-field diffraction coefficients of an infinite grating.  
RCWA simulations were performed using Matlab (Matlab R2014b, MathWorks Inc., USA) and 
GD-Calc (KJ Innovation, USA). For each grating with a specific height, filling factor, and 
sidewall slope, the reflection spectra were simulated for wavelengths from 350 nm to 750 nm 
with 5 nm intervals. The output from a simulation with a single wavelength was a 2 x 2 matrix 
with the reflection efficiencies for s- and p-polarized light. The four efficiency values describes 
both the reflection of unchanged polarization and polarization conversion, with the notation: 
rs→p , meaning incident s-polarization that is reflected as p-polarization. The cross-polarization 
terms are especially important for the presented setup with crossed polarizers, however, the 
efficiencies are typically 100 times lower than for the reflection of unchanged polarization, see 
see Figure S3. The values were simulated for wavelengths from 350 nm to 750 nm with 5 nm 
intervals, and the resulting color calculated as: 
𝑅 = ∑ 𝐼lamp(𝜆𝑖) [
𝑅BS,𝑠(𝜆𝑖)
𝑅BS,𝑝(𝜆𝑖)
] ⋅𝑁𝑖=1 [
𝑟𝑠→𝑠(𝜆𝑖) 𝑟𝑠→𝑝(𝜆𝑖)
𝑟𝑝→𝑠(𝜆𝑖) 𝑟𝑝→𝑝(𝜆𝑖)
] [
𝑇BS,𝑠(𝜆𝑖)
𝑇BS,𝑝(𝜆𝑖)
] 𝑆cam, R(𝜆𝑖)Δ𝜆𝑖  ,       (S2) 
where R is the value of the “red” pixels, Ilamp the lamp spectrum, RBS,i and TBS,i the beamsplitter 
reflectance and transmittance for each polarization, respectively, ri→j the polarization dependent 
reflection efficiencies of the sample, Scam, R the camera spectral sensitivity for channel R, Δλ the 
wavelength interval, and N the number of wavelengths. Similar equations were used for the 
green (G) and blue (B) camera channels.  
 
Figure S3: Simulated reflection efficiencies for typical grating. Only the rs→s (a) and rs→p (b) 
components are shown, since for the incident polarization rotated with 45° with respect to the 
grating, the rs→s and rp→p are identical, and similarly with the rp→s and rs→p. Legend refers to both 
graphs a) and b).  
A typical RGB database consisted of 20.000 different gratings geometries, and took around 15 
hours to simulate on a 20-core computer (IBM NeXtScale nx360 M4, Lenovo Group Inc., 
China). The dimensional ranges varied slightly for each sample, but were similar to the one 
shown in Figure 47b in the paper. The ranges were chosen not to restrict the fitted values, 
a) b) 
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except for the height that was limited to the height of the mold-master, determined to 224 nm 
with AFM. 
A set of typical reflection efficiency spectra is shown in Figure S3, for a grating of h=210 nm, 
p=2000 nm, s=10°, and varying filling factors. When comparing the rs→s with the rs→p efficien-
cies, the values are seen to be around 100 higher for rs→s, meaning that 100 times more light will 
be reflected with this polarization. However, the six simulated spectra, corresponding to six 
different filling factors, are seen to be very similar for rs→s, while rs→p feature significantly 
larger variations. For increased sensitivity with color scatterometry, large spectral variations 
between different structures are advantageous, as this result in larger color changes and better 
fitting confidence.  
S4 Setup calibrations 
Typically in scatterometry, the reflection efficiencies of the structures are determined by scaling 
the sample spectrum with a reference spectrum of the light source, obtained e.g. from the 
reflection of a mirror.
[140,169,188]
 However, this is not possible for color scatterometry, due to the 
polarizing beamsplitter blocking all light from non-structured samples. Instead, each component 
had to be calibrated individually, and Equation (S2) applied to relate the sample reflectance to 
the RGB camera color. The lamp (MWWHL3, Thorlabs Inc., USA) spectrum was evaluated 
with a calibrated spectrometer, see Figure S4. The reflectance and the transmittance of the 
beamsplitter (CCM1-PBS251/M, Thorlabs Inc., USA), were determined by comparing the 
reflection and transmission spectra with a straight through measurement without the beamsplit-
ter, see Figure S5. To evaluate the values independently for s- and p-polarization, a polarizer 
(GT10-A, Thorlabs Inc., USA) was positioned before the spectrometer fiber. The spectral 
sensitivity of the camera (BFLY-U3-23S6C, Point Grey Research, Inc., USA), was evaluated 
according to the industry standard EMVA 1288
[208]
, see Figure S6. The camera features a four 
channel RGGB (red, green, green, blue) color filter array, and each channel were analyzed 
separately. However, as seen from Figure S6 the two green channels show almost identical 
responses, hence for the further color analysis the average of both channels was used to only 
obtain the three RGB values.  
As it was only possible to obtain relative calibrations for the components, all measured and 
simulated colors are scaled with their individual intensities. This results in slightly larger CIs, as 
the color gradients would be steeper if the intensities were preserved. 
 
Figure S4: Spectrum of LED light source. 
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Figure S5: Polarization dependent reflectance and transmittance of beamsplitter.  
 
Figure S6: Spectral sensitivity of the four RGGB camera channels. The two green channels 
show similar responses. 
 
 
 
 
  
a) b) 
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A4 Instrument calibrations 
A4.1  Spectrometer 
The final setup does not include a spectrometer, but this was used for calibration of the other 
components, and for troubleshooting during the design and test phases. 
The spectrometer is a USB2000+VIS-NIR-ES (Ocean Optics Inc., USA), covering a spectral 
range from 350 nm to 1000 nm with approximately 0.4 nm increments. It features a fiber optic 
connector fitted with a 600 µm diameter multimode fiber (QP600-2-VIS-BX, Ocean Optics Inc., 
USA). 
A4.1.1 Spectral sensitivity 
Several components in a spectrometer influence the spectral sensitivity, most notably the 
diffraction grating and the photodetector. The simplest approach is simply to consider the 
spectrometer a “black box” and determine the combined sensitivity of the entire device. The 
spectral sensitivity was determined by referencing against a calibrated spectroradiometer (OL 
756 Portable UV-VIS Spectroradiometer, Gooch & Housego, FL-USA). The same light source 
(HPX2000, Ocean Optics Inc., USA) was evaluated with both spectrometers, and from this, the 
spectral correction factors for the spectrometer determined as the ratio of the two spectrums. 
The calibration was performed with the optical fiber attached, hence the factors also corrects for 
spectral variations of the fiber transmission. To avoid thermal drift, the lamp and spectrometer 
were warmup sufficiently before measuring, see Sections A4.1.4 and A4.3. 
 
Figure 71: Calibration of spectrometer spectral sensitivity. a) Spectrum of light source obtained 
by spectrometer and reference. b) Correction factors for the Ocean Optics spectrometer, deter-
mined as the ratio of the spectrums in a). 
The calibration results are shown in Figure 71. The importance of such calibration is obvious 
when comparing the two spectra in Figure 71a. The correction factors in Figure 71b have a 
smooth shape, even though the two spectra have some distinct peaks as seen from Figure 71a. 
The steep increase in the correction factors from 400 nm and downwards, is a consequence of 
the detection limit, which results in the spectrum approaching zero at 350 nm. The combination 
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of a poor sensitivity and a large correction factor will cause large uncertainties for this range of 
the spectrum. Fortunately, most of this region is not important since the camera is only sensitive 
from around 380 nm. 
A4.1.2 Wavelength correlation 
Since a spectrometer is simply a grating and a linear photodetector array, a calibration is needed 
to relate the detector pixel to a physical wavelength. The manufacturer already provides such 
calibration for the spectrometer, consisting of a third-order polynomial relating the pixel number 
and wavelength. The calibration is performed on the actual spectrometer, but we performed an 
analysis to validate the results.  
A wavelength calibration is performed by measuring the emission spectrum of a known source, 
typically a low-pressure gas such as krypton, that provides sharp emission peaks at well-defined 
wavelengths. By correlating the pixel number and wavelength of each peak, the polynomial 
coefficients are determined. Ocean Optics provides a detail description of the procedure
[213]
. The 
spectrum for a krypton-1 calibration source (KR-1, Ocean Optics Inc., USA) was evaluated with 
the spectrometer using the manufacturer supplied wavelength calibration. A sample of ten peaks 
was then fitted with Gaussian functions, and the wavelength of the peak apex determined with 
sub-pixel resolution. The ten peaks were selected based on high intensities, no superpositions 
with neighboring peaks, and covering wavelengths in the full spectrum. Comparing the obtained 
wavelengths with the reference values from the National Institute of Standards and Technology 
(NIST)
[214]
 did not reveal a significant difference, hence the manufacturer supplied coefficients 
were used, see results in Table 6.   
Table 6: Peak wavelengths of ten krypton-1 emission peaks, measured with the spectrometer 
and compared to the reference values from NIST
[214]
. 
Reference [nm] Measured [nm] Difference [nm] 
427.3969 427.3985 −0.0016 
431.9579 431.9543 0.0037 
450.2354 450.2308 0.0046 
587.0916 587.0412 0.0504 
785.4823 785.4461 0.0362 
805.9505 805.9503 0.0002 
819.0057 818.9989 0.0068 
850.8873 850.8835 0.0038 
892.8693 892.8442 0.0252 
975.1761 975.2738 −0.0977 
A4.1.3 Intensity non-linearity 
All CCD detectors have a slight non-linear response between light intensity and electric signal, 
which can be corrected by a post-processing step. Ocean Optics supplies a non-linearity 
calibration for the spectrometer, in the form of a 7th order polynomial that linearizes the raw 
intensities. This calibration was validated by the procedure described by Ocean Optics
[215]
.  
The procedure is to evaluate the intensity of a stable light source several times using different 
integration times of the spectrometer, and analyze the results with respect to the counts per 
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second versus the total count. The total count will increase with increasing integration time, but 
the counts per second stays constant for a stable light source. The relation can then be fitted 
with a 7th order polynomial, as shown in Figure 72. When comparing our polynomial with the 
one provided by Ocean Optics, they a generally very similar and only differs in the boundary 
regions, close to saturation and the detection limit. Consequently, since the spectra are always 
acquired with values in the center of the detection range (by adjusting the integration time), the 
use of either polynomial should not result in significantly different values. This was also 
observed when analyzing the spectrums. After correction for the non-linearity, the spectrometer 
response is linear within 0.5 %, compared to around 10 % without the correction. 
 
Figure 72: Result of linearity calibration. a) Plot of the rate of counts versus total count for var-
ious integration times. For a linear response, the rate should stay constant. Also shown is the 7th 
order polynomial fitted to the data, and for comparison, the polynomial from the provided 
Ocean Optics calibration. b) The data from a) after applying the polynomial correction. 
A4.1.4 Spectrometer warmup time 
The spectrometer is neither temperature stabilized nor features a temperature sensor. Hence, to 
ensure stable and consistent measurements, it needs to warmup and stabilize. To determine how 
long time is needed, the spectrometer is set to continuously evaluate the spectrum of a light 
source (MWWHL3, Thorlabs Inc., USA), immediately after being switched on. The light source 
is assumed to be stable, as it has stabilized for several hours. The intensities of individual pixels 
are then monitored to determine when they stabilized. The resulting data is shown in Figure 73a, 
for 10 pixels in the range 430 nm to 720 nm encompassing both high and low intensities. After 
approximately 40 min the values are stable within ~0.5 %, hence this time is used for the 
spectrometer warmup period. 
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Figure 73: Warmup experiments of spectrometer, showing the drift of ten pixels after the spec-
trometer is turned on. a) When continuously measuring the spectrum of a light source. b) When 
evaluating the dark noise in the spectrometer. The deviations are calculated with respect to the 
final stable value.  
Another method for characterizing the warmup drift is to evaluate the dark noise of the pixels. 
This is done by continuously acquiring spectrums while the spectrometer entrance is blocked 
and no light reaches the sensor. When using a long integration time, in this case 10 s, the noise 
signal can be evaluated. Most pixels are low in noise, fluctuating at around 4 % of the saturation 
value, but some pixels stand out with much large noise signal. Some of these high-noise pixels 
are shown in Figure 73b, where the intensity drift immediately after turning on the spectrometer 
is plotted. The warmup drift is seen to stabilize after around 40 min, identical to the time 
determined from Figure 73a.  
A4.2 Camera warmup time 
The warmup time for the camera is determined similar to the spectrometer. Images are acquired 
continuously for a stable light source (MWWHL3, Thorlabs Inc., USA), and the intensity 
changes with respect to time evaluated. Contrary to the spectrometer, the camera features a 
temperature sensor to monitor the actual temperature inside the camera housing. Figure 74 
shows the warmup results as the intensity drift with respect to time in a) and with respect to 
temperature in b), for each of the four color channels. The drift is seen to be significantly 
smaller than for the spectrometer, with the maximum change being the R channel with 2.5 %. 
The difference between the four channels is expected to result from the actual value of the 
pixels. The color of the light source was (255, 240, 80), hence the R channel also had the 
highest value. The warmup time is found to be around 30 min, after which the values are stable 
within 0.1 %. From Figure 74b, the warmup is seen to correlate strongly with the reported 
camera temperature; hence, the temperature reading can also be used to ensure a sufficient 
warmup. As with the spectrometer, the warmup time was also evaluated from dark measure-
ments, and this provided similar results.  
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Figure 74: Warmup time of camera. The intensity drift of the pixel values are shown with a) 
respect to the time, and b) the on-board camera temperature. The intensities are determined as 
the mean of 200 x 200 pixels in the center of the image, and the deviations are calculated with 
respect to the final stable value. 
A4.3 LED warmup time 
The lamp warmup time is determined similar to the spectrometer, except now the spectrometer 
is warmed up initially, and the lamp turned on when the spectrum acquisition commenced. The 
spectrum is continuously acquired for 2.5 hours with 30 s intervals. The LED is found to be 
relatively stable with a maximum drift of 5%, and after 40 min all values are stable within 1 %, 
see Figure 75. 
 
Figure 75: Warmup experiment of LED light source. a) The lamp spectrum with crosses indi-
cating the evaluated wavelengths. b) The drift of ten wavelengths immediately after the LED is 
turned on. The line color correlates with the marker color in a). The deviations are calculated 
with respect to the final stable value. 
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Title 
One-step Maskless Fabrication and Optical Characterization of Silicon Surfaces with Antireflec-
tive Properties and a White Color Appearance 
Abstract 
We report a simple one-step maskless fabrication of inverted pyramids on silicon wafers by 
reactive ion etching. The fabricated surface structures exhibit excellent anti-reflective proper-
ties: The total reflectance of the nano inverted pyramids fabricated by our method can be as low 
as 12% without any anti-reflective layers, and down to only 0.33% with a silicon nitride 
coating. The results from angle resolved scattering measurements indicate that the existence of 
triple reflections is responsible for the reduced reflectance. The surfaces with the nano inverted 
pyramids also exhibit a distinct milky white color. 
Introduction 
Silicon is abundant in nature, and has been widely used in the semiconductor industry. By 
texturing silicon surfaces, it is possible to obtain samples of dual- or multi-functions that are 
attractive in many fields. Recently, there has been increasing interest in using “black silicon” 
fabricated by reactive ion etching (RIE) to enhance the light trapping efficiency of photovoltaic 
devices.
1-6
 The RIE fabricated silicon typically consists of needle-like or cone-shape structures 
that scatter the incident light, which is the reason for the black or brownish color of the sur-
face.
3,7-11
 Though highly anti-reflective, the black silicon suffers from high surface 
recombination losses caused by its extremely high surface area, which as a result limits the 
increase of the external quantum efficiency of photovoltaic devices.
12-13
 Recently, Savin et al. 
reported that it is possible to chemically and electrically passivate the black silicon to reduce the 
charge recombination by depositing an alumina layer.
14
 Alternatively, it has been reported that 
inverted pyramids have lower surface areas than upright pyramids, yet still good light trapping 
properties.
12-13,15-20
 These inverted pyramids are typically fabricated either by colloidal lithogra-
phy,
21-22
 or by combining interference lithography and wet silicon etching.
13,16-17,19
 Both methods 
are complex and require masks or templates for the fabrication, which increases the fabrication 
costs. Wang et al. recently reported on using a maskless copper assisted acid etching method to 
fabricate micro inverted pyramids on a silicon surface.
20
 Nonetheless, as copper is a deep donor 
for silicon, the use of copper could potentially cause contamination to the fabricated samples 
and other processes performed in the same cleanroom.  
In this letter we report a simple one step maskless method to fabricate semi-periodic nano 
inverted pyramids on silicon wafer surfaces by RIE. RIE is a dry etching technique that can be 
used to structure silicon surfaces through the combined effect of a corrosive gas (SF6 or CH4) 
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and a passivating gas (O2) without additional masks.
7-8
 We will show that by fine tuning the 
etching parameters, we are able to fabricate nano inverted pyramids of different sizes and 
regularities. The total reflectance of the inverted pyramids fabricated by our method can be as 
low as 12% without any anti-reflective layers, and down to only 0.33% with silicon nitride 
(SiNx) coatings. The surfaces with the uncoated nano inverted pyramids also exhibit a very 
interesting milky white color, which to the best of our knowledge has not been reported yet. As 
reactive ion etching (RIE) is widely used in the semi-conducting industry, our technique will 
have high potential not only in the photovoltaic but also other industries, where surfaces of 
special optical properties are desired. Moreover, this technique will lead towards cost-effective 
large-scale productions of inverted pyramidal structures. 
The structure fabricated by RIE is determined by complex reactions happening inside the RIE 
chamber, which according to many studies depend mainly on the gas ratio, chamber tempera-
ture, chamber pressure, and the platen power.
2-3,5,10-11,23-26
 The absolute gas flow on the other 
hand does not seem to have much influence on the formed structures. However, in most of the 
aforementioned studies, the change of the gas flow rate is only within 10%, which perhaps is 
too small to influence the structure formation. To better understand the parameter influence and 
better control the etched structures, in this study we fixed the chamber temperature (-19 ℃), 
chamber pressure (38 mTorr), and the platen power (6 W), and varied the flow rates 𝑄 (in sccm) 
of SF6 and O2 and the etching time 𝑡 (in min). The total gas flow rate can be 12 times higher for 
the batches with the highest rate than for those with the lowest rate. For simplification, we 
denote our samples of different etching parameters as 𝑄𝑆𝐹6 − 𝑄𝑂2 − 𝑡. 
 
Figure 1. SEM images of structures fabricated at different gas flow rates and etching times. The 
scale bars are 1 µm. 
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By changing the SF6 and O2 flow rates and the etching time, we are able to obtain waferscale 
samples of very different surface structures with good reproducibility (samples 55-10-10, 50-
10-15, and 50-10-20 were reproduced five times), as presented in Figure 1. The fabricated 
structures range from flat surfaces with random particles (500-100-7 and 100-20-7), winding 
micro-trenches (60-10-7), non-periodic holes (40-10-7), to semi-periodic inverted pyramids (50-
10-7 and 55-10-10). It is worth mentioning that the gas ratio 𝑄𝑆𝐹6: 𝑄𝑂2 and the etching time t of 
samples 500-100-7 and 50-10-7 are the same, while the resulting structures of the two samples 
are very different: the surface of sample 500-100-7 is almost flat with only some random 
particles of irregular shape; while the surface of sample 50-10-7 already has inverted pyramidal 
holes. Apparently, in our study the influence of the total flow rate on the structure formation can 
be substantial. The dominant effect seems to be the residence time of the gas molecules in the 
active etching zone, where the plasma is generated. The average residence time 𝜏 of a gas inside 
the RIE chamber can be defined as: 𝜏 = 𝑝𝑉/𝑄,26 where 𝑝 is the pressure inside the chamber, 𝑉 
the plasma volume, and 𝑄 the gas flow rate. As we used fixed chamber pressures in all experi-
ments, the throttle valve opened more for higher gas flow rates to maintain the chamber pressure 
than the lower ones. For a comparison, the average gas residence time of sample 500-100-7 is 
only 0.02 s (Figure S2), while 𝜏 of sample 50-10-7 is 0.21 s. Hence, for the high gas flow rates, 
gases pass the active etching zone so fast that there is not enough time for them to dissociate 
and react with the sample surface in the chamber, leading to an almost flat surface (sample 500-
100-7). The Similar observations were also reported by Jansen et al.
26 
Figure 2b and 2c are representative spectra of the specular and total reflectance of all fabricated 
types. Three samples with inverted pyramidal structures (50-10-15, 50-10-20, and 55-10-10) are 
among those of the lowest specular and total reflectance (Figure 2a and 2b). The total reflec-
tance of sample 55-10-10 (without anti-reflective coating) is lower than 20% at shorter 
wavelength, and as low as 12% at near IR, which is lower than many reported values of 
uncoated nano/micro inverted pyramids made by more complex methods.
17,22,27
 The inverted 
pyramids of this sample (55-10-10) are almost arranged in a hexagonal array, and yet with a 
predominantly quadratic base having side lengths of around 600 nm and a pitch distance of 
around 700 nm, much smaller than those reported by Wang et al.
20
 The total reflection of these 
three samples is further reduced down to only 0.33% after coating with the anti-reflective layer 
(~80 nm, Figure 2c), which is also used as a passivation layer to reduce the surface recombina-
tion rate and to increase the effective carrier lifetime in photovoltaic devices.
13,28-30 
Figure 2d shows the angle resolved scattering (ARS) spectra of sample 55-10-10 without and 
with SiNx coating. The solid-dash lines are the respective cosine fittings of the scattered 
intensity at angle 𝜃𝑠, 𝐴𝑅𝑆 = 𝐴 ∙ cos (𝜃𝑠). Here A is a prefactor, and 𝜃𝑠 is the angle between the 
detector and the plane normal to the sample surface (sample normal). The ARS curve of the 
uncoated 55-10-10 fits well at large angles but deviates from the cosine function at small angles. 
There are two peaks at 𝜃𝑠 ≈ −46° and 𝜃𝑠 ≈ −21°, which could result from double and triple 
reflections of incoming beam rays by the facets of the inverted pyramids, as illustrated in 
Figure 2e. The average plane inclination of the inverted pyramids is 𝛼 ≈ 56.5°, as measured by 
Image J on SEM images. This angle is close to the well-known angle of 54.7° usually obtained 
for anisotropic wet etching of <100> Si surfaces with potassium hydroxide (KOH). By simple 
trigonometry, the angle of the second reflection to the sample normal can be derived 𝛽 ≈ 46°, 
and the angle of the third reflection to the sample normal 𝛾 ≈ 21°. The values of these two 
angles fit well with the positions of the two peaks observed in Figure 2d. The intensity 
difference between the two peaks can have two origins: 1. The reflection fraction of flat silicon 
surfaces varies at different angles of incidence according to the Fresnel equation; 2. For an 
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inverted pyramid of 𝐷 ≈ 609 nm and 𝛼 ≈ 56.5° as presented in Figure 2e, only 15% of the 
incoming beam (per facet) falls in an area, where a third reflection could happen; the rest would 
be either reflected out of the inverted pyramid or absorbed by the pyramid (refracted). Similar 
hypothesis of triple reflections of inverted pyramids was also suggested by other groups.
17,20
 
Due to the restriction of our experimental setup, light scattered to angles lower than 17° to the 
sample normal could not be measured, which makes it difficult numerically to fit the two peaks 
or calculate their integral precisely. However, the ARS~𝜃𝑠 curves of the coated surfaces fit the 
cosine function very well (Figure 2d and S4). It is worth mentioning that structures fabricated 
by RIE are not defect free, which might introduce additional recombination sites when com-
pared to defect free structures.
31
 Nonetheless, the decrease in the surface area, and the 
possibility to passivate the surface by introducing alumina or SiNx still makes the inverted 
pyramids fabricated by our method promising for photovoltaic applications. 
 
Figure 2. (a) SEM images of uncoated inverted pyramids. (b) Specular reflectance of uncoated 
samples measured at normal incidence. (c) Total reflectance of inverted pyramids without (solid 
line) and with (dash line) ~80 nm SiNx coating measured with an integrating sphere. (d) Angle 
resolved scattering (ARS) spectra of sample 55-10-10 without (blue solid line) and with (blue 
dash line) SiNx coating measured by a diode laser of 488 nm. The red dash-dot lines are cosine 
fittings of the corresponding ARS curves. Inset: SEM image of uncoated 55-10-10. (e) Sketch 
of possible reflections of the incident light beam by one inverted pyramid. The scale bars are 1 
µm. 
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In addition to being anti-reflective, some of our inverted pyramids appear “white” or greyish, 
which is distinctly different from the classical black or brownish silicon wafers made by 
RIE.
3,7,25-26
 A clear demonstration of the special color of these nano inverted pyramids is 
presented by a photo of a white “DTU logo” (approx. 3 mm x 4 mm) on a black background 
(Figure 3a). The white DTU logo was fabricated using the same parameters as sample 55-10-10 
on a black silicon wafer of nano spikes. The detailed fabrication procedure and parameters can 
be found in the experimental section and the supporting information. The SEM image in the 
white area clearly shows the inverted pyramids are fabricated, though a bit larger (pitch distance 
up to 1µm) than the structures fabricated on the polished silicon wafer (Figure 1, 3c and S5), 
which might be caused by the incomplete removal of nanograss on the black silicon surface. 
The color of the logo clearly appears white to human eyes, as compared to the white A4 paper 
under the sample. The intensity profiles (extracted by Image J) of the RGB colors (Figure 3d) 
along the red line on Figure 3b (and Figure 3e) overlap well with each other, which further 
verifies the white color of the DTU logo.
32
 There are some oscillations (period  14 µm) on the 
color intensity profile, which might stem from defects of similar period in the area (Figure S5). 
These defects might be caused by the inhomogeneous removal of the pre-etched nano spikes in 
the logo area by RIE, as no such structural irregularities are observed on samples fabricated 
directly from polished Si wafers (Figure 1). 
 
Figure 3. (a) Photo of a black silicon wafer with the as fabricated white DTU logo, in reference 
to a one EUR coin. Both the wafer and the coin were placed on a white A4 paper for color ref-
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erence. (b) The zoomed photo of the logo area. (c) SEM image of one single inverted pyramid 
in the DTU logo area. The scale bar is 200 nm. (d) The intensity profile of RGB colors (red, 
green, and blue) along the red line indicated on Figure 3b. (e) The zoomed intensity profile of 
RGB colors at x = 0.5 – 0.8 mm. 
In summary, we have demonstrated a maskless one-step method to fabricate nano inverted 
pyramids on silicon wafers by RIE. These structures are very sensitive to the parameters used in 
RIE, and the total gas flow rate can be substantial to the structure formation. The uncoated 
inverted pyramids have the lowest specular and total reflectance among all fabricated samples. 
The low total reflectance of these inverted pyramids is probably caused by a third reflection of 
the incoming beam by the pyramid facet. The total reflectance of the inverted pyramids is 
further reduced by an order of 40 after coated with a layer of SiNx, which makes the inverted 
pyramid fabricated by RIE very promising for photovoltaic applications. As demonstrated by 
the white DTU logo, some of the inverted pyramids have a milky white color, which could be 
interesting in other industries. As RIE is an industrialized standardized silicon dry etching 
technique, our method will pave the way to large scale, cost-effective mass production of nano 
inverted pyramids.  
Experimental Section 
Silicon surface texturing 
All samples were textured by reactive ion etching (RIE, Pegasus D-RIE, STS, UK) on crystal-
line 100 mm silicon wafers (n-doped (phosphorous), resistivity 10-100 Ωcm, (100)), at different 
SF6 and O2 flow rates, platen power, temperature, and etching time. The white DTU logo with 
black background was fabricated by RIE on a pre-etched black silicon substrate coated with 
patterned photoresist of the DTU logo. The detailed fabrication parameters and process flow can 
be found in the supporting information. After RIE, all samples were cleaned by N2/O2 plasma 
(N2 400 sccm, O2 70 sccm, power 1000 W) for 30 min. For the coated samples, a layer of 
approx. 80 nm silicon nitride (SiNx) was immediately deposited on the structured surface by 
plasma enhanced chemical vapor deposition (PECVD, SPTS, UK) after the plasma cleaning. 
The film thickness of SiNx was tested by ellipsometry (Ellipsometer VASE, J.A. Woollam Co., 
Inc, USA) on a parallel plain wafer coated with the same parameters.  
Structure characterization 
All samples were characterized by scanning electron microscopy (SEM, Supra 40 VP, Carl 
Zeiss AG, Germany) at both cross-sectional and surface views. The dimension of the structures 
was measured by ImageJ (version 1.49s). 
Optical characterization 
The specular reflection was measured by multiple angle reflectometry (Film Tek 4000, scien-
tific computing international, Carlsbad, USA) at normal and 70 incidence. The total reflectance 
was measured by optical spectrometer (OE65000, Ocean Optics spectrometer, USA) with an 
integrating sphere of 8 incidence (AvaSphere-50, Avantes, UK). The total reflectance meas-
urement was calibrated by a white Lambertian scatter (SRS-99-020, LabSphere, USA). The 
scattering distribution of the samples was measured with an angular scatterometer, where a 
photodetector (New Focus Model 2032, Newport, USA) was rotated in a circular arc around the 
sample and the scattering intensity was evaluated in steps of 0.1°. A 40 mW argon-ion laser of 
488 nm (60X, American Laser Corporation, USA) was used as the incident light source. The 
detailed description of the setup can be found in a previous publication.
33
 Canon EOS 5D Mark 
  A5: Papers not included in thesis 
    151 
II camera was used to shoot the photos of the white DTU logo on the black silicon wafer. 
Except for the auto white balance function, no further post processing was used on the photos. 
The RGB profile of the photo was extracted by Image J.  
The silicon surface texturing, SEM characterizations, and the specular reflection measurements 
were carried out in a class 10-100 cleanroom (Danchip, DTU, Denmark). 
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