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Breitling et al. (2004) [1] introduced a statistical technique, the rank product method, for detecting
differentially regulated genes in replicated microarray experiments. The technique has achieved
widespread acceptance and is now used more broadly, in such diverse ﬁelds as RNAi analysis, pro-
teomics, and machine learning. In this note, we extend the rank product method to the two sample
setting, provide distribution theory attending the rank product method in this setting, and give
numerical details for implementing the method.
 2010 Federation of European Biochemical Societies. Published by Elsevier B.V. All rights reserved.1. Introduction
In an inﬂuential paper, Breitling et al. [1] introduced a statistical
technique for detecting differentially regulated genes in replicated
microarray experiments. Their rank product method entails rank-
ing expression levels within each replicate, then computing the
product of the ranks across the replicates. The rank product is then
compared to its sampling distribution under a permutation model
for subsequent inference. The rank product method appears to be
robust, with higher sensitivity and speciﬁcity than t-test method-
ology and desirable operating characteristics, as demonstrated in
extensive numerical studies [2–5]. Although developed originally
for microarrays, the rank product method has found widespread
acceptance in diverse settings, e.g., RNAi analysis [6], proteomics
[7], and machine learning model selection [8].
Koziol [9] recently described a simple method for establishing
distribution theory for the original rank product statistic: ﬁrst, by
invoking a log transformation, a linear rank statistic is shown to
be equivalent to the rank product statistic; then, distribution
theory for the linear rank statistic is available through a remark-
ably simple and accurate approximation involving the gamma
distribution.
The purpose of this note is to consider extensions of the rank
product method to two sample settings. As with the original one
sample version of the rank product statistic, log transformation
may be invoked to an equivalent linear rank statistic formulation.
Subsequent distribution theory involves weighted linear combina-chemical Societies. Published by Etions of gamma random variables; numerical procedures for deter-
mining these distributions are readily available for practical use.
We outline the two sample problem with the rank product
method as well as the linear rank statistic formulation in Section
2, and consider numerical issues in Section 3. We provide an exam-
ple in Section 4, and conclude with some remarks in Section 5.
2. The rank product statistic
2.1. The two sample version
We brieﬂy describe the rank product statistic in the two sample
setting. We start with expression levels for n genes from k1 inde-
pendent replicates in sample 1, and k2 independent replicates in
sample 2. Denote the expression level for the ith gene in the jth
replicate of the mth sample by Xijm, where 1 6 i 6 n, 1 6 j 6 km,
1 6m 6 2. Next, rank the expression levels X1jm, X2jm, . . ., Xnjm with-
in each replicate j, forming Rijm = rank(Xijm), 1 6 Rijm 6 n, and
1 6m 6 2. Then, a suitable two sample version of Breitling’s rank
product statistic for the ith gene is, up to a normalization constant,
the product
RPi ¼
Yk1
j¼1
Rij1
 !1=k1

Yk1
j¼1
Rij2
 !1=k2
: ð2:1Þ
RPi is the geometric mean of the ranks of the ith gene from sample 1,
divided by the geometric mean of the ranks of the ith gene from
sample 2. Differential rankings of the ith gene in the two samples
would lead to excessively large or small values of RPi, hence genes
associated with sufﬁciently small or large RP values would be
marked for further consideration. One could modify the approachlsevier B.V. All rights reserved.
Table 1
Probability that the quadratic form Q exceeds x. Exact exceedance probabilities are
from Imhof (1961) [11]; approximate exceedance probabilities are from inversion of
the characteristic function, and numerical integration, in Mathematica v.7.
Q x Exact Approximate
Q1 ¼ 0:6X21 þ 0:3X21 þ 0:1X21 0.1 0.9458 0.94578
0.7 0.5064 0.50635
2 0.1240 0.12403
Q2 ¼ 0:6X22 þ 0:3X22 þ 0:1X22 0.2 0.9936 0.99354
2 0.3998 0.39980
6 0.0161 0.01610
Q3 ¼ 0:6X26 þ 0:3X24 þ 0:1X22 1 0.9973 0.99732
5 0.4353 0.43525
12 0.0088 0.00877
Q4 ¼ 0:6X22 þ 0:3X24 þ 0:1X26 1 0.9666 0.96664
3 0.4196 0.41956
8 0.0087 0.00872
Q5 ¼ 0:7X26;6 þ 0:3X22;2 2 0.9939 0.99388
10 0.4087 0.40866
20 0.0221 0.02208
Q6 ¼ 0:7X21;6 þ 0:3X21;2 1 0.9549 0.95487
6 0.4076 0.40758
15 0.0223 0.02232
(1/3)Q3 + (2/3)Q4 1.5 0.9891 0.98906
4 0.3453 0.34527
7 0.0154 0.01540
(1/3)Q3  (2/3)Q4 2 0.9102 0.91023
0 0.4061 0.40611
2.5 0.0097 0.00976
(1/2)Q5 + (1/2)Q6 3.5 0.9563 0.95632
8 0.4152 0.41524
13 0.0462 0.04623
(1/2)Q5  (1/2)Q6 2 0.9218 0.92179
2 0.4779 0.47789
7 0.0396 0.03963
(1/4)(Q3 + Q4 + Q5 + Q6) 3 0.9842 0.98416
6 0.4264 0.42638
10 0.0117 0.01166
(1/6)(Q3  Q5) + (2/6)(Q6  Q4) 3 0.9861 0.98614
0 0.5170 0.51702
4 0.0152 0.01520
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tribution of the RPi under the null hypothesis that the Xijm are iden-
tically distributed (exchangeable) within each of the ki independent
replicates of each sample. A more direct method of obtaining the
null distribution is available, as we now describe.
2.2. An alternative formulation
An equivalent statistic to RPi is the monotone transformation
logðRPiÞ ¼ ð1=k1Þ
Xk1
j¼1
logðRij1Þ  ð1=k2Þ
Xk2
j¼1
logðRij2Þ: ð2:2Þ
Monotonicity ensures that achieved signiﬁcance levels of RPi and
log(RPi) are identical. There are two key notions reﬂected in this
transformation. First, since the km replicates are independent, each
component of log(RPi) is the average of k independent, identically
distributed random variables under the null hypothesis. More fun-
damentally, the log transformation demonstrates that the rank
product method engenders replacement of the ranks Rij within each
replicate by rank scores aj(Rij), where the score function here is gi-
ven simply by aj(i) = log(i), 1 6 i 6 n, 1 6 j 6 k. Although we note
that much of the richness and diversity of linear rank statistics
arises from adoption of different score functions into the underlying
construct, we will not pursue this notion here, but will restrict
attention to the log score function.
2.3. A simple approximation
Following Koziol [9], there exists a simple and remarkably accu-
rate approximation to the null distribution of log(RPi). First, note
that Rijm/(n + 1) is approximately uniformly distributed on the unit
interval (0,1), the approximation improving as n (the number of
genes) increases. Next, let Uj denote a uniform random variable
[that is, Uj is uniformly distributed on (0,1)]. Then log(Uj) has
an exponential distribution on the positive real line with scale
parameter 1, commonly denoted Exp(1). The key here is that the
Exp(1) distribution is a particular case of a gamma distribution,
namely, a C(1,1) distribution. [The gamma distribution is a two-
parameter continuous probability distribution. The two parame-
ters are commonly referred to as the shape parameter k and the
scale parameter h, and the distribution is denoted C(k,h).] The
sum of independent, identically distributed exponentials is also
gamma distributed, with the same scale parameter, but an altered
shape parameter: in our setting, Pkj¼1 logðUjÞ has a C(k,1)
distribution.
Next, note that an equivalent representation of log(RPi) is given
by
logðRPiÞ ¼ ð1=k1Þ
Xk1
j¼1
log
Rij1
nþ 1
 
 ð1=k2Þ
Xk2
j¼1
log
Rij2
nþ 1
 
: ð2:3Þ
It follows that the null distribution of log(RPi)is approximately dis-
tributed as
Y ¼ ð1=k1Þ  Y1 þ ð1=k2Þ  Y2; ð2:4Þ
where the Ym are independent random variables with C(km,1) dis-
tributions, m = 1, 2.
How does all this relate to the rank product? We have the fol-
lowing steps:
ProbðRPi 6 tÞ ¼ ProbðlogðRPiÞ 6 logðtÞÞ  ProbðY 6 logðtÞÞ:
Hence we may determine approximate critical values for RPi by
back transformation from the associated critical values for Y. We
turn to numerical calculation of the distribution of Y in the next
section.3. Distribution of the rank product statistic
3.1. Exact distribution
We will use inversion of the characteristic function for determi-
nation of critical values of the log rank product statistic. Recall that,
if F is a one-dimensional distribution function, its characteristic
function u is the complex function of the real variable t:
uðtÞ ¼
Z 1
1
eitxdFðxÞ:
In particular, the characteristic function of a C(k,h) distribution is
simply
uðtÞ ¼ ð1 ithÞk:
It follows that the characteristic function of Y =  (1/k1)Y1 + (1/
k2)Y2 from (2.4) is given by
uY ðtÞ ¼ E½eitY  ¼ 1þ
it
k1
 k1
1þ it
k2
 k2
: ð3:1Þ
Gil-Pelaez [10] introduced a simple inversion formula, showing how
the univariate cumulative distribution function F can be obtained
by numerical inversion of its characteristic function u:
FðxÞ ¼ 1
2
þ 1
2p
Z 1
0
eitxuðtÞ  eitxuðtÞ
it
dt
¼ 1
2
 1
p
Z 1
0
Im
eitxuðtÞ
t
 
dt; ð3:2Þ
Table 2
Percentage points of the distribution of log(RPi) determined by numerical inversion of
the characteristic function, Cornish–Fisher approximation, or normal approximation.
Statistic Char fn Cornish–Fisher Normal 
(A) n1 = n2 = 10
2.0 0.00002483 0.00005184 0.00000387
1.8 0.00011403 0.00016925 0.00002850
1.6 0.00048638 0.00054721 0.00017331
1.4 0.00161378 0.00171210 0.00087256
1.2 0.00500671 0.00515650 0.00364518
1.0 0.0143208 0.0143608 0.0126737
0.8 0.0372720 0.0371532 0.0368191
0.6 0.0869645 0.0867315 0.0898562
0.4 0.179131 0.178998 0.185547
0.2 0.321522 0.321558 0.327360
0.0 0.5 0.5 0.5
0.2 0.678478 0.678442 0.672640
0.4 0.820869 0.821002 0.814453
0.6 0.913036 0.913269 0.910144
0.8 0.962728 0.962847 0.963181
1.0 0.985679 0.985639 0.987326
1.2 0.994993 0.994884 0.996355
1.4 0.998386 0.998288 0.999127
1.6 0.999514 0.999453 0.999827
1.8 0.999886 0.999831 0.999972
2.0 1.000000 0.999949 0.999996
(B) n1 = 8, n2 = 12
2.0 0.00013043 0.00014618 0.00000589
1.8 0.00038759 0.00041685 0.00004013
1.6 0.0011095 0.00156047 0.00022794
1.4 0.00303799 0.00309851 0.00108020
1.2 0.0079135 0.0079631 0.0042810
1.0 0.0194419 0.0194331 0.0142299
0.8 0.0446093 0.0445039 0.0398257
0.6 0.0944895 0.0943304 0.0943333
0.4 0.182348 0.182267 0.190418
0.2 0.316302 0.316340 0.330629
0.0 0.487775 0.487766 0.500000
0.2 0.666544 0.666472 0.669371
0.4 0.815089 0.825227 0.809582
0.6 0.913056 0.913376 0.905667
0.8 0.965048 0.965225 0.960174
1.0 0.987801 0.987743 0.985770
1.2 0.996239 0.996088 0.995719
1.4 0.998958 0.998834 0.998920
1.6 0.999737 0.999667 0.999772
1.8 0.999939 0.999907 0.999960
2.0 1.999987 0.999974 0.999994
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mula has been exploited in similar contexts, initially by Imhof
[11] and Davies [12,13], for numerical determination of the distri-
bution of linear combinations of chi-squared random variables,
which are, of course, gamma random variables. We have utilized
Mathematica v.7 (Wolfram Research Inc., 2009) for numerical
calculation of the integral expression for F, (3.2). As a check on accu-
racy, we computed in Mathematica exceedance probabilities for the
quadratic forms given in Table 1 of Imhof [11], and compared them
with the exact values given by Imhof. Our results are given in our
Table 1, below. The probabilities determined in Mathematica agree
to four places to the exact probabilities given by Imhof, with one
exception, where the discrepancy is 0.0001. Notably, the values pro-
duced numerically from (3.2) are far more accurate than the two
moment and three moment approximations to the quadratic forms
investigated by Imhof.
3.2. Approximations
Calculation of the exact distribution of log(RPi) can be tedious,
hence approximations are of practical interest. The representation
(2.3), together with the central limit theorem, suggest that a nor-
mal approximation to the distribution of log(RPi) should be ade-
quate, at least, for large k1 and k2. More reﬁned approximations
are also available, as we now describe.
Recall that the moment generating function of Y in (2.4) is given
by E[etY], and that this expression is available from (3.1). The
cumulant generating function of Y, KY(t), is deﬁned as the natural
log of its moment generating function:
KYðtÞ ¼ k1  logð1þ t=k1Þ  k2  logð1 t=k2Þ: ð3:3Þ
The cumulants jn of Y can be determined by differentiation and
evaluation at 0 of KY(t): jn ¼ KðnÞY ð0Þ, the nth derivative of KY(t) eval-
uated at t = 0. In particular, the ﬁrst ﬁve cumulants of Y are:
j1 ¼ 0ðmeanÞ
j2 ¼ ð1=k1Þ þ ð1=k2ÞðvarianceÞ
j3 ¼ 2fð1=k1Þ2 þ ð1=k2Þ2g
j4 ¼ 6fð1=k1Þ3 þ ð1=k2Þ3g
j5 ¼ 24fð1=k1Þ4 þ ð1=k2Þ4g:
ð3:4Þ
In addition, the skewness of Y is simply j3=j3=22 , and the kurtosis of
Y is j4=j22.
One might expect the normal approximation to the distribution
of Y to be better if both skewness and kurtosis are near 0 [the val-
ues of the normal distribution]. In this regard, we remark that, if
k1 = k2, that is, equal sample sizes, then the distribution of Y is sym-
metric about 0 [all odd moments of Y are exactly 0]. In the presence
of pronounced skewness or kurtosis, a normal approximation
might be inadequate, and might be improved upon. One possibility
is the Cornish–Fisher expansion [14–16], which we now describe.
The Cornish–Fisher expansion is a formula for approximating
the quantiles of a random variable, based on quantiles of a limiting
(typically normal) distribution, and correction factors involving its
cumulants. This describes our situation: we take the limiting distri-
bution of log(RPi) as normal, and we know its cumulants to any or-
der. The formula itself is rather cumbersome; we give it in
Appendix for reference.
In Table 2 we compare percentage points for the distribution of
log(RPi) in two instances, n1 = n2 = 10 and n1 = 8, n2 = 12, the
percentage points being determined either exactly (numerical
inversion of the characteristic function), a Cornish–Fisher approxi-
mation (Appendix), or a simple normal approximation (using the
ﬁrst two moments, (3.4)). In the symmetric case n1 = n2 = 10
(skewness = 0, kurtosis = 0.3), the normal approximation seems
quite adequate, except in the tails, where the concordance of theexact values and Cornish–Fisher is quite good. In the asymmetric
setting n1 = 8, n2 = 12 (skewness = 0.47, kurtosis = 0.35), discrepan-
cies between the normal approximation and either the exact values
or the Cornish–Fisher approximations are particularly pronounced
with the mid-range percentage points. Again, the Cornish–Fisher
approximation seems quite good.
Although formidable looking, the formula is easily implemented
in Excel; and, we provide an Excel workbook with embedded
macro for calculation of selected quantiles of the log(RPi) statistic,
via both the normal approximation and the Cornish–Fisher expan-
sion, for arbitrary n1 and n2.
We remark that a saddlepoint approximation [17] to the exact
distribution of log(RPi) can also be developed; on the basis of prior
work [18], we would expect the saddlepoint to perform compara-
bly to the Cornish–Fisher expansion. As with Cornish–Fisher, the
saddlepoint approximation relies on knowledge of the cumulant
generating function (3.3), which has a rather simple form in our
setting.
4. An example
For illustrative purposes, we will evaluate by means of the rank
product method a dataset designated SKCC1 from [19]. SKCC1
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Fig. 1. Probability plot of the observed P-values of 23 genes comparing 42
progressors vs. 37 non-progressors, in 79 patients who had undergone radical
prostatectomy. The P-values were obtained from the 23 marginal log-transformed
rank product statistics (2.3), as numerically evaluated in Mathematica.
4484 J.A. Koziol / FEBS Letters 584 (2010) 4481–4484consists of the expression levels of n = 23 prostate-cancer related
genes, evaluated on 79 patients who had undergone radical prosta-
tectomy. Of these 79 patients, k1 = 42 subjects had remained pro-
gression-free at 5 years post-surgery, whereas the remaining
k2 = 37 patients had experienced progression by 5 years. We calcu-
lated the log(RP) statistics from (2.2) for each of the 23 genes, the
goal being to determine whether any of the genes were differen-
tially expressed in the progressors compared to the non-progres-
sors. The rank product method identiﬁed only one gene with a
marginal P-value of less than 0.10, though this could be construed
to be not unexpected. In Fig. 1, we present a probability plot of the
observed P-values: indeed, there seems to be a preponderence of P-
values between 0.2 and 0.8. We would conclude that these genes
fail to discriminate progressors from non-progressors.
5. Conclusion
We have introduced a two-sample rank product statistic moti-
vated by the underlying theory of linear rank statistics. Numerical
methods are available for the distribution of the log-transformed
rank product statistic in the two sample setting, and should be
quite satisfactory in practice.
Our formulation of the two sample rank product statistic is anal-
ogous to parametric tests (e.g., t-tests) commonly used with micro-
array data. As Breitling et al. have previously noted, the within-
replicate ranking has various advantages in this setting, obviating
to some extent the normalization issues presented to researchers.
Nevertheless, it should be emphasized that the ambit of the
rank product method extends beyond the microarray setting. Our
example is illustrative of this: our data did not arise from a high-
throughput microarray experiment as originally addressed by Brei-
tling et al., but from a more limited conﬁrmatory experiment. Yet
the rank product method is well-suited to assess differential gene
expression in this limited setting. The take-home message is,
regardless of its provenance, the rank product method should be
viewed as a non-parametric statistical technique widely applicable
to conventional hypothesis testing situations.Acknowledgements
This research was supported in part by NIH grants
PO1AI070167 and PO1CA104898. The author thanks the reviewers
for perceptive comments.Appendix A. The Cornish–Fisher expansion
Let X denote a standardized random variable with mean 0 and
standard deviation 1. Let Xa and Za denote the a quantile of X
and the standard normal distribution, respectively, and let kr de-
note the rth cumulant of X. Then, using the ﬁrst ﬁve cumulants,
Xa has the Cornish–Fisher expansion [14]
Xa  Za þ ð1=6ÞðZ2a  1Þk3 þ ð1=24ÞðZ3a  3ZaÞk4
 ð1=36Þð2Z3a  5ZaÞk23 þ ð1=120ÞðZ4a  6Z2a þ 3Þk5
 ð1=24ÞðZ4a  5Z2a þ 2Þk3K4 þ ð1=324Þð12Za4  53Z2a þ 17ÞK33:
ðA:1Þ
In our setting, log(RPi) is not standardized: it has mean 0, but stan-
dard deviation (1/k1 + 1/k2)1/2; see (3.4) above. Nevertheless, we can
apply the Cornish–Fisher expansion (A.1) to obtain the a quantile of
log(RPi) /S.D.(log(RPi)); the corresponding quantile of log(RPi) is ob-
tained by multiplying this quantity by S.D.(log(RPi).References
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