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Abstract
For any given n ∈ Z+ and k ∈ Z+, infinitesimal bendings of order n and of class Ck are constructed for
a class of surfaces in R3. These surfaces are given as graphs of homogeneous polynomials P(x, y) and they
have positive curvature except at the origin.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
This paper deals with bendings of two-dimensional surfaces embedded in R3 with a positive
curvature everywhere except at an isolated point. Consider a surface S ⊂ R3 given by parametric
equations
R(u, v) = (x(u, v), y(u, v), z(u, v)) ∈ R3,
with (u, v) ∈ D and D a domain in R2. An infinitesimal bending of S of order n is a deformation
surface St given by a position vector
Rt(u, v) = R(u, v) + 2tU1(u, v)+ · · · + 2tnUn(u, v), (1.1)
where for each i = 1, . . . , n, Ui :D → R3, and such that the first fundamental form of St satisfies
dR2t = dR2 + o
(
tn
)
as t → 0. (1.2)
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p2 on S with coordinates (u1, v1) and (u2, v2) and a given curve C on S, joining the two points,
let p1t , p2t , and Ct be their counterparts in the surface St . Then the distances between points
(in R3) and length of curves on the surfaces satisfy
d
(
p1t , p
2
t
)= d(p1,p2)+O(t) and l(Ct ) = l(C)+ o(tn) as t → 0.
The main question is whether a given surface admits nontrivial infinitesimal bendings. That is,
bendings other than those induced by the rigid motions of the ambient space R3. Such problems
have physical applications (in the study of elasticity of thin shells for example), and they have
also a long history (see [1–7,10,14–21]).
Let K(u,v) be the Gaussian curvature of S. When K is nowhere zero, the bendings are well
understood (see [4] or [21]). When K has zeroes, the study of these bendings leads to differential
equations with singularities that are not well understood. In 1948 Efimov [5,6] proved that most
real analytic surfaces are rigid under real analytic infinitesimal bendings. First order bendings
(n = 1) are studied for rotation surfaces. In [19,20] local first order infinitesimal bendings are
investigated for perturbations of rotation surfaces. That is, surfaces given as graphs of functions
of the form (u2 + v2)mf (u, v) with f (0) = 0.
In [12], the author considers first order bendings for a surface S that is given as a graph of a
function z = Pm(x, y), with Pm a homogeneous polynomial of degree m, under the assumption
that the curvature is positive except at 0. In this paper, we construct higher order bendings (n > 1)
for such surfaces. The main result is that for each n  1 and for each k ∈ Z+, we can find Ck
functions U1, . . . ,Un defined in a disk D(0, δ) (δ > 0), so that Rt defined by (1.1) satisfies
(1.2) and U1 is not induced by a rigid motion of R3. In general the smoothness of the bending
fields cannot be pushed to include C∞. We would like to mention that high order bendings for
particular classes of surfaces are considered in [8,9,11].
The local study of the general case where S is the graph of z = Pm(x, y) + o(
√
x2 + y2m)
will be considered in a subsequent work in connection to the study of the similarity principle for
complex vector fields with degeneracies (see [13]).
The organization of this paper is as follows. In Sections 2 and 3, we set the equations for
the bending fields U1, . . . ,Un, in Section 4, we describe the structure of the first order bending
fields U1. The asymptotic behavior of the spectrum and completeness of the eigenfunctions
of a related ODE is obtained in Section 5. Solutions of the basic nonhomogeneous PDE are
constructed in Section 6 and the main result is proved in Section 7.
2. Equations for the bending fields
First we recall the definitions and differential equations for the bending fields.
Let S be a C∞ surface in R3. Suppose that S is the graph of a function over a domain D ⊂ R2.
Hence,
S = {R(x, y) = (x, y, z(x, y)) ∈ R3; (x, y) ∈ D}. (2.1)
An infinitesimal bending of order n, of class Ck , of S is a deformation St of S, with parame-
ter t ∈ R (t small), given by a position vector
Rt(x, y) = R(x, y) + 2tU1(x, y) + 2t2U2(x, y) + · · · + 2tnUn(x, y), (2.2)
18 A. Meziani / J. Differential Equations 239 (2007) 16–37where the bending fields Uj :D → R3 are of class Ck and such that the first fundamental form
of St satisfies
dR2t = dR2 + o
(
tn
)
as t → 0. (2.3)
To find the conditions for the Uj ’s, we expand
dR2t = dR2 + 4t dR · dU1 +
n∑
j=2
4tj
[
dR · dUj +
j−1∑
k=1
dUk · dUj−k
]
+ o(tn). (2.4)
We deduce from (2.3) that
dR · dU1 = 0, (2.51)
dR · dUj = −
j−1∑
k=1
dUk · dUj−k for j = 2, . . . , n. (2.5j )
Set
Uj(x, y) = (ξj (x, y), ηj (x, y), ζ j (x, y)), j = 1, . . . , n, (2.6)
where ξj , ηj , ζ j ∈ Ck(D,R). In terms of these functions, Eq. (2.51) becomes⎧⎪⎪⎨
⎪⎪⎩
ξ1x + zxζ 1x = 0,
η1y + zyζ 1y = 0,
ξ1y + η1x + zyζ 1x + zxζ 1y = 0.
(2.7)
To write the corresponding equations for ξj , ηj , ζ j (j  2), we need to expand the right-hand
side of (2.5j ). We have
dUk · dUj−k = Aj,k dx2 +Bj,k dx dy +Cj,k dy2, (2.8)
where ⎧⎪⎨
⎪⎩
Aj,k = ξkx ξ j−kx + ηkxηj−kx + ζ kx ζ j−kx ,
Bj,k = ξkx ξ j−ky + ηkxηj−ky + ζ kx ζ j−ky + ξky ξ j−kx + ηkyηj−kx + ζ ky ζ j−kx ,
Cj,k = ξky ξ j−ky + ηkyηj−ky + ζ ky ζ j−ky .
(2.9)
Equation (2.5j ) can now be written as
⎧⎪⎪⎨
⎪⎪⎩
ξ
j
x + zxζ jx = Aj ,
η
j
y + zyζ jy = Bj ,
ξ
j + ηj + z ζ j + z ζ j = Cj ,
(2.10j )y x y x x y
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Aj = −
j−1∑
k=1
Aj,k, B
j = −
j−1∑
k=1
Bj,k, C
j = −
j−1∑
k=1
Cj,k. (2.11)
We can eliminate ξj , ηj and get a single second order differential equation for ζ j . Namely,
zyyζ
j
xx − 2zxyζ jxy + zxxζ jyy = Bjxy −Ajyy −Cjxx, j = 1, . . . , n, (2.12j )
where we had set
A1 = B1 = C1 = 0.
For every solution ζ j of (2.12j ), the system (2.10j ) can be solved for ξj and ηj to produce the
corresponding field Uj .
We can also transform the system (2.10j ) into a 2 × 2 first order system. Let
f j = ξj + zxζ j and gj = ηj + zyζ j for j = 1,2, . . . , n. (2.13)
It follows from (2.10j ) that
⎧⎪⎪⎨
⎪⎪⎩
f
j
x = Aj + zxxζ j ,
g
j
y = Cj + zyyζ j ,
f
j
y + gjx = Bj + 2zxyζ j ,
j = 1, . . . , n. (2.14)
The elimination of ζ j in (2.14) leads to the 2 × 2 first order system for f j , gj :
{
2zxyf jx − zxx
(
f
j
y + gjx
)= 2zxyAj − zxxBj ,
2zxygjy − zyy
(
f
j
y + gjx
)= 2zxyCj − zyyBj . (2.15)
Suppose that f j , gj solve system (2.15). The corresponding bending field Uj has compo-
nents
ξj = f j − zx(f
j
x −Aj)
zxx
, ηj = gj − zy(f
j
x −Aj)
zxx
, ζ j = f
j
x −Aj
zxx
(2.16)
(provided of course that the right-hand side functions are defined).
Remark 2.1. The trivial bendings of S are those generated by the rigid motions of R3. In partic-
ular, the first order field U1 of a trivial bending has the form
U1(x, y) = C1 ×R(x, y) +C2,
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It follows in particular that the third component ζ 1 of U1 has the form
ζ 1(x, y) = ax + by + c
with a, b and c constants.
Let K(x,y) be the Gaussian curvature of the surface S:
K(x,y) = zxxzyy − z
2
xy
(1 + z2x + z2y)2
. (2.17)
Equations (2.12) or equivalently system (2.15) are elliptic in the regions where K > 0; hyperbolic
where K < 0; and parabolic where K = 0. The difficulty in solving the above equations arises
when they change type (where K has zeroes).
3. Equations for bending fields of homogeneous surfaces
For a surface S given as a graph of a homogeneous function, we use appropriate coordinates
to rewrite system (2.15) in a simplified and convenient form for study.
Suppose that S is the graph of a homogeneous polynomial Pm(x, y) of degree m:
S = {(x, y, z) ∈ R3; z = Pm(x, y)}. (3.1)
We will also assume that S has positive curvature outside of 0:
K(x,y) > 0, ∀(x, y) ∈ R2 \ 0. (3.2)
In terms of polar coordinates, we have
x = ρ cosφ, y = ρ sinφ, z = ρmP (φ) (3.3)
with P a trigonometric polynomial of degree m. The hypothesis (3.2) means that
m2P(φ)2 +mP(φ)P ′′(φ)− (m − 1)P ′(φ)2 > 0, ∀φ ∈ R. (3.4)
Without loss of generality, we can also assume that
P(φ) > 0, ∀φ. (3.5)
The main result of this section is the following lemma.
Lemma 3.1. There exist coordinates (r, θ), relative to which the system (2.15) has the form
Vθ = rA(θ)Vr + rσF j (r, θ), V =
(
f j
gj
)
, (3.6)
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A =
(
a(θ) b(θ)
c(θ) −a(θ)
)
with det
(
A(θ)
)= 1 (3.7)
and where
Fj (r, θ) = L1(θ)Aj (r, θ) +L2(θ)Bj (r, θ) +L3(θ)Cj (r, θ) (3.8)
with L1,L2,L3 ∈ C∞(S1,R2) and Aj ,Bj ,Cj are given by (2.11). Moreover the coordinates
r, θ are given in terms of the polar coordinates ρ,φ as
r = ρσ q1(φ), θ = q2(φ), (3.9)
with σ > 0, q1(φ), q2(φ) are C∞ functions, with q1 2π -periodic and q2 satisfies q2(φ + 2π) =
q2(φ) + 2π .
Before we proceed with the proof of the lemma, we deduce another formulation of (3.6) as
a single equation with C-valued functions. With a, b, c as in (3.7) and i = √−1, we define a
vector E and a C-valued function w by
E =
(
1
−a+i
c
)
, w = ET V =
(
f − a
c
g
)
+ i
c
g. (3.10)
(ET denotes the transpose of E.) Note that it follows from (3.7) that c(θ) is nowhere zero. We
have the following corollary.
Corollary 3.1. The 2 × 2 system (3.6) is equivalent to the equation
wθ − irwr = 2μ(w −w)+ rσ
(
l1A
j + l2Bj + l3Cj
)
, (3.11)
where
2μ = − ic
2
(−a + i
c
)
θ
, l1 = ET L1, l2 = ET L2, l3 = ET L3. (3.12)
Proof. It follows from (3.7) that the vector E defined in (3.10) is an eigenvector with eigenvalue i
of the transpose AT of the matrix A. Equation (3.11) follows easily if we multiply (3.6) (on the
left) by ET and use
wθ = ET Vθ +ETθ V, wr = ET Vr, ET A = iET
and
ETθ V =
(−a + i
c
)
g = − ic
2
(−a + i
c
)
(w −w). θ θ
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1
ρ
CVφ = DVρ −Lj , (3.13)
where
Lj =
(
2zxy
0
)
Aj −
(
zxx
zyy
)
Bj +
(
0
2zxy
)
Cj , (3.14)
and the 2 × 2 matrices C and D are
C =
(
2zxy sinφ + zxx cosφ −zxx sinφ
zyy cosφ −2zxy cosφ − zyy sinφ
)
(3.15)
and
D =
(
2zxy cosφ − zxx sinφ −zxx cosφ
−zyy sinφ 2zxy sinφ − zyy cosφ
)
. (3.16)
The expressions in polar coordinates of the second derivatives of the function z are
zxx = ρm−2
(
m
(
(m− 1) cos2 φ + sin2 φ)P(φ) − 2(m− 1) cosφ sinφP ′(φ) + sin2 φP ′′(φ)),
zyy = ρm−2
(
m
(
(m− 1) sin2 φ + cos2 φ)P(φ) + 2(m− 1) cosφ sinφP ′(φ)+ cos2 φP ′′(φ)),
zxy = ρm−2
(
m(m− 2) cosφ sinφP (φ) + (m− 1)(cos2 φ − sin2 φ)P ′(φ) − sinφ cosφP ′′(φ)).
(3.17)
Note that
det(C) = −2zxy
(
zyy sin2 φ + zxx cos2 φ + 2zxy cosφ sinφ
)
and by using (3.17), we get
det(C) = −2zxym(m− 1)ρm−2P(φ). (3.18)
Let Cˆ be the transpose of the cofactor matrix of C:
Cˆ =
(−2zxy cosφ − zyy sinφ zxx sinφ
−zyy cosφ 2zxy sinφ + zxx cosφ
)
. (3.19)
Then
CˆC = −2zxym(m − 1)ρm−2PI, CˆD = −2zxyM, and CˆLj = −2zxyGj , (3.20)
where I is the identity matrix,
M =
(
2zxy cos2 φ + (zyy − zxx) cosφ sinφ −zxx
z −2z sin2 φ + (z − z ) cosφ sinφ
)
(3.21)yy xy yy xx
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Gj =
(−2zxy cosφ − zyy sinφ
−zyy cosφ
)
Aj +
(
zxx cosφ
zyy sinφ
)
Bj
+
(
zxx sinφ
2zxy sinφ + zxx cosφ
)
Cj . (3.22)
Hence, after multiplying (3.13) by Cˆ and dividing by det(C), we obtain
1
ρ
Vφ = 1
m(m − 1)ρm−2P MVρ +
1
m(m − 1)ρm−2P G
j . (3.23)
Let
ρ1 = ρP (φ)1/m. (3.24)
Then with respect to the variables ρ1, φ, system (3.23) becomes
1
ρ1
Vφ = M −m(m − 1)ρ
m−2P ′I
m(m − 1)ρm−2P Vρ1 +
1
m(m − 1)ρm−2P 1+1/mG
j . (3.25)
By using (3.17), it is easily verified that the diagonal entries of M satisfy
M11 −m(m − 1)ρm−2P ′ = −
(
M22 −m(m− 1)ρm−2P ′
)= zxy. (3.26)
The coefficient matrix of Vρ1 in (3.25) is therefore
A1(φ) = 1
m(m − 1)ρm−2P
(
zxy −zxx
zyy −zxy
)
. (3.27)
Note that because of the homogeneity of z, the matrix A1 depends only on the angle φ and that
det(A1) =
zxxzyy − z2xy
m2(m− 1)2ρ2(m−2)P 2 > 0, ∀φ. (3.28)
Finally, we define a new variables r and θ as
r = ρσ1 , θ = σ
φ∫
0
√
det
(
A1(s)
)
ds, (3.29)
where
σ = 2π∫ 2π √det(A )ds . (3.30)0 1
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θ(φ + 2π) = θ(φ)+ 2π
and a calculation shows that with respect to the variables r, θ , the expression of the system (3.25)
has the sought form (3.6) with
A(θ) = 1√
zxxzyy − z2xy
(
zxy −zxx
zyy −zxy
)
and
Fj (r, θ) = 1
σm(m− 1)ρm−2P 1+1/m√detA1 G
j(r, θ). 
4. First order bending fields
We give a representation of first order infinitesimal bending fields U1 for the class of surfaces
given by (3.1). These were characterized in [12].
A first order bending field U1 for a surface S given by (3.1) can be obtained through a solution
of the equation
Vθ = rA(θ)Vr , (4.1)
with the matrix A as in (3.7). This equation is investigated in [12] via separation of variables and
eigenvalue problems for ODEs with periodic coefficients.
For a function V (r, θ) = rλX(θ) with λ ∈ R to be a solution of (4.1), the R2-valued function
X(θ) needs to solve the problem
X′ = λA(θ)X, X(0) = X(2π). (4.2)
By using the properties of the matrix A (Trace(A) = 0 and det(A) = 1), we get the following
proposition about the eigenvalues of problem (4.2).
Proposition 4.1. (See [12].) There exists a sequence λj ∈ R, j ∈ Z, with
· · · < λ−2 < λ−1 < λ0 = 0 < λ1 < λ2 < · · ·
with
lim
j→±∞λj = ±∞ (4.3)
such that problem (4.2) has a solution if and only if λ = λj for some j ∈ Z. Furthermore, for
every λ = λj , Eq. (4.2) has two independent solutions.
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For λj as in Proposition 4.1, let
X+j (θ) =
(
α+j (θ)
β+j (θ)
)
, X−j (θ) =
(
α−j (θ)
β−j (θ)
)
(4.4)
be the corresponding independent solutions of (4.2) with
X+j (0) =
(
1
0
)
, X−j (0) =
(
0
1
)
. (4.5)
Then
V ±j (r, θ) =
(
f±j (r, θ)
g±j (r, θ)
)
= rλj X±j (θ) (4.6)
solve (4.1). The components of the corresponding first order bending field U±j are obtained by
using (2.16) (A1 = B1 = C1 = 0). In the polar coordinates (ρ,φ), these components have the
form
ξ±j = ρσλj x1j (φ), η±j = ρσλj x2j (φ), ζ±j = ρσλj−(m−1)x3j (φ), (4.7)
with the functions x1j , x
2
j , x
3
j of class C
∞ and 2π -periodic. Such a field U1 is of class Ck if
σλj > (m− 1)+ k. (4.8)
It is also proved in [12] that the system {X±j }j∈Z is complete in the space L2(S1,R2) (see
Section 5). This property of the functions X±j allows us to obtain a representation of all first
order bendings of S. More precisely, we have the following theorem.
Theorem 4.1. (See [12].) Let U1 be a first order bending field of the surface S given by (3.1).
Then U1 has the following representation
U1(ρ,φ) =
∑
j∈Z+
K+j U
+
j (ρ,φ)+K−j U−j (ρ,φ) (4.9)
with K±j ∈ R. Furthermore, when U1 is of class Ck , the constants K±j satisfy
K±j = 0 for σλj  (m− 2)+ k. (4.10)
Remark 4.1. Note that when σλj − (m − 2) > 1, the bending field U±j is nontrivial (see Re-
mark 2.1).
26 A. Meziani / J. Differential Equations 239 (2007) 16–375. Completeness of the eigenfunctions of the related ODE
In this section, we obtain the asymptotic behaviors of the spectrum λj and of the solutions of
the associated ODE (4.2). From these asymptotic behaviors we deduce the completeness in L2
of system of solutions.
To simplify calculations, we use the complex counterpart of (4.2) deduced from (3.11).
Namely, by setting
w = rλs(θ) (5.1)
in (3.11) with j = 1 (homogeneous case), we obtain the following differential equation for the
function s(θ)
s′ = iλs + 2μ(s − s), s(0) = s(2π). (5.2)
Recall that
2μ(θ) = − c
′(θ)
2c(θ)
+ i c(θ)
2
(
a(θ)
c(θ)
)′
. (5.3)
We know from Proposition 4.1 that the spectrum of (5.2) consists of {λj }j∈Z and that for each
λ = λj the corresponding equation has two R-independent solutions. The asymptotic behavior
of the spectrum and of the solution is given by the following proposition.
Proposition 5.1. The eigenvalues λj of (5.2) satisfy
λj = j − l + γ
j
+O
(
1
j2
)
as |j | → ∞, (5.4)
where
l = 1
2π
2π∫
0
c(θ)
2
(
a(θ)
c(θ)
)′
dθ and γ = 1
π
2π∫
0
∣∣μ(θ)∣∣2 dθ. (5.5)
The corresponding solutions with initial conditions s(0) = 1 and s(0) = i satisfy, respectively,
s+j (θ) =
√
c(0)
c(θ)
eih(θ)
[
eijθ − id(θ)e
ijθ
j
− iμ(θ)e−2ih(θ) e
−ijθ
j
]
+O
(
1
j2
)
,
s−j (θ) = i
√
c(0)
c(θ)
eih(θ)
[
eijθ − id(θ)e
ijθ
j
+ iμ(θ)e−2ih(θ) e
−ijθ
j
]
+O
(
1
j2
)
, (5.6)
where
h(θ) =
θ∫
0
c(τ )
2
(
a(τ)
c(τ )
)′
dτ and d(θ) = 2
θ∫
0
∣∣μ(τ)∣∣2 dτ. (5.7)
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s(θ) = iT (θ) − μ(θ)
λ
T (θ). (5.8)
It gives
(
1 − |μ|
2
λ2
)
T = −is + μ
λ
s (5.9)
and consequently
(
1 − |μ|
2
λ2
)
T ′ − (μμ)
′
λ2
T = −is′ + μ
λ
s′ + μ
′
λ
s. (5.10)
After using (5.2) and (5.8) in (5.10), we obtain the differential equation for T :
(
1 − |μ|
2
λ2
)
T ′ =
(
iλ+ 2μ− 3i |μ|
2
λ
− 2μμ
2 −μμ′
λ2
)
T
+
(
i
2μ(μ−μ)−μ′
λ
+ 2μ
2μ
λ2
)
T . (5.11)
Now set
T (θ) = exp
( θ∫
0
(
iλ+ 2μ(τ))dτ
)
R(θ). (5.12)
Using (5.3) we get
θ∫
0
2μ(τ)dτ = ln
√
c(0)
c(θ)
+ ih(θ), (5.13)
where h is given in (5.7). Thus (5.11), (5.12), and (5.13) imply that R satisfies a differential
equation of the form
R′ = 1
λ
[
−2i|μ|2 + B1(θ, λ)
λ
]
R
+ 1
λ
[
i
(
2μ(μ−μ) −μ′)+ B2(θ, λ)
λ
]
e−2i(λθ+h(θ))R (5.14)
with B1, B2 analytic and bounded for |λ| large. We seek a solution of (5.14) with initial condition
R(0) = R0 ∈ C. Let us find R in the form
R(θ) = R0 + R1(θ, λ) + R2(θ, λ)2 + · · · , (5.15)λ λ
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mine the Rk’s inductively by the conditions that R1 satisfies
R′1 =
[
−2i|μ|2 + B1
λ
]
R0 +
[
i
(
2μ(μ−μ)−μ′)+ B2
λ
]
e−2i(λθ+h(θ))R0 (5.16)
and for k > 1, Rk satisfies
R′k =
[
−2i|μ|2 + B1
λ
]
Rk−1 +
[
i
(
2μ(μ−μ)−μ′)+ B2
λ
]
e−2i(λθ+h(θ))Rk−1. (5.17)
We seek λ ∈ R with |λ| large so that T (0) = T (2π); that is,
e2πi(λ+l)R(2π) = R(0) = R0, (5.18)
with l as in (5.5). For |λ| large, let j ∈ Z be the unique integer so that
λ = λj = j − l + αj with αj ∈
[
−1
2
,
1
2
)
. (5.19)
This choice of the decomposition of λ is dictated by condition (5.18) so that e2πi(λ+l) = e2πiαj .
Now we prove that αj → 0 as j → ±∞. It follows from
lim|λ|→∞
θ∫
0
(
2μ(μ−μ)−μ′)e−2i(λτ+h(τ)) dτ = 0 (5.20)
(which is easily proved by integration by parts) and from (5.16) that
R1(θ) = −2R0i
θ∫
0
∣∣μ(τ)∣∣2 dτ +O( 1|λ|
)
. (5.21)
This, together with (5.18) and (5.19), imply that αj → 0. To obtain a finer approximation for αj ,
we use (5.15), (5.19) to rewrite (5.18) as
R1(2π) +O
(
1
λj
)
= R0λj
(
e−2πiαj − 1). (5.22)
We take the limit in (5.22) and use (5.21) to deduce
lim
j→±∞ jαj =
1
π
2π∫
0
∣∣μ(θ)∣∣2 dθ = γ. (5.23)
This establishes formula (5.4).
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sponding solutions s±j of (5.2) with initial conditions 1 and i have the form given in (5.6). This
completes the proof of the proposition. 
Now we introduce an inner product in the space L2(S1,C) of square integrable, C-valued and
2π -periodic function. L2(S1,C) is considered here as an R-vector space. For f,g ∈ L2(S1,C)
define the inner product
〈f,g〉 =
2π∫
0
c(θ)Re
(
f (θ)g(θ)
)
dθ. (5.24)
We have the following lemma.
Lemma 5.1. If sj and sk are two eigenfunctions of (5.2) corresponding to two distinct eigenval-
ues λj and λk , then
〈sj , sk〉 = 0. (5.25)
Proof. By using (5.2) for sk we get
λkcsksj = −ic
(
s′k − 2μ(sk − sk)
)
sj
= −i(csksj )′ + icsksj ′ + ic′sksj + 2iμc(sk − sk)sj . (5.26)
We use again (5.2) for sj to express sj ′ in terms of sj and sj . (5.26) becomes
λkcsksj = −i(csksj )′ + λj csksj + 2iμc(sksj − sj sk)+ ic′sksj + 2iμc(sk − sk)sj . (5.27)
Relation (5.3) gives
2μc = −c
′
2
+ iq, 2μc = −c
′
2
− iq, with q = a
′c − ac′
2
. (5.28)
After substituting, in (5.27), 2μc and 2μc by their expressions (5.28), we find, after simplifica-
tion, that
λkcsksj = −i(csksj )′ + λj csksj − 2iqc Im(sksj )− ic′ Re(sksj ). (5.29)
Hence,
λkcRe(sksj ) = λj cRe(sksj )− Re
(
i(csksj )
′). (5.30)
Finally the periodicity of csksj implies that
λk〈sk, sj 〉 = λj 〈sk, sj 〉 (5.31)
and consequently the orthogonality of the two functions since λk = λj . 
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uct 〈 , 〉. That is, a system of functions{
Ψ+j (θ),Ψ
−
j (θ)
}
j∈Z (5.32)
such that Ψ±j solves (5.2) for λ = λj and〈
Ψ±j ,Ψ
±
k
〉= 〈Ψ+j ,Ψ−j 〉= 0, ∥∥Ψ±j ∥∥= 1, ∀j, k ∈ Z, j = k. (5.33)
If we assume that Ψ+j (0) = 1 and Ψ−j (0) = i, then, we get from (5.6) that
Ψ+j (θ) =
√
c(0)
c(θ)
eih(θ)eiλj θ +O
(
1
j
)
and Ψ−j (θ) = i
√
c(0)
c(θ)
eih(θ)eiλj θ +O
(
1
j
)
. (5.34)
These asymptotic expansions together with the fact that the system of functions
{√
c(0)
c(θ)
eih(θ)eijθ , i
√
c(0)
c(θ)
eih(θ)eijθ
}
j∈Z
is complete in L2(S1,C) proves the following proposition.
Proposition 5.2. The orthonormal system {Ψ±j }j∈Z is complete in L2(S1,C).
Remark 5.1. An immediate consequence of Proposition 5.2 is that every function g ∈ L2(S1,C)
has the representation
g(θ) =
∑
j∈Z
(
g+j Ψ
+
j (θ) + g−j Ψ−j (θ)
) (5.35)
with
g±j =
〈
g,Ψ±j
〉
. (5.36)
Furthermore, if g ∈ C∞, then
lim|j |→∞ j
Ng±j = 0, ∀N ∈ Z+. (5.37)
Remark 5.2. The separation of variables together with Proposition 5.2 allows us to decompose
any solution of the homogeneous equation
wθ − irwr = 2μ(w −w) (5.38)
as
w =
∑
rλj
(
a+j Ψ
+
j (θ)+ a−j Ψ−j (θ)
) (5.39)
j∈Z
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are the following. If a solution w vanishes to infinite order at 0, then w ≡ 0; if σλj /∈ Z+ for
every j > 0, then the homogeneous equation (5.38) has only the trivial solutions w = c (c ∈ R
constant) as C∞ solutions.
Consequently, for the bendings of the surface S, we have the following rigidity under C∞
bendings.
Corollary 5.1. If σλj /∈ Z+ for every j > 0, then the surface S is rigid under infinitesimal
bendings of class C∞.
6. Solutions to the nonhomogeneous equation
We use here a Fourier type technique together with results from the previous sections to
construct solutions, in the disc r < δ, of the nonhomogeneous equation
wθ − irwr = 2μ(w −w)− if (r, θ) (6.1)
for a class of functions f . First, we prove the following lemma that relates the Ψ±j -coefficients
of a solution w to those of the nonhomogeneous term f .
Lemma 6.1. Suppose that w satisfies (6.1). For j ∈ Z, let
w±j (r) =
〈
w(r, θ),Ψ±j (θ)
〉=
2π∫
0
c(θ)Re
(
w(r, θ),Ψ±j (θ)
)
dθ,
f±j (r) =
〈
f (r, θ),Ψ±j (θ)
〉=
2π∫
0
c(θ)Re
(
f (r, θ),Ψ±j (θ)
)
dθ. (6.2)
Then w±j satisfy the equations
r
dw±j
dr
− λjw±j = f±j . (6.3)
Proof. Multiply (6.1) by ic(θ)Ψ±j (θ) to obtain
icwθΨ
±
j + rcwrΨ±j = 2μ(w −w)Ψ±j + cfΨ±j . (6.4)
By using
cwθΨ
±
j =
(
cwΨ±j
)
θ
− c′wΨ±j − cwΨ±′j ; (6.5)
replacing 2μ by its expression given in (5.3); and Ψ±j as λj -eigenfunctions of Eq. (5.2), we
rewrite the left-hand side and right-hand side of (6.4) as
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(
Ψ±j +Ψ±j
)− λjcwΨ±j − qcw(Ψ±j −Ψ±j ),
RHS = −i c
′
2
(w −w)Ψ±j − qc(w −w)Ψ±j + cfΨ±j . (6.6)
After equating the two sides and simplifying, we obtain
i
(
cwΨ±j
)
θ
+ rcwrΨ±j − i
c′
2
Re
(
wΨ±j
)+ iqc Im(wΨ±j )= cfΨ±j . (6.7)
Equation (6.3) is obtained by integrating the real part of (6.7) from 0 to 2π . 
Note that solutions of (6.3) are given by
w±j (r) = −
δ∫
r
(
r
ρ
)λj f±j (ρ)
ρ
dρ for j  0,
w±j (r) =
r∫
0
(
r
ρ
)λj f±j (ρ)
ρ
dρ for j < 0. (6.8)
Lemma 6.2. The general solution of (6.1) has the representation
w(r, θ) =
∑
j∈Z
w±j (r)Ψ
±
j (θ)+
∑
j∈Z
a±j r
λj Ψ±j (θ) (6.9)
with w±j given by (6.8), a±j ∈ R, and where we have used the notation
A±j Ψ
±
j = A+j Ψ+j +A−j Ψ−j .
The proof is a direct consequence of Remark 5.2 and Lemma 6.1.
Now, consider a class of functions whose Ψ±j -coefficients satisfy the following uniform fast
decay property. A C∞-function g(r, θ) defined in (0, δ)× S1 is said to satisfy property (C) if the
following holds
(C): ∀N ∈ Z+, ∃CN > 0;
∣∣〈g,Ψ±j 〉∣∣ CN(1 + |j |)N , ∀j ∈ Z+, ∀r ∈ (0, δ).
Denote by E(δ) the space of functions satisfying property (C).
Remark 6.1. It follows from eigenfunction expansion that for any given function h ∈
C∞((0, δ) × S1), its Ψ±j -coefficients satisfy
∣∣〈h,Ψ±j 〉∣∣ CN(r)(1 + |j |)N , ∀j ∈ Z+.
The constant CN(r) might depend on r . For functions in E(δ), we are imposing that CN be
independent on r . It follows in particular that the functions in E(δ) are bounded.
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Theorem 6.1. Let f = rMg(r, θ) with M > 0 and g ∈ E(δ). Then for every  > 0, Eq. (6.1) has
a solution w of the form
w(r, θ) = rM−w(r, θ) (6.10)
with w ∈ E(δ). Moreover, if M = λj , for every j > 0, then  can be taken to be 0 in (6.10).
Proof. By Remark 5.1, we can write
f (r, θ) = rMg(r, θ) =
∑
j∈Z
rMg±j (r)Ψ
±
j (θ), (6.11)
where g±j = 〈g,Ψ±j 〉. Let k0 ∈ Z+ be such that
λk0 <M  λk0+1. (6.12)
According to Lemma 6.2, we can define a solution w of (6.1) by
w(r, θ) =
∑
j∈Z
w±j (r)Ψ
±
j (θ)+
k0∑
j=0
a±j r
λj Ψ±j (θ), (6.13)
where
w±j (r) = −
δ∫
r
(
r
ρ
)λj
ρM−1g±j (ρ) dρ for j  0,
w±j (r) =
r∫
0
(
r
ρ
)λj
ρM−1g±j (ρ) dρ for j < 0,
a±j =
δ∫
0
(
1
ρ
)λj
ρM−1g±j (ρ) dρ for j = 0, . . . , k0. (6.14)
It remains to verify that w satisfies (6.10). For this we rewrite w(r, θ) as
w(r, θ) = w1(r, θ) +w2(r, θ) +w3(r, θ) (6.15)
with
w1(r, θ) =
k0∑
j=0
r∫ (
r
ρ
)λj
ρM−1g±j (ρ) dρΨ
±
j (θ),0
34 A. Meziani / J. Differential Equations 239 (2007) 16–37w2(r, θ) =
∑
j<0
w±j (r)Ψ
±
j (θ),
w3(r, θ) = −
∑
j>k0
δ∫
r
(
r
ρ
)λj
ρM−1g±j (ρ) dρΨ
±
j (θ). (6.16)
The hypothesis g ∈ E(δ) implies that for j  k0 and for any given N ∈ Z+, we have
∣∣∣∣∣
r∫
0
(
r
ρ
)λj
ρM−1g±j (ρ) dρ
∣∣∣∣∣ CN(1 + |j |)N
r∫
0
rλj ρM−1−λj dρ
 CN
(1 + |j |)N (M − λj ) r
M. (6.17)
This means that w1 and w2 have the form wk = rMwˆk with wˆk ∈ E(δ) (k = 1,2). Finally, we
need to establish the estimate for w3. For j > k0 + 1 and also for j = k0 + 1 if λk0+1 > M , we
have
∣∣∣∣∣
δ∫
r
(
r
ρ
)λj
ρM−1g±j (ρ) dρ
∣∣∣∣∣ CN(1 + |j |)N
δ∫
r
rλj ρM−1−λj dρ
 CN
(1 + j)N(λj −M)r
M
(
1 −
(
r
δ
)λj−M)
 CN
(1 + j)N(λj −M)r
M. (6.18)
If λk0+1 = M , then for any  > 0
∣∣∣∣∣
δ∫
r
(
r
ρ
)M
ρM−1g±j (ρ) dρ
∣∣∣∣∣ CN(1 +M)N
δ∫
r
rM
dρ
ρ
= CN
(1 +M)N r
M ln
δ
r
 CN,
(1 +M)N r
M−. (6.19)
This completes the proof of the theorem. 
Remark 6.2. An integral representation of the solutions of (6.1) can be obtained from (6.9),
(6.8), and (6.2). We have the following
w(r, θ) =
δ∫ 2π∫ [
Ω1(r, θ, ρ,φ)
f (ρ, θ)
ρ
+Ω2(r, θ, ρ,φ)f (ρ,φ)
ρ
]
c(φ)dφ dρ + h(r, θ), (6.20)0 0
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are given by
Ω1 =
⎧⎨
⎩
− 12
∑
j0(
r
ρ
)λj Ψ±j (φ)Ψ
±
j (θ) for ρ > r,
1
2
∑
j<0(
r
ρ
)λj Ψ±j (φ)Ψ
±
j (θ) for ρ < r,
(6.21)
and
Ω2 =
{ 1
2
∑
j0(
r
ρ
)λj Ψ±j (φ)Ψ
±
j (θ) for ρ > r,
− 12
∑
j<0(
r
ρ
)λj Ψ±j (φ)Ψ
±
j (θ) for ρ < r.
(6.22)
7. Construction of high order bending fields
We prove here the main result of the paper.
Theorem 7.1. Let S be a surface given by
S = {R(x, y) = (x, y, z) ∈ R3; z = Pm(x, y)} (7.1)
with Pm a polynomial of degree m satisfying (3.4). For every δ > 0, k ∈ Z+, and n ∈ Z+, there
exist functions U1(x, y), . . . ,Un(x, y) in Ck(D(0, δ),R3), where D(0, δ) is the disk with center 0
and radius δ, such that the deformation surface St (t ∈ R), defined by the position vector
Rt(x, y) = R(x, y)+ 2tU1(x, y)+ · · · + 2tnUn(x, y) (7.2)
is a nontrivial bending of order n of S.
Proof. Let U1(x, y) be a nontrivial basic first order bending field of S of class Ck . Hence, with
respect to the coordinates r, θ defined in Lemma 3.1, U1 has the form
U1(r, θ) = rλj 0−p
(
rpα(θ), rpβ(θ), γ (θ)
)
, (7.3)
where p = (m − 2)/σ and α, β , γ are 2π -periodic and C∞. Take λj 0 large enough so that U1
is Ck at 0. In fact we will assume that
λj 0 >
k
σ
+ 2p + 3. (7.4)
Now we construct the field U2. The functions A2, B2, and C2 obtained from U1 and given
by (2.11) satisfy
A2, B2, C2 = O(r2(λj 0−p−1)) as r → 0. (7.5)
The nonhomogeneous term (obtained from A2, B2, C2) of Eq. (3.11) satisfies
F 2 = r2(λj 0−p−1)+1/σG2(r, θ) (7.6)
36 A. Meziani / J. Differential Equations 239 (2007) 16–37with G2 ∈ E(δ). Theorem 6.1 gives a solution w2 of (3.11) that satisfies
w2 = r2(λj 0−p−1)+/σ wˆ2 with wˆ2 ∈ E(δ), 0 <  < 1. (7.7)
The field U2 obtained from w2 through (3.10) and (2.16) satisfies
U2 = o
(
r2λj 0−3p−3
)
as r → 0. (7.8)
We extend this construction by induction. Suppose that the fields U1, . . . ,Ul , with l < n, have
been constructed so that
Uν = o
(
rνλj 0−(2ν−1)p−3(ν−1)
)
, ν = 1, . . . , l, as r → 0, (7.9)
and such that the deformation surface parametrized by R + 2∑lν=1 tνUν is a bending of order l
of S. Then
dUν dUl+1−ν = o
(
r(l+1)λj 0−(2(l+1)−2)p−3((l+1)−2)−2
)
, ν = 1, . . . , l, as r → 0, (7.10)
and the corresponding functions Al+1, Bl+1, and Cl+1 (given by (2.11)) also satisfy
Al+1, Bl+1, Cl+1 = o(r(l+1)λj 0−(2(l+1)−2)p−3((l+1)−2)−2) as r → 0. (7.11)
Hence it follows from Theorem 6.1 and Corollary 3.1, that Eq. (3.11) at level l + 1 has a solution
wl+1 satisfying
wl+1 = r(l+1)λj 0−(2(l+1)−2)p−3((l+1)−2)−2+/σ wˆl+1, wˆl+1 ∈ E(δ), 0 <  < 1. (7.12)
To such wl+1 corresponds a field Ul+1 with
Ul+1 = o
(
r(l+1)λj 0−(2(l+1)−1)p−3((l+1)−1)
)
as r → 0. (7.13)
It is clear that, with the choice of λj 0 satisfying (7.4), each Uν is Ck at 0. This concludes the
proof of the theorem. 
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