Many statistical and MOLAP applications use multidimensional arrays as the basic data structure to allow the efficient and convenient storage and retrieval of large volumes of business data for decision making. Allocation of data or data compression is a key performance factor for this purpose because performance strongly depends on the amount of storage required and availability of memory. This holds especially for data warehousing environments in which huge amounts of data have to be dealt with. The most evident consequence of data compression is that it reduces storage cost by packing more logical data per unit of physical capacity. And improved performance is a net outcome because less physical data need to be retrieved during scan-oriented queries. In this paper, an efficient data compression technique is proposed based on the notion of extendible array. The main idea of the scheme is to compress each of the segments of the extendible array using the position information only. We compare the proposed scheme for different performance issues with prominent compression schemes.
Introduction
The strong need to handle large scale data efficiently has been promoting comprehensive research themes on the organization or implementation schemes for multidimensional arrays [1] . Multidimensional arrays are the basic data structure used in many scientific, statistical, and engineering applications because they are well understood and can easily be incorporated in other data structures [2] . Scientific and statistical datasets grow too massively in their size in the order of terabytes and petabytes. Hence the storage of such data requires efficient dynamic storage schemes where the array is allowed to arbitrarily extend the bounds of the dimensions [3] , [4] . Conventional multidimensional arrays do not support dynamic extension of an array and hence the addition of a new column value is impossible if the size of the dimension overflows. Therefore, we need a method of extending multidimensional arrays in all dimensions [5] , [6] . Another problem with the multidimensional array structure is its sparsity, which wastes memory because a large number of array cells are empty and thus are rarely used for actual implementation [7] , [8] .
In particular, the sparsity problem becomes serious when the number of dimensions increases. This is because the number of all possible combinations of dimension values exponentially increases, whereas the number of actual data values stored would not increase at such a rate. So it is important to design a technique to compress such sparse arrays.
In our previous work [9] , [10] , we present a new extendible multidimensional array system, namely Extendible Karnaugh Array (EKA)along with its operations and [3] presents memory management performance for controlling the address space overflow for large multidimensional arrays. The EKA is based on Karnaugh map [11] and is dynamically extendible during runtime in any direction without any relocation of the data already stored. In this paper, we propose a compression scheme based on the EKA [9] , [10] . To compress the EKA, we store only the position information of each segment of the array, i.e. the construction history, the segment number and the offset inside the array. Our scheme will be called SCEKA (Segment based Compression scheme for Extended Karnaugh Array). It can be effectively applied not only to the implementation of MOLAP [7] , but also to multidimensional database systems [12] , or parallel data warehouse systems [13] , [14] .
The rest of the paper is organized as follows; Section 2 gives a brief description of the EKA system, Section 3 describes the proposed compression scheme, Section 4 explains the experimental results, Section 5 provides some comparison with other related works and finally Section 6 outlines the conclusion.
The EKA System
The idea of EKA [9] , [10] is based on Karnaugh Map (K-map) which is used for minimizing Boolean expressions. Figure 1 array system which is the combination of sub arrays. To maintain dynamic extension and the subarrays, it has three types of auxiliary tables, namely history 
The coefficients of the addressing function, na- 
The number of segments in any subarray (belongs to dimension d i ) is determined by the (4) can be accessed simply by using the subscripts of higher dimensions. In the case of EKA(n), the similar hierarchical structure will be needed to locate the appropriate EKA(4). Hence the EKA(n) is a set of EKA(4)s and a set of pointer arrays. The segments are always 2 dimensional for an EKA(n). Hence, in our model the coefficient vector becomes single dimensional such as l 1 only. The EKA can be extended along any dimension dynamically during runtime only by the cost of these auxiliary tables. Let the value stored in the subscript (x 1 , x 2 , x 3 , x 4 ) be retrieved. The maximum history value among the subscripts h max = max(
) and its corresponding dimension (say d 1 ) that corresponds to the h max is determined. h max is the subarray that contains our desired element. The first address and offset from the first address is found out using the auxiliary tables. The adjacent dimension adj(d 1 ) (say d 3 ) and its subscript x 3 is found. The first address is found from
The offset from the first address is computed using the addressing function; coefficient vectors are stored in C d 1 . Then adding the offset with the first address, the desired array cell
For example, the values of the subscripts (2, 2, 0, 0) are determined as follows (see Figure 4) . 
Finally, adding the first address with the offset, the desired location 36 + 2 = 38 is found (encircled in Figure 4 ).
The SCEKA
The Segment based Compression scheme for Extended Karnaugh Array (SCEKA) stores the extended history value, the segment number and the logical location inside the segment of the subarray i.e. the offset of the subarray. The data stored in the SCEKA scheme can be accessed in compressed form and at the same time it can grow and shrink in length or number of dimensions at run time.
The Realization of SCEKA(4)
Along with the auxiliary tables of EKA, SCEKA uses an additional 
Hence x k is found and this x k is the segment number s. Once the segment number s is found, the first address of the segment can be found from the address table and the offset is calculated. We store the offset and data value pair in a linear array in the secondary storage as compressed physical array. So the f irstAddress = A d 1 [2] [0] = 36, and offset is calculated using the coefficient vector stored in coefficient table C d 1 which is 3. Here, offset = C d 1 [2]*x 4 + x 2 = 3*0 + 2 = 2. Hence, to map the cell the tuple 7, 0, 2 is stored along with the data value 38 (encircled in Figure 4 ).
Accessing from SCEKA(4)
Let us be given the SCEKA tuple h, s, o that represents history value, the segment number, and an offset position respectively in a Compressed EKA(4). We have to determine the subscripts of each dimension. The history values are monotonically increasing and placed sequentially in history table, so searching the history tables with the given h we find the dimension i (H di ) and its subscript 1, 2, 1, 1 . If the first Address is null, the element doesn't exist.
Realization of SCEKA(n)
We only compress each of the EKA(4)s and the upper pointer arrays remain as usual. Since an n-dimensional EKA can be represented as a collection of EKA(4)s, we can individually compress each EKA(4)s. The compression scheme described above is applied to each of those EKA(4)s. To access a compressed SCEKA(n), we need some additional tables, since the EKA scheme loses the higher dimensional subscripts to search in bottom up manner. So, each EKA(4) and higher dimensional pointer arrays will maintain a tiny Upper subscripts array (see Figure 5 ) to get the facility for searching the bottom up fashion. It will contain the index of immediate lower and higher dimension pointers.
To reduce the search space, we employ a small two dimensional array namely map array. The index of the array represents the history counter (history values), one of its entry is the dimension of extension and another is a pointer to the EKA(4). Consider the tuple h, s, o . We first look at the map array at index h and find the entry i(say) which is the dimension of h and the exact EKA(4) in which dimension the h resides. Now we apply binary search only over the history table of dimension i, H di to locate the position of h. Now we can determine the subscripts of the lowest 4 dimensions by applying the process described in Section 3. Since each EKA(4) maintains an upper subscripts table, the higher dimensional subscripts can be found from there by going back to the root and by collecting upper subscripts array entry. Figure 5 shows the logical arrangement of an SCEKA(n) along with necessary auxiliary tables.
Related Works
The chunking of multidimensional arrays is well addressed in the literature [19] , [20] for MOLAP implementation. In this scheme the large multidimensional arrays are broken into chunks for better storage and processing. All the chunks are n dimensional with smaller length (of dimension) than the original array. To compress the array, a pair ChunkNumber, OffsetInChunk is stored for each valid entry. The offset inside the chunk OffsetInChunk is computed using the multidimensional array linearization function. The idea is based on the traditional multidimensional array and dynamic extension is not possible. Compressed Row Storage (CRS) and Compressed Column Storage (CCS) [18] , [20] are used due to their simplicity and purity with a weak dependence relationship between array elements in a sparse array. It uses two onedimensional integer arrays RO and CO to compress all of the nonzero array elements along the rows (columns for CCS) of the sparse array. Array RO stores information about the nonzero array elements of each row and CO stores the column (row for CCS) indices of those elements (for two dimensional arrays). For higher dimensional sparse arrays more one dimensional integer arrays are needed. Hence compression ratio and range of usability become impractical for higher dimensional arrays [5] , [13] , [21] . Ref. [17] proposes a multidimensional extendible array [22] based compression scheme, namely EaCRS which uses CRS scheme to compress each of the subarrays of the extendible array. For an n dimensional extendible array, the EaCRS scheme requires n − 1 auxiliary arrays for each of the n − 1 dimensional subarray to compress it. Hence the compression ratio is not good enough for higher number of dimensions. A compression scheme, namely ECRS/ECCS for array model EKMR [15] is presented in [16] . The scheme is based on CRS/CCS [18] , [19] and applied on EKMR. The EKMR represents n dimensional arrays by a set of two dimensional arrays. Every two dimensional EKMRs map with a four dimensional traditional multidimensional array. Hence, when applying the CRS/CCS scheme on EKMR the number of auxiliary arrays is always less. Hence compression ratio and range of usability become efficient. But the CRS/CCS and ECRS/ECCS schemes are applicable for statically allocated arrays and are not suitable when the length of dimension and the number of dimension grow incrementally. A compression scheme for data warehouses using Hilbert curve [23] is proposed in [24] for statistically allocated arrays for predetermined size of dimension in the space and dynamic extension of the dimension size is not considered. [22] , [25] , [26] propose index array models for implementing extendible arrays, but do not provide any record encoding schemes or data compression technique. Since empty array elements occupy storage, they can be employed only for dense array; [25] handles the history tables using B tree structures and [26] uses axis vector to reduce the size of auxiliary tables. They are considered as sequence of the two consecutive extensions along the same dimension as an uninterrupted extension of that dimension and are handled by only one expansion record entry in the axial-vector. Therefore the number of elements in an axial vector is always less than or equal to the number of indices of the corresponding dimension. Hence it would be hard to apply the schemes to the actual storage organization especially for MOLAP.
Experimental Results
In this section we compare the performance of different array-based compression schemes, namely ECRS [15] , [16] , EaCRS [17] , CRS [18] . The basic idea of these compressions is discussed in Section 4. The parameters that are assumed are described in Table 1 . All the lengths and sizes are in bytes. The length of each dimension is equal, i.e. l i = l, for all i. We placed the array in the secondary storage having the parameter values shown in Table 2 for all the schemes. We extend the length of dimensions of EKA in round robin fashion. All the tests are run on a machine (Dell Optiplex 380) of 2.932 GHz processor and 2 GB of main memory having a disk page size 4 KB using Microsoft C++. The auxiliary tables are stored in the main memory for faster access, since they act as an index to access the array elements. Figure 6 shows the amount of storage needed by different compression schemes for n = 3, 4, 5 and 6 respectively. The storage cost for CRS is always higher because it needs n auxiliary arrays to compress the n dimensional array. SCEKA always takes less amount of storage than CRS. SCEKA needs the same amount of storage as that of EaCRS only for n = 3; otherwise it needs less storage than EaCRS.
Storage Cost
This is because EaCRS applies CRS technique for each n − 1 subarray. Hence, when n increases, EaCRS shows bad performance. We see that ECRS is better than SCEKA in terms of storage required. In fact SCEKA demands a slightly higher amount of storage than ECRS, but be noted that SCEKA has the property of dynamic extendibility during run time, which is not possible in ECRS/ECCS without relocating the existing data. EaCRS is a dynamically extendible scheme, but requires more storage than SCEKA for n ≥ 4. 

Compression Ratio is defined as the ratio between the compressed array and that of uncompressed array. The value of  is preferred to be 0 <  < 1.

Range of Usability of compression scheme and is defined as the maximum value of  up to which the compression ratio () is less than 1.
n No. of dimensions of the array. 
The length of extension in each dimension.
NRQ
Number of subscripts selected for range key query.
max(l i ) Maximum length of a specific dimension i for fixed n.
min(l i ) Minimum length of a dimension i for specific values of n. Figure 7 shows the comparison of the ranges of usability in different compression schemes for varying n. SCEKA and ECRS cross the range of usability line at an approximate value of  = 0.66, which is better than or equal to CRS or EaCRS scheme. Figure 7 (e) represents the compression ratio with constant density of 0.4. We find that CRS and EaCRS are usable up to n = 3 and 4 respectively, for  = 0.4, but SCEKA can be of any number of dimensions. This is because the compression ratio of SCEKA does not depend on the number of dimensions. Figure 8 shows the extension time of SCEKA(4) and EKA(4) for different values of . For SCEKA(4) (Figure 8(a) ) the extension time varies with density. On the other hand EKA(4) always takes similar time for extension, irrespective of the values of  (shown in Figure 8(b) ). This is because in uncompressed version of EKA, the density of real data does not affect the total size of the extension subarray as disk I/O is constant. Figure 8 (c) and 8(d) show the average extension time taken by SCKEA and EKA for n = 4 and 5 respectively. In both cases, SCEKA requires less time than EKA, the reason is subtle, the compressed array needs less data to write, hence fewer disks I/O are required and therefore time is less. We see that the difference in extension time increases with the increase in length of dimension. Figure 9 presents the average retrieval performance for range key queries of NRQ subscripts on both SCEKA(4) and EKA(4) with different values of . The retrieval time varies with  in SCEKA(4). However, there is no effect of  in uncompressed EKA. The retrieval time is almost constant for a particular length of dimension ( Figure 9(b) ). This is because in EKA(4), the segment or subarray sizes (that are read from storage) remain the same irrespective of the values of  for uncompressed EKA, hence the retrieval performance is constant. Similar results are also found for EKA(5) and EKA (6) . Figures 9 (c) and 9(d) show the comparison of average range key retrieval time of NRQ subscripts in SCEKA and EKA for n = 5 and 6, respectively for  = 0.4, 0.5, and 0.6, respectively. In every case the SCEKA needs less time than EKA. The reason is that in uncompressed EKA, whatever the density, the segment is always the same and the retrieval time is higher. Furthermore, if the density is less than 1, we need a linear search to be made for determining the nonempty cells. On the other hand, in compressed EKA the segments are compact and their size varies with density. Since the segments contain only the non-empty cells of the logical array, there is no need for any search. Simply read the segment from the disk to show the result. This takes less time. Therefore, overall retrieval time in SCEKA is better than that in uncompressed EKA.
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Conclusion
Multidimensional arrays are extensively used in many scientific applications to represent their data for efficient processing. However, in many situations the total number of dimension and length of dimension cannot be predicted. Besides this, representing the real world data in multidimensional array creates a very sparse array. In this paper, we proposed a new compression scheme that can grow dynamically during runtime. We compared the scheme with various other schemes for their practical usability. The proposed model is very efficient when dynamic extension of the array is an issue. We believe that the proposed scheme can be successfully applied to database applications, especially for multidimensional databases or multidimensional data warehousing systems. One important future direction of the work is that the scheme can easily be implemented in parallel platforms. Because most of the operations described here are independent of each other, it will be very efficient to apply this scheme in parallel and multiprocessor environments.
