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1. INTRODUCTION 
In this paper we study the oscillatory behavior of the solutions of the perturbed 
second-order nonlinear differential equation 
(a(t) x’)’ f Q(t, x) = qt, x, x’). (*) 
The problem of determining oscillation criteria for second-order nonlinear 
equations has received a great deal of attention in the twenty years following the 
publication of the now-classic paper by Atkinson [I]. This has been especially 
true for the special cases of (*) 
XI f h(t) P+ l = 0, 12 = 1,2 ,.... c**> 
considered by Atkinson in [I], and the more general equation 
x” + h(t) g(x) = 0 (***) 
studied by Bhatia in [2]. Wang’s survey paper [23] contains many of the early- 
known results of this type. An excellent discussion of known oscillation criteria 
as well as some suggestions for future study can be found in the recent survey 
paper by Kartsatos [12]. The bibliography in [12] contains more than 300 entries, 
so there appears to be no need to duplicate an extensive list of references here. 
For equations in which the perturbation term depends on X, such as Eq. (*), 
relatively few oscillation criteria are known (again see Kartsatos [lO-131 and the 
references contained therein). In many instances our results will include, as 
special cases, known oscillation theorems for Eqs. (**) and (***). In particular, 
we extend and improve results recently obtained by Bobisud [3], Ladas [17], 
Onose [I g-201, Staikos and Sficas [21], T ravis [22], and others. At no time do we 
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explicitly assume that Q(t, x) is positive in t, even when it appears in factored 
form as in Eqs. (* *) or (* **). Examples illustrating some of our theorems are 
also included. 
2. OSCILLATION CRITERIA 
Consider the equation 
(a(t) 4’ + Q(t, x) = P(t, x, 4, (1) 
where a: [to , CO-R, Q:[t,,m)xR+R, and P:[t,,co)xR2+R are 
continuous and u(t) > 0. Since we will only be concerned with the continuable 
solutions of (I), we will say that a solution of (1) is oscillatory if it has an un- 
bounded set of zeros, and we will say that Eq. (1) is oscillatory if all its continu- _ 
able solutions oscillate. 
Assume that there exist continuous functions 4, p: [t, , a) 
such that 
xf(4 > 0 for x # 0, 
f’(x) 2 0 for x # 0, 
!& 4/f (4 3 c?(t) and P(t, XT x’>/f(x> <p(t) 
and 
s 
m [l/u(s)] ds = co. 
to 
THEOREM 1. If conditions (2)-(5) hold and 
J’ cc [q(s) - ~(41 ds = ~0, to 
then all solutions of (1) are oscillatory. 
+Randf: R+R 
(2) 
(3) 
for x # 0, (4 
(5) 
(6) 
Proof. Suppose that x(t) is a nonoscillatory solution of (l), say x(t) f 0 for 
t > ti 2 t, . Then 
b(t) x'Wf (@))I’ 
= WY x(t), x’Mf(x(tN - at, w/fw) - 4W’WN [X’(t)12if2(X(t)) 
G p(t) - 4(t) (7) 
for t 3 tl . Integrating the above inequality we obtain 
a(t) x’(WW) G 41) x’(td/fWd - “f: MS) - P(s)1 ds. 
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Assume that x(t) > 0 for t > t,; the proof in case x(t) < 0 for t 3 t, is 
similar and will be omitted. By condition (6) there exists Z’s > t, such that 
x’(t) < 0 for t >, T, . Condition (6) also implies that there exists T > T,, such 
that 
s T MS) - Ml as = 0 and s : [q(s) - p(s)] ds > 0 for t > T. TU 
Integrating Eq. (1) by parts, we have 
4 x’(t) e a(T) x’(T) - j)W,, [a(s) - ~(41 ds 
= 4T) x’(T) - .fMtN 1; MS) - ~(41 ds 
< a(T) x’(T). 
From (5) it follows that x(t) -+ -cc as t - co which is a contradiction. 
Remark. Theorem 1 includes Theorems 1.1, 1.2, and 1.3 of Bhatia [2] as 
special cases. For example, we can let Q(t, X) = m(t)g(x) and P(t, X, x’) = 
-f(t, X) in Eq. (1.14) of [2]. Theorem 1 also generalizes Theorem 3 of Ladas 
[17] who needed the extra conditions (14) below, and 
xqt, x, x’) < 0 for all X. 
As an example of Theorem 1 consider the equation 
(tx’)’ + [$ + sin t + &x2] x = (cos t) x5(sin x’)/t(ti + l), t 2 1. 
Choosing f(x) = X, we have Q(t, X)/X > 4 + sin t, P(t, x, x/)/x < l/t, and so 
all the hypotheses of Theorem 1 are satisfied. That this equation is oscillatory 
does not appear to be deducible from other known oscillation criteria. 
THEOREM 2. Suppose that conditions (2)-(5) hold, 
s m MS) - ~(41 ds < ~0, to (8) 
lim inf 
s t t-m T i%(s) - PNI ds 2 0 for all large T, (9) 
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and 
I O3 W(s)1 ds < WJ and .r --m [WN ds < a3 for all E > 0. (11) l --E 
Then all solutions of (1) are oscitlatory. 
Proof. Let x(t) be a nonoscillatory solution of (I), say s(t) > 0 for 
t >, t, 3 to . For any b > t, an integration of (7) yields 
Now if x’(t) > 0 for all t 3 b, then, by condition (8) 
Hence, for all t > b, 
and integrating, we obtain 
This contradicts (11) since the integral on the left diverges. 
If x’(t) changes signs, then there exists a sequence (c,} + oz such that 
x’(c,J < 0. Choose N large enough so that (9) hoids. We then have 
a(t) x’(t)!f(x(t)) < a(cN) x’(c~)lf(x(c~>) - St MS) - ~(41 ds 
CN 
so 
1iy.y 40 x’(WWN 
1 s t < a(cfd) x’(cN)/f (4cN)) + liy “,“P - + CN MS) - ~(41 dj < 0 
which contradicts the fact that x’(t) oscillates. Hence there exists t, > t, such 
that x’(t) < 0 for t 2 t, . Now Erbe [6] (see also Wang [25]) showed that (9) 
implies that for any T,, > t, there exists T, 2 T,, such that 
I t W - ~(41 ds > 0 Tl 
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for all t > Tl . Choosing Tl 3 t, as indicated, and then integrating (1) we have 
Thus 
< 4Td x’(Td. 
x(t) G x(T,) + a(T,) x’(Tl) s:, [l/a(s)] ds --f -CD 
as t -+ co contradicting the fact that x(t) > 0 for t > t, . A similar proof holds 
when x(t) < 0 for t 2 t, . 
COROLLARY 3. If (2)-(5) and (8)-(10) hoZd, then all bounded solutions of (1) 
are oscillatory. 
Proof. Condition (11) was only used in the first part of the proof of the 
theorem. We had x(t) > 0 and x’(t) > 0 for t > b, so by (3), f (x(t)) > f (x(b)) 
for t > b. From (10) and (13) we then obtain a contradiction to the boundedness 
of X(f). 
THEOREM 4. In addition to conditions (2) and (4) assume that there are 
constants K and a, such that 
and 
If 
f’(x) > K > 0 
a(t) < al . 
(14) 
(15) 
$2(1/t) j”s” [q(u) - ~(41 duds = ~0, (16) 
to to 
then all solutions of (1) are oscillatory. 
Proof. Suppose that x(t) is a solution of (1) with x(t) # 0 for t > T >, t, 
and T 2 1. From (1) we have 
44 x’(t)/f (x(t)) + J: M)f ‘(x(4) bW12/f 2(WI ds + Ji IIds) - ~(41 ds < c, 
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where c is a constant. A second integration yields 
+ (l/t> jts” Mu) - ~(41 du ds < cl 
TT 
for t > T. By condition (16) 
Defining 
l$l/t) J; [u(s) x’(s)!f(x(s))] ds = -co. 
and applying Schwarz’s inequality, we obtain 
R2(t) < t j; MS> +>/!fW>>12 ds. 
Noticing that a2(t)/ul < u(t), we then have 
--R(t)/t + (Wit) j” [R”(s)/sl ds < 0 
T 
for t > Tl for some Tl > T. It follows that 
(K”/u,2P) 1 j; [R2(S)/S] dsj p < R2(t)/t2 
for t 3 Tl . Now define 
4(t) = j; [R2(+l ds; 
then 
K2/U12i < W>M2(t> 
for t > TX. Integrating, we have 
(K2/a12) W/Td < lM(Td - l/W G ~/WI) 
for t > Tl . This contradiction completes the proof of the theorem. 
Remark. Theorem 4 includes Theorem 6(ii) of Wang [23], while Theorem 1 
above includes Theorem 6(i) in [23]. 
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For the equation 
(z’/P) + (l/t) sinh(tx) = 0, t>l 
we can let f(x) = sinh x so that Q(t, x)/f(~) > l/t. This equation is oscillatory 
by Theorem 4. 
THEOREM 5. Let conditions (2), (4), (14), and (15) hold. If 
lim inf 
s 
t [q(s) - p(s)] ds > -A (A > 0) ia-2 T 
for all large T (18) 
and 
lim+:up( 1 /t) s “1’ [q(u) - p(u)] du ds = m for all large T, (19) 
TT 
then all solutions of (1) are oscillatory. 
Proof. Let x(t) be a nonoscillatory solution of (1) with x(t) > 0 for 
t > T > t, with T 3 1. From (1) we again obtain (17). We will consider three 
cases. 
Suppose that x’(t) has arbitrarily large zeros, i.e., there is a sequence (tn} - co 
such that x’(tn) = 0. Evaluating (17) along this sequence and using (14), we 
immediately obtain (a(t))ll” x’(t)/f (x(t)) E L2(T, co). By Schwarz’s inequality, 
for some positive constant KI . This implies 
s : [u(s) x’(s)lf(x(s))] ds 3 -K,t 
and so from (17) we obtain 
-Kl + (lit) j-tj-” [+) - ~(41 du ds < c(t - W < c 
TT 
which contradicts (19). 
If x’(t) > 0 for t > Tr for some TI > T, then from (17) we again have 
(a(t))l’” x’(t)/f(x(t)) eL2(T, co), and we can proceed as above. 
Finally, we suppose that there exists TI > T such that x’(t) < 0 for t >, TX. 
From (17) and (18) we have 
-a(t) x’(t)/f (x(t)) 3 -(c + 3 + s:, W),f’(W bW12/f2(W> ds. (20) 
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If the integral above converges, then we can proceed as in the previous cases. 
If the integral diverges, then there exists T, 3 Tl such that 
s T2 W)f’(4s>) [~‘(Wlf2(W) ds = 1 + c + A. Tl 
Multiplying (20) by 
and integrating from T, to t we have 
which, by (20), implies that 
-4 ~'WfW) ~fG4T2M40) 
for t 3 T, . Hence 
for t > T, , and a final integration shows that x(t) must eventually become 
negative contradicting the assumption that x(t) > 0 for t > T. 
A similar proof holds if x(t) < 0 for t 3 T. 
Remark. Theorem 5 generalizes Theorem 3 of Onose [20] who considered 
the equation 
Y” + u(t)f(y) = 0 
under the additional assumption (11). A generalization of Theorem 4 in [20] 
can be deduced from the proof of Theorem 5. Theorem 5 also extends a theorem 
of Wong [24]. 
The following theorem concerns a special case of (l), namely, when u(t) = 1. 
THEOREM 6. Suppose that conditions (2)-(4) and (11) hold, and u(t) = 1. If 
then all solutions of (1) aye oscillatory. 
Proof. Let x(t) be a solution of (1) with x(t) > 0 for t 3 T > t, . (A similar 
proof will hold if x(t) < 0 for t > T > t, .) Then 
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Integrating, we have 
Now for each fixed t > T, if x(t) < x(T), then 
j; [x’(s)if(x(s))] ds == c;; [I/j(u)] du < 0, 
while if x(t) > x(T), then (11) holds. Therefore, the second integral on the 
right-hand side of the last inequality is bounded from above. Hence, by (21), 
there exists Tl 3 T such that x’(t) < 0 for t > Tl . Condition (21) also implies 
that there exists T2 > Tl such that 
s 
j-2 
MS) - ~(41 ds = 0 and Tl s 
t 
SW - ~(41 ds 3 0 T2 
for t > T, . Multiplying Eq. (1) by t and integrating by parts, we obtain 
W> G TAT,> + s:, W ds - j;2 SfW) [P(S) - ~($1 ds 
G TdTJ - f WN I:, SW - ~(41 ds 
+ j)‘Q+~~ x’(s) jf2 W4 - ~(41 du ds 
< TdTA 
for t >, T, . Thus 
x(t) < x(T,) + Tg’(T,) ln(t/T,) ---f -co 
as t--f co contradicting the fact that x(t) > 0 for t > T. 
Recently Bobisud [3, Theorem I] showed that all solutions of 
Y” + 4t)f(r> = 0 
are oscillatory or tend monotonically to zero if (2), (3), and (11) hold, 
and 
t 0 <lim 
s t-a; T 
a(s) ds <. co for all large T. (22) 
s 
m 
m(s) ds = co. 
to 
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Furthermore, if condition (23) b e ow 1 holds, then he obtained oscillation of all 
solutions [3, Theorem 21. In [18], 0 nose proved Bobisud’s results without 
requiring (22). In a subsequent paper, Onose [19] showed that Bobisud’s initial 
result [3, Theorem l] actually yielded oscillation so that condition (23) is not 
needed in Theorem 2 in [3]. Theorem 6 above shows that Bobisud’s oscillation 
result holds without either (22) or (23), and thus is a generalization of Theorems 
1,2, and 3 in [3], Theorems 1,2, and 3 in [18], the theorem in [19], and Theorem 
2.1 of Travis [22]. 
An alternate result to Theorem 6 can be obtained by replacing (21) by 
lit$rif 1; [p(s) - p(s)] ds 3 0 for all large T, 
lim-,:up 1; M) - ~(41 ds = a for all large T, 
and requiring that condition (23) holds (see Theorem 2.3 and Corollary 2.5 of 
Erbe [7]). We leave the formulation and proof of such a theorem to the reader. 
As an example, the equation 
X” + [l - 2 cos t + x2/t] x3 = x7 tanh(tx’)/2(x4 + l), t>l 
satisfies the conditions of Theorem 6. Here we let f(x) = x3 and observe that 
Q(t, X)/X” > 1 - 2 cos t and P(t, x, x)/x3 < Q. 
The following corollary is immediate; it includes Theorem 2.2 in [22] as a 
special case. 
COROLLARY 7. If a(t) = 1 and (2)-(4) and (21) hold, then all bounded solu- 
tions of (1) are oscillatory. 
THEOREM 8. If, in addition to conditions (2)-(4), we assume that 
and 
s 
-’ [IF(s)] ds < co for eEery E > 0, (23) 
0 
and 
It, W/4)1 ds - s,” 11 Ms>l 1; M4 - 1441 du ds = - 00 (24) 
for every constant M, then all solutions of (1) are oscillatory. 
Proof. Suppose that x(t) is a solution of (1) with x(t) > 0 for t > T 2 t, . 
From (12) we have 
W/fW) G 4T)xVhfCW) 4 - j-t M4 - ~(41 W44, 
T 
OSCILLATION THEOREMS 385 
and a second integration yields 
From (24) we have that 
I(t) = J’ [x’(s)If(x(s))] ds + - m as t--t co. 
But 
and if s(t) 2 x(T) for large t, then 1(t) > 0 which is a contradiction. Hence, for 
large t, x(t) -( z(T), so 
I(t) = - j-:1;’ [If(u)] du > - 1” [l if(~)] du > -cc 
which is again a contradiction. A similar proof holds in case x(t) < 0 for t > T. 
If, for the equation, 
(t2x’)’ + [$ + cos t + x2] x113 = x4/3/4[i x 1 + I], t > 0, 
we letf(X) = x1i3, then Q(t, x)/&I3 3 4 + cos t, P(t, X, x’)/xiIa < 4, and we see 
that all the hypotheses of Theorem 8 are satisfied. As was the case in the above 
examples, the oscillatoriness of this equation is not discernible from previously 
known oscillation criteria. 
Remark. Condition (24) is not an unreasonable assumption to make in order 
to ensure that all solutions of (1) are oscillatory. In fact, for the equation 
with 1 l’(t, X, x’)! < y(t), q(t) > 0, (a(t) q(t))’ >, 0, F(x) = s:f(s) ds + m as 
/ x ) -+ co, and either 
(9 .ft”, M4/4) MW”l ds < a and .fc M4/MW21 ds < 00, 
or 
(4 St”, b+Y441 ds < ~0 and .I-; WMN ds < ~0, 
Graef and Spikes [S] have shown that the conditions 
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and 
j-z [l/a(s)] IS q(u) duds < m 
t flJ 
are sufficient to ensure that (25) h as a nonoscillatory solution s(t) satisfying 
lim inf,,, / x(t)\ f 0. 
From the proof of Theorem 8, we see that the following result holds. 
COROLLARY 9. If (2)-(4) and (24) hold, then all solutions of (1) are oscillatory 
or converge to zero. 
THEOREM 10. Let conditions (2)-(4), (1 l), (15), and (21) hoEd. If fog every 
large T there exists Tl 2. T such that 
lim inf 
C-'no ss : 1 
; [q(u) - P(U)] du ds > - ~0, 
then all solutions of (1) are oscillatory. 
(26) 
Proof Let x(t) be a nonoscillatory solution of (I), say x(t) > 0 for 
t>tl> 0 t . If x’(t) oscillates, choose T 3 t, so that x’(T) = 0 and (26) holds; 
then integrating (7) we have 
44 x’Mf(x(t)) G - r;l MS) - P(S)1 ds. 
It follows from (26) that there exist Tl > T and A > 0 such that 
(l [a(s) x’(s)lf(x(s>)] ds < - (j-; [q(u) - p(u)] du ds < A 
I 
for all t 3 Tl . Multiplying (7) by t and integrating, we obtain 
W x’tWf(4t)) < TAT,) x’tTJftx(Td) + A - l;t W) - ~(41 ds, 
which by (21) contradicts the assumption that x’(t) oscillates. Thus x’(t) must 
eventually have fixed sign. 
If x’(t) > 0 for t > t, >, t, , then multiply (7) by t and integrate to obtain 
tact> x’Wlf(x(tN G B + [: M4 ~‘WW)I ds - ltI 4ds) - ~(41 ds 
which by (11) again leads to a contradiction. Thus x’(t) < 0 for t > t, for some 
t, ., t, . 
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Multiplying (1) by t and integrating, we have 
tact) x’(t) G w(t3) X’(h) - j-1 SfWN [4(s) - P(41 ds* 
The remainder of the proof is similar to the proof of Theorem 6 and will be 
omitted. If x(t) < 0 for t 3 t, , a similar proof holds. 
The proof of the following corollary is similar to the proof of Corollary 3 
and so will be omitted. 
COROLLARY 11. If (2)-(4), (15), (21) and (26) hold, then a2Z bounded solutions 
of (I) are oscillatory. 
THEOREM 12. i’f conditions (2)-(5) and (9) hoZd, and 
+,yp f MS) - ~(41 ds = ~0 for all large T, (27) 
then all solutions of (I) are oscillatory. 
Proof. Suppose that x(t) > 0 for t 3 t, 3 t,; the proof in case .x(t) < 0 
for t > t, is similar and will be omitted. Since (9) holds, we see, from the proof 
of Theorem 2, that x’(t) cannot change signs for arbitrarily large t. If x’(t) > 0 
for t 2: t, for some t, 3 t, , then from (17) and (27) we have 
lim+mf u(t) x’(t)f(x(t)) = - az 
which is again a contradiction. Thus, x’(t) < 0 for large t, and so we can apply 
Erbe’s result [6] and proceed as in the proof of Theorem 2. 
Remark. Theorem 12 is an extension of Theorem 2 of Onose [20]. 
THEOREM 13. In addition to conditions (2)-(5) and (11) assume that 
St; MS) - ~(41 j+: U/441 du ds = ~0. (28) 
Then all solutions of (1) are oscillatory. 
Proof. Let x(t) be a nonoscillatory solution of (I), say x(t) > 0 for 
t 3 t, > t, . Defining 
A(t, c) = 1” [l/a(u)] du 
“C 
and 
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we have 
and thus 
Since (I 1) implies that the second integral on the right is bounded above, we 
have that W(t) -+ -CO as t -+ 00 by (28). H ence, there exists T0 3 t, such that 
W(t) < -1 for t > T,, , and so we have 
I’ e - 1 b(t) et, td 
for t 3 T, . It then follows that x’(t) < 0 for t >, Z’, and 
= --In A(t, tl)/A(To , tJ + --03 as t-, co, 
so x(t) + 0 as t + og. Now (28) implies that there exists T > T,, such that 
s T [Q(S) - ~(414, Td ds = 0 and TO s ; [Q(S) - ~(41 4, To) ds 2 0 
for t > T. Multiplying Eq. (1) by A(t, T,) and integrating by parts, we obtain 
a(t) x’(t) 4, T,) 
i=, 4’) x’(T) 47 To) + x(t) - x(T) --f(W) j-t MS) - ~(41 4, To) ds 
T 
< 44 - x(T) 
for t > T. Since x(t) -+ 0 as t -+ CO, there exists Tl > T such that x(t) < 
x(T)/2 for t > Tl so 
x’(t) < --x(T)/2a(t) A(t, To) 
for t > Tl . Integrating, we have 
x(t) < XV,) - CG’Y2) ln 4t, To)14Tl~ To), 
which by (5) implies that x(t) -+ -00 as t + co. This contradiction completes 
the proof of the first half of the theorem. The proof in case x(t) < 0 for t > t, 
is similar. 
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Remark. Theorem 13 generalizes a special case of Theorem 2 of Staikos and 
Sficas [21] who considered an unperturbed equation and, in addition, required 
condition (23). 
Once again, the following corollary is an immediate consequence of the 
theorem. 
COROLLARY 14. If (2)-(5) and (28) hold, then all bounded solutions of (1) 
aye 0sciZZatory. 
In order to further illustrate the relationships between the theorems in the 
paper we note that the example following Theorem 1 also satisfies Theorem 12 
but none of the other theorems in the paper. On the other hand, the example 
following Theorem 4 satisfies Theorems 1, 5, 10, 12, and 13, but not Theorems 2, 
6, or 8. The example following Theorem 6 satisfies Theorems 1, 10, 12, and I3 
but Theorems 2, 4, 5, and 8 do not apply. Finally, the example following Theo- 
rem 8 does not satisfy any of the other theorems in this paper. 
3. POSSIBLE EXTENSIONS 
Similar to what was done in Corollaries 3, 7, 9, 11, and 14, some of the other 
hypotheses of the theorems in this paper could be weakened by restricting our 
attention to only the bounded solutions, or by weakening the conclusions to say 
that “either solutions oscillate or converge (monotonically) to zero.” Several 
other types of extensions of the results presented here would be of interest. One 
such extension would be to use weighted integral conditions of the kind used 
by Coles [4, 51, Kamenev [9], Kusano and Onose [15], or Kusuno et al. [16]. 
Extensions to second-order functional differential equations, like those con- 
sidered by Kartsatos and Onose [14], and to nth order ordinary and/or func- 
tional equations, like those considered by Kartsatos [IO-131, would especially 
be of interest. 
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