Introduction and Statements
This paper is closely related to the recent work [BW17] of the same authors and our purpose is to elaborate more on some of the results and methods from [BW17] . More specifically our goal is two-fold. Firstly, we will indicate how a simple variant related to §4 in [BW17] leads to the following improvement of Theorem 3 in [BW17] . Previously the best bounds for ∆(X) and R(X) were those of M. Huxley, in [H03] : as a corollary of [H03, Theorems 4 and 5] , he obtained the bounds in (1.5) with θ = 131 416 = 0.31490 . . . . Like the series of contributions to this type of problem over recent decades, including [BW17] , our work in this paper relies on the method of Bombieri and Iwaniec, pioneered in their paper [BI86] on bounding ζ( 1 2 + it) for t → ∞. The first implementation of this approach in the context of the divisor and circle problems appears in [IM88] , to which we will also refer later. Let us just recall at this point that the method involves two distinct basic components, which are the 'first and second spacing problems' resulting from a large sieve application. See the discussion in §5, especially that following (5.17). The novelty in our present approach lies in the treatment of the first spacing problem and the use of L q -norms for certain q > 4 (the L 4 -norm, used in both [IM88] and [H03] ) turns out not to be always optimal). The relevant inequalities are Propositions 2 and 3 in Section 3, below (for the proof of Theorem 1 we require instead Propositions 1 and 1 ′ , from Section 2 of this paper). These inequalities are combined with estimates on the second spacing problem going back to Huxley's work.
2. On the first spacing problem for the mean square of the zeta function
and let η > 0 be a small parameter. A main novelty from [BW17] in treating the first spacing problem for the mean square of |ζ( (|x1|<1,|x2|<1,|x3|<
for certain q > 4, while the 'classical' treatment going back to [IM88] for ∆(X) and R(X) involves q = 4. In (2.2), a kℓ are arbitrary coefficients s.t. |a kℓ | ≤ 1, e(x) = e(2πix), and L q # refers to the average L q -norm. The main inequality from [BW17] pertaining to (2.2) is the following. 
describes a truncated perturbed cone. Returning to (2.4), the first step (see [BW17] , Proposition 4) consists in bounding the inner L q -norm by interpolation between a (trilinear) L 2 → L 3 inequality (going back to the [BCT06] multi-linear restriction theory and stated as Proposition 2 and 2 ′ in [BW17] ) and the L 6 -decoupling inequality for the cone in angular slabs proven in the paper [BD15].
Our main observation here (leading eventually to the improved Theorem 1) is that the bound on (2.5) stated as Proposition 9 in [BW17] is actually also a bound for the (stronger) L 2ν # L 3 # -norm. In order to control the inner L 3 # -norm we again appeal to the same tri-linear inequalities given by Proposition 2 and 2 ′ . Recall that the procedure to reduce linear to multi-linear inequalities in restriction theory goes back to the paper [BG11] and has been repeatedly exploited in later works). Of course, it has to be checked that this reduction does not come with an additional penalty. This was done in [BW17] and the same conclusion holds with the present modification.
In view of the preceding discussion, we may now interpolate between L 4 L 24/5 and L 2ν L 3 leading to the following strengthening of Proposition 1.
4ν−5 for ν ≥ 3. Under the assumptions of Proposition 1, for q = q ν , we have
Based on this new inequality, one may then eventually deduce Theorem 1 following the analysis (also including the second spacing problem) from [BW17] .
First spacing problem for divisor and circle problem: New estimates
The divisor and circle problems lead to estimating (2.2) with ω(k, ℓ) replaced by the simpler expression √ kℓ. Thus k∼K,ℓ∼L
In all previous work (starting from [IM88] ) q was taken to be q = 4 and our aim in this section is to establish certain inequalities for q > 4.
Remark.
In fact, rather then (3.1), the first spacing problem involves an expression in 4 variables, nℓ k∼K,ℓ∼L
(note that insertion of the coefficients a kℓ in (3.1) permits to bound (3.2) by the 3-variable expression). If η < 1 K , one expects clearly better bounds for (3.2). It turns out however that in the 4D setting, the linear-multilinear reduction comes with a larger penalty that can not be ignored anymore. This complicates matters seriously and the resulting benefits turn out to be quite modest. This is why we did not pursue this direction here, only pointing out that it leads to further small improvements in Theorem 2 of this paper (not affecting the 3 rd decimal place.) A similar comment applies to Theorem 1.
The analysis of (3.1) involves the surface C :
which is purely conic. Going back to (2.4) and choosing 1 < N < 
where {σ} is a partition of [k ∼ K] in intervals of size N − 1 2 K, F σ refers to the same exponential sum as in the l.h.s. of (3.4) but restricting k ∈ σ.
amounts to evaluating the number of integral solutions
with the additional constraint
Bounding the number of solutions to (3.5) was one of the key steps in [IM88] . Their result was refined in [W90] . It turns out that a modification of the argument in [W90] allows to implement also condition (3.6). The statement is as follows Lemma 2. The number of solutions to (3.4), (3.5) is bounded by
Inserting (3.7) in (3.4) implies then Lemma 3. The l.h.s. of (3.4) is bounded by
As before, we combine with a bound on
Bounding (3.9) is carried out similarly to §4 in [BW17] with the additional input made in the previous section of using again the
a kℓ e(ℓx 1 + kℓx 2 + √ kℓx 3 ) (3.10)
we estimate (3.9) by
where {τ } refers to a partition of
where (3.12) refers to the number of integral solutions of
In the sequel, we assume N < K. An easy calculation shows that Lemma 4. Assuming (3.17), the number of solutions to (3.14)-(3.16) may be bounded by
¿From (3.12), (3.17), one concludes
and for the r.h.s. of (3.19) we get
4ν−5 for ν ≥ 3. Then with F given by (3.10)
while the r.h.s. of (3.19) is bounded by
Interpolation gives then s. of (3.22 ) is bounded by
with q ν as in Proposition 2.
New Estimates for Exponential Sums
Theorem 3. Let ε > 0 and C 1 , C 2 , . . . , C 5 ≥ 2 be real constants. Let ν ≥ 3 be an integer constant, and let
. Let F (x) be a real function that is three times continuously differentiable for 1 ≤ x ≤ 2, and let g(x), G(x) be functions of bounded variation on the interval [1, 2] . Let M and T be large positive parameters, let H ≥ 1, and let
Suppose moreover that, on the interval [1, 2], the derivatives
and
Then one has the following, in which B 0 is a small positive constant constructed from C 1 , . . . C 5 .
(A) If H, M and T satisfy the three conditions Remarks. In applying Part (B) of Theorem 3, one uses the weaker, not the stronger, of the bounds (4.9), (4.10) (for the theorem leaves open the possibility of the stronger one being false). The relative strength of these bounds is essentially determined by which of the two arguments of the 'minimum' function in (5.19) is the smaller. Guided by this, one finds that (4.9) is as strong as (4.10) when M 135 H 47 ≪ T 62 , while (4.10) is as strong as (4.9) when M 135 H 47 ≫ T 62 . One observes something quite similar when comparing (4.9) or (4.10) with (4.6). It is useful to describe this in some detail, so we take X = X(H, M, T ; ε, ν), Y = Y (H, M, T ; ε, ν) and Z = Z(H, M, T ; ε, ν), to denote the values of the expressions on the right-hand side of the relations "≪" in (4.6), (4.9) and (4.10), respectively (supposing, of course, that q, ̺, α 1 , α 2 , β 1 , β 2 , β 3 , β * 1 and β * 2 depend on ν in the way that the theorem states). Calculation reveals that, for
ζ , with exponents υ = υ(H, M, T ; ν) and ζ = ζ(H, M, T ; ν) satisfying {24υ, 612ζ} ⊂ (0.67, 1.12]. A particular consequence of this is that, when
(4.12)
The Application of the Bombieri-Iwaniec Method in Proving Theorem 3
In this section (and the next) we present our proof of Theorem 3.
Iwaniec and Mozzochi [IM88] pioneered the application of the Bombieri-Iwaniec method (invented in [BI86] ) to sums of the form S, and thereby obtained the estimates in (1.5) for θ = 7 22 = 0.318 and any constant ε > 0. Huxley (in several works, culminating in [H03] ) generalised and improved upon this work of Iwaniec and Mozzochi, showing (ultimately) that one has the estimates in (1.5) for θ = 131 416 = 0.31490 . . . and any constant ε > 0. Theorem 3 supplies new estimates for S. We show (in Section 7) that these new estimates lead to a proof of the case θ = 517 1648 = 0.31371 . . . of the bounds in (1.5). Our proof of Theorem 3 is dependent on some modification of one particular aspect of Huxley's application of the Bombieri-Iwaniec method in [H03, Sections 2 and 3] and [H96, Chapter 8] , which is the implementation (and exploitation) of the large sieve inequality occurring in [H03, (3. 2)]: to be specific, we use instead the variant form of the 'double large sieve' developed in [BW17, Section 5] . This leads us to a variant of the 'First Spacing Problem' (the problem discussed in [H96, Chapter 13] ), which we handle (as best we can) principally through the application of Propositions 2 and 3: at the corresponding point in [H03] , an essentially optimal estimate is provided by [H03, Lemma 3 .1], so the flexibility of the variant form of the double large sieve plays a crucial part in enabling us to improve on some of Huxley's estimates for the sum S.
We assume the main hypotheses of Theorem 3 (i.e. everything prior to Parts (A) and (B) of the theorem): in particular, we assume a fixed choice of ν ∈ {3, 4, 5, . . . }. By partial summation, it is enough to consider the cases in which one has
We may assume also that F (2) (x) is positive valued (as S may be replaced by its complex conjugate, if necessary). As in [H03, (2.1)-(2.5)] (and in [H96, (8.1.4 )-(8.1.7)]), we suppose it possible to choose a positive integer N that satisfies
and is such that, with
Note that the hypotheses of Theorem 3 and the first inequality of (5.4) together imply that R ≥ 5, and so ensure that, by (5.3), one has R ≍ √ C 2 M 3 / √ N T (a fact we use in later calculations).
Each I k is then assigned (in accord with certain rules) a new index a/q = a k /q k , a rational number in lowest terms (and with q k > 0) lying in the 'arc' J k = {T M −2 F (1) (x/M ) : x ∈ I k }, so that 'I(a/q)' (resp. 'J(a/q)') subsequently denotes that interval I k (resp. arc J k ) for which one has J k ∋ a/q. Arcs (and the corresponding I(a/q)'s) are classified as 'major' or 'minor', depending on the size of q. Minor arcs have R ≤ q ≤ 3H (see [H03, ).
There is, in [H03, Section 2], a distinction made between the minor arcs J(a/q) that intersect with certain 'bad intervals' and those that do not: the corresponding I(a/q)'s are 'bad' or 'good' accordingly, and in either case I(a/q) is also classified according to the value of Q ∈ {2 b−1 R : b ∈ N} for which [Q, 2Q) ∋ q. The good I(a/q)'s are further classified with regard to the greatest value of A ∈ {2 a−1 : a ∈ N} such that [H03, (2.13)] holds for some pair e/r < f /s of consecutive convergents to the continued fraction for a/q, while (as a somewhat arbitrary notational device) we put A = 0 whenever I(a/q) is bad. Here a/q, Q and A will always satisfy R ≤ Q ≤ 3H and 0 ≤ A ≤ q < 2Q, so that (through the above classifications) the set of all minor I(a/q)'s is divided up into a total of no more that O((log H)
2 ) pairwise disjoint classes:
. By [H96, Lemma 8.2 .1] and (5.4), it follows that one of these classes C(A, Q) is such that, for U equal to the union of the I(a/q)'s in this class, and S ′ equal to that part of the sum over h and m in (5.1) in which m runs over U ∩ Z, one has
The application of the lemmas of [H96, Section 8.3] , followed by a 'dyadic' partitioning of ranges of summation, and some estimation of error terms arising from the truncation of binomial series, is then enough to show that, for the relevant pair Q, A, satisfying
and some
one will have a bound of the form
where ω
and is otherwise equal to zero, while
and x (a/q) is, for all I(a/q) ∈ C(A, Q), a point in R 5 , determined by I(a/q) and satisfying max j=1,2
x (a/q) j ≤ 1 2 and max j=3,4,5
At this point the dependence of the support of the functions (ℓ, k) → ω (a/q) k,ℓ upon I(a/q) necessitates some work on enabling the application of the large sieve inequality [BW17, (5.5) ]. Let ψ a/q = e(−ϑ a/q ), where ϑ a/q denotes an argument of the value of the sum over k and ℓ in (5.9). Then, by applying (for the appropriate values of ξ) the approximate formula
, one can deduce from (5.9), (5.2) and (5.7) that either 10) or else
where, for a certain fixed pair (t 1 , t 2 ) ∈ [−K, K] 2 , one has:
with sinc(0) = 1 and sinc(φ) = (πφ) −1 sin(πφ) when φ = 0. Note that here 2π |σ (rR 1 , R 1 ; t)| ≤ |log(r)| + 2 (r, R 1 > 0 and t ∈ R), and so (given that 1 ≤ K
≤ 8, always) one will have both
The way is now almost clear for the estimation of |D| by means of the large sieve inequality [BW17, (5.5)]. We skip the remaining steps to achieve this, as these are similar to steps taken in [BW17, Section 9] (see also the initial paragraphs of [BW17, Sections 10 and 11]). What one finds (by way of [BW17, (5.5)]) is that, for any p > 2 and V ≥ 1, one has:
where 14) with x = (x 1 , x 2 , x 3 ) in (5.14), whereas x = (x 1 , . . . , x 4 ) in (5.13), and with α * k,ℓ (ξ) = α k,ℓ e(ξℓ/ √ k 3 ) and
, where the α k,ℓ 's are certain {0, 1}-valued coefficients that are here independent of x 1 , . . . , x 4 (and of ξ and ξ ′ ).
As noted in [H03, Lemma 2.3], we certainly have here
It therefore follows by (5.6), (5.10)-(5.12), (5.2), (5.4), (5.7) and (5.8), that either
Our results in Theorem 3 are arrived at via the cases p = 4 and p = q ν = 6(3ν − 4)/(4ν − 5) of (5.17). Note that 'q' will denote q ν in what follows. Since 3 ≤ ν < ∞, we have [H03, (3.13) and (3.14)]): as q > 4, this meets all the requirements just mentioned, provided that one has both (with constant B 6 as in [H03, (3.15) 
18/17 and V * 0 = H/R. We choose a parameter V 3 satisfying either V 3 = V 0 ≥ 1, or else V 3 = max{1, R 4 /(HN )}. The former choice of V 3 is allowed only in Case (A), the latter only in Case (B) (where Cases (A) and (B) overlap we permit either choice of V 3 ). Similar rules govern our choice of a further parameter V * 3 ≥ 1: the only difference is that V 
and, when A > 0,
By the last two pairs of estimates we find that, in either one of Cases (A) and (B), the application of (5.17) for p = q enables one to conclude that, if Q ≪ Q 2 , then 
Note that, unlike (5.22), this last bound for S will hold regardless of whether or not one has Q ≪ Q 2 .
Putting
, we note that, since
Since a bound of the form A
1/2 would be essentially best-possible (if it could be proved), it follows that the bound on |S| in (5.24) is stronger, by a factor ≫ (log N ) 3 4 , than the very best that (5.22) can lead to if Q = R. For this reason we are content to have (5.24) as our bound for |S| in cases where Q ≥ Q 5 , and so shall assume henceforth that R ≤ Q < Q 5 . By this assumption we have Q ≪ Q 2 , so that (5.22) is applicable. We consider the application of (5.22) in the next section, where use will be made of the bounds on A 1/implied by Proposition 2 and Proposition 3.
Utilisation of New Results on the First Spacing Problem: Proof of Theorem 3 Completed
By (5.13) and (5.14), it follows that, for some ξ, ξ ′ ∈ R, one has:
where
and η = (
(note that this is not the same 'η' as occurs in our discussion above (5.20)).
By (5.8), the above η satisfies both η ≍ (Q/R) 2 (KL) −1 and ηK ≤ (3Q)/(4H). Given that Q < Q 5 ≤ H, we have ηK < 1. Therefore, supposing now that
it follows by Proposition 2 that we obtain the upper bound (3.22), for K, L, η and F as in (6.1). Regarding this instance of (3.22), we observe firstly that 1 + ηK
(as we assume that (6.2) holds, and have Q ≥ R) and, secondly, that
We therefore find that, subject to (6.2) holding, one has:
Suppose now that, instead of (6.2), we have:
In this case it follows by (6.1) and Proposition 3 that
.
(6.5)
In view of (6.3) and (6.5), we may conclude that, regardless of which of the alternatives (6.2), (6.4) holds, we are certain to have:
(6.6)
Given that (5.8) and (5.2) imply that L is less than K, the estimates (6.3) and (6.5) (conditional upon (6.2) and (6.4), repectively) can be recovered from (6.6).
In order to simplify (6.6), we note the trivial inequality:
We choose to use this inequality if ν ≥ 6 (as one then has
(which holds by virtue of our having both L ≥ H/R ≥ 1 and K/L >> N/H > 1). In either case (ν > 5, or ν ≤ 5), we deduce from (6.6) and (5.8) an upper bound for Q (6/q)−3 A 1/that (provided we have , and since it will be enough to establish the validity of the results of Theorem 3 in cases where 0 < ε < 1 15 , we may therefore take for granted that the bound obtained for Q (6/q)−3 A 1/is weakest when Q = R (i.e. when Q is minimal, subject to the constraints in (5.7)). Bearing this in mind (along with the earlier observations of this paragraph), we deduce from (5.8), (5.22) and (6.6) that if ν ≥ 6, then, for δ = H/N and
while if instead ν ≤ 5, then (for the same δ and ∆) one has
In Case (A), it follows by (6.7), (6.8), the first part of (5.18) and (4.3)-(4.5) that one obtains (4.6). In Case (B), it follows by (6.7), (6.8), (5.19), (4.7) and (4.8) that one obtains (4.9).
The remainder of the proof is simply a matter of checking that all of the assumptions made on the way to arriving at (6.7) and (6.8) can be justified. This task is complicated (to some extent) by virtue of it not always being possible to choose N, R ∈ N satisfying (5.2)-(5.5), (5.20), (5.21) and whichever of (5.18), (5.19) is appropriate (for the part of Theorem 3 that one considers). In particular, neither (4.3)-(4.5) (in conjunction with a choice of N satisfying the first part of (5.18)), nor (4.7) and (4.8) (in conjunction with a choice of N satisfying (5.19)), are sufficient to ensure it follows by (5.3) that one will have R ≤ H (as we have assumed in (5.4)). Huxley addressed this issue in [H96, Page 377] (and see also [H03, (3.26) , (3.27)]). His solution to it is based on the observation that one can estimate each sum over m in (5.1) using a pair of 'classical' results on exponential sums: [GK91, Theorem 2.1], due to Kusmin (or Landau), and [GK91, Theorem 2.2], due to van der Corput. This leads to the bound
(6.9) (we use here the fact that (4.4) and (4.5) certainly imply M ≪ T 3/5 ≤ (HT ) 3/5 , as does (4.7)). Huxley observes that, if one has
then, by (6.9), one obtains the estimate
, (6.10) which (if one recalls how (4.6), and the alternatives (4.9) and (4.10), are derived from (6.7) and (6.8)) is sure to give (4.6) if N satisfies the first part of (5.18), while giving either (4.9), or else (4.10), if (instead) (5.19) holds. This deals satisfactorily with all cases where R 1 ≥ H/T ε , and so, in what remains of this proof, we can assume that R 1 < H/T ε .
In Case (A) we have one other problem to which we can apply (6.9). This problem is that it is only when one has H ≫ (log T ) 171/140 max{T 4 /M 9 , M 11 /T 6 } = H * (say) that the assumptions in (5.18) are consistent with having R ≍ √ C 2 M 3 / √ N T , and so it is not a straightforward matter to justify (5.18) in cases where one has T 7/16 ≤ M ≤ T 9/16 (given that (4.3) and (4.4) cease to have implications concerning H when M falls into this range). T , one finds that N * will be greater than N is assumed to be in Case (A), provided only that one has
16 (and T is sufficiently large), the inequality (6.11) will imply also that one has H/T ε ≤ √ M 3 / √ T N * = R * (say). We are consequently able to deduce from (6.9) that, when T 7 16 ≤ M ≤ T 9 16 and (6.11) holds, the bounds in (6.10) will remain valid following the substitution of N * and R * for N and R 1 , respectively. This leads (by virtue of having N * ≫ N ) to a bound for S that is strong enough to imply (4.6). We conclude that the only cases of Part (A) of Theorem 3 requiring further proof are those where one does not have both T 7 16 ≤ M ≤ T 9 16 and the inequality (6.11). Given this, along with (4.3) and (4.4), it follows that, throughout our remaining discussion of the proof of Part (A) of Theorem 3, we may assume that H ≥ H * , so that, whenever R and N satisfy both R ≍ √ C 2 M 3 / √ N T and the first part of (5.18), it will then also be the case that the other part of (5.18) is satisfied.
We now seek to justify the assumptions made in (5.2) and (5.4) (taking (5.3) as the definition of R). In Case (A), the conditions (4.3)-(4.5) and choice of N (as in (5.18)) can be shown to imply the inequalities in (5.2): note that they also imply that one has T 141/328 < M < T 187/328 (which is helpful in establishing the second inequality in (5.2)). In Case (B), the combination of (4.8) and (5.19) yields the first inequality in (5.2), while the second inequality there follows by virtue of (5.19) implying that one certainly has N ≪ M T −1/10 . By (5.3) (and the hypotheses C 2 ≥ 2, H ≥ 1), the first inequality in (5.4) will hold if one has 9C 2 HT N ≤ M 3 . One obtains this inequality, in Case (A), by virtue of the choice of N , the condition (4.5) and the fact that M > T 141/328 ; in Case (B) one obtains it by (5.19) and (4.8). As a consequence of having justified the first part of (5.4) (and of having 2C 2 √ H ≥ 2C 2 ≥ 4), it may henceforth be assumed that one has √ C 2 R 1 ≤ R ≤ √ 2C 2 R 1 . In Case (A), or Case (B), we obtain the remaining inequality in (5.4) (that is, R ≤ H), by virtue of being able to assume that R 1 < H/T ε (so that one has, in fact, R ≤ √ 2C 2 R 1 < H/T ε/2 , whenever T ≥ (2C 2 ) 1/ε ): this also takes care of the lower bound on H/R in (5.20).
We observe next that, by (5.18), one has V 1 , V 2 ≫ V 0 = (H/R) 18/17 > T ε/2 , in Case (A). In Case (B), it follows from (4.7) and (5.19) that one has
7 is chosen to be sufficiently small, in terms of C 5 ). Therefore, in either Case (A) or Case (B), we will have M 2 R 4 /(H 2 N 4 ) = V 1 V 2 ≥ 1, so that (5.5) will hold.
In Case (B), the upper bound on H/R in (5.20) follows by virtue of (4.7) and (5.4), since these imply HT /M 2 ≫ H ≥ (H/R) 2 , where we can assume that H/R ≥ T ε/2 ; in Case (A), the same bound on H/R follows, since then
The only assumption that remains to be justified is (5.21). In Case (A), it suffices to note that, by (5.18), (5.2) and (5.4), we have: In view of (7.1) and (7.2), we now consider the sum
where a, b ∈ Z and M, T > 0 are given parameters, and are assumed to satisfy both |a| + |b| ≤ 1 and 3 ≤ M ≤ √ T .
Let θ = 517 1648 = 0.31371 . . . , as in (1.6), and let ε be any positive constant. We will show that, subject only to the hypotheses mentioned immediately below (7.3), one has:
This result suffices for the proof of Theorem 2, for 'dyadic' division of each summation over m in (7.1) and (7.2) leads to the conclusion that, when X ≥ 36 (say), there will exist a pair of integers a ′ , b ′ , satisfying |a ′ | + |b ′ | = 1, and some M 1 , M 2 ≤ √ X/2 = X/4 such that one has ∆(X) ≪ (log X)(1 + |R(M 1 , X; 0, 0)|) and R(X) ≪ (log X)(1 + |R(M 2 , X/4; a ′ , b ′ )|).
If M ≤ T θ+2ε , then we are content with the trivial estimate |R(M, T ; a, b)| ≤ (M + 1)/2. If instead √ T ≥ M > T θ+2ε , then we apply (in (7.3)) the well-known approximation
: this leads one, by way of the elementary estimates
Given that |Im(z)| ≤ |z|, for all z ∈ C, and given that both π log 2 and K are greater than 2, it follows from the points noted above that either there exists some 5) or else the estimate (7.4) is (in this instance) valid, so that nothing more is required of us. It may therefore be assumed henceforth that H ∈ [1, M T −θ ] is such that (7.5) holds.
Our goal is still verification of (7.4): the key to achieving this is bounds on |S(H, M, T ; a, b)|/H that will enable us to deduce (7.4) as a consequence of (7.5). In particular, since ( (H ≤ h ≤ 2H).
By these bounds and (7.5), one obtains:
As this last bound will imply the desired result (7.4) if H ≤ T (7θ−2)/2 , we may suppose now that
We consider the application of Theorem 3, with the present choice of parameters H, M and T , and with the relevant functions F , g and G being given by:
and G(x) = 1. In this case, the sum S (as defined in the theorem) is identical to the sum S(H, M, T ; a, b) occurring in (7.5), and so we shall refer to the latter simply as 'S', henceforth. For the function F just specified, one can verify that the conditions (4.1) and (4.2) will be satisfied if one chooses to put C 4 = C 3 = C 2 = C 1 = 14 (for example). Therefore, when ν, q = q ν and ̺ = ̺ ν are as stated in Theorem 3, it will follow by Part (A) of that theorem that one has the bound on S/M that is stated in (4.6), provided only that the conditions (4.3)-(4.5) are satisfied; if (4.7) and (4.8) hold, then, by Part (B) of Theorem 3, at least one of the two bounds on S/M that are stated in (4.9) and (4.10) will be valid.
The plan now is to show (using Theorem 3 and Huxley's [H03, Theorem 1]) that one has
This will complete our proof of (7.4) (and, for the reasons given below (7.4), will simultaneously complete our proof of Theorem 2), for by (7.5) and (7.7), one obtains:
. Note that, in discussing the application of Theorem 3, we shall initially be assuming a given (but unspecified) choice of ν ∈ {3, 4, 5, . . . }, while supposing also that q = q ν and ̺ = ̺ ν are as stated in the theorem. Particular values of ν will be considered at a later stage.
In determining what bounds on |S| can be obtained (from Theorem 3, in particular), we find it is helpful to distinguish between the following two cases:
Case I , in which one has
448 ; (7.8)
Case II , in which neither of the inequalities in (7.8) holds.
Considering firstly Case I, we note that, since log T > 1, it follows by (7.8) that (4.3) is satisfied. The condition (4.4) is satisfied also, by virtue of our having M ≤ T 1/2 < T 9/16 . Since , it follows by (1.6) and the first inequality of (7.6) that we have (4.5). We have verified that all three of the conditions (4.3)-(4.5) are satisfied, so (as discussed below (7.6)) we therefore have the estimate (4.6), in Case I.
There is a certain subcase of Case I in which we obtain better results by application of Huxley's [H03, Theorem 1] (instead of our Theorem 3). The relevant conditions (sufficient to justify this application) are [H03, (1.7) ] and the cases r = 1, 2, 3 of [H03, (1.5) and (1.6)] (all of which hold, with our choice of C 1 , . . . , C 4 , by virtue of (4.1) and (4.2) already having been verified), and also the case κ = 3 10 , λ = 57 140 , C 5 = C 6 = 1 of [H03, (1.9) , (1.13) and (1.14)]: note here that, as the 'B 1 ' in [H03, (1.9) ] may be assumed to satisfy B 1 ≤ 1, these last three conditions will imply the same case of the condition [H03, (1.8)] , provided that one has T > 36 10 (say). The relevant case of [H03, (1.9) ] is the inequality H ≤ B 1 M T −49/164 (log T ) 969/22960 , and this inequality follows from the (already verified) condition (4.5), provided that one has T ≥ exp(B −24 1 ) (say). The relevant case of [H03, (1.13) ] holds, in Case I, by virtue of (7.8) (to which it is equivalent). The relevant case of [H03, (1,14) ] is also satisfied, since we have 3 ≤ M ≤ √ T (and so do not have M ≥ T 9/16 (log T ) −λ/32κ = T 9/16 (log T ) −19/448 ). As we may take the 'B 1 ' mentioned above to be a positive absolute constant (for this see the statements of [H03, Theorem 1 and Proposition 1]), we are therefore able to conclude from the preceding observations that, if (7.8) holds and T is sufficiently large (in absolute terms), then, by [H03, Theorem 1], we will have the case κ = so that one will have H < B 0 M8. The Mean Square of |ζ( on those parameters in Section B of the present paper (provided one makes allowance for the role of F (1) (x) in Section B being that of 2F
(2) (x) in [BW17, Section 7] ).
By the results of Huxley detailed in [BW17, Section 10], the bound (5.15) and the bounds on |C(0, Q)|, |C(A, Q)|, V * 3 B(0, Q; V * 3 ) and V 3 B(A, Q; V 3 ) below (5.21) all remain valid when one substitutes C * for C and B * for B. That is, we can obtain (in our work on S * ) all of the same estimates in respect of the 'Second Spacing Problem' of the Bombieri-Iwaniec method as were used in our work, in Section B, on the estimation of the sum S. However, with regard to the 'First Spacing Problem' (estimation of (A * p )
1/p ), we are now in a slightly weaker position than was the case in our proof of Theorem 3. This is for two reasons. The first of these is that, whereas we were able to use the estimate A 4 = O(Q 4 R −8 H 2 N 2 log N ) in deducing (5.23) from the case p = 4 of (5.17), we are now comparatively disadvantaged, in that we do not have the analogous estimate for A * 4 : we choose to make do (instead) with the bound A * 4 = O(Q 5 R −9 H 2 N 2 (log N ) 7/2 ), from [W10, Lemma 1] (although use of [W04, Theorem 1.1] would enable us to substitute (Q/R) −1/3 N ε in place of the factor (log N ) 7/2 here). Because of this, our analogue (for S * ) of the bound (5.23) on S has the factors (log N ) 23/8 (R/Q) 1/4 in place of the factors (log N ) 9/4 (R/Q) 1/2 : this alteration (just) fails to change the monotonicity of the bound (as a function of Q), but nevertheless causes us to depart from the choice of Q 5 indicated above (5.24) (we now put Q 5 = (H/R) (4/3)−(88/17q) R, which, happily, does still satisfy the requirement to have R ≤ Q 5 ≪ Q 2 , when 30 7 ≤ q < 9 2 ). The other reason our position is weaker is that we do not know it to be the case that Proposition 3 remains valid when the supposition that F be given by (3.10) is replaced by the supposition that one has instead F (x 1 , x 2 , x 3 ) = k∼K,ℓ∼L a kℓ e(ℓx 1 + kℓx 2 + ω(k, ℓ)x 3 ), with ω(k, ℓ) as defined in (2.1): we therefore have no analogue, for A
