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GRADIENT ESTIMATES FOR OBLIQUE DERIVATIVE
PROBLEMS VIA THE MAXIMUM PRINCIPLE
GARY M. LIEBERMAN
Introduction
In this work, we study the gradient estimate for solutions of the boundary value
problem
aij(x, u,Du)Diju+ a(x, u,Du) = 0 in Ω,(0.1a)
b(x, u,Du) = 0 on ∂Ω,(0.1b)
where Ω is a domain in Rn for some positive integer n and we follow the summation
convention. Our two primary hypotheses are that the matrix [aij ] is positive definite
and that the vector derivative bp(x, z, p) = ∂b(x, z, p)/∂p satisfies the condition bp ·
γ > 0 on ∂Ω for γ the exterior unit normal to ∂Ω. Such problems have been studied
for a long time and are the topic of the book [13]. It is well-known that the key step
in proving existence of solutions to this problem is a bound on the gradient of the
solution, and, here, we study the gradient estimate under more general hypotheses
than in previous works. Specifically, we obtain a gradient bound under conditions
on the differential equation that are based on those in [19]. Unfortunately, we are
unable to include some important special cases for reasons that will be described
in more detail later. Our model equation is the so-called false mean curvature
equation, in which aij = δij + pipj, where
δij =
{
1 if i = j,
0 if i 6= j.
The oblique derivative problem for this equation was first studied in [7] and our
results improve the ones there. It is our hope that the method described here can
be extended to other oblique derivative problems, such as the capillary problem(
δij − DiuDju
1 + |Du|2
)
Diju+ a(x, u,Du) = 0 in Ω,
Du · γ
(1 + |Du|2)1/2 + ψ(x, u) = 0 on ∂Ω
under suitable conditions on a and ψ but we have not seen how to do so, yet. Of
course, this problem can be completely analyzed by various other methods, and we
refer the interested reader to the Notes of Chapter 10 in [13] as well as [8] and [16]
for details on these other methods.
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We also analyze the corresponding parabolic problem
−ut + aij(X,u,Du)Diju+ a(X,u,Du) = 0 in Ω,(0.2a)
b(X,u,Du) = 0 on SΩ,(0.2b)
u = u0 on BΩ(0.2c)
for a fairly general space-time domain Ω, where we have followed the notation in
[11]. More specifically, we first write PΩ for the parabolic boundary of Ω, that is,
PΩ is the set of all points X0 = (x0, t0) in the topological boundary of Ω such that,
for any R > 0, the cylinder
Q(X0, R) = {X ∈ Rn+1 : |x− x0| < R, t0 −R2 < t < t0}
contains at least one point not in Ω. Then SΩ denotes the set of all X0 ∈ PΩ
such that, for any R > 0, Q(X0, R) contains at least one point in Ω. Finally
BΩ = PΩ \ SΩ. The currently available situation for this problem is quite limited
compared to that for the elliptic problem. Gradient estimates are only known
in three cases. The first case is when the equation is uniformly parabolic in the
sense that the eigenvalues of the matrix [aij(X, z, p)] are bounded from above and
below by positive constants for all (X, z, p) ∈ Ω × R × Rn. In this case, gradient
estimates appear in [21] and Section 13.3 of [11]. The second case is that of the
conormal problem, which means that there is a vector-valued function A such that
aij(X, z, p) = ∂Ai(X, z, p)/∂pj and
b(X, z, p) = A(X, z, p) · γ + ψ(X, z)
for some scalar function ψ. In this case, gradient estimates appear in [9] (see
Section 13.2 of [11] for further discussion of this work). Finally, Huisken [4] and,
more recently, Mizuno and Takasao [17], proved gradient estimates for the problem
−ut +
(
δij − DiuDju
1 + |Du|2
)
Diju = f(X,u,Du) in Ω,
γ ·Du = 0 on SΩ,
u = u0 on BΩ
when Ω = ω× (0, T ) for some domain ω ⊂ Rn and T > 0 as part of a more detailed
study of this problem. We are not concerned here with the complete analysis,
but we do point out that Huisken only studied the case when f(X, z, p) ≡ 0 to
analyze the long time behavior of the solution, while Mizuno and Takasao assume
an integrability condition on f and only prove their gradient bound for small time.
Our present results expand on the first and third cases in this list (although our
results do not really include those of Mizuno and Takasao). In fact, our argument,
when specialized to uniformly parabolic equations, is essentially identical to the one
in Section 13.3 of [11]. More importantly, we obtain gradient bounds for a number
of parabolic problems not previously accessible.
Our scheme is straightforward but, sadly, rather heavy on computation. We
begin with some basic assumptions and notation in Section 1 and some simple
properties of monotone functions in Section 2. In Section 3, we introduce an aux-
iliary function which is crucial in our gradient estimates. To apply our maximum
principle argument, we present some preliminary calculations in Section 4 which are
then used in Sections 5 and 6 to derive our gradient estimates for elliptic problems.
Examples to illustrate these results are given in Section 7. We then turn to the
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parabolic problem, giving gradient estimates in Sections 8 and 9. We close with
examples of our gradient for parabolic problems in Section 10.
Before beginning, we note an important limitation to our current gradient esti-
mates. Our maximum principle argument is based rather heavily on the correspond-
ing analysis of Serrin [19] for interior gradient, but he introduced a decomposition
aij(x, z, p) = aij∗ (x, z, p) + f
i(x, z, p)pj + f
j(x, z, p)pi
for some functions aij∗ and f
i. This decomposition gives a number of striking results
involving the structure of the coefficient a. In particular, interior gradient estimates
for solutions of the equation
(δij +DiuDju)Diju+ |Du|4 = 0
are derived in [19]. Such a decomposition is not available in our case since pi and
pj would have to be replaced with more complicated functions of p determined in
a convoluted way from the boundary condition. Hence we can only obtain gradient
estimates for solutions of the
(δij +DiuDju)Diju+ |Du|q = 0
with q ∈ (1, 4).
1. Basic assumptions and notation
First, we say that ∂Ω ∈ C3 if ∂Ω can be written as the level set of a C3 function
f such that Df doesn’t vanish on ∂Ω. We use d to denote the distance function
to ∂Ω, and we denote by Ωr, for any positive number r, the subset of Ω on which
d < r. We then recall from Lemma 5.18 of [13] (see also Section 10.3 of [11]) that
if ∂Ω ∈ C3, then there is a positive constant R0, determined only by Ω, such that
d ∈ C3(∂Ω ∪ ΩR0). We set γ = Dd in ΩR0 and note that γ is a C2 unit vector.
Moreover, for any vector ξ, if we define the vector ξ˜ by
(1.1) ξ˜i = Diγ
kξk,
then |ξ˜| ≤ 2|ξ|/R0 in ΩR0/2 by virtue of Lemma 14.17 of [3].
To describe our operator more easily, we define v = (1 + |p|2)1/2 and ν = p/v.
We define the underlying matrix [gij ] by
gij = δij − νiνj ,
where δij is the Kronecker δ, that is, δij = 1 if i = j and 0 otherwise. We also set
cij = δij − γiγj ,
and, for any n-dimensional vector p, we write p′ for the vector with components
p′i = c
ijpj . We also set
v′ = (1 + |p′|2)1/2.
We also adopt the following convention concerning derivatives of functions. First,
we use subscripts to denote derivatives with respect to x, z, and p. So
fx =
∂f
∂x
, fz =
∂f
∂z
, fp =
∂f
∂p
.
We also use subscript indices to denote derivatives with respect to the corresponding
coordinate of x:
fi =
∂f
∂xi
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and we use superscript indices to denote derivatives with respect to the correspond-
ing component of p:
f i =
∂f
∂pi
.
2. Some properties of monotone functions
Before we study the special function used in the remainder of this work, we
present some properties of monotone functions. Specifically, we show that a de-
creasing function is essentially equivalent to a smooth decreasing function that
satisfies some simple differential inequalities. The property of decreasing functions
is essentially contained in Lemma 1.1 of [10].
Lemma 2.1. Let L ≥ 0. Then, for any bounded, positive, decreasing function f ,
defined on (L,∞) there is a function F ∈ C2(L,∞) with
f(x) ≤ F (x),(2.1a)
−F (x)
x
≤ F ′(x) ≤ 0,(2.1b)
−F (x)
x2
≤ F ′′(x) ≤ 2F (x)
x2
,(2.1c)
for all x ∈ (L,∞) and
lim
x→∞
F (x) = lim
x→∞
f(x).(2.1d)
Proof. By extending f to be constant on the interval [0, L], we may assume that
L = 0. As in the proof of Lemma 1.1 from [10], we set
g(x) =
1
x
∫ x
0
f(y) dy,
and we note that g is continuous. Since f is decreasing, we have g(x) ≥ f(x). Next,
a simple integration by parts shows that
(2.2)
∫ x
ε
g(y)
y
dy = g(ε)− g(x) +
∫ x
ε
f(y)
y
dy
for any positive x and ε. It follows that
g(x) = g(ε) +
∫ x
ε
1
y
(f(y)− g(y)) dy,
and hence g is decreasing.
Next, we set
h(x) =
1
x
∫ x
0
g(y) dy
and
F (x) =
1
x
∫ x
0
h(y) dy.
Then h is C1 and F is C2, and the preceding arguments show that h and F are
decreasing with F (x) ≥ h(x) ≥ g(x) ≥ f(x). In addition,
xF ′(x) + F (x) = h(x) ≥ 0,
which implies the first inequality of (2.1b).
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We now compute
F ′(x) =
h(x)− F (x)
x
,
so
F ′′(x) =
F (x) − h(x)
x2
+
h′(x) − F ′(x)
x
=
2(F (x)− h(x))
x2
+
h′(x)
x
.
Since F (x) ≥ h(x) and h′(x) ≥ −h(x)/x ≥ −F (x)/x, we infer the first inequality
of (2.1c). The second inequality of (2.1c) follows because h ≥ 0 ≥ h′.
Finally, (2.1d) follows from repeated application of l′Hoˆspital’s Rule. 
For ease of notation, we say that a function F is ∗-decreasing if it satisfies (2.1b)
and (2.1c). This concept will be useful in later sections.
We also make a corresponding observation for Dini functions, recalling that a
function f is Dini if f is increasing and∫ L
0
f(y)
y
dy <∞
for some positive L. (In particular, f must be nonnegative with limx→0 f(x) = 0.)
This observation will not be used here, but it may be helpful in other investigations.
Lemma 2.2. If f is Dini, then there is a C1 Dini function F such that
F (x) ≥ f(x),(2.3a)
F (x) ≤ 4f(4x),(2.3b)
F ′(x) ≤ F (x)
x
,(2.3c)
for all sufficiently small positive x.
Proof. We define g and h as in the proof of Lemma 2.1 and set F (x) = 2h(2x).
Then
g(x) ≥ 1
x
∫ x
x/2
f(x/2) dy =
f(x/2)
2
.
Similarly,
h(x) ≥ g(x/2)
2
≥ f(x/4)
4
,
which yields (2.3a). This time, the monotonicity of f implies that g and h are
increasing with h(x) ≤ g(x) ≤ f(x), and this inequality yields (2.3b). In addition,
(2) and the monotone convergence theorem imply that g is Dini. It follows that h
is Dini and hence so is F . The proof of (2.3c) follows that of the first inequality of
(2.1b). 
3. The N function
In this section, we introduce a function N , determined by the boundary condi-
tion, which is key to deriving our estimates. Such a function was first presented in
[1] and our function takes advantage of a modification due to the present author [9]
that allows us to study boundary conditions under weaker hypotheses than in [1].
In the previous applications of this function, a positive parameter ε is introduced
and then fixed at a particular value. For our purposes, it will be very important
to keep track of this parameter throughout our work, so we rewrite the results and
present the proof with a careful accounting of this parameter.
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To state the properties of this function in a useful way, we introduce one ad-
ditional bit of terminology that will be useful. For τ ≥ 1, we write Σ(τ) for the
subset of ∂Ω× R× Rn on which v ≥ τ .
Theorem 3.1. Let ∂Ω ∈ C2. Let τ0 ≥ 1 be given and let b ∈ C1(Σ(τ0)) with
bp · γ > 0 on Σ0(τ0), the subset of Σ(τ0) on which b = 0. Suppose
(3.1) lim
t→∞
b(x, z, p− τγ(x)) < 0 < lim
t→∞
b(x, z, p+ τγ(x))
for all (x, z, p) ∈ Σ(τ0), and that there are positive constants β0 and c0 such that
(3.2) |bp| ≤ β0bp · γ, |p · γ| ≤ c0v′
on Σ0(τ0). Suppose also that there are a ∗-decreasing function εx and a nonnegative
constant β1 such that
|bx| ≤ εx(v)v2bp · γ(3.3a)
|bz| ≤ β1vbp · γ(3.3b)
on Σ0(τ0). Then there is a positive constant ε0(β0, c0), along with a C
2(ΩR0/4 ×
R× Rn × (0, ε0)) function N such that
1
2
≤ Np · γ ≤ 3
2
,(3.4a)
|Np| ≤ 3β0,(3.4b)
|Nz| ≤ 4(1 + c0)β1vε,(3.4c)
|Nx| ≤ 55(1 + c0) β0
R0
v + 12(1 + c0)
2εx(v)v
2,(3.4d)
|N −Np · p| ≤ 6β0(1 + c0)2vε,(3.4e)
on ΩR0/4 × R × Rn × (0, ε0), where the arguments of N are (x, z, p, ε) and vε =√
1 + |p′|2 + ε|p · γ|2. Moreover, N = 0 on Σ0((1 + c20)1/2τ0)× (0, ε0). If we set
(3.5) W = |p′|2 + εN2, ν1 = p′ + εNNp
for some ε ∈ (0, ε0), then
(1− 8(1 + c0)2ε1/2)v2ε ≤ 1 +W ≤ (1 + 8(1 + c0)2ε1/2)v2ε ,(3.6a)
|ν1| ≤ 2vε,(3.6b)
|W − p · ν1| ≤ 12(1 + c0)3β0ε1/2v2ε .(3.6c)
Also, there is a nonnegative constant c1, determined only by β0, c0 and n such that
|NNkmξkξm| ≤ c1
ε1/2
|ξ′|2 + 1
4
|ξ · γ|2,(3.7a)
(1− c1ε1/2)|ξ′|2 + 1
2
ε|ξ · γ|2 ≤ [ckm + εNNkm + εNkNm] ξkξm,(3.7b)
|NNpz · ξ| ≤ c1
(
1
ε1/2
|ξ′|+ |ξ · γ|
)
β1vε,(3.7c)
|NNkx ξk| ≤ c1
(
1
ε1/2
|ξ′|+ |ξ · γ|
)[
v
R0
+ εx(v)v
2
]
(3.7d)
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for any ξ ∈ Rn,
|NNzz| ≤ c1β21v2ε ,(3.7e)
|NNxz| ≤ c1
ε1/2
β1vε
[
v
R0
+ εx(v)v
2
]
.(3.7f)
Finally, if ∂Ω ∈ C3, then there is a nonnegative constant c2, determined only by
Ω, such that
|NNxx| ≤ c2
ε1/2
[
v
R0
+ εx(v)v
2
]2
+ c2v.(3.7g)
Proof. Although the results are mostly contained in Lemma 10.8 of [13] and Lemma
4.3 of [12], we sketch the proof here because there are some points that are not
immediate consequences of the arguments there. Specifically, Lemma 10.8 of [13]
only studies second derivatives of N with respect to p (and the argument there
will not give the existence of the other second derivatives) while Lemma 4.3 of [12]
assumes that Ω is the upper half-plane. In addition, the exact form of the estimates
in terms of ε was not studied in either of those works.
In our proof, we shall assume that R0 is finite and εx and β1 are positive. The
other cases are proved by similar but (sometimes) simpler arguments. We start by
noting (exactly as in Lemma 10.7 of [13]) that there is a function g, defined on
Ω∗R0 × R× Rn (where Ω∗R0 is the set of all x ∈ Rn with inf{|x− y| : y ∈ ∂Ω} < R0
including points outside Ω), such that p · γ = g(x, z, p) if and only if b(x, z, p) = 0.
Specifically, we have
(3.8) 0 = b(x, z, p+ γ[g(x, z, p)− p · γ]).
It follows that g(x, z, p) = g(x, z, q) whenever p · γ = q · γ and that
|g(x, z, p)| ≤ c0v′,(3.9a)
|gx| ≤ θx(v)v2, |gz| ≤ β1v′, |gp| ≤ β0,(3.9b)
where the function θx is defined by
θx(σ) =
4(1 + c0)β0
R0σ
+ (1 + c0)
2εx(σ).
Note that θx is ∗-decreasing.
We now let ϕ be a nonnegative C∞(R2n+1) function with support in the unit
ball and ∫
ϕ(Y ) dY = 1,
where here and in the remainder of this proof, all integrals are taken over R2n+1.
We also write Y = (y, w, q) with y ∈ Rn, w ∈ R and q ∈ Rn and we set v˜ =√
1 + |p|2 + s2 and v˜′ =
√
1 + |p′|2 + s2. With K = 1/(6β0) and ε′ a positive
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constant to be determined, we introduce the following abbreviations:
x∗ = x+
ε′sy
θx(v˜)v˜2
,
z∗ = z +
ε′sw
β1v˜′
,
p∗ = p+Ksq,
X∗ = (x∗, z∗, p∗),
and we define the function g˜ by
g˜(x, z, p, s) =
∫
g(X∗)ϕ(Y ) dY.
An elementary calculation shows that
1
θx(v˜)v˜
≤ R0
4
,
so if ε ≤ 1, then g˜ is defined for all (x, z, p, s) ∈ ΩR0/4 × R× Rn × R.
To proceed, we note that, even though g depends on p′ rather than p, g˜ may
also depend on p · γ because γ changes with x. (This situation does not arise in
[12] and it is not relevant for the argument in [13].) In particular, we have
γ(x)− γ(x∗) = Diγ(x∗∗) ε
′syi
θx(v˜)v˜2
for some point x∗∗ on the line segment between x and x∗ and hence
(3.10) |γ(x)− γ(x∗)| ≤ ε
′|s|
v˜
.
Using this inequality, we can estimate the first derivatives of g˜. We start by intro-
ducing two more functions h1 and h2, defined by
h1(σ) =
ε′
θx(σ)σ2
, h2(σ) =
ε′
β1σ
.
A simple computation shows that
g˜s(x, z, p, s) = I1 + I2 + I3,
with
I1 =
∫
gi(X
∗)yi
[
h1(v˜)− s
2h′1(v˜)
v˜
]
ϕ(Y ) dY,
I2 =
∫
gz(X
∗)w
[
h2(v˜
′)− s
2h′2(v˜
′)
v˜′
]
ϕ(Y ) dY
I3 =
∫
gk(X∗)Kqkϕ(Y ) dY.
To estimate I1 and I2 (and to estimate many of our later integrals), we begin by
using (3.10) and noting that (p+Ksq)′m = c
km(x∗)(p+Ksq)k to infer that∣∣(p+Ksq)′∣∣ ≤ |p′|+ |s|+ (|p|+ |s|)2ε′|s|
v˜
and hence (
1 +
∣∣(p+Ksq)′∣∣2)1/2 ≤ √2(1 + 2ε′)|v˜′|.
GRADIENT ESTIMATES 9
If ε′ ≤ 15 (so that 1 + 2ε1/2 ≤
√
2), then it follows that
|gx(X∗)| ≤ 2θx(v˜)v˜2,(3.11a)
|gz(X∗)| ≤ 2β1v˜′.(3.11b)
Next, we invoke (2.1b) to see that∣∣∣∣h1(v˜)− s2h′1(v˜)v˜
∣∣∣∣ ≤ 1
for any s, and hence |I1| ≤ 4ε′, and a similar argument gives |I2| ≤ 2ε′. The choice
of K implies that |I3| ≤ 1/6, so
(3.12) |g˜s| ≤ 1
2
provided ε′ ≤ 1/18. We now compute and estimate the other derivatives of g˜. First,
g˜i(x, z, p, s) =
∫
gi(X
∗)ϕ(Y ) dY +
∫
gz(X
∗)sh′2(v˜
′)
Di(c
km)pkpm
v˜′
ϕ(Y ) dY,
so (3.11a) and (3.11b) imply
|g˜x| ≤ 3θx(v˜)v˜2.
Similarly,
g˜z(x, z, p, s) =
∫
gz(X
∗)ϕ(Y ) dY,
so
|g˜z| ≤ 2β1v˜′.
Finally, we compute
g˜p(x, z, p, s) = J1 + J2 + J3
with
J1 = −p
∫
gi(X
∗)yi
sh′1(v˜)
v˜
ϕ(Y ) dY,
J2 = −p′
∫
gz(X
∗)w
sh′2(v˜
′)
v˜′
ϕ(Y ) dY,
J3 =
∫
gp(X
∗)ϕ(Y ) dY.
It’s easy to check that |J1|+ |J2| ≤ 4ε′|s|/v˜. The analysis of J3 is more subtle. For
any vector ξ, we have
ξk
∫
gk(X∗)ϕ(Y ) dY = ξ′k
∫
gk(X∗)ϕ(Y ) dY + ξ · γ
∫
gk(X∗)[γk(x) − γk(x∗)] dY
because gp · γ = 0. It follows that
(3.13) |g˜kξk| ≤ β0(1 + 4ε′)|ξ′|+ 5β0ε′ |s|
v˜
|ξ · γ|.
because β0 ≥ 1. Due to (3.12), the equation
p · γ − g˜(x, z, p, ε1/2N) = N
defines N as a function of (x, z, p) and ε. By writing
N = p · γ − g(x, z, p) + [g(x, z, p)− g˜(x, z, p, ε1/2N)],
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we infer that
|N | ≤ |p · γ − g(x, z, p)|+ 1
2
ε1/2|N |,
and hence
(3.14) |N(x, z, p; ε)| ≤ 1
1− ε1/2 (|p · γ|+ |g(x, z, p)|).
It then follows from (3.9a) that
(3.15) |N | ≤ 2(1 + c0)v
if ε0 ≤ 1/4. Since
v˜′ =
√
(v′)2 + εN2,
we have v˜′ ≤ 2(1 + c0)vε. We then infer that
Np · γ − 1 = −g˜p · γ − g˜sε
1/2
1 + g˜sε1/2
so our estimates for the derivatives of g˜ imply (3.4a), (3.4b), (3.4c), and (3.4d)
provided ε0 ≤ (10(1 + c0))−2 and ε′ ≤ 1/(20β0).
Differentiating (3.8) with respect to p shows that
gp − γ = − bp
bp · γ ,
where bp is evaluated at (x, z, p
′ + γg(x, z, p)) since p′ + γg = p+ γ(g − p · γ), and
hence, after taking the dot product of this equation with p′+γg, we find from (3.2)
that
|gp · p− g| ≤ β0(1 + |p′|2 + g(z, x, p)2)1/2.
Another application of (3.9a) shows that
(3.16) |gp · p− g| ≤ (1 + c0)β0v′.
Next, we recall that
g˜p(x, z, p, s) = J1 + J2 + J3, g˜s(x, z, p, s) = I1 + I2 + I3
with |J1|+ |J2| ≤ 4ε′|s|/v˜ and |I1|+ |I2| ≤ 6ε′. In addition,
J3 =
∫
gp(X
∗)ϕ(Y ) dY, I3 =
∫
gp(X
∗) · (Kq) dY,
so
|g˜p · p+ g˜ss− g˜| ≤ 10ε′|s|+
∫
|gp(X∗) · p∗ − g(X∗)|ϕ(Y ) dY
≤ (1 + c0)β0v˜′ + 10ε′|s|,
with g˜ and its derivatives evaluated at (x, z, p, s), by (3.16). A direct computation
gives
N −Np · p = −g˜ + g˜p · p+ g˜sε
1/2N
1− g˜sε1/2
with g˜ and its derivatives now evaluated at (x, z, p, ε1/2N), so
|N −Np · p| ≤ 2[(1 + c0)β0(v + ε1/2|N |) + 10ε′ε1/2|N |].
An application of (3.15) yields (3.4e).
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A simple modification of the argument leading to (3.14) shows that
|N | ≥ 1
1 + ε1/2
|p · γ − g|.
The Cauchy-Schwarz inequality then gives
N2 ≥ 1− ε
1/2
(1 + ε1/2)2
(p · γ)2 − 1 + ε
1/2
(1 + ε1/2)2
g(x, z, p)2
≥ (1− 3ε1/2)(p · γ)2 − 2
ε1/2
g(x, z, p)2
if ε ≤ 1. A similar argument, using (3.14) shows that
N2 ≤ (1 + 4ε1/2)(p · γ)2 + 8
ε1/2
g(x, z, p)2
if ε ≤ 1/√2. Using these inequalities along with (3.9a) gives (3.6a).
Estimates (3.4b), (3.15), and the Cauchy-Schwarz inequailty imply (3.6b) pro-
vided ε0 ≤ 1/(36β20(1 + c0)2).
Since |W − p · ν1| = ε|N ||N −Np · p|, (3.6c) follows from (3.15), (3.4e), and the
observation that ε1/2v ≤ vε.
To estimate the second derivatives of N , we use integration by parts repeatedly.
First, for the second derivatives with respect to p to obtain
J1 = p
∫
g(X∗)
h′1(v˜)
h1(v˜)v˜
∂
∂yi
(yiϕ(Y )) dY,
J2 = −p′
∫
g(X∗)
1
(v˜′)2
∂
∂w
(wϕ(Y )) dY,
J3 = − 1
Ks
∫
g(X∗)ϕq(Y ) dY.
Straightforward computation then shows that, for any vector ξ, we have
g˜kmξkξm = J11+J12+J13+J14+J15+J21+J22+J23+J24+J25+J31+J32+J33,
where J11, . . . , J15 come from differentiating J1:
J11 = −|ξ|2
∫
g(X∗)
h′1(v˜)
h1(v˜)v˜
∂
∂yi
(yiϕ(Y )) dY,
J12 = −(p · ξ)2
∫
gj(X
∗)yjh′1(v˜)
sh′1(v˜)
h1(v˜)v˜2
∂
∂yi
(yiϕ(Y )) dY,
J13 = −(p · ξ)(p′ · ξ′)
∫
gz(X
∗)wh′2(v˜
′)
sh′1(v˜)
h1(v˜)v˜v˜′
∂
∂yi
(yiϕ(Y )) dY,
J14 = −(p · ξ)
∫
gp(X
∗) · ξ h
′
1(v˜)
h1(v˜)v˜
∂
∂yi
(yiϕ(Y )) dY,
J15 = −(p · ξ)2
∫
g(X∗)
[
h′′1 (v˜)
h1(v˜)v˜2
− h
′
1(v˜)(h
′
1(v˜)v˜ − h1(v˜))
h1(v˜)2v˜3
]
∂
∂yi
(yiϕ(Y )) dY ;
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J21, . . . , J25 come from differentiating J2:
J21 = −|ξ′|2
∫
g(X∗)
1
(v˜′)2
∂
∂w
(wϕ(Y )) dY,
J22 = −(p · ξ)(p′ · ξ′)
∫
gi(X
∗)yih′1(v˜)
s
(v˜′)2v˜
∂
∂w
(wϕ(Y )) dY,
J23 = −(p′ · ξ′)2
∫
gz(X
∗)wh′2(v˜
′)
s
(v˜′)3
∂
∂w
(wϕ(Y )) dY,
J24 = (p
′ · ξ′)
∫
gp(X
∗) · ξ 1
(v˜′)2
∂
∂w
(wϕ(Y )) dY,
J25 = 2(p
′ · ξ′)2
∫
g(X∗)
1
(v˜′)4
∂
∂w
(wϕ(Y )) dY ;
and J31, J32, and J33 come from differentiating J3:
J31 = − p · ξ
Ksv˜
∫
gi(X
∗)yih′1(v˜)s
∂ϕ(Y )
∂qk
ξk dY,
J32 = − 1
Ks
∫
gz(X
∗)wh′2(v˜
′)s
p′ · ξ′
v˜′
∂ϕ(Y )
∂qk
ξk dY,
J33 = − 1
Ks
∫
gp(X
∗) · ξ ∂ϕ(Y )
∂qk
ξk dY.
To estimate J11, we first integrate by parts and then rewrite the derivative with
respect to y. In this way, we see that
J11 = −|ξ|2
∫
∂g(X∗)
∂yi
yi
h′1(v˜)
h1(v˜)v˜
ϕ(Y ) dY
= −|ξ|2
∫
gi(X
∗)yi
sh′1(v˜)
v˜
ϕ(Y ) dY.
Therefore |J11| ≤ 2ε′|ξ|2/v˜. In a similar fashion, we find that
|J11|+ |J15| ≤ C(n, c0, β0)ε′ |ξ|
2
v˜
.
It is straightforward to estimate J12, J13, and J31. The resultant inequality is
|J12|+ |J13|+ |J31| ≤ C(n, c0, β0)ε′ |ξ|
2
v˜
.
To estimate J14, we use the decomposition
J14 = J14a + J14b
with
J14a = (p · ξ)ξ′k
∫
gk(X∗)
h′1(v˜)
v˜h1(v˜)
∂
∂yi
(yiϕ(Y )) dY
J14b = (p · ξ)(ξ · γ)
∫
gk(X∗)[γk(x)− γk(x∗)] h
′
1(v˜)
v˜h1(v˜)
∂
∂yi
(yiϕ(Y )) dY,
recalling that gp(X
∗) · γ(x∗) = 0. We then have
|J14a| ≤ C(n, β0) |ξ||ξ
′|
v˜
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and, by virtue of (3.10),
|J14b| ≤ C(n, β0)ε′ |ξ||ξ · γ|
v˜
.
It follows that
|J14| ≤ C(n, β0) |ξ|
v˜
(|ξ′|+ ε′|ξ · γ|).
The estimates for J21 and J25 follow the same idea as for J11, yielding
|J21|+ |J25| ≤ C(n, β0)ε′ |ξ||ξ
′|
v˜′
.
Straightforward calculation gives the following estimates for J22 and J23:
|J22| ≤ C(n, β0)ε′ |ξ||ξ
′|
v˜
,
|J23| ≤ C(n, β0) |ξ
′|2
v˜′
.
By using the same decomposition as for J14, we find that
|J24| ≤ C(n, β0)
( |ξ′|2
v˜′
+
ε′|ξ′||ξ · γ|
v˜
)
.
A simple integration by parts shows that J31 = J14 and hence
|J32| ≤ C(n, β0) |ξ|
v˜
(|ξ′|+ ε′|ξ · γ|).
Integration by parts also shows that J32 = J23, so
J32 ≤ C(n, β0) |ξ
′|2
v˜′
.
The estimate for J33 is somewhat more complex. First, we write
J33 = J33a + J33b
with
J33a = − 1
Ks
ξ′m
∫
gm(X∗)
∂ϕ(Y )
∂qk
ξk dY,
J33b = − 1
Ks
(ξ · γ)
∫
gm(X∗)[γm(x)− γm(x∗)]∂ϕ(Y )
∂qk
ξk dY.
Then we write
J33a = J33c + J33d
with
J33c = − 1
Ks
ξ′mξ
′
k
∫
gm(X∗)
∂ϕ(Y )
∂qk
dY,
J33d = − 1
Ks
ξ′m(ξ · γ)
∫
gm(X∗)
∂ϕ(Y )
∂qk
γk(x) dY.
It follows that |J33c| ≤ C(n, β0)|ξ′|2/|s| and an integration by parts yields
J33d = − 1
Ksv˜
ξ′m(ξ · γ)
∫
gk(X∗)[γk(x)− γk(x∗)]∂ϕ(Y )
∂qm
dY.
It follows that
|J33d| ≤ C(n, β0)ε′ |ξ
′||ξ · γ|
v˜
.
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Arguing as before, we also have
|J33b| ≤ C(n, β0)ε |ξ||ξ · γ|
v˜
and therefore
|g˜kmξkξm| ≤ C(n, c0, β0)|
(
ε′
|ξ|2
v˜
+
|ξ||ξ′|
v˜
+ ε′
|ξ||ξ · γ|
v˜
+
|ξ′|2
|s|
)
.
By using the Cauchy-Schwarz inequality along with the inequalities ε′ ≤ 1, and
|s| ≤ v˜′ ≤ v˜, and v ≤ v˜, we conclude that
(3.17) |g˜kmξkξm| ≤ C(n, β0)
( |ξ′|2
ε′|s| +
ε′(ξ · γ)2
v
)
.
To estimate the derivative gsp, we integrate I1, I2, and I3 by parts and then
differentiate the resultant integrals to obtain
g˜ks ξk = I11 + I12 + I13 + I14 + I21 + I22 + I23 + I24 + I31 + I32 + I33
for any vector ξ with
I11 = −p · ξ
v˜
∫
gj(X
∗)yjh′1(v˜)
[
1− s
2h′1(v˜)
h1(v˜)v˜
]
∂
∂yi
(yiϕ(Y )) dY,
I12 = −p
′ · ξ′
v˜′
∫
gz(X
∗)wh′2(v˜
′)
[
1− s
2h′1(v˜)
h1(v˜)v˜
]
∂
∂yi
(yiϕ(Y )) dY,
I13 = −K
∫
gk(X∗)ξk
[
1− s
2h′1(v˜)
h1(v˜)v˜
]
∂
∂yi
(yiϕ(Y )) dY,
I14 = −p · ξ
v˜
∫
g(X∗)s
h′′1 (v˜)h1(v˜)v˜ − (h′1(v˜))2v˜ − h′1(v˜)h1(v˜)
h1(v˜)2v˜2
∂
∂yi
(yiϕ(Y )) dY ;
and
I21 = −p
′ · ξ′
v˜′
∫
gj(X
∗)yjh′1(v˜)
[
1 +
s2
(v˜′)2
]
∂
∂w
(wϕ(Y )) dY,
I22 = −p
′ · ξ′
v˜′
∫
gz(X
∗)wh′2(v˜)
[
1 +
s2
(v˜′)2
]
∂
∂w
(wϕ(Y )) dY,
I23 = −1
s
∫
gk(X∗)ξk
[
1 +
s2
(v˜′)2
]
∂
∂w
(yiϕ(Y )) dY,
I24 =
2s(p′ · ξ′)
(v˜′)3
∫
g(X∗)
∂
∂w
(wϕ(Y )) dY ;
and
I31 = −p · ξ
v˜
∫
gj(X
∗)yjh′1(v˜)
∂
∂qk
(qkϕ(Y )) dY,
I32 = −p
′ · ξ′∫ gz(X∗)wh′2(v˜) ∂∂qk (qkϕ(Y )) dY,
I33 = −1
s
∫
gm(X∗)ξm
∂
∂qk
(qkϕ(Y )) dY.
The integrals I11, I12, I14, I21, I22, I24, I31, and I32 are estimated directly, and the
integrals I13, I23, and I33 are estimated using the same decomposition as for J13.
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We therefore obtain
|g˜ks ξk| ≤ C
( |ξ′|
s
+
|ξ · γ|
v
)
if ε ≤ 1.
The other second derivatives involving p are straightforward. To estimate gpx,
we compute, using integration by parts
g˜i = − 1
sh1(v˜)
∫
g(X∗)
∂
∂yi
ϕ(Y ) dY +
1
(v˜′)2
∫
g(X∗)Di(c
km)pkpm
∂
∂w
(wϕ(Y )) dY,
and hence
g˜ki ξkη
i = J41 + J42 + J43 + J44 + J51 + J52 + J53 + J54 + J55,
with
J41 =
h′1(v˜)p · ξ
sh1(v˜)2v˜
∫
g(X∗)η · ∂ϕ(Y )
∂y
dY,
J42 = −h
′
1(v˜)p · ξ
h1(v˜)v˜
∫
gj(X
∗)yjη · ∂ϕ(Y )
∂y
dY,
J43 = −h
′
2(v˜
′)p′ · ξ′
h1(v˜)v˜′
∫
gz(X
∗)η · ∂ϕ(Y
∗)
∂y
dY,
J44 = − 1
sh1(v˜)
∫
gk(Y ∗)ξkη · ∂ϕ(Y )
∂y
dY ;
and
J51 = − 2p · ξ
(v˜′)3v˜
∫
g(X∗)ηiDi(c
km)pkpm
∂
∂w
(wϕ(Y )) dY,
J52 =
sp · ξ
(v˜′)2v˜
∫
gj(X
∗)yjh′1(v˜)η
iDi(c
km)pkpm
∂
∂w
(wϕ(Y )) dY,
J53 =
sp′ · ξ′
(v˜′)3
∫
gz(X
∗)h′2(v˜
′)ηiDi(c
km)pkpm
∂
∂w
(wϕ(Y )) dY,
J54 =
1
(v˜′)2
∫
gr(X∗)ξrη
iDi(c
km)pkpm
∂
∂w
(wϕ(Y ∗)) dY,
J55 = − 2
(v˜′)2
∫
g(X∗)ηiDiγ
kp · γξk ∂
∂w
(wϕ(Y ∗)) dY,
J56 = − 2
(v˜′)2
∫
g(X∗)ηiDiγ
m)pmξ · γ ∂
∂w
(wϕ(Y ∗)) dY.
After integrating J41 by parts, direct estimation shows that
|g˜ki ξkηi| ≤ Cθx(v˜)v˜2
1
s
|η||ξ|.
Similar arguments give
|g˜kz ξk| ≤
C
ε′
β1v˜
′
( |ξ′|
s
+
|ξ · γ|
v
)
.
The remaining second derivatives are estimated using similar arguments. After
integrating I1, I2, and I3 by parts, we find that
|g˜ss| ≤ C
s
, |g˜sx| ≤ Cθx(v˜)v˜
2
s
, |g˜sz| ≤ Cβ1v˜
′
s
.
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In the same vein, we have
|g˜xx| ≤ Cθx(v˜)
2v˜4
ε′|s| , |g˜xz| ≤
Cβ1θx(v˜)v˜
2v˜′
ε′|s| ,
|g˜zz| ≤ Cβ
2
1(v˜
′)2
ε′|s| .
Here, the constant C in the estimate of g˜xx also depends on Ω, specifically, on the
C3 nature of ∂Ω.
From our estimates for the derivatives of g˜, we obtain estimates for the second
derivatives of N .
First, by direct computation,
Nkm =
−g˜km − ε1/2g˜ksNm − ε1/2g˜ms Nk − εg˜ssρkρm
1 + g˜sε1/2
,
with g˜ and its derivatives now evaluated at (x, z, p, ε1/2N). Recalling also (3.15),
we infer that there is a positive constant c3, determined only by β0, c0, and n, such
that
|NNkmξkξm| ≤ c3
( |ξ′|2
ε′ε1/2
+ ε′(ξ · γ)2
)
.
If we take
ε′ = min
{
1
20β0
,
1
4c3
}
,
we have (3.7a) provided c1 ≥ 2c3/ε′.
Next, we recall that
NkNmξkξm =
(ξ · γ − ε1/2g˜p · ξ)2
(1 + ε1/2g˜s)2
.
Since |g˜s| ≤ 12 , it follows that
1
(1 + ε1/2g˜s)2
≥ 1− 2ε.
Also
(ξ · γ − ε1/2g˜p · ξ)2 ≥ (ξ · γ)2 − 2ε1/2|ξ · γ||g˜p · ξ|,
The Cauchy-Schwarz inequality and (3.13) then give
NkNmξkξm ≥ (1− 2ε)[(1− 20β0ε)(ξ · γ)2 − 10β0|ξ′|2]
≥ (1− 22β0ε)(ξ · γ)2 − 22β0|ξ′|2.
In combination with (3.7a), this inequality implies (3.7b). Estimates (3.7c), (3.7d),
(3.7e), (3.7f), and (3.7g) are proved by similar arguments. 
4. Some preliminary calculations
The basic idea in the proof of the gradient estimate is to examine a qua-
dratic function of the gradient of the solution. As first seen in [9], the function
is ckmDkuDmu+εN(x, u,Du; ε)
2 for a suitably small ε, and this function has been
used in several special circumstances as well. Here, we want to introduce a suitable
change of variables to more closely mimic the gradient estimates in [19] (and subse-
quently in Chapter 15 of [3]). The combination of the more complicated quadratic
function and the more general structure conditions leads to messier calculations,
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so we start here with some basic calculations which will be used in the next few
sections to prove our gradient bound.
We begin by introducing an increasing C3 function Ψ, defined on some interval
which includes the range of u, and we write ψ for the inverse to Ψ. To simplify
the writing, we also use two standard bits of notation. We set u¯ = Ψ ◦ u and
ω = ψ′′/(ψ′)2.
We also define w1 by
(4.1) w1 = c
kmDmu¯Dku¯+
εN(x, u,Du)2
(ψ′)2
,
we use the vector ν¯1 defined by
(4.2) ν¯1 =
1
ψ′
ν1,
and we set
(4.3) S = aij [ckm + ε(NkNm +NNkm)]Diku¯Djmu.
It is helpful to notice from (3.7b) that
(4.4) S ≥ 1
2
[aijckmDiku¯Djmu¯+ εa
ijγkγmDiku¯Djmu¯].
Our first step is to compute the gradient of w1. A simple calculation gives
(4.5) Diw1 = 2Diku¯ν¯
k
1 +Di(c
km)Dku¯Dmu¯+ ωI0Diu+ 2
ε
(ψ′)2
N [NzDiu+Ni].
with
(4.6) I0 =
2εN(NkDku−N)
(ψ′)2
.
Because the exact expression for the second derivatives is quite involved, we jump
directly to the main expression of interest, which is aijDijw1. A long, tedious, but
standard calculation shows that
aijDijw1 = 2a
ijDijku¯ν¯
k
1 + 2S+
ω′
ψ′
I0E+ (ω
2A0 + ωB0 + C0)E
+ ω(S0 + I0a
ijDiju) + S1 +
2ε
(ψ′)2
NNza
ijDij u¯,
(4.7)
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with I0 given by (4.6),
A0 = 2εNN
kmDkuDmu+ 2ε(N −NkDku)2,
B0 = − 4ε
(ψ′)2E
(NkDku−N)aijDiuNj + 4ε
(ψ′)2
(NkDku−N)Nz
+
4ε
(ψ′)2E
NNki Dkua
ijDju+
4ε
(ψ′)2
NNkzDku,
C0 =
2ε
(ψ′)2E
aij(NiNj +NNij) +
4ε
(ψ′)2E
[NiNz +NNiz]a
ijDju
+
2ε[(Nz)
2 +NNzz]
(ψ′)2
+
aijDij(c
km)Dku¯Dmu¯
E
,
S0 =
4ε
ψ′
(NkDku−N)NmaijDimu¯Dju+ 4εNNkmaijDiku¯DjuDmu,
S1 = 2a
ijDi(c
km)Djmu¯Dku¯+
4ε
ψ′
(NzN
k +NNkz )a
ijDiku¯Dju
+
4ε
ψ′
(NkNi +NN
k
i )a
ijDjku¯.
We now estimate these terms. First, we have
A0 ≥ 2εNNkmDkuDmu,
so (3.6a) and (3.7a) imply that
A0 ≥ −cw1,(4.8a)
where, here and in the remainder of this section, we use c to denote any constant
determined only by β0, c0, n, and Ω. From (3.4c), (3.4e), (3.6a), (3.7c), and (3.7d),
we conclude that
B0 ≥ −c
[
θx(v)v
(
Λ
E
)1/2
+ β1ε
1/2
]
w1.(4.8b)
We use (3.4b), (3.4c), (3.4d), (3.6a), (3.7c), (3.7e), (3.7f), and (3.7g) to conclude
that
C0 ≥ −cw1
[
β1(1 + εx(v)v)
(
Λ
E
)1/2
+ (1 + εx(v)v)
2Λ
E
+ β1ε+
Λ
Eε
]
.(4.8c)
The Cauchy-Schwarz inequality, (3.4e), and (3.7a) imply that
S0 ≥ −cε1/2(Λw1)1/2S1/2.(4.8d)
Because Di(c
km) = −γmDiγk − γkDiγm, we infer from the Cauchy inequality,
(3.7a), (3.7b), (3.4c), (3.7c), and (3.6a) that
S1 ≥ −cw1/21
(
[ε−1/2 + εx(v)v]Λ + ε
1/2β1E
)1/2
S
1/2.(4.8e)
Finally, (3.4e) and (3.15) imply that
|I0| ≤ cεvvε
(ψ′)2
,(4.8f)
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and hence
|I0| ≤ cεvw
1/2
1
ψ′
,(4.8g)
|I0| ≤ cε1/2w1.(4.8h)
Next, we note (see (15.17) from [3]) that the differential equation (0.1a) is equiv-
alent to
(4.9) ψ′aij(x, u,Du)Dij u¯+ a(x, u,Du) + ωE(x, u,Du) = 0.
If we apply the operator νk1Dk to this equation and then add Du¯ · ν¯1[ω(r + 1) + s]
times (4.9) for functions r and s to be further specified, we obtain (compare with
equation (15.22) of [3]):
0 = [aijDijku¯+ κ
iDiku¯]ν¯
k
1 +
ω′
ψ′
EDu¯ · ν1
+ (ω2A+ ωB + C)EDu¯ · ν¯1 + ωS2 + S3,
(4.10)
with
κi = ψ′ajk,iDjku¯+ a
i + ωEi,
A =
(δ1 + r)E
E
,
B =
(δ1 + r)a+ (δ2 + s)E
E
,
C =
(δ2 + s)a
E
S2 = [ψ
′(δ1 + r + 1)a
ijDij u¯]Du¯ · ν¯1,
S3 = [ψ
′(δ2 + s)a
ijDij u¯]Du¯ · ν¯1,
and the differential operators δ1 and δ2 are defined by
δ1f(x, z, p) = p · fp(x, z, p), δ2f(x, z, p) = fz(x, z, p) + fk(x, z, p)ν
k
1
p · ν1 .
We defer the estimates for these terms to later sections because these estimates
depend on the structure conditions for the differential equation.
By also calculating κiDiw1, we find that
aijDijw1 + κ
iDiw1 = Du¯ · ν¯1E
[
ω′
ψ′
(I1 − 1) + ω2A2 + ωB2 + C2
]
+ 2S+ ωS4 + S5 + ωI0a
ijDiju,
(4.11)
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with
I1 =
I0
Du¯ · ν¯1 ,
A2 = (−1 + I1)A+ A0
Du¯ · ν¯1 ,
B2 = −B + B0
Du¯ · ν¯1 + I1B
′ − 2E
iDiγ
kDkuDu · γ
Du · ν1E
+
2εNNzA
Du · ν1 +
2εNNiE
i
Du · ν1E ,
C2 = −C + C0
Du¯ · ν¯1 +
2εNaiNi
Du · ν1E −
2aiDiγkDkuDu · γ
Du · ν1E +
2B′εNNz
Du · ν1 ,
S4 = S0 + (−1 + I1)S2,
S5 = S1 − S3 + 2εNNz(δ1 + r + 1)a
ijDij u¯
ψ′
− 2ajk,iDjku¯DiγmDmu¯Du · γ − 2εNNia
jk,iDjku¯
ψ′
,
and
B′ =
(δ1 + r)a
E
.
The remainder of this paper is concerned with deriving a gradient bound under
various hypotheses modeled on those of Serrin [19]. With
A∞ = lim sup
|p|→∞
sup
(x,z)∈Ω×R
A(x, z, p),(4.12a)
B∞ = lim sup
|p|→∞
sup
(x,z)∈Ω×R
B(x, z, p),(4.12b)
C∞ = lim sup
|p|→∞
sup
(x,z)∈Ω×R
C(x, z, p),(4.12c)
and ν replaced by Du/|Du|, Serrin derived a gradient bound in four cases: A∞ ≤ 0,
C∞ ≤ 0, B∞ ≤ −
√
A∞C∞, and the oscillation of u is sufficiently small. These four
cases are exactly those for which the differential equation
dy
dt
= A∞y
2 +B∞y + C∞ + η
has a solution on the range of u for η a sufficiently small positive constant. Unfortu-
nately, there are some important difficulties in trying to translate the full argument
in [19] to our situation. First Serrin uses a decomposition
aij = aij∗ + picj + pjci,
with [aij∗ ] a uniformly elliptic matrix and c a convenient vector-valued function. For
the oblique derivative problem, the corresponding decomposition would be
aij = aij∗ + ν
i
1cj + ν
j
1ci,
and this decomposition depends in a complicated way on the parameter ε and on
the function b. In addition, our control on the term A0 is not good enough to
handle the case A∞ = 0, for example. On the other hand, we can consider several
of the critical examples from [19]. Specifically, we shall consider two important
cases: C∞ ≤ 0 and the small oscillation case. Moreover, in our situation, it is
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possible that B∞ and C∞ depend on ε. We will therefore need to take this fact
into account.
5. Global gradient estimates
We now turn to our gradient estimates. First, we prove them in a neighborhood
of ∂Ω, assuming that a bound is already known away from the boundary. Such
bounds are well-known (see, for example, Theorem 3 from [19] or Theorem 15.3
from [3]). In this case, our estimate is quite straightforward under suitable structure
conditions. To state our result simply, we define
(5.1) B′∞ = lim sup
|p|→∞
sup
(x,z)∈Ω×R
|B′|, A′∞ = lim sup
|p|→∞
sup
(x,z)∈Ω×R
|A|.
For a positive constant M0, we also write Γ(M0) for the set of all (x, z, p) ∈ Ω ×
R× Rn with |p| ≤M0.
Our first estimate assumes that C∞ ≤ 0.
Theorem 5.1. Let u ∈ C2(Ω) be a solution of (0.1) with ∂Ω ∈ C3 and b satisfying
the hypotheses of Theorem 3.1 for some ∗-decreasing function εx. Suppose that there
are functions r and s, nonnegative constants µ2 and M0, two decreasing functions
µ˜ and (for each ε ∈ (0, ε0)) µ˜ε with
lim
σ→∞
µ˜(σ) = 0,(5.2a)
lim
σ→∞
µ˜ε(σ) = 0,(5.2b)
and a ∗-decreasing function µ˜∗ such that
(δ1 + r + 1)a
ijηij ≤ µ˜(v)
v
E
1/2(aijδkmηijηjm)
1/2,(5.3a)
(δ2 + s)a
ijηij ≤ µ˜ε(v)
v
E
1/2(aijδkmηijηjm)
1/2,(5.3b)
|aijp ηij | ≤
µ˜∗(v)
v
E
1/2(aijδkmηijηjm)
1/2(5.3c)
on Γ(M0) for all matrices [ηij ] and that
|a| ≤ µ2E,(5.4a)
Λ ≤ µ˜∗(v)2E,(5.4b)
|ap| ≤ µ˜∗(v)E(5.4c)
on Γ(M0). Suppose also that B
′
∞ is bounded uniformly with respect to ε and that
C∞ ≤ 0 for all ε > 0. If
µ˜∗(v)δ1b ≤ µ˜(v)bp · γ,(5.5a)
µ˜∗(v)δ2b ≤ µ˜(v)bp · γ(5.5b)
on Σ0(τ0), and if
(5.6) lim
σ→∞
(1 + εx(σ)σ)µ˜∗(s) = 0,
then there is a constant M , determined only by β0, β1, c0, M0, τ0, n, µ˜∗, µ˜, Ω,
sup{d≥R0/4} |Du|, the oscillation of u, and the limit behavior in (4.12), (5.1), (5.2),
and (5.6), such that |Du| ≤M in Ω.
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Proof. First, we assume additionally that u ∈ C3(Ω), and we note from the differ-
ential equation for u along with (4.8h) that
ωI0a
ijDiju = −ωI0a ≥ −cωε1/2w1|a|.
(Again, we use c to denote any constant determined only by Ω, β0, and c0.) From
(4.11), (5.3), and (5.4a), we conclude that
aijDijw1 + κ
iDiw1 ≥ 3
2
S+Du¯ · ν¯1
(
ω′
ψ′
(I1 − 1) + ω2A3 + ωB3 + C3
)
,
with
A3 = A2 − c
(
ε
Λ
E
+
µ˜(v)2
ε
)
,
B3 = B2 − cε |a|
E
,
C3 = C2 − c
ε
[
(1 + εx(v)v)
2Λ
E
+ β21ε
2 + µ˜ε(v) + µ˜∗(v)
2(1 + εx(v)v)
2
]
.
We now observe that
(δ1 + r)E = (δ1 + r + 1)a
ijpipj + E,
so (5.3a) with ηij = pipj implies that
A∞ = A
′
∞ = 1.
By invoking (3.4c), (3.4d), (3.15), (4.8), (5.4) and (5.6), we infer that there are
constants A3,∞ and c, determined only by β0, c0, n, and Ω, such that
lim inf
|p|→∞
inf
(x,z)∈Ω×R
A3 ≥ −A3,∞,
lim inf
|p|→∞
inf
(x,z)∈Ω×R
B3 ≥ −B∞ − cµ2ε1/2,
lim inf
|p|→∞
inf
(x,z)∈Ω×R
C3 ≥ −cβ21ε.
We now define the function χ by χ = ω ◦ ψ−1 and write B1∞ for the uniform
upper bound on B∞. Then, as shown on p. 595 of [19], there is a positive constant
η, determined only by A3,∞ and B
1
∞, such that the differential equation
χ′(z) = A3,∞χ
2 +B1∞χ+ η
has a solution on the range of u. With this choice for χ (which also gives the
function ψ), we conclude that there are positive constants M1 and ε1 such that
w1 ≥M1 and ε < ε1 imply that
(5.7) aijDijw1 + κ
iDiw1 ≥ 3
2
S+
1
2
ηDu¯ · ν¯1E.
We now fix ε ∈ (0, ε1).
For k1 a positive constant to be chosen, we now introduce the function
w2 = w1 + k1d
∫ w1
0
1
µ˜∗(
√
σ)
dσ.
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Straightforward calculation shows that
aijDijw2 + κ
iDiw2 =
(
1 +
k1d
µ˜∗(
√
w1)
)
(aijDijw1 + κ
iDiw1)
+ k1
∫ w1
0
1
µ˜∗(
√
σ)
dσ(aijDijd+ κ
iDid)
− k1µ˜
′
∗(
√
w1)d√
w1µ˜∗(
√
w1)2
aijDiw1Djw1
+
2k1
µ˜∗(
√
w1)
aijDidDjw1.
Since µ˜′∗ ≤ 0, we infer that
aijDijw2 + κ
iDiw2 ≥ 3
2
S+
1
2
ηDu¯ · ν¯1E+ C4 + S6
with
C4 = k1
∫ w1
0
1
µ˜∗(
√
σ)
dσ(aijDijd+ ωE
iDid+ a
iDid)
− 2k1
µ˜∗(
√
w1)
(aijDidDj(c
km)Dku¯Dmu¯)
− 2k1
µ˜∗(
√
w1)
([
ωI0 +
2ε
(ψ′)2
NNz
]
aijDidDju+
2ε
(ψ′)2
NaijDidNj
)
and
S6 = k1
∫ w1
0
1
µ˜∗(
√
σ)
dσψ′ajk,iDjku¯Did+
2k1
µ˜∗(
√
w1)
aijDidDjku¯ν
k
1
wherever w1 ≥M1. Since µ˜∗ is decreasing, it follows that∫ w1
0
1
µ˜∗(
√
σ)
dσ ≤ w1
µ˜∗(
√
w1)
.
In addition, because µ˜∗ is ∗-decreasing, it follows that
1
µ˜∗(
√
σ)
≥
√
σ√
w1µ˜∗(
√
w1)
for 0 ≤ σ ≤ w1 and hence ∫ w1
0
1
µ˜∗(
√
σ)
dσ ≥ 2w1
3µ˜∗(
√
w1)
.
Moreover, because µ˜∗ is ∗-decreasing, we conclude that the fraction
µ˜∗(
√
w1)
µ˜∗(v)
is bounded from above and below by positive constants, determined only by A′∞,
B′∞, β0, c0, n, ε, and µ˜∗.
Our estimate of C4 uses an estimate of Ep, which we now derive. For any vector
ξ, we have
E
iξi = a
jk,ipjpkξi + 2a
ikpkξi.
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Then (5.3c) implies that
ajk,ipjpkξi ≤ µ˜∗(v)
v
E
1/2(aijδkmpipkpjpm)
1/2|ξ| = µ˜∗(v)
v
E|p||ξ|.
The Cauchy-Schwarz inequality implies that
2aijpkξ ≤ 2E1/2(aijξiξj)1/2 ≤ 2E1/2Λ1/2|ξ|.
From (5.4b) and the inequality |p| ≤ v, it follows that
E
iξi ≤ 3µ˜∗(v)E|ξ|,
and hence
(5.8) |Ep| ≤ 3µ˜∗(v)E.
We now apply (5.4b), (5.4c), and (5.8) to conclude that
C4 ≥ −Du¯ · ν¯1E(ck1),
and we apply (5.3c) and (5.4b) to conclude that
S6 ≥ −ck1(Du¯ · ν¯1)1/2E1/2S1/2.
(Here, c is determined by all the quantities mentioned in the conclusion of this
theorem.) It follows that
(5.9) aijDijw2 + κ
iDiw2 ≥
(
η
2
[
1 + k1d
∫ w1
0
1
µ˜(
√
σ)
dσ
]
− c(k21 + k1)
)
Du¯ · ν¯1E
+
(
1 + k1d
∫ w1
0
1
µ˜(
√
σ)
dσ
)
S.
By taking k1 sufficiently small, we conclude that
aijDijw2 + κ
iDiw2 ≥ 0
on E, the subset of ΩR0 on which w1 ≥M1.
We also remove the assumption u ∈ C3 by observing (see also equation (15.13)
in [3]) that w2 is a weak solution of the differential inequality
Di(a
ijDjw2) + [κ
i −Dj(aij)]Diw2 ≥ 0
in E. It then follows from Theorem 8.1 in [3] implies that w2 attains its maximum
over E on ∂E, which consists of three subsets:
E1 =
{
x ∈ ∂E : d(x) = R0
4
}
,
E2 = {x ∈ ∂E : w1(x) =M1},
E3 = ∂E ∩ ∂Ω.
With M3 = supΩR0/4
w1, it’s straightforward to check that
w2 ≤M3 + k1R0
4
∫ M3
0
1
µ˜∗(
√
σ)
dσ
on E1, and we have an upper bound for M3. Moreover,
(5.10) w2 ≤M1 + k1R0
4
∫ M1
0
1
µ˜∗(
√
σ)
dσ
on E2.
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On E3, we compute
biDiw2 = −(ωδ1b+ δ2b)w1 + biDi(ckm)Dku¯Dmu¯+ k1
∫ w1
0
1
µ˜∗(
√
σ)
dσbp · γ.
We then invoke (5.5), (5.6), and the first inequality of (3.2) to conclude that there
is a positive constant M4 such that
biDiw2 > 0
at any point of E3 where w1 ≥M4. Since w1 = w2 on E3, it follows that
w2 ≤ max{M1,M4}
on E3. It follows that w2 ≤ c on E, and we have the upper bound (5.10) on
ΩR0/4 \ E as well. Since w2 ≥ w1, we conclude that w1 ≤ c on ΩR0/4, so |Du| ≤ c
on ΩR0/4. In combination with our assumed upper bound for |Du| on Ω \ ΩR0/4,
we obtain the desired estimate. 
We remark that, although the structure condition (5.4b) does not appear in
the global estimates of Section 3 from [19] or Section 15.2 from [3] (except in the
example of uniformly elliptic equations, where a stronger assumption is made), it is
satisfied by many standard equations. It also appears in the local gradient estimates
of Chapter 15 from [3], specifically in condition (15.47) there. We also remark that
the argument given here does not rely on the precise form of the interior gradient
estimate, unlike the argument in [15] and [7].
As we shall see in our parabolic examples, condition (5.3a) is quite restrictive.
In order to relax it, we need to strengthen the condition on bz just a little. Even
though this improvement will not be used for our elliptic examples, we include it
here for completeness.
Theorem 5.2. Let u ∈ C2(Ω) be a solution of (0.1) with ∂Ω ∈ C3 and b satisfying
the hypotheses of Theorem 3.1 for some ∗-decreasing function εx. Suppose that there
are functions r and s, nonnegative constants M0 and µ2, a decreasing function µ˜ε
(for each ε ∈ (0, ε0)) satisfying (5.2b), and a ∗-decreasing function µ˜∗ such that
(5.3b), (5.3c), and
(5.11) (δ1 + r + 1)a
ijηij ≤ µ2
v
E
1/2(aijδkmηijηjm)
1/2,
hold on Γ(M0) for all matrices [ηij ] and that (5.4) holds on Γ(M0). Suppose also
that B′∞ is bounded uniformly with respect to ε and that C∞ ≤ 0 for all ε > 0. If
there is a decreasing function µ˜ satisfying (5.2a) such that (5.5) holds on Σ0(τ0)
and (5.6) is satisfied and if
(5.12) lim
|p|→∞
bz(x, z, p)
bp(x, z, p) · γ = 0,
then there is a constant M , determined only by β0, c0, M0, τ0, µ˜∗, µ˜, Ω, the
oscillation of u,sup{d≥R0/4} |Du|, the limit behavior in (4.12), (5.1), (5.6), (5.2b),
and (5.12) such that |Du| ≤M in Ω.
Proof. By using (5.12) in the proof of Theorem 3.1, we conclude that there is
a decreasing function εz, determined only by the limit behavior in (5.12) with
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limσ→∞ εz(σ) = 0 such that
|Nz| ≤ 4(1 + c0)εz(vε),
|NNpz · ξ| ≤ c1εz(vε)
(
1
ε1/2
|ξ′|2 + |ξ · γ|
)
vε
for any vector ξ,
|NNzz| ≤ c1βεz(vε)v2ε ,
|NNxz| ≤ c1
ε1/2
εz(vε)
(
v
R0
+ εx(v)v
2
)
.
With these improved estimates, we see from (4.11) and (5.3) that
aijDijw1 + κ
iDiw1 ≥ 3
2
S+Du¯ · ν¯1
(
ω′
ψ′
(I1 − 1) + ω2A′3 + ωB′3 + C′3
)
,
with
A′3 = A2 − c
(
ε
Λ
E
+
µ2
ε
)
,
B′3 = B2,
C′3 = C2 −
c
ε
[
(1 + εx(v)v)
2Λ
E
+ β1εz(vε)ε
2 + µ˜ε(v) + µ˜∗(v)
2(1 + εx(v)v)
2
]
.
From the proof of Theorem 5.1, we see that there is a constant A∗3,∞, determined
by µ2 and the same quantities as for A3,∞ such that
lim inf
|p|→∞
inf
(x,z)∈Ω×R
A′3 ≥ −
A∗3,∞
ε
,
lim inf
|p|→∞
inf
(x,z)∈Ω×R
B3 ≥ −B∞ − cε1/2,
lim inf
|p|→∞
inf
(x,z)∈Ω×R
C′3 ≥ 0.
Just as before, there is a positive constant η, determined only by A∗3,∞ and B
1
∞,
such that the differential equation
Y ′ = A∗3,∞Y
2 +B1∞Y + η
has a solution on the range of u. If we now take χ = Y/ε, we have
χ′ =
A∗3,∞
ε
χ2 +B1∞χ+ ηε,
and therefore there are positive constantsM1 and ε1 such that the inequality ε < ε1
implies that (5.7) holds wherever w1 ≥M1. The remainder of the proof is identical
to that of Theorem 5.1. 
In fact, we can weaken condition (5.12) slightly. It suffices that β1 be sufficiently
small.
When C∞ < 0, we can take ψ(s) = s in the proof of Theorem 5.1. Hence, a
number of hypotheses can be removed or weakened in this case. For brevity, we
just state the result.
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Theorem 5.3. Let u ∈ C2(Ω) be a solution of (0.1) with ∂Ω ∈ C3 and b satisfying
the hypotheses of Theorem 3.1 for some ∗-decreasing function εx. Suppose that
there are functions r and s, a ∗-decreasing function µ˜∗, a decreasing function µ˜ε
satisfying (5.2b), and nonnegative constantsM0 and µ2 such that (5.3b) and (5.3c)
are satisfied on Γ(M0) for all matrices [ηij ] and that (5.4b) and (5.4c) hold on
Γ(M0). Suppose also that B
′
∞ is uniformly bounded for ε ∈ (0, ε0], and that C∞ < 0.
If
(5.13) bz ≤ εx(v)vbp · γ
on Σ0(τ0), and if (5.6) holds, then there is a constant M , determined only by β0,
c0, M0, n, µ˜∗, µ2, µ˜, τ0, Ω, sup{d≥R0/4} |Du|, and the limit behavior in (5.2b),
(4.12c), and (5.6), such that |Du| ≤M in Ω.
When the oscillation of u is sufficiently small, then we can derive a gradient
bound as long as the quantities A∞, A
′
∞, B∞, B
′
∞, and C∞ are bounded from
above. In fact, the upper bounds may depend on ε.
Theorem 5.4. Let u ∈ C2(Ω) be a solution of (0.1) with ∂Ω ∈ C3 and b satisfying
the hypotheses of Theorem 3.1 for some ∗-decreasing function εx. Set ε = ε0/2,
and suppose that there are functions r and s, a ∗-decreasing function µ˜∗, and non-
negative constants M0 and µ2 such that conditions (5.3c), (5.11), and
(5.14) (δ2 + s)a
ijηij ≤ µ2
v
E
1/2(aijδkmηikηjm)
1/2
hold on Γ(M0) for all matrices [ηij ] and that conditions (5.4) hold on Γ(M0). Sup-
pose also that B′∞ and C∞ are finite for each ε ∈ (0, ε0). If
(5.15) lim sup
σ→∞
εx(σ)σµ˜∗(σ) <∞,
and if
(5.16) µ˜∗(v)max{δ1b, δ2b} ≤ vbp · γ
on Σ0(τ0), then there are constants M and ω0, determined only by β0, β1, β2, c0,
M0, µ2, τ0, Ω, sup{d≥R0/4} |Du|, and the limit behavior in (4.12), (5.1), and (5.15),
such that |Du| ≤M in Ω provided oscΩ u ≤ ω0.
Proof. We first note that the proof of the estimate for A′∞ from Theorem 5.1 shows
that A′∞ ≤ c by virtue of (5.11). As stated in the hypotheses of this theorem, we
take ε = ε0/2. With k1 to be determined, we take w2 as in the proof of Theorem
5.1. Then we can choose k1 so that b
iDiw2 > 0 on the subset of ∂Ω on which
w1 ≥M0 and ω ≤ 1.
This choice of k1 gives a constant c such that
aijDijw2 + κ
iDiw2 ≥ Du¯ · ν1E
(
ω′
ψ′
− c
)
on the subset of ΩR0/4 on which w1 ≥ M0 and ω ≤ 1. We now choose ω so that
χ′ = c+ 1 and χ(inf u) = 0. It follows for ω0 = 1/(c+ 1) that ω ≤ 1 and hence by
our previous arguments, we obtain the desired gradient bound. 
Note that, if µ˜∗(s) = K/s for some positive constant K (which will be the case
in all of our examples), then condition (5.15) is automatically satisfied and (5.13)
and (5.16) follow from the condition
(5.17) |bx|+ v|bz | ≤ β3v2bp · γ
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for some nonnegative constant β3.
6. Local gradient estimates
It is also possible to give local estimates. To present them in a more compact
format, we introduce some further notation.
Specifically, for some y ∈ ∂Ω and some R > 0, we look at solutions of
aij(x, u,Du)Diju+ a(x, u,Du) = 0 in Ω ∩B(y,R),(6.1a)
b(x, u,Du) = 0 on ∂Ω ∩B(y,R).(6.1b)
Roughly speaking, we can estimate the gradient of u at y if µ˜∗ is a power function
with suitable negative exponent. We also set
A′∞,R = lim sup
|p|→∞
sup
(x,z)∈Ω∩B(y,R)×R
|A(x, z, p)|,(6.2a)
B∞,R = lim sup
|p|→∞
sup
(x,z)∈Ω∩B(y,R)×R
|B(x, z, p)|,(6.2b)
B′∞,R = lim sup
|p|→∞
sup
(x,z)∈Ω∩B(y,R)×R
|B′(x, z, p)|,(6.2c)
C∞,R = lim sup
|p|→∞
sup
(x,z)∈Ω∩B(y,R)×R
C(x, z, p),(6.2d)
and we write ΓR(M0) for the set of all (x, z, p) ∈ Γ(M0) with |x− y| < R. We also
write Σ0(τ, R) for the set of all (x, z, p) ∈ Σ0(τ) with |x− y| < R.
Our local gradient estimate takes the following form.
Theorem 6.1. Let u ∈ C2(Ω∩B(y,R)) be a solution of (6.1) with ∂Ω∩B(y,R) ∈
C3 for some R ∈ (0, R0) and b satisfying the hypotheses of Theorem 3.1 with ∂Ω∩
B(y,R) in place of ∂Ω for some ∗-decreasing function εx. Suppose that there are
constants θ ∈ (0, 1], M0 > 0, and µ3 ≥ 0 such that
(6.3) v1+θ|aijp ηij | ≤ µ3E1/2(aijδkmηikηjm)1/2
on ΓR(M0) for all matrices [ηij ], and
v2θΛ ≤ µ23E,(6.4a)
vθ|ap| ≤ µ3E(6.4b)
on ΓR(M0).
(a) Suppose also that there are functions r and s, a nonnegative constant µ2,
a decreasing function µ˜ and, for each ε ∈ (0, ε0), a decreasing function µ˜ε
satisfying (5.2) such that (5.3a) and (5.3b) hold on ΓR(M0) for all matri-
ces [ηij ] and (5.4a) holds on ΓR(M0), and suppose that B
′
∞,R is bounded
uniformly with respect to ε and that C∞,R ≤ 0. If
(6.5) lim
σ→∞
σ1−θεx(σ) = 0
and if
(6.6) max{δ1b, δ2b} ≤ vθµ˜(v)bp · γ
on Σ0(τ0, R), then there is a constant M , determined only by β0, β1, c0,
M0, n, θ, µ3, R, τ0, Ω, the oscillation of u over Ω∩B(y,R), and the limit
behavior in (5.2), (6.2), and (6.5), such that |Du(y)| ≤M .
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(b) Suppose also that there are functions r and s, a nonnegative constant µ2,
and, for each ε ∈ (0, ε0), a decreasing function µ˜ε satisfying (5.2b) such that
(5.3b) and (5.11) hold on ΓR(M0) for all matrices [ηij ] and (5.4a) holds on
ΓR(M0), and suppose that B
′
∞,R is bounded uniformly with respect to ε and
that C∞,R ≤ 0. If (6.5) holds, if (5.12) holds, and if (6.6) is satisfied on
Σ0(τ0, R) for some decreasing function µ˜ satisfying (5.2a), then there is a
constant M , determined only by β0, β1, c0, M0, n, θ, µ3, R, τ0, Ω, the
oscillation of u over Ω ∩ B(y,R), and the limit behavior in (5.2), (5.12),
(6.2), and (6.5), such that |Du(y)| ≤M .
(c) Suppose also there are functions r and s and a nonnegative constant µ2
such that (5.11) holds on ΓR(M0) for all matrices [ηij ] and C∞,R < 0. If
(6.5) holds and if (5.13) is satisfied on Σ0(τ0, R), then there is a constant
M , determined only by β0, β1, c0, M0, n, µ2, µ3, R, Ω, τ0, and the limit
behavior in (6.2d), (6.3), and (6.5), such that |Du(y)| ≤M .
(d) Suppose also that there are functions r and s and a nonnegative constant
µ2 such that conditions (5.4a), (5.11), and (5.14) hold on ΓR(M0) for all
matrices [ηij ], and suppose B
′
∞,R and C∞,R are finite for each ε. If
(6.7) lim sup
σ→∞
σ1−θεx(σ) <∞,
and if
(6.8) max{δ1b, δ2b} ≤ µ3vθbp · γ
on Σ0(τ0, R), then there are constants M and ω0, determined only by β0,
β1, c0, M0, µ2, Ω, τ0, and the limit behavior in (5.1), (6.2) and (6.7), such
that |Du(y)| ≤M provided oscΩ∩B(y,R) u ≤ ω0.
Proof. To prove part (a), we use the notation from the proof of Theorem 5.1 (with
µ3s
−θ in place of µ˜∗(s)); in particular, we take ε, ψ, and M1 from the proof of
the theorem, and we assume initially that u ∈ C3(Ω ∩ B(y,R)). From (5.9), we
conclude that there is a positive constant η′ such that
aijDijw2 + κ
iDiw2 ≥
(
1 + k2dw
θ/2
1
)
[S+ η′w1E]
for
k2 =
k1θµ3
2
wherever v ≥M1.
Next, the discussion on pages 346 and 347 of [13] gives a positive constant R1,
determined only by R0 and β0, and, for each R ∈ (0, R1), a function ζ ∈ C2(Rn)
such that ζ(y) = 3/4, ζ ≤ 0 outside B(y,R/2), and bp · Dζ ≥ 0 at any point of
∂Ω ∩ B(y,R/2) at which ζ ≥ 0. Further, there is a constant c, determined only
by β0 and n such that R|Dζ| +R2|D2ζ| ≤ c. We therefore assume without loss of
generality that R < R1.
We now set q = 1+ 2/θ and w = ζqw2 and note that
Diw2 = ζ
−qDiw − ζ−qw2Di(ζ−q)
= ζ−qDiw − qζ−1w2Diζ.
It follows that
aijDijw + κ
i
1Diw = ζ
1+2/θ(aijDijw2 + κ
iDiw2) + C5wE+ S7,
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with
κi1 = κ
i − 2qζ−1aijDjζ,
C5 =
1
E
(−q2ζ−2aijDiζDjζ + qζ−1aijDijζ + ζq−1[ωEi + ai]Diζ) ,
and
S7 = qψ
′w2ζ
q−1ajk,iDjku¯.
The proof of (5.8) shows that |Ep| ≤ 3µ3E, and hence, by invoking (3.4c), (3.4d),
(4.8h), (6.3), (6.5), (6.4), and the Cauchy-Schwarz inequality, we conclude that
there is a constant c for which
aijDijw + κ
i
1Diw ≥ wE
(
η˜ − c
ζvθR
− c
(ζvθR)2
)
.
From the definition of w2, it follows that there is a constant c, determined only by
the quantities in the conclusion of this theorem (except for R), such that
w2 ≤ cv2(1 +Rvθ) ≤ cv2+θ,
if we further assume (again, without loss of generality) that R ≤ 1. Therefore,
w ≤ cζqv2+θ = c(ζvθ)(2+θ)/θ.
For any positive constant M2, it follows that
1
ζvθR
+
1
(ζvθR)2
≤ c(M−θ/(2+θ)2 +M−2θ/(2+θ)2 )
wherever w ≥M2, and hence, just as in the proof of Theorem 3 of [19] or Theorem
15.3 in [3], if we choose M2 sufficiently large, determined also by R, then
aijDijw + κ
i
1Diw > 0
on E, the subset of Ω ∩ B(y,R/2) where w ≥ M2 and ζ > 0. Just as in the
proof of Theorem 5.1, it follows that w ≤ M2 in E or w attains its maximum on
E0 = ∂Ω ∩ E, even if u ∈ C2(Ω ∩B(y,R/2)).
If w attains its maximum on E0, then at that point we have
biDiw = w2
2
θ
ζ(2−θ)/θbiDiζ + ζ
2/θbiDiw2.
Since biDiζ ≥ 0, it follows from the proof of Theorem 5.1 that w cannot attain its
maximum at a point of E0 with w ≥ M3 for a suitable constant M3, and hence
we obtain the estimate w ≤ c in Ω ∩B(y,R/2). In particular, we obtain an upper
bound for w(y) and hence for |Du(y)|.
Parts (b), (c), and (d) are proved in a similar fashion. 
Of course, (5.17) implies (6.7) and (6.8) if θ = 1.
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7. examples
7.1. Capillary-type boundary conditions. To begin, we look at some boundary
functions b which satisfy our structure conditions. We suppose that there are C1
scalar functions h (defined on [1,∞)) and ψ (defined on ∂Ω× R) such that
(7.1) b(x, z, p) = h(v)p · γ + ψ(x, z).
We assume that h is positive and that there is a positive constant h0 such that
−h(σ)
σ
≤ h′(σ) ≤ h0h(σ)2(7.2a)
for all σ ∈ (1,∞) and
lim
σ→∞
σh(σ) > sup
∂Ω×R
|ψ|.(7.2b)
By virtue of the first inequality in (7.2a), the limit in (7.2b) exists. Moreover, the
latter condition is only a restriction on ψ if the limit is finite. The capillary problem
is the special case h(σ) = 1/σ, in which case (7.2b) requires sup |ψ| < 1.
We compute
bp = h(v)γ + h
′(v)p · γ p
v
,
bp · γ = h(v) + h′(v) (p · γ)
2
v
.
The first inequality in (7.2a) implies that
bp · γ ≥ h(v)
[
1−
(p · γ
v
)2]
and hence bp · γ > 0. Moreover,
bp · γ = h(v)
[
1−
(
ψ
vh(v)
)2]
wherever b = 0. It follows from (7.2b) (and the monotonicity of the function
σ 7→ σh(σ)) that there are positive constant τ0 and Ψ for which
1−
(
ψ
vh(v)
)2
≥ Ψ
when v ≥ τ0 and hence
bp · γ ≥ Ψh(v)
when v ≥ τ0. Moreover, if lims→∞ sh(s) = ∞, then we may take Ψ ∈ (0, 1)
arbitrary provided τ0 is sufficiently large.
When b(x, z, p) = 0, we have
|bp(x, z, p)| ≤ h(v) + |h′(v)||p · γ| = h(v) + h
′(v)ψ
h(v)
≤ h(v)
[
1 +
sup |ψ|h′(v)
h(v)2
]
,
so we infer the first inequality of (3.2) with β0 = (1 + h0 sup |ψ|)/Ψ by also using
the second inequality of (7.2a). When b(x, z, p) = 0 and v ≥ τ0, we have
|p · γ|
v
=
|ψ(x, z)|
vh(v)
≤ (1−Ψ)1/2.
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Simple algebra then yields the second inequality of (3.2) with c0 = ((1−Ψ)/Ψ)1/2.
Similar computations yield (3.3) with
εx(σ) =
(
sup |ψx|
h(1)Ψ
+
2
R0Ψ
)
1
σ
,
and β1 = sup |ψz|/h(1). We also observe that (5.12) is satisfied if limσ→∞ σh(σ) =
∞.
Since θ > 0, (6.5) and (6.7) are immediate. Furthermore, (5.6) follows from (3.3)
if
(7.3) lim
σ→∞
µ˜∗(σ) = 0
because εx(s)s is a bounded function of s, while (5.15) and (5.17) with β3 = 1+ β1
also follow from (3.3).
The other conditions are more delicate. Since
δ1b = (p · γ)
[
h(v) + h′(v)
|p|2
v
]
= −ψ
(
1 +
h′(v)|p|2
h(v)v
)
and
1 +
h′(v)|p|2
h(v)v
≥ 1− |p|
2
v2
> 0,
it follows that δ1b ≤ 0 whenever ψ ≥ 0. We defer further discussion of the other
conditions to the examples of differential equations.
7.2. Other boundary conditions I. It is possible to generalize the previous ex-
ample slightly by allowing some x and z dependence in the gradient term of b.
Specifically, we suppose that there are a positive-definite matrix valued C1 func-
tion βij and a positive C1([1,∞)) function h such that b has the form
b(x, z, p) = h(v˜)βij(x, z)piγj + ψ(7.4a)
with
v˜ =
(
1 + βij(x, z)pipj
)1/2
.(7.4b)
We further assume that h satisfies the conditions (7.2a) for some positive constant
h0 and
(7.5) lim
σ→∞
σh(σ) > sup
|ψ|
λ
1/2
0
,
where λ0(x, z) is the minimum eigenvalue of the matrix [β
ij(x, z)]. By imitating
the arguments in the previous example, we see that the hypotheses of Theorem 3.1
are satisfied with β0 and c0 determined by h0, sup∂Ω×R |ψ|, the function βij , and
the quantities in (7.5); β1 is determined also by sup |ψz| and sup |βijz |; and
εx(σ) =
K1
σ
for some constant K1 determined by the quantities in (7.5), h0, sup |ψx|, and the
function βij . The second inequality of (3.2) is proved by using the proof of Lemma
2.2(b) from [5], specifically, the demonstration there that 1 − (ν · γ)2 is bounded
away from zero. It’s easy to see that condition (2.2) from [5] is valid with constants
β1, τ ≥ 1 and β2 ∈ (0, 1). Moreover, (5.12) holds if limσ→∞ σh(σ) =∞.
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7.3. Other boundary conditions II. We can also consider boundary conditions
with b of the form
(7.6) b(x, z, p) = vq(x)p · γ + ψ(x, z)
with q a C1 function satisfying the inequality q(x) ≥ −1, and supQ×R |ψ| < 1,
where Q is the set on which q = −1. Since the special case q ≡ −1 has already been
dealt with, we assume here that q 6≡ −1. This time, the hypotheses of Theorem 3.1
are satisfied for suitable constants β0, β1 and c0, along with εx of the form
εx(σ) =
K1 lnσ
σ
for K1 a positive constant. Specifically, the constants β0 and c0 are determined by
sup
Q×R
|ψ|,
the C1 nature of q at points of Q, and the maximum of q; β1 is determined also by
sup |ψz |; and K1 is determined also by the C1 nature of q everywhere and sup |ψx|.
This time, (5.6) holds if
lim
σ→∞
µ˜∗(σ) ln σ = 0,
(5.12) holds if q > −1, and (6.5), (5.17), and (6.7) always hold. Moreover (5.13)
holds with β1 determined by the C
1 nature of q at points of Q, the maximum of q,
and sup |ψz|.
We infer (5.5) (for a suitable µ˜) if
(7.7) lim
σ→∞
v−q(σ)µ˜∗(σ) = 0,
while (5.13) follows from the weaker condition
(7.8) lim sup
σ→∞
v−q(σ)µ˜∗(σ) <∞.
We infer (5.12) provided inf q > −1. If q + θ > 0, then (6.6) holds, while q + θ ≥ 0
implies (6.8). Finally, we infer (5.15) from the limit condition
(7.9) lim
σ→∞
µ˜∗(σ) lnσ = 0.
7.4. Non-variational boundary conditions. All of our boundary conditions so
far correspond to the natural boundary condition for a variational problem. In
other words, they have the form
b(x, z, p) = Fp(x, z, p) · γ
for some C2 function F which is convex with respect to p. Specifically,
F (x, z, p) =
∫ v
1
σh(σ) dσ + ψ(x, z)p · γ
for (7.1),
F (x, z, p) =
∫ v˜
1
σh(σ) dσ + ψ(x, z)p · γ
for (7.4), and
F (x, z, p) =
vq(x)+2
q(x) + 2
+ ψ(x, z)p · γ
for (7.6). This form allows the possibility of deriving gradient bounds by applying
the maximum principle to F (x, u,Du) (assuming suitable structure conditions on
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F , aij , and a), an idea going back to Ural′tseva [20] and Lieberman [5] although
both authors only studied the conormal problem in which aij = ∂2F/(∂pi∂pj). We
now provide a class of boundary conditions not having this form but for which the
paper of the current page provides gradient estimates.
We start with a unit vector valued function β, defined on ∂Ω × R, such that
β · γ ≥ β∗ for some constant β∗ ∈ (0, 1). In particular, β = γ is such a function for
any such β∗, and if β is a unit vector with β · γ ≥ 1, then β · γ ≡ 1 and β = γ. The
function b now has the form
b(x, z, p) = h(v)β · p+ ψ(x, z)(7.10a)
for some positive function h with
−β∗ ≤ σh
′(σ)
h(σ)
≤ 2β∗
1− β∗(7.10b)
for all σ ≥ 1.
We first show that b is oblique. To this end, we compute
bp · γ = h(v)β · γ + h′(v)v(β · ν()γ · ν).
We also note that
|β − γ|2 = |β|2 + |γ|2 − 2β · γ ≥ 2− 2β∗,
and hence
(β · pν)(γ · ν) = (β · ν)2 + (β · ν)ν · (β − γ) ≥ (β · ν)2 − |β · ν||ν|β − γ|
≥ (β · ν)2 − |β · ν||ν|(2 − 2β∗)1/2.
The Cauchy-Schwarz inequality implies that
|β · ν||ν(2 − 2β∗)1/2 ≤ (β · ν)2 − 1
4
|ν|2(2− 2β∗)
and therefore
(7.11) (β · ν)(γ · ν) ≥ −1− β∗
2
|ν|2.
If h′(v) ≤ 0, then
h′(v)v(β · ν)(γ · ν) ≥ −β∗h(v)
by virtue of the first inequality in (7.10b), so bp · γ > 0 in this case.
On the other hand, if h′(v) > 0, then
h′(v)v(β · ν)(γ · ν) ≥ − 2β∗
1− βh(v)
1− β∗
2
|ν|2 > −β∗h(v).
It follows in either case that bp · γ > 0. For large v, we can obtain a lower bound
for bp · γ in line with the previous lower bounds. First, we write
h′(v)v(β · ν)(γ · ν) = −h
′(v)v(γ · ν)
h(v)
ψ(x, z) ≥ − 2β∗
1− β∗
|ψ|
v
.
The lower bound in (7.10) implies that limσ→∞ σh(σ) = ∞, so there is a τ0 ≥ 1,
determined only by v(1), β∗, and sup |ψ|, such that v ≥ τ0 implies that
vh(v) ≥ 4 sup |ψ|
1− β∗
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and simple algebra shows that bp · γ ≥ (β∗/2)h(v) for v ≥ τ0. For this reason, we
can actually relax the upper bound in (7.10b) somewhat to
h′(σ) ≤


2β∗h(σ)
(1− β∗)σ if σ ≤ τ0,
h0h(σ)
2 if σ > τ0
for some h0 ≥ 0. We leave the details of the analysis for this more extended class
of boundary conditions to the reader. We do point, however, that the hypotheses
of Theorem 3.1 are satisfied with constants β1 and c0 determined by v(1), β∗, and
sup |ψ| and εx(σ) = K/σ for some positive constant K determined only by v(1),
β∗, sup |ψ|, and Ω.
Although we could modify Examples 7.2 and 7.3 in a similar fashion, we leave
the details of that modification to the interested reader.
We also make a quick comparison between this example and Example 7.2. Namely,
the expression βijpiγj appears in Example 7.2 while the slightly different expression
βipi appears in this example. Of course, given a matrix β
ij ] as in Example 7.2, the
vector β given by βi = βijγj makes these two expressions equal. (Although, in or-
der for β to be a unit vector, we must define an intermediate vector βˆ by βˆi = βijγj
and then set β = βˆ/|βˆ. Then βijpiγj and βipi differ only by a positive factor.) On
the other hand, given a vector β as in this example, we can find a positive-definite,
symmetric matrix [βij ] making the expressions equal. To create such a matrix, we
assume that γ = (0, . . . , 1), with the general case being recovered through a simple
change of variables. We then define
βij =


1
2β
n + 2βn
∑n−1
j=1 (β
j)2 if i = j < n,
βi if j = n,
βj if i = n,
0 otherwise.
It’s elementary to check that, for this matrix, βijγj = β
i. Moreover, direct calcu-
lation shows that, for any vector ξ, we have
βijξiξj =
n−1∑
i=1
βii(ξi)
2 + βn(ξn)
2 + 2
n−1∑
i=1
βiξiξn,
and a simple application of the Cauchy-Schwarz inequality to the last sum in this
equation shows that
βijξiξj ≥ 1
2
βn|ξ|2,
so [βij ] is positive definite. It is symmetric by construction, and all of its entries
are bounded from above by a constant determined only by β∗. Therefore, we could
have written this example directly in terms of a matrix [βij ] as in Example 7.2. We
choose not to do so for ease of notation and to point out that this example applies
to semilinear boundary conditions, which correspond to h being constant, as well.
Now, we consider some classes of differential equations.
7.5. The false mean curvature equation. The model problem for our class of
equations is known as the false mean curvature equation. In particular,
aij = δij + pipj
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and a satisfies the conditions
|ax| = o(|p|5),(7.12a)
az ≤ o(|p|4),(7.12b)
|a|+ |p||ap| = O(|p|4).(7.12c)
We now take µ˜∗(s) = K/s with K a large constant, determined only by n and
the limit behavior in (7.12c). Since δ1a
ij = 2pipj, conditions (5.3) are satisfied
with r = −3, s = 0, µ˜(σ) ≥ 4/σ (the exact choice of µ˜ will be made later), and
µ˜ε ≡ 0. With these choices (in particular, with K sufficiently large), (5.4b), (5.6),
and (5.4c) follow for any of our examples of boundary conditions. It’s easy to
compute B′∞ = C∞ = 0, while B∞ is bounded by a constant determined by the
limit behavior in (7.12c). Moreover, local gradient bounds follow from Example 2
on page 585 of [19] (with the constant θ in that example equal to 1 and the multipler
function t in that example equal to 0).
When h has the form (7.1), then conditions (5.13) and (6.8) are easy to check.
To verify (5.5), we consider two possibilities. First, if
lim
σ→∞
σh(σ) <∞,
in addition to the bound on sup |ψ|, we assume that
(7.13) lim
σ→∞
h′(σ)σ
h(σ)
= −1
and that ψz ≤ 0. We then take
µ˜(σ) = K1
(
1
σ
+ 1 +
h′(σ)σ
h(σ)
)
for a sufficiently large positive constant K1. Since we have already shown that
δ1b ≤ 0 wherever ψ ≥ 0, we only need to estimate δ1b wherever ψ < 0. Moreover,
it follows from (7.13) that h′(σ) < 0 for σ sufficiently large, in which case, we have
δ1b ≤ −ψ
[
1 +
h′(v)v
h(v)
+
1
v2
]
.
From this inequality, (5.5a) follows easily, and (5.5b) is easily verified since bz =
ψz ≤ 0.
On the other hand, if
lim
σ→∞
σh(σ) =∞,
we assume that
(7.14) lim sup
σ→∞
h′(σ)
h(σ)2
≤ 0.
This time, we take
µ˜(σ) = K
(
1
σ
+
1
σh(σ)
+ max{0, h
′(σ)
h(σ)2
}
)
to infer (5.5).
In particular, we require ψz ≤ 0 when h(σ) = 1/σ (the capillary problem) or
h(σ) = (arctanσ)/σ. If h(σ) = σq−1 for some q > 0 or if h(σ) = exp(σα) for some
α ≥ 0, our gradient estimate holds without any restriction on ψz.
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When b has the form (7.4), we obtain a gradient estimate if h satisfies the same
restrictions as before and if βijz = 0.
When b has the form (7.6) and q is nonconstant, we obtain a gradient estimate
provided inf q > −1 because of condition (7.7).
Finally, when b has the form (7.10a) with h satisfying (7.10b), we obtain a
gradient estimate provided β and ψ are C1 with respect to x and z.
In fact, the hypotheses of Theorem 6.1(a) are satisfied with θ = 1, so we obtain
a local gradient bound for all these boundary conditions.
Note that this gradient bound improves the one for operators of this form in [7] by
relaxing the conditions on a. Theorem 4.2 of that work assumes that |a| = O(|p|3)
and that δ1a ≤ o(|p|4) to obtain a local gradient estimate, while Theorem 6.1(a)
allows |a| = O(|p|4) and δ1a ≤ O(|p|4). Theorem 5.1 of [7] gives a global gradient
estimate under somewhat weaker conditions on a, specifically, |a| = O(|p|4−η) with
η > 0 arbitrary, but only under stronger conditions on b:
δ1b, δ2b ≤ O(bp · γ).
In particular, if
b(x, z, p) = vq−1p · γ + ψ(x, z, p),
the condition on δ1b requires q = 0 or q ≥ 1. Our results do not fully extend those
in [7] (see also Theorems 9.8 and 9.9 from [13], which are essentially the estimates
from [7]) because some of the conditions in that source involve the operator δT ,
defined by
δT f = fz +
1
|p′|2 p
′ · fx − 1
2|p′|2 fp ·D(c
km)pkpm;
however, the author is unaware of any special equations which satisfy the conditions
in [7] are satisfied but not those in this work.
7.6. A generalization of the false mean curvature equation. Our results
actually apply to a larger class of differential equations based on the one in [7].
These operators have the form
(7.15) aij = aij∗ + τ(x, z, p)pipj
assuming that τ ≥ 0 and [aij∗ ] is a symmetric, uniformly elliptic matrix, that is,
there is a positive function Λ∗ and there is a positive constant µ∗ such that
(7.16) µ∗Λ∗(x, z, p)|ξ|2 ≤ aij∗ (x, z, p)ξiξj ≤ Λ∗(x, z, p)|ξ|2
for all ξ ∈ Rn and all (x, z, p) ∈ Ω× R× Rn with |p| ≥M0. We also assume that∣∣∣∣∣∂a
ij
∗
∂p
∣∣∣∣∣ = O((τΛ∗)1/2),(7.17a)
|p||δ1aij∗ |+ |p|
∣∣∣∣∣∂a
ij
∗
∂z
∣∣∣∣∣+
∣∣∣∣∣∂a
ij
∗
∂x
∣∣∣∣∣ = o(|p|2(τΛ∗)1/2).(7.17b)
The function τ is assumed to satisfy
|τp| = O(τ/|p|),(7.18a)
|τx|+ |p||τz | = o(τ |p|).(7.18b)
These conditions on τ are essentially identical to those in [7]. (See conditions (3.7)
and (4.4) there.) The only difference between the two sets of conditions is that [7]
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assumes an estimate on δT τ while we rewrite the condition in terms of τz and τx
separately. The function τ is further assumed to be appropriately related to Λ∗. It
was assumed in (4.4) of [7] that τ = O(Λ∗). Here, we shall assume instead
(7.19) Λ∗ = o(τ |p|2)
since, if τ = O(Λ∗/|p|2), the equation is uniformly elliptic and stronger results are
available. We refer the reader to [15] and to the next example for details of the
stronger results for uniformly elliptic equations.
We are now ready to check our conditions. First, if we take r = −(δ1 + 3)τ/τ ,
then
(δ1 + r + 1)a
ij = (δ1 + r + 1)a
ij
∗ ,
so
(δ1 + r + 1)a
ijηij ≤ o(v)τ1/2

Λ∗ n∑
i,j=1
(η2ij)

 ≤ o(τ |p|2)1/2 (aijδkmηikηjm)1/2 .
Since τ |p|2 = O(E/v2), we infer (5.3a) for some µ˜ε determined by the limit behavior
in (7.17b) and (7.19). A similar calculation verifies (5.3b) with s = 0 and µ˜ε(σ) =
µ¯(σ)/ε2 for some decreasing function µ¯ satisfying
lim
σ→∞
µ¯(σ) = 0
and determined by the limit behavior in (7.17b), while (5.3c) follows from (7.17a)
and (7.18a) with µ˜∗(s) = K1/s for some positive constant K1 determined by the
limit behavior in those conditions. If we also assume that
|a|+ |p||ap| = O(τ |p|4),(7.20a)
|ax| = o(τ |p|5),(7.20b)
az ≤ o(τ |p|4),(7.20c)
then (5.4c) holds with µ˜∗ as before and K1 determined also by the limit behavior in
(7.20a). Taking (7.20b) and (7.20c) into account, we also compute B′∞ = C∞ = 0.
To obtain an interior gradient estimate, we use Theorem 3 from [19]. First,
we define the matrix A′ = [aij∗ ] and take the multipliers r = 0 and s = −4 in
the notation of [19]. It then follows that the quantity a from (21) of [19] is zero,
and that the quantities b and c from that equation are bounded from above by
nonnegative constants determined only by the limit behavior in (7.17), (7.18), and
(7.20), so the hypotheses of Theorem 2 from [19] are satisfied. In addition, further
computation gives (29) from [19] with θ = 1 there. Theorem 3 from [19] then gives
a local gradient estimate for such equations. Hence, we obtain a gradient bound
here, too, under the same conditions on b as in the previous example.
We point out here that the estimates in [7] require stronger hypotheses on aij∗
and on a than the ones here. For example, the second inequality of (3.1) in [7]
states that ∣∣∣∣∣∂a
ij
∗
∂p
∣∣∣∣∣ = O
(
Λ∗
|p|
)
and (7.19) implies that
Λ∗
|p| = o((τΛ∗)
1/2),
GRADIENT ESTIMATES 39
which means that the second inequality of (3.1) in [7] is stronger than (7.17a).
Similar comparisons show that |∂aij∗ /∂z| and |∂aij∗ /∂x| can be larger here than
in Theorem 4.2 of [7]. In addition, Theorem 4.2 of [7] requires |a| = O(τ |p|3)
while Theorem 5.1 of [7] requires |a| = O(τ |p|4−α) for some positive α or else
|a| = o(τ |p|4) and τ = O(λ∗|p|−α) for some positive α. Finally, it is also assumed
in [7] that δ1b ≤ O(bp · γ).
We also note that the choice aij∗ = exp(−v2)δij and τ = vα (for any real α)
satisfies (7.16), (7.17), (7.18), and (7.19) but not the condition τ = O(Λ∗) from [7].
7.7. Uniformly elliptic equations. We now suppose that there is a positive con-
stant µ∗ such that
(7.21) µ∗Λ|ξ|2 ≤ aijξiξj
for all vectors ξ. We also suppose that
|p|2|aijp |+ |p||aijz |+ |aijx | = O(Λ|p|),(7.22a)
|p||a|+ |p|2|ap|+ |ax| = O(Λ|p|3),(7.22b)
az ≤ O(Λ|p|2).(7.22c)
Finally, we assume that b satisfies conditions (3.1), (3.2), and (5.17).
Straightforward calculation shows that conditions (5.11), (5.14), (6.3), and (6.4)
are satisfied with θ = 1, r = −1, s = 0, and the constants µ2 and µ3 determined by
n, µ∗, and the constants in (7.22). In addition, for any y ∈ ∂Ω and any R > 0, the
hypotheses of Theorem 3.1 are satisfied in ∂Ω∩B(y,R) with εx ≡ β3 and β2 = β3.
Further, C∞,R and B
′
∞,R are seen to be bounded by constants determined by the
same quantities as for µ2 and µ3. A Ho¨lder continuity estimate for u follows from
Theorem 2.3 of [15] (or Lemma 8.4 of [13]), so we obtain a gradient bound from part
(d) of Theorem 6.1 if R is sufficiently small. In conjunction with the usual interior
gradient estimate for uniformly elliptic equations Theorem 15.5 from [3], we infer a
global gradient estimate for solutions of (0.1) under these hypotheses. Theorem 3.3
of [15] gives the exact same estimate as here, but there are two reasons to note the
proof given here: we do not need the special form for the interior gradient estimate
proved as Lemma 3.1 in [15], and we can use the N function to derive this gradient
estimate.
In particular, we obtain a gradient bound for four types of functions b. The first
is that b has the form (7.1) and h and ψ satisfy (7.2), the second is that b has the
form (7.4) and h and ψ satisfy (7.2a) and (7.5), the third is that b has the form
(7.6) with q a C1 function satisfying the inequality q(x) ≥ −1, and supQ×R |ψ| < 1
at any x ∈ Q, where Q is the set on which q = −1, and the fourth is that b has the
form (7.10a) with h satisfying (7.10b).
8. Global gradient bounds for parabolic problems
A large part of our analysis of parabolic problems is essentially identical to that
of elliptic problems. For this reason, we emphasize the few significant different
difference between the two cases and sketch the minor modifications needed.
First, for a function f depending on the variables (x, t), we write Df = ∂f/∂x
(exactly as before) and ft = ∂f/∂t, and we say that a function f is in C
3,∗(Σ) for
some open subset Σ of Rn if the derivatives D3f , ft and Dft are continuous in Σ.
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Then, we write PΩ ∈ C3,∗ if SΩ can be written as the intersection of the set
{(x, t) ∈ Rn : 0 < t ≤ T } for some positive constant T with a level set of a C3,∗
function f with |Df | bounded away from zero on SΩ. If the function f is only C2,1
(that is, if D2f and ft are continuous), then we write PΩ ∈ C2,1.
We use d∗ to denote the parabolic distance to SΩ, that is, we define d∗ by
d∗(X) = inf
Y ∈SΩ
s≤t
max{|x− y|, |t− s|1/2},
and we write d for the spatial distance to SΩ, that is,
d(X) = inf
Y ∈SΩ
s=t
|x− y|,
where Y = (y, s). As pointed out in Section 10.3 of [11], there is a positive constant
C, determined only by Ω, such that d∗/d is trapped between C and 1/C in Ω
whenever PΩ ∈ C2,1. In that reference, it is also shown that, if PΩ ∈ C3,∗, then
there is a positive constant R0, determined only by Ω, such that d ∈ C3,∗(ΣR0),
where ΣR0 is the subset of Ω on which d < R0.
Further, for r > 0, we write Ωr for the subset of Ω on which d < r. If PΩ ∈ C3,∗,
then γ = Dd is a C2,1 unit vector field in ΣR0 which extends the unit inner spatial
normal to SΩ. Moreover, for any vector ξ, the vector ξ˜, defined by (1.1), satisfies
|ξ˜| ≤ 2|ξ|/R0 in ΩR0/2.
Since our problem depends on t, we need to modify notation slightly before
presenting ourN function. For τ ≥ 1, we write Σ(τ) for the subset of SΩ×R×Rn on
which v ≥ τ . In place of Theorem 3.1, we have the following result. Since the proof
is essentially the same as for Theorem 3.1 (except for notational adjustments), we
omit it here. We do mention, though, that the notation C2,1(ΩR0/4×R×Rn×(0, ε))
means a function which is once continuously differentiable with respect to t and
twice continuously differentiable with respect to all other variables.
Theorem 8.1. Let PΩ ∈ C2,1, let τ0 ≥ 1, and let b ∈ C1(Σ(τ0) with bp · γ > 0 on
Σ0(τ0), the subset of Σ(τ0) on which b = 0. Suppose
(8.1) lim
t→∞
b(X, z, p− τγ(X)) < 0 < lim
t→∞
b(X, z, p+ τγ(X))
for all (X, z, p) ∈ Σ(τ0) and that there are positive constants β0 and c0 such that
conditions (3.2) are satisfied on Σ0(τ0). Suppose also that there are a ∗-decreasing
function εx and a nonnegative constant β1such that (3.3) holds. Then there is a
positive constant ε0(β0, c0), along with a C
2,1(ΩR0/4×R×Rn× (0, ε0)) function N ,
such that conditions (3.4) hold on ΩR0/4 ×R×Rn × (0, ε0) with vε as in Theorem
3.1. Moreover, N = 0 on Σ0((1 + c
2
0)
1/2τ0)× R× Rn × (0, ε0).
If we define w and ν1 by (3.5) for some ε ∈ (0, ε), then (3.6) is valid. Also, there
is a nonnegative constant c1, determined only by β0, c0, and n such that (3.7a),
(3.7b), (3.7c), and (3.7d) all hold for all ξ ∈ Rn, and (3.7e) and (3.7f) are satisfied.
Finally, if PΩ ∈ C3,∗ and if there is an increasing function Λ0 such that
(8.2) |bt| ≤ Λ0(v)bp · γ
on Σ0(τ0), then there is a nonnegative constant c2, determined also by Ω, such that
(3.7g) is valid and
(8.3) |Nt| ≤ c2v + 2Λ0(2(1 + c0)v).
GRADIENT ESTIMATES 41
We also observe that, if Ω is a cylinder and if b is time-independent, then the proof
of the preceding theorem shows that N is also time-independent. In particular, all
of our elliptic gradient estimates have direct parabolic analogs in this case. To
facilitate our exposition, we include these analogs in the more general results given
below.
The first way in which our parabolic gradient estimates differ from the elliptic
ones is that the multiplier functions r and s must be chosen as r = −1 and s = 0.
For the reader’s convenience, we rewrite the appropriate conditions explicitly for
this pair of multipliers. First, we set
A =
(δ1 − 1)E
E
,
B =
(δ2E + (δ1 − 1)a
E
,
B′ =
(δ1 − 1)a
E
,
C =
δ2a
E
,
and we introduce the following constants related to the limit behavior these func-
tions.
A′∞ = lim sup
|p|→∞
sup
(X,z)∈Ω×R
|A(X, z, p)|,(8.4a)
B∞ = lim sup
|p|→∞
sup
(X,z)∈Ω×R
B(X, z, p),(8.4b)
B′∞ = lim sup
|p|→∞
sup
(X,z)∈Ω×R
|B′(X, z, p)|,(8.4c)
C∞ = lim sup
|p|→∞
sup
(X,z)∈Ω×R
C(X, z, p).(8.4d)
For ease of notation, we modify the definition of Γ(M0) to deonte the set of all
(X, z, p) ∈ Ω× R× Rn with |p| ≥M0.
We begin with estimates that are simple analogs of the corresponding elliptic
ones.
Theorem 8.2. Let u ∈ C2,1(Ω) be a solution of (0.2) with PΩ ∈ C3,∗ and b
satisfying the hypotheses of Theorem 8.1 for some ∗-decreasing function εx and
some increasing function Λ0 such that
(8.5) Λ0((1 + c0)v) ≤ µ4(1 + E)v
on Γ(M0) for some nonnegative constant µ4. Suppose that there is a ∗-decreasing
function µ˜∗ such that (5.3c) is satisfied on Γ(M0) for all matrices [ηij ] and (5.4c)
holds on Γ(M0).
(a) Suppose also that there are decreasing functions µ˜ and µ˜ε satisfying (5.2)
and a nonnegative constant µ2 such that
δ1a
ijηij ≤ µ˜(v)
v
E
1/2(aijδkmηijηjm)
1/2,(8.6a)
δ2a
ijηij ≤ µ˜ε(v)
v
E
1/2(aijδkmηijηjm)
1/2,(8.6b)
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hold on Γ(M0) for all matrices [ηij ], that
(8.7) Λ|p|2 ≤ µ2E
on Γ(M0), that B
′
∞ is bounded uniformly with respect to ε and that C∞ ≤
0. If (5.5) is satisfied on Σ0(τ0) and if εx satisfies (5.6), then there is a
constant M , determined only by β0, β1, c0, n, µ4, sup{d≥R0/4} |Du|, the
oscillation of u, and the limit behavior in (5.2), (5.6), and (8.4), such that
|Du| ≤M in Ω.
(b) Suppose also that there are a decreasing function µ˜ε satisfying (5.2b) and a
nonnegative constant µ2 such that (5.3c), (8.6b), and
(8.8) δ1a
ijηij ≤ µ2
v
E
1/2(aijδkmηijηjm)
1/2
hold on Γ(M0) for all matrices [ηij ] and (8.7) holds on Γ(M0), that B
′
∞ is
finite, and that C∞ ≤ 0. If εx satisfies (5.6) and if b satisfies (5.12), then
there is a positive constant M , determined only by β0, β1, c0, n, µ2, µ4,
the oscillation of u, sup{d≥R0/4} |Du|, and the limit behavior in (5.2), (5.6),
(5.12), and (8.4), such that |Du| ≤M in Ω.
(c) Suppose that there are a constant µ2 and a decreasing function µ˜ε satisfying
(5.2b) such that (5.3c), (8.6b), and (8.8) hold on Γ(M0) for all matrices
[ηij ] and (5.4b) holds on Γ(M0), and suppose B
′
∞ is finite and C∞ < 0. If
(5.5) and (5.13) are satisfied on Σ0(τ0) and if εx satisfies (5.6), then there
is a constant M , determined only by β0, β1, c0, n, µ4, sup{d≥R0/4} |Du|,
the oscillation of u, and the limit behavior in (5.2), (5.6), and (8.4), such
that |Du| ≤M in Ω.
(d) Suppose also that there are nonnegative constants M0 and µ2 such that
conditions (8.8) and
(8.9) |δ2aijηij | ≤ µ2
v
E
1/2(aijδkmηikηjm)
1/2
hold on Γ(M0) for all matrices [ηij ], that (8.7) hold on Γ(M0), and suppose
that B′∞ and C∞ are finite for each ε. If εx satisfies (5.15), if (5.16)
holds on Σ0(τ0), and if (8.5) holds, then there are constants M and ω0,
determined only by β0, β1, c0, µ2, µ4, Ω, sup{d≥R0/4} |Du|, and the limit
behavior in (8.4) and (5.15) such that |Du| ≤M in Ω provided oscΩ u ≤ ω0.
Proof. To prove part (a), we use the notation from the proof of Theorem 5.1. Now,
we use a different estimate for ωI0a
ijDiju from the one in the elliptic case. First
we write
ωI0a
ijDiju = ωI0ψ
′aijDij u¯+ ω
2I0E.
It follows from (4.4), (4.8g), (8.7), and the Cauchy-Schwarz inequality that
ωI0ψ
′aijDij u¯ ≥ −c(µ2ε)1/2(w1E)1/2S1/2,
while (4.6) yields
ω2I0E ≥ −cε1/2ω2w1E.
Using these estimates and assuming initially that Du ∈ C2,1(Ω), we see from
the proof of Theorem 5.1 that, by choosing ψ suitably, there are positive constants
η˜ and M1 such that w2 satisfies the differential inequality
−∂w2
∂t
+aijDijw2+κ
iDiw2 ≥
(
η˜w1E− 2εNNt
(ψ′)2
+ 2ckmt Dku¯Dmu¯
)(
1 +
k1d
µ˜∗(
√
w1)
)
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on Ω′, the subset of all ΩR0/4 on which |Du| ≥ M1. As in Theorem 5.1, it follows
that
w2 ≥ 2w1
3µ˜∗(
√
w1)
,
and hence (after taking (8.5) into account) there are nonnegative constants k2 and
k3, determined only by c0, µ4, sup |γt|, and n, such that
−∂w2
∂t
+ aijDijw2 + κ
iDiw2 ≥ [η˜ − k2ε]w2E− k3w2
on Ω′.
We now decrease ε so that η˜ ≥ k3ε to infer that
−∂w2
∂t
+ aijDijw2 + κ
iDiw2 + k3w2 ≥ 0
on Ω′, and hence w3 = e
−k3tw2 cannot take its maximum in Ω
′. The restriction
that Du ∈ C2,1 is removed by using Theorem 6.15 from [11] rather than Theorem
8.1 from [3].
The analysis of a boundary maximum for w3 is only slightly different from the
analysis in the elliptic case. This time, we note that there is a positive constant
M2 such that
biDiw3 > 0
at any point of SΩ where w3 ≥M2, while the size of w3 at PΩR0/4\SΩ is controlled
by the assumed bounds on |Du| there.
The other parts are proved via a similar modification of the corresponding elliptic
theorems. 
There is another way to obtain a global gradient bound for parabolic problems
using as our model Corollary 11.2 from [11]. Specifically, we have the following
result, which includes many cases of interest.
Theorem 8.3. Let u ∈ C2,1(Ω) be a solution of (0.2) with PΩ ∈ C3,∗ and b
satisfying the hypotheses of Theorem 8.1 for some ∗-decreasing function εx and
Λ0(σ) = µ5σ for some nonnegative constant µ5. Suppose that there is a nonnegative
function µ6 such that
δ1a
ijηij ≤ µ5
v
(
aijδkmηikηjm
)1/2
,(8.10a)
δ2a
ijηij ≤ µ6(ε)
v
(
aijδkmηikηjm
)1/2
,(8.10b)
|aijp ηij | ≤
µ5
v
(
aijδkmηikηjm
)1/2
(8.10c)
on Γ(M0) for all matrices [ηij ] and
|(δ1 − 1)a| ≤ µ5,(8.11a)
δ2a ≤ µ6(ε),(8.11b)
E ≤ µ5(8.11c)
on Γ(M0). If
(8.12) (1 + εx(v)v)
2Λ ≤ µ5
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on Γ(M0) and if (5.13) holds on Σ0(τ0), then there is a constant M , determined
only by n, β0, β1, c0, µ5, µ6, M0, τ0, Ω, and sup{d≥R0/4} |Du| such that |Du| ≤M
in Ω.
Proof. We first fix ε ∈ (0, ε0). With w1 as in the proof of Theorem 5.1 and k1 a
positive constant to be determined, we set
w2 = w1 + k1d
∫ w1
0
(1 + εx(
√
σ)
√
σ) dσ.
Following the proof of Theorem 5.1 and writing Ω′ for the subset of all X ∈ ΩR0/4
with |Du| ≥ max{M0, τ0}, we see that
biDiw2 > 0
on SΩ∩SΩ′ provided k1 is chosen sufficiently large. In addition, there is a constant
c such that
−∂w2
∂t
+ aijDijw2 + κ
iDiw2 ≥ −cw2
on Ω′. Therefore w = exp(−ct)w2 satisfies
−wt + aijDijw + κiDiw > 0 on Ω′,
biDiw > 0 on SΩ ∩ SΩ′.
These differential inequalities then give the desired bound for w, and hence for
|Du|, by the maximum principle. 
9. Local gradient estimates for parabolic problems
Local estimates are generally straightforward If C ≤ 0 or if the oscillation of u is
sufficiently small; however, there is an additional complication if Ω is not cylindrical.
To keep our discussion of these estimates consistent in the various cases, we start
by rewriting the notation from Section 6.
First, for Y ∈ Rn+1 and positive constants R and R′, we write
Q(Y ;R,R′) = {X ∈ Rn+1 : |x− y| < R, s−R′ < t < s}.
Next, for positive constants M0, R, R
′, and τ , we write ΓR,R′(M0) for the set
of all (X, z, p) ∈ Γ(M0) with X ∈ Q(Y ;R,R′) and Σ0(τ ;R,R′) for the set of all
(X, z, p) ∈ Σ0(τ) with X ∈ Q(Y ;R,R′). It will also be convenient to define
Ω′(Y ;R,R′) = P(Ω ∩Q(Y ;R,R′)) \ SΩ.
Our local problem is then written in the form
−ut + aij(X,u,Du)Diju+ a(X,u,Du) = 0 in Ω ∩Q(Y ;R,R′),(9.1a)
b(X,u,Du) = 0 in SΩ ∩Q(Y ;R,R′),(9.1b)
and we introduce the numbers
B′∞;R,R′ = lim sup
|p|→∞
sup
(X,z)∈Ω∩Q(Y ;R,R′)×R
|B′(X, z, p)|,(9.2a)
C∞;R,R′ = lim sup
|p|→∞
sup
(X,z)∈Ω∩Q(Y ;R,R′)×R
C(X, z, p).(9.2b)
Our first local estimate has the following form.
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Theorem 9.1. Let Y ∈ SΩ, let R and R′ be positive numbers and suppose PΩ ∩
Q(Y ;R,R′) ∈ C3,∗ with d < R0/4 in Ω∩Q(Y ;R,R′) Suppose that the hypotheses of
Theorem 8.2 are all satisfied with Ω∩Q(Y ;R,R′) in place of Ω, SΩ∩Q(Y ;R,R′),
µ˜∗(σ) = µ3σ
θ for some positive constants µ3 and θ with θ < 1, and µ˜ = εx. Then
|Du(Y )| ≤M for some numberM determined by the same quantities as in Theorem
8.2 with Ω′(Y ;R,R′) in place of {d ≥ R0/4} and also by µ3 and θ.
Proof. We note that the function ζ from the proof of Theorem 6.1 (now considered
as a function of X which is constant with respect to t) satisfies bp ·Dζ ≥ 0 at any
point of SΩ ∩ Q(Y ;R,R0) with ζ ≥ 0. The proof of Theorem 6.1 (with the usual
parabolic modifications, as in the proof of Theorem 8.2) then gives the desired
estimate. 
Note that the assumption that d < R0/4 in Ω ∩ Q(Y ;R,R′) is a restriction on
the number R′ in a possibly convoluted way. In particular, if Ω is cylindrical, which
means that Ω = S × (0, T ) for some fixed subset S of Rn, then this assumption is
automatically satisfied as long as R < R0.
The local estimate corresponding to Theorem 8.3 is somewhat more complicated
in that we need to replace the function ζ by a slightly different function. Our model
is the function ϕ from the proof of Theorem 2.1 in [2]. This function is defined as
ϕ(X) = 1− |x− x0|
2
R2
−Kt
for a fixed point x0 and a fixed number R while K is a positive constant at our
disposal.
Using this function, we first prove an interior gradient estimate which will be
useful in discussing our local gradient bound, which is an analog of Theorem 8.3.
To simplify its statement, we define Ω∗ to be the set of all (X, z, p) ∈ B(x0, R) ×
(0, T )×R×Rn with |p| ≥M0 with x0 ∈ Rn, R, T , andM0 R given. We also define
the operator δ3 by
δ3f(x, z, p) = fz(x, z, p) +
fk(x, z, p)δ
kmpm
|p| .
Theorem 9.2. Let u ∈ C2,1(B(x0, R)× (0, T )) be a solution of
(9.3) − ut + aij(X,u,Du)Diju+ a(X,u,Du) = 0 in B(x0, R)× (0, T )
for some x ∈ Rn and positive constants R and T . Suppose that there are positive
constants µ5, µ6, µ7, M0, and q such that
q > 1, µ27 < 8
(
1− 1
q
)
,(9.4a)
δ3a
ijηij ≤ µ5 (a
ijδkmηikηjm)
1/2
|p| ,(9.4b)
(|p|2aij,k + 4aikδjmpm)ηijξk ≤
(
µ6|p|1−1/q|ξ|+ µ7|p|(aijξiξj)1/2
)
× (aijδkmηikηjm)1/2(9.4c)
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on Ω∗ for all matrices [ηij ] and vectors ξ. Suppose also that
Λ ≤ µ5,(9.5a)
δ3a ≤ µ5,(9.5b)
|ap| ≤ µ5(9.5c)
on Ω∗. Then there is a constant T0 ∈ (0, T ], determined only by µ5, µ6, µ7, q, and
R, such that
(9.6) sup
B(x0,R/2)×(0,T0)
|Du| ≤ 4max{M0, sup
B(x0,R)×{0}
|Du|}.
Proof. First, we set w = |Du|2, C2 = aijδkmDikuDjmu, and κ = aijp Diju+ ap, and
we define the operator L by
Lh = −ht + aijDijh+ κiDih.
A simple calculation shows that
(9.7) Lw = 2C2 − 2[δ3aijDiju+ δ3a]w.
With K a positive constant to be determined, we now set
ϕ(X) = 1− |x− x0|
2
R2
−Kt,
and we write Γ for the subset of B(x0, R) × (0, T ) on which ϕ is positive. It then
follows that w3 = ϕ
qw satisfies the equation
Lw3 = ϕ
q
Lw + qwϕq−1(aijDijϕ− ϕt + aij,kDijuDkϕ+ akDkϕ))
+ q(q − 1)wϕq−2aijDiϕDjϕ
+ 4qϕq−1aijδkmDikuDmuDjϕ.
(Note that we have rewritten Diw as 2δ
kmDikuDmu.) We now use (9.7) rewrite
this equation as
Lw3 = 2ϕ
q
C
2 + J1wϕ
q−1 + q(q − 1)ϕq−2waijDiϕDjϕ+ J2 + J3
with
J1 = q(a
ijDijϕ− ϕt + akDkϕ)− 2δ3aϕ,
J2 = qϕ
q−1(|Du|2aij,k + 4aikδjmDmu)DikuDkϕ,
J3 = −2ϕqwδ3aijDiju.
We first use (9.4c) to see that
J2 ≥ −µ6qϕq−1|Du|1−1/q|Dϕ|C− µ7qϕq−1|Du|C(aijDiϕDjϕ)1/2
and (9.4b) to see that
J3 ≥ −2µ5|Du|C.
By invoking the Cauchy-Schwarz inequality, we conclude, for any positive constants
θ1 and θ2, that
Lw3 ≥ (2− 2θ1 − θ2)C2 + J4wϕq−1 + J5qwϕq−2aijDiϕDjϕ,
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with
J4 = J1 − µ
2
6q
2|Dϕ|2
4θ1w
1/q
3
− µ
2
5
θ3
ϕ,
J5 = q − 1− µ
2
7q
4θ2
.
We first choose θ2 to make J5 = 0, that is,
θ2 =
qµ27
4(q − 1) ,
noting that the second inequality of (9.4a) implies that θ2 ∈ (0, 2). Then we choose
θ1 = 1− (θ2)/2 to infer that
Lw3 ≥ J4wϕq−1.
From (9.5) and the explicit form of ϕ, we conclude that there is a constant C,
determined only by n, R, µ5 such that J4 ≥ K − C on Ω∗∗, which is the subset of
Ω∗ on which w3 ≥ M0. We finally choose K = C and use the maximum principle
(Corollary 2.5 from [11]) to conclude that w3 must attain its maximum over Ω∗∗
somewhere on PΩ∗∗ and hence
w3 ≤ max{M20 , sup
B(x0,R)
w3}.
The proof is completed by choosing T0 small enough that ϕ ≥ 14 on B(x0, R/2)×
(0, T0). 
Condition (9.4c) seems rather artificial but our examples will show its value. We
also shall take advantage of a slight variant of this result, which is closer to Theorem
2.1 of [2]. In particular, we shall show that it is valid (with suitable constants) if
aij = gij , which is the case studied by Ecker and Huisken in [2]; in particular, our
theorem is a simple generalization of Theorem 2.1 from that work.
Theorem 9.3. Let u ∈ C2,1(Ω ∩ Q(Y ;R,R′)) be a solution of (9.1) with P(Ω ∩
Q(Y ;R,R′)) ∈ C3,∗ and b satisfying the hypotheses of Theorem 8.1, with Ω ∩
Q(Y ;R,R′) in place of Ω and SΩ∩Q(Y ;R,R′) in place of SΩ for some ∗-increasing
function εx and Λ0(s) = µ5s for some nonnegative constant µ5. Suppose that
d ≤ R0 in Ω ∩Q(Y ;R,R′) and that Λ0 satisfies (8.5) on ΓR,R′(M0). Suppose also
that there are a nonnegative function µ6 and a constant θ ∈ (0, 1) such that (8.10a),
(8.10b), and
(9.8) |aijp ηij | ≤
µ5
v1+θ/2
(
aijδkmηikηjm
)1/2
hold on ΓR,R′(M0) for all matrices [ηij ] and (8.11) hold on ΓR,R′(M0). If also
(8.12) and
(9.9) (1 + εx(v)v)v
θΛ ≤ µ5
hold on ΓR,R′(M0) and if (5.13) holds on Σ0(τ0), then there are a constant R2,
determined only by n, β0, β1, c0, µ5, µ6, M0, τ0, Ω, and a constant M determined
also by supΩ′(Y ;R,R′) |Du| such that |Du(Y )| ≤M in Ω provided R′ ≤ R2.
Proof. With w2 as in Theorem 8.3 and L as in Theorem 9.2, we infer that there
are positive constants η˜ and k2 such that
Lw2 ≥ (1 + k1d[1 +√w1εx(√w1)])[η˜w2E+ S]− k2w2.
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Next, we set ϕ1(X) = ζ − Kt with K a constant at our disposal and w = ζqw2
with q = 2/θ. A straightforward calculation, taking (4.5) into account, yields
Lw = ηqLw2 + C6 + S8
with
C6 = qw2ϕ
q−1
1 (a
ijDijζ + a
kDkζ +K)
+ q(q − 1)ϕq−21 w2aijDiζDjζ
+ 4(1 + k1d[1 + εx(
√
w1)
√
w1 ])qϕ
q−1
1 NNza
ijDiζDju
+ 2(1 + k1d[1 + εx(
√
w1)
√
w1 ])qϕ
q−1
1 Na
ijDiζNj
+ 2(1 + k1d[1 + εx(
√
w1)
√
w1 ])qϕ
q−1
1 a
ijDiζDj(c
km)DkuDmu
and
S8 = 4(1 + k1d[1 + εx(
√
w1)
√
w1 ])qϕ
q−1
1 a
ijDiζDjkuν
k
1
+ qϕq−11 w2a
ij,kDijuDkϕ1.
We now estimate the summands in C6. As a preliminary step, we estimate only
portions of each summand. From our estimates on Dζ and D2ζ, we conclude that
aijDijζ + a
kDkζ ≥ −c
for some c determined only by n, R, R0, β0, and µ5. We also have a
ijDiζDjζ ≥ 0,
and
NNza
ijDiζDju ≥ −cw1Λ1/2E1/2
by (3.4c), (3.6a), (3.15), the Cauchy-Schwarz inequality and our estimate on Dζ.
Similarly, (3.4d), (3.6a), (3.15), the Cauchy-Schwarz inequality and our estimate
on Dζ imply that
NaijDiζNj ≥ −cw1(1 +√w1εx(
√
w1))Λ.
Finally,
aijDiζDj(c
km)DkuDmu ≥ −cΛw1.
It therefore follows from (8.12) that
C6 ≥ qw2ϕq−11 [K − c]
Similarly, the Cauchy-Schwarz inequality implies that
aijDiζDjkuν
k
1 ≥ −
ϕ1
2
S− c
ϕ1
w1Λ,
and, along with (9.8), that
aij,kDijuDkϕ1 ≥ − ϕ1
2w1
S− c
w
θ/2
2 ϕ1
.
Hence,
S8 ≥ −(1 + k1d[1 + εx(√w1)√w1 ])ϕq1S−
c
w
θ/2
2 ϕ1
ϕq−11 w2Λ(1 + εx(v)v).
From (9.9), we infer that
Lw ≥ qw2ϕq−11 (K − c)
wherever w ≥ M1 because wθ/22 ϕ1 = wθ/2. Choosing K sufficiently large gives
Lw ≥ 0 and the proof is completed just as before. 
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We note here that Serrin also looked in [19] at estimates that are local with
respect to x and t. The remark following Theorem 4 of that work points out that
only one additional hypothesis is needed in this case. The additional hypothesis is
just there are positive constants µ8 and θ1 such that
(9.10) E ≥ µ8vθ1
for v ≥ M0. (We refer also to Sections 11.4 and 11.5 of [11] for a slightly different
look at this idea, but we mention that Section 11.4 of [11] is based very heavily on
[19].) In our situation, this condition also leads to estimates which are local in x
and x, and the estimates are obtained via the same modification of our proofs as
in [19]. We include the results for completeness only.
Theorem 9.4. Suppose, in addition to the hypotheses of Theorem 9.1, that there
are positive constants µ8 and θ1 such that (9.10) holds. Then |Du(Y )| ≤ M for
some constant M determined by the same quantities as Theorem 9.1 except that,
instead of depending on supΩ′(Y ;R,R′) |Du|, it depends on µ8 and θ1.
Proof. We replace ζ(x)q in the proof of Theorem 9.1by
ζ(x)q
(
1 +
t− s
R′
)q1
,
with q1 = 2/θ1. We refer the interested reader to the proof of Theorem 4 in [19] or
the proof of Theorem 11.3(a) in [11] for further information. 
In fact, there is also the possibility of studying estimates that are local with
respect to t as well, but we shall not discuss them in detail because they are very
similar to the global estimates.
10. Examples for parabolic problems
In this section, we jump immediately to a discussion of differential equations
because, except for (8.2) and the connection between εx and the differential equa-
tion, all the relevant details of the various boundary conditions have already been
established in our elliptic examples.
10.1. Capillary-type differential equations. We assume that aij has the form
(10.1) aij = h1(v)g
ij
for some positive function h1. Different choices for h1 can be used in different
theorems, but all of them require some restrictions on this function. We first
compute
aij,kηij = h
′
1(v)g
ijηijνk − 2h1v−2gikδjmηij .
A little calculation reveals that we cannot apply Theorem 8.2 because (5.3c) and
(8.7) fail. To apply Theorem 8.3, we note from our computation of aij,kηij that
δ1a
ijηij ≤ h
′
1(v)|p|√
h1(v)
(aijδkmηikηjm)
1/2 + 2
√
h1(v)
v
(aijδkmηikηjm)
1/2.
Hence, we obtain (8.10a) if
(10.2) |h′1(σ)| = O(
√
h1(σ)σ
−2)
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since this inequality implies that h1 is bounded. In addition, it is satisfied for
h1(σ) = σ
Q provided Q = 0 or Q ≤ −2. Of course, (8.10b) holds with µ6 ≡ 0.
Finally, we have
|aijp ηij | ≤
(
h′1(v)√
h1(v)
+
2
√
h1(v)
v
)
(aijδkmηikηjm)
1/2,
so (8.10c) is also satisfied. We assume that a has the form
(10.3) a(X, z, p) = vH(X, z)
for some C1 function H satisfying Hz ≤ 0. Then conditions (8.11) are satisfied
with µ5 and µ6 determined only by upper bounds for |h1|, |H |, and |Hx|. Next, we
assume that b has the form
(10.4) b(X, z, p) = h(v)p · γ + ψ(X, z)
with h satisfying (7.2). Then the hypotheses of Theorem 8.1 are satisfied with β0,
β1, and c0 determined only by the limit behavior in (7.2) and bounds for |ψx| and
|ψz|. In addition, we have εx(σ) = c/σ and Λ0(σ) = cσ for a constant c determined
only by Ω, h(1), and bounds on |ψx|, and |ψt|. Hence (9.9) holds as well. If we
assume finally either that ψz ≤ 0 or that h(σ) is bounded away from zero, then
(5.13) holds.
If b has the form
b(X, z, p) = h(v˜)βij(X, z)piγj + ψ(X, z)(10.5a)
with
v˜ = (1 + βij(X, z)pipj)
1/2(10.5b)
for some positive definite matrix [βij ] and some positive function h satisfying (7.2a)
and (7.5), then we can apply the same analysis as in Example 7.2 to conclude that
the conditions of (8.1) are satisfied and that (9.9) holds. If, in addition, ψz ≤ 0 or
h is bounded away from zero and if βij is independent of z, then (5.13) is valid.
Summarizing, we can apply Theorem 8.3 for aij having the form (10.1), a having
the form (10.3), and b having the form (10.4) with h satisfying (7.2) provided
• |Hx|, |Hz|, |ψx|, |ψz|, and |ψt| are uniformly bounded,
• Hz ≤ 0,
• h1 satisfies (10.2),
• ψz ≤ 0 or h is bounded away from zero.
If, instead b has the form (10.5) with h satisfying (7.2a) and (7.5) and if βij is
independent of z, then we can apply Theorem 8.3 under exactly the same hypothe-
ses. In particular, this theorem applies when h1 ≡ 1 and when h1(σ) = σQ with
Q ≤ −2. Moreover, if Q < −2, then we can obtain a local gradient bound via
Theorem 9.3.
If b has the form
(10.6) b(X, z, p) = vq(X)p · γ + ψ(X, z)
for some C1 function q with q ≥ −1, then we again have the conditions of Theorem
8.1 satisfied but with
εx(σ) = K
lnσ
σ
GRADIENT ESTIMATES 51
for some positive constant K; however, the condition Λ0(σ) = µ5σ requires q to be
independent of t. Hence, if aij has the form (10.1), a has the form (10.3), and if b
has the form (10.6), then we can apply Theorem 8.3 provided
• |Hx|, |Hz|, |ψx|, |ψz|, and |ψt| are uniformly bounded,
• Hz ≤ 0,
• h1 satisfies (10.2),
• |h1(σ)| = O(1/ lnσ),
• ψz ≤ 0 or q ≥ 0,
• q is independent of t.
In particular, this example provides a gradient estimate if h1(v) = v
Q with Q ≤ −2
but not if h1 ≡ 1.
If b has the form
(10.7) b(X, z, p) = h(v)β(X, p) · p+ ψ(X, z)
with β a unit vector such that β · γ ≥ β∗ for some constant β∗ ∈ (0, 1) and h
a positive function satisfying (7.10b), then our analysis yields a gradient bound
assuming that
• |Hx|, |Hz|, |ψx|, |ψz|, and |ψt| are uniformly bounded,
• Hz ≤ 0,
• h1 satisfies (10.2).
We turn to the conditions on aij in Theorem 9.2. First, our expression for aij,k
implies that
(|p|2aij,k + 4aijδjm)ηijξk = h′1(v)|p|2gijηijν · ξ + h1(v)H1,
with
H1 = |p|2
(
−2g
ikδjmηijpmξk
v2
+ 4gikδjmηijpmξk
)
=
4v2 − 2|p|2
v2
gikδjmηijpmξk
=
(
2− 2
v2
)
gikδjmηijpmξk.
Since δ3a
ij ≡ 0, we infer (9.4) with µ7 = 2 and suitable µ6 provided
|h′1(σ)| = O(
√
h1(σ)σ
−1−1/q)
for some q > 2. It’s easy to see that h1(σ) = σ
Q satisfies these hypotheses for Q = 0
if we take q > 2 arbitrarily. For Q < 0, these hypotheses are satisfied if we take
q > max{2,−2/Q}. Moreover, (9.5a) is satisfied for h1(σ) = σQ for Q ≤ 0. Hence,
Theorem 9.2 applies under the conditions given about which satisfy the hypotheses
of Theorem 8.3.
In particular, we can obtain a gradient bound for the problem
−ut + gijDiju+ vH(X,u) = 0 in Ω,
γ ·Du+ ψ(X,u) = 0 on SΩ,
u = u0 on BΩ
provided |Hx|, |Hz|, |ψx|, |ψz |, |ψt|, and |Du0| are uniformly bounded and Hz ≤ 0.
This problem is similar to the one studied by Mizuno and Takasao in [17]. As
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previously pointed out, we improve their results by allowing nonzero boundary
data but we need to assume that H is differentiable.
10.2. False mean curvature equations. We now consider aij having the form
(7.15) with τ ≥ 0 and aij∗ satisfying slightly more general conditions than in Ex-
ample 7.6. We assume that that there are a positive function Λ∗ and a positive
constant µ∗ such that (7.16) holds for all (x, z, p) ∈ Ω×R×Rn and all ξ ∈ Rn, and
we assume that (7.17a) holds. In place of (7.17b), we assume that
(10.8) |p|
∣∣∣∣∣∂a
ij
∗
∂z
∣∣∣∣∣+
∣∣∣∣∣∂a
ij
∗
∂x
∣∣∣∣∣ = o(|p|2(τΛ∗)1/2).
We also assume that τ satisfies (7.18) and
(10.9) Λ∗ = O(τ |p|2),
while a satisfies (7.20).
Then (5.3c), (5.4), and (8.6b) were verified in Example 7.6 with µ˜∗(s) = K1/s
and a suitable µ˜ε satisfying (5.2b). To check (8.8), we first use (7.17a) to conclude
that there is a constant c such that
|δ1aij∗ | ≤ c(τΛ∗)1/2.
Then, for any matrix [ηij ] and this constant c, we have
δ1a
ij
∗ ηij ≤ ncτ1/2|p|(Λ∗
n∑
i,j=1
|ηij |2)1/2
≤ nc
µ∗|p| (τ |p|
4)1/2(aij∗ δ
jkηikηjm)
1/2
≤ nc
µ∗|p| (τ |p|
4)1/2(aijδjkηikηjm)
1/2.
Moreover, direct computation shows that
δ1(τpipj) = (δ1 + 2)τpipj ,
so similar reasoning, using (7.18a), shows that
δ1(τpipj)ηij ≤ c|p|E
1/2(aijδjkηikηjm)
1/2,
and therefore (8.8) is also satisfied.
Since limσ→∞ εx(σ) = 0 in all our examples, (5.6) is also satisfied.
To verify (5.5) and (5.12), we assume more about b. If b has the form (7.1) with
h satisfying (7.2) for some nonnegative constant h0, we consider two cases. First,
if
lim
σ→∞
σh(σ) <∞,
we assume (7.13) and ψz = 0 (although this condition can be relaxed slightly to
assuming that ψz is nonpositive and sufficiently small). Then, as already shown,
(5.5) and (5.12) hold. On the other hand, if
lim
σ→∞
σh(σ) = 0,
then we assume (7.14). Again, we have already shown that (5.5) holds in this case
and that (5.12) holds.
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If b has the form (10.5) with h satisfying (7.2) and (7.5), then we obtain a gradient
bound under the same additional restrictions on h and ψz as for the previous form
for b.
If b has the form (10.6), then we assume that inf q > −1. From this assumption,
we immediately infer (7.7) and hence (5.5) as well as (5.12).
If b has the form (10.7) with h satisfying (7.10b), we also infer a global gradient
estimate.
Furthermore, if we assume also that there is a positive constant θ1 such that
τ ≥ vθ1−4,
then we obtain a gradient estimate which is local in x and t.
Let us now assume that aij has the form (7.15) with aij∗ and τ satisfying a
different set of conditions. First, we suppose that there are positive functions λ∗
and Λ∗ such that
λ∗|ξ|2 ≤ aij∗ ξiξj ≤ Λ∗|ξ|2,
for all ξ ∈ Rn. We also assume that
Λ∗ = O(v
−2),
and that
|p|2|
∣∣∣∣∣∂a
ij
∗
∂p
∣∣∣∣∣+ |p|
∣∣∣∣∣∂a
ij
∗
∂z
∣∣∣∣∣+
∣∣∣∣∣∂a
ij
∗
∂x
∣∣∣∣∣ = O(
√
λ∗),
while τ satisfies
τ = O(v−4), |p|2|τp|+ |p||τz|+ |τx| = O(
√
τ ).
Finally, we assume that a satisfies (8.11a) and (8.11b). This will be the case if
there is a C1 function a0 such that a(x, z, p) = va0(x, z). By imitating our previous
arguments, we see that all the hypotheses of Theorem 8.3 as long as b satisfies the
hypotheses of Theorem 8.1 with εx constant. It follows that we have a gradient
estimate for this class of parabolic differential equations and for all of the boundary
conditions in our examples. In particular, we can get a gradient estimate for the
problem
−ut + v−4(δij +DiuDju)Diju = 0 in Ω,
Du · γ
v
+ ψ(x, z) = 0 on SΩ,
u = u0 on BΩ
as long as ψz , ψx, and Du0 are bounded.
10.3. Uniformly parabolic equations. Our final example is the parabolic analog
of Example 7.7. We assume that there is a positive constant µ∗ such that (7.21) is
satisfied. In place of (7.22), we assume that
|p||aijp | = O(Λ),(10.10a)
|p||aijz |+ |aijx | = o(Λ),(10.10b)
|a|+ |p||ap| = O(Λ|p|2),(10.10c)
|ax| = o(Λ|p|3),(10.10d)
az ≤ o(Λ|p|2).(10.10e)
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Then conditions (5.2b), (5.4), (5.6), (5.3c), (8.6b), and (8.8), and are all satisfied
with µ˜ε determined by ε and the limit behavior in (10.10b), (10.10d), and (10.10e),
and µ˜∗(σ) = K1/σ for a sufficiently large constant K1. We therefore obtain a
gradient bound for all of our boundary conditions under the restrictions mentioned
in the previous example.
There is one special case when we can replace (10.10) by (7.22). If we assume
(7.21) holds with Λ bounded from above and below by positive constants and if
|a| = O(|p|2) (which is the same as |a| = O(Λ|p|2) in this situation), then a modulus
of continuity is known. Theorem 3 of [18] gives a slightly weaker result, but standard
arguments can be used to obtain this result from that theorem. (See also Lemma
13.14 of [11], which states the result with a very minimal proof.) It follows that,
if aij and a also satisfy (7.21), then we obtain a gradient estimate for all of our
examples of boundary conditions. This result was first proved by Ural′tseva in [21]
as Theorem 1 (but assuming that b is twice differentiable with second derivatives
satisfying certain structure conditions) by very different means. It was also proved
as Theorem 13.13 in [11] but, just as in the elliptic case, the proof there takes
advantage of the exact form of the interior gradient estimate.
If we assume further that Λ = O(|p|−2), then the discussion of the previous
example (with τ ≡ 0) gives a gradient estimate under the hypotheses (7.21),
|p|2|aijp |+ |p||aijz |+ |aijx | = O(
√
Λ),
|p|2|ap|+ |p||a|+ |ax| = O(|p|3),
az ≤ O(|p|2),
and any of our examples of boundary conditions.
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