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Abstract
The global-scale emissions and reactivity of dimethylsulfide (CH 3SCH 3, DMS) make it an inte-
gral component in the atmospheric sulfur cycle. DMS is rapidly oxidized in the atmosphere by
a complex gas-phase mechanism involving many species and reactions. The resulting oxidized
sulfur-bearing products are hygroscopic and interact with aerosols through condensation and
secondary aerosol formation. Predictions of the impacts of DMS chemistry on aerosols and cli-
mate are inhibited by the poorly understood DMS oxidation mechanism. This thesis diagnoses
the gas-phase connections between DMS and its oxidation products by simulating compre-
hensive DMS chemistry (approximately 50 reactions and 30 species) using three atmospheric
models of varying size and complexity.
A diurnally-varying box model of the DMS cycle in the remote marine boundary layer is
used to identify important DMS-related parameters and propagate parameter uncertainties to
the sulfur-containing species. This analysis shows that the concentrations of DMS and sulfur
dioxide (SO2) are sensitive to relatively few parameters. Moreover, the concentrations of DMS
and SO2 are found to have factor of 2 uncertainties caused primarily (more than 60% of the vari-
ance) by uncertainties in DMS emissions and heterogeneous removal, respectively. In contrast,
the concentrations of other products, such as sulfuric acid (H 2SO 4) and methanesulfonic acid
(CH 3SO3H, MSA), are found to be sensitive to many parameters and have larger uncertainties
(factors of 2 to 7) resulting from multiple uncertain chemical and non-photochemical processes.
The DMS oxidation mechanism is quantitatively assessed using a one-dimensional column
model constrained by high-frequency aircraft measurements from the First Aerosol Character-
ization Experiment (ACE-1). From this analysis, the baseline mechanism predicts DMS and
SO2 concentrations in statistical agreement with the observations, yet it underestimates MSA
concentrations by a factor of 104 to 105. These differences for MSA are statistically very sig-
nificant and indicative of missing gas-phase reactions in the DMS mechanism. To reconcile
these differences, five hypothetical MSA production paths are individually tested which greatly
improve the model predictions to within a factor of 2 to 3 of the observations. Overall, the
best improvement occurs when MSA is produced from the oxidation of methanesulfinic acid
(CH3S(O)OH). Furthermore, the boundary layer model predictions of H2SO 4 show improve-
ment after an S0 2-independent sulfuric acid production channel is added to the mechanism.
The DMS cycle is simulated in a global three-dimensional chemical transport model using,
for the first time, comprehensive DMS oxidation chemistry. Four model cases are considered,
which include two new comprehensive mechanisms and two parameterized schemes of 4 to 5
reactions taken from previous global sulfur models. The mole fractions of DMS, S02, H2SO4,
and MSA are compared between these four cases and with observations from the ACE-1 and
PEM-Tropics A campaigns. Among the four cases, the calculated mole fractions of DMS
and SO2 are largely invariant, while those for H2SO4 and MSA exhibit order-of-magnitude
differences. These results indicate that H2SO 4 and MSA are sensitive to the details of the
mechanism, while DMS and SO2 are not. The comparisons between the model predictions and
observations in the lower troposphere show reasonable agreement for DMS and SO 2 (within
a factor of 5), but larger disagreements for H2SO 4 and MSA (factors of 5 to 30) due to the
difficulty in constraining their sources and sinks. The four model cases, however, bound the
H2SO 4 and MSA measurements. Moreover, the comprehensive mechanisms provide a better
match to the MSA observations.
Thesis Supervisor: Ronald G. Prinn
Title: TEPCO Professor of Atmospheric Chemistry
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Chapter 1
Introduction
1.1 Motivations
Sulfur compounds have a long, rich history in atmospheric chemistry, ranging from the recog-
nition of sulfur-containing species in air and rain by Robert Boyle more than three centuries
ago (Seinfeld and Pandis, 1998, p.1030), to the recent investigations focused on the impacts of
naturally and anthropogenically emitted sulfur-based compounds across a wide range of spatial
scales. On urban to regional scales, fossil-fuel combustion and industrial activity lead to pro-
nounced atmospheric inputs of sulfur dioxide (SO2). Through gas- and aqueous-phase chemical
reactions, SO2 is readily converted to acidic sulfate, which is then removed from the atmosphere
by wet and dry deposition. Acidic deposition has been found to severely damage terrestrial and
aquatic ecosystems, cause structural damage to buildings and materials, and is a potential
health hazard (Cowling, 1982; World Health Organization, 2000). More recently, the focus
has shifted towards understanding the regional to global scale influences of atmospheric sulfur
chemistry on climate (Andreae and Crutzen, 1997). The interest in sulfur-climate interactions
originates from work by Twomey (1974) and Charlson et al. (1992), who implicate anthro-
pogenic sulfur compounds as possible climate perturbers, and research by Shaw (1983) and
Charlson et al. (1987), who suggest a possible climate-regulating feedback induced by naturally
emitted sulfur-containing species.
At the heart of these sulfur-climate interactions are the sulfate aerosols produced from the
oxidation of SO 2. Sulfate aerosols directly influence climate by scattering in-coming solar radia-
tion, which leads to an estimated global radiative forcing of -0.2 to -0.8 W m- 2 (Ramaswamy
et al., 2001). Sulfate aerosols also indirectly force climate by altering cloud properties such
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Figure 1-1: Schematic of the atmospheric sulfur cycle. Emissions, deposition, condensation,
and nucleation are indicated by emiss, dep, con, and nuc, respectively.
as albedo, precipitation efficiency, and lifetime (Ramanathan et al., 2001). The total indirect
forcing is separated into the first and second indirect effects, which describe changes in cloud
droplet number concentrations and precipitation efficiency, respectively. Current estimates for
the global forcing from the first indirect effect for sulfate aerosols range between -0.3 to -1.8
W m- 2 (Ramaswamy et al., 2001). Estimates for the second indirect effect are sparse, but it is
believed to have the same sign and a similar magnitude as the first indirect effect (Ramaswamy
et al., 2001). Relative to other climate forcings -such as C0 2, ozone, and mineral dust- the
net radiative impact due to sulfate aerosols alone is among the largest and most uncertain of
the climatically-important agents (Ramaswamy et al., 2001). Given this intimate connection
between the atmospheric sulfur cycle and climate, there is a pressing need to better quantify
the mechanisms linking sulfur-containing gases to sulfate aerosols.
1.1.1 Atmospheric Sulfur Cycle
A general schematic of the atmospheric sulfur cycle is shown in Figure 1-1. The cycle is
divided into the following three components: (1) surface emissions, (2) chemical and physical
transformations, and (3) atmospheric removal. These components are briefly described below.
Thorough overviews of the atmospheric sulfur cycle are found in Berresheim et al. (1995)
Table 1.1: Global Sulfur Emissions (Tg S yr- 1)
Source DMS H2S CS 2  OCS SO 2  Sulfate Total NH/SH
Fossil-fuel/Industry * * * * 2.2 71-77 68/6
Biomass burning <0.01 <0.01 0.075 2.8 0.1 2.2-3.0 1.4/1.1
Oceans 15-25 <0.3 0.08 0.08 - 40-320 15-25 8.4/11.6
Wetlands 0.003-0.68 0.006-1.1 0.0003-0.06 - - - 0.01-2 0.8/0.2
Plants/Soils 0.05-0.16 0.17-0.53 0.02-0.05 - - 2-4 0.25-0.78 0.3/0.2
Volcanoes 0.5-1.5 - 0.01 7-8 2-4 9.3-11.8 7.6/3.0
Anthropogenic 73-80
Natural 25-40
Total 98-120
Adopted from Seinfeld and Pandis (1998, p.59). Fluxes are also shown for the Northern and Southern Hemi-
spheres (NH/SH). Fossil-fuel/Industry has a total reduced sulfur flux of 2.2 (i.e., the sum of the *'s) and the
net total is for the mid-1980s. The total oceanic flux excludes sea-salt contribution because sea-salt sulfate is
rapidily re-deposited on the surface. The total plants/soil flux excludes soil dust contribution. The two most
significant contributions are shown in boxes.
and Seinfeld and Pandis (1998, p.55-66). For detailed budget information consult the recent
model-based global studies by Langner and Rodhe (1991), Pham et al. (1995), and Chin et al.
(1996).
Emissions
The atmospheric sulfur cycle is initiated by the surface emissions of natural and anthropogenic
sulfur compounds. The natural sulfur contributions derive mainly from volcanic activity and
the terrestrial and marine biospheres. These natural emissions include the reduced sulfur-
containing gases dimethylsulfide (CH 3SCH 3, DMS), hydrogen sulfide (H2S), carbon disulfide
(CS 2), carbonyl sulfide (OCS), as well as volcanic injections of SO 2. With time, the biospheric
emissions exhibit strong seasonal cycles, while the volcanic emissions are highly episodic. The
anthropogenic emissions are mainly in the form of gaseous SO 2 and arise from a combination
of fossil-fuel combustion, industrial activity, and biomass burning. Table 1.1 summarizes the
sources of these natural and anthropogenic inputs and lists estimates of their corresponding
emissions (Seinfeld and Pandis, 1998). A more recent estimate of 15-33 Tg S yr-1 for the global
oceanic DMS flux was compiled by Kettle and Andreae (2000), which is consistent with the
range given in the table, but with a slightly larger uncertainty. On the basis of the magnitudes
of the emissions in the table, DMS and SO2 are the dominant sulfur-based sources, so studies
aimed at understanding the atmospheric sulfur cycle typically focus on these two species.
Transformations
Once emitted into the atmosphere, the sulfur-based compounds undergo a rich variety of chemi-
cal and physical transformations. Chemically, the reduced sulfur-containing species are reactive
and susceptible to oxidation by hydroxyl radicals (OH) to form S02. DMS is additionally ox-
idized by nitrate radicals (NO 3), which is an important DMS sink at night. The SO2 that
is either directly emitted or chemically produced undergoes further oxidation in the gas- and
aqueous-phases to sulfuric acid (H2SO 4) and sulfate (SO2-), respectively. This tendency to go
from reduced forms of sulfur to oxidized forms is noted in Figure 1-1 and is driven by the oxida-
tive nature of our atmosphere. Other chemical processes in the cycle include the photolysis of
OCS in the stratosphere, multiphase chemistry between SO2 and aerosols, and aqueous-phase
reactions of the soluble sulfur-bearing species. The physical transformations in the sulfur cycle
involve the transfer of sulfur compounds between the gas-, aerosol-, and aqueous-phases. The
mass transfer between the gas- and aerosol-phases ultimately occurs through either particle nu-
cleation -which converts gaseous H2SO 4 into new sulfate aerosol particles- or the condensation
and evaporation of semi-volatile sulfur-based vapors to and from existing aerosol particles and
cloud droplets.
Removal
The eventual fate of the atmospheric sulfur compounds is their removal by dry and wet de-
position. In dry deposition, gaseous and particulate sulfur-containing species are lost through
contact with land and ocean surfaces. Gas-phase SO2 is comparatively more reactive towards
the surface than the reduced sulfur compounds, and so dry deposition is an efficient sink primar-
ily for SO 2 . For sulfate aerosols, dry deposition depends on the particle size, where the smallest
(diameter < 0.005 pm) and largest (diameter > 1 pm) sulfate particles are most effectively
depleted at the surface. The most significant atmospheric sink for the highly oxidized sulfur-
based species, however, occurs through wet deposition. Wet deposition is efficient because the
oxidized sulfur-containing products and sulfate aerosols are extremely soluble and are readily
taken up by clouds and removed by precipitation. To a large extent, therefore, wet deposition
controls the atmospheric lifetime of many species in the atmospheric sulfur cycle.
1.1.2 Role of Dimethylsulfide
DMS plays a prominent role in the atmospheric sulfur cycle because it is the largest natural
source of sulfur globally (12-25% of the net sulfur in Table 1.1), the largest single source in the
Southern Hemisphere, and its cycling may influence climate on regional to global scales. DMS
first came to light as an important component in the sulfur cycle with its discovery in oceanic
waters by Lovelock et al. (1972). In the ocean, DMS is produced biologically by phytoplankton
(Keller et al., 1989), where it is postulated to offer cellular protection as an antioxidant (Sundra
et al., 2002). Due to its relatively low aqueous solubility (Sander, 1997), surface waters are
usually supersaturated in DMS, resulting in a net ocean-to-atmosphere flux.
Once emitted to the atmosphere, DMS undergoes a complex series of oxidation reactions
primarily by HO2, 03, and NO2 as discussed in Chapter 2. The gas-phase products of these reac-
tions include, but are not limited to, SO2 , H2 SO 4 , dimethylsulfoxide (CH 3S(O)CH 3, DMSO),
dimethylsulfone (CH 3 S(O) 2CH 3 , DMSO 2) and methanesulfonic acid (CH 3SO3H, MSA). Be-
cause these oxidized sulfur-based products are extremely hygroscopic, they condense on exist-
ing aerosols or form new particles through particle nucleation. The freshly nucleated particles
are condensation nuclei (CN) that, through coagulation and additional condensation, grow into
cloud condensation nuclei (CCN). Under typical supersaturations in the atmosphere (-0.1-1%),
CCN are activated into cloud droplets. The atmospheric pathways linking DMS to CN and
CCN are illustrated in Figure 1-2. These pathways are described in numerous studies, a few
examples of which include Raes and Van Dingenen (1992), Pandis et al. (1994), and Russell
et al. (1994).
Because the phytoplankton production of DMS depends on climatic variables -such as
temperature and sunlight- which are, in turn, affected by the CCN produced from DMS,
Charlson et al. (1987) first suggested that DMS plays a central role in a self-regulating climate
feedback loop. To illustrate the negative feedback, assume that temperature increases by a given
amount. For this temperature increase, the biological production of DMS by phytoplankton is
presumed to be more active, which leads to larger atmospheric concentrations of DMS. Higher
concentrations of atmospheric DMS implies increased amounts of sulfate aerosols, which scatter
more radiation and cool the system back towards its initial state. In this way, the climate is
stabilized and self-regulated. Though simple to state in words, the multiple components involved
in this feedback loop have been difficult to quantify. A decade and a half of DMS-related
research has taken place since the Charlson et al. (1987) paper, yet the magnitudes and signs
of many of the processes are still highly uncertain (Andreae and Crutzen, 1997). Processes
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Figure 1-2: Pathways linking DMS to aerosols and cloud droplets in the atmospheric sulfur cycle.
Rectangles and circles represent gas-phase and aerosol-/cloud-phase species, respectively.
fraught with large uncertainties include the microphysical connections between aerosols and
clouds, the response of phytoplankton to environmental stresses, and the non-linear production
of gas-phase SO 2, MSA, and H2SO 4 from atmospheric DMS. Quantifying this last process -the
photochemical oxidation of DMS to SO 2, MSA, and H2SO 4- is the major objective in this
thesis.
As a point of emphasis and clarification, the rectangles in Figure 1-2 represent sulfur-
containing species in the gas-phase, as opposed to the aerosol- and aqueous-phase species
present in the CN, CCN, and cloud droplets illustrated by the circles. Scattered throughout
the DMS-related literature, however, axe references associating gas-phase H2SO 4 to non-sea-
salt sulfate (nss-SO2-) and gas-phase MSA to the methanesulfonate anion (CH 3SO-, MS-).
To cite a recent example, Capaldo and Pandis (1997) modeled the gas-phase concentration
of MSA, which they then compared to observations of MS-. These associations persevered
in the literature because H2SO 4 and MSA are extremely soluble, and because, until recently,
(
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only measurements of SO2- and MS- were available. Also, previous studies centered on SO2-
rather than H2SO 4 because sulfate aerosols interact with climate. Distinguishing the gas-phase
species from their aerosol- and aqueous-based counterparts is highly important and not merely
an issue of semantics. For instance, gas-phase H2SO 4 has the potential to nucleate into new
aerosol particles (Viisanen et al., 1997; Kulmala et al., 1998), which makes it critical to know
the H2SO 4 concentration separately from SO2-. Furthermore, MS- can be formed in two
independent ways, (1) through aqueous-phase chemistry (Bardouki et al., 2002), and (2) the
condensation of MSA followed by acid dissociation. Therefore, the gas-phase concentration of
MSA is not necessarily a good measure of MS- in the aqueous-phase. Because the gas-phase
DMS oxidation mechanism is the focus of this thesis, all of the DMS-related species are hereafter
considered to be in the gas-phase unless otherwise noted.
1.2 Overview and Objectives
This thesis thematically centers around the gas-phase oxidation of DMS, which connects emis-
sions to aerosols in the atmospheric DMS cycle. Because DMS is emitted primarily from oceans,
DMS oxidation is restricted to the remote marine atmosphere throughout this thesis. This re-
striction serves two useful purposes. First, this imparts important limiting conditions on the
oxidation chemistry. In particular, NO. levels are lower in the remote marine environment than
in urban settings, which leads to a drastic reduction in the required number of DMS oxidation
reactions. Second, a thorough understanding of the marine oxidation of DMS is useful for char-
acterizing the natural background sulfur cycle because the natural sulfur cycle is dominated
by DMS emissions. By establishing a baseline for the natural background sulfur cycle, there-
fore, any anthropogenic perturbations to the total sulfur cycle are more easily discerned and
analyzed.
1.2.1 Active Questions
There are numerous active questions surrounding the atmospheric DMS cycle. Rather than
attempting to answer all of these questions, this thesis addresses the subset of questions related
to the sources and sinks of the gas-phase DMS-related species, which are displayed by the
arrows going to and from the rectangles in Figure 1-2. Certain non-gas-phase phenomena, such
as the effects of the uptake of soluble sulfur-containing gases on the growth of aerosols, are not
covered. Though slightly prohibitive, the spectrum of remaining issues is still very large, as
illustrated by the following set of questions that are actively pursued in this dissertation.
Q1. The cycling of DMS in the remote marine atmosphere involves many simultaneous pho-
tochemical and non-photochemical processes. For instance, SO2 is affected by a complex
combination of chemistry, transport, dry deposition, and other heterogeneous processes.
Which of these chemical and physical processes, therefore, are most important in regu-
lating the gas-phase concentrations of the DMS-related species? Further, once the most
important processes are identified, can the number of parameters required to simulate the
DMS cycle be reduced by eliminating the non-important parameters?
Q2. The two most commonly used sea-to-air transfer parameterizations yield surface fluxes
that differ from each other by a factor of two (Liss and Merlivat, 1986; Wanninkhof, 1992).
Because DMS is produced in ocean surface waters, the resulting DMS emissions are also
uncertain by a factor of two. Adding to this uncertainty, the DMS oxidation mechanism
contains many reactions with highly indeterminate rate constants. Therefore, are the
uncertainties in the DMS-related species primarily due to uncertainties in emissions or
chemistry, or some other process? Furthermore, can the specific processes and reactions
that contribute to these DMS-related uncertainties be identified?
Q3. DMS and SO2 have long been measured in the remote marine atmosphere because of
their relatively large abundances and lifetimes (~109 molecules cm- 3, 3-5 days). These
measurements, however, do not peer deep enough into the DMS oxidation mechanism
to assess key branching ratios. Recent advancements in instrumentation now allow for
high-frequency, atmospheric measurements of gas-phase H2SO 4 and MSA aboard aircraft
(Eisele and Tanner, 1993). When combined with observations of DMS and SO2, can these
new gas-phase measurements provide a deeper insight into the DMS oxidation mechanism?
More specifically, can they be used to elucidate the complex branching within the DMS
mechanism? Furthermore, what sort of modeling framework is most appropriate for
simulating these new measurements?
Q4. DMS is photochemically destroyed by the OH radical, so, at the very least, models of
DMS chemistry require knowledge of the oxidative state of the atmosphere as a con-
straint. Besides photochemistry, the DMS-related species are also largely affected by
non-photochemical processes such as heterogeneous removal and turbulent mixing. Gas-
phase H 2SO 4, for example, is highly soluble and readily condenses on aerosols. This
means that ambient aerosol distributions are required to constrain H2SO 4. This leads
to the question, what photochemical and non-photochemical observations are required to
constrain models of the DMS cycle in the remote marine environment?
Q5. Temperature affects the DMS cycle in profound ways. Perhaps the largest influence is
through the initial attack of OH on DMS, which occurs through two channels with opposite
temperature-dependencies. One channel leads to SO2 and H2SO 4 ; the other yields DMSO
and DMSO 2. Consequently, the ratios of important sulfur-containing compounds may
vary as a function of temperature. One related ratio involves the anions MS- and nss-
SOP, which are measured in ice cores as a proxy for the biogenic sulfur cycle in ancient
climates (Whung et al., 1994; Saltzman et al., 1997; Legrand et al., 1997). Thus, how do
the products of DMS oxidation vary with temperature? Are these temperature variations
attributable to a few, or many, chemical reactions? As related to Q2, do the uncertainties
of the DMS-related species also vary with temperature?
Q6. Due to limited computational resources, previous model-based studies of the global sulfur
cycle used highly-parameterized mechanisms for DMS oxidation. These simplified mecha-
nisms represented multi-step pathways using single reactions. Some of these studies even
fixed the yields at important branching points. In one recent example, only 5 gas-phase
reactions connected DMS to DMSO, MSA, SO2, and sulfate (Pham et al., 1995). An ob-
vious question is, how well do these parameterized DMS mechanisms perform relative to
more comprehensive schemes? Further, do the parameterized and comprehensive mech-
anisms agree at some locations, but not others (e.g., the boundary layer versus the free
troposphere)?
Q7. Given the connection between sulfate aerosols and climate, global model-based studies of
the sulfur cycle attempt to calculate the amount of sulfate aerosols formed from oceanic
DMS emissions. As mentioned in Q6, the pathways leading to sulfate aerosols represented
in global models are usually parameterized. In fact, most of these models do not even
resolve gas-phase H2SO 4. Instead, they assume that H2SO 4 is instantly converted to sul-
fate aerosols. These studies, therefore, miss out on the dynamics of aerosol nucleation.
Therefore, as an addendum to Q6, what levels of H2SO 4 are required for new particle pro-
duction through binary nucleation? Given the low temperatures and high concentrations
of H20 and H2SO 4 required for nucleation, which regions of the remote marine atmo-
sphere support the largest nucleation rates? Lastly, how sensitive are these nucleation
rates to the type of DMS oxidation mechanism (parameterized versus comprehensive)?
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Figure 1-3: The modeling hierarchy used to examine DMS oxidation chemistry. The focus of this
thesis is on DMS chemistry, which lies at the center of the diagram. The three separate models
-and their advantages, disadvantages, and uses- are shown surrounding the DMS chemistry.
The flow of information between the various models is depicted by the arrows.
1.2.2 Modeling Hierarchy
The aforementioned questions cover a wide range of temporal and spatial scales, and thus require
model-based approaches of varying size and complexity. Hence, this dissertation uses a hierarchy
of three different models in an attempt to answer these DMS-related questions. These three
models are depicted schematically in Figure 1-3. As noted in the figure, the lower dimensional
models are numerically efficient, which makes them ideal for exploring the sensitivities and
uncertainties of DMS chemistry. The higher dimensional models, on the other hand, are more
realistic, may be used to compare with observations, and sample a larger range of atmospheric
conditions. These three models are not independent from one another, however, as portrayed
by the connecting arrows in the figure. That is, the sensitivity and uncertainty information
gained from the box and column models can be used to identify and constrain important factors
in the global study. Further, the global model results can be used to choose optimal settings
for the box model. Although the DMS-related information flows between the three models,
this thesis describes each model using separate, stand-alone chapters. This structure leads to
some repetition and overlap, but allows for self-contained chapters with minimal reliance on
the other chapters. The three models are briefly introduced below as they relate to questions
Q1-Q7.
Remote Marine Boundary Layer Box Model
A box model of the DMS cycle in remote marine boundary layer (RMBL) is discussed in Chapter
3. This model uses a comprehensive DMS oxidation mechanism and has representations for
DMS emissions, heterogeneous removal, and mixing into and out of the RMBL. The general
model conditions are based on a set of observations made during a recent measurement campaign
in the remote Pacific. Important oxidizing species such as OH and 03 were also measured during
this campaign. The observed time-series of these oxidants define a set of forcing-functions used
to drive the diurnal variations in the DMS photochemistry. Because this model is numerically
very efficient, it can be integrated thousands of times for different sets of conditions and model
parameters. For these reasons, this model well-suited for characterizing the sensitivities and
uncertainties of the sulfur-based species as addressed by questions Q1 and Q2. Additionally,
the response of the model to temperature changes, as noted in question Q5, is easily handled.
Because the box model is highly idealized, however, it is ill-suited for comparisons with real
atmospheric observations as mentioned in questions Q3 and Q4.
Observationally-Constrained Column Model
A one-dimensional column model of DMS chemistry and mixing is detailed in Chapter 4. As
with the box model, this model uses a comprehensive DMS oxidation mechanism. The col-
umn model also includes gas-to-aerosol transfer through condensation on background aerosols
and dry deposition at the ocean surface. The column model vertically resolves the marine
atmosphere into three dynamic layers (boundary layer, buffer layer, and free troposphere) and
explicitly calculates the mixing into and out of these layers. Most importantly, many model
inputs are constrained using high-frequency observations made aboard an aircraft flight during
a recent measurement campaign. These aircraft observations constrain the meteorology, oxi-
dation chemistry, and ambient aerosols in the column model. Aircraft soundings of DMS also
constrain the surface flux of DMS and vertical mixing in the model. As related to the model
outputs, concurrent observations of SO2, MSA, and H2SO 4 in the gas-phase were made by the
aircraft. The highly-constrained nature of the column model provides an excellent platform
for scrutinizing the gas-phase kinetics of DMS oxidation because all of the major photochemi-
cal and non-photochemical sources and sinks are constrained, accept for the DMS mechanism.
This observationally-constrained column model, therefore, is used to directly address questions
Q3 and Q4. This column model is also fairly computationally efficient, and so it is useful for
assessing the uncertainties referred to in question Q2. Note, question Q1 is partially addressed
through a budget analysis of the important DMS-related species.
Three-Dimensional Global Model
A three-dimensional global chemical transport model is described in Chapter 5. This model
is driven by offline meteorological fields, rather than calculating these variables online. This
frees up valuable computational resources that are used for computing expensive photochemical-
related processes. As such, a comprehensive version of the DMS oxidation mechanism is utilized
in this study. Other important DMS-related processes included in the model are: (1) seasonally-
varying sea-surface DMS concentrations based on climatology, (2) an explicit formulation for
the loss of sulfur-bearing compounds on climatologically-derived global aerosol distributions,
(3) the scavenging of soluble oxidized sulfur-containing species in clouds, and (4) the dynamic
calculation of dry deposition for SO2 over the oceans using a resistance-based model. For sim-
plicity, however, offline oxidation fields (e.g., HO, and NO,) taken from another study are used
to drive the DMS chemistry. The main outputs of this model are the gas-phase concentrations
of the DMS-related species -including H2SO 4 and MSA. Note that aerosol concentrations of
SO2- and MS- are not tracked in this model. Because this model uses a comprehensive DMS
mechanism, question Q6 is addressed directly by replacing the full mechanism with parameter-
ized versions. Moreover, the model predictions of gas-phase H2SO 4 allow for an assessment of
the nucleation rates of sulfate aerosols, as noted in question Q7. Pertaining to question Q3,
the offline meteorological fields driving the model are based on observations, which suggests
that realistic comparisons can be made between modeled and measured DMS-related species.
There are many factors, however, that limit these comparisons. These include poor knowledge
of the DMS surface flux, short-lived species, the sparsity of observations in space and time,
and coarse model resolution. Tentative model-observation comparisons are done, but not to
ascertain mechanistic information as noted in question Q3.
1.3 Previous Studies Using Comprehensive DMS Mechanisms
The core of this thesis is to use modeling-based approaches to study the atmospheric pathways
in the oxidation of DMS. While numerous published studies have addressed important issues
related to atmospheric DMS oxidation, most of these studies employed parameterized DMS
mechanisms (for example, see Davis et al. (1999) and Shon et al. (2001)). Falling into the
realm of studies using parameterized mechanisms are all of the global-scale models with DMS
chemistry (for example, see Pham et al. (1995) and Barth et al. (2000)). The studies that
did use complex DMS mechanisms are summarized here in chronological order. This summary
gives a sense which DMS-related questions have been addressed, and which questions are still
open.
Using an extensive compilation of available kinetic and thermochemical data related to
organosulfur compounds, Yin et al. (1990b) assembled a comprehensive mechanism for the
oxidation of DMS (~150 reactions and ~50 species). In a companion paper, Yin et al. (1990a)
tested their mechanism through a series of smog chamber experiments. These experiments
monitored the evolution of gas-phase DMS and SO2 over a four-hour period and for a range of
high NO2 conditions. They also measured the average aerosol-phase concentrations of MS - and
SOP~. Using their mechanism, Yin et al. (1990a) simulated successfully the decay of DMS and
increase in SO2 with time. Their mechanism, however, consistently overestimated the yields of
sulfate and methanesulfonate. Their overestimation could have resulted from not taking wall
losses into account for these species or some other experimental procedure. At odds with these
results are recent studies indicating that the same mechanism actually underestimates MSA
in the remote marine atmosphere. This disagreement may be due to differences between DMS
chemistry in polluted and non-polluted conditions (i.e., the high NO2 chamber versus the low
NO. marine atmosphere). More likely, however, are missing MSA production reactions in the
original Yin et al. (1990b) mechanism. Nevertheless, the Yin et al. (1990b) mechanism has
solidified our understanding of DMS oxidation chemistry and serves as a strong foundation for
building up future knowledge of DMS chemistry.
Koga and Tanaka (1993) constructed a moderately complex model of DMS oxidation chem-
istry in the surface mixing layer. They applied this model to the variations in temperature,
photolysis, and surface DMS flux typically encountered between 60'S and 60*N. Their chemical
mechanism included reactions related to DMS oxidation (40 reactions and 23 sulfur-containing
species taken from Yin et al. (1990b)) and the production of important oxidizing species (12
photolytic and 34 chemical reactions relevant to HO2-NO2-CH 4 chemistry). Other processes in-
cluded the dry deposition of SO2, heterogeneous removal of DMSO, DMSO 2, MSA, and H2SO 4,
and the aqueous-phase production of non-sea-salt sulfate from condensed DMSO, DMSO 2,
MSA, and SO2 . Numerous simplifications were made in their model, including fixed values for
important parameters (e.g., the surface layer height, condensation rates, and the heterogeneous
conversion of SO2 to sulfate). Perhaps the most constraining simplification is the lack of mixing
into and out of the surface layer. In spite of these deficiencies, Koga and Tanaka recognized of
the extreme influence of temperature on the distribution of oxidized sulfur-bearing products.
In particular, they suggested that the temperature-dependent reactions between DMS and OH
may explain fully the latitudinal trends in the ratio of nss-SO2- to MS-. The basis of their
premise is that MSA is produced primarily through a DMS+OH addition channel that has a
negative temperature-dependence (i.e., increases with falling temperature). Because the Yin
et al. (1990b) mechanism does not include such pathways, Koga and Tanaka (1993) postulated
the existence of two new MSA production routes. Their conclusions are re-assessed in this
thesis in light of new DMS mechanistic details.
As an extension of the previous studies, Hertel et al. (1994) utilized a fairly sophisticated
one-dimensional Lagrangian trajectory model to reproduce the concentrations of observed DMS-
related species arriving at a coastal location in France. Their model explicitly solved for vertical
mixing, and included detailed representations of wet and dry deposition. On the chemistry side,
they used a large mechanism (~200 reactions and ~80 species) to calculate important back-
ground photochemical species (e.g., 03, NO2, and RO2) and DMS-related species (58 sulfur-
based reactions, 26 sulfur-containing species). Despite the large number of sulfur-based reac-
tions, their representation of DMS chemistry was highly parameterized and laden with mech-
anistic inaccuracies. As one example, Hertel et al. (1994) assumed that DMS reacts with OH
through an addition channel with a positive temperature dependence. This assumption stands
in contrast to laboratory measurements (Hynes et al., 1986; Barone et al., 1996; Turnipseed
et al., 1996) and other modeling studies that show a negative temperature dependence for this
reaction. As another example, Hertel et al. (1994) eliminated many radical species, including
one that may play a role in the branching between S02, H2SO 4, and MSA. Further, they sim-
plified the DMS mechanism by fixing the yields of MSA (83%) and H2SO 4 (17%) produced
from eight different reactions. Their analysis was also complicated by the fact that the coastal
location was influenced by continental air masses. This polluted air was rich in anthropogenic
SO2, which greatly perturbed the chemistry and obscured their calculated concentrations of
DMS-based end products. Collectively, their simplifications caused large discrepancies between
the modeled and observed concentrations. These discrepancies are as large as an order of mag-
nitude for DMS and SO2, which brings into question their reasonable agreement for MS-.
Saltelli and Hjorth (1995) developed a moderately complex gas-phase DMS mechanism
comprised of 37 sulfur-based reactions and 18 sulfur-containing species. They also assigned
uncertainty ranges for each of the reaction rate constants, which allowed them to carry out
quantitative analyses of the sensitivities and uncertainties of the DMS-related species to im-
portant kinetic parameters. There are two important points regarding the Saltelli and Hjorth
(1995) mechanism. First, they removed DMSO as intermediate species, which eliminated any
possible branching involving this species. Second, they used anomalous values for the rate
constants associated with reactions producing SO2 and MSA, with the net effect of enhancing
and degrading the production rates of MSA and SO2, respectively. These adjustments compen-
sated for the underestimation of MSA inherent in the Yin et al. (1990b) scheme. Using their
mechanism, Saltelli and Hjorth (1995) performed simulations for polluted and non-polluted
conditions and focused on the following three different model outputs: (1) the ratio of MSA to
S0 2+H 2SO 4, (2) the formation paths to SO2 and H2SO 4, and (3) the role of sulfur-containing
peroxynitrate species. Saltelli and Hjorth (1995) found that, for their specific mechanism struc-
ture, reactions involving methylsulfoxyl radicals played critical roles in the production of S02,
H2SO 4, and MSA. Furthermore, they dismissed a potentially important pathway suggested by
Bandy et al. (1992) that forms H2SO 4 from DMS in the absence of SO2. Regarding the forma-
tion of sulfur-bearing peroxynitrates, they concluded that they are formed in small quantities
at 298 K, but may be more important at lower temperatures and could be involved in het-
erogeneous reactions. In spite of their thorough statistical analysis, certain model limitations
prevent their results from having widespread applicability, especially in the interpretation of
atmospheric DMS-related data. In particular, the influence of temperature on DMS oxida-
tion was ignored. Other neglected processes included diurnal variability, vertical mixing, and
heterogeneous removal through dry deposition and condensation.
Because the majority of DMS modeling studies use parameterized oxidation mechanisms,
Capaldo and Pandis (1997) sought to quantify the differences between these condensed schemes
versus more comprehensive versions. Specifically, they tested three comprehensive (Yin et al.,
1990b; Koga and Tanaka, 1993; Hertel et al., 1993) and two parameterized mechanisms (Pham
et al., 1995; Benkovitz et al., 1994) using a box model representation of the marine bound-
ary layer. Besides gas-phase chemistry, they included routines for wet and dry deposition,
entrainment into the boundary layer, and the heterogeneous conversion of SO2 to nss-SO2- in
cloud-droplets and sea-salt aerosols. Note that, as in many other reports, Capaldo and Pan-
dis (1997) equated gas-phase MSA to MS-, and thus did not include the chemical production
of MS- in clouds and aerosols. Capaldo and Pandis (1997) subjected these mechanisms to a
range of conditions at six surface locations between 40'S and 35*N. The five mechanisms had
good agreement in terms of gas-phase DMS at the six locations because all of the schemes used
similar initial oxidation steps. More surprisingly, four of the five mechanisms gave comparable
results for SO2 and nss-SO-, where the outlying mechanism was from Hertel et al. (1994).
For MS-, however, the mechanisms had significant disagreements, some of which were as large
as two orders of magnitude. They found that the Hertel et al. (1994) mechanism consistently
produced the most MS-, while the Yin et al. (1990b) scheme produced the least. In spite of
these large differences, there were no discernible biases towards the parameterized and com-
prehensive DMS mechanisms. When compared to measurements of sulfur-containing species,
Capaldo and Pandis found that not a single mechanism reproduced the observations at all of
the locations. This study, therefore, reinforces the fact that the gas-phase production routes of
MSA require further scrutiny. Finally, Capaldo and Pandis (1997) asserted that the parame-
terized and comprehensive DMS mechanisms are comparable. This, however, follows only for
the conditions in the marine boundary layer to which their model was confined. Above the
marine boundary layer the effects of temperature- and pressure-dependent chemistry are more
pronounced, and so the differences between the parameterized and comprehensive mechanisms
are likely to be larger.
Campolongo et al. (1999) recognized both the power of the statistical techniques and the
model and mechanism deficiencies in the study by Saltelli and Hjorth (1995). By correcting
these deficiencies and using Monte Carlo methods, Campolongo et al. (1999) greatly expanded
on the work of Saltelli and Hjorth (1995). The specific improvements implemented by Campo-
longo et al. (1999) included the addition of multiphase processes (i.e., gas-aerosol partitioning
and aqueous chemistry) and wet and dry deposition. Mechanistic improvements consisted of
the introduction of DMSO as an intermediate species and the update of the rate constant
for the dissociation of CH 3SO2, which is a critical SO2 precursor. In spite of these vast im-
provements, the model still did not account for SO2 processing on sea-salt aerosols, and the
gas-phase mechanism still used anomalous values for MSA-related rate constants to enhance
its production. In a fashion similar to previous studies, Campolongo et al. (1999) subjected
their model to latitudinal variations (55 0 S to 55'N) in meteorological and oxidizing conditions.
They investigated the variations in the ratio of MS- to nss-SO2 as a function of latitude, both
with and without multiphase chemistry. When compared to observed values for this ratio, they
found that only the model version containing multiphase chemical pathways agreed statistically
with the observations. Campolongo et al. (1999) also concluded that new pathways producing
MS- must exist, and they endorsed an aqueous-phase path as being the best candidate, though
they did not rule out pathways that enhance gas-phase MSA.
Chapter 2
DMS Oxidation Chemistry in the
Remote Atmosphere
The mechanism for the gas-phase oxidation of dimethylsulfide (CH 3SCH 3 , DMS) in the remote
marine atmosphere is summarized in this chapter. To avoid repetition with previous reviews,
only the key sulfur-containing species and reactions are highlighted here. As will be shown
shortly, an immense insight into DMS oxidation chemistry is gained by concentrating on the
general trends and aspects, rather than the specific details. Consult the exhaustive review
by Yin et al. (1990b) for the detailed kinetics of individual DMS-related reactions. Additional
overviews of DMS chemistry are also found in Turnipseed and Ravishankara (1993), Berresheim
et al. (1995), and Urbanski and Wine (1999). Because the focus is on DMS chemistry in
the remote marine atmosphere, the discussion in this chapter is centered around the relevant
oxidizing conditions for that environment (e.g., low concentrations of NO.). Refer to Yin et al.
(1990b) for the chemistry of DMS in a polluted atmosphere.
A diagram of the mechanism for the oxidation of DMS in the remote marine atmosphere is
shown in Figure 2-1. The complexity in the mechanism is apparent from the outset. DMS can
initially react with hydroxyl radicals through two separate channels called the H-abstraction
and OH-addition branches. As shown in the darker shaded region in Figure 2-1, dimethyl-
sulfoxide (CH 3S(O)CH 3, DMSO), dimethylsulfone (CH 3 S(O) 2 CH3 , DMSO 2 ), methanesulfenic
acid (CH 3SOH, MSEA), and methanesulfinic acid (CH 3S(O)OH, MSIA) are produced solely
along the OH-addition branch. SO2 and sulfuric acid (H2SO 4), on the other hand, are pro-
duced primarily through the H-abstraction branch shown in the lighter shaded region. Another
major end-product is methanesulfonic acid (CH 3SO3H, MSA), which is intermediate to the OH-
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Figure 2-1: The DMS oxidation mechanism in the remote marine atmosphere. The diagram is organized so that species within a
column tend to have similar molecular structures. Also, the general trends in oxidation state, chemical reactivity, and solubility
are shown on the left. The dark and light gray regions denote the DMS+OH addition and abstraction branches, respectively.
Speculative pathways that are tested in this thesis are denoted by dashed arrows.
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addition and H-abstraction branches because the highly uncertain production of MSA likely
involves a combination of the two pathways.
To complicate matters, the OH-addition and H-abstraction branches are not completely
independent. MSEA and MSIA are products along the OH-addition branch, but can react
with OH to form precursors to SO2 and H2SO 4. Further, many of the branching points in
the DMS mechanism -including the initial branching at DMS+OH- are extremely sensitive to
temperature and pressure. Moreover, many of the sulfur-based species are susceptible to removal
by condensation on ambient aerosols and other heterogeneous processes. Taken together, these
overlapping factors complicate the attempts to decipher the DMS oxidation chemistry.
There are, however, certain underlying features that simplify the analysis of DMS oxidation
chemistry. Figure 2-1 is organized logically to highlight some of these features. Specifically,
species that have similar molecular structures are aligned vertically in the diagram. As an
example, DMS, DMSO, and DMSO 2 are all contained in the same column (i.e., the left-hand
column in Figure 2-1). Organizing the diagram is this manner has two main advantages. First,
the species within a column tend to undergo similar types of reactions. To illustrate, DMS and
DMSO both react with OH through an addition channel, while MSEA and MSIA both react
with OH through an abstraction channel. This allows for the classification of characteristic
reactions and the identification of critical branching points. The second advantage pertains to
important chemical and physical trends within a given group of species. That is, the sulfur-
based species increase in oxidation going from the bottom of a given column to the top. In other
words, DMSO 2 is more oxidized than DMSO, which is more oxidized than DMS. The change in
the oxidation state has important consequences for the chemical reactivities and solubilities.
The logical structure of Figure 2-1, therefore, reflects the most important general aspects
of DMS oxidation chemistry and serves to guide the rest of the discussion in this chapter. The
general aspects touched on include (a) trends in the reactivities and solubilities of the sulfur-
based species as related to their structures and degree of oxidation, (b) classification of the
reactions into five characteristic reaction types, and (c) a break-down of the branching at the
three most important sets of branching points in the mechanism.
2.1 Species, Structures, and Properties
The important sulfur-containing species involved in the atmospheric DMS cycle are shown
in Table 2.1. The valence structures around the central sulfur atoms are also displayed, as
are some relevant chemical and physical properties and typical atmospheric concentrations.
Table 2.1: Important Gas-Phase DMS-Related Species and Their Properties
Name Symbol Formula Structure Ox # a Solubility b Lifetime ' Concen d AHfe
dimethylsulfide
dimethylsulfoxide
dimethylsulfone
methanesulfenic acid
methanesulfinic acid
methanesulfonic acid
DMS CH3SCH 3 H3 C-S -CH3
DMSO CH 3 S(O)CH 3
DMSO 2 CH 3 S(O) 2 CH3
MSEA CH 3SOH
MSIA CH 3S(O)OH
MSA
sulfur dioxide
sulfuric acid
0||
H3C-S -CH 3
0||
H3 C-S -CH 3||
H3 C-S -OH
0||H3 C-S -OH
0||
CH 3 SO 3 H H3C-S -OH||
0
SO 2
H2SO4
O=5=O
0
HO-S -OH||
O
5 x 10-1
0 > 5 x 104
days (c)
hrs (c+a)
> 5 x 104 hrs (a)
0 ?
+2 ?
~ 1012
+4 1.4
? hrs (c)
? hrs-days (c+a+s)
hrs (a)
days (c+a+s)
mins-hrs (a)
* Oxidation numbers are given for the central sulfur atom.
b Solubilities are given in terms of Henry's law coefficients (M atm-1) at 298 K from Sander (1997).
c Approximate atmospheric lifetimes based on the dominant removal process(es) (c = chemistry, a = aerosols, and s = surface). Question
marks denote highly uncertain lifetimes.
d Typical concentrations (molecules cm- 3) in the marine boundary layer. MSEA and MSIA have not been observed in the atmosphere.
* Calculated enthalpies of formation (kJ mole- 1) at 298 K from Wang and Zhang (2002a).
-35.9
-145.4
-365.6
-139.4
-318.2
-547.6
-285.9
-711.0
104-107
109
104-107
To understand the variety of structures and properties, first note that neutral sulfur atoms are
isoelectronic with neutral oxygen atoms (i.e., they have the same number of outershell electrons).
Thus, swapping sulfur atoms for the oxygen atoms in common oxygenated hydrocarbons yields
a plausible set of sulfur-containing compounds. As an example, DMS is the sulfur-based analog
to dimethylether (CH 30CH3). Other examples are illustrated below:
oxygen-containing sulfur-containing
alcohol R-0-H <--> thiol R-S-H
ether R-0-R' < sulfide R-S-R'
peroxide R-0-0-R' <==> disulfide R-S-S-R'
ketone R-C(O)-R' < thioketone R-C(S)-R'
carboxylic acid R-C(O)-OH < dithiocarboxylic acid R-C(S)-SH
Unlike oxygen atoms, however, sulfur atoms have empty, low-lying 3d-orbitals. Sulfur atoms
use these unfilled orbitals to engage in p-d bonding in a manner similar to ir-bonding between
p-orbitals. This enables sulfur atoms to expand their valence electron octets, thereby resulting
in an enormous extension to the range of feasible structures, oxidation numbers, and properties
as compared to the oxygenated hydrocarbons. As illustrated in Table 2.1, DMSO 2, MSA, and
H2SO 4 are three common examples of sulfur-based species with expanded valence counts.
Because sulfur atoms can extend their valence structures, their oxidation numbers have a
wider range of values than oxygen atoms in oxygenated hydrocarbons. Referring to Table 2.1,
these sulfur-based oxidation numbers range from -2 for DMS to +6 for H2SO 4 . By comparison,
oxygen-containing compounds exhibit an oxidation state of mainly -2, or -1 in peroxides. This
wide range of sulfur-based oxidation numbers coincides with important trends in the physical
and chemical properties of the DMS-related species.
One trend is associated with chemical reactivity, where the species with lower oxidation
numbers are more susceptible to photochemical oxidation than the species with higher oxidation
numbers. For example, DMS is the most reduced form of sulfur in the DMS cycle and it
is rapidly oxidized by OH radicals during the day and NO 3 radicals at night. H2SO 4 , on
the other hand, is highly oxidized and does not undergo additional chemical oxidation. As
another example, MSEA has a lower oxidation number and higher chemical reactivity than
MSIA and MSA. This trend in reactivity occurs for two reasons, depending upon the type of
reaction. Addition-type reactions can only occur to sulfur atoms with unsaturated valences,
and so DMS is more likely to react than DMSO 2 by way of addition. Second, sulfur atoms
with higher oxidation numbers are less able to stabilize, through resonance, the excess electron
density resulting from abstraction-type reactions. Considering the scission of O-H bonds in
CH 3S(O),O-H, for instance, the sulfur atom in MSEA accommodates the unpaired electron
more easily than the sulfur atom in MSA. This is nicely reflected in the calculated O-H bond
strengths of 299, 340, and 471 kJ mole- 1 for MSEA, MSIA, and MSA, respectively (Wang and
Zhang, 2002a).
The wide range of sulfur-based oxidation numbers also has a connection to the solubility
properties of the DMS-related species. Solubilities play a role in the uptake of oxidized sulfur-
containing compounds into cloud droplets and on aerosols, which are dominant sinks for many
of the species. As shown in Table 2.1, species with larger oxidation numbers also have higher
Henry's law coefficients. To understand this solubility trend, it is useful to consider the polarities
of the compounds because polar molecules are more soluble in aqueous solutions than non-polar
molecules. Carbon, sulfur, and oxygen atoms have electronegativities of 2.55, 2.58, and 3.44,
respectively, on Pauling's electronegativity scale. This implies that S-C bonds are largely non-
polar, while S-0 bonds are highly polarized. As a result, DMS is only moderately soluble
because it is comprised of S-C bonds. MSA and H2SO 4, on the other hand, have multiple
S-0 bonds, so they are highly polarized and immensely soluble. On a related note, the highly
oxidized species H2SO 4 also has an extremely low vapor pressure, which allows it to nucleate
with water vapor to form new aerosols under certain atmospheric conditions.1
The chemical reactivities and efficiency of heterogeneous removal dictate the atmospheric
lifetimes of the gas-phase sulfur-based species. The reduced or mildly oxidized species DMS and
MSEA have significant photochemical sinks and negligible heterogeneous losses. These species
are mainly controlled by their reaction with OH, resulting in lifetimes of hours (for MSEA) to
days (for DMS). At the high oxidation limit are the species DMSO 2, MSA, and H2 SO 4 , which
have large heterogeneous removal sinks and virtually no photochemical losses. These species
have atmospheric lifetimes of minutes to hours, which is essentially due to their uptake by
aerosols and cloud droplets. Between these two limits, the intermediate species DMSO, MSIA,
and SO2 depend on a combination of photochemical loss and heterogeneous removal, which
leads to lifetimes in the range of hours to days.
Finally, it is useful to point out the structural similarities and differences between the
species in Table 2.1. Referring to their structures, DMS, DMSO, and DMSO 2 are similar and
form a group called DMSO2. Additionally, MSEA, MSIA, and MSA are similar and form a
group called CH 3S(O),OH. These two groups differ from each other only by the attachments
'The vapor pressure for H 2SO 4 over ammonium sulfate at 298 K is -5x10-" Pa (Marti et al., 1997).
to the central sulfur atom. The DMSO, species contain two methyl substituents (-CH3), while
the CH 3S(O).OH species have one hydroxyl (-OH) and one methyl. Though this difference
may seem small, it greatly affects their chemical reactivities, as addressed in the next section.
Another group of species worth mentioning, but not displayed in Table 2.1, are the methyl
sulfoxyl radicals. These species are denoted by CH 3S(O), for x = 1 - 3, and are similar to
MSEA, MSIA, and MSA, but with the hydroxyl hydrogens removed. As shown in Figure 2-1,
the methyl sulfoxyl radicals are important intermediates along the H-abstraction branch.
2.2 Characteristic Reactions
The DMS oxidation mechanism in Figure 2-1 displays a dizzying array of chemical reactions.
By classifying these reactions according to their general characteristics, however, a simplified
picture of DMS oxidation emerges. This classification is based on the premise that species with
similar structures undergo similar chemical transformations. For example, DMS and DMSO
both belong to the DMSO2-group and both react by way of OH addition. The reactions are
classified into the following five categories: abstraction, addition, oxidation, dissociation, and
isomerization.
Classifying the reactions in the mechanism in this manner has two important uses. First,
instead of memorizing the numerous reactions in the scheme, it can be navigated just by knowing
the general types of reactions that occur for a particular species. Second, if any deficiencies in
the oxidation scheme are found, they may be filled in by using analogous reactions as a first
guess. For instance, reactions that are important for MSEA may also apply for MSIA. The
procedure of using analogous reactions is implemented in Chapter 4 to predict missing MSA
production routes.
During the following discussion it is also important to keep in mind that many of the
rates of the DMS oxidation reactions have not been directly measured in the laboratory. They
are, instead, mainly inferred from thermochemical and kinetic arguments and observed end-
products. 2 The large gaps in the kinetic information are due, primarily, to the fleeting nature
of the intermediates. Quantum chemical computations are beginning to fill in some of these
gaps (Kukui et al., 2000; Wang and Zhang, 2001, 2002b), but there is still a long way to go. Of
the DMS oxidation reactions shown in Figure 2-1, less than half have rate constants based on
2Many reaction rates were estimated by Yin et al. (1990b) using bond strengths and analogous reactions.
Also, Urbanski et al. (1998) detected CH3 radicals as end products from the reaction between DMSO and OH,
which suggests the formation of MSIA.
Table 2.2: DMS Oxidation Reactions With Measured Rate Constants
Reaction Rate Constant Reference
CH3 SCH3 + OH -> CH 3SCH 2 + H2 0 1.2 x 1011 exp (-260/T) DeMore et al. (1997)
CH3 SCH 3 + NO 3 -+ CH3SCH 2 + HNO 3  1.9 X 1013 exp (500/T) DeMore et al. (1997)
CH 3SCH 3 + OH - CH3S(OH)CH 3  kf Atkinson et al. (1997)
CH 3S(OH)CH3 -+ CHaSCH3 + OH kr Barone et al. (1996)
CH 3S(OH)CH 3 + 02 -* CH 3S(O)CH3 + HO 2  5 x 10-1 Turnipseed et al. (1996)
CH 3 S(O)CH 3 + OH -+ CH 3S(O)(OH)CH3 6.3 x 1- 12 exp (800/T) Hynes and Wine (1996)
CH 3S(O)(OH)CH3 -* CH3 S(O)OH + CH 3  2 x 106 Urbanski et al. (1998)
CH 3SCH2 + 02 - CH 3SCH2 00 5.7 x 10 DeMore et al. (1997)
CH 3SCH2 00 + NO -* CH 3SCH2 0 + NO 2  7.9 x 10-1 exp (128/T) Turnipseed et al. (1996)
CH3 SCH2 0 -+ CH 3 S + CH20 3.3 x 104 Turnipseed et al. (1996)
CH3 S + NO 2 -+ CH3 SO + NO 2.1 x 1011 exp (320/T) DeMore et al. (1997)
CH 3 S + 03 -+ CH3 SO + 02 2.0 x 1012 exp (290/T) DeMore et al. (1997)
CH3 S + 02 -+ CH3 SOO 1.4 x 1016 exp(1550/T) Atkinson et al. (1997)
CH 3 SOO -+ CH 3S + 02 1.5 x 1011 exp (-3910/T) Atkinson et al. (1997)
CH3 SOO + NO -+ CH3 SO + NO 2  1.1 X 1011 DeMore et al. (1997)
CH3 SOO + NO 2 -+ CH3 SOONO 2  2.2 x 101 Atkinson et al. (1997)
CH3 SO + NO 2 -+ CH3 SO 2 + NO 1.2 x 10 DeMore et al. (1997)
CH3 SO + 03 -+ CH3 SO 2 + 02 6.0 x 10-1 3  DeMore et al. (1997)
CH3 SO 2 + NO 2 -* CH3 SO 3 + NO 2.2 x 1012 Ray et al. (1996)
CH3 SO 2 -+ CH 3 + SO 2  kCH3 SO 2  Kukui et al. (2000)
S02 + OH -+ HOSO 2  ks0 2 +OH DeMore et al. (1997)
HOSO 2 + 02 -- SO 3 + HO 2  1.3 x 1012 exp (-330/T) DeMore et al. (1997)
S03 + H 2 0 --+ H 2 S0 4  ks0 3 ±H2 0 Lovejoy et al. (1996)
First- and second-order rate constants have units of s Iand cm
3 
molecule -1 s - , respectively, and temperature has units of K. Refer
to the cited references and Table 4.1 in Chapter 4 for further information.
measurements. The reactions with known rate constants are shown in Table 2.2. The values for
the remaining, non-measured rate constants are cited as they are used throughout this thesis,
where they are mainly taken from previous references, though some are also estimated here.
2.2.1 Abstraction
Reactions that abstract hydrogen are an integral part of the DMS oxidation mechanism. In fact,
the initial abstraction of hydrogen from CH3SCH 3 by OH is one of the most important reactions
in the whole oxidation sequence. H-atom abstractions are not the dominant reactions, however,
because the potential for sulfur atoms to expand their valence structures allows addition-type
reactions to effectively compete with abstraction.
Two classes of H-atom abstraction reactions occur in the DMS mechanism. The first class
involves the abstraction of hydrogen from methyl substituents (-CH3). The only significant
reactions of this type occur for CH 3SCH 3, where the methyl-based hydrogen is abstracted
primarily by OH radicals during the day and by NO 3 radicals at night, as shown by:
CH 3SCH 3 + OH - CH 3SCH 2 + H2 0 (2.1)
CH 3SCH3 + NO 3  - CH 3SCH 2 + HNO 3  (2.2)
These reactions initiate the oxidation of DMS along the so-called H-abstraction path that even-
tually leads to S02 and H2SO 4. This abstraction pathway is thoroughly described in the
following section on important mechanism branches.
The second class of abstraction involves the removal of hydrogen from hydroxyl substituents
(-OH). By far, this class of reactions is the predominant form of H-atom abstraction throughout
the DMS scheme. The two most common examples of this type of abstraction are
CH 3S(O),(OH)CH 3 + 02 - CH 3 S(O),± 1 CH 3 + HO 2  (2.3)
CH3S(O),OH + OH -- CH 3 S(O),O + H2 0 (2.4)
where x = 0 and 1 in both cases. Reaction 2.3 involves the abstraction of hydrogen from the
DMSOx-related species by 02, while reaction 2.4 illustrates the hydrogen-donating nature of
the methane sulfur-based acids. Regarding reaction 2.4, the hydrogen is abstracted from -OH,
not -CH 3, because the central sulfur atom readily accepts the excess electron density from the
oxygen atom. This acts to stabilize the resulting radical through delocalization, which, in effect,
makes the 0-H bond weaker than the C-H bond. Another extremely important example of
reaction 2.3 occurs through the oxidation of SO2 to SO3, which contributes to new particle
production in the atmosphere. A reaction similar to reaction 2.3 is also postulated to play a
role in oxidizing MSIA to MSA, as described in Chapter 4.
2.2.2 Addition
Addition reactions in the DMS mechanism fall into two broad categories, depending upon
where the addition takes place. The first type involves electrophilic addition to the electron-
rich sulfur centers, which results from the unique valence properties of sulfur atoms. Two
different electrophiles add to the sulfur centers. Hydroxyl radicals add to electroneutral sulfur-
bearing molecules such as DMS and DMSO, while molecular oxygen adds to the methyl sulfoxyl
radicals CH 3S(O)2. These two additions are shown by
CH3S(O),CH 3 + OH CH 3S(O)2(OH)CH 3  (2.5)
CH 3 S(O), + 02 T CH 3S(O)2OO (2.6)
where x = 0 and 1 in reaction 2.5, and x = 0 - 2 in reaction 2.6. Both additions are shown as
reversible reactions because the addition adducts are unstable and quickly fall apart unless they
are collisionally-stabilized or rapidly undergo further reaction. The addition adducts produced
in reaction 2.5 serve as a branching point between the formation of DMSOx and CH 3S(O)2OH.
Moreover, the OH-addition in reaction 2.5 is also known to occur for SO2 and possibly MSIA.
Case x = 1 in reaction 2.6 is important because it may enhance the production of H2SO4
through a channel not involving SO 2.
The second type of addition involves reactions similar to the reactions that form peroxy and
nitrate radicals in the atmospheric chemistry of hydrocarbons. These are shown by
CH 3SCH 2 + 02 - CH 3SCH 2 00 (2.7)
CH3S(O)OO + NO 2  CH 3S(O)xOONO 2  (2.8)
where x = 0 - 2 in reaction 2.8. The peroxy radical produced in reaction 2.7 is similar to the
alkyl peroxy radicals (R0 2) formed during the oxidation of hydrocarbons. It is, however, the
only alkyl-type peroxy radical in the mechanism, because CH 3SCH 3 is the only species that
undergoes efficient methyl-based H-abstraction. The sulfur-containing peroxynitrates produced
from reaction 2.8 are similar to peroxyacetyl nitrate (CH 3C(O)OON0 2 , PAN) formed during
the oxidation of acetaldehyde in the presence of NO 2. As with PAN, the sulfur-bearing perox-
ynitrates are stable and amenable to long-distance transport. Given the typically low mixing
ratios of NO 2 in the remote atmosphere, however, the influence of the sulfur peroxynitrates in
the DMS oxidation cycle is yet to be demonstrated.
2.2.3 Oxidation
There are two primary modes of oxidation operating in the DMS mechanism, where oxidation is
defined by adding an oxygen atom to the sulfur compounds. Both modes increase the oxidation
number on the central sulfur atom by 2, but one method is direct, while the other is indirect.
The direct oxidation involves the reaction between the methyl sulfoxyl radicals CH3 S(O), and
an oxidizing species. This reaction is shown below for 03 and NO 2.
[03 [021CH 3 S(O) + -+ CH 3 S(O)x+1 + [NO] (2.9)[NO 2 .NO
Other species such as R0 2 or NO 3, can also oxidize CH 3S(O)., but 03 and NO 2 are the most
efficient oxidants considering their concentrations and the reaction rate constants. Reaction 2.9
plays an important role in the branching between the production of SO2, H2SO 4 and MSA, as
discussed in a later section.
The indirect oxidation method involves a sequence of two reactions that, when added to-
gether, have the net result of attaching an oxygen atom to the sulfur atom. Two such indirect
schemes occur in the mechanism, as shown below.
-S(O)x- + OH - -S(O)2(OH)- 2 -S(O)x+1- + HO2  (2.10)
CH 3S(O)2 + 02 CH 3S(O)OO N CH 3S(O)x+1 + NO 2  (2.11)
Scheme 2.10 oxidizes sulfur through a combination of OH-addition and H-abstraction (reactions
2.5 + 2.3). This very important scheme oxidizes DMS to DMSO, DMSO to DMSO 2 , and
SO2 to SO3. This scheme is also postulated to play a role in oxidizing MSIA to MSA (see
Chapter 4). Scheme 2.11 is a two-step oxidation process that first involves the formation of
the sulfoxylperoxy radicals through addition reaction 2.6, which is followed by the removal of
an oxygen atom by NO. Scheme 2.11 provides an alternate path (i.e., in lieu of scheme 2.9) for
oxidizing the methyl sulfoxyl radicals.
It is interesting to note that, considering the large reservoir of 02 in the atmosphere, reac-
tions 2.9 and 2.11 together form a 'catalytic cycle' whereby two CH 3S(O)x radicals are oxidized
and NOx is conserved. This cycle is summarized below:
CH3 S(O)2 + NO 2 - CH 3 S(O)x+1 + NO
CH3S(O), 4 CH3 S(O)OO
CH 3S(O)OO + NO -- CH 3 S(O)x+ 1 + NO 2
net: 2 CH3 S(O)x 2 2 CH 3 S(O)x+1  (2.12)
As cycle 2.12 implies, even the low levels of NO2 typical in the remote marine atmosphere
may be effective oxidants in the DMS cycle. Furthermore, the x = 2 case may influence the
branching between SO2 , H2SO 4, and MSA.
2.2.4 Dissociation
There are only a few dissociation reactions in the mechanism, but they impact the branching
at two key areas. These dissociation reactions are summarized by
CH 3 S(O)2(OH)CH 3  -> CH 3 S(O)xOH + CH 3  (2.13)
CH 3 S(O)2 -> CH 3 + SO2 (2.14)
where x = 0 and 1 in reaction 2.13, and x = 2 and 3 in reaction 2.14. In both cases, the reactant
is severed at the S-C bond, thus liberating a sulfur-bearing species and a methyl radical.
Reaction 2.13 produces MSEA and MSIA, and competes with the production of DMSO and
DMSO 2 through reaction 2.3. Reaction 2.13, therefore, provides a means of cross-over from
the OH-addition path to the H-abstraction path as shown in Figure 2-1. Recent quantum
chemical calculations suggest that the dissociation barriers are large and small for x = 0 and 1,
respectively, in reaction 2.13 (Wang and Zhang, 2001, 2002b). In reaction 2.14, the dissociation
of CH 3SO2 leads to SO2, and competes with the oxidation of CH 3SO2 in reactions 2.9 and
2.11. Hence, reaction 2.14 creates a branching between MSA production and SO 2 and H2SO4
production. It is also important to point out that x = 2 in reaction 2.14 provides the only known,
efficient production route of SO2 from DMS, so extensive effort has gone into elucidating the
rate of this dissociation.
2.2.5 Isomerization
The following isomerization reactions are speculative, but they may potentially impact DMS
chemistry in a profound way.
CH3 S(O)2OO -- CH 3 S(O)2+ 2  (2.15)
CH 3S(OH)OO -- CH 3 SO3 H (2.16)
Note that x = 0 and 1 in reaction 2.15. These isomerizations start from sulfur-centered peroxy-
type radicals that have unpaired electrons on the outer oxygen atom. The sulfur atom in the
reactant in 2.16 also has an unpaired electron. The rearrangements and unpaired electrons for
these isomerizations are illustrated in Figure 2-2. These isomerizations are thermodynamically
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Figure 2-2: Examples of the rearrangements occuring in isomerization reactions 2.15 (upper)
and 2.16 (lower). The unpaired electrons are explicitly shown and the transition states are
denoted by the square brackets with $.
favored due to stability of the products relative to the reactants. 3 Kinetically, however, they
have large activation energies associated with the three-member rings. To compensate for the
large barriers, the reactants in 2.15 are likely present in sufficiently large concentrations because
they are formed through 02 addition. Note that the rate of the x = 0 case in reaction 2.15
has been measured in the aqueous-phase (Zhang et al., 1994), and an upper-limit has been set
for the gas-phase (Turnipseed et al., 1993). Reaction 2.16 is invoked as an intermediate step in
a reaction first suggested by Hatakeyama and Akimoto (1983) that forms MSA directly from
MSEA and 02 in one step. Regarding their impacts, both isomerizations affect the production
of MSA, while reaction 2.15 may also allow for significant production of H2SO 4 through a
channel that bypasses SO 2.
2.3 Important Mechanism Branches
One of the most important questions surrounding the atmospheric chemistry of DMS relates to
the final distribution of oxidized sulfur-based products under various atmospheric conditions.
Confounding this problem are the many branches in the DMS mechanism, as shown in Figure
3For example, the x = 0 case in reaction 2.15 has an enthalpy change of -314 kJ mol- at 298 K (DeMore
et al., 1997).
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Figure 2-3: The temperature dependence of the branching for the oxidation of DMS by OH.
The figure shows the percentage of the net rate through the H-abstraction and OH-addition
channels. The solid lines include the reverse OH-addition reaction, the dashed lines do not.
The branching ratio is independent of the concentrations of DMS and OH, and dependent only
on temperature and pressure (fixed at 1013.25 hPa). The calculations assume the DMS-OH
adduct is in steady-state, balanced between production from DMS+OH and destruction from
dissociation and reaction with 02.
2-1, and the large temperature-dependencies at many of the branching points. In spite of these
complexities, the general partitioning between DMSOX, CH 3S(O).OH, and SO 2 and H2SO 4 can
be understood in terms of three different sets of branching points. These three sets of branching
points are discussed below, along with the known effects of temperature and pressure at these
points.
2.3.1 DMS+OH: H-Abstraction Versus OH-Addition
The initial reaction between DMS and OH is one of the most important branching points in the
DMS mechanism. At this point, the reaction can proceed through either a hydrogen abstraction
path (reaction 2.1) or the reversible addition of OH to the sulfur atom (x = 0 in reaction 2.5).
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Figure 2-4: The temperature dependence of the rate constants for the oxidation of DMS by
OH. The figure shows the abstraction, net addition, and net rate constants. The net addition
rate constant accounts for the reverse DMS+OH addition reaction as was done for Figure 2-3.
This branching point is summarized below.
CH3SCH 3  -OH CH 3SCH 2 + H20 H-abstraction (2.17)
CH3S(OH)CH 3  OH-addition
The H-abstraction and OH-addition channels are also know as the 0 2-independent and 02-
dependent channels, respectively, because the adduct formed through OH-addition requires the
presence of 02 for collisional stabilization and further reaction. Otherwise, the DMS-OH adduct
quickly dissociates and reforms DMS and OH. This branching point is crucial because the final
product yields depend, to a large degree, on the partitioning between the OH-addition and
H-abstraction pathways. Recall that DMSO,, MSEA, and MSIA are the major products along
the OH-addition path, while SO2 and H2SO 4 are primarily formed through the OH-abstraction
path. MSA, on the other hand, is believed to be formed from a combination of the H-abstraction
and OH-addition paths.
The branching between H-abstraction and OH-addition is also highly temperature depen-
dent. The H-abstraction reaction has a positive activation energy, and hence a rate constant
that increases with temperature. The OH-addition reaction, however, has a negative activation
energy due to the thermally unstable DMS-OH adduct. The rate constant for OH-addition,
therefore, decreases with increasing temperature. Figure 2-3 illustrates this effect, whereby
the OH-addition path is favored at low temperatures and the H-abstraction path is dominant
at high temperatures. The difference between the solid and dashed lines in Figure 2-3 also
shows the influence of the reverse OH-addition path, which can affect the rates by more than
10%. Including the reverse OH-addition path, the rates through the two branches are equal at
approximately 272 K.
On the basis of the previous discussion, the yields of SO2 and H2SO 4 are expected to increase
with temperature because they are formed through the H-abstraction branch. Moreover, the
yields of DMSO, DMSO 2 , MSEA, and MSIA are expected decrease with temperature because
they are formed through OH-addition. These two trends do not imply that the rate of DMS
oxidation is greater at higher temperatures because the net oxidation rate depends on the sum
of the H-abstraction and OH-addition rates, which have temperature dependencies that are not
offsetting. As clearly shown in Figure 2-4, the net rate constant for DMS oxidation actually
falls with temperature because the negative temperature dependence of OH-addition is stronger
than the positive temperature dependence of H-abstraction. This means that, for equal DMS
fluxes and OH concentrations, warmer/tropical regions should have higher levels of DMS than
cooler/temperate regions.
2.3.2 CH 3S(O)2(OH)CH 3: H-Abstraction Versus Dissociation
Before dissociating back into reactants, the addition adduct CH 3S(O)x(OH)CH 3 formed from
reaction 2.5 can further react to form two different products. DMSOx+1 is formed if the addition
adduct reacts by way of H-abstraction (reaction 2.3); CH 3S(O)2OH is formed if the adduct
undergoes a methyl dissociation (reaction 2.13). The CH 3S(O)x(OH)CH 3 adducts, therefore,
serve as points for branching between DMSO versus MSEA and DMSO 2 versus MSIA. This
branching is summarized below, where x = 0 and 1.
CH3S(O)x(OH)CH 3  + CH3 S(O)x+1CH 3 + HO 2  DMSO and DMSO 2  (2.18)
--+ CH3S(O)xOH + CH3 MSEA and MSIA
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Figure 2-5: The pressure dependence of the branching between the production of DMSO,+1
versus CH 3S(O),OH. The small arrows point to the respective scale and the solid and dashed
lines are for the x = 0 and 1 cases, respectively. The branching ratio is independent of the
concentrations of DMSOx+1 and CH 3S(O)xOH, and dependent only on pressure. These cal-
culations use the pressure profile from the U.S. Standard Atmosphere. Refer to Table 4.1 in
Chapter 4 for the rate constants used to calculate the branching.
These branching points important because DMSOx and CH 3S(O)xOH have unique interactions
with aerosols. They are also important because of the reactivity of CH 3S(O)xOH. As previously
discussed, the methyl sulfur-based acids easily lose their hydroxyl hydrogen through reaction
2.4, thereby producing the methyl sulfoxyl radicals CH 3S(O), that play an important role
in SO2 and H2SO 4 production. Branch 2.18, therefore, provides a means of cross-over from
OH-addition to H-abstraction.
The dissociation portion in branch 2.18 is most likely temperature dependent, having a
higher rate constant at higher temperatures. The temperature dependencies of these pathways,
however, are not presently known, though an initial quantum mechanical estimate for the
dissociation barrier leading to MSIA is 17 kJ mole- 1 at 0 K (Wang and Zhang, 2002b). In spite
of the unknown temperature dependencies, the reaction with molecular oxygen in reaction 2.18
100 100
Figure 2-6: Branching of the CH 3SO, radicals. The thick solid and dashed arrows display the
branching for CH 3SO2 and CH 3SO3, respectively. The thin solid arrows show the paths leading
from SO2 to H2SO4.
does impart a known pressure dependency, which is examined in Figure 2-5. As expected,
the relative rates of DMSO and DMS0 2 production are largest at the lowest altitudes (i.e.,
the highest 02 concentrations). Another important feature is that DMSO is more abundant
than MSEA, while DMSO 2 is only a minor product relative to MSIA. Furthermore, DMS0 2
and MSIA are more dependent on pressure than DMSO and MSEA. Both of these features
are due to the smaller rate constant for methyl dissociation from CH 3S(OH)CH 3 than from
CH 3S(O)(OH)CH 3. Though these branching results hinge on the estimated values for two of
the four rate constants involved in the calculations, the preponderance of DMSO and MSIA over
MSEA and DMS0 2 is substantiated in recent calculations (Wang and Zhang, 2001, 2002b).
2.3.3 CH 3 SO2: Oxidation Versus Dissociation
Another critical set of branching points occurs at the methyl sulfoxyl radicals CH 3SO. These
radicals either dissociate into CH 3 and SO2, or are oxidized to CH 3SO2+1 . The branching
points are summarized below and shown schematically in Figure 2-6.
CH 3 SO f CH 3 S0x 1  MSA (2.19)
-+ CH 3 + SOQ SO 2 and H2 SO4
Branch 2.19 impacts the formation of SO2, H2SO 4 , and MSA because the dissociation path
leads to SO2 and H2SO 4 , while the oxidation path leads to MSA.
The CH 3SO 2 radical in branch 2.19 is especially important because the dissociation portion
is the only efficient SO2 production pathway known in the DMS mechanism. CH 3SO2 dissoci-
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Figure 2-7: CH 3SO2 dissociation rate constant and branching yield as a function of temperature.
The solid and dashed lines correspond to the rate constant (left axis) and relative yield of
dissociation (right axis), respectively. The black and gray curves use the dissociation rate
constants of Kukui et al. (2000) and Ray et al. (1996), respectively. The relative yield of
dissociation accounts for the loss of CH 3SO2 with NO 2, 03, and 02 (reversible) at a fixed
pressure of 1013.25 hPa and for typical concentrations for the remote marine boundary layer.
ation is believed to be highly sensitive to temperature, with a dissociation rate constant that
increases dramatically with temperature. This temperature dependence has been suggested
as a possible explanation for the observed trends of the ratio of nss-SO2- to MS- (see Q5 in
Chapter 1) because lower and higher temperatures favor MSA and H2SO 4, respectively.
Given the importance of the branching at CH 3SO2, many studies have sought to determine
the various rate constants at this branching point. Two recent evaluations of the CH 3SO 2
dissociation rate constant are shown in Figure 2-7 as a function of temperature. Notice that
these two evaluations are similar near 300 K where the measurements were made, but rapidly
diverge away from this temperature. The evaluation from Ray et al. (1996) does not include
pressure effects and has an extremely large temperature-dependence based on a relatively old
estimate for the activation energy. Kukui et al. (2000) re-evaluated the temperature and pres-
sure dependence using modern quantum chemical calculations, which yielded good agreement
with their lab-based measurements. The Kukui et al. (2000) estimate, thus, is an improvement
over the Ray et al. (1996) value.
In spite of the large difference between the two CH 3SO 2 dissociation rate constants, the
branching through the dissociation channel using either of the rate constants dominates all of
the other CH 3SO2 loss channels (i.e., the reactions with 03, NO 2, and 02). This is shown in
Figure 2-7 as the percentage of the net loss rate through the dissociation channel for typical
atmospheric conditions. Above temperatures of 250 K, the dissociation channel accounts for
practically all of the loss of CH 3SO 2. This implies that, for typical tropospheric conditions, a
large majority of the DMS oxidized by H-abstraction winds up as SO2. This also implies that
very little MSA is formed through the H-abstraction channel because CH 3SO3 dissociation also
presumably dominates CH 3SO3 oxidation.
The CH 3SO3 radical in branch 2.19 is also important to characterize because it can lead to
H2SO 4 through a pathway not involving SO2 (see Figure 2-6). In this path, CH 3SO2 is first
oxidized to CH 3SO 3, which then dissociates into SO3 . Thereafter, the SO3 reacts rapidly with
H20 to form gas-phase H2SO 4 . The potential importance of the CH3SO 3-SO3-H2SO 4 pathway
was initially suggested by Bandy et al. (1992) and is still under debate (Saltelli and Hjorth, 1995;
Lucas and Prinn, 2002). According to the discussion in the previous paragraph, this pathway
appears to be ineffective because the formation of CH 3SO3 from CH 3SO2 is a minor channel.
There is, however, another possibility. CH 3 SO 3 may also be formed through the isomerization
of CH 3 S(O)OO (reaction 2.15), which bypasses CH 3 SO 2 altogether. Either way, if CH 3 SO 3 is
efficiently produced, then the CH 3SO 3-SO3-H2 SO4 pathway has two important consequences.
First, SO2 has an atmospheric lifetime on the order of days (see Table 2.1), which means that
atmospheric transport of SO2 affects the nucleation of H2SO 4-based aerosols. The precursors
of CH 3 SO 3 , on the other hand, react rather rapidly and are not significantly transported. This
means that fresh H2SO 4-based particles produced through CH 3SO3 will have a signature more
related to DMS. Second, SO 2 is removed by aerosols and cloud droplets, while DMS is not. So,
an air parcel heavily laden with DMS and ambient aerosols will suppress nucleation through
the S0 2-H2 SO 4 branch, but can still serve as a source of freshly nucleated particles through
the CH 3SO3-SO3-H2SO4 path. The potential importance of the CH 3S0 3-SO3-H2S0 4 pathway
is ascertained in Chapter 4.
Chapter 3
Sensitivities and Uncertainties in
the Remote Marine Boundary Layer
3.1 Introduction
Dimethylsulfide (CH 3SCH 3, DMS) is biologically produced in ocean surface waters as a metabolic
by-product from various phytoplankton species (Keller et al., 1989). This oceanic source cre-
ates large DMS concentrations in sea surface waters relative to those in the atmosphere over
much of the globe (Bates et al., 1992; Kettle et al., 1999). This concentration gradient, in
turn, induces significant sea-to-air fluxes of DMS, and serves as the largest source of natural
sulfur into the global atmosphere (Bates et al., 1992; Spiro et al., 1992). In the atmosphere,
DMS is photochemically oxidized to a multitude of sulfur-containing species, some of which
have an affinity for creating new aerosols or interacting with existing particles. This connection
between phytoplankton production of DMS and oxidized sulfur-aerosol interactions forms part
of a proposed feedback whereby DMS may influence climate and radiation on a planetary scale
(Shaw, 1983; Charlson et al., 1987).
The proposed DMS-climate link has sparked much research into the individual processes
ranging from DMS emissions to the formation of new particles and cloud condensation nuclei
(Restelli and Angeletti, 1993; Andreae and Crutzen, 1997). In spite of these extensive research
efforts, many large sources of uncertainty still remain. For instance, the two most widely used
sea-air flux parameterizations result in DMS fluxes that differ by a factor of two (Liss and
Merlivat, 1986; Wanninkhof, 1992). As another example, the nucleation rates of new sulfate
aerosols calculated in two recent studies differ by an order of magnitude (Kulmala et al., 1998;
Verheggen and Mozurkewich, 2002). Such large ranges in estimated DMS fluxes and nucleation
rates results naturally in wide ranges of estimated concentrations of DMS oxidation products,
fine particle concentrations, and other aerosol-related effects.
Another significant source of uncertainty comes from the gas-phase DMS oxidation mecha-
nism, which connects sea-air fluxes to aerosols in the DMS-climate cycle. The DMS mechanism
is highly complex and involves many species, competing reactions, and multiple branch points
(Yin et al., 1990b; Turnipseed and Ravishankara, 1993; Urbanski and Wine, 1999; Lucas and
Prinn, 2002). Besides DMS, other important gas-phase DMS-related species include dimethyl-
sulfone (DMSO, CH 3S(O)CH 3), dimethylsulfoxide (DMSO 2, CH 3 S(O) 2 CH 3 ), sulfur dioxide
(SO2 ), sulfuric acid (H2 SO 4 ), and methanesulfenic (MSEA, CH 3SOH), methanesulfinic (MSIA,
CH 3S(O)OH), and methanesulfonic (MSA, CH 3SO3H) acids. Because of the plethora of DMS-
related species and reactions, the rather large uncertainty in the DMS oxidation mechanism
is based on the fact that only a small number of the rate constants have actually been mea-
sured in the laboratory. These measured rate constants are for reactions at the beginning of
the oxidation sequence and a few reactions towards the middle and end of the scheme. All
of the remaining rate constants are estimated and highly uncertain (Yin et al., 1990b; Lucas
and Prinn, 2002). In light of this uncertainty, the purpose of this chapter is to quantify and
characterize the effects of these uncertain reactions -and other important uncertain processes-
on predictions of the aforementioned sulfur-based species. To accomplish this goal, an extensive
parametric sensitivity and uncertainty analysis is carried out on a diurnally-varying model of
DMS chemistry in the remote marine boundary layer (RMBL) using a comprehensive DMS
oxidation mechanism.
Sensitivity and uncertainty methods provide a wealth of information about chemical kinetic
systems. These methods are used to determine key kinetic parameters, calculate concentration
uncertainties and identify the sources of these uncertainties, eliminate redundant species and
pathways in large mechanisms, estimate unknown rate constants, and as an aid in the design
of future experiments (Turinyi, 1990). Given these many uses, a large number of sensitivity
and uncertainty studies have addressed various atmospheric chemistry systems. For example,
Thompson and Stewart (1991) used Monte Carlo to study of the effects of uncertain rate
constants on the concentrations of tropospheric constituents, while Gao et al. (1995) performed
a first-order sensitivity and uncertainty analysis on a regional acid deposition model. As pointed
out by Saltelli (1999), however, the most commonly used sensitivity and uncertainty techniques
-including the methods used in the above two referenced studies- do not account for non-linear
chemistry or interactions between various model processes.
Because the DMS oxidation cycle in the RMBL is complex and non-linear, the sensitivity
and uncertainty analysis in this chapter uses the probabilistic collocation method (PCM) (Tatang
et al., 1997) to explicitly account for any non-linearities. PCM has been applied to analyses
of highly non-linear models of direct and indirect aerosol radiative forcing (Pan et al., 1997,
1998), and has been used to create parameterizations of non-linear chemical processing in
an urban-scale model (Calb6 et al., 1998; Mayer et al., 2000). In addition, a standard direct
integration method (DIM) is used to analyze the linear sensitivities and uncertainties (Dickinson
and Gelinas, 1976; Dunker, 1984; Leis and Kramer, 1988b). Using these two independent
methods (DIM and PCM) provides confidence in the sensitivity and uncertainty assessments
and indicates the degree of non-linearity inherent in the cycling of DMS in the RMBL.
Few sensitivity and uncertainty studies have been carried out on models utilizing compre-
hensive DMS mechanisms. In one study, Capaldo and Pandis (1997) calculated the sensitivities
of DMS-related concentrations to five different chemical mechanisms (3 comprehensive, 2 pa-
rameterized) in a marine boundary layer box model. Although the Capaldo and Pandis (1997)
study is useful for characterizing structural uncertainties, Saltelli (1999) pointed out that they
used a technique that did not capture parameter interactions and other non-linearities. Capaldo
and Pandis (1997) also did not consider sensitivities to rate constants and the propagation of
rate constant uncertainties to the DMS-related concentrations, which are two primary goals of
the current study.
In another study, Saltelli and Hjorth (1995) used Monte Carlo sampling and regression
analysis to calculate the sensitivities and uncertainties of ratios of important end products
from a DMS mechanism of moderate complexity (37 reactions, 18 sulfur-based species) to the
kinetic parameters. For reference, an aqueous chemistry extension of their gas-phase mechanism
has appeared in subsequent reports (Campolongo et al., 1999; Saltelli, 1999). The regression
technique used by Saltelli and Hjorth (1995) captured a certain degree of the system non-
linearity because the parameter uncertainty spaces were fully explored. However, they used
linear ranked regressions that accounted for less than 85% of the original model's variance,
so their regression-based sensitivities may have missed some non-linear interactions. Saltelli
and Hjorth (1995) also calculated variance contributions using an alternate method explicitly
accounting for non-linearities. They found a qualitative agreement on the key parameters using
the two independent methods.
The Saltelli and Hjorth (1995) study was important and methodological. Their results have
a limited value, however, because they used a DMS oxidation mechanism with a deficiency re-
garding MSA production. In particular, their mechanism arbitrarily increased MSA production
by using an excessively large range to describe the first-order formation of MSA from CH 3SO3.
Hence, their model results involving MSA were highly sensitive to this reaction. A recent study
suggests that MSA also has a large production channel from the DMS+OH addition branch
(Lucas and Prinn, 2002), which was not present in their model. Moreover, their mechanism did
not include the recently proposed isomerization of CH 3S(O)OO to CH 3SO3, which has been
found to possibly be important in H2SO 4 production (Lucas and Prinn, 2002). In addition to
these mechanistic issues, the Saltelli and Hjorth (1995) results do not easily aid in the inter-
pretation of surface observations of DMS-related species because their analysis did not include
non-chemical processes known to play a large role in DMS cycling in the RMBL, namely oceanic
emissions, heterogeneous removal, and mixing into/out of the RMBL. Finally, their model did
not include diurnally-varying DMS chemistry, which is required to distinguish the differences
between the sensitivities and uncertainties when the photochemistry is active and in-active (i.e.,
during noon and in the evening).
Given the large uncertainties associated with DMS oxidation chemistry, the incomplete
nature of the few previous sensitivity and uncertainty studies using comprehensive DMS mech-
anisms, and the updated version of the DMS mechanism (Lucas and Prinn, 2002), the sensitiv-
ities and uncertainties of the DMS system are re-analyzed in this chapter. A diurnally-forced
box model is used because it provides an efficient framework for analyzing the sensitivities to,
and uncertainties from, the large number of parameters involved in the formation and loss of
the oxidized DMS-products in the RMBL. The parametric sensitivities and uncertainties are
the focus here because the external conditions (e.g., temperature and pressure) are typically
much better known than the DMS-related parameters. However, because of the extreme influ-
ence of temperature on branching in the DMS oxidation mechanism, the uncertainties of the
DMS-related species are also examined across a wide temperature range.
3.2 Model of DMS Chemistry in the RMBL
3.2.1 Model Description and Processes
The major processes represented in the model of DMS chemistry in the RMBL are illustrated
in Figure 3-1. These processes include an oceanic source of DMS, gas-phase oxidation using
a comprehensive DMS mechanism, parameterized heterogeneous removal by dry deposition
t t
DMS Cj SO2 + H2 SO 4 + MSA+...
e d
Figure 3-1: Major processes represented in the remote marine boundary layer model of DMS
chemistry. The individual processes are labeled as follows: e = emissions of DMS from the
ocean; o = oxidiation in the gas-phase; d = dry deposition; a = loss to background aerosols;
and t = transport into and out of the remote marine boundary layer.
and scavenging by aerosols, and parameterized transport into and out of the remote marine
boundary layer. Mathematically, the DMS chemistry model is described by a coupled set of
ordinary differential equations (ODEs). Each ODE takes the general form
= fi(n, pc) - Ph,i ni + pt dii - ni) + Ps,i, (3.1)
where ni and fi are the number concentrations of sulfur-based species i in the RMBL and
free troposphere, respectively, f is the net chemical production, and the p's are the various
model parameters. Specifically, Pc represents the set of chemical reaction rate constants used
in the net chemical production function, Ph defines the first-order heterogeneous removal, pt
is associated with the parameterized vertical transport, and p, is the emission-related source
in the RMBL. The DMS chemistry model solves for the time-dependent concentrations of 25
sulfur-based species using 56 uncertain parameters. These 56 parameters are comprised of 47
chemical reaction rate constants, 7 heterogeneous removal terms, a vertical mixing coefficient,
and DMS emissions. The model processes and parameters are listed in Table 3.1 and are
described in more detail below.
The DMS model described by equation 3.1 is structurally simple, and similar DMS chem-
istry models have been used to estimate unknown parameters -such as DMS surface fluxes or
heterogeneous removal- and for comparisons with field observations (Davis et al., 1999; Chen
et al., 2000; Shon et al., 2001). However, given the structural simplicity of the model, it is
important to point out its major limitations. First, vertical mixing is time-dependent only
in the sense that the RMBL concentrations vary with time. Time-dependent changes in the
RMBL height and atmospheric stability are not represented because pt and fi are held con-
stant. Also, aqueous- and cloud-phase processes are not represented in the model, so it is only
representative of the clear-sky RMBL. This, however, allows the focus to be drawn on the gas-
phase oxidation of DMS, for which the uncertainties are still very large. Despite the simplified
DMS chemistry model, it captures the key elements affecting the gas-phase sulfur-based species
in the RMBL -from oceanic DMS emissions to scavenging by aerosols- in a computationally
very efficient manner. This numerical efficiency, in turn, allows for a thorough investigation
of the time-dependent sensitivities and uncertainties that would not be practical in models of
greater complexity. An vertically extended version of this model, which is used for comparing
predictions with field measurements, is described in Chapter 4.
Finally, due to the often large uncertainties and for other reasons explained in the following
sections, the sensitivity and uncertainty analysis is more appropriately carried out in logarithmic
space. Thus, log-scaled concentrations and parameters are used throughout this chapter. Log-
scaled quantities are denoted by
q = log n and o = log p, (3.2)
where q and o are log-scaled concentrations (n) and parameters (p), respectively. Hereafter, the
terms concentrations and parameters are used inter-changeably with logarithmic concentrations
and parameters, though the specific context is apparent using the above notation.
Table 3.1: Processes and Parameters in the DMS Chemistry RMBL Model
Process Parameter Uncertainty Refs
Gas-Phase DMS Chemistry
1 CH3 SCH3 + OH -- CH3 SCH 2 + H 2 0 1.2 x 10-11 exp (-260/T) (1.15, 100) [1,1]
2 CH3 SCH 3 + NO 3 - CH3 SCH 2 + HNO 3  1.9 x 10- 13 exp (500/T) (1.2, 200) [1,1]
3 CH3 SCH3 + OH -- CH3 S(OH)CH3 kf (2.0, 0) [2,2]
4 CH3 S(OH)CH 3 - CH 3 SCH3 + OH kr (2.5,0) [3,e]
5 CH3 S(OH)CH 3 + 02 -- CH 3 S(O)CH3 + HO 2  5 x 10-13 (1.34,0) [4,3]
6 CH3 S(OH)CH 3 -- CH 3 SOH + CH 3  5 x 105 (2.5, 0) [5,e]
7 CH3 S(O)CH3 + OH - CH 3 S(O)(OH)CH 3  6.3 x 10--12 exp (800/T) (1.3,0) [6,6]
8 CH3 S(O)(OH)CH3 + 02 - CH 3 S(O) 2 CH3 + HO 2  1 x 10-13 (2.5,0) [e,e]
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Process
CH 3 S(O)(OH)CH 3 -> CH 3 S(O)OH + CH 3
CH 3 S(O)OH + OH -+ CH 3 SO 2 + H 2 O
CH 3 SCH 2 + 02 -+ CH3 SCH 2 00
CH 3 SCH 2 00 + NO -+ CH3 SCH 2 O + NO 2
CH 3 SCH 2 0 -- CH 3 S + CH2 0
CH 3 SOH + OH -+ CH3 SO + H 2 0
CH 3 S + NO 2 -> CH 3 SO + NO
CH 3 S + 03 -> CH 3 SO + 02
CH3S + 02 - CH 3 SOO
CH 3 SOO -> CH 3 S + 02
CH3 SOO + NO -+ CH3 SO + NO 2
CH3 SOO + NO 2 -+ CH3 SOONO 2
CH3 SOONO 2 -+ CH3 SOO + NO 2
CH3 SO + NO 2 -+ CH 3 SO 2 + NO
CH3 SO + 03 -+ CH3 SO 2 + 02
CH3 SO + 02 -+ CH 3 S(O)OO
CH3 S(O)OO -+ CH 3 SO + 02
CH3 S(O)OO + NO -+ CH 3 SO 2 + NO 2
CH3 S(O)OO + NO 2 -+ CH 3 S(O)OON0 2
CH3 S(O)OONO 2 - CH 3 S(O)OO + NO 2
CH3SO 2 + NO 2 -+ CH3 SO 3 + NO
CH 3 SO 2 + 03 -> CH 3 SO 3 + 02
CH 3 SO 2 + OH -+ CH3 SO 3 H
CH 3 SO 2 + 02 -+ CH 3 S(O) 2 0O
CH3S(O) 2 00 - CH 3 SO 2 + 02
CH 3 S(O) 2 O + NO -+ CH3 SO 3 + NO 2
CH 3 S(O) 2 OO + CH 3 0 2 -+ CH3 SO 3 + CH 2 O + HO 2
CH 3 S(O) 2 OO + NO 2 -> CH3 S(O) 2 0ON0 2
CH 3 S(O) 2 OON0 2 -- CH3S(O) 2 OO + NO 2
CH3SO 2 -> CH3 + SO 2
CH 3 SO 3 -> CH3 + SO 3
CH 3 SO 3 + HO 2 -+ CH 3 SO 3 H + 02
SO 2 + OH -> HOSO 2
HOSO 2 + 02 -+ SO 3 + HO 2
S03 + H 2 0 -+ H 2 SO4
CH3 SOO -- CH 3 SO 2
CH3 S(O)OO -+ CH 3 SO3
CH3 S(O)OH -> CH 3 SO 3 H
CH3 SOH -+ CH3 SO 3 H
Parameter
2 x 106
1 x 10-12
5.7 x 10-12
7.9 x 10-12 exp (128/T)
3.3 x 104
5 x 10-"
2.1 x 10-11 exp (320/T)
2.0 x 10- 1 2 exp (290/T)
1.4 x 10-16 exp (1550/T)
1.5 x 1011 exp (-3910/T)
1.1 x 10-11
2.2 x 10-11
4 x 10-3
1.2 x 10-11
6.0 x 10-13
3.6 x 10-16 exp (1550/T)
3.9 x 1011 exp (-3910/T)
8 x 10-12
1 x 10-12
4.2 x 10-3
2.2 x 10-12
5 x 10-15
5 x 10-11
1.2 x 10- 1 6 exp (1550/T)
1.3 x 1011 exp (-3910/T)
1 x 10-11
5.5 x 10-12
1 x 10-12
4.2 x 10-3
kCH
3 SO 2
1.6 x 10-1
5 x 10-11
kS0 2 +OH
1.3 x 10-12 exp (-330/T)
kS0 3 +H 2 0
1 x 100
8 x 10-2
1 x 10-6
5 X 10-5
Uncertainty Refs
(2.5,0) [7,e]
(2.5,0) (e,e]
(1.07,0) [1,1]
(2.5,0) [4,e]
(2.5,0) [4,e]
(2.5,0) [e,e]
(1.15,100) [1,1]
(1.15, 100) [1,1]
(2.0, 0) [2,2]
(2.0,0) [2,2]
(2.0,100) [1,1]
(2.0,100) [2,1]
(2.5,0) [e,e]
(1.4, 0) [1,1]
(1.5,0) [1,1]
(2.5,0) [e,e]
(2.5,0) [e,e]
(2.5,0) [5,e]
(2.5,0) [5,8]
(2.5,0) [5,e]
(1.5,0) [8,8]
(2.5,0) [5,e]
(2.5,0) [5,e]
(2.5,0) [e,e]
(2.5,0) [e,e]
(2.5,0) [5,e]
(2.5,0) [5,e]
(2.5,0) [5,e]
(2.5,0) [5,e]
(2.5, 0) [9, e]
(2.5,0) [5,e]
(2.5, 0) [5, e]
Vk+/k- [1,1]
(1.2, 200) (1,1]
(2.0, 110) [10,10]
(2.5,0) [e,e]
(2.5,0) [e,e]
(2.5,0) [e,e]
(2.5,0) [e,e]
continued on next page
continued from previous page
Process Parameter Uncertainty Refs
Non-Gas-Phase Processes
48 CH 3 S(O)CH 3 -+ heterogeneous loss 2 x 10-4 s-1 (2.2,0) [e,e]
49 CH 3 S(O) 2 CH3 -> heterogeneous loss 2 x 10-4 s-1 (2.2,0) [e,e]
50 CH 3 SOH -> heterogeneous loss 5 X 10-5 s-
1  (2.5,0) [e,e]
51 CH 3 SO 2 H -+ heterogeneous loss 5 x 10-5 S-1 (2.5,0) [e,e]
52 CH 3 SO 3 H heterogeneous loss 2 x 10-4 s-1 (2.2,0) [e,e]
53 So 2 -+ heterogeneous loss 5 X 10-5 s-1 (2.5,0) [e,e]
54 H 2 SO 4 -> heterogeneous loss 1 x 10-3 S-
1  (1.8,0) [e,e]
55 DMS surface flux 5 x 10
9 
molecules cm-
2 S-1 (2.5, 0) [e,e]
56 RMBL mixing coefficient 5 x 104 cm
2 
--1 (1.5,0) [e,e]
First- and second-order reaction rate constants have units of s-- and cm
3 
molecule-1 s-1, temperature has units of degrees K, and
concentrations are in units of molecules cm-
3
. Uncertainty factors are specified using (#298, a), where 4298 and e are given in equation
3.5. The forward addition of OH to DMS is given by kf = (1.7 x 10- 4 2 (0 2 ] exp (7810/T))/(1 + 5.5 x 10-31 [02] exp (7460/T)). The
reverse reaction is calculated using kr = kf/Keq, where Keq is the temperature dependent equilibrium constant given by Keq =
8.3 x 10- 2 9 Texp(5136/T) cm 3 molecule-'. The ab ntto rate constant for CH 3 SO 2 dissociation in Kukui et al. (2000) is used in
the model. The effective second-order rate constant reported in DeMore et al. (1997) is used for the SO 2 +OH association reaction.
The reaction rate between SO 3 and H 2 0 is second-order in water vapor, which is specified using the following equivalent second-order
rate constant kS0 3 +H 2 0 = 2.26 x 10-
4 3 Texp(6544/T)[H20. The first and second entries in the references column are for the rate
constant and uncertainty factor, respectively. 1=DeMore et al. (1997), 2=Atkinson et al. (1997), 3=Barone et al. (1996), 4=Turnipseed
et al. (1996), 5=Yin et al. (1990b), 6=Hynes and Wine (1996), 7=Urbanski et al. (1998), 8=Ray et al. (1996), 9=Kukui et al. (2000),
10=Lovejoy et al. (1996), e=estimated here.
Gas-Phase DMS Chemistry
The net chemical production is calculated using a comprehensive DMS oxidation mechanism
containing 47 chemical reactions and 25 sulfur-containing species. This mechanism omits several
reactions in the Yin et al. (1990b) scheme which are unimportant under the RMBL conditions,
and has incorporated many new features as discussed in the previous chapter and in Lucas and
Prinn (2002). A brief review of this DMS mechanism is given here.
The DMS oxidation scheme is initialized by reactions with OH and NO 3 , where the former
occurs through two independent branches and the latter is potentially important at night. The
initial oxidation by halogens (for example, bromine oxide) is also postulated to be important
under certain conditions (von Glasow et al., 2002), but these reactions are neglected here due to
poorly constrained reactive halogen concentrations in the remote marine atmosphere. Overall,
the oxidation by OH dominates the net photochemical loss of DMS in the RMBL because of
the relatively abundant amount of OH and large OH-related rate constants. As previously
mentioned, the OH-initiated oxidation of DMS proceeds through two channels, abstraction and
addition. The H-abstraction branch is favored at higher temperatures and primarily leads to
SO2 and H2SO 4. The OH-addition branch has a negative temperature-dependency (that is, it
increases with decreasing temperature) and leads to DMSO, DMSO 2, MSEA, and MSIA. The
production of MSA is highly uncertain and is believed to form through both the H-abstraction
and OH-addition channels. In this model, MSA production through the H-abstraction branch
is explicitly accounted for through reactions with CH 3SO3. MSA production through the OH-
addition branch, however, is parameterized using first-order conversions from MSEA and MSIA
with assumed rate constants taken from Lucas and Prinn (2002). Other important features in
this mechanism include the isomerization of CH 3S(O)2OO to CH3S(O)2+ 2 and the temperature-
dependent addition of 02 to CH 3S(O)2.
Finally, the model is designed for the remote marine atmosphere where NO, levels are
relatively low. This leaves HO, and 03 as the main drivers of the DMS oxidation scheme.
These conditions simplify the DMS oxidation chemistry in two important ways. First, many
DMS-related reactions are not competitive under these conditions -such as self-reactions of
sulfur-containing radicals- and so the full mechanism compiled by Yin et al. (1990b) is reduced
down to the more manageable size shown in Table 3.1. Second, simultaneous measurements of
03 and important HO2-related species in the RMBL were made during Flight 24 of the First
Aerosol Characterization Experiment (ACE-1). These measured values are used to drive the
model rather than including the HO.-NO2-O2-CH 4 cycles in the photochemical mechanism.
This enables a specific focus on uncertainties in the sulfur compound chemistry.
Heterogeneous Removal
Heterogeneous removal is formally estimated using Ph = Pa +Pd, where pa and Pd are frequencies
for the loss of gas-phase sulfur-based species on to aerosols and at the ocean surface through
scavenging and dry deposition, respectively. For most of the products of DMS oxidation, loss to
aerosols is typically much larger than loss by dry deposition, and so Ph 0 Pa. For SO2, however,
losses on aerosols and the ocean surface are both important, so Ph depends on a combination
of pa and pd. The aerosol portions of the heterogeneous removal parameters are based on
observations of aerosol number distributions during Flight 24 of ACE-1 (see Chapter 4, Figures
4-2 and 4-7). The surface removal portions are based on typical dry deposition velocities for a
stable marine boundary layer (see Chapter 4, Table 4.2). The heterogeneous removal frequency
for SO2, which accounts for loss to sea-salt aerosols and dry deposition, was empirically derived
for the Flight 24 conditions (see Chapter 4, Section 4.2.4). The combined aerosol and surface
loss terms yield the specific heterogeneous removal frequencies listed in Table 3.1.
RMBL Mixing
Vertical transport in equation 3.1 is parameterized as the product of pt and the difference
between the concentrations in the RMBL (n) and the overlying free troposphere (i). This
parameterization yields obviously a source in the RMBL when 5 > n and sink when i7 < n.
The first-order transport coefficient is based on the scaling a, K, a,2n ~ ptAn => pt ~ K2/(Az)2,
in which Kz and Az represent the vertical eddy-diffusion coefficient and vertical mixing depth,
respectively. This parameterized transport is applied to all of the important relatively long-
lived DMS-related species, but not to the fast-reacting sulfur-based radicals. The specific value
of pt = 2 x 10-5 s- 1 used in equation 3.1 is derived from observationally-based RMBL estimates
of Kz ~ 5 x 104 cm 2 s 1 and Az ~ 500 m during Flight 24 of ACE-1. These estimates, which
are extensively discussed in Chapter 4 and in Lucas and Prinn (2002), are typical values for a
stable, clear-sky boundary layer in the remote marine atmosphere.
The RMBL mixing scheme also requires the specification of the concentrations of relatively
long-lived DMS-related species in the free troposphere. For simplicity and consistency, the free
tropospheric concentrations are assumed to be fixed in time and are based on the daily average
'buffer layer' concentrations calculated in Lucas and Prinn (2002). The specific values of h
used here are listed in Table 3.2. Finally, regarding the assumption of the time-independent pt,
including time variations for K, and Az would not likely change the net value of pt by large
amounts because periods of efficient (inefficient) mixing are typically associated with thick
(shallow) mixed layer depths.
DMS Emissions
Oceanic DMS emissions are the only known significant sulfur-containing emissions in the remote
marine atmosphere. DMS emissions are usually parameterized using the surface wind speed
and the difference between the sea-surface and atmospheric concentrations of DMS. For the
sake of simplicity, however, a constant sea-to-air flux of 5 x 109 molecules cm- 2 s-1 is assumed
for DMS. This flux is based on a previous estimate for Flight 24 during ACE-1 (Lucas and
Prinn, 2002), and is consistent with other estimates for this period (Bates et al., 1998b; Mari
et al., 1999; Shon et al., 2001). Dividing this flux by the assumed mixed layer depth (Az) gives
the DMS emission source parameter (p,) used in equation 3.1.
3.2.2 Model Conditions and Forcing Functions
The conditions measured in the boundary layer during Flight 24 of ACE-1 (Bates et al., 1998a)
are used to set the model conditions for the sensitivity and uncertainty analysis. A detailed
description of these conditions is given in the next chapter and in Lucas and Prinn (2002), so
only a brief summary is provided here. The Flight 24 observations were made under clear-
sky conditions over the Pacific Ocean near Tasmania. Five-day back trajectories over the
measurement region indicated that the surface air masses were of a remote marine origin on that
time scale. The region was also characterized by relatively large sea-surface DMS concentrations
(De Bruyn et al., 1998), which provided an ample source of atmospheric DMS. Measurements
of important oxidizing species (H20 2, CH300H, 03, and OH) were also made, which allows
the model to be driven directly by these observations. Combined, these various factors created
an optimal setting for observing and analyzing the gas-phase cycling of DMS in the RMBL.
The relevant ACE-1 Flight 24 measurements used in the DMS chemistry model were averaged
in the boundary layer and are shown in Table 3.2. Measurements that did not vary with time
are 'fixed' as noted in the table, while the time-varying measurements are described below.
The Flight 24 measurements resolved the time variations of OH, H20 2, and CH300H in
the RMBL. These observations were fit to a set of time-dependent 'forcing functions' that drive
the diurnal variations in the DMS chemistry model. These forcing functions are expressed by
(asin[ ' (t-4.4)+c] +b 4.4 < t < 19.6
<1 (a, b, c) = b other t (3.3)
where t is the local time of day (in hours from midnight), a is the amplitude of the diurnal
cycle, b is the nighttime background value, and c is the phase of the diurnal cycle. The values of
a and b are based on the fits to the Flight 24 observations. Regarding the phase, setting c = 0
gives a diurnal peak at noon, while setting c = 7r gives a diurnal minimum at noon. The values
of 4.4 and 15.2 are the local sunrise (in hours) and number of daylight hours, respectively, as
defined by the day of year and location of the Flight 24 measurements. The forcing functions for
OH, H20 2, and CH 300H are shown in Table 3.2. These forcing functions also provide diurnal
variations to HO 2, CH 30 2, and NO 2, which are prescribed using the diagnostic expressions in
Table 3.2.1 Because NO 3 was not measured or is not diagnosed, its diurnal cycle is assumed so
that the sensitivity of DMS to the nighttime oxidation by NO 3 can be ascertained. The diurnal
'See Table 4.3 and Section 4.3.5 in Chapter 4 for a detailed discussion of the diagnostic expressions for HO 2,CH 3 0 2 , and NO 2 .
Table 3.2: Background Conditions Used in the DMS Chemistry RMBL Model
Condition Value Time-Dependence
ACE-1
mixed layer depth 500 m fixed
temperature 290 K fixed
pressure 990 hPa fixed
relative humidity 75% fixed
03 20 ppb fixed
OH 10*1(1-7,4-8,0.0) molecules cm- 3  varies
H2 0 2  <b(0.40, 0.0068, 0.0) ppb varies
CH 300H <b(0.20, 0.0034, 0.0) ppb varies
Estimated
NO 1 ppt fixed
NO 3  10k(2.0,s.5,#> molecules cm-
3  varies
Diagnosed (See Table 4.3 and Section 4.3.5 in Chapter 4)
HO 2  v[H202](k 2 [OH] + J3 )/k 1  varies
CH3 0 2  [CH 300H](J + k6 [OH] + k7 )/(k 4 [H0 21) varies
NO 2  [NO](kg[0 3 ] + kio[H0 2] + ku[CH30 2 ])/Js varies
Free Tropospheric Concentrations (molecules cm 3 )
DMS 1086 fixed
DMSO 106.8 fixed
DMSO 2  106.4 fixed
MSEA 106-6 fixed
MSIA 10.3 fixed
MSA 106.4 fixed
SO 2  109 .1 fixed
H2 SO 4  1066 fixed
cycles of these oxidation-related species are shown in Figure 3-2.
3.2.3 Parameter Uncertainties
The uncertainties of the model parameters are also listed in Table 3.1. For this study, the
uncertain parameters are assumed to be lognormally distributed, where the logarithm of each
parameter follows a normal probability distribution function (PDF). As shown in Table 3.1,
the parameter uncertainties are expressed using multiplicative factors. These relationships are
given by
normal lognormal
p x 4 and fix 1/ < 'logfi log < = P , (3.4)
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Figure 3-2: Profiles of the number concentrations (molecules cm- 3) of the diurnally-varying
background species driving the oxidation of DMS. The cycles for OH, H20 2, and CH 300H
are based on fits to the ACE-1 Flight 24 data. The cycles for HO 2, CH 30 2, and NO 2 use the
diagnostic expressions in Table 3.2. The cycle for NO 3 is estimated.
where p and p are the mean values of the model parameters in normal and lognormal space,
respectively, while o- and # are the uncertainties specified as standard deviations and mul-
tiplicative factors, respectively. Lognormal parameter PDFs are used is this study for three
reasons. First, parameters sampled from lognormal PDFs are positive definite, which prevents
non-physical negative values from entering into the model. Second, many of the parameter val-
ues are taken from DeMore et al. (1997) and Atkinson et al. (1997), who specify uncertainties
using multiplicative factors. Third, lognormal parameter uncertainties simplify the application
of normalized sensitivities to estimates of concentration uncertainties.
All of the parameters in Table 3.1, except the rate constant for the reaction between SO2
and OH, have uncertainty factors specified using
1 1
#(T) = #298 exp E , (3.5)
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Figure 3-3: The rate constants and uncertainties for the HOSO 2+0 2 and CH 3SOO+NO reac-
tions as a function of temperture. The mean values and 1-o- deviations are the thick and thin
lines, respectively. The arrows point to the respective vertical scale and the rate constant units
are cm 3 molecules- s-.
where 0 298 is the uncertainty factor at 298 K and E is used to the extrapolate the uncertainty
factor to temperatures away from 298 K. Equation 3.5 is based on the expressions given by
DeMore et al. (1997) and Atkinson et al. (1997). All of the estimated and many of the measured
rate constants in Table 3.1 have E = 0, which simply means that the associated uncertainty
factor is not temperature-dependent. Uncertainty factors with e = 0 correspond to measured
rate constants with #'s that are smallest at room temperature. This behavior is based on the
fact that laboratory measurements of rate constants are primarily made at room temperature
because measurements at other temperatures are more difficult to carry out (DeMore et al.,
1997). Two examples of DMS-related rate constants and their uncertainties as a function of
temperature are shown in Figure 3-3.
For the S0 2+OH reaction, DeMore et al. (1997) list 4 separate sources of uncertainty that
effect the overall rate constant. By calculating the rate constant for all 16 combinations of these
4 uncertainties, the overall uncertainty factor for this reaction is estimated as
log 4 1 (logp+ - logp-) (3.6)
where p+ and p~ are the maximum and minimum values, respectively.
As a final note, the referenced uncertainty factors in Table 3.1 are either derived from
DeMore et al. (1997) and Atkinson et al. (1997) or have been set using uncertainty information
in the given reference. Most of the processes, however, have deliberately large uncertainty
factors that are adopted here for our calculations. The uncertainty factory for the RMBL mixing
coefficient is based on a previous estimate of the uncertainty for this process (see Chapter 4,
Table 4.2). For the remaining processes, uncertainty factors of 2.5 are generously assigned. This
provides sufficiently large ranges for the parameters related to photochemistry, heterogeneous
removal, and DMS emissions. In fact, a factor of two uncertainty is generally prescribed for
DMS emissions, which is smaller than the factor of 2.5 assumed in this study.
3.3 Numerical Methods
Two different computational methods are used in the sensitivity and uncertainty analysis of the
DMS chemistry model. The first approach directly integrates the concentration and concentra-
tion sensitivity differential equations (i.e., adjoints computed simultaneously). This version is
referred to as the direct integration method (DIM). The second approach uses a set of polynomial
expansions that numerically approximate the solutions of the concentration ODEs. These poly-
nomials are generated using the probabilistic collocation method (PCM). These two methods,
their advantages and disadvantages, and their applications to the sensitivity and uncertainty
analysis are described in detail below.
3.3.1 Direct Integration Method
The direct integration method (Dickinson and Gelinas, 1976; Turinyi, 1990) directly integrates
the system of sulfur-based concentration ODEs formed from equation 3.1 and the system of
first-order local sensitivity ODEs described in the following section (Section 3.4.1). Because the
ODEs for the DMS chemistry model are stiff, a modified version of DIM is used to solve the
equations. This version is the Ordinary Differential Equation Solver with Explicit Sensitivity
Analysis (ODESSA) from Leis and Kramer (1988a,b). ODESSA is adopted as the stiff ODE
solver because it has a number of features that are attractive for the sensitivity analysis as
described below. Refer to Leis and Kramer (1988a,b) for more details related to ODESSA.
Utilizing the decoupled direct algorithm presented by Dunker (1984), ODESSA first inte-
grates the concentration ODEs over a given time interval using the GEAR-based LSODE pack-
age (Hindmarsh and Radhakrishnan, 1993). Using this concentration information, ODESSA
then solves the sensitivity ODEs for the same step-size and integration order. In this way, the
two systems of ODEs are decoupled, resulting in efficient numerical solutions for the concentra-
tions and concentration sensitivities. Note that the adaptable step-size and integration order
are determined by both the concentrations and sensitivities. ODESSA is numerically reliable
because the LSODE package, upon which it is based, has been extensively used to benchmark
the numerical solutions of atmospheric chemical systems. In addition, ODESSA offers the same
user-interface employed by LSODE, which allows for an explicit sensitivity analysis with only
minor additional user-input.
Because there are no constraints dictating the output times for integrating the ODEs, the
main advantage to DIM is that it provides near-continuous solutions of the concentrations
and sensitivities with time. The major disadvantage is that, due to computational demands,
DIM is limited practically to a first-order local sensitivity analysis. However, these DIM-based
first-order sensitivities can serve as a basis for extrapolating concentration uncertainties.
3.3.2 Probabilistic Collocation Method
The solutions of the concentration ODEs are also estimated using the probabilistic collocation
method. PCM is described in more detail in the reports of Tatang et al. (1997) and Pan et al.
(1997, 1998). However, a brief summary of PCM is given here. PCM estimates the outputs of
a model in terms of orthogonal polynomial expansions of the model inputs. When the model
inputs are cast as random variables, where each input parameter is defined by a PDF, each
model output expansion becomes a polynomial chaos expansion (PCE) fit to the model output
surface and weighting the high probability regions of the model inputs. The coefficients of
the PCEs are determined from multiple model runs at special (collocation) values of the input
parameters.
Applying PCM to the DMS Chemistry Model
In using PCM on the DMS chemistry model, the inputs are the model parameters listed in
Table 3.1 and the outputs are the logarithmic sulfur-based concentrations from equation 3.1.
Considering the order of approximation, the DMS model has 56 uncertain inputs and the con-
centrations are most likely non-linear. So, there exists a trade-off between having higher-order
expansions to capture the non-linearities, and lower-order expansions to maintain a reasonable
number of coefficients in the PCEs. To illustrate, a full third-order expansion for 56 inputs
has 32,509 coefficients, while a full second-order expansion has only 1,653 coefficients. 2 As a
compromise, the PCEs used here include homogeneous (pure) terms up to cubic order and all
possible second-order heterogeneous (cross) terms, resulting in expansions with 1,709 coeffi-
cients.
Separate PCEs are generated for the most important DMS-related species (DMS, DMSO,
DMSO 2 , MSEA, MSIA, MSA, SO 2 , and H2 SO 4 ). Each PCE is mathematically specified by the
following expression for M = 56 parameters
jth order pure terms 2 nd order cross terms
3 M M-1 M
= 0+ -l- aj,k gj,k (k) + E E k,f 91,k (k) 91,f(de), (3.7)
j=1 k=1 k=1 f=k+1
where ^ is the PCE representation of the logarithmic concentration (i.e., ^ ; r/), ao is the
zeroth-order coefficient of the expansion, aj,k is the j-th order coefficient of the k-th parameter,
#k,f is the coefficient of the second-order cross term between input parameters k and f, and
gj,k(k) is the j-th order orthogonal polynomial for input parameter (k. The summation indices
on the second term ensure that all possible combinations of the cross terms are included. The
coefficients in equation 3.7 are computed from 1,709 runs of the DMS chemistry model using
DIM at the set of input parameter collocation points. After that, equation 3.7 is used to
simulate the original model in a computationally extremely efficient way.
Logarithmic concentrations are used in equation 3.7 for two reasons. First, the solutions
to chemical ODEs involve exponential functions, so casting the PCEs in terms of logarithms
of concentrations removes much of the exponential behavior of the solutions and allows for
better fits using lower-order polynomials. Second, as dictated by the multiplicative central limit
theorem, lognormally distributed random variables naturally result from products of random
variables, which are represented by the higher-order and cross terms in equation 3.7.
Note that equation 3.7 is independent of time because the PCEs represent the concentrations
2The total number of terms in a PCE equals 1+ m x nP + En Cm,n, where m is the number of parameters,
n, is the order of the pure terms, nc is the order of the cross terms, and Cm,n defines the number of cross terms
of order n given by Cm,n = (m-1)!
at instantaneous values of time. Equation 3.7 could be re-formulated to include time, however,
by treating time as an input random variable defined by an equal probability PDF. But because
the diurnal variations of many of the DMS-related concentrations are very large, the PCEs with
time would require higher-order terms than those contained in equation 3.7. In addition, a
parametric analysis is the focus here, and so the influence of 'time uncertainties' is not relevant.
Therefore, time-dependence is excluded in equation 3.7. In this regard, DIM has an advantage
over PCM because the DIM-based solutions are nearly continuous in time.
Polynomial Chaos Expansions in (-Space
The orthogonal polynomials 9g,k(Wk) in equation 3.7 are defined in terms of standard normal
random variables (Wk), which are random variables that have normal distributions with a mean
of zero and standard deviation of one. The transformation between the random variables
representing the model parameters and the standard normal random variables is given by
logp=Lg=P+o-( <-> = , (3.8)
where L is the normal random variable representing the log-scaled model parameter p, P and a
are the mean value and standard deviation of o, and ( is the standard normal random variable.
Transforming L to ( yields a single set of orthogonal polynomials that is used for all of the
model parameters. The first five orthogonal polynomials for (, along with some properties of
these polynomials, are shown in Table 3.3. In addition, ( can be interpreted as a parameter
that defines the number of standard deviations L lies from its mean value, where ( = 0 is at
the parameter mean and |( = 1 is one standard deviation from the mean. This interpretation
allows for the analysis of complex system behavior in a compact way and is used in the sections
describing probabilistic variations in concentrations and concentration sensitivities.
3.4 Sensitivity Analysis
The parametric sensitivity analysis is concerned with the changes to the sulfur-based concen-
trations when changes are made to the parameters in the DMS chemistry model. Because
the parameters are uncertain, both local and probabilistic local sensitivities are analyzed. Local
concentration sensitivities represent the changes to the sulfur-based concentrations for infinites-
imal changes about the mean values of the model parameters (i.e., for L = p). First-order local
Table 3.3: Orthogonal Polynomials a
Order Polynomial O9gj/ 8 (
0 go=1 0
1 91 = 1 go
2 g2 = 2 - 1 2 gi
3 93 = 3 - 3 392
4 g4 = (4 -6 (2 +3 4 g3
E[gj] denotes an expected value defined by E[gq) =
nd Polynomial Properties For
E[gj] E[g ?] E[g]
1 1 1
0 1 0
0 2 8
0 6 0
0 24 1728
1 f_" exp ( Z 2)gj (() d .
sensitivities are calculated as a function of time using DIM and at specific instances in time
using PCM. Probabilistic local sensitivities, on the other hand, are defined as the changes to
the sulfur-based concentrations for infinitesimal changes about any values of the model pa-
rameters from the parameter PDFs (i.e., for o = p + o- ). Although DIM can be used to
calculate probabilistic local sensitivities, PCM is a more powerful tool for assessing them. With
little additional effort, PCM also provides higher-order sensitivities that are useful for gauging
parameter interactions and non-linearities.
3.4.1 Time-Dependent Local Sensitivities
First-order local concentration sensitivities are expressed by the following set of partial deriva-
tives
z ni (3.9)
where zij defines the sensitivity coefficient of the concentration of ni to model parameter p3 .
There are N x M concentration sensitivity coefficients for the N species and M parameters in
the DMS chemistry model. These sensitivity coefficients are local because they consider only
infinitesimal changes to the model parameters; they are first-order because they account for
changes only one parameter at a time.
Taking the derivative of equation 3.1 with respect to parameter pj and applying the chain
E[g4]
1
3
60
3348
368064
rule leads to the following time-dependent system of concentration sensitivity ODEs
dzi3 -- (ak) (3.10)
dt Op( nk
aj k=1
where h is the right hand side of equation 3.1. Together, equations 3.1 and 3.10 form a coupled
system of N x (1 + M) ODEs for sulfur-based concentrations and concentration sensitivities,
which leads to 1,425 equations for the DMS chemistry model (N = 25, M = 56). These equa-
tions are solved simultaneously using DIM. Note, information about the parameter uncertainties
is not contained in equation 3.10.
Because the parameters in Table 3.1 have different units, the first-order sensitivity coeffi-
cients in equation 3.9 consequently have different units.3 In order to make direct comparisons
between the sensitivity coefficients, they are normalized by
89m _ log ni -PJ
- - --l = -z- -(3.11)
-gg 9log pj ni
which uses the log-scaled concentrations and parameters. By definition, the normalized sen-
sitivities are unitless and describe the fractional changes of the concentrations for fractional
changes to the parameters. Also note, multiplying equation 3.11 by the standard deviation of
e3 gives an estimate of the uncertainty in qj due to the uncertainty in g. Thus, these DIM-based
sensitivity coefficients are used in section 3.5 to calculate uncertainties in concentrations.
Higher-order sensitivities can also be obtained by further differentiation of equation 3.10
with respect to the model parameters. However, solving for the concentrations and the first-
and second-order sensitivity coefficients requires the solution of a coupled system of N x (1 +
M) x (1 + M/2) equations for N species and M parameters. In the DMS chemistry model this
yields a system of 41,325 coupled ODEs. For this reason, higher-order DIM-based sensitivities
are not calculated here and are not typically analyzed in models of atmospheric chemistry
containing many species and reactions.
3.4.2 Probabilistic and Higher-Order Local Sensitivities
In contrast to local sensitivities that are evaluated only at the mean values of the parameters,
probabilistic local concentration sensitivities cover a relatively large range of parameter values
3For instance, concentration sensitivities to first- and second-order parameters have units of molecules cm-
3
s and s-1, respectively.
in the uncertainty space of the parameters. More specifically, this large range is defined in a
statistical sense as being parameters sampled from the parameter PDFs prescribed in Section
3.2.3. Probabilistic local sensitivities are important for models of atmospheric chemistry because
many of the parameters are highly uncertain and the models are typically nonlinear. In fact,
these large uncertainties lead to sensitivities that can vary in magnitude and relative importance
to the output concentrations across the parameter uncertainty space.
In theory DIM can calculate probabilistic local sensitivities by repeatedly solving equations
3.1 and 3.10 in a Monte Carlo fashion for sets of randomly sampled parameters from the
parameter PDFs. This is not practical, however, given the 103 ODEs that need to be solved
hundreds to thousands of times. PCM, on the other hand, is an efficient and powerful, albeit
approximate, tool for investigating probabilistic local sensitivities as illustrated below.
The first-order PCM-based sensitivity coefficients are obtained by taking the partial deriva-
tive of equation 3.7 with respect to input parameter eq and using the properties of the derivatives
of orthogonal polynomials (gj,q/q = j o 1-g 1,q) listed in Table 3.3. This leads to
1 3 M
E = aj,q 9j-1,q(q) -Q+ k,q1,kk , (3.12)
kfq
where oq equals the standard deviation of eq. Expression 3.12 clearly shows the probabilistic
nature of the concentration sensitivities because the right hand side is a polynomial in the
M-dimensional probabilistic space of all (. Equation 3.12 also shows that the sensitivity of ^ to
parameter eq is coupled to the other parameters through the 3 k,q coefficients, and non-linearly
depends on itself through the a3,q coefficients.
Equation 3.12 provides a means for examining local sensitivities at specific parameter values
by fixing the values of (. For instance, setting ( = 0 for all of the parameters in the above
equation equals the local sensitivities at the parameter means. This yields
S - 1,q - 3 a3,q (3.13)
0eLOq n crq
which is a simple combination of the first- (a1,q) and third-order (a3,q) PCE coefficients weighted
by the standard deviation of the parameter. Equation 3.13 serves as the basis for comparison
with the DIM-based local sensitivities. Likewise, setting ( = 11 in equation 3.12, which equals
the sensitivities for the parameters at a o-, gives
= 1 (a,q 2 a2,q) - k,q. (3.14)
5 10i qq k=
kfq
The sensitivities now include second-order (a2,q) and cross term ( 3 k,q) coefficients. The differ-
ence between equations 3.13 and 3.14 indicates that the sensitivities may significantly change
as ( is varied if the magnitudes of the PCE coefficients are relatively large. Thus, the desig-
nation of the most influential parameters affecting the concentrations may also change as ( is
varied. This analysis is carried out in Section 3.6.2, where the sensitivities from equation 3.12
are displayed as ( is varied over the range |(| < 1.
Another powerful advantage to using PCM instead of DIM is the ability to easily generate
higher-order sensitivities by further differentiating equation 3.12. Taking the second- and third-
order derivatives yields the following second- and third-order sensitivity coefficients
2; = (2a2,q + 6a3,q91,q((q)) /q for q = r and 6 a3, (3.15)
89Qq8 9q , pq,r/ (UqUr) for q # r -o (-
where only the homogeneous second-order sensitivities (q = r) are functions of . These higher-
order sensitivities are generally smaller than the first-order sensitivities, but they can provide
insight into couplings between model processes and other non-linearities. The largest second-
and third-order sensitivities are discussed and displayed later in Section 3.6.2.
3.5 Uncertainty Analysis
The sensitivity analysis identifies the key parameters that influence the sulfur-based concentra-
tions, but it does not convey information about which parameters are most critical in trying
to reduce the overall concentration uncertainties. To accomplish this, the techniques of uncer-
tainty analysis are used, which characterize and quantify the probability density functions of
the sulfur-based species resulting from uncertainties in the model parameters.
The uncertainty analysis in this chapter has the following three different components: (1)
generate the PDFs of the DMS-related species and compute the first three moments of these
PDFs, (2) determine the contributions of individual parameters and parameter pairs to the
overall concentration uncertainties, and (3) analyze the variations of the net concentration
uncertainties over a wide temperature range.
3.5.1 Probability Density Functions
Two different sets of concentration PDFs are explicitly generated for the DMS-related species
using randomly sampled parameters from the parameter PDFs. The first set of PDFs is labeled
DIM-M and comes from solving equation 3.1 for concentrations multiple times using a Monte
Carlo method. The second set comes from the Monte Carlo evaluation of the PCM polyno-
mial approximations in equation 3.7. These two sets of concentration PDFs are qualitatively
discussed and compared later in Section 3.6.3.
Quantitatively, the first three moments of the concentration PDFs are also calculated. The
moments are related to expected values of the distributions, where the expected value of a
variable x with a PDF f(x) is given by E[x] = f x f(x) dx. In terms of expected values, the
first three moments of the concentration PDFs are
. E [( ,q - ( ,q)  3 ](o) = E[],o = E[( - (7))2], and -, = , (3.16)
'7
where r is the log-scaled concentration, (q) is the mean value, u2 is the variance, and 7 is the
skewness. The mean value sets the magnitude of each concentration PDF, while the variance
and skewness are related to the PDF shapes.
The moments of the concentration PDF are computed using three different techniques. The
first technique (DIM-S) uses the DIM-based local sensitivity coefficients from a single model run
of equations 3.1 and 3.10 at the parameter means to estimate statistical information related
to the output concentration distributions. The second technique derives the moments using
standard statistical expressions directly on the Monte Carlo generated PDFs from DIM-M. The
third technique estimates the moments using PCM by taking expected values of equation 3.7.
The specific expressions used to calculate the moments of the concentration PDFs using these
three techniques follow.
First Moment - Mean Value
DIM-S The DIM-S estimates of the mean values of the DMS-related species are given by
the following expression, which is valid for independent, uncorrelated model parameters:
?)=() + E a (3.17)j=1 j
In this expression q(p) is the value of q obtained from running the model at the parameter means
and o-j is the standard deviation of g, (Turinyi, 1990). The above expression is truncated after
the first term because second-order sensitivities are not calculated using DIM. This expression
shows that the concentration means are not equal to the model evaluated at the parameter
means (that is, (7) 5 71(p)) because of the presence of the second term. In most cases the
second term is relatively small, but for strongly non-linear models this approximation may not
be valid.
DIM-M The first moments of the Monte Carlo generated DIM-M concentration PDFs
are directly calculated using the standard expression for the arithmetic mean
S
(7) = 9, (3.18)
j=1
where S is the Monte Carlo sample size. A sample size of S = 104 is used for all of the estimates
of the moments of the DIM-M PDFs.
PCM Instead of computing the moments from the PCM-generated PDFs, which are func-
tions of the Monte Carlo sample size, exact PCM moments are obtained by directly taking the
expected values of the terms in the PCEs (that is, by taking the expected value of equation
3.7). This procedure is simplified by noting that the expected value of a sum of polynomials
of random variables equals the sum of the expected values, E[gjj,k+gJ2 ,] = E[g31 ,k] + E[j92,I,
where ji and k may or may not equal j2 and f, respectively. Moreover, because the model pa-
rameters are independent, the expected value of a product of polynomials of different random
variables equals the product of the expected values, E [g1,,k gj2,] = E [gji,k] x E [gj 2 ,jl, where
ji may or may not equal j2 and k 4 f. Using these properties, and the additional property
E[gj,k] = 0 for j > 0 (see Table 3.3), the expected value of equation 3.7 gives the first moment
simply as
(f7) = ato, (3.19)
which states that the mean value of each PCE equals its zeroth-order coefficient. It is also worth
noting that the PCEs can be used to examine the concentrations at the parameter means by
inserting ( = 0 into equation 3.7. This yields
M
= ao - E '2,k (3.20)
k=1
which also shows that there is a difference between the true concentration means (ao) and the
concentrations at the parameter means (^lgO). This difference can be large for highly non-linear
models in a manner similar to the neglected higher-order terms in the estimate of (r) using
DIM-S.
Second Moment - Variance
PDF widths are related to the second moment, or variance, which depends on the amount of
uncertainty that the uncertain parameters contribute to the concentrations.
DIM-S The estimate of the variance using DIM-S is given by
__ 2 __, 2,
o0=-2+ E[( - )3] ~ L 2 ,(3.21)
j=1 j=1 L3 j=1
which is a function of the first- and second-order local sensitivities and the second and third
central moments of gg (Turinyi, 1990). As with the DIM-S estimate of the mean, this expression
is truncated after the first term for three reasons: (1) the second term is usually much smaller
than the first, (2) ODESSA does not calculate second-order sensitivities, and (3) the third
moments of the parameters are not known. The truncated expression allows for estimates
of the concentration uncertainties using only the first-order local sensitivities and parameter
uncertainties.
DIM-M The variances from the Monte Carlo generated DIM-M concentration PDFs are
directly calculated using the standard expression
2=1S
2 = (r/j - (r/))2, (3.22)
j=1
which, again, is a function of the Monte Carlo sample size (S).
PCM Calculating the PCM-based variance requires taking the expected values of the
various terms in the expansion of (i - ao) 2, which is slightly more complicated than the
calculation of the mean (^). The expansion results in three different types of products of
orthogonal polynomials. The first type involves expected values of products between the pure
terms, E [ayi,k gj,k a 2 , 9j2 ,e). It is easy to show that these expected values equal zero unless
i1 = 32 and k = e, and thus only the squares of the pure terms contribute. Next, products
between the pure and cross terms have to be considered, E [aci,k gj,k #e,m gi,e g1,m]. These
expected values always equal zero because e = m. Finally, products between the cross terms
give E [#ke 91,k 91,e m,n gi,m gi,n], which trivially equals zero unless k = m and i = n. Putting
these together, and using the expected values from Table 3.3, the PCM-based variance is
M M-1 M
0= S a (o, + 2Q a2 + 6a 3 ) + l5 (3.23)
j=1 j=1 k=j+1
which is a simple combination of the squares of the PCE coefficients. Note that the summations
in equations 3.21 and 3.23 are over parameters, which provides the methodology for analyzing
parameter variance contributions discussed later.
Third Moment - Skewness
The degree of distribution asymmetry is quantified by the skewness, where values close to zero
indicate nearly symmetric PDFs, large positive values indicate significant tails to the right of
the mean, and large negative values indicate significant tails to the left.
DIM-M The skewness of each concentration PDF is estimated directly from the Monte
Carlo generated DIM-M PDFs using the standard expression
S
= 3 57 - (n) )3, (3.24)
j=1
where S is the Monte Carlo sample size.
PCM The PCM-based skewness is obtained by taking the expected values of the terms
in the expansion of (j - ao) 3. The various PCE coefficient combinations are determined by
considering all of the possible products of orthogonal polynomials as was done for the PCM-
based variance. However, given the large number of products and terms in the expansion, the
details of the derivation are not given here. Rather, the resulting expression for the PCM-based
skewness is quoted below:
7 = (8a j + 6 aja2,j + 3 6 a,ja2,ja3,j + 108 a2,ja 3 j) + (3.25)
7 j=1
M-1 M M-2 M-1 M
+ 6 5 [3j'aja - ,, (a2j - a2,k)] + 6 M-1 M j,akj,/k,, .
j=1 k=j+1 j=1 k=j+l e=k+1
The numerical coefficients in this expression are combinations of the multinomial coefficients
in the expansion (3 !/pl! p2! p3!, where the pi's, are the respective powers of the coefficients in
the given term), the expected values from Table 3.3, and the expected values for products of
orthogonal polynomials of the same variable and different order (i.e., E[gi g2] = 2, E[gi 92 g3] =
6, and E[g2 g2] = 36). As with the PCM-based variance expression, this skewness equation
potentially can be used to calculate parameter contributions to the total skewness, but this
analysis is not carried out here.
3.5.2 Uncertainty Contributions
The variances of the concentration PDFs provide a measure of the net uncertainties in the
modeled concentrations induced by uncertainties in the model parameters. The analysis of
the variance is taken one step further, because the net concentration uncertainties are sums of
uncertainty contributions from the individual parameters and combinations of parameters. By
arranging these variance contributions according to magnitude, the key parameters contributing
the largest amounts of uncertainty are easily identified. This, in turn, allows for a potential
reduction of model error by gaining better knowledge about a subset of the model parameters
rather than blindly trying to improve the full parameter set.
Of the three variance estimates from the previous section, only the DIM-S and PCM ex-
pressions (equations 3.21 and 3.23) are used to compute variance contributions because their
variance expressions are explicitly in terms of summations of model parameters. These frac-
tional variance contributions are specified by:
DIM-S PCM-homogeneous PCM-cross
2 0' 2, + 6 ,j and j,k (3.26)
77777
where j and k are parameter indices (j = k) and the partial derivative in the DIM-S expression
is the first-order local sensitivity coefficient. These expressions clearly show an important
advantage of PCM over DIM-S, because PCM accounts for uncertainty contributions from
pairs of model parameters. Thus, PCM is useful for evaluating the effects of uncertain coupled
processes on the overall concentration uncertainties.
3.5.3 Uncertainty Dependence on Temperature
Temperature impacts the uncertainties of the DMS-related species in two distinct ways. First,
many of the model parameters in Table 3.1 are exponential functions of temperature, which
results in reaction rates that depend strongly on temperature. For instance, the rate of DMS
oxidation by OH changes considerably as temperature increases from low values, where OH-
addition is favored, to relatively high values, where H-abstraction is dominant. Therefore, at low
temperatures the sulfur-based concentration uncertainties are less likely to have contributions
from the uncertain DMS+OH abstraction rate constant. Second, not only do the reaction rates
depend on temperature, but many of the parameter uncertainties -as shown by equation 3.5-
are also explicit exponential functions of temperature. These parameter uncertainty functions
are formulated on the premise that the photochemical rate constants are most certain at room
temperature, and less certain at other temperatures.
These two temperature-uncertainty effects may offset at one temperature and reinforce at
another, because a particular reaction rate may decrease with falling temperature while its
uncertainty increases. The DMS+OH abstraction reaction is a prime example, because the re-
action rate decreases as temperature falls from 298 K, while the uncertainty in the rate constant
increases. These two effects lead to possible non-linearities in the temperature-dependence of
the concentration uncertainties. These potential non-linear temperature effects are diagnosed
by calculating the sulfur-based concentrations and concentration uncertainties over a tempera-
ture range of 250-310 K, keeping all of the other conditions in Table 3.2 fixed.
3.6 Results and Discussion
The model is integrated until a repetitive diurnal cycle is achieved for all of the gas-phase sulfur-
based species. The following sensitivity and uncertainty analysis is carried out for the final day
of this integration. Recall, DIM integrates the concentration and concentration sensitivity
ODEs nearly continuously with time (see equations 3.1 and 3.10), so explicit diurnal profiles
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Figure 3-4: Diurnal cycles of the number concentrations (molecules cm- 3) of DMS, DMSO,
DMSO 2 , MSEA, MSIA, MSA, SO2 , and 112SO4. The labels on the individual profiles are given
to the right and the daily average concentrations are given in parentheses.
are shown for the DIM-based solutions. PCM, on the other hand, is applied instantaneously in
time. Therefore, two times are chosen for the PCM analysis, corresponding to the instantaneous
values at 12:00 and 18:00. These two times allow for a detailed comparison between periods of
active (12:00) and relatively in-active (18:00) photochemistry.
3.6.1 Concentrations
Diurnal Concentration Cycles
The diurnal cycles for the major DMS-related species calculated using DIM are displayed in
Figure 3-4. As shown in the figure, DMS, SO2 , and MSIA exhibit diurnal cycles with noticeably
smaller amplitudes (less than a factor of 2) than the cycles for the other species. Although
DMS, SO2 , and MSIA are directly oxidized by OH, they are also strongly affected by non-
photochemical processes -such as mixing into or out of the RMBL- that "dampen" the diurnal
affects of OH oxidation. The species with large amplitudes, on the other hand, have sources
and/or sinks dominated by chemistry, so their amplitudes are greatly affected by changes in
OH concentrations.
Besides the amplitudes, the phases of the diurnal cycles are also indicative of the major
processes affecting the DMS-related species. For instance, species with cycles that have large
amplitudes tend to peak at or near local noon, which indicates that photochemistry is a major
factor driving their production. The cycles for DMS, SO2, and MSIA, however, have inflection
points near local noon, which indicates that non-photochemical processes play important roles.
The diurnal cycle of DMS is also strongly anti-correlated with the cycles for SO 2 and MSIA,
which results from the photochemical conversion of DMS into these species. The DMS-SO 2 anti-
correlation in the RMBL has been both observed and modeled (Davis et al., 1999; Chen et al.,
2000), and serves as primary evidence that S02 in the marine environment is photochemically
produced from DMS oxidation. The phases of the simulated DMS and SO2 diurnal cycles in
Figure 3-4 agree with the modeled cycles by Davis et al. (1999) and Chen et al. (2000); in
particular the maxima and minima occur at roughly the same times. The diurnal amplitudes of
DMS and SO2 in Figure 3-4, however, are smaller than the amplitudes in the Davis et al. (1999)
and Chen et al. (2000) studies. These amplitude differences are probably due to the different
strengths of the OH cycles, because their studies are for the equatorial Pacific compared to the
mid-latitude Pacific conditions employed here.
Concentration Correlations
Before comparing the sensitivities and uncertainties of the DMS-related species, it is important
to first ensure that the PCE approximations of the output concentrations using PCM are
consistent with the concentrations calculated by directly integrating the true model using DIM.
The PCEs are tested by comparing the concentrations from the two methods (equation 3.1
from DIM versus equation 3.7 from PCM) for common sets of randomly sampled parameters
from the parameter PDFs.
Using sample sizes of 103 , two separate groups of correlations for the instantaneous concen-
trations at 12:00 and 18:00 were generated and are shown in Figure 3-5. Also shown are the
coefficient of determination (R 2) and index of agreement (d), which are two common measures
of the statistical agreement between the concentrations. First note that the concentrations at
12:00 are either smaller or larger than the 18:00 values as determined by the phases and peaks of
the previously displayed diurnal cycles. Next, as indicated in the figure, both groups of correla-
tions are very high because the values of R 2 and d are close to unity for all of the species. Also,
these strong concentration correlations hold by as much as four orders of magnitude for many
of the species. These strong correlations, overall, suggest that using PCEs with third-order
pure terms and second-order cross terms sufficiently represent the true model concentrations
at 12:00 and 18:00. Further, because there are also no significant biases towards the DIM-
or PCM-generated concentrations, any subsequent differences between DIM- and PCM-based
sensitivities and uncertainties are likely due to the inherent ability of PCM to capture model
non-linearities.
Concentrations in (-Space
Applying PCM at 12:00 and 18:00 leads to the set of PCEs for the DMS-related species shown
in Table 3.4. These PCEs are functions of the ('s described in Section 3.3. Due to a lack
of space, only the six largest PCE coefficients after the leading term are shown in the table.
Note that the leading PCE terms are the concentrations at the parameter means given by
equation 3.20. The signs of the PCE coefficients (+/-) indicate whether the concentrations
depend positively or negatively on the specified parameter. The signs of the non-linear PCE
coefficients also signal whether the concentration PDFs generated from these PCEs will be
skewed to the left (-) or right (+) of the mean. Even in their truncated forms, these PCEs
indicate that non-linearities and parameter couplings play an important role in determining
the concentrations. For instance, the concentration of SO2 in (-space depends on non-linear
combinations of heterogeneous removal ( 53), DMS emissions ((u5), and RMBL mixing ( 56).
By evaluating the PCEs in Table 3.4 as functions of the i's, the dependencies of the sulfur-
based concentrations on the uncertain parameters are ascertained. Because these PCEs are
functions in a 56-dimensional parameter space, it is difficult to directly interpret them. How-
ever, by looking at 1-D slices through the 56-dimensional space, preliminary information about
concentration sensitivities, uncertainties, and non-linearities is obtained. To do this, a single
(q is allowed to vary while all other r's (r : q) are set to zero -which expresses variations in
a single model parameter and equates all others to their mean values.
Figure 3-6 shows 1-D slices of the DMS-related concentrations at 12:00 and 18:00 as the
DMS+OH abstraction and addition rate constants ((1 and 3 vary over || < 1. The curves
cross at ( = 0, where the concentrations are at the mean values of all the model parame-
ters. Positive and negative slopes in the figure are related to the concentration sensitivities.
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Figure 3-5: Logarithmic concentration correlations at 12:00 and 18:00 using DIM and PCM.
The correlations at 12:00 are displayed by the red diamonds using the upper/left axes. The
correlations at 18:00 are displayed by the black squares using the lower/right axes. The corre-
lations were calculated using common sets of randomly sampled parameters for a sample size
of 103. Also shown are the 1:1 lines, the coefficients of determination (R 2), and the indices of
agreement (d).
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Figure 3-6: Changes in the DMS-related concentrations at 12:00 (squares) and 18:00 (diamonds)
for variations in the DMS+OH abstraction (empty) and addition (filled) rate constants. The
rate constants are varied as a function of (, where |.|= 1 is 1-o- from the rate constant mean.
84
9.365
9.36
9.355
9.35
9.345
9.34
-1 -0.5 0. 0.5 1.
108 10 [DMSO
-1 -0.5
5
1
5
5
5
5
6.55
6.5
6.45
6.4
6.35
6.3
6.25
6.2
6.8
6.6
6.4
6.2
-1 -0.5 0. 0.5 1.
-1 -0.5 0. 0.5 1.
El abs (12: 00) 0 add (12:00) + add (18:00)
Table 3.4: Polynomial Chaos Expansions of the DMS-Related Species
12:00
i(DMS) ~ 9.36 + 0.339 ( - 0.129 56 + 0.028 (2 - 0.020 (55 (56 - 0.014 3 + 0.010 (4 + -
i(DMSO) ; 7.25 + 0.323 (55 + 0.274 3 - 0.161 4 - 0.132 56 - 0.123 (48 + 0.067 G + -
i(DMSO 2) ; 6.65 - 0.261 (9 + 0.251 G + 0.237 (8 - 0.219 (49 +0.213 3 - 0.134 (4 + -
(MSEA) ; 6.83 + 0.312 G6 + 0.291 G + 0.247 3 - 0.170 (14 - 0.152 4 - 0.122 Gs6 + -
(MSIA) 8.03 - 0.176 (si + 0.084 G + 0.075 3 + 0.053 G56 - 0.052 G55 G6 - 0.042 3 Gs6 + - -
(MSA) a 6.44 - 0.235 Gs2 + 0.217 G + 0.125 (47 + 0.119 G6 + 0.110 (40 + 0.100 3 + - --
i(SO2 ) r 8.85 - 0.182 3 + 0.089 ( - 0.055 (55 ( + 0.041 (56 - 0.036 3 + 0.028 5 + -
(H2 SO 4 ) a 6.82 - 0.236 4 + 0.207 ( - 0.170 (25 + 0.139 4 + 0.139 (24 - 0.087 (3 + -
18:00
i(DMS) e 9.36 + 0.339 ( - 0.116 (56 + 0.028 (2 - 0.020 (55 (s6- 0.013 (3 + 0.010 (4 +
i(DMSO) r 6.75 - 0.315 (48 + 0.263 s + 0.221 3 - 0.129 4 - 0.088 Gs6 + 0.051 (s + .-
1(DMSO 2 ) - 5.95 - 0.458 49 + 0.186 G + 0.175 ( + 0.155 a - 0.151 ( + 0.104 (49 (s6 ± -
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PCEs are in terms of the standard normal random variables (k, where k denotes the parameter number listed in Table 3.1. The leading
term in the PCEs equals ; evaluated at C = 0 as given by equation 3.20. PCEs are ordered by the magnitudes of the coefficients and are
truncated after the sixth largest coefficient. The full PCEs are available upon request.
Positive slopes, for instance, indicate concentrations that increase as the DMS+OH rate con-
stants increase. With increasing DMS+OH rate constants, therefore, the concentration of DMS
decreases and the other species mainly increase.
The magnitudes of the slopes in Figure 3-6 indicate the degree of sensitivity of the concen-
trations to the DMS+OH addition and abstraction reactions. In one trend, the sensitivities
of most of the species to these reactions decrease from 12:00 to 18:00 because the species are
less dependent on chemistry away from the noontime peak in photochemistry. Another obvious
trend is related to branching of the oxidized sulfur-based products in the DMS oxidation mecha-
nism. For instance, DMSO, DMSO 2, MSEA, and MSIA lie solely along the OH-addition branch,
so they show a large sensitivity to DMS+OH addition and negligible sensitivity to DMS+OH
abstraction. That is, their slopes for OH-addition are larger than their H-abstraction slopes.
Likewise, SO2 and H2SO 4 -which lie primarily lie along the H-abstraction branch- show stronger
sensitivities to the DMS+OH abstraction reaction.
The magnitudes of the slopes also highlight the amount of uncertainty that the uncertain
DMS+OH reactions contribute to the sulfur-based concentrations. For example, the uncertainty
in DMS+OH addition imparts significant uncertainty in DMSO, DMSO 2, and MSEA, but only
minor to negligible uncertainty in the other species. The qualitative sensitivity and uncertainty
issues touched on here are quantified in the following sections.
3.6.2 Sensitivities
Diurnal First-Order Local Sensitivity Cycles
Given that the model is forced by OH concentrations that vary with time, the first-order local
concentration sensitivities also vary with time. Figures 3-7 and 3-8 show the diurnal cycles of
the normalized, first-order local sensitivity coefficients for the major species in the DMS mecha-
nism. These plots were derived by solving the sensitivity ODEs using DIM (equation 3.10) and
normalized using equation 3.11. The key model parameters that influence the concentrations of
the DMS-related species are the sensitivity coefficients with the largest magnitudes highlighted
in the figures.
It is readily apparent from Figures 3-7 and 3-8 that the majority of the sensitivity coefficients
are extremely time-dependent. Many of the sensitivity coefficients change rapidly in magnitude
near midday and some even change their sign (i.e., from positive to negative or visa versa).
Although this time-dependence is very complex, some common features occur throughout the
set of sensitivity coefficients that simplify the analysis. These features are related to the type of
model parameter -chemical production or loss, mixing into or out of the RMBL, heterogeneous
loss, or DMS emissions- as described below:
1. Reactions that influence the production (loss) of a particular species yield positive (nega-
tive) sensitivity coefficients with magnitudes that peak at or near midday and diminish at
other times. Two examples include the sensitivity of DMSO concentrations to reactions
involving OH-addition to DMS (parameter 3) and DMSO (parameter 7). Physically, this
behavior is due to the fact that many of the reaction rates are largest during midday
when the photochemistry is most active.
2. The magnitude and sign of the sensitivity to the RMBL mixing coefficient (parameter 56)
depends on the magnitude and sign of the difference (ii - n) in equation 3.1. Considering
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DMSO 2 for instance, during the early and late portions of the day l > n, so the flux of
DMSO 2 into the RMBL is large during these times. This results in a large and positive
sensitivity of DMSO 2 to the RMBL mixing coefficient at the beginning and end of the day.
At midday, however, DMSO 2 levels are built up in RMBL yielding A < n. This results in
a large flux out of the RMBL and a sensitivity of DMSO 2 to the mixing coefficient that
is large and negative. Many of the other species show similar trends in their sensitivity
to RMBL mixing, with magnitudes that are smallest at midday and larger otherwise.
3. The sensitivities of the oxidized sulfur-based species to heterogeneous removal (parameters
48-54) are always negative, but have magnitudes that are smallest between morning and
noon. The magnitudes of these sensitivities decrease during this time because the active
photochemistry dominates the changes to the concentrations.
4. Although all of the species are positively sensitive to changes in DMS emissions (parameter
55), only the sensitivity of DMS concentrations to DMS emissions does not exhibit a
diurnal cycle. This sensitivity is linear because a change in DMS emissions always results
in a proportional change in the concentration of DMS. For the other species, however,
a change in DMS emissions results in a change in concentration of DMS, which is then
subject to photochemical oxidation. Thus, the sensitivities of the other species to DMS
emissions have cycles that follow the photochemical cycle.
One common application of sensitivity analyses is to rank the parameters affecting a model
output from very important to non-influential on the basis of the magnitudes of the sensitivity
coefficients. Because the sensitivity coefficients in Figures 3-7 and 3-8 are strong functions of
time, the identity of the most important parameters also changes with time. For example, the
concentration of H2SO 4 is nearly equally sensitive to the DMS+OH abstraction (parameter 1)
and CH 3SO+0 2 (parameter 24) reaction rate constants during the day. In the early morning
and late evening, however, H2SO 4 is much more sensitive to the latter than the former.
Despite the fact that the ratings of the sensitivities change with time, some general conclu-
sions can still be drawn about the key parameters that influence the DMS-related concentrations
over the course of a day. Using Figures 3-7 and 3-8 as a guide, and referring to the parameter
numbers in Table 3.1, these key parameter sensitivities are:
9 DMS is primarily sensitive to the parameters for oceanic emissions and mixing out of the
RMBL, and moderately sensitive to the DMS+OH abstraction rate constant. The rate
constant for the oxidation of DMS by NO 3 is not a key sensitivity, even at night, because
the concentration of NO 3 is sufficiently low and does not contribute to the loss of DMS.
" DMSO is sensitive to parameters for DMS emissions, RMBL mixing, heterogeneous re-
moval, and chemical reaction rate constants involving the formation and loss of the DMS-
OH adduct and DMSO.
" DMSO 2 is sensitive to parameters for DMS emissions, RMBL mixing, heterogeneous
removal, the DMS+OH addition reaction, and rate constants involving the formation and
loss of the DMSO-OH adduct.
" MSEA is sensitive to parameters for DMS emissions, RMBL mixing, heterogeneous re-
moval, DMS+OH addition, and the production and loss reaction rate constants of MSEA.
" MSIA is sensitive to parameters for DMS emissions, RMBL mixing, heterogeneous re-
moval, and the DMS+OH addition rate constant.
" MSA is mainly sensitive to parameters for DMS emissions, RMBL mixing, heterogeneous
loss, the rate constant for DMS+OH addition, the rate constants associated with the
formation of MSEA, and the parameterized rate constant converting MSEA into MSA.
* SO2 is markedly sensitive to parameters related to DMS emissions, RMBL mixing, het-
erogeneous loss, and the DMS+OH abstraction rate constant. Note that SO2 does not
show any significant sensitivity to CH 3SO2 dissociation (parameter 38) even though it
is a direct precursor to SO2 . This finding contradicts Saltelli and Hjorth (1995), who
found CH 3SO2 dissociation to be a critical reaction for both SO2 and H2SO 4. The major
reason for this difference involves the fact that Saltelli and Hjorth (1995) did not include
non-photochemical processes in their study.
" H2SO 4 is sensitive to many parameters, including those for DMS emissions, heterogeneous
loss, and the rate constants for DMS+OH abstraction, the reaction between CH 3SCH2 00
and NO, reactions of CH 3SO with 02 and 03, and the isomerization of CH 3S(O)OO into
CH 3SO3 -
Another discernible feature in Figures 3-7 and 3-8 is related to the number of parameters
a given sulfur-based species is sensitive to. From the figures, highly oxidized species tend to
be sensitive to more parameters than less oxidized species. For instance, DMS and MSEA are
sensitive to a smaller number of chemical reaction rate constants than DMSO 2 and MSA. This
characteristic is merely a consequence of the number of precursors affecting a given species. To
illustrate, DMS shows appreciable sensitivity to only one rate constant (DMS+OH abstraction),
while DMSO 2 shows large sensitivities to many. For this reason, all of the species are sensitive
to some degree to the rate constants for the H-abstraction and/or OH-addition reactions with
DMS.
Finally, by identifying the largest sensitivity coefficients, the number of parameters required
in the mechanism can potentially be reduced. For global atmospheric chemical modeling, ac-
curate reduced-form mechanisms are attractive alternatives to full mechanisms because the
chemical calculations typically consume large portions of computer time. But, as indicated in
Figures 3-7 and 3-8, the DMS-related species have significant sensitivities to many parameters.
This means that it is difficult to reduce the DMS scheme down to a small number of reactions.
For instance, if only those model parameters are kept that cause concentration sensitivities
within 50% of the largest sensitivity for each species, then the original mechanism is reduced
by less than half, from 56 to 34 parameters. Reducing the number of required parameters in
the DMS chemistry model depends on the species of interest, however. If DMS and SO 2 are the
only desired species, then the model could possibly be reduced down to just a few parameters.
To properly model H2SO 4, on the other hand, requires many reactions and processes.
Comparison of First-Order Local Sensitivities
Although DIM provides concentration sensitivities as a function of time, practical applications
of DIM to atmospheric chemical mechanisms are limited to first-order local sensitivities. Al-
ternatively, PCM can readily analyze higher-order sensitivities. Before analyzing these higher-
order sensitivities, however, the reliability of the PCM-based sensitivities must first be tested.
This section scrutinizes the PCM sensitivities by comparing the first-order local sensitivity
coefficients calculated independently using DIM and PCM at 12:00 and 18:00.
Recall that the first-order PCM-based concentration sensitivities are of a probabilistic nature
because the partial derivatives are functions of (. Setting ( = 0 in equation 3.12 gives the
local sensitivities at the parameter means (see equation 3.13), which then allows for a direct
comparison with the corresponding sensitivities in DIM. This comparison is shown in Figure
3-9 for DIM and PCM at 12:00 and 18:00. Due to the large number of model parameters,
comparisons are made only for the concentration sensitivities with the largest magnitudes.
The DIM and PCM sensitivity coefficients in Figure 3-9 agree in sign and magnitude for all
of the DMS-related species and parameters. The agreement even holds over time, as exemplified
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by the sensitivity of H2SO 4 to the CH 3SCH 2 00+NO reaction rate constant (parameter 12),
which is positive at 12:00 and negative at 18:00. Though the overall agreement is excellent, there
are some slight systematic differences for some of the species. For instance, many of the H2SO4
concentration sensitivities using DIM are systematically larger than the corresponding PCM-
based sensitivities. These systematic differences are not related to the PCE fits though, because
the concentration correlations in Figure 3-5 do not show any significant biases towards DIM or
PCM. Rather, the differences must be due to the first-order versus higher-order nature between
DIM and PCM, respectively. Nevertheless, the generally good level of agreement between the
DIM and PCM sensitivities lends credence to the identification of the important parameters
affecting the DMS-related species identified in the previous section. Additionally, the good
agreement allows for a confident assessment of the probabilistic and higher-order concentration
sensitivities using PCM in the next section.
First-Order Probabilistic Sensitivities in i-Space
Using DIM, first-order local sensitivity coefficients are calculated by running the DMS chemistry
model at the mean values of the parameters. Because many of the parameters have large
uncertainties, the magnitudes of the sensitivity coefficients are likely to change if the sensitivities
are re-evaluated away from the parameter means. This is not an issue if the DMS-related
species depend linearly on the model parameters, because then the first-order sensitivities are
independent of the parameter values. In reality, however, the sulfur-based species depend non-
linearly on the parameters, so the sensitivity coefficients are expected to vary with the model
parameters.
In principle, these sensitivity coefficient variations can be determined using a DIM-based ap-
proach by solving equations 3.1 and 3.10 multiple times for randomly sampled sets of model pa-
rameters. In practice, however, this requires extensive DIM runs to map out the 56-dimensional
model parameter space. A more efficient alternative is to apply equation 3.12 derived from
PCM, which specifies each first-order sensitivity coefficient as a polynomial that is quadratic in
the parameter of interest and linear in all of the other parameters. That is, the sensitivity of ij
to eq is quadratic in (q and linear in Gk (for k $ q). Because the PCM sensitivity polynomials
are 56-dimensional, directly interpreting them is difficult. But by setting all of the model pa-
rameters to their mean values except for the parameter of interest (that is, by setting (k = 0
V k 5 q), the first-order PCM-based sensitivities become 1-D quadratic polynomials that are
readily analyzed. Referring to equation 3.12, this amounts to keeping only the first summation
because the all of the cross terms in the second summation drop out for (k = 0.
Figures 3-10 and 3-11 display the magnitudes of the PCM-based first-order sensitivity co-
efficients at 12:00 as the individually labeled parameters are varied between -1 < < 5 1 (i.e.,
between p t o-). At ( = 0, the sensitivities in these figures are equivalent to the PCM-based
sensitivities at 12:00 shown in Figure 3-9. To interpret these plots, an increase in the verti-
cal scale denotes an increased sensitivity to the indicated model parameter, and the vertical
ordering from top to bottom rates the parameters from most to least influential. In general,
the majority of the displayed sensitivities increase as the parameters increase, as shown by the
positive sloping curves. This enhanced sensitivity with increasing ( implies that changes in the
parameters tend to have a larger effect on the concentrations at higher values of the parameters.
For example, DMS, DMSO 2 , MSIA, and MSA are more sensitive to the DMS+OH addition
reaction (parameter 3) at larger values of the rate constant.
Not all of the sensitivities increase as the parameters increase, however. For instance,
DMSO and DMSO 2 are less sensitive to the reaction between 02 and DMS-OH (parameter
5) and MSA is less sensitive to CH 3SO3 dissociation (parameter 39) as the respective rate
constants increase. Essentially, the slope of |87/8|0 q versus (q depends on whether the process of
interest competes with other processes or is a rate-limiting step. Consider the addition of 02 to
DMS-OH as an illustration. This addition competes with DMS-OH dissociation. Therefore, by
increasing the rate constant for addition, the competition with DMS-OH dissociation decreases,
and the sensitivity of DMSO to the DMS-OH+0 2 reaction decreases. As another example,
the CH 3SCH2 00+NO reaction (parameter 12) is a rate-limiting step along the H-abstraction
branch. By increasing this rate constant, the sensitivities of the affected species (SO2 and
H2SO 4) to this reaction decrease.
The slopes and magnitudes of |86/8gg| versus (q also have important implications for rating
the influence of the model parameters on the DMS-related species. The previous two sections
indicated that, based on their magnitudes, DMS is more sensitive to emissions (parameter 55)
than to the RMBL mixing coefficient (parameter 56). But according to Figure 3-10, because
of their slopes in (-space, DMS is slightly more sensitive to RMBL mixing than to emissions
near (= -1. Similar changes occur for the other species, but in a much more dramatic fashion.
Take DMSO 2 as an example. The sensitivity of DMSO 2 to heterogeneous loss (parameter
49) has a large slope in s-space. This results in heterogeneous loss being the most influential
parameter to DMSO 2 at ( = 1, but only the fifth most influential parameter at ( = -1. As
another example, the sensitivities of MSA to CH 3SO 3 dissociation and RMBL mixing have large,
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negative slopes in i-space, resulting in these parameters being highly influential at ( = -1 and
relatively insignificant at ( = 1. Examples of other key changes in the ratings of the influential
parameters are as follows:
" The RMBL mixing coefficient is fairly important at ( = -1 for DMS0 2, MSA, and H2SO 4 ,
but of minor importance at ( = 1.
" The DMS emission rate is one of the two most influential parameters for DMSO, DMS0 2 ,
MSEA, and H2SO 4 at ( = 1, but is much less influential at ( = -1.
" The DMS+OH addition rate constant is the most influential parameter at ( = -1 for
DMSO, DMS0 2 , and MSEA, but is less important at ( = 1. The opposite occurs for
MSA, where this reaction rate constant shifts from being important at ( = 1 to moderate
at ( = -1.
" The DMS+OH abstraction rate constant is the second most important parameter for SO2
and H2SO 4 at ( = -1, and the fourth most important parameter at ( = 1.
" MSEA is relatively insensitive to the rate constants for the oxidation by OH and the
loss of OH from DMS-OH at ( = -1, but is much more sensitive to these reaction rate
constants at ( = 1.
It is also important to note that many of the changes in |Bh/ae| with ( shown in Figures
3-10 and 3-11 are as large as, or even larger than, the diurnal changes to the magnitudes of
the sensitivities in Figures 3-7 and 3-8. For example, the magnitude of the sensitivity of SO 2
to the heterogeneous loss parameter (parameter 53) changes by about 0.15 over a day and 0.4
over |(| < 1. This implies that the concentration sensitivity to a given parameter may depend
more on the level of uncertainty for that parameter than on the daily variations of the process
described by that parameter.
Finally, besides the changes to the ratings of the influential parameters, the changes of
the magnitudes of the sensitivities in i-space give a glimpse into the non-linearities inherent
in the cycling of DMS chemistry in the RMBL. For example, if the sensitivity of f to eq is
approximately constant in (-space -such as the sensitivity of DMSO to the DMS+OH addition
rate constant- then ^ has a nearly linear dependence on eq. Likewise, if the sensitivity of ?
to Qq undergoes a large change in magnitude with ( -such as the sensitivities of MSA and
SO2 to their heterogeneous removal coefficients- then i depends non-linearly on eq. A more
quantitative treatment of parameter non-linearities is made through the analysis of higher-order
sensitivities, which is the topic of the next section.
Higher-Order Sensitivities
Higher-order sensitivity coefficients are useful for a variety of purposes. They can be used to
gauge the non-linear dependence of the concentrations on the model parameters, to determine
how first-order sensitivities respond to changes in the parameters, and to estimate the moments
of the concentration distributions. The effects of co-varying parameters on the concentrations
are also ascertained through higher-order cross term sensitivities. Though higher-order sensi-
tivities have many uses, they are rarely calculated because most computational techniques used
to estimate them are too costly.
PCM, however, allows for an easy analysis of higher-order sensitivities simply by taking the
higher-order derivatives of the concentration PCEs. These higher-order derivatives are calcu-
lated using equation 3.15, which expresses the PCM-based second- and third-order sensitivity
coefficients. These expressions are evaluated at two different times (12:00 and 18:00) and the
three largest magnitudes of each type are displayed in Figure 3-12. The first-order sensitivities
from equation 3.13 are also displayed for comparison. To interpret Figure 3-12, large second-
and third-order sensitivities denote significant quadratic and cubic dependencies of the con-
centration PCEs, respectively, while large second-order cross sensitivities designate important
couplings between process parameters in the DMS chemistry model.
As shown in Figure 3-12, the first-order sensitivities tend to be larger than the higher-order
terms for all of the species. This indicates that the concentration PCEs are mainly linear
in the model parameters. However, there are many extremely large second- and third-order
sensitivities, which illustrates the presence of significant non-linear parameter dependencies. In
particular, MSEA, MSIA, and SO2 have higher-order sensitivities that are nearly as large as
their largest first-order sensitivity coefficient. Upon inspection, the most significant higher-order
sensitivities are related to the RMBL mixing parameter. This emphasizes the important role
that vertical transport plays in regulating the RMBL concentrations of the DMS-related species.
The major non-linearities and parameter couplings derived from Figure 3-12 are summarized
below:
e The DMS-related species have a quadratic or cubic dependence on the RMBL mixing
coefficient, and this dependence is particularly large for DMSO 2, MSEA, MSIA, MSA,
and SO 2 -
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and third-order sensitivity coefficients for the
numbers are noted at the top of each bar, and
" The oxidized sulfur-based species have a quadratic and/or cubic dependence on the het-
erogeneous removal parameter.
" The coupling between the DMS emission rate and RMBL mixing parameters is important,
especially for MSEA, MSIA, and SO 2.
* The second-order co-variation between the heterogeneous removal rate and RMBL mixing
coefficient in the late afternoon (18:00) is significant for DMSO 2, MSIA, and SO2-
" In the late afternoon, MSEA and MSA have a fairly large dependence on the interac-
tion between the rate constants associated with MSEA formation and the RMBL mixing
parameter.
" The coupling between the rate constants for the DMS+OH abstraction or addition reac-
tions with the RMBL mixing parameter influences all of the species except for H2SO 4.
" The coupling between the DMS-OH+0 2 reaction rate constant and the RMBL mixing
coefficient is important to MSIA.
Non-linear interactions are also important in the analysis of uncertainties, because products
of uncertain parameters contribute to concentration uncertainties and lead to skewed concen-
tration PDFs. These issues are thoroughly addressed in the following section.
3.6.3 Uncertainties
Concentration Probability Density Functions
The first portion of the uncertainty analysis involves generating concentration PDFs of the
important DMS-related species and calculating the first three moments of these PDFs. The
concentration PDFs, which are shown in Figure 3-13, were generated by applying Monte Carlo
sampling to equation 3.1 (DIM-M) and the PCEs in equation 3.7 (PCM) for two different
times (12:00 and 18:00). A sample size of 104 independent and randomly chosen sets of model
parameters was used for each of the four sets of concentration PDFs. Figure 3-13 also shows
the 95% confidence limits of the concentration PDFs. On the basis of the PDF widths and
confidence intervals, the uncertainties are deemed to be moderately large for DMS, MSIA and
SO2, and extremely large for the other species.
With time, the most probable values of the PDFs -except those for DMS, MSIA, and SO2-
visibly shift from higher to lower concentrations between midday and afternoon. These shifts
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Figure 3-13: DMS-related concentration (molecules cm- 3) probability density functions using
DIM-M (empty) and PCM (filled) at 12:00 (squares) and 18:00 (diamonds). Sample sizes of
104 were used for each set of PDFs. The PDFs were normalized over 50 equally spaced bins
ranging from the minimum to maximum concentrations. Shown in the upper right hand corner
are the 95% confidence limits averaged between DIM-M and PCM.
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are related to the amplitudes of the diurnal cycles of the DMS-related concentrations relative
to the concentration uncertainties. According to Figures 3-4 and 3-13, for instance, SO 2 has a
small diurnal amplitude and a large uncertainty. This results in nearly overlapping PDFs for
SO2 at 12:00 and 18:00.
While some of the most probable values undergo large changes in time, the overall widths
and shapes of many of the PDFs are largely invariant between 12:00 and 18:00. The widths
and shapes of the PDFs are related to the combinations of parameter uncertainties and concen-
tration sensitivities. If a given species has sensitivities that are constant in time and parameter
uncertainties that are small, then the shape and width of the PDF for that species will be time
invariant. This occurs for DMS, which, according to Figure 3-7, has sensitivities with small time
variations. The shapes of the PDFs for DMSO 2 and MSEA, on the other hand, are noticeably
different between 12:00 and 18:00. These large changes occur for DMSO 2 and MSEA because
of the transition from photochemical to non-photochemical processing.
Finally, just as the strong DIM versus PCM concentration correlations in Figure 3-5 allowed
for quantitative comparisons between the DIM- and PCM-based sensitivities, the excellent
agreement between the DIM-M and PCM-based concentration PDFs in Figure 3-13 allows for
quantitative assessments of the moments of these PDFs. The first three PDF moments are
listed in Table 3.5 and are described in more detail below.
Comparison of Statistical Moments
First Moment The DIM-S, DIM-M, and PCM-based mean values were calculated using
expressions 3.17-3.19 and are listed in Table 3.5. The DIM-M and PCM mean values agree
nearly perfectly at the given precision at 12:00 and 18:00. This implies that the zeroth-order
PCE coefficients are excellent estimators of the mean values. Comparing the DIM-M and
PCM means with DIM-S, however, shows that the truncated term in the DIM-S equation 3.17
involving second-order derivatives leads to quantitative differences for DMSO and DMSO 2 at
12:00, H2 SO 4 at 18:00, and MSEA and MSA at both times. Recalling that the values listed in
the table are in terms of logarithmic concentrations, these apparently small differences between
the DIM-S and DIM-M/PCM estimates of the mean values for these species actually leads to
as much as a 30% difference between the concentrations. This indicates that concentrations
calculated using the mean values of the model parameters are not necessarily good estimates
of the mean values of the concentrations. This conclusion is further supported using the PCM-
based expression 3.7, which gives nearly the same results as the DIM-S mean values listed in
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Table 3.5: Moments of the Logarithmic DMS-Related Concentration PDFs
Species Mean Variance Skewness
DIM-S DIM-M PCM DIM-S DIM-M PCM DIM-M PCM
12:00
DMS 9.36 9.38 9.38 0.13 0.12 0.12 0.38 0.49
DMSO 7.25 7.19 7.19 0.26 0.24 0.25 0.17 0.15
DMS0 2  6.63 6.55 6.56 0.42 0.31 0.32 0.31 0.25
MSEA 6.84 6.75 6.75 0.36 0.31 0.32 0.30 0.26
MSIA 8.05 8.03 8.03 0.050 0.060 0.070 -0.37 -0.28
MSA 6.43 6.55 6.53 0.23 0.22 0.26 0.35 0.48
SO2  8.86 8.85 8.85 0.046 0.054 0.058 -0.61 -0.56
H2 SO 4  6.78 6.79 6.80 0.28 0.21 0.20 0.31 0.39
18:00
DMS 9.36 9.38 9.38 0.13 0.12 0.12 0.44 0.49
DMSO 6.76 6.72 6.72 0.29 0.23 0.24 0.30 0.38
DMSO 2  5.98 6.02 6.00 0.39 0.29 0.36 0.57 0.96
MSEA 6.52 6.45 6.46 0.26 0.21 0.22 0.60 0.82
MSIA 8.00 7.97 7.97 0.061 0.071 0.074 -0.62 -0.75
MSA 6.27 6.36 6.36 0.22 0.22 0.24 0.41 0.48
SO2  8.85 8.84 8.84 0.059 0.066 0.071 -0.64 -0.69
H2 SO 4 6.03 6.11 6.10 0.37 0.27 0.26 0.45 0.71
the table.
Second Moment Figure 3-13 indicates that some of the PDFs are very wide (e.g., DMSO 2),
while others are more moderately wide (e.g., MSIA and SO2). These widths are related to
the second moment, or variance. The variances are estimated using the DIM-S, DIM-M, and
PCM-based expressions 3.21-3.23 and are listed in Table 3.5. As with the concentration means,
there is good agreement between the DIM-M and PCM-based variances, which gives confidence
in the calculations of the absolute uncertainties. Additionally, there are systematic differences
between the DIM-M/PCM variances and the DIM-S estimates for the two times. For instance,
the DIM-S variances for DMSO 2 are 30% larger than the corresponding DIM-M and PCM-based
estimates. These differences indicate, not surprisingly, that the linear DIM-S approach does not
capture any of the non-linearities contained in the neglected higher-order sensitivity coefficients.
However, the DIM-S variances are still reasonable enough to provide a basis for estimating the
diurnal variations in the concentration uncertainties shown in a following section.
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Third Moment Some of the concentration PDFs in Figure 3-13 are nearly symmetric, while
others are highly skewed. The skewness is calculated using the DIM-M and PCM-based ex-
pressions 3.24 and 3.25 and the values are listed in Table 3.5. The two sets of skewness values
qualitatively match and indicate that the PDFs for MSIA and SO2 are skewed to the left of
the mean, the PDFs for DMSO are nearly symmetric, and the PDFs for the remaining species
are skewed to the right. With time, the PDFs tend to be more skewed at 18:00 than 12:00.
The differences between the DIM-M and PCM estimates of the third moment are larger than
their differences for the first and second moments, especially for DMSO 2 at 18:00. A large part
of these differences are likely due to the fact that estimates of higher moments are less robust
than estimates of lower moments. Press et al. (1992), for instance, suggest that only skewness
values many times larger than V15/S are significant for normal distributions with a sample
size S. Applying the same criterion here means that differences between the DIM-M and PCM
skewness values of less than about 0.1 are probably not significant. These differences may also
arise from important cubic or quartic interactions not represented by the chosen truncated set
of PCEs.
Nevertheless, the fairly good agreement between DIM-M and PCM is sufficient for drawing
important conclusions about the relationship between PDF symmetries and non-linearities in
the DMS chemistry model. The relationship follows from the central limit theorem of probability
theory, which states that a sum of independent random variables tends towards a normal
distribution regardless of the shapes of the PDFs of the individual random variables. Moreover,
a product of random variables tends towards a lognormal distribution. Thus, the PDFs in Figure
3-13 are merely convolutions of normal and lognormal distributions because the DMS-related
species depend on sums and products of the random model parameters.
In this regard, PCM is a powerful technique because the PCEs explicitly decompose the
concentrations into sums and products of random variables. By examining the magnitudes of
the PCE coefficients for the non-linear terms, one can predict a priori whether the resulting
concentration PDFs are likely to be asymmetric. Furthermore, the non-linear combinations
leading to any PDF asymmetries are readily identified. To give a couple of examples, the
magnitudes of the PCE coefficients for DMS listed in Table 3.4 indicate that the PDF asymmetry
stems from non-linearities involving the DMS emission rate, while the strong asymmetries for
MSIA and SO2 involve non-linear combinations of the parameters related to heterogeneous
removal, DMS emissions, RMBL mixing, and the DMS+OH addition rate constant.
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Variance Contributions
The contributions of the uncertain parameters to the concentration uncertainties are identified
and calculated in this section. These contributions are computed for the DIM-S and PCM-based
variances using equation 3.26 at 12:00 and 18:00. The resulting contributions are displayed in
Figure 3-14 as percentages of the total variance for the most important uncertainty contribu-
tions, including contributions from pairs of uncertain parameters using PCM.
The differences between Figures 3-9 and 3-14 illustrate an important distinction between
sensitivity and uncertainty analyses. According to Figure 3-9, SO2 shows significant sensitiv-
ity to the DMS+OH abstraction reaction rate constant. Figure 3-14 indicates, however, that
the uncertainty in this rate constant is not a large contributor to uncertainties in SO 2. Thus,
after factoring in parameter uncertainties, parameters that greatly influence a given concen-
tration based on sensitivities alone may not contribute significantly to the uncertainty in the
concentration of that species.
As shown in Figure 3-14, the DIM-S and PCM-based estimates of the variance contributions
generally agree for most of the species at midday and in the evening. The agreement is extremely
good for DMS and DMSO (within 3%), and moderately good for MSEA and MSA (within
6%). For DMSO 2, MSIA, and SO2, however, the DIM-S and PCM-based contributions from
heterogeneous removal differ by as much as 15%. Although these larger discrepancies may,
in principle, be partially due to the fact that PCM is a numerical approximation to the true
model, it is more likely that they result from non-linearities. To illustrate, consider the variance
contribution from heterogeneous removal (parameter 49) to DMSO 2 at 18:00. Both the DIM
and PCM-based sensitivities to this parameter in Figure 3-9 and the total variances (DIM-S
and PCM) listed in Table 3.5 match up very well. Therefore, numerical differences between
the DIM and PCM-based sensitivities and total variances alone can not account for these large
variance contribution discrepancies.
Figure 3-14 also shows the presence of some systematic differences between the DIM-S and
PCM-based variance contributions. H2SO 4 has, for instance, DIM-S contributions from uncer-
tain rate constants involving CH 3S(O)OO (parameters 24, 25, and 45) that are systematically
larger than the PCM-based estimates at 12:00 and 18:00. These biases result from the inability
of DIM-S to capture variance contributions from pairs of parameters, as exemplified by the
large number of PCM-based contributions from pairs of parameters for H2SO 4.
Even though there are fairly large and systematic differences between the individual DIM-S
and PCM-based variance contributions in Figure 3-14, the memberships of the groups of pa-
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rameters contributing to the uncertainties are fairly robust. This means that the concentration
uncertainties can be reduced by targeting these groups of parameters. From Figure 3-14 it is
clear that an increased level of understanding of DMS emissions (parameter 55) and heteroge-
neous removal (parameters 48-54) will go a long way towards reducing the overall uncertainties
in modeling the concentrations of DMS oxidation products. Other important conclusions from
Figure 3-14 include:
" Many of the species have important uncertainty contributions from a multitude of pa-
rameters, particularly DMSO 2 , MSEA, MSA, and H2SO 4.
* The parameter for the emission rate of DMS contributes at least 10% of the uncertainty
for all of the species, and more than 80% for DMS.
" The uncertainties in the DMS-related concentrations are not greatly influenced by the
uncertainty in the DMS+OH abstraction rate constant.
" The rate constants for the reversible addition of OH to DMS are a source of uncertainty
for DMSO, DMS0 2, MSEA, MSIA, and MSA.
" Rate constants for the reactions involving MSEA are important sources of uncertainty for
MSEA.
" Rate constants of the loss reactions of DMSO-OH are important sources of uncertainty
for DMS0 2.
" The rate constant for the conversion of MSEA to MSA is an important source of uncer-
tainty for MSA.
" Rate constants for the reactions involving CH 3S(O)OO are large sources of uncertainty
for H2SO4.
" Uncertain heterogeneous removal parameters account for more than 50% of the uncer-
tainty in MSIA and S02.
Only the most important variance contributions are shown in Figure 3-14, which makes it
difficult to gauge the net impact of coupled uncertain parameters to the concentration uncer-
tainties. To see these effects, the PCM-based percent variance contributions from the individual
pure and cross terms have been summed and the totals are displayed in Table 3.6. Even though
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Table 3.6: Percent Variance Contributions from Pure and Cross Terms Using PCM
Species Pure Cross
first second third total
12:00 18:00 12:00 18:00 12:00 18:00 12:00 18:00 12:00 18:00
DMS 98.3 98.3 1.2 1.3 0.1 0.1 99.6 99.6 0.4 0.4
DMSO 96.9 93.7 2.4 3.1 0.1 0.1 99.4 97.0 0.6 3.0
DMS0 2  93.5 82.8 2.9 1.1 0.2 0.6 96.7 84.6 3.3 15.4
MSEA 95.9 84.5 2.7 5.7 0.2 0.3 98.8 90.5 1.2 9.5
MSIA 78.8 86.4 7.0 5.4 0.3 0.1 86.0 91.9 14.0 8.1
MSA 75.4 82.9 4.2 3.2 0.2 0.3 79.7 86.4 20.3 13.6
SO2  83.8 86.1 8.0 6.7 0.2 0.2 92.0 93.0 8.0 7.0
H2 SO 4 84.8 83.8 3.1 2.2 0.5 1.2 88.4 87.2 11.6 12.8
pure parameters dominate the variance contributions, Table 3.6 indicates that coupled param-
eters (shown by the cross terms) make up more than 10% of the total variance for MSIA at
12:00, for MSA and H2 SO 4 at 12:00 and 18:00, and for DMS0 2 at 18:00. In fact, uncertain
coupled parameters account for more than 20% of the uncertainty in MSA at midday. This
means that efforts to reduce the MSA concentration uncertainty by improving the knowledge in
just one or two individual parameters will have only a marginal effect. The higher-order terms
in Table 3.6 also provide a measure of non-linearity in the DMS model. MSIA and SO2, for
instance, have fairly large net second-order contributions and highly-skewed PDFs in Figure
3-13.
Uncertainty Variations with Temperature
Because many of the reaction rates and parameter uncertainties are exponential functions of
temperature, the temperature-dependence of the DMS-related concentrations and concentra-
tion uncertainties are assessed over a range of 250-310 K. These temperature-dependencies are
calculated using DIM. Although DIM does not account for parameter interactions and other
higher-order effects, the reasonable agreement between the DIM-S, DIM-M, and PCM-based
variances in Table 3.5 provides confidence in applying equation 3.21 to estimate the abso-
lute concentration uncertainties. Recall that DIM provides solutions as a function of time,
so temperature- and time-dependencies are shown for the concentrations and concentration
uncertainties.
Time-temperature contours of the DMS-related concentrations for temperatures between
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Figure 3-15: Time-temperature contours of the concentrations of the major DMS-related species
over a daily cycle and temperature range of 250-310 K. The contours are in logarithmic concen-
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250-310 K are shown in Figure 3-15. The most obvious feature in the figure is that the con-
centrations of DMS and SO2 maximize at higher temperatures, while all of the other concen-
trations maximize at lower temperatures. These trends are simply related to the variations of
the DMS+OH addition and abstraction reactions with temperature and the positions of the
end products along the addition or abstraction branch.4 For example, DMSO and DMS0 2 are
products along the OH-addition channel, so their concentrations increase as the temperature
decreases.
On the basis of the magnitudes of the contours in Figure 3-15, DMS and SO2 are relatively
insensitive to temperature changes, H2SO 4 is moderately sensitive, and the remaining species
are highly sensitive. Also, the concentrations are more sensitive to temperature near midday
than at other times, as shown by the time of the minimum concentration of DMS and maximum
concentrations of the other species. This enhanced sensitivity to temperature at noon is due
to the greater temperature-dependence of photochemistry than the other processes. Overall,
however, the sulfur-based concentrations change more rapidly with time than temperature, as
suggested by the tighter contours along the time axis.
Though not readily obvious, Figure 3-15 also shows that all of the DMS-related concentra-
tions, except for H2SO 4, change monotonically with temperature. Thus, at a single time these
concentrations either increase or decrease with temperature, but not both. This monotonic
behavior results from the important temperature-dependent reactions affecting these species.
The concentration of SO2, for instance, is controlled by the DMS+OH abstraction and CH 3SO2
dissociation reactions, both of which have rate constants with a positive (T) temperature-
dependence. Considering H2SO 4, on the other hand, the slight non-monotonic behavior -as ex-
hibited by the largest concentrations at approximately 265 K- is due to a combination of three
reaction rate constants having positive and negative temperature-dependencies (DMS+OH ab-
straction T, CH 3SO2 dissociation T, and CH 3 SO+0 2 addition 1).
Time-temperature contours of the concentration uncertainties for temperatures between
250-310 K are shown in Figure 3-16. The concentration uncertainties in the figure are dis-
played as uncertainty factors.5 One characteristic immediately apparent from the figure is
that the concentration uncertainties are complex non-linear functions of temperature. Many
of the uncertainty factors are also non-monotonic with temperature. The two sources of these
4Refer to Figure 2-4 in Chapter 2 for the temperature-dependence of the OH-addition and H-abstraction
branches.
5Uncertainty factors are defined by 4 = 10", where 4 is the uncertainty factor and o is calculated using
equation 3.21.
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temperature variations are from changes to reaction rates through temperature-dependent rate
constants and directly from parameter uncertainty factors that are exponential functions of tem-
perature (see equation 3.5). As previously noted, the concentration uncertainties are non-linear
because these two sources have temperature-dependencies that can reinforce at one temperature
and cancel at another.
By examining the concentration uncertainty maxima in Figure 3-16, an assessment can be
made regarding the relative importance of reaction rates versus equation 3.5 to the overall
temperature-dependence. According to expression 3.5, many DMS-related rate constants are
most certain at room temperature and less certain away from 298 K. Therefore, concentration
uncertainties dominated by equation 3.5 should follow a similar trend. Figure 3-16 shows,
however, that only the DMS uncertainty near noon -with two maxima at the highest and lowest
temperatures- exhibits this behavior. In fact, the H2SO 4 uncertainty has its maximum very
close to room temperature, where the rate constants are most certain. These results clearly
show that the temperature effects of the reaction rate constants dominate the temperature
trends of their uncertainty factors.
On the basis of their magnitudes, the concentrations of DMS, MSIA, and SO 2 have the
smallest uncertainty factors (1.6 to 2.3), while the remaining species have fairly large uncertainty
factors (2 to 7). Additionally, the uncertainty factors for DMS and S02 concentrations remain
practically constant versus temperature, while the uncertainty for DMSO 2 changes from a factor
of about 2 at high temperatures to a factor of 7 at 250 K. The other species along the OH-
addition branch (e.g., DMSO) have temperature trends similar to DMSO 2, with uncertainty
factors that are smallest at high temperatures and largest at low temperatures. These trends
are explained by the DMS+OH addition reaction, which has a larger rate constant at lower
temperatures.
It is also interesting to note that, with time, the concentration uncertainty factors do not
maximize at noon, when the photochemistry peaks. Rather, the concentration uncertainties
peak after 12:00. Heterogeneous removal is the prime reason for this behavior -as shown in
the diurnal local sensitivity profiles in Figures 3-7 and 3-8- because it is the largest sink in the
afternoon when the concentrations are large and the photochemistry is weak.
3.7 Summary and Conclusions
The sensitivities and uncertainties of sulfur-containing concentrations to 56 uncertain parame-
ters have been analyzed using a diurnally-varying model of comprehensive DMS chemistry in
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the RMBL. Two separate methods are used to independently assess the parametric sensitivi-
ties and uncertainties of the important DMS-related species. The first technique uses a direct
integration method to calculate concentrations and first-order local concentration sensitivities.
When combined with Monte Carlo sampling, DIM also yields concentration PDFs of the im-
portant DMS-related species. The second technique utilizes the probabilistic collocation method
to approximate the DMS-related concentrations as polynomial chaos expansions of orthogo-
nal polynomials of the model parameters. These PCEs are then used to analyze probabilistic
first- and higher-order sensitivities, concentration PDFs, and the contributions of uncertain
parameters to the uncertain concentrations. DIM solves for the concentrations and sensitivities
continuously with time, which allows for a diurnal analysis. However, DIM is computationally
limited to first-order local sensitivities. PCM, on the other hand, advantageously represents
the DMS chemistry model over a wide range in the probabilistic space of model parameters and
effortlessly diagnoses important inter-dependencies between processes and other non-linearities.
Also, PCM does not require additional computations to estimate higher-order sensitivities.
At the parameter means, the oxidized sulfur-containing species are particularly sensitive
to the parameters describing DMS emissions, mixing into/out of the RMBL, heterogeneous
removal, and the rate constants for the addition or abstraction reactions between DMS and OH.
The species along the DMS+OH addition branch -which include DMSO, DMSO 2, MSEA, and
MSIA- show additional sensitivities to reaction rate constants involving DMS-OH, DMSO, and
DMSO-OH. MSA is also sensitive to reaction rate constants involving MSEA and moderately
sensitive to a large number of other rate constants. H2SO 4 is sensitive to numerous chemical
rate constants, which emphasizes the limited capability of using highly parameterized DMS
mechanisms to compute gas-phase sulfuric acid levels. Some of the additional sensitivities for
H2SO 4 include rate constants associated with the reaction between CH 3SCH 2 00 and NO,
reactions of CH 3SO with 02 and 03, and the isomerization of CH 3S(O)OO into CH 3S0 3.
Away from the parameter means, however, these key sensitivities undergo dramatic changes
in magnitude due to the large uncertainties in the parameters and the underlying non-linearities
in the DMS chemistry. For instance, at 1-o below the parameter means, the DMS-related
species are much more sensitive to chemistry relative to non-photochemical processes. In fact,
heterogeneous loss is no longer a dominant sensitivity for many of the species at 1-0 below the
means. These results show that the proper identification of the key DMS model parameters
requires the use of the probabilistic sensitivity techniques demonstrated by PCM.
For the uncertainty analysis, sulfur-based concentration PDFs were generated and their first
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three moments and 95% confidence limits quantified. On the basis of the second moments (i.e.,
variances) and confidence intervals, the concentrations of DMS, MSIA and SO 2 have modest
uncertainties, while the remaining species have rather large uncertainties. For instance, the net
uncertainty for H2SO 4 concentrations is about a factor of 3 for the typical RMBL-conditions
used in the model. Moreover, only ~20% of this H2SO 4 uncertainty is attributable to uncer-
tainties in DMS emissions. This implies that, collectively, indeterminate parameters associated
with gas-phase chemistry and heterogeneous removal limit the prediction of sulfuric acid con-
centrations more than the uncertainty associated with parameterizations of the sea-to-air flux
of DMS. Furthermore, this large H2SO4 uncertainty amplifies the already extreme uncertainties
in the nucleation of sulfate aerosols, thereby creating an enormous range of plausible rates of
new particle production.
Although the parameters describing DMS emissions and heterogeneous removal are the main
uncertainty contributors to the DMS-related species, many uncertain chemical reaction rate con-
stants also contribute significantly. The key reactions contributing to the H2SO 4 uncertainty
involve parameters in the formation and loss of CH 3S(O)OO. For the other species, some im-
portant uncertainty-contributing rate constants include the reversible addition of OH to DMS,
loss of the DMSO-OH adduct, and the formation and loss of MSEA. These key uncertainty
contributions differ from the important sensitivities because they take parameters uncertainties
into account. One example of this occurs for the relatively well constrained DMS+OH abstrac-
tion reaction, which was identified as an important sensitivity, but not as a crucial uncertainty
contribution.
Non-linear uncertainty contributions were also quantified, including those from coupled pro-
cess parameters. Though not as large as the linear contributions, total non-linearities account
for 15-25% of the variances in the concentrations of DMSO 2, MSEA, MSIA, MSA, SO2, and
H2SO 4. Of these non-linear contributions, coupled parameters make up 10-20% of the vari-
ances of DMSO 2, MSIA, MSA, and H2SO 4. These rather large contributions suggest that
efforts aimed at greatly reducing the concentration uncertainties for these species require a
detailed understanding of many, simultaneous processes.
An analysis of the third moments of the concentration PDFs (i.e., skewness) also high-
lights the extent of non-linearity in the DMS chemistry model. This analysis makes use of
the multiplicative central limit theorem, which relates the symmetries of the concentration
PDFs to the presence or absence of higher-order and/or coupled parameters in the concentra-
tion PCEs. According to this analysis, the highly-skewed concentration PDF for DMS stems
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from non-linearities involving DMS emissions. Additionally, this analysis ascribed the strongly-
asymmetric concentration PDFs for MSIA and SO2 to parameter combinations of heterogeneous
removal, DMS emissions, the RMBL mixing coefficient, and the DMS+OH addition rate con-
stant.
Given the exponential dependencies of the chemical rate constants and rate constant un-
certainties on temperature, the uncertainties in the sulfur-containing concentrations were also
computed over a range 250-310 K. On the basis of the temperature of maximum concentra-
tion uncertainty, this analysis finds that the temperature-dependent chemistry plays a larger
role than the explicit temperature-containing expressions for rate constant uncertainties (i.e.,
# = 4298 exp lE(1/T - 1/298)1 as suggested by DeMore et al. (1997) and Atkinson et al. (1997)).
Thus, the temperature-dependence of the concentration uncertainties are largely determined by
the temperature-dependent branching in the DMS oxidation mechanism (e.g., DMS+OH addi-
tion versus abstraction). This analysis also shows that the concentration uncertainties for DMS,
MSIA, and SO2 remain nearly constant (about factors of 2) over the full temperature range;
the concentrations of DMSO, MSEA, MSA, and H2SO4, have uncertainties that vary with tem-
perature by factors of 2 to 4; and the uncertainty for the DMSO 2 concentration varies from
a factor of 2 to 7 from high to low temperatures, respectively, as controlled by the DMS+OH
addition reaction.
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Chapter 4
Mechanistic Studies in an
Observationally- Constrained
Atmospheric Column
4.1 Introduction
Dimethylsulfide (CH 3SCH 3, DMS) oxidation chemistry is an active area of research because
of the significant ocean-to-air fluxes of DMS in the marine environment and because of the
links between DMS oxidation products and background tropospheric aerosols. Oceanic DMS
emissions account for the largest source of natural sulfur to the global atmosphere and may
serve as the largest overall source of sulfur in the Southern Hemisphere (Spiro et al., 1992; Bates
et al., 1992). In the atmosphere, DMS undergoes a complex series of gas-phase reactions, the
oxidized products of which have a strong tendency to interact with water and aerosols. These
interactions include the creation of new particles through particle nucleation or the alteration
of existing aerosols through condensation and multiphase chemistry. Given these large sulfur
fluxes and connections to aerosols, the atmospheric DMS cycle may significantly affect the
radiative budget of the background atmosphere.
The major gas-phase DMS oxidation products include SO2, dimethylsulfone (CH 3S(O)CH 3,
DMSO), dimethylsulfoxide (CH 3 S(O) 2 CH 3 , DMSO 2 ), methanesulfonic acid (CH 3SO3H, MSA),
sulfuric acid (H2 SO 4), and possibly methanesulfenic acid (CH 3SOH, MSEA) and methane-
sulfinic acid (CH 3S(O)OH, MSIA). Quantifying the impacts these species have on tropospheric
aerosols requires a mechanism that produces the correct gas-phase yields because each species
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interacts with aerosols in a different manner. For instance, H2SO 4 is known to play a promi-
nent role in the nucleation of fresh particles in the atmosphere (Raes and Van Dingenen, 1992;
Kulmala et al., 1995), while MSA does not (Kreidenweis and Seinfeld, 1988; Van Dingenen and
Raes, 1993). However, DMSO, DMSO 2, MSA, and H2SO 4 all have relatively large solubilities
(Sander, 1997) and readily condense on to existing aerosols at rates controlled by species-
dependent mass accommodation coefficients and by the available aerosol surface area. Because
condensation leads to aerosol growth, which increases aerosol surface area, the condensation of
species such as DMSO 2 and MSA hinders H2SO 4-H20 particle nucleation by increasing the loss
of H2SO 4 onto existing aerosols. Thus, dynamic studies of aerosol growth and nucleation rely
on knowledge of the yields of all of the major products in the DMS oxidation chain.
Laboratory-based investigations of DMS oxidation using chemical kinetic and reaction cham-
ber techniques have provided many mechanistic details. A few recent kinetic studies include the
DMS+OH reversible reaction (Barone et al., 1996; Turnipseed et al., 1996), the DMSO+OH
reaction (Urbanski et al., 1998), and reactions of the methylsulfonyl radical CH 3SO2 (Kukui
et al., 2000). Even though these kinetic studies have been essential in the development of the
DMS oxidation mechanism, many more reactions need to be characterized before a complete
elementary reaction picture of DMS oxidation emerges. To fill in these gaps, laboratory reaction
chamber studies provide information about the products yields for various reactions and con-
ditions. Some recent chamber studies include observations of the major end products from the
DMS+OH reaction in the presence of NO. (Sorensen et al., 1996), under NO2-free conditions
(Barnes et al., 1996), and as NO, is varied between 0 and 1.8 ppmv (Patroescu et al., 1999).
In another chamber study, the rates of the OH-induced decay of DMSO and DMSO 2 were
measured (Falbe-Hansen et al., 2000). Drawbacks to these chamber studies include a general
disagreement between different groups because of differing chamber environments, problems
in applying the results to the real atmosphere because of the pseudo-atmospheric chamber
conditions, and difficulty in defining mechanisms at the elementary reaction level.
To complement laboratory investigations, field observations of DMS and its oxidation prod-
ucts can be used to deduce mechanistic information. Some studies have directly analyzed
field observations to obtain DMS-S0 2 correlations and SO2 yields (Putaud et al., 1992; Bandy
et al., 1992, 1996). However, the direct interpretation of field data is often difficult because
photochemical changes have to be separated from the transport tendencies, aerosol-cloud inter-
actions, and other physical processes that are occurring simultaneously. Modeling approaches
overcome this difficulty by incorporating these additional processes into a model containing a
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DMS oxidation mechanism. The resulting model simulations can then be compared with the
field observations and used to assess the mechanism.
There have been many recent modeling studies using both comprehensive (Koga and Tanaka,
1993; Hertel et al., 1994; Saltelli and Hjorth, 1995; Campolongo et al., 1999) and parameterized
(Chin et al., 1996; Davis et al., 1999; Mari et al., 1999; Chen et al., 2000) versions of DMS
oxidation mechanisms. The comprehensive mechanisms, which are modified or reduced forms
of the Yin et al. (1990b) mechanism, are summarized below. The parameterized mechanisms,
which use fixed branching ratios and yields, are not discussed further because a comprehensive
mechanism is the focus of this report. Detailed reviews of comprehensive DMS oxidation mech-
anisms can be found in Yin et al. (1990b), Turnipseed and Ravishankara (1993), and Urbanski
and Wine (1999).
Yin et al. (1990b) assembled the first comprehensive mechanism of DMS oxidation (146
reactions, 48 species) using all of the available kinetic and thermochemical information at that
time. However, their mechanism was designed for testing chamber experiments under high
NO, conditions, so it includes many reactions not relevant in the remote marine atmosphere.
Koga and Tanaka (1993) used a mechanism with 40 sulfur reactions and 23 sulfur species in a
boundary layer box model to study the latitudinal distribution of DMS products. They added
two new hypothetical MSA production reactions relative to the Yin et al. (1990b) scheme, al-
though the reactions they proposed are not kinetically feasible (e.g., the formation of MSA from
MSEA+0 2 in one-step). DMS oxidation in the semi-polluted coastal marine boundary layer
was studied by Hertel et al. (1994) using a one-dimensional model with a mechanism involving
58 sulfur reactions and 26 sulfur species. They altered the Yin et al. (1990b) mechanism by
fixing the yields of MSA (83%) and H2SO 4 (17%) for many of the reactions, by decreasing the
CH 3SO2 thermal dissociation rate constant by a factor of 103 to 104, and by eliminating the
CH 3SO3 radical from their scheme. Campolongo et al. (1999) modeled the impacts of mul-
tiphase chemistry on the latitudinal distribution of DMS products by adding aqueous-phase
reactions to a gas-phase mechanism (37 reactions, 18 species) initially developed by Saltelli and
Hjorth (1995). Major gas-phase mechanistic changes relative to Yin et al. (1990b) included
a factor of 100 decrease in the thermal dissociation rate of CH 3SO3 and a large first-order
transformation rate of CH 3SO3 to MSA.
Because all of these comprehensive studies modified the Yin et al. (1990b) scheme by ar-
bitrarily increasing the MSA production rates, each in a different manner, this indicates that
MSA production is currently poorly understood. This is further exemplified in the recent study
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by Capaldo and Pandis (1997), which compared five different DMS mechanisms with each
other and with nine sets of observations. The study found that the MSA predictions varied
dramatically between the mechanisms and that no single mechanism reproduced all sets of
observations.
This report assesses the current DMS oxidation mechanism, with a focus on the MSA pro-
duction paths, using an observationally constrained one-dimensional model of DMS chemistry
and vertical mixing. Simultaneous observations from Flight 24 aboard the C-130 aircraft dur-
ing the First Aerosol Characterization Experiment (ACE-1) (Bates et al., 1998a) are used in
this study. The ACE-1 Flight 24 observations provide a unique opportunity to examine the
DMS mechanism because the dataset constrains many factors important to DMS cycling in the
remote marine atmosphere and includes gas-phase measurements of DMS, SO2, H2SO 4 , and
MSA, which are useful for directly evaluating the model. In addition, because the Flight 24
observations were made under clear-sky, daytime conditions, the effects of multiphase chemistry
are minimized and the gas-phase oxidation is most active. This allows for a simple model design
that concentrates on the gas-phase pathways.
The DMS mechanism is assessed in two different ways in this chapter. First, seven scenarios
of the DMS mechanism are tested. The first scenario represents a baseline case, and the
remaining scenarios include isomerizations of key sulfur-containing radicals and five new MSA
production pathways. A schematic of the baseline mechanism and the additional paths is shown
in Figure 4-1. Second, parametric probability distribution functions (PDFs) are constructed
from uncertainty estimates of the model parameters. Each of the seven scenarios is evaluated
stochastically via Monte Carlo sampling, which produces output PDFs for DMS, SO 2, H2SO 4 ,
and MSA. Comparison between these output PDFs and the observations determines if the
model parameters are sufficient to explain the observations, or whether new chemical pathways
are required for statistical agreement.
4.2 DMS Chemistry and Mixing Model
4.2.1 Model Description
The one-dimensional model of DMS oxidation chemistry uses 69 parameters to describe the
following processes: vertical mixing, chemical production and loss (55 reactions, 28 species),
condensation onto background aerosols (6 species), surface loss (6 species), and DMS emissions.
The model inputs are constrained by 8 sets of observations from ACE-1 Flight 24 that define
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Figure 4-1: The DMS oxidation mechanism in the remote marine atmosphere. The thin black arrows represent the baseline see-
nario. Additional scenarios are also shown using the dashed arrows, including three isomerization reactions and five hypothesized
MSA production paths.
the meteorological, oxidative, and aerosol properties of the atmosphere. Gas-phase number
concentrations are predicted using the following continuity equation:
-- i = - Kz a + (Pi - Li) - CiNi - SiNi + Ei (4.1)
at z 4.z
where Ni is the number concentration of species i, Kz is the vertical mixing coefficient, (P - L)
is the net chemical production, C defines the loss due to condensation, S is the surface loss
frequency, and E is the surface emission rate. The surface terms S and E are applied in the
lowest model layer and zero flux conditions are used at the upper and lower boundaries.
Vertically, the model resolves the surface to 6 km in twenty layers, using ten 100-meter-thick
layers to represent the lowest one kilometer and ten 500-meter-thick layers to represent the re-
maining five kilometers. This model grid is based on the spatial resolution of the Flight 24
observations because the model grid density is greater where the majority of the aircraft mea-
surements were made (in lowest 1 km), and the 100-meter-thick layers coincide with the aircraft
altitude transects roughly spaced 100 meters apart in the vertical. Equation 4.1 is solved using
the operator-splitting technique in which the vertical diffusion is split from the other terms.
The diffusive tendency is solved using the semi-implicit Crank-Nicholson scheme (Press et al.,
1992), where Kz and the layer thickness are both altitude dependent. The net chemical pro-
duction, condensation, DMS emissions, and surface loss terms make up a fully-coupled system
of ordinary differential equations (ODEs), which is solved using the sparse-matrix version of the
Livermore Solver for Ordinary Differential Equations (LSODES) (Hindmarsh and Radhakrish-
nan, 1993). Temporally, LSODES uses a variable time step that depends on the stiffness of the
ODE system, and the species concentrations are passed from LSODES to the diffusion routine
every five minutes.
4.2.2 Net Chemical Production
The net chemical production during Flight 24 is calculated using a DMS oxidation mechanism
designed for the cloud-free, daytime, remote marine atmosphere. This specific set of condi-
tions simplifies the mechanism in the following ways. First, cloud-phase chemistry is neglected
because of the clear-sky conditions. The only heterogeneous paths included are irreversible
deposition onto aerosols and the ocean surface. Second, the initial oxidation of DMS by NO 3
is not included because the chemistry is occurring during the day. Third, anthropogenic in-
fluences are minimized and NO. levels are low in the remote marine atmosphere, so the DMS
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oxidation cycle is primarily driven by HO. and 03. Further simplifications are made using the
Flight 24 measurements (OH, 03, H20 2, and CH 300H) either as direct inputs or to diagnos-
tically calculate other required species. Driving DMS oxidation with observations removes the
complications, and possible extra sources of error, associated with calculating photolysis and
background HOx-NOx-O-CH 4 chemistry, and eases the computational burden of the model.
The reactions used to calculate the net chemical production for the seven scenarios are given
in Table 4.1. All species in the mechanism that contain a sulfur atom are treated prognostically,
all others are either set using the observations or are calculated diagnostically. Rate constant
uncertainty factors are also listed in Table 4.1, where the logarithm of the uncertainty factor
defines the one-sigma deviation of the lognormal rate constant PDFs used in the Monte Carlo
analysis (pt a = log k i log 4, where y and o- are the mean value and standard deviation of the
PDFs respectively, and k and 4 are the rate constant and uncertainty factor respectively). The
uncertainty factors were either derived from DeMore et al. (1997) and Atkinson et al. (1997),
or estimated using reported spreads of experimentally determined rate constants, or generously
assigned a value of 2.5 when no other information was available.
Table 4.1: DMS Oxidation Mechanism
Reaction Rate Constant Uncertainty Factor Refs
Baseline Chemistry
CH 3 SCH 3 + OH -+ CH3 SCH2 + H2 0 1.2 x 10-11 exp ( -2O) 1.15 exp 100 (1 - _)| [1,1]
CH 3 SCH3 + OH - CH3 S(OH)CH3  kf 2.0 [2,2]
CH 3 S(OH)CH 3 -+ CH 3 SCH3 + OH kr 2.5 [3,e]
CH3 S(OH)CH 3 + 02 -+ CH 3 S(O)CH 3 + HO 2  5 x 10-13 1.34 [4,3]
CH 3 S(OH)CH 3 -* CH3 SOH + CH3  5 x 105  2.5 [5,e]
CH3 S(O)CH 3 + OH -+ CH 3 S(O)(OH)CH 3  6.3 x 10-12 exp (8) 1.3 [6,6]
CH 3 S(O)(OH)CH 3 + 02 -* CH 3 S(O) 2 CH3 + HO 2  1 x 10-13 2.5 [e,e]
CH 3 S(O)(OH)CH 3 -+ CH 3 S(O)OH + CH 3  2 x 106 2.5 [7,e]
CHaS(O)OH + OH - CH 3 SO 2 + H20 1 x 10-12 2.5 [e,e]
CH 3 SCH2 + 02 -+ CH 3 SCH2 00 5.7 x 10-12 1.07 [1,1]
CH 3 SCH2 00 + NO -* CH3 SCH 2 0 + NO 2  7.9 x 10-12 exp (L) 2.5 [4,e]
CH3 SCH2 0 -+ CH3 S + CH2 0 3.3 x 104 2.5 [4,e]
CH3 SOH + OH -+ CH 3 SO + H2 0 5 x 10-11 2.5 [e,e]
CH3 S + NO 2 -* CH3 SO + NO 2.1 x 10-11 exp (3) 1.15 exp 100 (1 - -L) [1,1]TT 298
CH3 S + 03 - CH 3 SO + 02 2.0 x 10-12 exp (2) 1.15 exp 100 (1 - [1,1]TT 298
CH3 S + 02 - CH 3 SOO 1.4 x 10~16 exp (1) 2.0 [2,2]
CH 3 SOO -+ CH 3 S + 02 1.5 x 1011 exp ( -3910) 2.0 [2,2]
continued on next page
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Reaction
CH3 SOO + NO -+ CH 3 SO + NO 2
CH3SOO + NO 2 -* CH3 SOONO 2
CH 3SOONO 2 -+ CH3SOO + NO 2
CH3SO + NO 2 -* CH 3 SO 2 + NO
CH3SO + 03 - CH3 SO 2 + 02
CH3 SO + 02 -+ CHaS(O)OO
CH3S(O)OO - CH 3 SO + 02
CH3 S(O)OO + NO -* CH3 SO 2 + NO 2
CH3 S(O)OO + NO 2 - CH3S(O)OONO2
CHaS(O)OONO 2 - CH3 S(O)OO + NO 2
CH3 SO 2 + NO 2 -+CH3SO3 + NO
CH3 SO 2 + 03 -+ CH 3 SO 3 + 02
CH3SO2 + 02 -+CH3S(O)2OO
CH 3 SO 2 + OH -> CH3SO 3 H
CH3S(O)2OO -* CH3 SO 2 + 02
CH 3 S(O) 2 OO + NO -+ CH 3 SO 3 + NO 2
CH38(0)200 + CH302 - CH3SO3 + CH20 + HO 2
CH 3 8(O)2 00 + NO 2 -+ CH3 S(O) 2 OONO2
CH 3 S(O) 2 OON0 2 - CH 3 S(O) 2 OO + NO 2
CH3SO2 -+ CH 3 + S02
CH 3 SO 3 - CH3 + SO 3
CH 3 SO 3 + HO 2 -* CH3SO3H + 02
S02 + OH -0+ HOS02
HOS0 2 + 02 -+ S03 + HO 2
S03 + H 2 0 -+ H2SO4
CH3SOO - CH3SO2
CH3S(O)OO -0+ CH3SO3
CH3S(OH)(OO) - CH3SO3H
CH3S(OH)CH3 + 02 - CH3S(OH)(OO)CH3
CH3S(OH)(OO)CH3 1CH3S(OH)(OO) + CH3
CH3S(OH)(OO)CH3 - CH3S(OH)CH3 + 02
CH3SOH + 02 - CH3S(OH)(OO)
CHaS(OH)(OO) -CH3SOH + 02
CH3SOO + OH -+ CH3S(OH)(00)
Isomerizations
1 x 100
8 x 10-2
1 x 10-6
Branch A
1 x 10-13
1 x 104
10-4 x kCHaSOO
Branch B
1 x 10-23
0.0
Branch C
105 x kSo 2 +OH
[e,e]
[e,e]
[e,e]
[e,e]
[e,e]
[e,el
[e,e]
[e,e]
[e,e]
continued on next page
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Rate Constant
1.1 x 10-11
2.2 x 10-11
4 x 10-3
1.2 x 10-11
6.0 x 10-13
2.6 x kCH3 S+0 2
2.6 x kCH3SOO
8 x 10-12
1 x 10-12
4.2 x 10-
3
2.2 x 10-12
5 x 10-15
0.86 x kCH3S+0 2
5 x 10-11
0.86 x kCH3 SOO
1 x 10-11
5.5 x 10-12
1 x 10-12
4.2 x 10-3
kCH3 SO2
1.6 x 10-1
5 x 10-11
kSo2+OH
1.3 x 10-12 exp (3)
kSo 3 +H2 0
Uncertainty Factor
2.0 exp |100 (4+ - 2)|
2.0 exp 1100 (+ - 2)|
2.5
1.4
1.5
2.5
2.5
2.5
2.5
2.5
1.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
2.5
1.2 exp 1200 (1 -
2.0 exp 1110 ( 1 - l)| I
Refs
[1,11
[2,1]
[e,e]
[1,1]
[1,1]
[e,e]
[e,e]
[5,e]
[5,e]
[5,e]
[8,8]
[5,e]
[e,e]
[5,e]
[e,e]
[5,e]
[5,e]
[5,e]
[5, e]
[9,e]
[5, e]
[5,e]
[1,1]
[1,1]
(10,10]
continued from previous page
Reaction Rate Constant Uncertainty Factor Refs
CH3 S(OH)(OO) -> CH3 SOO + OH 0.0 2.5 [e,e]
Branch D
CH3 S(O)OH + 03 -> CH 3 SO 3 H + 02 2 x 10-1 8  2.5 [e,e]
Branch E
CH3 S(O)OH + OH -> CH 3 S(O)(OH)(OH) 0.5 x kS0 2 +OH 2.5 [e,e]
CH 3 S(O)(OH)(OH) + 02 -> CH3 SO 3 H + H02 2.0 x kHOSo 2 +0 2  2.5 [e,e]
First-order and second-order rate constants have units of s- 1 and cm 3 molecule-I s- 1 . Temperature has units of K. Concentrations
are in units of molecules cm~ 3 . The first and second entries in the References column are for the rate constant and uncertainty factor.
1=DeMore et al., 2=Atkinson et al., 3=Barone et al., 4=Turnipseed et al. (1996), 5=Yin et al., 6=Hynes and Wine, 7=Urbanski et al.
(1998), 8=Ray et al., 9=Kukui et al., 10=Lovejoy et al., e=estimated here.
a The forward addition of OH to DMS is given by kf = 2 ex (70)
b The reverse reaction is calculated using k, = kf/Keq, where Keq is the temperature dependent equilibrium constant given by
Keq = 8.3 x 10- 2 9 Texp(5136/T) cm 3 molecule~'.
c The ab znmtzo rate constant calculated by Kukui et al. is used in the model.
d The effective second-order rate constant reported in DeMore et al. is used for the S0 2 +OH association reaction. The uncertainty
is estimated using 0.5 (log k+ - log k-), where k+ and k- are the upper and lower limits respectively of the rate constant using the
uncertainty ranges given in DeMore et al..
e The reaction rate is second-order in water vapor, which is specified using the following equivalent second-order rate constant
kSO3 +H2O = 2.26 X 10-
4 3 Texp(6544/T)[H 2 0]. The uncertainty factory for this reaction rate is estimated from the measurements
of Lovejoy et al. (1996).
Baseline Chemistry The baseline chemistry in Table 4.1 is a reduced form of the Yin et al.
(1990b) mechanism, where the reduced mechanism includes only the most efficient reactions
occurring in the clear-sky, daytime, remote marine atmosphere. A few notable exceptions are
some NO. reactions that are kept to maintain unique pathways. The baseline reactions have
been updated using many recently reported rate constants as listed in Table 4.1. Key changes
or updates from Yin et al. (1990b) include the following:
1. The temperature and pressure dependent reverse addition of OH to DMS has been
estimated by combining the reported forward rate constant (Atkinson et al., 1997) with the
equilibrium constant calculated using the experimental data of Barone et al. (1996).
2. The forward and reverse reactions CH 3S(O)2 + 02 x CH 3S(O).00 rapidly reach
equilibrium giving a [CH 3S(O)2OO]/[CH 3S(O)x] ratio linearly dependent on pressure and ex-
ponentially dependent on temperature. The forward and reverse rate constants for the x = 0
case have been individually fit to experimental data from Turnipseed et al. (1992), which yields
a ratio that varies from 0.77 at the surface to 2.2 at 6 km for Flight 24 conditions. The same
ratio is assumed for x = 1 and 2. This is the first modeling study to account for the temperature
variations of this ratio.
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3. Reactions of the CH 3SO2 radical are believed to play an important role in the branching
between SO 2 and MSA. The ab initio pressure and temperature dependent dissociation rate
constant of CH 3SO2 calculated and experimentally confirmed by Kukui et al. (2000) is adopted
in this study.
4. Reactions of the DMSO-OH adduct are important for branching between DMS0 2 and
MSIA. The formation rate of CH 3S(O)(OH)CH 3 and the subsequent decay into MSIA have
been updated using recent measurements (Hynes and Wine, 1996; Urbanski et al., 1998). The
formation rate of DMSO 2 has been lowered to maintain the Yin et al. (1990b) ratio of MSIA
formation to DMSO 2 formation.
5. Rate constants for the oxidation reactions of MSEA and MSIA with OH have been
decreased from the Yin et al. (1990b) values to enhance the production of MSA along the
DMS+OH addition branch.
Isomerization Reactions The isomerization scenario looks at the impacts of adding the
following two isomerization reactions to the baseline chemistry:
CH3SOO -+ CH 3SO2  (R1)
CH 3S(O)OO -+ CH 3 SO3  (R2)
These reactions are driven by the large thermodynamic difference in stability between the
reactants and products. At 298 K for example, reaction R1 has an enthalpy change of AHrx
= -314 kJ/mole (DeMore et al., 1997). Kinetically, the reactions should be slow due to the
large energy barriers associated with the three-center transition states. However, the reactant
concentrations should be sufficient to compensate for the large barriers and make the rates
competitive. Reaction R1 has been measured in room temperature solutions, k = 2x 103 s-1
(Zhang et al., 1994), and an upper limit has been set in the gas-phase, k = 20-25 s-1 (Turnipseed
et al., 1993). Reaction R1 has been used in previous modeling studies (Saltelli and Hjorth, 1995;
Campolongo et al., 1999), while reaction R2 has not.
Branch A The branch A scenario increases MSA production by the addition of 02 to the
DMS-OH adduct, followed by dissociation into CH3S(OH)(OO), which then isomerizes into
MSA:
CH3S(OH)CH 3 + 02 CH3S(OH)(OO)CH 3 (R3)
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CH 3S(OH)(OO)CH 3 -
CH 3S(OH)(OO)
CH3S(OH)(OO) + CH 3
-> CH 3 SO 3 H
Koga and Tanaka (1993) proposed a similar pathway, but suggested that the dissociation and
MSA isomerization occurred in one-step (reactions R4+R5). Reaction R3 was reported by Yin
et al. (1990b) and that rate constant is used here. Reaction R4 has not been previously reported,
though a similar reaction involving CH 3 dissociation from CH 3S(O)(OH)CH 3 has been experi-
mentally confirmed and measured (Urbanski et al., 1998). The MSA isomerization reaction R5
is based on analogy to reactions R1 and R2, and is used in the branch A-C scenarios.
Branch B Hatakeyama and Akimoto (1983) first proposed that MSEA+0 2 can form MSA
in one-step, a reaction later exploited by Koga and Tanaka (1993) to increase MSA production
rates. However, this is unlikely to occur as a one-step reaction due to the strength of the 02
double bond. Alternatively, the process can be written in two elementary steps, 02 addition to
MSEA as shown below, followed by reaction R5.
CH 3SOH +02 -> CH 3S(OH)(O0) (R6)
Reaction R6 is proposed by analogy to similar 02 addition reactions known to occur with CH 3S
and CH 3S(OH)CH 3.
Branch C The branch C scenario increases MSA production through two steps. First, OH
adds to CH 3SOO as shown below, which is followed by isomerization reaction R5.
CH3 SOO + OH --+ CH 3S(OH)(OO) (R7)
Reaction R7 is reported here for the first time
with DMS, DMSO, and S02.
Branch D The branch D scenario increases
by ozone:
and is based on analogous OH-addition reactions
MSA production through the oxidation of MSIA
CH 3S(O)OH + 03 --- CH 3 SO3 H + 02
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(R4)
(R5)
(R8)
Reaction R8 has not been previously proposed and is based on the similar CH 3SO2+0 3 re-
actions. Reaction R8 may provide a significant source of MSA at higher altitudes given that
MSIA may have a relatively large lifetime and that ozone typically increases with altitude.
Branch E The branch E scenario oxidizes MSIA to MSA by the following two steps:
CH3 S(O)OH + OH -- CH 3 S(O)(OH)OH (R9)
CH 3S(O)(OH)OH + 02 -+ MSA + HO 2  (R10)
These reactions are modeled for the first time in this report. Reactions R9 and R10 are based on
the analogous set of reactions that oxidize SO2 to SO3, and the rate constants are proportional
to those of the analogous reactions.
4.2.3 Scavenging by Aerosols
The clear-sky (i.e., cloud-free but not aerosol-free) conditions and low liquid water content
during ACE-1 Flight 24 imply that gas-to-aerosol transfer is efficient only for the most soluble
sulfur species. These species in the DMS cycle include DMSO, DMSO 2, MSA and H2 S0 4.
The solubility properties of MSEA and MSIA have not been characterized, but they are also
assumed to undergo loss by condensation in the model simulations. The loss of SO 2 to sea-salt
aerosols during Flight 24 is also important as shown by Mari et al. (1999), but this loss is not
explicitly calculated using the methodology in this section. Rather, the loss of S02 to sea-salt
aerosols at the surface is factored into an empirically determined first-order surface removal rate
coefficient that accounts for both dry deposition and aerosol scavenging (see Section 4.2.4).
The net loss by condensation for DMSO, DMSO 2 , MSA, MSEA, MSIA, and H2SO 4 is
calculated using the expression:
Ci = 47rD Z n f r f(Kni, ac)dr (4.2)
SAj,j+1 Jr.
where Ci is the first-order loss coefficient for the condensation of species i, Di is the molecular
diffusion coefficient, n,j+1 is the particle number concentration (particles cm- 3 ) for particles
with a radius between rj and rj+1 in the j-th bin of the aerosol size distribution, Kni is the
Knudsen number defined as the ratio of the mean free path of i (Ai) to the particle radius, ai is
the mass accommodation coefficient, and f(Kni, ac) is a correction factor accounting for flux
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changes between the kinetic and bulk regimes and imperfect mass accommodation.
The gas-phase molecular diffusion coefficient is calculated using the expression
3 ____ RT (mi + mair (3Di = - + ar (4.3)8NairO -air 2ir mimair J
where Nair is the air number density, o-i,air is the collision diameter (set at 4.5 x 10-10 m), R is
the gas constant, T is the temperature, and m is the molar mass (Jacobson, 1999). The mean
free path is approximated by
A = 3Di T (4.4)
and the correction factor is calculated using
fia(1 + Kn)f (Kn, a) = fal+K)(4.5)Kn 2 + (1 + f2a)Kn + fia
with f1=0.75 and f2=0.283 (Fuchs and Sutugin, 1971). The mass accommodation coefficients
of DMSO, DMSO 2 , and MSA are calculated using the temperature dependent expression
_g(T )
a(T) = +(T) (4.6)1 + g(T)
where g(T) = exp [- (AH - TAS)], and AH and AS are given in De Bruyn et al. (1994).
Mass accommodation uncertainty factors of 2.0 have been assigned for DMSO, DMSO 2, and
MSA (DeMore et al., 1997). For H2SO 4 a constant value of a = 0.65 is used along with an
estimated uncertainty factor of 1.5 (Pdschl et al., 1998). For MSEA and MSIA values of a =
1 x 10- 3 and 2 x 10-4 are used respectively, each with an uncertainty factor of 2.0. These
values are based on the upper and lower limits for the mass accommodation of organic acids
onto (NH 4)2SO 4 as measured by Wagner et al. (1996).
The nj,j+1 and Arj,j+1 in equation 4.2 are directly supplied by Flight 24 observations of
particle size distributions (see Section 4.3.4), while all the other terms are explicitly calculated
using observations of T and p. The integral in equation 4.2 has known analytical solutions
which are used in the model. The observationally constrained loss coefficients for condensation
as a function of altitude are shown in Figure 4-2. We also estimate the uncertainties in C using
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Figure 4-2: The left panel displays the coefficients for the loss of DMSO, DMS0 2, MSA,
H2SO 4, MSEA, and MSIA onto aerosols as a function of altitude. The right panel displays the
corresponding uncertainty factors as a function of altitude. The aerosol observations used to
calculate these profiles are discussed in Section 4.3.4.
the following expression:
Balog C 2
logq#c = + log # (4.7)Blog a /
where 6 log C is the difference in the condensation rate using two independent observed aerosol
size distributions and #, is the mass accommodation uncertainty factor. The uncertainty
expression is further simplified by setting Blog C/Blog a = 1, which is an upper limit for the
aerosols most affected by mass accommodation. The uncertainty factors for C as a function of
altitude are also shown in Figure 4-2.
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Table 4.2: Surface Flux and Vertical Mixing Parameters
Parameter Value
Emission Rate (molecules cm-3 s-1)
EDMS 9.5 x 104  2.5
Surface Loss (s- 1)
SDMSO 1.0 x 10- 5  2.5
SDMSO 2  1.0 x 10- 5  2.5
SsO2  5.0 x 10- 5  2.5
SMSIA 2.0 x 10- 5  2.5
SMSA 2.5 x 10-5 2.5
SH 2 SO4  1.0 X 10-5 2.5
Vertical Mixing Coefficient (cm2 s-1)
Kz (boundary layer) 5 x 104  1.4
Kz (buffer layer) 5 x 103  1.4
Kz (free troposphere) 3 x 103  1.4
< = uncertainty factor
4.2.4 Surface Fluxes and Vertical Mixing
DMS Surface Emissions The only significant source of sulfur in the remote marine atmo-
sphere is the sea-to-air flux of DMS. This flux was directly estimated by Bates et al. (1998b)
during ACE-1 aboard the research vessel Discoverer through measurements of the sea-surface
and atmospheric concentrations of DMS and the surface wind speed. These measurement-based
flux estimates range between 0.8 and 5 x 109 molecules cm- 2 s- 1 during the time corresponding
to Flight 24 and depending on the flux parameterization used. However, because the Discoverer
and C-130 aircraft did not correspond exactly in space, this range is only representative of the
typical DMS fluxes over the region sampled by the aircraft. This discrepancy was addressed
by Suhre et al. (1998) and Mari et al. (1999) in which the DMS sea-surface measurements were
interpolated on to the Flight 24 trajectory and the wind speeds calculated along the trajectory,
resulting in an approximate DMS flux range of 0.9 to 4 x 109 molecules cm- 2 s- 1 for the flux
parameterization most consistent with observations. In a more recent evaluation, Shon et al.
(2001) used a mass-balance photochemical model to estimate the Flight 24 DMS flux to be
1.6 x 109 molecules cm- 2 S-1.
In this report a time-independent DMS emission rate is estimated by adjusting the rate until
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the model predicted atmospheric DMS concentrations in the lowest model layer agree with the
observed values. The resulting DMS emission rate is shown in Table 4.2 and has an equivalent
surface flux value of 9.5 x 108 molecules cm- 2 s-1, which lies at the lower end of the previously
reported flux ranges. The listed uncertainty factor of 2.5 reflects the uncertainties associated
with different flux parameterizations and gives a one-sigma flux range of 0.4 to 2 x 109 molecules
cm 2 s 1
Surface Losses Loss at the ocean surface is modeled using the time-independent, first-order
surface loss coefficients and uncertainty factors listed in Table 4.2. These surface loss frequencies
are applied in the lowest model layer and physically represent dry deposition removal of DMSO,
DMSO 2, H2SO 4, MSA, and MSIA, and dry deposition and sea-salt scavenging of SO 2. The
loss frequencies, except for S02, correspond to deposition velocities with a one-sigma range of
0.04 to 0.625 cm s-1, which are representative of the relatively stable atmospheric conditions
during Flight 24. The mean SO2 surface loss frequency was adjusted to provide good agreement
between the model predictions and observations in the boundary layer. This SO2 loss frequency
has a corresponding deposition velocity of 0.5 cm s-1 if dry deposition was the only SO2 surface
removal path. Also, this SO2 loss frequency provides a surface sink that is comparable to the
sum of the SO2 dry deposition and sea-salt sinks at the surface in the Flight 24 simulations
of Mari et al. (1999). Finally, the assumption of no SO2 sea-salt processing above the lowest
model layer may overestimate the SO2 concentrations or SO 2+OH removal rate there, but this
will reinforce the major conclusions from this study as discussed later.
Vertical Mixing The turbulent mixing characteristics during Flight 24 of the ACE-1 cam-
paign were analyzed in detail by Russell et al. (1998) and Wang et al. (1999a,b). These studies
revealed the existence of the following three distinct layers: the boundary layer (BL, z < 0.5
km), the buffer layer (FL, 0.5 < z < 1.5 km), and the free troposphere (FT, z > 1.5 km). These
studies also showed that there was little change in the depths of these layers during the course
of the flight. In addition, Russell et al. (1998) found large, positive bulk Richardson numbers
in the FL, thus indicating stably stratified conditions there, while Wang et al. (1999a) found
evidence for mesoscale variability in the BL mixing during Flight 24.
A simplified, diagnostic approach to vertical mixing is adopted in this study to ensure
consistency between all species and with observations of sulfur compounds. Based on the
findings of Russell et al. (1998) and Wang et al. (1999b) the model atmosphere is segregated
into three mixing layers: the BL is represented by the lowest five model layers, the FL by the
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next six layers, and the FT by the remaining nine layers. Within each mixing layer a separate
time-independent Kz is set using DMS as a tracer for a given DMS sea-to-air flux. DMS serves
as an ideal tracer because its vertical mixing time in the BL and FL is shorter than its chemical
lifetime. The Kz values were then adjusted until the modeled vertical profile of DMS matched
the observed profile. This procedure provides consistent mixing in the BL and FL because of
sufficient DMS observations. However, K2 in the FT was estimated by extrapolation from the
BL and FL because of a lack of DMS observations above the FL. The resulting K2 values are
shown in Table 4.2. The uncertainty factors cover Kz ranges that yield modeled DMS profiles
in statistical agreement with observations.
4.3 Observational Constraints
The ACE-1 Flight 24 measurements used to constrain the model runs include: meteorological
parameters (temperature T, relative humidity RH, and pressure p), gas-phase measurements
(OH, 03, H20 2, and CH 300H), and aerosol size distributions. This flight occurred during the
local time (LT) period 05:18 to 14:36 LT on 8 December 1995. The measurements included
samplings of air from the BL up to an altitude of 5.5 km and were made under daytime and pri-
marily clear-sky conditions. Because the model is constructed for clear-sky conditions, episodes
of cloudiness were filtered from the observational database. This filtering uses an analysis of
cloud encounters in which a cloud is defined to exist whenever the number concentration of
particles with a diameter in the size range of 2.0 to 47 pm is greater than 5 particles cm- 3 for
a period 5 seconds or greater. Additionally, cloud fringe effects were removed by taking T15
minutes before and after the defined cloud period. Applying the cloud filter removes the data
from 14:11:11 LT to the end of the flight.
The Flight 24 observations have one of the following three characteristics: the constraint
is mainly a function of space, a function of time, or a function of time and space. Time-series
of the observations were analyzed and used to categorize the constraints. These time-series,
which are illustrated in Figure 4-3, show that over the course of Flight 24 p, T, RH, and 03 are
largely time invariant, OH is primarily a function of time, and that H20 2 and CH 300H vary
in both time and space. Aerosol number concentrations are also largely time-independent, and
the processed aerosol number distributions are shown in Section 4.3.4.
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Figure 4-3: ACE-1 Flight 24 measurements of altitude, pressure, temperature, relative humidity,
03 mole fraction, OH concentration, H20 2 mole fraction, and CH3 00H mole fraction as a
function of time. Concentration is in molecules cm- 3 and mole fractions are in parts per billion
(ppb).
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Figure 4-4: Vertical profiles of observed p, T, RH, and 03 mole fraction during Flight 24.
The small gray points are the direct observations, while the larger black points are the binned
median values of the observations in each model layer.
4.3.1 p, T9 RH, and 03 Levels
Based on Figure 4-3 p, T, RH, and 03 are assumed to be fixed in time throughout the model
integrations. To capture the strong spatial variations in these quantities, they were binned in
altitude layers defined by the model spatial resolution. The median values within each layer
were then calculated. The resulting median value vertical profiles are shown in Figure 4-4 and
define the observational constraints for p, T, RH, and 03.
4.3.2 OH Concentrations
In the daytime, remote marine atmosphere, reaction with OH is the dominant DMS sink and
drives much of the subsequent oxidation chemistry. In this study, time-dependent in situ OH
observations from ACE-i1 Flight 24 (Mauldin III et al., 1998) have been fit to 'forcing functions'
134
7x106  6x10 6
zs5500m z>500m
6x106  5x106
5x106  416
54x106
4 6 3x106
3x106
6 -- 2x1062x10-
lxlO61x10 6 1x106
0 ,....0 ,. '
0 5 10 15 20 0 5 10 15 20
local time (hours) local time (hours)
Figure 4-5: Observed and fit OH concentrations (molecules cm- 3) for the boundary layer and
above. The fitted values for the coefficients in Equation 4.8 in the boundary layer are A =
1.665 and B = 4.853. Above the boundary layer the fitted values are A = 1.263 and B = 5.153.
which are used to drive the net chemical production. This scheme captures the oxidative state of
the atmosphere during the flight without introducing additional complexities and uncertainties
associated with predicting OH using HOx-NOx-0 3-CH 4 chemistry. The OH data has been fit
specifically to the following function:
log [OH] = A sin [I (t - s)] + B (4.8)
where t is the local time in hours, d is the number of daylight hours, s is the sunrise in hours, A
is the amplitude of the OH diurnal cycle, and B is the nighttime OH background concentration.
A and B were adjusted in the fits, and d ~ 15.2 hours and s ~ 4.4 hours were set using the
location of the flight and time of year. Figure 4-5 shows the OH observations and fits for the
BL (z < 500 m) and above (z > 500 m).
4.3.3 Peroxide Mole Fractions
The H2O2 and CH 300H time-series in Figure 4-3 clearly show a mole fraction altitude depen-
dence. These species are also slightly time-dependent as shown by the mole fraction increase
in the lowest model layer (z = 0 to 50 m) from 07:45-11:00 to 13:00 LT. To capture the depen-
dencies in time and space, the peroxide observations have been fit to fourth-order polynomial
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Figure 4-6: Ratios of the functional fits to the Flight 24 mole fraction observations of H20 2
and CH 300H. The coefficients of the H20 2 functional fit (Equation 4.9) are: (0 = 0.4612,
(1 = 0.1341, ( 2 = 0.1069, ( 3 = -0.05263, ( 4 = 0.005858. The coefficients of the CH 300H
functional fit are: (o = 0.2046, ( 1 = 0.1353, C2 = -0.01901, ( 3 = -0.01283, (4 = 0.002102.
functions in altitude modulated by a sinusoidal function in time:
4
ROOH(z, t) = sin (t - s)] 1 (izi (4.9)
i=0
where ROOH(z, t) represents the peroxide mole fraction in ppb, d and s are the same as
in equation 4.8, and (; are the coefficients of the polynomial fit. Separate functions were
fit to the H202 and CH 300H observational data. To prevent negative mole fractions, 0.017
ROOH(z, s + d) was used for all nighttime values, where the factor of 0.017 provides a nearly
continuous change from the low daytime values to the nighttime values. The residuals for the
resulting fits are shown in Figure 4-6. The anomalous observations before t=6.75 hours are
ignored in the fit. This time frame corresponds to high altitude measurements and a period of
rapid aircraft ascent.
4.3.4 Aerosol Number Distributions
The loss of condensable gas-phase sulfur is constrained using two independently measured
aerosol number distributions from ACE-1 Flight 24. These aerosol spectra each provide the
nj,j+1 and Arj,j+1 required in equation 4.2. The coefficients for loss by condensation are
calculated by averaging the two spectra, while the difference (J log C) is used for uncertainty
estimates.
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The first aerosol distribution data comes from the composite particle probe spectra (CPP).
The CPP spectra require no size adjustments for changes in T or RH because the measurements
were made under ambient conditions. The CPP spectra were constructed by overlapping the
data from four wing-mounted particle probes, resulting in a distribution covering a diameter
size range of 0.16 to 600 pLm in 43 sections (Baumgardner and Clarke, 1998; Clarke et al.,
1998). To compute the aerosol surface area, the spectra were binned in three altitude layers
corresponding to the BL, FL, and FT, and the average values calculated within each layer.
Corrections were made for a possible air leak in the probe registering the first three sections of
the CPP spectra (0.16 to 0.30 pm). The air leak affected the measurements when the aircraft
climbed from low to high altitudes (high to low particle concentrations). Time-series of the first
three sections indicate that the early-morning measurements were not affected by the air leak,
so the contamination is avoided by using the data collected between 05:36 and 09:06 LT. The
additional 40 channels in the CPP spectra were not affected by the air leak.
The second set of aerosol distribution data comes from an inboard laser optical particle
counter (OPC) (Clarke et al., 1998). The OPC instrument measured particle number con-
centrations in 233 bins ranging in size from 0.14 to 7.0 pm of aerosols dried to 25% RH and
preheated to 40, 150, and 300*C. For this study the sizes of the 40*C samples were adjusted
to the ambient RH and T using the Kdhler equation at each of the model levels. The samples
at 150 and 300*C were not used because of the possible loss of volatile components at these
higher temperatures. As with the CPP measurements, the OPC number concentrations were
binned in the three altitude layers corresponding to the BL, FL, and FT and the average values
computed. After adjusting for ambient conditions, the dry OPC spectra in the BL grew by
nearly a factor of two to a diameter size range of 0.25 to 12 jim. The processed CPP and OPC
number distributions used to compute the aerosol surface area are displayed in Figure 4-7.
4.3.5 Diagnostic Constraints
The Flight 24 observations do not fully constrain the DMS oxidation model. In particular, the
peroxy radicals HO 2 and CH30 2 are required for the production and loss of CH 3SO3, while NO 2
oxidizes CH 3SO2 to CH 3SOx+1. These species are diagnostically calculated from observations
assuming steady-state conditions. First, the production and loss of H20 2 in the background
atmosphere is described by reactions D1 to D3 listed in Table 4.3. From this set of reactions
and corresponding rate constants, HO 2 is expressed diagnostically as the following function of
observed levels of H20 2 and OH, where the subscripts o and e indicate observed and estimated
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Figure 4-7: Aerosol number distributions from the CPP (lines) and OPC (dots) as a function
of particle diameter Dp (pm) in the boundary layer, buffer layer, and free troposphere. The
diagonal portions of the CPP distributions represent size gaps in the dataset. The multiple OPC
distributions in the BL, FL, and FT result from the size adjustments to ambient conditions at
each model layer.
species respectively:
[H0 2 ]e = V[H202]o(kD2[OH]o + JD3) (4.10)
kD1
Production and loss of CH 300H in the background atmosphere is controlled by reactions D4
to D7, which yields the following diagnostic expression for CH 30 2:
[CH3 0 2 ]- = [CH 3 00H]O(JD5 + kD6[OH]o + kD7) (4.11)kD4[HO2]e
NO 2 is estimated using reactions D8 to D11 and the following diagnostic relationship relating
NO 2 to NO, 03, and peroxy radicals (Seinfeld and Pandis, 1998, p.249):
[N0 2]e = [NO]o kD9[O3]o + kD10[HO2]e + kD11[CH302]e (4.12)
JD8
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Table 4.3: Diagnostic Reactions and Rate Constants
Reaction Rate Constant Ref a
D1 H02 + HO 2 -> H202 + 02 = See Note b [1]
D2 H2 0 2 + OH -> HO 2 ± H20 = 2.9 x 10 1 2 exp(-160/T) [1]
D3 H2 02 + 2 OH = 7.7 x [2]
D4 CH30 2 + H02 -> CH 300H + 02 = 3.8 x 10-13 exp(800/T) [1]
D5 CH3 00H hu,02 CH 20 + HO2 + OH = 5.7 x [2]
D6 CH300H + OH -> CH 30 2 + H20 = 2.66 x 10-12 exp(200/T) I1]
D7 CH300H -+ CH20+ H20 =1.14 x 10-12 exp(200/T)
hv,02 1-D8 NO 2 h-, NO+0 3  J8=8.8x [2]
D9 NO + 03 -+ NO2 + 02 k 2.0 x 10-12 exp(-1400/T)
D10 NO + H02 -> NO 2 + OH 3.5 x 10-12 exp(250/T)
021-1Dli CH 30 2 ± NO - CH2O+ 1102+ NO2  k2 3.0 x 10-12 exp(280/T) [1]
a References: [1] = DeMore et al. (1997), [21 = Jacobson (1999).
b The reaction has bimolecular and termolecular components and a water correction. The overall rate constant is given by: kj
k4 = 231-13. x60-1 ex(0/T) 1]
k (kb + k), where k. =1+ 1.4 x 10 2 1 [H 2 01exp( 2 2 ), 2.3x1013exp ), and k = 1.7 x 10-1[M]2 ep(ep2/
3-value diurnal variations are calculated using log 1 0 J =(log1 0 J* ) A n[ (t - a)],I where J* is the midday maximum given
in the table, A is the amplitude (set to 1.24), (log 1 0 J* A) represents the background value, and d and s are as given in equation
4.8. The J* are for clear-sky, 0' solar zenith angle, and UV surface albedo of 0.03.
Although NO was measured during the ACE-i C-130 flights, most of the Flight 24 levels fell
below the detection limit (5 pptv). NO levels were fixed arbitrarily at the detection limit for all
the model integrations used in this study. Also, the photolysis reactions take diurnal variability
into account using the same functional form for the OH forcing function.
4.4 Analysis and Discussion
The model is integrated for a ten day period, the last day of which is used in this analysis. After
ten days a steady daily cycle is achieved in the BL and FL. The following seven model runs,
corresponding to seven mechanism scenarios, were carried out: (1) baseline, (2) isomerizations,
and (3) to (7) branches A to E. Note that the isomerizations run also includes the baseline
chemistry, and the branch A-E runs include both the baseline and isomerization reactions.
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4.4.1 Model Uncertainties
The seven model scenarios were randomly evaluated using a Monte Carlo sampling method with
a sample size of 6000. This results in a set of output species PDFs that are well resolved and
nearly lognormal. The standard deviations of these output PDFs define the uncertainties in the
model predictions due to uncertainties in the model parameters. Figure 4-8 shows examples of
daily average, boundary layer PDFs for the major species in the DMS cycle for the branch D
scenario. The mean values that are displayed were calculated directly from the output PDFs
and are almost identical to the values obtained from a run of the model using the mean values
of the parameters. The figure also shows that these species have uncertainty factors that range
between 2.5 and 2.9.
Additionally, using the following equation we calculated the contributions from the pa-
rameter uncertainties to the overall model uncertainties to determine the importance of each
parameter to the model predictions.
(A log N,) 2 = [ ' log 05) (4.13)
3
This equation expresses the total variance as a sum of the variance contributions from all of the
uncertain parameters, where the partial derivative term characterizes the sensitivity of species
Ni to model parameter pj and 4j is the uncertainty factor for pj. We evaluated this expression
for the branch D case by running a reference case at the parameter means and additional
cases in which each parameter was multiplied by the corresponding uncertainty factor. The
resulting variance contributions are shown in Table 4.4. The results in the table indicate that
the uncertainty in DMS emissions is the main source of uncertainty for all of the species and
accounts for nearly all of the uncertainty in the DMS predictions. Other parameters that
contribute more than 10% to the species uncertainties are losses to aerosols, surface losses, the
DMS+OH reversible addition reaction, and other reactions as noted. The table also shows
that, except for DMS and SO 2, three or more parameters contribute significantly to the overall
uncertainty. This increases the complexity of studies trying to reduce the overall uncertainties
because many parameters have to be simultaneously monitored. Finally, it is worth noting that
the vertical mixing coefficients are not major contributors to the overall uncertainties because
the model is insensitive to large changes in Kz. For instance, changing K2 by a factor of 3.0
(more than three standard deviations from the mean) results in uncertainty contributions that
are smaller than 3% for DMS and even smaller for the other species.
140
1 1 = 9.27
0.8 , 0.8
0.6 0.6
0.4 0.4
0.2 0.2
0 .0
108 109 1010
[DMS]
0.8 p = 6.35 1
06 = 0.46 0.8
0.6
0.6
0.4
0.2>1 0.20.
41.)
105 106 107
>1 [DMS0 2 ]
4~J
-4 0.8 yp=7.06 1
a = 0.46 0.8
0.60 0.6
0.4
0.4
0.2 0.2
0 SM 1..L0
0.8
0.6
0.4
0.2
0
[MSEA]
y = 6.12
a = 0.44
,Hull,, ,,,, , ,,,,,
1
0.8
0.6
0.4
0.2
0
[DMSO]
[ SO2 ]
[MSIA]
105 106 107 108 106 107 108
[MSA] [H2 SO4 ]
Figure 4-8: Daily average, boundary layer PDFs for concentrations (molecules cm- 3) of DMS,
DMSO, DMSO 2, SO 2 , MSEA, MSIA, MSA, and H2 SO 4 for the branch D case. The PDF mean
(p) and standard deviation (a) is shown in the upper right hand corner.
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Table 4.4: Five Largest Contributions to the Total Variance (Percent) *
Species 1st 2nd 3rd 4th 5th
DMS 92.8a 4.81 1.2c 0.8d 0.2e
DMSO 54.4a 15.7f 14 .5b 11.3c 1.49
DMS0 2  27.3a 20.01 19.6' 13.6' 7.2b
S02 59.8a 31.0 2.41 2.4m 2.0
MSEA 31.9a 29.1" 2 2 .59 7.9b 6.4c
MSIA 43.5a 11.7 11.40 9.7c 7.2f
MSA 32.3a 26.OP 13.2q 5 .5b 470
H2 S0 4  46.3a 19.4r 9.41 9.3m 6.58
*The variance contributions are for the branch D daily average boundary layer PDFs in Figure 4-8.
a=DMS emissions, b=DMS+OH addition, c=DMS+OH reverse addition, d=DMS+OH abstraction, e=K. in the Buffer Layer,
f=DMSO to aerosols, g=DMS-OH to MSEA, h=DMSO-OH to MSIA, i=DMSO 2 to aerosols, j=DMSO 2 formation, k=S0 2 surface
loss, l=Isomerization to CH 3 SO 3 , m=CH3 SO+0 2 addition, n=MSEA+OH oxidation, o=MSIA surface loss, p=MSA to aerosols,
q=MSIA + 03, r=H2 SO 4 to aerosols, s=CH3 SO+0 2 reverse addition.
4.4.2 Model-Observation Comparisons
We have tested our model assumptions by comparing time-series measurements of DMS, SO 2,
H2SO 4 , and MSA from ACE-1 Flight 24 with the seven sets of model integrations. Because
the DMS and SO2 measurements were reported in mole fractions (parts per trillion), while
H2SO 4 and MSA measurements were reported in number concentrations (molecules cm- 3), the
observed DMS and S02 mole fractions were transformed to number concentrations so that all
the species are on a common scale. This transformation was accomplished using the following
fit of air density to the Flight 24 observations of p and T: Nair ; 2.56 x 10' 9 exp(-0.112 z),
where Nair is the air density (molecules cm- 3) and z is the altitude (km).
In addition, a complication arises because the model predictions are on a regular space-time
grid, while each of the observations was uniquely sampled along the Flight 24 trajectory. In
order to make direct comparisons between the observations and the model, the model output is
interpolated from the model grid on to the corresponding observational trajectory in time and
space using a cubic interpolation function. This is done for each species independently because
each has a unique space-time trajectory. The model errors, which are also functions of time
and space, are similarly interpolated along the observation trajectories.
For comparisons, the goodness of the fits between the seven model scenarios and the obser-
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Table 4.5: Boundary and Buffer Layer RMSR Factors a
Scenario DMS b SO2 c H2 So 4 d MSA d
Baseline 1.26 1.22 2.0 19,900
Isomerizations 1.26 1.18 1.3 9.3
Branch A 1.25 1.19 1.3 2.4
Branch B 1.26 1.19 1.3 3.0
Branch C 1.26 1.20 1.3 2.7
Branch D 1.26 1.19 1.3 2.1
Branch E 1.26 1.18 1.3 2.6
' Periods of rapid aircraft ascent and descent are excluded and are individually defined for each species.
b The outlier at 10:43 LT is not included.
c Measurements after 07:26 LT were used.
d Measurements between 07:26 and 13:43 LT were used.
vations are expressed as a multiplicative factor (RMSR) defined using the following root-mean-
square residual difference between the common logarithms of the observed and mean model
concentrations:
log (RMSR) = log [ (4.14)
1 01
where xO represents the observed value, -m represents the interpolated model mean value, and
N is the number of observations in the time-series. The RMSR statistical measure captures
unestimated model structural errors and is used to distinguish which of the seven mean model
scenarios provides the best fit with the observations. The model-observation results for DMS,
S02, H2SO 4, and MSA are discussed below.
DMS It is important to first ensure that the modeled vertical DMS profile matches the
observations because DMS is the primary sulfur source in the remote marine atmosphere and
because the chemical lifetime of DMS in the BL is long enough (roughly 2 to 3 days based
on the reaction with OH) for transport to influence vertical variations of all of the products
of DMS destruction. Modeled and observed vertical profiles for DMS are displayed in Figure
4-9. The figure shows that, within the parametric errors, the model reproduces successfully
the DMS vertical profile in the BL and FL, except for one outlier near the surface. This
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Figure 4-9: Vertical profiles of observed (red dots) and modeled (black boxes) DMS concentra-
tions (molecules cm- 3) during Flight 24 for the baseline scenario. The one-sigma model errors
are also shown (in gray), along with the daily average model vertical DMS profile (thin black
line).
agreement is expected because the DMS observations were used to constrain the BL and FL
mixing coefficients and the DMS surface flux. The figure also shows that the FT mixing rate
is not constrained due to a lack of DMS observations above the FL. However, because the
majority of the Flight 24 sulfur observations lie within the BL and FL, the FT mixing rate is
not a large factor for these model-observation comparisons.
The DMS observed and modeled time-series are illustrated in Figure 4-10 for the baseline
chemistry case. The other model cases are not shown because they are either identical or
very similar to the baseline case. The large DMS concentration difference below and above
500 m confirms the BL/FL structure previously reported (Russell et al., 1998; Wang et al.,
1999b,a) and is well-represented in the model. However, larger differences between the model
and observations are found in the DMS time dependence. Within the BL the DMS observations
decrease by a factor of three with time between 07:30 and 10:00 LT and show little time
dependence thereafter, while the model shows a weaker time dependence throughout the time-
series. The modeled DMS time dependence is due only to the OH forcing function, while
the observed time dependence may result from a combination of the OH cycle with horizontal
and temporal inhomogeneities in DMS emissions and vertical mixing. Horizontal variations in
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Figure 4-10: Modeled and observed time-series for DMS concentrations (molecules cm- 3) in the
baseline scenario. Observations are displayed as black dots, the model evaluations are shown
in gray (gray dots are at the parameter means and the gray bars are the one-sigma deviations).
Also shown is the aircraft altitude (thin black line).
sea-surface temperature were encountered during Flight 24, which may have influenced DMS
emissions and vertical mixing horizontally (Wang et al., 1999a).
In spite of these time dependence differences, the baseline run agrees statistically with the
DMS observations for the given parameter PDFs. Overall, the RMSR measure between the
mean model run and the observations for this case is a factor of 1.26 as shown in Table 4.5.
The table also shows that all of the other model cases, except for branch A, have exactly the
same RMSR. They are the same because these other time-series are essentially identical to the
baseline run time-series, which indicates that the additional chemistry has a negligible impact
on DMS cycling. The RMSR for branch A is slightly different because Reactions R3 and R4
reduce the lifetime of the DMS-OH adduct, and hence reduce the rate of the reverse DMS+OH
addition reaction. The other model scenarios do not change the loss rate of the DMS-OH
adduct.
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Figure 4-11: Same as Figure 4-10 except for the baseline and isomerization scenarios for SO2
concentrations (molecules cm- 3).
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SO 2 The measured SO2 time-series and the modeled baseline and isomerization time-series
are shown together in Figure 4-11. The branch A to E cases are not displayed because they
are nearly indistinguishable from the isomerizations run. The figure shows that unlike DMS,
SO2 does not exhibit a large gradient between the BL and FL. For DMS there is only a surface
source combined with atmospheric destruction by OH, which leads to the decay of DMS with
height. For SO2 however, loss at the surface and the photochemical source aloft lead to a slight
BL to FL increase in the observed and modeled SO2. The individual terms in the SO2 and
DMS budgets describing this behavior are given quantitatively in Section 4.4.3. The figure also
shows that the modeled and observed SO2 increases with time during the day, which is due to
the daytime photochemical conversion of DMS to SO 2 . This conversion efficiency is calculated
in Section 4.4.3.
Figure 4-11 also indicates that, except for a few measurements before 07:30 LT, each of the
modeled points agrees statistically with the observations. The early morning measurements
correspond to free tropospheric altitudes where SO2 is more likely to be influenced by long-
range horizontal transport not represented in the model. The figure also shows that the SO 2
parametric errors decrease with altitude, which occurs because loss by reaction with OH is the
dominant SO2 sink above the FL and this term has a smaller error than the other terms in the
SO2 budget.
Excluding the early morning FT measurements, the RMSRs in Table 4.5 for all of the
mean model runs are about a factor of 1.2. The largest RMSR difference occurs between the
baseline scenario and the other model cases. In the baseline run the model overestimates SO 2
between 07:30 and 10:00 LT, but has better agreement afterwards. Inclusion of the isomerization
reactions reduces SO2 throughout the time-series, resulting in an improved fit in the morning
and a slightly worse fit in the afternoon. The isomerization reactions decrease SO 2 because
the conversion of CH 3 S(O)OO to CH 3SO 3 reduces the flux of sulfur through the CH 3S0 2-S0 2
channel.
Because the modeled DMS and SO2 both agree with the BL and FL observations within the
parametric uncertainties for all of the model runs, this implies that the modeled flow of sulfur
through the system connecting DMS to SO2 is correct. If so, any large systematic deviations
between observed and modeled H2SO 4 and MSA are likely due to systematic errors in the
flow of sulfur either downstream of SO2 or along branches that do not impact SO2. Also, our
assumption of no SO2 loss to sea-salt aerosols above the lowest model layer does not jeopardize
the ability to achieve a good fit between the modeled and observed SO 2 concentrations. This
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is expected from a previous finding where the SO2 concentrations showed little change (< 5%)
when sea-salt aerosols were added to and removed from Flight 24 simulations (Mari et al.,
1999).
H2SO 4 Observed and modeled gas-phase H2SO 4 time-series are shown in Figure 4-12. As with
the modeled SO 2 runs, only the baseline and isomerization scenarios are displayed because the
branch A-E cases are very similar to the isomerization case. With respect to time, the figure
shows that both the modeled and observed H2SO 4 increase throughout the morning, peak
near local noon, then start to drop off in the early afternoon. Because the modeled H2SO4
time dependence is driven by the OH forcing function and because the modeled and observed
time trends match quite well, this suggests that the OH fit is sufficient for capturing diurnal
variations in the model.
Figure 4-12 also shows that the model agrees parametrically with most of the observations,
the exceptions being FT measurements at the beginning and end of the time-series and some
BL observations that lie just above the one-sigma range in the baseline case. More interesting
however are the large systematic differences in the BL between the baseline model and the
observations. These differences indicate a large BL to FL gradient in the baseline case that is
not seen in the observations.
The controlling terms in the modeled H2SO 4 budget are production from the oxidation of
SO3 and loss due to scavenging by aerosols (see Section 4.4.3). The large BL to FL gradi-
ent calculated in the baseline model is a consequence of the decreasing aerosol surface area,
and hence condensation rates, with height (see Figure 4-2). To reduce the altitude gradient
in the baseline model and achieve a better fit with the observations, either gas-phase produc-
tion needs to be increased or loss to aerosols decreased in the BL. As the loss to aerosols is
directly constrained using two independent sets of aerosol number distributions, the systematic
differences are more likely due to the chemical production term. The chemical production of
H2SO 4 involves the reaction between SO3 and H20, the precise nature of which is unknown,
but is believed to depend quadratically on water vapor concentrations (Lovejoy et al., 1996).
Because H20 is also observationally constrained, increases in the BL production rate require
increases in SO3. As shown in Figure 4-1, SO3 is produced either from oxidation of SO2 or
by the dissociation of CH 3SO 3. The oxidation mechanism of SO2 to SO3 is well known and
involves OH, which is also constrained by observations. Additionally, the modeled SO 2 in the
BL matches the observations very well.
Together these lines of evidence suggest that the large systematic underestimation of H 2SO4
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Figure 4-12: Same as Figure 4-10 except for the baseline and isomerization scenarios for H2SO4
concentrations (molecules cm- 3).
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in the BL by the baseline model is due to underestimation of the production rate of SO3 from
CH 3SO 3 dissociation. To compensate for the low H2SO 4, the production rate of SO3 through the
CH 3SO3 channel has to be increased to values that are either comparable to or larger than the
rates through the SO2 channel. This in turn implies the existence of a major formation pathway
for gas-phase H2SO4 in the remote marine atmosphere that does not involve SO2. To further
bolster this argument, the chemical production of H2SO 4 from S02 may be overestimated in
the model because the loss of SO2 to sea-salt aerosols is not included above the lowest model
layer. If included, the additional sea-salt loss of SO2 would decrease the production of H2SO4
through the SO2 channel, which would require an even larger flux through the CH 3SO3-S0 3
path.
This finding supports a report by Bandy et al. (1992), who suggested that the CH 3SO3-
S0 3-H2SO 4 branch plays a large role in sulfate formation, yet disagrees with the conclusion by
Saltelli and Hjorth (1995) that this branch is not important. The disagreement with Saltelli and
Hjorth (1995) likely occurs because reaction R2 was not included in their study. In addition, this
result has important implications for aerosol nucleation because the formation of H2SO 4 through
CH 3SO 3-SO3 proceeds without the intervention of multiphase chemistry, while homogeneous
H2SO 4 formation through SO2 can be short-circuited by the aqueous phase oxidation of SO2
in the presence of clouds. Also, because SO2 is relatively long-lived while CH 3SO3 is formed
in situ from DMS oxidation, the nucleation of new particles may be more related to the local
levels of DMS than to the amount of transported SO 2.
Figure 4-12 illustrates how the additional SO3 production influences the modeled H2SO4 in
the isomerization and branch A-E cases. The major change is due to the isomerization reaction
CH 3S(O)OO - CH 3SO3, which enhances the production rate of SO3 by increasing the levels
of CH3SO3. This significantly improves the modeled H2SO 4 in the BL and results in one-sigma
model ranges that cover all but a few of the BL and FL observations. The additional reactions
in the branch A-E scenarios do not directly affect CH 3SO3 , so their cumulative impacts are
negligible. These changes are summarized in the RMSR table which lists a factor of 2.0 for the
baseline scenario and a factor of 1.3 for the other model cases.
MSA The modeled and observed MSA time-series for all of the model cases are displayed
in Figures 4-13 and 4-14. All of the cases are shown because they differ significantly from
one another. Focusing in on the observations, there are two main features that distinguish
MSA from H2SO 4. First, MSA exhibits a weak diurnal cycle as compared to the strong H2SO4
diurnal trend. This suggests that the major MSA production route does not directly involve
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photooxidants with large daily cycles such as HO, because the largest loss term in the MSA
budget, the observationally constrained loss to aerosols, has small diurnal variations. Second,
the observations indicate a roughly one order of magnitude increase in the MSA concentration
from the BL to the FL. A large gradient is expected due to the decreasing rate of loss to aerosols
with height (see Figure 4-2). However, loss of MSA to aerosols cannot account for the observed
magnitude of this gradient because this loss only drops off by a factor of 3 from the BL to
the FL. For a gradient this large, enhanced MSA production in the FL relative to the BL is
required. Three possible ways of achieving this are: (1) MSA precursors that have a large sink
in the boundary layer (e.g., through condensation and/or surface loss), (2) MSA precursors that
react with species that increase with altitude, and (3) MSA formation rate constants that have
large negative activation energies so that the reaction rate increases as the altitude increases
(temperature decreases).
The most striking feature of the MSA time-series in Figure 4-13 is the large difference
between the baseline predictions and the observations. The figure shows that the baseline model
underestimates the observations by nearly 4.5 orders of magnitude. This large discrepancy is
statistically very significant. Other factors that may contribute to this large difference, such as
the transport of MSA-rich air into the region or model parameters that actually lie far outside
of the uncertainty ranges of the parameter PDFs, can be ruled out. The transport of MSA-rich
air into the region can be ruled out on the basis that DMS oxidation is the only known source of
atmospheric MSA, that the DMS observations are well within the parametric uncertainties, and
that the MSA lifetime for Flight 24 conditions is less than 7 hours (based on the condensation
onto aerosols displayed in Figure 4-2).
That the large MSA deficit in the baseline case is due to model parameters that are orders
of magnitude away from their best-estimate values can be ruled out by considering the MSA
budget. In the baseline run, the MSA burden is controlled by loss to aerosols and reactions
involving CH 3SO2 and CH 3SO3. For loss to aerosols, large changes are not likely because the
MSA accommodation coefficient has been measured (De Bruyn et al., 1994) and the aerosol
surface area is constrained by observations. The agreement for H2SO 4 also indicates that the
aerosol loss is probably modeled correctly. For the reactions with CH 3SO2 and CH 3 SO3, mul-
tiple order of magnitude changes to the rate constants are very unlikely because they have
either been measured, as in the case of CH 3SO2 dissociation (Kukui et al., 2000), or have
been carefully assigned based on thermochemical data or analogous reactions, as in the case
of CH 3SO3 dissociation (Yin et al., 1990b). Furthermore, the baseline model simulates ob-
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served SO2 and H2SO 4 reasonably well, so large changes to the rate constants of reactions of
CH 3SO 2 and CH 3SO 3 that increase MSA will worsen the fits of modeled SO2 and H2SO 4 with
observations.
Therefore, by ruling out other possibilities, it is concluded that the four order of magnitude
MSA deficit for the baseline scenario is due to missing gas-phase chemistry in the DMS oxidation
mechanism. This finding provides the impetus for the new MSA chemical production routes
suggested and tested in this report. This finding also explains the low level of agreement between
the MSA predictions from the various DMS oxidation mechanisms diagnosed by Capaldo and
Pandis (1997). The same arguments used above can also be used to determine where the
additional MSA reactions are likely to occur in the DMS oxidation scheme. For instance,
these production reactions probably originate from the DMS+OH addition branch because
the chemistry along this branch will not perturb the modeled SO2 and H2SO 4. Along the
addition route, the most likely MSA precursor candidates are MSEA and MSIA because they
are structurally similar with MSA and because the baseline model predicts that they are present
in large concentrations. The oxidation reactions required to convert MSEA and MSIA into MSA
are modeled by analogy to other known oxidation steps in the mechanism, and these make up
the various branches that are discussed below.
Figure 4-13 shows that inclusion of the isomerization reactions improves the modeled MSA
by a factor of 103 as compared to the baseline case. This improvement results from a factor of 103
to 104 increase in the production rate of CH 3SO3 from reaction R2. This in turn increases the
production rate of MSA by the same factor through the reaction CH 3SO3 + HO 2 -+ CH 3SO3H
+ 02. In spite of the great improvement, the overall agreement is still poor with an RMSR of
nearly a factor of 10. There are two major reasons for the continued poor agreement. First,
the modeled time-series displays a larger time-dependence than the observations because of the
strong daily cycle of HO 2. Second, and more importantly, the model grossly underestimates
MSA in the FL and FT because MSA precursors are not efficiently transported out of the
BL. This implies that either the modeled vertical transport of DMS is incorrect or that some
other species are long-lived and serve as MSA precursors. Because the vertical profile of DMS
matches the BL and FL observations (see Figure 4-9), then it is much more likely that some
other long-lived species is participating in MSA production. Combined with the fact that SO 2
is the only species along the DMS+OH abstraction route of sufficient longevity to be affected
by transport, this provides additional evidence that the major MSA precursors lie along the
DMS+OH addition branch. Of the species along the addition branch, MSIA is perhaps the
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most likely candidate because OH reacts rapidly with both DMSO (lifetime < 2 hours) and
MSEA (lifetime < 6 hours) in the BL.
In addition to the improvement associated with the isomerizations case, Figures 4-13 and
4-14 illustrate the further improvements for the branch A to E cases due to the extra MSA
production routes. These improvements bring the overall modeled MSA in the BL and FL to
within a factor of 2 to 3 of the observations according to the RMSR values in Table 4.5. With
respect to the parametric uncertainties, the majority of the BL observations now lie within the
modeled one-sigma bounds for branches A-E. However, many of the FL observations lie above
the modeled parametric error range, which indicates the difficulty in modeling the large BL to
FL gradient and implies that some significant structural errors are still present in the model.
For the branch A-C cases, the MSA production rate is increased by reactions that oxidize the
DMS-OH adduct and MSEA into the CH 3S(OH)(OO) intermediate, which then isomerizes into
MSA. Given the large barrier for rearrangement into MSA, the isomer builds up to significant
concentrations and is efficiently transported out of the BL. Of the three branches involving this
isomer, branch A has the largest BL to FL gradient, which results in the MSA time-series that
agrees best with observations according to the RMSR statistic.
For the branch D and E cases, reactions that oxidize MSIA to MSA increase the MSA
production rate substantially. Note that both DMSO and MSIA, which are precursors to
MSA through these branches, are efficiently lost in the BL through scavenging by aerosols and
surface deposition. This leads to positive BL to FL gradients for DMSO, MSIA, and MSA.
The branch D case enhances the vertical gradient further for another reason. MSIA is oxidized
by 03, which increases with altitude (see Figure 4-4) and is not strongly time-dependent. In
comparison to the other modeled cases, the branch D case has the largest BL to FL gradient
and the lowest RMSR. The observations, however, show a much larger vertical MSA gradient
than in the branch D case. The inability of the branch D case to resolve the large MSA gradient
could be due to relatively low rates for the loss of DMSO and MSIA at the surface and the
production of MSA from the MSIA+0 3 reaction. Increasing these three rates should result in an
increased vertical gradient for MSA. This hypothesis is tested by applying factor-of-5 increases
to the surface removal frequencies of DMSO and MSIA and the MSIA+0 3 rate constant. Note
that these increases fall outside of the assumed uncertainty ranges for these parameters. The
resulting modeled time-series for MSA is labeled 'Modified Branch D' and is shown on the
bottom right of Figure 4-14. This simulation yields enhanced MSA concentrations in the FL
that agree statistically with most of the observations there, and results in a slightly improved
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RMSR factor of 2.0. Thus, the modified branch D case provides evidence that MSA production
involves precursors that are efficiently scavenged at the surface. Finally, the branch E case,
which involves the oxidation of MSIA by OH in a manner analogous to the SO2 to SO3 path,
has a greater diurnal cycle than the observations and supports the presumption that the major
production route of MSA does not depend on rapidly varying species such as HOT.
4.4.3 Branch Sensitivities
We examine the sensitivities of the oxidized DMS products to the choice of oxidation branch by
calculating daily average budgets in the BL and FL, diurnal cycles in the BL, and daily average
vertical profiles for the seven mechanism scenarios. This analysis shows the key laboratory
reactions and field observations that, if measured, may be used to distinguish between the
proposed branches for additional MSA production. Because we wish to highlight the impacts
of the individual branches, only the mean parameter runs for the seven model scenarios are
used.
Daily Average Budgets Daily average burdens and process tendencies for the major sulfur
species in the BL and FL are shown in Table 4.6. The table shows the branch D budgets, which
have the lowest RMSR for MSA, along with all additional mechanism scenario budgets that
differ significantly from branch D. As shown in the table, the budgets of DMS, DMSO, DMSO 2,
SO2 , and MSIA are relatively insensitive to the additional MSA pathways because all of the
budget terms for all of the cases are within a factor of two from the branch D budgets. The
MSEA budget is also moderately insensitive because the branch B burden and loss to aerosols
in the BL and FL, and vertical mixing in the BL differ by slightly more than a factor of 2.0 from
the corresponding branch D terms. Similarly, the H2SO 4 baseline burden, chemical production,
loss to aerosols, and surface loss terms in the BL differ from branch D by slightly more than
a factor of two. Overall, the greatest changes are in the MSA budget, where four order of
magnitude changes to all of the budget terms occur between the baseline case and the branch
A-E cases. In spite of the large changes in the magnitudes of the MSA tendencies, the percent
contributions of the individual tendencies to the total source and sink are fairly insensitive. For
example, MSA chemical production contributions to the total MSA source vary between 90%
and 94% in the BL for all of the mechanism cases. Likewise, the loss of MSA to aerosols is the
dominant sink and is fixed at 98% of the total BL sink for all of the scenarios. These budgets
indicate that the various scenarios cause large changes to the magnitude of the MSA budget
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terms without greatly affecting the budgets of the other species or the MSA percent budget
contributions. In the rest of this section we describe the major sulfur fluxes and branching
points in the DMS mechanism and how these relate to the budgets in Table 4.6.
Referring to the initial branching point at DMS+OH in Figure 4-1 and noting the budgets
in Table 4.6, 64% of the DMS emitted into the BL reacts with OH by abstraction and addition
(including the reverse addition of OH to DMS), while the remaining 36% is mixed out of the
BL. Of the amount that reacts with OH, roughly two-thirds undergoes OH-abstraction (70% in
the BL, 68% in the FL) and one-third is lost through OH-addition (30% in the BL, 32% in the
FL). Along the OH-abstraction route, the sulfur flows irreversibly and without branching to
CH 3S, which is then oxidized to CH 3SO2 predominantly by reactions involving CH 3SO,+0 3.
The CH 3SO2 then thermally dissociates and serves as the major source of SO2 (80% of the total
source in the BL, 100% in the FL). The fate of SO2 is surface loss in the BL (91% of the total
loss), mixing between the BL and FL (20% of the total source in the BL, 69% of the total loss
in the FL), and oxidation to H2 SO 4 (9% of the total loss in the BL, 31% in the FL). This SO2
budget agrees with that reported by Mari et al. (1999), who found that during Flight 24 and
over an altitude range from the surface to 2.5 km, 24% of SO 2 is lost through oxidation with
OH and 76% is lost to sea-salt aerosols, mixing, and dry deposition combined. When averaged
over the same altitude range, we calculate that 28% of SO2 is oxidized by OH to H2SO 4 and
72% is lost to surface processing. The only significant change along the OH-abstraction route
for the various mechanism scenarios occurs when the isomerization reaction CH 3S(O)OO --
CH 3SO3 is added. When included, the burden of CH 3SO3 increases by a factor of 103.7, which
subsequently increases the production rates and burdens of SO3 and H2SO 4.
Along the DMS+OH addition route there are four branching points that influence the
product yields. The first occurs at CH 3S(OH)CH3 , where the chemical loss is partitioned
among three channels. The major loss channel leads to DMSO (72% branch A, 83-84% all
others), while the two minor channels lead to MSEA (14% branch A, 16-17% all others) and
CH 3S(OH)(OO) (14% branch A). MSEA provides a second branching point with separate
paths leading to CH 3SO (58% branch B, 100% all others) and the MSA isomer (42% branch
B). Continuing along the major channel from DMS-OH, the production of DMSO is mainly
balanced by losses due to reaction with OH (47% of the total loss in the BL, 64% in FL) and
condensation on aerosols (52% of the total loss in the BL, 30% in FL). The reaction between
OH and DMSO yields the third branching point at CH 3 S(O)(OH)CH 3 , with routes leading to
DMSO 2 (20-21%) and MSIA (79-80%). MSIA is the fourth branching point with separate paths
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Table 4.6: Daily Average Budgets
Species DMS DMSO DMSO 2  SO 2  MSEA MSIA MSA H2SO4
Scenario D D D D B D D S I B D S D
Boundary Layer
species burden 9.3 6.9 6.3 9.0 6.6 7.0 8.3 1.8 5.3 5.8 6.1 6.1 6.4
chemical production ... 3.5 2.5 3.9 2.8 2.8 3.1 -1.8 1.7 2.2 2.4 3.0 3.3
chemical loss 4.1 3.2 ... 2.9 2.7 2.7 2.6 ... ... ... ... ... ...
flux convergence 3.8 1.9 1.5 3.3 0.8 1.1 2.2 -3.0 0.6 1.2 1.5 1.7 1.9
loss to aerosols ... 3.2 2.5 ... 1.3 1.7 2.2 -1.8 1.7 2.2 2.5 3.0 3.3
surface tendency 4.3 1.2 0.6 4.0 ... ... 2.9 -3.5 0.0 0.5 0.7 0.3 0.6
Buffer Layer
species burden 8.9 6.8 6.4 9.1 6.4 6.8 8.3 1.9 5.4 6.0 6.4 6.5 6.6
chemical production ... 3.1 2.2 3.5 2.4 2.4 2.8 -2.2 1.3 2.0 2.3 3.0 3.2
chemical loss 3.7 2.9 ... 3.0 2.4 2.4 2.6 ... ... ... ... ... ...
flux convergence 3.7 1.9 1.5 3.3 0.3 0.5 2.4 -3.0 0.5 1.1 1.4 1.6 1.9
loss to aerosols ... 2.6 2.1 ... 0.4 0.8 1.6 -2.2 1.2 1.9 2.3 3.0 3.1
Budget terms are displayed for the branch D scenario and all other scenarios that contain at least one term that differs from branch D by more
than a factor of 2.0. Individual scenarios are labeled S=baseline, I=isomerizations, B=branch B, and D=branch D. Burdens and tendencies
have units of logio (molecules cm-3) and logio (molecules cm- 3 s-1) respectively. Sinks are underlined, sources are not. The flux convergence
is due to vertical mixing and can be either positive or negative.
leading to CH 3 SO2 (47% branch D, 68% branch E, 100% all others) and MSA (53% branch
D, 32% branch E). Overall, the most significant changes occur at the DMS-OH, MSEA, and
MSIA branching points because new pathways that enhance MSA production open up at these
points. In addition, the large flows of sulfur into MSEA and MSIA suggest a mechanism for
cross-over between the OH-addition and OH-abstraction pathways because MSEA and MSIA
are oxidized by OH to form CH 3SO2. However, the magnitude of the production of CH 3SO2
from MSEA and MSIA is much smaller than the production from the OH-abstraction path, so
the OH-abstraction and OH-addition paths are essentially decoupled.
Finally, Table 4.6 indicates that the SO2 budget is not greatly affected by any of the ad-
ditional chemistry. The SO2 budget is insensitive because Reactions R1 and R2 are the only
additional reactions that affect SO2 precursors, and these reactions hardly change the chemi-
cal production rate of the SO2 precursor CH 3SO2 . Thus, the production of SO2 is essentially
controlled by the level of DMS emissions, vertical mixing of DMS, and the initial branching
between OH-addition and OH-abstraction. This direct connection between DMS and SO2 is
used to estimate the photochemical conversion efficiency of DMS to SO 2, where the efficiency is
given by the ratio of the daily average chemical production rate of SO2 to the daily average net
chemical destruction rate of DMS. Using this definition, the calculated conversion efficiency in
both the BL and FL has a range of 63 to 66% for the isomerization and branch A-E runs, which
is similar to the Flight 24 conversion efficiency of 60% reported by Mari et al. (1999) and the
average 70% efficiency for ACE-1 conditions suggested by Shon et al. (2001). For the baseline
case, the calculated efficiency is slightly larger, 76 and 78% in the BL and FL respectively,
because the production rate of CH 3SO 2 is slightly larger in the absence of reaction R2.
Boundary Layer Diurnal Cycles Daily cycles of H2SO4, MSEA, and MSA in the boundary
layer for all of the model runs are shown in Figure 4-15. The diurnal cycles are from the last
day of the ten day model integration and were averaged over the lowest five model layers
representing the BL. The cycles for DMS, DMSO, DMSO 2, SO2 , and MSIA are not shown
because the different model runs do not significantly change the BL cycles. Relative to the
baseline run, the other H2SO 4 diurnal cycles are shifted up by about a factor of two because of
the additional production of CH 3SO 3 and SO3 from reaction R2. However, the time-dependence
of the H2SO 4 cycles, which is caused by OH forcing, does not change. For MSEA, the magnitude
and time-dependence of the branch B case is radically different from the other model cases. The
branch B case is shifted to lower values and has a factor of six variation from peak to trough,
while the other cases show variations of less than a factor of 1.5. The small MSEA cycles are a
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Figure 4-15: Modeled diurnal cycles of the concentrations (molecules cm- 3) of H2SO 4, MSEA,
and MSA in the boundary layer for all scenarios. The individual scenarios are labeled in the
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result of net source and sink terms that are similar in time, resulting in a source-sink difference
that has an overall small time dependence. For the branch B case, however, the MSEA+0 2
reaction alters the net sink term, but not the source term, resulting in a source-sink difference
with a stronger time variation. For MSA, there are large differences in the magnitudes of MSA
and the amplitude of the diurnal cycle between the various model runs. The large changes in the
magnitudes result from the additional MSA production routes, while the amplitude differences
are related to the time-dependence of the main MSA source terms. The baseline, isomerization,
and branch E model runs all exhibit large diurnal cycles because the main production terms
involve reactions with HO2, while the branch A-D runs do not. Also, the branch A and D cases
are nearly identical, yet are a factor of 2.5 larger than the branch B case.
The differences in these diurnal cycles suggest that BL observations of MSEA, H2SO 4,
and MSA may help differentiate between some of the new chemical pathways proposed in this
report. For instance, BL observations of MSEA that show a weak diurnal cycle would rule out
the branch B pathway. Further, observations of MSA in the BL during the early morning or
late evening may help to distinguish branch E from branches A-D.
Daily Average Vertical Profiles Vertical profiles of the ratios of the daily average concen-
trations of MSEA, MSIA, MSA, and H2SO 4 to the daily average concentration of DMS for all
of the model runs are displayed in Figure 4-16. Normalizing to DMS helps to remove the simple
effects of differing DMS fluxes on sulfur compound concentrations. Profiles of DMSO, DMS0 2,
and SO 2 are not shown because the various scenario choices have a negligible impact on the
ratios. For MSEA, the branch B profile is shifted to lower values relative to the other model
runs by a factor of two throughout the atmosphere because of the additional MSEA+0 2 loss
channel. For MSIA, all of the model runs are similar below an altitude of 1.5 km. Above this
altitude however, the MSIA concentrations in the branch D case are about a factor of two lower
than the other cases because of the large increase in 03 with altitude. For MSA, the profiles
shift to larger values going from the baseline run to the isomerization run to the branch A-E
runs as expected. Interestingly, the isomerization and branch A-E runs are within an order of
magnitude of each other in the BL, while above the BL they differ by many orders of magnitude.
This shows that the isomerization reactions contribute significantly to the production of MSA
only in the BL, and not above. There are large MSA differences in the FT for the branch A-E
profiles, the largest being nearly an order of magnitude separating branch C from branch D. For
H2SO 4, the profiles are nearly indistinguishable above the BL. Yet within the BL the baseline
case for H2SO 4 is a factor of two lower than all of the other cases because the isomerization
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Figure 4-16: Daily average vertical profiles of the concentrations of MSIA, MSEA, MSA, and
H2SO 4 relative to DMS for all model scenarions. The individual scenarios are labeled the same
as in Figure 4-15.
production of CH 3SO3 is inactive.
Together, these vertical profiles suggest that measurements of MSEA relative to DMS at
any point in the lower troposphere may help to determine the feasibility of branch B, while FT
measurements of MSIA and MSA relative to DMS may help determine the possibility of MSA
production from branches C and D. Also, additional BL measurements of H2SO 4 can be used to
test the proposed isomerization of CH 3S(O)OO to CH3SO3. The lack of significant sensitivity
of the DMSO, DMS0 2, and SO2 profiles to scenario choices suggests that field observations of
these species will not help to sort out the unknown MSA pathways.
4.5 Summary and Conclusions
A one-dimensional model of DMS oxidation chemistry and vertical mixing is used to examine
the production routes of DMS oxidation products in the remote marine atmosphere. The model
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is constrained by selected observations from Flight 24 of the ACE-1 campaign and the model
predictions are compared with a corresponding set of Flight 24 observations of DMS, S02,
H2SO 4, and MSA. This study shows that the Yin et al. (1990b) mechanism, reduced for remote
marine atmospheric conditions and updated with recently measured rate constants, yields DMS
and SO2 concentrations that agree well with observations, but produces gas-phase MSA levels
four to five orders of magnitude smaller than what is observed. A Monte Carlo error analysis
including all of the major parameter uncertainties shows that this large MSA deficiency is
statistically extremely significant. By ruling out other possible sources for this large MSA
difference, we conclude that the primary pathways of gas-phase MSA production in the DMS
oxidation mechanism must be absent from current schemes. Furthermore, by noting the nature
of the MSA observations and examining the sulfur fluxes in the Yin et al. (1990b) mechanism,
this report suggests that the primary MSA production paths lie along the DMS+OH addition
route and that MSEA and MSIA should be considered as likely MSA precursors.
The hypothesis that an additional and dominant MSA production path is required is tested
by modeling the system using five new sets of hypothesized elementary reactions that produce
MSA. Three of these sets involve a newly proposed MSA isomer CH 3S(OH)(OO) and two sets
involve the oxidation of MSIA. The modeling results indicate that the branch A and branch
D cases provide the best overall fit with MSA observations, but that more studies are needed
before eliminating the possibility of the other branches. Also, a modified version of the branch
D case significantly enhances the vertical gradient for MSA and results in a better match
with observations. The modified branch D case, therefore, suggests that MSA production
involves precursors that are efficiently scavenged in the boundary layer. Laboratory and/or
quantum chemistry studies of the proposed reactions, especially the formation and isomerization
of CH 3S(OH)(OO) and the reaction between MSIA and 03, may conclusively support or rule
out the proposed MSA production paths. Also, based on model sensitivity studies, additional
field observations of MSA and MSEA diurnal cycles in the boundary layer may be useful for
distinguishing branches B and E from the other cases, while free tropospheric measurements
of MSIA and MSA relative to DMS may help to distinguish branches C and D. The sensitivity
analyses also suggest that, while field observations of DMSO, DMSO 2 , and SO2 are helpful
for gaining a more complete understanding of the full DMS oxidation mechanism, they do not
allow differentiation between the proposed MSA production pathways.
Regarding the gas-phase production of H2SO 4 , the baseline simulations of this gas agree
with the buffer layer observations very well, but show large systematic underestimations in
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the boundary layer. We argue for enhanced production of H2SO 4 through a route involving
CH3SO3 and SO3 . This route increases the H2SO 4 in the BL without affecting the good
agreement between the modeled and observed SO2. This proposed route is tested in the model
by including the isomerization of CH 3S(O)OO to CH 3SO3. The resulting model predictions
agree with observations in both the BL and FL. An analysis of the sulfur fluxes for this case
shows that, relative to the SO2 pathway, the CH 3SO3-SO3 pathway is the dominant H2SO4
production route in the BL and competitive in the FL. Together, these results provide evidence
for an efficient production route of gas-phase H2SO 4 in the remote atmosphere that does not
involve SO2. Laboratory measurements of the transformation rate of CH 3S(O)OO into CH 3SO3,
and further field observations of MSA and H2SO 4 in the BL are needed to support or discount
the importance of this isomerization reaction to H2SO 4 production.
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Chapter 5
Three-Dimensional Global Studies of
the DMS Cycle
5.1 Introduction
Dimethylsulfide (CH 3SCH 3, DMS) plays a significant role in the tropospheric sulfur cycle be-
cause oceanic DMS emissions are global in scale and comprise some 10 to 25% of the net flux
of sulfur to the atmosphere (Bates et al., 1992; Kettle and Andreae, 2000). In the atmosphere
DMS is oxidized to a variety of gas-phase species such as sulfur dioxide (SO2), sulfuric acid
(H2SO 4), and methanesulfonic acid (CH 3SO3H, MSA) that are known to interact with aerosols,
and hence, climate (Charlson et al., 1987, 1992). For these reasons, DMS oxidation chemistry
forms an integral component in models of the global sulfur cycle.
The mechanism describing the atmospheric oxidation of DMS, however, is highly-complex
and involves many reactions. Simulating this complex chemistry places a high computational
burden on global models. Furthermore, the DMS oxidation mechanism is fraught with many
uncertainties, including both unknown reactions and unmeasured rate constants (Lucas and
Prinn, 2002). Previous global modeling studies of the atmospheric sulfur cycle thus used
highly-parameterized versions of DMS oxidation chemistry. Three recent examples are those
by Pham et al. (1995), Chin et al. (1996), and Barth et al. (2000). These parameterized mech-
anisms connect DMS to SO2, MSA, and sulfate using just a few of the many known DMS
reactions. Although most parameterized DMS schemes typically resolve the branching between
OH-addition and H-abstraction at the time of the initial reaction between DMS and OH, other
branches in these schemes partition the oxidation products using fixed yields, many of which
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are based on chamber studies at a single set of conditions. By excluding known temperature-
and pressure-dependent chemistry and using fixed branching yields, these global models may
be seriously mis-calculating the concentrations of DMS oxidation products.
This chapter addresses the issue of the accuracy of the parameterizations by calculating
the global distributions of DMS-related species using comprehensive and parameterized mech-
anisms in a 3-D chemical transport model. In total, four DMS oxidation mechanisms are
simulated. Two of the mechanisms are the parameterized versions used by Pham et al. (1995)
and Chin et al. (1996). The remaining two are the branch A and branch D variations of the
comprehensive mechanism described in Chapter 4 and Lucas and Prinn (2002). All four mech-
anisms include DMS, SO2, MSA, and H2SO 4. In addition, the comprehensive schemes include
reactions that produce and destroy dimethylsulfoxide (CH 3S(O)CH 3 , DMSO), dimethylsul-
fone (CH 3 S(O) 2 CH 3 , DMSO 2), methanesulfenic acid (CH 3SOH, MSEA), and methanesulfinic
(CH 3S(O)OH, MSIA) acid. Keeping all other factors the same -such as OH concentrations
and scavenging rates by aerosols- the global distributions of DMS, SO2, H2SO 4, and MSA are
calculated for the four mechanisms and the differences between them are quantified. These
differences define the sensitivities of these species to the type of mechanism and the errors
inherent in the previous global studies that used parameterized DMS chemistry. Note that this
study represents the first attempt at modeling the global three-dimensional DMS cycle using a
comprehensive DMS oxidation mechanism.
In addition to the sensitivity studies, the model output is also assessed by comparing to ob-
servations of gas-phase DMS-related species collected during the First Aerosol Characterization
Experiment (ACE-1) and Pacific Exploratory Mission-Tropics A (PEM-TA) campaigns (Bates
et al., 1998a; Hoell et al., 1999). The ACE-1 and PEM-TA campaigns were focused in the clean
marine atmosphere of the Southern Ocean and equatorial tropical Pacific, respectively. ACE-1
and PEM-TA provide an excellent test of the model because their datasets also featured some
of the first simultaneous measurements of DMS, SO 2 , MSA and H2SO 4 in the gas-phase. In
order to make direct comparisons with the gaseous MSA and H2SO 4 observations, the scav-
enging rates of these species on to background aerosols are explicitly calculated in the model.
This, in turn, allows for the calculation of their gas-phase burdens. Note that the majority
of previous global sulfur modeling studies did not keep track of gaseous H2SO 4, but instead
monitored aerosol-based sulfate. In contrast, our current study allows for the computation of
the production rate of H2SO 4-H20 particles on a global scale, which is useful for understanding
the contribution of DMS oxidation to the formation new particles in the atmosphere.
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5.2 Model Description
The Model of Atmospheric Transport and Chemistry (MATCH) is adopted for the three-
dimensional global simulations of DMS oxidation chemistry (Rasch et al., 1997).1 MATCH
has been widely used and well-tested for a variety of tracers in many applications. Some
of these include inverse modeling of CCl3F (Mahowald et al., 1997a), CO 2 and CH 4 (Chen,
2003), and the transport of aerosols (Collins et al., 2001; Rasch et al., 2001) and dust (Colarco
et al., 2002). These cited studies involved primarily chemically-inert or nearly-inert tracers.
A chemically-detailed version of MATCH at the Max-Planck-Institute fur Chemie (MATCH-
MPIC) also exists and has been used to study the HOx-NOx-0 3-CH 4 chemical cycles in the
background troposphere (Lawrence et al., 1999; von Kuhlmann, 2001). The simulations in
this chapter are carried out by adding DMS-related source and sink modules to the standard
distribution of MATCH (version 3.4.18). As described later, the concentrations of important
non-sulfur-bearing oxidants used to drive the DMS chemistry are from MATCH-MPIC.
Tracers are transported in MATCH using offline meteorological archives and the mass-
conserving SPITFIRE advection algorithm. Here, the archives from the National Center for
Environmental Prediction (NCEP) are used, which are available with a time resolution of six
hours and a spatial resolution of T62 horizontally (1.90 x 1.90) and 28 sigma levels vertically
(Kalnay et al., 1996).2 Because the gas-phase DMS chemistry package used in our study is
computationally expensive, the spatial resolution of the NCEP archives are degraded horizon-
tally to T42 (2.80 x 2.80) which saves a factor of 2.2 in computer time. The NCEP archives
are regridded to T42 using an interpolation routine internal to MATCH. Dynamical routines in
the model are stepped forward in time using 40-minute time-steps by interpolating the NCEP
archives, while the fast DMS-related chemistry is propagated forward using a smaller adaptive
time-step that maintains the accuracy of the numerical solutions to the chemical ODEs.
The model is integrated from September 1995 to October 1996, and the last year of this
period is used to calculate annual averages. A relatively short spin-up time is required because
SO2 , which is the longest-lived species in the simulations, has an average global lifetime of only
7 to 10 days. And on the basis of the typical 1 to 3 hour transport time out of the boundary
layer in the model, those DMS-related species that may have chemical lifetimes greater than
this are transported during the model integrations. Eight such species are identified for the
'MATCH is publically-available at <http://www.cgd.ucar.edu/cms/match/new-website>.
2 The mid-points of the sigma levels equal 2.7, 10.1, 18.3, 28.8, 41.8, 58, 78.2, 102.8, 132.6, 168.2, 210.1, 258.2,
312.5, 372, 435.7, 501.7, 568.1, 632.9, 694.3, 750.8, 801.4, 845.8, 883.8, 915.9, 942.5, 964.4, 982.1, and 995.
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comprehensive mechanism cases and they are DMS, DMSO, DMS0 2 , S02, MSEA, MSIA, MSA,
and H2SO 4. The remaining non-transported sulfur-containing species are diagnosed within the
gas-phase chemistry routines. The major source and sink terms for the eight transported species
are described in more detail in the following subsections.
5.2.1 DMS Emissions
Even though terrestrial ecosystems provide a source of atmospheric DMS, this contribution is
known to be small relative to the dominant oceanic source. 3 Terrestrial-based DMS, therefore, is
ignored in this study. For the oceanic source, the ocean-to-atmosphere flux of DMS is calculated
dynamically as a function of the DMS concentrations in the ocean and atmosphere, the surface
wind speed, and sea-surface temperature. This flux is expressed by
FDMS = vt ([DMS] - PDMS HDMS) (5.1)
where FDMS represents the ocean-to-atmosphere flux (kg m- 2 s-1 ), Vt is the wind-dependent
transfer velocity (m s- 1), [DMS] is the dissolved DMS sea-surface concentration (kg m- 3),
PDMS is the atmospheric partial pressure of DMS (Pa), and HDMS is the Henry's law coefficient
for DMS. A temperature-dependent value of HDMS = 2.94 x 10- 4 exp[3100(1/T, - 1/298)] kg
m-3 Pa-- is used in these calculations (De Bruyn et al., 1995), where T, is the sea surface
temperature.
As defined, the ocean-to-air flux is typically positive because the ocean is supersaturated in
DMS relative to the atmosphere. Sea-surface DMS concentrations from Kettle et al. (1999) are
used in equation 5.1. The Kettle et al. (1999) fields represent climatological monthly averages of
dissolved DMS sea-surface concentrations on a 1* x 1* horizontal grid. Because the model is run
at a lower spatial resolution, the sea-surface concentration fields are remapped to T42 using
a conservative, area-weighted remapping algorithm (Jones, 1999). Samples of the remapped
sea-surface concentrations for January and July are shown in Figure 5-1.
The transfer velocity (Vt) in equation 5.1 is calculated using a modified version of the wind-
speed dependent parameterization from Liss and Merlivat (1986). The modification accounts
for changes in the DMS Schmidt number (SCDMS=Vk/DDMS where vk is the kinematic viscosity
and DDMS is the molecular diffusion coefficient for DMS) with sea-surface temperature using
3 For example, Table 1.1 in Chapter 1 lists 15-25 Tg S yr- 1 as the oceanic source and 0.053-0.84 Tg S yr-'
as the terrestrial source.
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the following expression from Gabric et al. (1996).
(0.17 UH) Ci for UH < 3.6
Vt = (2.85 uH - 10.26) c, + 0.612 C2 for 3.6 < UH 13 (5.2)
(5.90 uH - 49.91) cl + 0.612 C2 for UH > 13
In equation 5.2, the transfer velocity has units of cm h-1, uH is the horizontal wind speed (m
s-1) taken from the midpoint of the lowest level of the NCEP archives, and ci = (600/SDMS) 2/3
and c2 = (600/ScDMs)1/ 2 are the Schmidt number corrections. The Schmidt number depen-
dence on sea-surface temperature is calculated using
ScDMS = 3628.5 - 234.58 T, + 7.8601 T; - 0.1148 T3 (5.3)
where T. is the sea-surface temperature in 'C (Gabric et al., 1996). Climatological monthly
mean 2* x 2' sea-surface temperature fields are taken from Shea et al. (1990) and have been
remapped to T42 in a manner similar to the DMS sea-surface concentrations. Note that the
sea-surface temperature is also used in calculating HDMS. Samples of DMS surface fluxes are
also shown in Figure 5-1 using 1996 NCEP archives.
The one-year globally integrated oceanic DMS surface flux calculated over the simulation
period is 15 Tg of sulfur, which is consistent with other evaluations that use the Kettle et al.
(1999) fields and the Liss and Merlivat (1986) transfer velocity (Kettle and Andreae, 2000).
This annual-global value lies at the lower end of the range given in Table 1.1 in Chapter 1.
Using the Wanninkhof (1992) transfer velocity parameterization nearly doubles the flux and
results in annual-global DMS emissions near the upper end of the range in Table 1.1.
5.2.2 Dry Deposition
Dry deposition at the planetary surface is a loss process for many of the products of DMS
oxidation. Dry deposition is computed as a surface flux, where the flux is the product of the
species concentration and dry deposition velocity (vd). The budgets in Table 4.6 in Chapter 4
indicate that dry deposition is extremely important for SO2 and mildly to moderately important
for the other sulfur-containing species. On this point, vd is calculated dynamically for SO 2 over
the ocean as described below, while DMSO, DMSO 2, MSIA, MSA, and H2SO 4 use prescribed
orographic-dependent dry deposition velocities. Over land, ocean, and snow/ice surfaces these
non-S02 species have assumed deposition velocities of 0.1, 0.25, and 0.01 cm s-1, respectively,
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Figure 5-1: Sea surface concentrations (pmole m-3) and wind-forced
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which are based on the values for methylhydroperoxide used by Hauglustaine et al. (1994).
Dry Deposition Velocities for SO 2
Because the DMS cycle is focused on the ocean, we simply assume prescribed constant SO2 dry
deposition velocities over land (1.0 cm s-1) and snow/ice surfaces (0.05 cm s- 1). Over oceanic
grid cells the SO2 dry deposition velocity is calculated dynamically at each time-step using a
resistance-in-series method. In this method, the oceanic dry deposition velocity is expressed as
the reciprocal sum of aerodynamic (ra), quasi-laminar (rq), and surface resistances (r,):
Vd = (ra + rq + rs)~1 (5.4)
where ra defines the aerodynamic resistance to the turbulent transport from the bulk atmo-
sphere to the planetary surface, rq represents the resistance to the molecular-scale transport
across a quasi-laminar layer adjacent to the surface, and r, is related to specific surface prop-
erties such as surface reactivity and surface type (for example, vegetated land, barren land, or
water).
The aerodynamic resistance is determined using the standard expression from Monin-Obukhov
similarity theory:
ra = Zr 0(() dz (5.5)
zo Ku*z
where z is the altitude, zo is the roughness height, z, is a reference height, . is the von Karman
constant (set to 0.4), u, is the friction velocity, ( is the ratio z/L where L = Monin-Obukhov
length, and q is the dimensionless vertical potential temperature gradient. The boundary layer
scheme in MATCH explicitly determines u, and L using the methodology of Holtslag and
Boville (1993) that is employed in the NCAR Community Climate Model. Note that L and u,
are calculated at the mid-point height of the bottom layer, and so, for consistency, Zr is defined
at that level. The following function for 4 is used (Holtslag and Boville, 1993), which is divided
into three stability classes:
1+ 5 stable: 0 < < 1
= 5+ ( very stable: (> 1 (5.6)
(1-15()-1/ 2 unstable: ( < 0
171
Integrating equation 5.5 between z, and z, using the above definition for </ gives
5(Cr - o) + In ] stable
ra= (C- Co) + 5ln z very stable (57)
1 In V-15'- - In -1 unstable
I V1-5 C+1 
-1-15 Co+1
where (r and (,, are zr/L and z 0/L, respectively. The roughness height is calculated using
zo = Ds 2 where Ds0 2 is the molecular diffusion coefficient for SO2 in air. The quasi-laminar
resistance is calculated using the expression from Wesely (1989)
5Sc2/ 3
rq = (5.8)
where as before Sc is the Schmidt number defined by the ratio Vk/DSO 2, and Vk is the kinematic
viscosity of air. The surface resistance over the ocean is based on the following parameterization
from Sehmel (1980), which is a function of turbulence and air-sea partitioning,
2.54 x 104
r8 = . (5.9)HS 02T u,*
In this expression, H$02 is the effective Henry's law constant for SO2 listed in Table 5.3, and T is
the surface air temperature (K). A constant surface seawater pH of 8.2 is used to calculate H 2
in this equation. As an illustration of the resistance-in-series calculations, the monthly-mean
SO2 dry deposition velocities for September 1995 are shown in Figure 5-2.
5.2.3 Chemical Production and Loss
Because the DMS oxidation cycle involves species with a wide range of atmospheric lifetimes, a
stiff ordinary differential equation solver is required to calculate the net chemical production. 4
Initially, the GEAR-based LSODE solver -which is highly stable and accurate (Hindmarsh and
Radhakrishnan, 1993)- was tested, but was found to be too computationally expensive for our
3-D integrations. An implementation of LSODE using sparse matrix techniques was also tested
and found to be too expensive. Numerical benchmarks by Sandu et al. (1997a,b) showed that
the Rosenbrock-class of ODE solvers are relatively efficient and accurate for solving large atmo-
spheric chemical systems, thus a fourth-order Rosenbrock solver is used to integrate the DMS
4 For example, approximate lifetimes of the DMS-related species range from 101 to 106 seconds.
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Figure 5-2: Monthly-mean dry deposition velocities for SO 2 (Cm s-1) using the September
1995 NCEP archives. The oceanic deposition velocities are calculated dynamically, while the
deposition velocities over land and ice are fixed at 1.0 and 0.05 cm s-1, respectively.
mechanisms described below (Press et al., 1992). Note that the chemical solver is initialized by
the eight transported species while the remaining species are diagnosed internally.
Parameterized DMS Oxidation Mechanisms
The two parameterized DMS oxidation mechanisms used in these simulations are taken from
the recent 3-D global sulfur models of Chin et al. (1996, modified 5) and Pham et al. (1995).
These mechanisms are representative of the highly-simplified DMS oxidation schemes typically
employed in global sulfur models to enable computational feasibility. For the remainder of this
chapter, the modified Chin et al. (1996) and the Pham et al. (1995) parameterized mechanisms
are referred to as 'P 1 ' and 'P 2 ', respectively. These schemes are shown in Figure 5-3 and their
reactions and rate constants are listed in Table 5.1. P1 and P 2 use only four to five reactions to
5 Note that Chin et al. (1996) also introduced an unknown species labeled 'X' as an additional DMS oxidant,
but that pathway is not included here.
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Figure 5-3: Diagram of the two parameterized DMS mechanisms used in MATCH. The pathways
unique to P 1 are shown using dashed arrows, those unique to P 2 are shown using dotted arrows,
and the paths common to both schemes are shown using the solid arrows.
describe the oxidation of DMS to S02, H2SO 4, and MSA. Despite their simplicity, P1 and P 2
do resolve the branching between OH-addition and H-abstraction. Further, as with the more
comprehensive mechanisms, the products along the H-abstraction branch are S02 and H2SO4
while the OH-addition branch gives a mixture of MSA and SO 2. As is the case with many
parameterized DMS mechanisms, however, these two versions use constant yields at some of
the key branching points. Though similar, P1 and P 2 do differ in their branching ratios and
oxidation products. For example, P 2 includes DMSO -which undergoes oxidation to MSA and
SO 2- while P 1 does not. Because DMSO is susceptible to wet and dry deposition, the MSA
levels from P1 and P2 will differ even if their DMS-to-MSA branching ratios are similar.
Comprehensive DMS Oxidation Mechanisms
Of the seven comprehensive DMS oxidation mechanisms tested in Chapter 4, the branch A
and branch D scenarios -which have different MSA production pathways- were found to give
the best agreement with observations. These two mechanisms are therefore used to compute
chemical production and loss in MATCH. Hereafter the branch A and branch D comprehensive
mechanisms are referred to as 'C1 ' and 'C2', respectively. A brief summary of the major
differences and similarities between the parameterized and comprehensive mechanisms is given
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Table 5.1: Reactions and Rate Constants in the Parameterized DMS Oxidation Mechanisms
Mechanism Reaction Rate Constant (cm 3 molecule-1 s1)
P1 + P 2  DMS + OH - SO2  9.6 x 10-12 exp(-234/T)
P1 DMS + OH - 0.75 SO2 + 0.25 MSA 1.7x10
4 2
exp(7810/T) 02
1+-55x 10-1 exp(7460/T)[021
P 2  DMS + OH -0.6 SO2 + 0.4 DMSO same as above
*P1 + P2  DMS + NO3 --4502 1.9 X 1013 exp(500/T)
P 2  DMSO + OH - 0.6 SO2 + 0.4 MSA 5.8 x 1011
P+P2SO 2 +±OH -- H2S02 see DeMore et al. (1997)
* Chin et al. (1996) did not use NO 3 and the listed rate constant directly, but instead assumed that NO 3 was
balanced between production from NO2 +03 and loss by reaction with DMS. Because NO 3 fields are directly
used here, the rate constant for the DMS ± NO 3 reaction from DeMore et al. (1997) is used for Pi and P 2 .
below, while the detailed reactions and rate constants in C1 and C2 are found in Table 4.1
in Chapter 4. Note that the nighttime oxidation of DMS by NO 3 , which was not included in
Chapter 4, is used in C1 and C2 in this chapter.
Parameterized Versus Comprehensive DMS Mechanisms
Overall, the most significant differences between the parameterized and comprehensive schemes
are the constant branching yields and missing intermediate species in P and P2 . For example,
P1 partitions the OH-addition path into 25% MSA and 75% SO 2 at all temperatures and
pressures. In C1 and C2, on the other hand, the gas-phase branching along the OH-addition path
depends on a complex combination of temperature and pressure. Thus, the parameterized and
comprehensive mechanisms may agree under certain atmospheric conditions, but significantly
disagree at others. Missing intermediate species in PI and P2, such as MSEA and MSIA, may
also cause large differences because these species are influenced by non-photochemical processes.
The loss of MSIA by wet deposition, for instance, affects the yield of MSA, and this effect is not
captured by P1 and P2. Furthermore, some of the magnitudes of the branching ratios in the
parameterized mechanisms axe inconsistent with the comprehensive versions. As an example, P 2
constantly partitions the OH-addition path into 40% DM and 60% S02. But according to the
analysis in Chapter 4 (also, see Figure 2-5 in Chapter 2), C and C2 favor DM production at
this particular branching point. The parameterized schemes also lack the potentially important
S0 2-independent H2 S 4 production pathway discussed in Lucas and Prinn (2002). Finally, the
differences between the parameterized and comprehensive mechanisms are likely to be largest
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at low temperatures, because the OH-addition path is favored at temperatures below ~270 K,
which accentuates the differences between the branching ratios.
Despite these large differences, some of the features in P1 and P2 are similar to C1 and C2.
First, the four mechanisms use similar rate constants for the initial DMS+OH reactions, and
hence their differences in the oxidation of DMS are expected to be small. Note that C1 and C2
have unique reactions involving the DMS-OH adduct, including its thermal decomposition back
to DMS and OH, which slightly changes their oxidation rates of DMS relative to P1 and P2 -
Second, as a consequence of using similar H-abstraction rate constants, the four mechanisms are
expected to produce comparable levels of SO2 at high temperatures where the H-abstraction
path is dominant. Third, P1 and P 2 produce MSA solely through the OH-addition branch,
which is also consistent with the majority of the MSA production by C1 and C2 as analyzed in
Chapter 4.
Background Oxidants
The DMS chemistry in P1 and P2 is driven by reactions with OH and NO 3, while the chemistry
in C1 and C2 requires specification of HO2, NO2, 03, and CH 30 2 . Rather than computing
the concentrations of all of these oxidants interactively in our model, our DMS chemistry is
driven using concentrations calculated offline. This is reasonable because DMS chemistry is
not strongly coupled to the background HOx and NOx cycles. For example, the lifetime of
OH is determined mainly by CO, NO 2, and hydrocarbons, not by the DMS-related species.
Using offline fields for the oxidants also has the obvious advantage of being computationally
less expensive.
For consistency, the offline concentrations of the aforementioned species are taken from
the chemically-detailed MATCH-MPIC. This version includes the standard HOx-NO2-0 3-CH 4
cycles and nonmethane hydrocarbon chemistry (Lawrence et al., 1999; von Kuhlmann, 2001).
These fields were calculated for the year 1998 and are available as monthly means. As before,
these fields have been remapped from T63 to T42 using the remapping algorithm of Jones
(1999). Daily average values for these oxidants are calculated by linearly interpolating the
monthly mean values.
Because diurnal variations in OH are important in DMS oxidation, a diurnal OH cycle is
also imposed using
[OH](t) = A cos 0(t) + min OH (5.10)
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where [OH](t) is the time-dependent local concentration of OH (molecules cm- 3), t is the local
time (fraction of day between -0.5 and 0.5), 0(t) is the solar zenith angle, A is the amplitude of
the cycle, and minOH is a minimum OH value adopted for numerical stability (set to 10 radicals
cm- 3). The solar zenith angle is computed internally in MATCH as a function of location, time
of day, and day of year. The amplitude A is calculated by setting the daily average OH equal
to the average of the cycle defined by equation 5.10. This gives
1 t2OH = 1 (A cos 0(t) + min OH) dt (5.11)
t2 - ti ft,
where OH is the daily average OH concentration from the interpolated monthly mean fields,
and ti and t2 are the sunrise and sunset, respectively. Note, in expression 5.11, A is set to
zero for t < t1 and t > t 2. Modeled and observed diurnal OH cycles are compared in Section
5.3.4.
Lastly, the monthly mean OH fields have been scaled up uniformly by a factor of 1.5.
As shown later, this scaling leads to better comparisons between measured and modeled OH
concentrations. Further justification for this scaling is due to the fact that the version of
MATCH-MPIC with the non-methane hydrocarbon chemistry package consistently overesti-
mates methylchloroform (CH 3C13) in the atmosphere (von Kuhlmann, 2001), which is indica-
tive of deficient OH concentrations. Chen (2003) also found that an OH scaling factor of at
least 1.25 is required to give a good fit to CH 3Cl3 observations using the identical version of
MATCH that is employed here.
5.2.4 Scavenging by Background Aerosols
Many of the gas-phase species in the DMS oxidation cycle are highly adsorbable and soluble,
and thus are readily scavenged by background aerosols. This gas-to-aerosol loss is considered for
S02, DMSO, DMSO 2 , MSEA, MSIA, MSA, and H2 SO 4 . Because of the rather large solubilities
of these oxidized sulfur-containing species (see Table 5.3), it is assumed that this process is
irreversible. This assumption of irreversibility allows for the exclusion of an aerosol dynamics
package that would normally be required to keep track of aerosol-phase species concentrations.
Among these scavenged sulfur-containing species, SO2 is most affected by the irreversible loss
assumption because it is the least soluble. Therefore, to prevent excessive scavenging for SO 2 its
gas-to-aerosol loss is limited to sea-salt aerosols. Note, however, that reversible loss is considered
for the uptake of gas-phase sulfur-containing species by cloud water as described in the wet
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Table 5.2: Aerosol Components and Parameters
Component 
_ ___ Noo H
a b c d
Insoluble 0.471 - - - 2.51 0 825
Water soluble 0.0203 0.0000792 0.0908 102.6 2.24 200 825
Soot 0.0118 - - - 2.00 0 825
Sea-salt, accumulation 0.199 0.00203 1.28 101.2 2.03 0 370
Sea-salt, coarse 1.67 0.0170 10.9 101.1 2.03 0 370
Mineral, nucleation 0.070 - - - 1.95 0 825
Mineral, accummulation 0.390 - - - 2.00 0 825
Mineral, coarse 1.90 - - - 2.15 0 825
Mineral, transported 0.50 - - - 2.20 0 825
Sulfate 0.0670 0.000485 0.278 101.4 2.03 200 130
Aerosol number distributions for the individual components are defined using equation 5.14, where
fw is the mean wet radius (in pm) and a is standard deviation. The mean wet radius fw is calculated
as a function of relative humidity using equation 5.16. Noo is the high altitude, background aerosol
number concentration (in particles cm- 3). H is the particle scale height (in m) for the vertical decay
of the surface aerosol number concentrations.
deposition section that follows.
The gas-to-aerosol loss on background aerosols is described using a Fickian diffusion formu-
lation that specifies the first-order scavenging loss rate by
C = -41rD j r f(Kn, a) n(rm) dr, (5.12)
where C is the scavenging rate (s-1), r, is the wet particle radius at the ambient relative hu-
midity (cm), D is the molecular diffusion coefficient (cm 2 s- 1), f(Kn, a) is a unitless correction
factor, and n(re) is the aerosol number distribution (particles cm- 1 cm- 3 ). The equations for
D and f(Kn, a) and the values of the accommodation coefficients are given in Lucas and Prinn
(2002). An accommodation coefficient of 0.11 is used for SO2 (DeMore et al., 1997).
The aerosol number distributions are taken from the Global Aerosol Dataset (GADS)
(Koepke et al., 1997). GADS is compiled from an interpolated set of surface measurements,
and represents an aerosol climatology that is useful mainly for climate modeling applications.
GADS provides biannual 5* x 50 surface maps of ten aerosol number distributions representing
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aerosols of different types and sizes. The GADS aerosol components are summarized in Table
5.2.
The net aerosol number distribution in equation 5.12 is expressed as the sum over the ten
independent GADS number distributions
10
n(rw) = i(r,i) (5.13)
i=1
where each GADS number distribution is given by
(rN) = exp -- .nr-In f 2] (5.14)
vlr-rm lwnao 2 In o-
In equation 5.14, N(z) is the altitude-dependent aerosol number concentration (particles cm- 3 ),
and f, and o- are the mean wet radius and standard deviation of the aerosol number distribution,
respectively.
Because GADS only provides surface particle number concentrations (that is, N(z) at z =
0), extrapolations to other altitudes are made using
N(z) = No + (N0 - No) exp ( (5.15)
where N, represents the high-altitude background number concentration, N0 is the GADS
surface aerosol number concentration, and H is the particle scale height. The background
number concentrations and scale heights are listed in Table 5.2 and are approximately based
on averages of the values given by Jaenicke (1993).
Also note that the water soluble, sea-salt, and sulfate aerosol number distributions vary with
relative humidity due to changes in the size of their mean wet radii i;. GADS only provides
the f, at eight different relative humidities between 0 and 99%, not continuously across this
range. By fitting the following function to the GADS values, however, the f,, at all relevant
relative humidities are available:
=a+ bRH + c (5.16)d - RH
In this expression, RH is the percent relative humidity, and a, b, c, and d are the coefficients of
the fits as listed in Table 5.2.
In general, the integral in equation 5.12 cannot be evaluated exactly because of the cor-
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rection factor term, and thus requires numerical approximation using quadrature. Brute-force
quadrature methods are too expensive for calculating scavenging rates in a 3-D global model. 6
However, because the integrand has its maximum close to where the aerosol distribution is a
maximum (at fw), the integral can be accurately estimated using a 'guided' quadrature method
over six equally-spaced bins between In ±, t 3 In -. This method is computationally efficient
and gives results that are within 5-10% of the values obtained using higher-order quadrature
methods.
Finally, the condensation coefficients were scaled down by a factor of 0.4 to yield vertical
profiles similar to those shown in Figure 4-2 in Chapter 4. This adjustment suggests that the
GADS aerosol number concentrations are overestimated by more than a factor of two. Using a
global mixed aerosol model, Wilson et al. (2001) similarly found that GADS overestimated par-
ticle number concentrations by a factor of 3 to 10. Samples of the aerosol number distributions
and first-order condensation loss rates for H2SO 4 are shown in Figure 5-4.
5.2.5 Wet Deposition
The hydrologic cycle in MATCH includes a prognostic, transported portion and a diagnostic,
subgrid-scale portion. These two portions are used to define important quantities such as the
amounts of cloud water and rain (stratiform and convective), rates of raindrop production
and evaporation, and cloud volume estimates. These variables, in turn, are used to calculate
scavenging tendencies for the wet removal of soluble gases. Rasch et al. (1997) describe the
cloud microphysical parameterizations used in MATCH, while Barth et al. (2000) discuss the
wet deposition routine implemented by MATCH. Briefly, the wet removal of soluble sulfur-
containing gases is calculated using scavenging rates that account for in-cloud and below-cloud
scavenging by liquid hydrometeors. Wet scavenging is initiated at the top of an atmospheric
column and ends at the surface. Within a given level in this column, the inward flux of
sulfur-containing precipitation is first determined, followed by local adjustments made assuming
Henry's law equilibrium, and then the outward flux of precipitation is calculated. According to
this scheme, 'sulfur-rich' precipitation falling into a 'sulfur-dry' layer can potentially release the
sulfur-containing species back into the gas-phase. Permanent removal of the gas-phase species
occurs through rainout at the surface. The sulfur-based species subjected to this procedure
include DMSO, DMSO 2 , SO2 , MSEA, and MSIA, and their Henry's law coefficients are given
in Table 5.3. Because H2SO 4 and MSA are even more soluble than these other species (see
6For example, the 31-point Gauss-Kronrod quadrature method was initially tested.
180
GADS Aerosol Number Distributions
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Figure 5-4: Samples of prescribed aerosol number distributions (equation 5.14) and aerosol
scavenging rates (equation 5.12) for H2SO 4 . The aerosol number distributions are for Julian
Day 151, (84.4 0E, 37.7*S), an altitude of 500 m, and a relative humidity of 75%. The H2 SO4
scavenging rates (hour- 1 ) are displayed as daily-zonal averages for September 1, 1995. Altitude
is shown using o-pressure coordinates on the left and the approximate height in km on the
right.
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Table 5.3: Henry's Law Coefficients
Equilibrium Reaction Henry's Law Coefficient (M/atm) Reference
S02 (g) S(IV) (aq) HS0 2 = Hs 0 2 (1 + K1/[H+] + K1 K2/[H+] 2) see note
DMSO (g) -= DMSO (aq) HDMSO = 5.0 x 104  De Bruyn et al. (1994)
DMSO 2 (g) - DMSO 2 (aq) HDMSO 2 = 5.0 x 104  De Bruyn et al. (1994)
MSEA (g) MSEA (aq) HMSEA = 5.0 x 104  Assumed
MSIA (g) MSIA (aq) HMSIA = 5.0 x 104  Assumed
Hso 2 is the effective Henry's law coefficient for SO2 , which is a function of temperature and pH. In this
expression, Hso 2 = 3.64 x 10~5 exp(3100/T), K1 = 1.67 x 10-5 exp(1960/T), and K2 = 4.30 x 10-10
exp(1500/T) (Pandis and Seinfeld, 1989). Cloud-water and ocean surface pH are assumed to be 5.6 (i.e.,
in equilibrium with C0 2 ) and 8.2, respectively.
Table 2.1 in Chapter 2), their wet removal rates are instead estimated from the grid box
fraction occupied by liquid water. That is, the first-order loss rate of gas-phase H2SO 4 and
MSA due to wet deposition equals <b,/At, where <b, is the fraction of rain and cloud water
contained in a grid box and At is the model time-step (40 minutes). Thus, if <Db = 1, then all
of the gaseous H2SO 4 and MSA in that grid box is lost.
5.3 Model Results
The four DMS mechanism cases were integrated in MATCH between September 1995 and
October 1996. This simulation period coincides with two measurement campaigns that are
used to diagnose the model as described in Section 5.3.4. The simulation period also covers a
full annual cycle because the DMS-related species are relatively short-lived and require only a
short spin-up time. The last 12 months of the integrations, therefore, are used to define annual
averages. We cannot practically show here all of the enormous amount of information available
from the model runs. Instead, the model outputs for discussion and analysis are limited to the
following two datasets: (1) Daily average mole fractions of the transported DMS-related species
on the global 3-D grid (of these, DMS, SO2, MSA, and H2SO 4 are the species that the four
mechanisms have in common, and these outputs are used to calculate zonal profiles and global
and column burdens); (2) mole fractions of the transported sulfur-containing species in two
different atmospheric sub-regions with a time-resolution of 40 minutes (these two sub-regions
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Table 5.4: Annual-Global Atmospheric Gas-Phase Burdens (Gg S)
Species MATCH Chin et al. Pham et al.
Pi P 2  C1  C2  (1996) (1995)
DMS 43 43 46 46 59 50
DMSO - 0.22 0.19 0.21 - 2t
MSA 0.27 0.10 0.21 0.12 19t 20t
SO 2  63 61 40 40 t t
H 2 SO 4  0.27 0.27 0.39 0.39 t, 1 t, $
t Although these species were included in the models of Chin et al. and Pham et al., they were affected by
non-DMS-related sources such as anthropogenic emissions. It is not possible, therefore, to compare these
burdens with those in the current version of MATCH.
$ The models of Chin et al. and Pham et al. did not partition these species between the gas- and aerosol-
phases, so that these burdens represent net amounts in the atmosphere. In the MATCH model, on the
other hand, these burdens represent the gas-phase only amounts.
overlap with the focal areas during the ACE-1 and PEM-TA measurement campaigns).
5.3.1 Annual-Global Burdens
The annual-global atmospheric gas-phase burdens of DMS, DMSO, SO2, MSA, and H2SO4
using the four mechanisms are shown in Table 5.4. Also shown are some of the DMS-related
burdens computed in the models of Chin et al. (1996) and Pham et al. (1995). As noted,
the global burden of DMS is similar using the comprehensive and parameterized mechanisms
in MATCH. The DMS burdens are comparable because the initial oxidation rate constants
-H-abstraction, OH-addition, and reaction with NO 3- are similar in the parameterized and
comprehensive schemes. Notice that the DMS burdens for the comprehensive schemes C1 and
C2 are slightly larger because these schemes include the thermal dissociation of the DMS-OH
adduct, which slightly reduces the effective oxidation of DMS by OH-addition. The DMS
burdens in the models of Chin et al. (1996) and Pham et al. (1995) are also similar to those in
MATCH, even though these models used different emissions for DMS.
Other than the Pi scheme, the MATCH-based burdens for DMSO are also similar to each
other because the mechanisms do not have any effective branching between DMS and DMSO
along the OH-addition path. There is, however, an order of magnitude difference between the
DMSO burdens in Pham et al. (1995) and MATCH. This large difference is due to the fact that
the MATCH-based burden represents DMSO only in the gas-phase, while the Pham et al. (1995)
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burden includes DMSO in the gas- and aerosol-phases. This difference, therefore, provides a
measure of the impact of scavenging by aerosols on atmospheric DMSO.
For SO2 and H2SO 4, the MATCH-based burdens differ significantly from each other. More
specifically, the SO2 and H2SO 4 burdens differ by about a factor of 1.5 between the param-
eterized and comprehensive mechanisms. Interestingly, Pi and P 2 systematically give higher
SO2 and lower H2SO 4 burdens relative to C1 and C2. Normally, higher SO2 implies higher
H2SO 4, but C1 and C2 contain the important isomerization reaction CH 3S(O)OO -> CH 3SO3
that enhances H2SO 4 production through an S0 2-independent channel. The parameterized
schemes do not include this pathway. It is also important to point out that, relative to C1 and
C2, the larger SO2 burdens in P1 and P2 are due to higher yields of SO2 production through
the OH-addition channel, which will be discussed in more detail later on.
Finally, although there are significant differences for MSA, there is not a systematic distinc-
tion between the parameterized and comprehensive cases. Rather, P 1 and C1 have larger MSA
burdens than P 2 and C2. This behavior is related to the MSA production routes. In all cases,
MSA is produced through the OH-addition channel. In P1 and C1, however, MSA production
occurs through a path that does not involve DMSO, whereas DMSO is an MSA-precursor in
P 2 and C2. Accordingly, the MSA burdens in P 2 and C2 are lower because gas-phase DMSO
is scavenged by aerosols. MSA also condenses on to aerosols, which causes the factor of 102
difference between the gas-phase MSA burdens computed in MATCH and the net gas- and
aerosol-phase MSA burdens in the models of Chin et al. (1996) and Pham et al. (1995). A
similar factor of 100 is observed between atmospheric concentrations of MSA in the gas-phase
and methanesulfonate anion in aerosols.
5.3.2 Annual-Zonal Profiles and Annual-Column Burdens
The results in Table 5.4 highlight some of the differences between the parameterized and com-
prehensive DMS mechanisms, but many details are not captured by these annual-global bur-
dens. For instance, the mechanisms may have better, or worse, agreement in some portions of
the atmosphere than others because the comprehensive schemes have numerous temperature-
dependent branching points that are not represented in the parameterized mechanisms. To
glimpse into these differences in more detail, the annually and zonally averaged profiles and
column burdens are analyzed in this section.
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Figure 5-5: Annual-zonal average vertical profiles of the mole fractions (parts per 1012, ppt) of DMS, SO2 , MSA, and H2SO4
using the C1 mechanism. Altitude is shown using a-coordinates. Refer to Figure 5-4 for the approximate altitude in km.
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Annual-Zonal Profiles The annual-zonal profiles of the mole fractions of DMS, SO2,
MSA, and H2SO 4 are shown in Figure 5-5 for the C1 mechanism. Figure 5-6 displays the
annual-zonal profiles of the three other mechanism cases as ratios relative to C1, where a value
of 1 denotes perfect agreement. Referring to the C1 case in Figure 5-5, the zonal profile for
DMS exhibits maximum surface values in the Southern Hemisphere and mole fractions that
decay with altitude. These results are due to DMS having a source only at the surface and
DMS sea surface concentrations that are largest in the Southern Ocean. Also note that the local
minimum DMS mole fractions in the tropical middle troposphere follows from the fact that the
maximum OH concentrations occur there. Referring to Figure 5-6, the DMS zonal profile using
C2 is nearly identical to C1, while the parameterized schemes agree with C1 to within a factor
of 1.2 throughout most of the atmosphere. Note that the C 2-based DMS mole fractions are
slightly larger everywhere because C2 lacks the additional loss path for the DMS-OH adduct
that is present in C1. On a similar note, the DMS zonal profiles computed using P 1 and P 2 are
typically smaller than using C1 because these schemes do not include the thermal dissociation
of DMS-OH that is used exclusively in C1 and C2.
As shown in Figure 5-5, the C1-based SO2 zonal profile is similar to the DMS profile because
both display maximum mole fractions in the Southern Hemisphere and mole fractions that tend
to decrease with altitude. One important distinction is that maximum SO 2 mole fractions are
not found right at the surface because SO2 is lost through dry deposition and sea-salt scavenging.
Moreover, the vertical gradient for SO 2 is smaller than that for DMS because SO 2 has a longer
lifetime and is produced photochemically throughout the atmosphere. Referring to Figure 5-
6, the C2 profile gives slightly larger and smaller SO2 mole fractions in the lower and upper
troposphere, respectively, when compared to C1. In general, however, C1 and C2 agree well.
Regarding the parameterized mechanisms, P 1 and P 2 are similar to each other and show the
following important systematic differences relative to C1. These cases agree best with C1 in the
equatorial lower troposphere and have larger disagreements elsewhere. At the polar surface, for
example, P1 and P 2 differ from C1 by nearly a factor of two. The differences are even larger
in the upper troposphere, where the SO2 mole fractions from P1 and P2 are up to three times
larger than those from C1.
These SO2 trends follow the zonal-mean temperature gradients, which points to differences
in temperature-dependent SO2 production as the cause. These temperature-dependent differ-
ences are not due to the rate constants for the initial DMS+OH reactions though, because
all four chemical schemes use nearly identical values. There are two other mechanistic places
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Figure 5-6: Annual-zonal average vertical profiles of the mole fractions of DMS, SO 2, MSA,
and H2SO 4 using the C2, P1, and P 2 mechanisms. The profiles for these mechanisms are shown
as ratios relative to C1 (see Figure 5-5), where a value of 1.0 denotes perfect agreement.
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where these temperature-dependent differences arise. First, the OH-addition branch is favored
over H-abstraction at colder temperatures, and along this branch P 1 and P 2 use fairly large
constant yields for producing SO 2. Second, the comprehensive cases produce SO2 through the
thermal decomposition of the CH 3SO 2 radical, which has a positive temperature-dependence.
This effect is not included in the parameterized schemes. To alleviate these differences the
parameterized DMS mechanisms should use temperature-varying SO2 yields that account for
branching variations along the OH-addition path and changes in CH 3SO 2 dissociation.
Figure 5-5 displays the gas-phase annual-zonal H2SO 4 mole fractions using C1. Although
H2SO 4 is produced from SO2, the sulfuric acid profile differs from SO2 in significant ways.
First, the H2SO 4 mole fractions maximize in the equatorial region, unlike DMS and SO2 . This
occurs because the production of H2SO 4 is influenced by reaction with OH, which also has
its maximum in the equatorial region. Second, there is a steep meridional gradient between
-550 and -60* latitude. This gradient is caused by the enhanced loss of gas-phase H2SO 4 on
polar aerosols prescribed by the GADS aerosol climatology. Relative to C1, the C2 case has
good agreement and differs by less than a factor of 2.5 everywhere in the atmosphere. The
parameterized schemes, on the other hand, have regions of extremely poor agreement with C1.
In the boundary layer, P1 and P 2 have two large areas centered around the mid-latitudes with
mole fractions smaller than C1 by more than an order of magnitude. The most interesting
feature of these latter two areas is that they coincide with regions of relatively larger SO2 mole
fractions produced using P 1 and P 2. Higher SO2 normally results in higher H2SO 4 , which
suggests that P1 and P2 should have more H2SO 4, not less. This apparent paradox is resolved
by recalling that the comprehensive mechanisms have an H2SO 4 production pathway that is
independent of SO 2. In these near-surface mid-latitude regions the S0 2-independent pathway
is comparatively more efficient than the S0 2-dependent path because SO2 is quickly lost to the
GADS sea-salt aerosols, which are most abundant at the mid-latitudes. The major conclusion
is that even though an atmospheric sulfur model may produce reasonable levels of SO2, slight
changes to the structure of the chemical mechanism can cause profound changes in gas-phase
H2SO 4, which is important for issues related to H20-H 2SO 4 binary nucleation.
The C1-based gas-phase MSA zonal mole fraction profile in Figure 5-5 has some features in
common with H2SO 4. Both have maximum levels near the equator and both incur significant
losses to polar aerosols in the Southern Hemisphere. Unlike H2SO 4, however, the maximum
MSA mole fractions occur well above the surface, which results from its slower condensation
rate and hence longer atmospheric lifetime. Relative to C1, the other three mechanisms exhibit
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MSA profiles with large disagreements in some regions by an order of magnitude. Moreover, the
MSA profiles in PI and P 2 also significantly differ from each other, which is not the case for the
other species. For instance, P1 has relatively more MSA than C1 throughout most of the lower
troposphere, while P 2 has less. These results show that MSA is very sensitive to the details
of the mechanism, even to the slight structural differences between C1 and C2. Regarding
the C2-based MSA, it is within a factor of 5 of C1 everywhere except the polar regions. The
C2-based MSA is lower in these regions because it is produced through a pathway involving
DMSO and MSIA as precursors, both of which undergo wet and dry deposition and scavenging
by polar aerosols. The precursors in the C1-based production of MSA, on the other hand, do
not have these sinks. Having a DMSO-precursor also explains why P 2 is typically depleted in
MSA relative to C1. This implies that refined gas-phase observations of MSA may be useful
in determining whether MSA is produced through pathways that do or do not involve DMSO.
Finally, there is one important systematic feature between the parameterized and comprehensive
mechanisms. P1 and P 2 are comparatively much lower in the upper troposphere than C1 and
C2 . These patterns of disagreement do not resemble the zonal temperature profile as was noted
for the P1- and P2-based S02. Rather, these patterns are similar to the annual zonal and
vertical OH profile. In P1 and P2, MSA is a direct product of OH oxidation reactions, whereas
MSA production in C1 and C2 occurs through non-OH-based reactions of intermediary species.
The MSA in the comprehensive mechanisms, therefore, is less sensitive to gradients in OH.
Annual-Column Burdens The annual zonal and vertical mole fraction profiles in the
previous section are useful for diagnosing differences between the mechanisms because of the
strong gradients in annual-average temperature and OH with latitude and altitude. There may
also be large differences at a given latitude, however, because DMS emissions have important
longitudinal variations. These longitudinal variations may highlight potential locations for fu-
ture observations of the DMS-related species that can distinguish between the four mechanisms.
On this note, the annually-averaged column burdens of DMS, SO 2, MSA, and H2SO 4 as func-
tions of longitude and latitude using the C1 mechanism are shown in Figure 5-7. As with the
zonal and vertical profiles, the column burdens of the other three mechanisms are displayed as
ratios relative to C1 in Figure 5-8.
Referring to the C1-based DMS column burdens in Figure 5-7, the most obvious features
are the low/high DMS burdens over the continents/oceans, which are due to the lack of DMS
emissions over land. Another obvious feature is the band of maximum values in the Southern
Hemisphere high latitudes. This is caused by the peak DMS surface oceanic fluxes during the
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Figure 5-7: Annual average column burdens (pmole m- 2) of DMS, SO2, MSA, and H2SO 4 using the C1 mechanism.
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austral summer, as shown in Figure 5-1, and the relatively small high-latitude OH concentra-
tions. Fairly large burdens are also found off the southeastern coast of Greenland. This local
maximum is caused by the relatively large DMS surface fluxes that occur through most of the
year in this area. Relative to C1, the other mechanisms produce DMS column burdens that are
quite similar. More specifically, the P1 and P2 DMS columns are within a factor of 1.3 of C1
everywhere, while the C2/C1 ratio is nearly unity. These small differences largely reflect the
slight differences in the initial DMS+OH rate constants used in the various mechanisms.
The C1-based annual SO2 column burdens in Figure 5-7 mimic the DMS column burdens,
having maximum values in the high latitude Southern Hemisphere and minimum values over
the continents. There is also a local SO2 maximum in the equatorial Pacific, which results from
the product of relatively large DMS surface fluxes and high OH levels. In addition, as noted
for the annual-zonal SO2 profile, the gradient between the minimum and maximum values is
much less pronounced than the corresponding DMS gradient. This occurs because SO 2 has
a longer lifetime than DMS. As for the other mechanisms, Figure 5-8 indicates that the SO2
burdens from C2 are nearly identical to those from C1 everywhere. The burdens from P1 and
P 2, however, are similar to each other, but larger than the C1 burdens by as much as a factor of
two. The largest deviations of P1 and P 2 from C1 are found in the western equatorial Pacific.
In terms of measurement locations, DMS-derived SO2 over the equatorial Pacific may be useful
for distinguishing between the parameterized and comprehensive mechanisms.
As was the case for DMS and SO2, the C1-based column burdens for gas-phase H2SO 4 in
Figure 5-7 have minimum and maximum values over land and sea, respectively. Contrary to
DMS and SO2, however, the largest H2SO 4 burdens do not occur in the Southern Hemisphere
because of the efficient scavenging by the GADS-prescribed polar aerosols. The maximum
H2SO 4 burdens occur over the equatorial Pacific and tropical Indian Oceans because of the
significant levels of SO2 and OH. Turning to the other mechanisms in Figure 5-8, the C2/C 1
ratio for H2SO 4 is less than a factor 1.1 globally (not shown on the scale in the figure), showing
again that the comprehensive mechanisms are very similar to each other. Moreover, P1 and P2
are nearly identical to each other, but disagree significantly with C1 and C2 in the high-latitude
oceanic regions. Some of these disagreements approach an order of magnitude. It is interesting
to note that, relative to C1, P 1 and P2 overestimate SO2 at the mid-to-high latitudes, but grossly
underestimate H2SO 4 there. This is the same behavior that was noted in the annual zonal
profiles whereby P1 and P2 do not have the S0 2-independent H2SO 4 production pathway used
in the comprehensive schemes. Overall, these discrepancies suggest that gas-phase observations
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Figure 5-8: Annual average column burdens of DMS, SO2, MSA, and H2SO4 using the C2, P1,
and P2 mechanisms. The burdens for these mechanisms are shown as ratios relative to C1 (see
Figure 5-7), where a value of 1.0 denotes perfect agreement.
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of H2SO4 over the mid-to-high latitude oceans may be useful for testing some of the DMS
oxidation pathways.
Lastly, the C1-based annual column burdens of gas-phase MSA in Figure 5-7 closely match
the trends for H2SO 4 . As with H2SO 4, MSA has maximum burdens near the equator due to
high photochemical activity and minimum values at the high latitudes in the Southern Hemi-
sphere due to scavenging by polar aerosols. Relative to C1, the MSA burdens using the other
mechanisms have varying degrees of agreement over different regions. Over the open oceans,
C2 and P2 are similar in that they have smaller MSA burdens, while P 1 tends to have larger
burdens. Over the continents, excluding Antarctica and the boreal high latitudes, the C2/C1
ratio is close to one. Over the same continental regions, P1 and P 2 have smaller MSA burdens
by factors as large as 5 and 25, respectively. The similarities between C2 and P2 also extend
to Antarctica and the surrounding oceans because both have large areas with smaller MSA
burdens. As previously mentioned, the similarities between C2 and P 2 is a result of their use of
DMSO as a precursor to MSA. Considering the patterns of these ratios suggests the following
MSA sampling strategy for distinguishing between the various mechanisms. Observations of
MSA over Central Africa and South America, for instance, may be useful for distinguishing
C1 and C2 from P 1 and P 2. Additional MSA observations at the high southern latitudes may
be useful for differentiating C1 and P1 from C2 and P2, and hence the role of DMSO in the
production of gas-phase MSA.
5.3.3 Implications for Aerosol Nucleation
Binary nucleation between gaseous H20 and H2SO 4 is an important source of secondary sulfate
aerosols in the atmosphere (Raes and Van Dingenen, 1992; Easter and Peters, 1994; Pirjola and
Kulmala, 1998). The creation of new H20-H 2SO 4 particles is described in terms of a nucleation
rate that depends nonlinearly on temperature and the vapor-phase concentrations of H 20 and
H2SO 4. Because theoretical nucleation rates depend nonlinearly on H2SO 4, small changes to
the gas-phase concentration of H2SO 4 can have a profound impact on the calculated formation
rate of new particles in the atmosphere. The nucleation rate parameterization by Vehkamiki
et al. (2002), for instance, has an approximately cubic dependence on the concentration of
sulfuric acid at 236 K and 55% relative humidity. This translates into a factor of 103 change in
the nucleation rate for a factor of 10 change in H2SO 4 under these conditions. The goal of this
section, therefore, is to quantify the changes to the nucleation rates for the differences in the
H2SO 4 concentrations from the four mechanisms.
193
C1 Nucelation Rate (particles Cm- 3 s-1)
-75 -45 -15 15 45 75
latitude
10-8 10-6 10 4 10- 10 0
P1/C1
-75 -45 -15 15 45 75
latitude
0.1-
0.2 -
0.3 -
0.4-
0.5-
0.6:
0.7 -
0.8-
0.9 -
1.0-
C2/C1
0.1 -
0.2 -
0.3 -
0.4-
0.5 -
0.6-
0.7 -
0.8-
0.9 -
1.0-
1/2. 1/1.5 1. 1.5 2.
P2/CI
-75 -45 -15 15 45 75
latitude
1. 10. 100. 1/100. 1/10. 1. 10. 100.
Figure 5-9: Annual zonal average profiles of H2SO 4-H 20 binary nucleation rates as functions of latitude and altitude. The
nucleation rates (particles cm- 3 s- 1) using the C1 are shown in the upper left. The nucleation rates for the other mechanisms
are displayed as ratios relative to C1. Altitude is shown using o-coordinates. Refer to Figure 5-4 for the approximate altitude in
km.
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The most recent parameterization from Vehkamiiki et al. (2002) is used to compute the
H20-H 2SO 4 particle production rate. Their parameterization is designed for typical atmo-
spheric conditions (temperature 230 to 305 K, relative humidity 0.01 to 100%) and is within
the errors of experimental results at room temperature and relative humidities above 30%. This
parameterization expresses the nucleation rate by
JN = f(T, RH, NH2 SO4 ) (5.17)
where JN is the nucleation rate in particles cm-3 s-1, T is the temperature in degrees K, RH
is the relative humidity in percent, and NH2so 4 is the gaseous sulfuric acid number density in
molecules cm- 3 . The nucleation rates have been calculated using the H2SO4 concentrations
produced by the four mechanisms and the meteorological fields from NCEP. For consistency,
the relative humidities were processed using the standard water vapor saturation subroutines
in MATCH.
The latitude/altitude sensitivities of JN to the four mechanisms are shown in Figure 5-9 as
annual zonal averages. As with the previous comparisons, the C1 mechanism is the reference
case and the three other mechanisms are shown as ratios relative to C1. Focusing on C1, the
nucleation rate peaks in the upper tropical troposphere and at high latitudes. These trends
more closely mimic the zonal average temperature than the RH or H2SO 4 concentrations. This,
in turn, suggests that particle nucleation is most sensitive to temperature for the typical zonal
distributions of T, RH, and H2SO 4.
Considering the other three mechanisms, Figure 5-9 indicates that the nucleation rates
using the C2-generated H2SO 4 are slightly larger throughout the mid-to-lower troposphere, but
generally agree with C1. Secondary particle formation, therefore, is relatively insensitive to
the H2SO4 changes between C1 and C2. The H2SO 4 concentrations from the parameterized
mechanisms, however, yield nucleation rates that are many orders of magnitude lower in much of
the mid-to-lower troposphere. These extreme differences are caused by smaller production rates
of H2SO 4 in P 1 and P 2, which lack the S0 2-independent H2SO 4 production path. Although the
uncertainties in the nucleation rate parameterization are already large, these results indicate
that the uncertainties associated with the DMS oxidation mechanism also profoundly impact
the calculated nucleation rates.
Finally, as a frame of reference, a value of JN=1 particle cm- 3 s-1 is typically used as a lower
bound denoting significant particle production. Using this measure, Figure 5-9 indicates that
H 2SO 4 derived from DMS using all four mechanisms only contributes to significant secondary
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Figure 5-10: The focal regions of the ACE-1 and PEM-Tropics A measurement campaigns are
shown in the rectangular areas. The high-time-resolution model output is compared to the
observations within these rectangles.
aerosol formation in the tropical upper troposphere. Whether or not new particle production
occurs in the remote marine boundary layer from DMS oxidation is a hotly contested issue.
Some studies suggest that it can occur (Russell et al., 1994; Yoon and Brimblecombe, 2002),
while others indicate that it does not (Raes, 1995; Cainey and Harvey, 2002). Clearly, this
study agrees with the latter studies.
5.3.4 Comparisons With Campaign Measurements
The model predictions of gas-phase DMS, S02, MSA, and H2SO 4 are compared with atmo-
spheric observations made during the First Aerosol Characterization Experiment (ACE-1) and
Pacific Exploratory Mission-Tropics A (PEM-TA) measurement campaigns. These two cam-
paigns took place within a year of each other, featured some of the first atmospheric measure-
ments of gas-phase MSA and H2SO 4, and were located in distinctly different climatological
regions of the remote marine atmosphere. The focal regions for these campaigns are displayed
in Figure 5-10. Unless noted otherwise, all of the subsequent comparisons with ACE-1 and
PEM-TA utilize the high-time-resolution output of MATCH in the two focal regions in Figure
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In comparing to observations, previous versions of MATCH using observationally-based
winds successfully simulated high-resolution time series of both long- and short-lived tracers. 8
To repeat that exercise here would require excellent knowledge of the sources and sinks of
the DMS-related species. There are three factors, however, that severely limit the knowledge
of these sources and sinks, which thus precludes the ability to recreate (without tuning) the
high-resolution time series of DMS-related species. First, the DMS source is defined using
monthly-mean, climatologically-derived DMS sea surface concentrations. Second, the photo-
chemical sinks (for example, OH and NO.) are limited to monthly averages. Third, the crude
representation of multi-component aerosol distributions from GADS defines the crucial aerosol-
based scavenging.
Due to these limitations, the main goal of this section is not to successfully reproduce
the high temporal resolution features of the ACE-1 and PEM-TA measurements. Rather, the
major goals are to: (1) check that the model in its various chemical mechanistic forms gives
reasonable values for DMS, S02, MSA, and H2SO 4; (2) quantify any large, systematic differences
between the parameterized and comprehensive mechanisms; (3) determine the degree to which
the observations can be used to differentiate between the four mechanisms.
Model-Observation Comparison Methodology
The subsequent model-observation comparisons are performed by interpolating the model values
to the space-time coordinates of the measurements. Linear and cubic functions are used to
interpolate the mole fractions in time and space, respectively, and logarithmic mole fractions
are used to avoid non-physical negative values. Interpolations to the mobile measurement
platforms -that is, the research vessel and aircraft- make use of the space-time coordinates of
the meteorological observations rather than the DMS-related species. This results in better
defined trajectories because the meteorological measurements were made at a higher-frequency
than the data for the DMS-related species.
Another facet of the model-observation comparisons involves the estimation of an important
error resulting from the coarse spatial resolution of the model. That is, given the spatially-
inhomogeneous nature of the sources and sinks in the DMS cycle and the rather short lifetimes
of many of the participating species, the gradients of the DMS-related quantities may be sub-
7That is, the model output with a time-resolution of 40 minutes.
'For example, see the 222Rn and CCl3 F studies by Mahowald et al. (1997a,b).
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stantial over dimensions comparable to the size of a grid-cell in MATCH. This creates a spatial
'mis-match' between the volume-averaged quantities produced by MATCH and the point mea-
surements made during the campaigns. This mis-match error is estimated using
A2 = (6)2 + (6y) 2 + (32)2 (5.18)
where A is the error in the model-based value at a given point and og is the gradient of the model
value in the i-direction. The longitudinal and latitudinal gradients are estimated conservatively
as differences in the model values between x±1.4* and y±1.4*, which roughly corresponds to the
horizontal dimension of a MATCH grid-cell. Altitude gradients are only used for comparing
to aircraft measurements, where they are computed as the model differences between z t 5
hPa. Thus, five model-interpolated trajectories are computed for surface platform data, one
for the mean value and four used to define the horizontal mis-match error. Likewise, seven
model-interpolated trajectories are computed for the aircraft data.
Comparisons with ACE-1
ACE-1 was a large-scale, multi-platform measurement campaign whose one of many goals was
to simultaneously observe many components involved in sulfur cycling in the pristine marine
atmosphere. A comprehensive overview of the ACE-1 campaign is presented by Bates et al.
(1998a). The ACE-1 operations were carried out during the austral summer in 1995 with mea-
surements focused in the region shown in Figure 5-10. This region provided a clean atmosphere
that was relatively free of continental contamination, and had fairly large DMS fluxes result-
ing in relatively large amounts of DMS oxidation products. Among the various measurement
platforms employed during ACE-1, four are most relevant to this study. Two of these are the
surface stations at Cape Grim, Tasmania (40.7' S, 144.7* E) and Macquarie Island (54.50 S,
159.00 E). Unfortunately, only measurements of DMS are available at these two sites. The other
two ACE-1 platforms are mobile and include the research vessel Discoverer and NCAR C-130
aircraft. Simultaneous measurements of DMS and S02 were made aboard the Discoverer, while
gas-phase measurements of DMS, SO2, MSA, and H2SO 4 were taken aboard the C-130. The
spatial coverage of the land surface, shipboard and aircraft platforms during ACE-1 are shown
in Figure 5-11.
ACE-1 - Discoverer - DMS Surface Fluxes De Bruyn et al. (1998) measured the con-
centrations of DMS in the ocean and atmosphere aboard the Discoverer during ACE-1. Bates
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Figure 5-11: Relevant measurement platforms in the focal region of ACE-1. The surface stations at Cape Grim and Macquarie
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Figure 5-12: Observed and modeled DMS sea surface concentrations and sea-to-air fluxes ver-
sus day of year along the Discoverer ship track during ACE-1. The model-based sea surface
concentrations are interpolations from Kettle et al. (1999). The modeled fluxes are interpola-
tions using the P 2 mechanism. The estimated spatial mis-match errors for the fluxes are shown
in gray. Observationally-based fluxes are shown using the Liss and Merlivat (1986) and Wan-
ninkhof (1992) transfer velocity parameterizations. For reference, the latitude of the Discoverer
is shown by the dashed line in the upper figure.
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et al. (1998b) used these oceanic DMS measurements, along with observations of the surface
wind speed, to estimate the sea-to-air flux of DMS for the two most common parameterizations
of the transfer velocity (Liss and Merlivat, 1986; Wanninkhof, 1992). The measurement-based
DMS sea surface concentrations and DMS surface fluxes are shown in the upper and lower panels
in Figure 5-12, respectively. For comparison, the model-based DMS sea surface concentrations
and surface fluxes are also shown in the figure. The model values are interpolations onto the
Discoverer ship track using the previously described methodology. The model fluxes are shown
only for a single mechanism case (P 2) as the DMS surface fluxes are nearly invariant between
the four mechanisms. Also note that the model-prescribed DMS sea surface concentrations vary
smoothly with time because they are derived from monthly-mean fields, while the model-based
DMS fluxes have higher frequency fluctuations through the action of the surface wind forcing
using the 6-hourly NCEP archives.
As shown, the model-prescribed DMS sea surface concentrations are mainly within a factor
of 2 of the Discoverer observations, although the large oceanic DMS concentrations near days
332 and 339 are not captured by the monthly-mean fields. As shown in Figures 5-11 and
5-12, the Discoverer's ship track indicates that these large DMS sea surface concentrations
occur when the vessel is near Tasmania. An oceanographic boundary between subtropical and
subantarctic water was identified during ACE-1 just south of Tasmania (Bates et al., 1998b;
Griffiths et al., 1999), and the Kettle et al. (1999) fields do not capture the DMS sea surface
concentration changes across this boundary.
Regarding the sea-to-air DMS fluxes, the model values are also typically within a factor
of two of the observations when considering the spatial mis-match errors. Furthermore, the
model captures much of the variability in the measurement-based DMS fluxes, particularly the
fluctuations between days 324-329 and 338-344. The peaks of these modeled fluxes, however,
have smaller magnitudes than the observations because of the underestimated DMS sea sur-
face concentrations. Overall, the modeled DMS surface fluxes are fairly consistent with the
measurement-based values aboard the Discoverer, so no adjustments are made to the DMS sea
surface concentrations. Also, as the next section shows, the fluxes using the Liss and Merlivat
(1986) parameterization yield a better a fit to atmospheric DMS mole fractions, which is why
this transfer velocity is used in equation 5.2.
ACE-1 - Discoverer - Atmospheric DMS and SO 2 The model-interpolated and mea-
sured DMS atmospheric mole fractions along the Discoverer ship track are displayed in the
top panel of Figure 5-13. Recall that the OH concentrations from von Kuhlmann (2001) have
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Figure 5-13: Observed and modeled atmospheric mole fractions (parts per 1012, ppt) of DMS
and SO 2 versus day of year along the Discoverer ship track during ACE-1. The observations are
shown using open circles, the interpolated C1-based model values are shown by the black lines,
and the estimated model mis-match errors are shown as the gray shaded areas. Known periods
of large continental and ship exhaust contamination for SO 2 are indicated by the vertical gray
dashed lines.
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been increased uniformly by a factor of 1.5. Without this adjustment, the modeled DMS mole
fractions in Figure 5-13 would be larger by this amount. In addition, using the transfer velocity
of Wanninkhof (1992) instead of Liss and Merlivat (1986) would increase the modeled DMS
mole fractions by a factor of 2.
Using the scaled OH fields and Liss and Merlivat (1986) transfer velocity, the modeled DMS
mole fractions along the Discoverer ship track are typically within a factor of 2 to 3 of the
observations. Note that only the modeled DMS mole fractions using C1 are shown because
the four mechanisms produce similar levels of DMS in the atmosphere. In spite of the fairly
good agreement, many of the DMS observations lie outside of the estimated error range. These
discrepancies are attributable to differences between the prescribed and actual DMS sea surface
concentrations, near-surface OH concentrations, or dynamical effects. Between days 324-329,
for instance, the modeled DMS surface fluxes in are in agreement with observations, yet MATCH
tends to overestimate the DMS mole fractions near day 327. This suggests that the model-based
OH concentrations or ventilation from the boundary layer may be too low during this period.
Aircraft observations of OH are used to analyze this feature in more detail in a following section.
The larger modeled DMS mole fractions near day 336, however, appear to be due to prescribed
DMS sea surface concentrations that are too large because the corresponding DMS fluxes in the
model are also too large. To achieve a better fit between the model and observations, therefore,
requires fine-scale adjustments to the DMS sea surface concentrations and concentrations of
oxidants. There are two final comments worth mentioning. First, the large fluctuations in the
modeled DMS mole fractions are strongly associated with latitude. Between days 337 to 340,
for example, the Discoverer traversed 10 degrees in latitude (see the top panel in Figure 5-12).
Second, the exceptionally large model mis-match errors (the gray shaded area) on days 331-333
and 339-340 occur when the Discoverer is in close proximity to land, and thus is a consequence
of the large horizontal gradients in DMS mole fractions between land and sea.
De Bruyn et al. (1998) also measured the atmospheric concentrations of SO 2 aboard the
Discoverer. These observations are displayed in the bottom panel in Figure 5-13, along with
the modeled SO2 mole fractions. As with DMS, only the C1-based SO2 mole fractions are
shown because the other mechanisms yield similar levels of SO 2. Compared to the DMS model-
observation comparisons, there are three notable differences for SO 2. First, the modeled mole
fractions for SO2 are more periodic than those for DMS because the SO2 source in this model is
solely photochemical. Second, the estimated model errors are much smaller for SO 2 because its
longer lifetime and non-localized photochemical source leads to smaller atmospheric gradients.
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Third, even though there is a reasonable level of agreement between the measured and modeled
SO2 mole fractions, many of the SO2 observations exceed the model by a factor of 10 or
more. The most extreme examples occur on days 324 and 332. Several large 222Rn episodes
were observed aboard the Discoverer (Whittlestone et al., 1998; Bates et al., 1998b), which
implies that the SO2 is of continental origin on days 330, 332, and 333. Because the runs of
MATCH used here do not include anthropogenic sources of SO2, these events are naturally not
captured. The remaining events at days 324, 338, and 340 do not appear to be attributable
to continentally-influenced SO2 because the radon levels are low. Other than a few spurious
measurements most of the observed and modeled SO2 mole fractions at days 338 and 340 agree
to within a factor of 2 to 3. The large model-observation discrepancy on day 324 has been
identified as a period of ship exhaust contamination (De Bruyn et al., 1998).
ACE-1 - Surface Stations
Cape Grim The observed and modeled DMS mole fractions at the Cape Grim, Tasmania
surface station during ACE-1 are shown in the upper panel in Figure 5-14. As before, only the
C1-based mole fractions are displayed because the four mechanisms yield nearly identical levels
of DMS. First, note that the estimated model mis-match errors are very large at Cape Grim
because of its location and highly variable winds. The station is in close proximity to two
land masses with negligible DMS emissions (Australia and Tasmania), the Bass Strait with
relatively small emissions, and the open Southern Ocean with fairly large emissions. Subtle
shifts in the winds, therefore, bring air masses with dramatically different mole fractions of
DMS. This causes large horizontal gradients in the DMS mole fractions when traversing away
from Cape Grim by the length of a model grid box. These model errors at Cape Grim can be
reduced by running MATCH at a higher spatial resolution.
Considering these rather large estimated model errors, the model does not disagree statisti-
cally with the observations throughout the time-series except for the early period between days
321-323. This period of disagreement is most likely due to some combination of overpredicted
model fluxes and underpredicted OH concentrations. Unfortunately, the Discoverer was not
near Cape Grim during this period, so the oceanic DMS fluxes near Cape Grim cannot be quan-
titatively assessed. Qualitatively, however, a potential explanation involves temporal changes in
DMS sea surface concentrations related to the onset of a phytoplankton spring bloom. Aboard
the Southern Surveyor research vessel Jones et al. (1998) measured mean DMS sea surface con-
centrations of 0.3 nM near Cape Grim on days 322-323. Just over one week later (days 331-333),
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Figure 5-14: Observed and modeled mole fractions (ppt) of DMS versus day of year at Cape
Grim, Tasmania and Macquarie Island during ACE-1. At Cape Grim the model errors are
estimated by calculating the DMS gradients in only two directions (west and south) to avoid
large continental-influences. Refer to Figure 5-13 for further explanation of the plot symbols.
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the Discoverer measured mean sea surface concentrations of 2.84 nM in the same region. The
monthly-mean Kettle et al. (1999) fields do not resolve this factor of 10 increase during this
time period. As another possible resolution to this dilemma, Hainsworth et al. (1998) noted
the passage of a synoptic front over Cape Grim on days 324-325. This front shifted the winds
from having a Tasmanian origin to a marine-based origin, and hence potentially explains the
large increase in the observed (but not modeled) DMS mole fractions. Although an analysis of
the NCEP fields at Cape Grim during this period indicates that the model does seem to resolve
this frontal event, slight differences in the actual versus archived wind speed and direction could
contribute to the model overprediction.
Lastly, we note that the observed DMS mole fractions on days 341-342 remain steady in time,
while the model interpolated-mean values fall and rise by more than an order of magnitude. The
model behavior is caused by the NCEP wind speed, which in turn affects the model-calculated
flux of DMS. Both the model-based and observed wind speeds were low on these days (< 8 m
s-1) (Whittlestone et al., 1998), which favors locally-emitted DMS over convergence of DMS
due to long-range transport. Yet, the model-based wind speed was consistently lower than the
observations, in some cases by as much as 6 m s-1. This causes the locally-modeled DMS flux,
and hence atmospheric mole fractions, to be 10 times smaller because the transfer velocity in
equation 5.2 depends non-linearly on wind speed.
Macquarie Island The observed and modeled DMS mole fractions at Macquarie Island
are displayed as a function of day of year in the lower panel of Figure 5-14. The observed
DMS mole fractions were measured and partially analyzed by Brechtel et al. (1998). Notice
that the Macquarie Island observations have a lower frequency and a longer duration relative
to those at Cape Grim. Also note that there are two model-based time-series in the figure,
one corresponding to a reference run using the C1 mechanism and another where the mole
fractions from the reference run have been reduced by a factor of three. Regarding the small
estimated model errors, the horizontal mole fraction gradients for DMS are much smaller at
Macquarie Island because of its remote location and relatively steady westerly winds. These
smaller estimated model errors (if correct) are useful because they expose a systematic difference
between the modeled and observed mole fractions. Although the reference case agrees with the
observations during the first two weeks in the time-series, it is larger by a statistically significant
factor-of-3 amount thereafter. This is clearly shown by the modeled time-series with the above
factor-of-3 decrease, which is in excellent agreement with the observations for the majority of
the time period.
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The Discoverer was in close proximity to Macquarie Island on day 322 (see Figure 5-11), so
the measurements from that period may shed some light on this apparent positive model bias.
From Figures 5-12 and 5-13, the modeled and measurement-based DMS fluxes and atmospheric
mole fractions match very well during day 322 aboard the Discoverer, and thus the same positive
model bias is not present then and there. Between days 321.62 to 322.46 the Discoverer was
within half a degree latitude and longitude of Macquarie Island, and over this period the
modeled mole fractions at the two platforms were comparable with both ranging between 50-
80 ppt. The observed mole fractions, however, drastically differ from each other. Aboard the
Discoverer the measurements varied between 40-100 ppt, while at Macquarie Island they were 2
to 3 times lower (20-30 ppt). Thus, there seems to be an important feature at Macquarie Island
other than its longitude and latitude that is not represented in the model. Regarding altitude,
both platforms measured DMS at roughly the same height, so that is not a factor. Moreover,
the wind directions were generally similar at the two platforms (Whittlestone et al., 1998), so
they sampled comparable air masses. Unfortunately, the discussions of the atmospheric DMS
measurements at Macquarie Island (Brechtel et al., 1998) and on the Discoverer (De Bruyn
et al., 1998) do not comment on this discrepancy, and so a straightforward answer remains
elusive.
ACE-1 - C-130 The NCAR C-130 aircraft participated in 33 missions during ACE-1. Of
these, flight numbers F11-F28 occurred within the focal region in Figure 5-11 and took place
between November 17 and December 11 (days 321-345). Considering the four ACE-1 measure-
ment platforms, the observations from the C-130 aircraft provide the most useful diagnosis of
the DMS mechanisms for three major reasons. First, the gas-phase concentrations of DMS,
S02, MSA, and H2SO 4 were simultaneously monitored. Second, the C-130 instruments had
higher sampling frequencies, resulting in larger datasets. Third, the C-130 covered a larger
spatial domain and encountered a larger variety of conditions.
In spite of these clear advantages, there are inherent difficulties in comparing the relatively
coarse model output with the highly-transient nature of the aircraft-based measurements. For
this reason, the high-frequency observations are not compared directly with the model results
as was done for the other ACE-1 platforms. Rather, the model output and aircraft observations
are compared for the following three important sets of space and time averages: (1) boundary
layer values averaged over individual flights; (2) vertical profiles averaged over all of the flights in
the intensive ACE-1 region; (3) composite diurnal profiles of important time-varying species.
Note that averaging over the aircraft flights adds a degree of variability in the aircraft-based
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comparisons. This variability is defined by otraj, which is the standard deviation of the model-
interpolated values or observations along the aircraft trajectory. This variability is directly
shown for the observations as -traj, and for the model output it is added in quadrature to
equation 5.18 using (A 2 + 2aj)1/ 2 . Also note that all four DMS mechanism cases are shown
in the following comparisons.
Boundary Layer The observed and modeled boundary layer average mole fractions of
DMS and SO2 for the individual ACE-1 flights are shown in Figure 5-15. Note that the model
averages have larger uncertainties than the observations primarily because of the estimated
spatial mis-match error of the model. In light of these large uncertainties, the modeled DMS
mole fractions in the boundary layer agree with the observations for all of the flights except
F13 and F25, which disagree by about a factor of two. Note also that the comprehensive
and parameterized DMS mechanisms are nearly identical, but the parameterized schemes have
slightly smaller DMS mole fractions. Overall, the generally good agreement for DMS suggests
that the surface fluxes and boundary layer OH concentrations are consistent over a wide portion
of the intensive ACE-1 region.
As for the model overestimates of DMS during F13, the measurements from the Discoverer
on day 327 can be compared with F13 because both platforms were in the same vicinity at the
same time. From Figure 5-13, the modeled DMS mole fractions near day 327 on the Discoverer
were too large by roughly the same amount relative to the observations as computed during F13,
so the two model results are wrong but consistent. The previous discussion for the Discoverer
observations implicated low model-based OH concentrations or boundary layer ventilation as
the most likely sources for this overestimation. Note that OH concentrations were measured
aboard the C-130 (see Figure 5-18), and during F13 the average near-surface OH concentration
(o- > 0.95 and z < 500 m) is 3.7 x 105 molecules cm- 3 (Mauldin III et al., 1998). The
corresponding model-prescribed value is roughly 6.6 x 105 molecules cm- 3, which exonerates
OH as the cause of the excessive model-calculated DMS mole fractions. Dynamically, F13 was
characterized by heavy clouds and a large mixed-layer depth that ranged between 1280 and
4300 meters as recorded in the ACE-1 flight records. The boundary layer height in MATCH,
on the other hand, never exceeds 1000 meters in the same region and during the same time as
this flight, which is indicative of inefficient boundary ventilation.
Turning to F25, the model again predicts larger DMS mole fractions relative to the observa-
tions. This time, however, the OH concentrations prescribed in the model appear to be too low.
The F25 average over the measured near-surface OH concentrations is about 6 x 10 4 molecules
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cm 3 , and the corresponding model-based average is 100 times lower. These low values are
due to the late starting time of the flight, which took off at approximately 18:00 local time.
This sharp difference suggests that the model imposed OH cycle may change too rapidly near
sunrise and sunset.
Unlike the excellent agreement for DMS displayed in Figure 5-15, the modeled boundary
layer mole fractions for SO2 do not agree with the observations on 7 out of the 17 flights that
measured SO2. Although most of these disagreements are within a factor of 2, the F23 ob-
servations exceed the model predictions ten-fold. Recall that the largest SO 2 mole fractions
measured aboard the Discoverer were associated with continental pollution, which is not in-
cluded in the model. Regrettably, radon was not measured aboard the C-130, so continental
influences on the aircraft measurements of SO2 are not readily identified. Back trajectories from
the midst of the aircraft circles, however, suggest that of the flights recording larger SO2 con-
centrations, perhaps only F25 encountered air of recent Australian origin. 9 For the remaining
flights, the disagreements likely stem from many factors given the multiple sinks for SO 2 such
as chemical oxidation, sea-salt scavenging, and dry deposition and the possibility that we have
overestimated them. These poorly quantified multiple sinks make it difficult to pinpoint the
exact sources of the discrepancies. As for F23, the aircraft was fairly close to the Discoverer at
this time (day 341), and from Figure 5-13 the model similarly produced lower mole fractions of
SO2 than observed. Finally, it is worth pointing out that the comprehensive DMS mechanisms
systematically predict lower levels of SO 2 than the parameterized cases. This feature was noted
previously in Section 5.3.2, where it was ascribed to slightly different temperature-dependencies
for the yield of SO 2.
The observed and modeled boundary layer average mole fractions of gas-phase H2SO 4 and
MSA for the individual ACE-1 flights are shown in Figure 5-16. Considering the four mechanism
cases collectively with their estimated uncertainties, the model apparently performs well overall
because MSA and H2SO 4 both agree with the observations on all but one of the aircraft flights.
The only disagreements occur on F28 for MSA and F23 for H2SO 4. Considering the model
cases separately, on the other hand, we must paint a different picture because of the large
differences among the predictions with the various mechanisms. The H2SO 4 observations, for
instance, agree with the C1 and C2 mechanisms on 7 of the flights and Pi and P 2 on 10 of the
flights. This seems to imply that the parameterized mechanisms are a better fit to the H2SO4
"Back trajectories were analyzed for all of the ACE-1 measurement platforms and are available in the standard,
distributed ACE-1 dataset. Examples of back trajectories at Cape Grim and Macquarie Island are found in
Brechtel et al. (1998) and Whittlestone et al. (1998).
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observations. This view is distorted though, because the modeled H2SO 4 mole fractions from
P 1 and P 2 are highly variable, while those from C1 and C2 appear to have a regular, positive
offset. Thus, the comprehensive mechanisms are a better match to the boundary layer H2SO4
mole fractions if considering only their mean values. And, the variabilities of H2SO4 using
C1 and C2 are more similar to the observed variabilities than using P1 and P 2. Additionally,
Figure 5-16 suggests that boundary layer observations of H2SO4 can potentially distinguish
between the model cases if they are well-constrained given the large separation between the
comprehensive and parameterized mechanisms.
The distinction between the comprehensive and parameterized mechanisms is not as clear
for the boundary layer MSA mole fractions because there is no regular trend among the four
model cases. The MSA mole fractions from P1 and C2 are typically the largest and smallest,
respectively, but this is not always true. All said, this means that the boundary layer obser-
vations of MSA are not very useful for distinguishing between the four mechanisms. As far as
which model cases are providing a better simulation, the MSA observations agree with C1 and
P 1 on 5 of the flights and with C2 and P 2 on 11 of the flights. This suggests that the latter
two mechanisms are better overall. But, as with H2SO 4 , the MSA mole fractions using the
parameterized mechanisms are highly variable. Thus, the mean values of C1 and C2 provide a
better match to the mean values of the observations. Also, the variabilities of MSA using C1
and C2 are more similar to the observed variabilities than using P1 and P 2.
Vertical Profiles The observed and modeled vertical profiles of DMS, SO2, MSA, and
H2SO 4 are shown in Figure 5-17. The vertical profiles are displayed as averages over all of
the ACE-1 flights and within the lowest fourteen layers in MATCH, which spans the surface
to about 7 km. Regarding DMS, the modeled mole fractions for the four mechanisms agree
extremely well with the observations below 1.5 km. Above this level, however, the model-based
DMS declines much more rapidly with altitude than the observations. The mid-tropospheric
budget of DMS in the remote marine atmosphere is dominated mainly by vertical transport and
oxidation with OH. The low modeled DMS mole fractions, therefore, are due to excessive OH
concentrations, to inefficient transport from the lower troposphere, or to both. These two terms
can be assessed because OH concentrations were measured aboard the C-130 during ACE-1.
Vertical profiles of the measured and modeled OH concentrations are shown on the right side
of Figure 5-18. This figure clearly shows that the model-based OH levels during ACE-1 are
well within the observed variations and follow the observed vertical profile closely. This means
that the large vertical gradients in the modeled DMS appear to be due to inefficient mixing
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out of the lower troposphere. A similar 'surface-trapping' effect in the same transport version
of MATCH has recently been encountered and is currently being diagnosed (Chen, 2003). Also
note that MATCH has been used primarily for simulating continentally-emitted gases, so the
vertical profiles above ocean-emitting grid cells have not been diagnosed before.
For SO2, the four model-based mole fraction profiles are similar to each other and match the
observations at all altitudes. The profiles for SO2 do not have large vertical gradients compared
to DMS because S02 is produced photochemically throughout the troposphere and has a longer
lifetime for chemical loss. The SO2 mole fractions from P 1 and P2 are slightly larger than those
from C1 and C2, but these differences are small and cannot be used to distinguish between the
parameterized and comprehensive mechanisms. It is also interesting to note that the model-
based SO2 agrees with the observations even above the boundary layer where the modeled DMS
was grossly underestimated. This probably occurs because SO2 has a longer lifetime than DMS
and is less sensitive to vertical mixing for the same reason that causes the shallow vertical SO 2
gradient. Hence, SO2 is less prone to the boundary layer ventilation rate errors that plague
DMS.
Turning to MSA, the model-based vertical profiles in Figure 5-17 display significant differ-
ences from one another. Within the boundary layer, the P1-generated MSA is 10 times larger
than from the other three mechanisms, while above the boundary layer the MSA from P 2 is
much lower than the other cases. The MSA from the parameterized mechanisms consequently
have steeper vertical gradients than from the comprehensive schemes. Compared to the mea-
surements, the MSA mole fractions from C1, C2 , and P 2 track the observations within their
uncertainties, and overall the comprehensive schemes perform best. Given that the bulk of the
MSA measurements are in the lower troposphere, the C2 mechanism -which produces MSA
through a reaction between MSIA and 03- is closest to the observed profile. Also recall that
the C2 and P2 mechanisms involve DMSO as an MSA precursor, while C1 and P1 do not. The
vertical MSA profiles in the figure, however, can not differentiate between these mechanisms.
Lastly, for reasons presumably similar to SO2, the model-based MSA mole fractions do not
have the large deficiencies in the mid-troposphere as noted for DMS.
Like MSA, the four model-generated H2SO 4 mole fraction vertical profiles in Figure 5-
17 exhibit large differences. Unlike MSA, these differences occur systematically between the
comprehensive and parameterized mechanisms; specifically the H2SO 4 profiles using C1 and C2
are larger than those using P1 and P 2 from the lower to middle troposphere. The photochemical
cause of this positive bias in C1 and C2 is related to the S0 2-independent production path, as
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previously described in Section 5.2.3. This systematic bias implies that if the non-photochemical
sources and sinks of H2SO 4 are well constrained, then lower tropospheric observations of H2SO4
may help discern between the comprehensive and parameterized mechanisms. When compared
to the observations in the boundary layer, the Pi and P2 profiles are too low and C1 and
C2 are too large. Above the boundary layer, on the other hand, all four mechanisms converge.
Overall, the P 1 and P 2 profiles have larger vertical gradients than both the observations and the
comprehensive schemes, so in this sense C1 and C2 provide a better match to the observations.
H2SO 4 and OH Diurnal Cycles and the OH Vertical Profile Of the sulfur-bearing
species measured during ACE-1, H2SO 4 has, by far, the largest diurnal cycle because its pro-
duction is intimately linked with OH. MSA also has a diurnal cycle, though it is not as large
(for example, see Figure 4-13 in Chapter 4). Furthermore, OH modulates the cycles of all of the
DMS-related species to a certain degree because of the initial oxidation steps in the DMS mech-
anism. Thus, our final analysis of the ACE-1 measurements involves a comparison between the
observed and modeled diurnal profiles of H2SO 4 and OH. These diurnal profiles are displayed
on the left side in Figure 5-18 and represent composite averages over all of the ACE-1 flights.
The figure also shows the vertical profiles of the observed and model-based OH concentrations
averaged over the ACE-1 flights. Regarding OH, the imposed cycle in the model (using equa-
tion 5.10) matches the observations fairly well, but it has a less pronounced noontime peak.
Notice that without the scaling factor of 1.5 the modeled OH profile would not match the OH
observations very well. Also, the OH variations are larger for the observations than the model
presumably because the latter is derived from monthly-means.
For H2SO 4, the four modeled cases all agree reasonably well with the observed cycle, but the
difference between the model-based mole fractions using the comprehensive and parameterized
mechanisms is obvious. Similar to the ACE-1 boundary layer assessments, the H2SO 4 mole
fractions from C1 and C2 are larger than those from P1 and P 2. Furthermore, the nighttime
H2SO 4 mole fractions using the parameterized mechanisms are extremely variable, as exhibited
by the very large estimated model errors during those times. Neither the observations nor the
comprehensive schemes display the same extreme variability. This implies that, putting aside
their slight positive bias at night, C1 and C2 give a better fit to the observations. These trends
also indicate that additional observations of H2SO 4 and its variability at night may help to
differentiate between the comprehensive and parameterized mechanisms.
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Comparisons with PEM-Tropics A
The PEM-TA measurement campaign was conducted across the tropical Pacific troposphere
between August and September in 1996. A detailed overview and the logistics of the PEM-TA
campaign are provided by Hoell et al. (1999). In addition to characterizing the gases that
contribute to the oxidizing capacity of the tropical Pacific atmosphere, the PEM-TA campaign
also sought to improve upon the knowledge of the links between sulfur gases and aerosols in this
region. To achieve these rather broad goals the strategy of PEM-TA was aimed at sampling
a large portion of the Pacific basin through aircraft deployments that stretched laterally from
western North and South America to New Zealand and Fiji. This stands in contrast to the
multi-platform, regionally-focused nature of ACE-1. Because our model study is designed for
the conditions of the remote marine atmosphere, only those PEM-TA observations within the
central Pacific have been selected for the following model-observation comparisons. This central
region is highlighted in Figures 5-10 and 5-19. Flight numbers F5 to F13 of the NASA P-3B
aircraft occurred within this targeted region, and as with the ACE-1 aircraft flights, the P-
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3B featured gas-phase measurements of DMS, SO2, H2SO 4, and MSA. Descriptions of these
measurements have been reported by Thornton et al. (1999), Davis et al. (1999), and Mauldin III
et al. (1999b). Also note, the following model-observation comparisons utilize 5-second merged
datasets whereby all of the P-3B measurements were placed on a common scale with a time
resolution of 5 seconds.
Boundary Layer The observed and modeled boundary layer mole fractions of DMS, S02,
MSA, and H2SO4 aboard the P-3B during PEM-TA are displayed in Figure 5-20. Of the nine
P-3B flights contained in the focal region, only 5 flights measured these species in the boundary
layer. First, notice that the variabilities of the model and observations are not noticeably larger
than those for ACE-1, even though the P-3B transects are longer than the C-130 flights during
ACE-1. This suggests that the boundary layer conditions are as uniform across the PEM-TA
focal region as across the smaller ACE-1 region.
Next, referring to the DMS mole fractions, the four model cases are nearly identical to one
another and match the observations very well. The excellent model-observation agreement,
however, does not confirm the accuracy of the modeled DMS surface fluxes and prescribed
OH concentrations in the central Pacific, because both may be too large or too small and yet
yield good agreement with observations. Although direct measurement-based assessments of
the DMS fluxes during PEM-TA are not available as they were in the case during ACE-1, two
model-based estimates were made for some of the P-3B flights. Using the mixed-layer gradient
method, Lenschow et al. (1999) obtained a DMS flux of 6.1 t 1.9 x 109 molecules cm- 2 S-1
over flight F7. Additionally, Davis et al. (1999) used a mass-balance approach to estimate the
DMS fluxes for flights F6, F7, and F10 as 3.0 ± 1.8, 2.3 ± 1.4, and 2.1 t 1.2 billion molecules
cm- 2 s-1, respectively. Using MATCH, the daily-average DMS fluxes spatially averaged over
the boundary layer portions of flights F6, F7, and F10 yield 4.7, 4.6, and 1.3 billion molecules
cm- 2 s-1, respectively, which are very similar to the other estimates. Further, the near-surface
averages (o- > 0.95 and z < 500 m) of the measured OH concentrations during F6, F7, F8, and
F12 are, respectively, 1.3, 3.1, 1.9, and 3.7 million molecules cm- 3 (Mauldin III et al., 1999a).
These observed values are within a factor of two of the corresponding model-prescribed OH
concentrations of 1.2, 1.6, 2.0, and 2.1 million molecules cm-3. Thus, the modeled DMS mole
fractions in Figure 5-20 appear to be reasonable.
Turning to the boundary layer SO2 mole fractions in Figure 5-20, the four model cases are
again similar to each other but are now three to five times lower than the observations over
all of the flights. If the modeled DMS fluxes and OH concentrations are indeed reasonable as
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proposed above, then the negative model bias for SO2 is a result of unmodeled SO2 sinks that are
too large (for example, sea-salt scavenging and dry deposition) or a missing non-DMS source
(for example, anthropogenic and volcanic SO2) or both. It is not possible to quantitatively
assess the contributions of these two factors to the relatively low SO2 because observational
characterizations of the heterogeneous loss of SO2 were not made, and the model does not
include non-DMS sources of SO2. Thornton et al. (1999) asserted that SO2 in the boundary
layer of the central tropical Pacific is mainly created through DMS oxidation, which would then
implicate excessive heterogeneous sinks of SO2 in the model. Furthermore, Davis et al. (1999)
applied a loss frequency of 1.1 x 10-5 s-1 in their model for the heterogeneous removal of SO2
in the boundary layer for flight F7 near Christmas Island. The corresponding value calculated
in MATCH is roughly 7 x 10-5 s- 1, which is the sum of a dry deposition component (1 x 10-5
s- 1) and a sea-salt scavenging (6 x 10-5 s-1) component. To first-order, therefore, the large
underestimations of the modeled boundary layer SO2 mole fractions during PEM-TA could be
due to excessive scavenging of SO2 by sea-salt in our model. Note that heterogeneous loss of
SO2 cannot be the only factor because the much larger measured mole fractions of SO 2 than
DMS during F12 points to a crucial role for atmospheric transport in that particular flight.
Finally, the model-observation comparisons of the boundary layer mole fractions of MSA
and H2SO 4 shown in Figure 5-20 are similar to the corresponding comparisons for ACE-1. That
is, there are large differences among the various mechanisms, and the measurements for the in-
dividual flights often agree with the group average of the four model cases but not with any
given case. For example, the observed mole fractions of H2SO 4 on F6 are closest to the param-
eterized mechanisms, while on F12 they are closest to the comprehensive cases. Considering all
of the flights, neither the parameterized nor comprehensive mechanisms provide a better fit to
the H2SO 4 observations. Consequently, these H2SO 4 observations cannot distinguish between
the four mechanisms. As for MSA, the measured mole fractions over all of the flights provide
a slightly better fit to the comprehensive mechanisms, but again, these MSA observations do
not uniquely identify a consistently better mechanism.
Vertical Profiles The observed and modeled vertical profiles of the mole fractions of DMS,
SO2 , MSA, and H2 SO 4 averaged over the PEM-TA P-3B flights are shown in Figure 5-21. As in
ACE-1, the modeled and measured DMS profiles track each other closely in the boundary layer
but diverge in the middle troposphere presumably due to the strong model gradients there.
Again, the mixing out of the boundary layer in the model appears to be too weak, which seems
to be a consistent feature over oceanic grid cells in MATCH. The observed and model-based
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Figure 5-21: Observed and modeled vertical profiles of the mole fractions (ppt) of DMS, SO2, MSA, and H2SO 4 averaged over
all PEM-TA P-3B flights. Refer to Figure 5-17 for additional details.
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DMS profiles agree better in the upper troposphere. This improved agreement is presumably
a result of the fact that OH concentrations maximize in the equatorial mid-troposphere and
DMS emissions maximize in the extra-tropics.
Regarding SO2, the four modeled profiles clearly show the same negative bias relative to
observations that was described for the P-3B boundary layer averages. These model underesti-
mations are nearly a constant factor of 5 to 6 from the surface to an altitude of about 7 km. The
previous section ascribed the boundary layer underestimations to excessive sea-salt scavenging,
which may shift the modeled vertical profiles to lower values if excessive numbers of sea-salt
aerosols persist across the PEM-TA domain. However, Thornton et al. (1999) also note that the
long-distance transport of anthropogenic and volcanic SO2 is very important at higher altitudes
in the central tropical Pacific. Thus, the vertical model underpredictions for SO 2 could be due
to a combination of heterogeneous sinks that are too large in the lower troposphere and the
lack of non-DMS derived SO2 in the marine middle to upper troposphere resulting from rapid
long-distance transport. This issue can be sorted out using additional runs of MATCH with
altered sea-salt aerosols and volcanic and anthropogenic sources of SO 2.
Lastly, other than in the lowest layers for MSA, the collection of modeled vertical profiles
for mole fractions of MSA and H2SO 4 agree with the observations throughout the vertical
column, but there are sharp differences among the individual mechanisms. For H2SO 4, these
differences are most dramatic between the comprehensive and parameterized mechanisms in
the lower troposphere, where they are split by about a factor of 3. For MSA, the profiles using
the parameterized mechanisms have steeper vertical gradients than the comprehensive cases
because the P1- and P2-generated MSA mole fractions are largest and smallest in the lower and
upper troposphere, respectively. In spite of these mechanistic differences, the large variabilities
of the observations implies that the four mechanisms are practically indistinguishable.
H 2SO 4 and OH Diurnal Cycles and the OH Vertical Profile The measured and model-
based diurnal cycles of H2SO 4 mole fractions and OH concentrations are shown on the left side
of Figure 5-22. On the right side are shown the measured and model-prescribed OH vertical
concentration profiles. First, the imposed sinusoidal cycle for the model-prescribed monthly-
mean OH fields captures reasonably the time and altitude variations of the OH observations.
These comparisons show that the scaling factor of 1.5 again helps bring the model-based OH
concentrations into better agreement with the OH observations. The reasonable agreement
between the model and observations for the vertical OH profiles supports the earlier conclusion
that the large model-based DMS underpredictions in the middle troposphere displayed in Figure
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Figure 5-22: Observed and modeled diurnal cycles of H2SO 4 mole fractions (ppt) and OH concentrations (molecules cm- 3) and
the vertical profile of OH concentrations during during PEM-TA. Refer to Figure 5-18 for further details.
5-21 are due to inefficient mixing out of the lower model layers. Finally, the fact that the model-
prescribed OH concentrations are consistent with observations in the Southern Ocean and the
equatorial tropical Pacific provides additional confidence in, but not validation of, the offline
OH fields on a global scale.
Regarding the H2SO 4 diurnal cycle, the four model cases agree with each other and with
the observations near mid-day. In the early morning and late afternoon, however, the parame-
terized mechanisms deviate very significantly from the comprehensive cases. A similar behavior
among the four mechanisms was noted in our discussion of ACE-1, where the nighttime H2SO4
mole fractions from P1 and P 2 were extremely variable. Together, the similarities between the
ACE-1 and PEM-TA diurnal cycles for H2SO 4 bolster the proposal from this study that night-
time observations of sulfuric acid are useful for distinguishing between the comprehensive and
parameterized mechanisms and that the C1 and C2 cases tend to better match the available
observations because they do not exhibit the same exaggerated variability.
Model and Observations RMSRs
Though detailed, the previous model-observation comparisons do not give a clear, quantitative
sense of which mechanisms provide the best fits overall. For this, the four mechanisms are
quantitatively compared to the individual platforms during ACE-1 and PEM-TA using the
following root-mean-square residuals (RMSR)
1n 2
log(RMSR) = log ' (5.19)
i=1i
where n is the number of observations, and x0 and xm are the observed and interpolated-
mean model mole fractions, respectively. The anti-logarithm of equation 5.19 indicates by what
factor the model and observations agree. Recall that in the previous comparisons the observed
meteorological data were used to define the model interpolation points. To make direct point-
by-point comparisons with the observations here, however, the model is interpolated to the
space-time points of the actual measured mole fractions. Note that mis-match model errors are
not included in this formulation and that only the lower tropospheric (z < 1.5 km) observations
are used for the C-130 and P-3B aircraft comparisons. Equation 5.19 is evaluated for each of
the platforms during ACE-1 and PEM-TA and the results are displayed in Table 5.5.
For DMS the RMSR factors range between 1.8 to 4.0, with the lowest values, and hence best
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Table 5.5: RMSR Factors
Lower Troposphere
Between MATCH and the ACE-1 and PEM-TA Observations in the
Species Mechanism
Discoverer Ca
DMS C1  1.8
C2  1.8
P1  1.8
P 2  1.8
S02 C1  3.6
C2  3.6
Pi 3.5
P2  3.5
MSA C1  -
C 2  -
P1  -
P 2  -
H2SO4  C1
C2  -
P1
P 2  -
Lower tropospheric measurements defined by o-
ACE-1/C-130 and PEM-TA/P-3B aircraft.
A
pe Grim
3.0
3.0
3.0
3.0
> 0.846
CE-1
Macquarie Is.
2.7
2.7
2.4
2.4
('~~1. 5 kin) are used
C-130
3.0
3.0
2.9
2.9
3.0
3.0
2.9
2.9
8.9
5.8
30.
17.
10.
10.
18.
19.
to calculate
PEM-TA
P-3B
3.9
3.8
4.0
4.0
4.5
4.5
4.1
4.1
9.3
8.0
26.
13.
6.8
6.9
4.9
4.9
RMSRs for the
agreement, occurring for the isolated surface measurements from the Discoverer and Macquarie
Island. Although there are some slight differences between the parameterized and comprehen-
sive mechanisms, these differences are small and the four mechanisms perform equally well. The
RMSRs are larger for SO2 than DMS, with factors ranging between 2.9 to 4.5. The relatively
worse agreement for SO2 is caused by its multiple ill-constrained sinks (dry deposition, sea-salt
scavenging, and photochemical loss). Also, the MATCH runs only simulate the DMS-based
sources of SO2, yet the observations may include anthropogenic and volcanic sources of SO 2.
Again, the four model cases are very similar for SO2 with no single mechanism significantly
outperforming the others.
The RMSR factors for MSA are the largest overall among the four species, where they
cover a range of 5.8 to 30. These large model-observation differences highlight the difficulty
inherent in modeling short-lived oxidized sulfur-containing species using crude representations
of aerosols and concentrations of oxidants. In contrast to the RMSRs for DMS and SO2 ,
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the MSA factors indicate that the comprehensive mechanisms significantly outperform the
parameterized schemes. The parameterized schemes have factors greater than 10 for ACE-1
and PEM-TA, while the comprehensive mechanisms agree to within an order of magnitude. Of
the two comprehensive cases, the C2 mechanism does best overall and is within a factor of six
of the ACE-1 measurements. It is also interesting to note that the two schemes that include
MSA production paths involving DMSO as a precursor (C2 and P 2) have lower RMSR factors
than their counterparts (C1 and P1). This is an indication that DMSO is linked to MSA, and
that models of the DMS cycle should resolve the chemical and physical sources and sinks of
DMSO.
Finally, the RMSR factors for H2SO 4 are smaller than those for MSA, where they range
between 4.9 and 19. Unlike MSA, the factors for H2SO 4 do not show a clear distinction among
the four mechanism cases. In comparing to the ACE-1 data, the two comprehensive schemes
provide a better fit to the H2SO4 observations. However, the opposite is true for the PEM-TA
comparison. On this basis therefore, neither set of mechanisms is consistently better. Recall
that throughout the lower troposphere the C1 and C2 mechanisms systematically predict higher
levels of H2SO 4 than the P1 and P 2 schemes because the former include an S0 2-independent
sulfuric acid production path not present in the latter. Relative to the four model cases, the
ACE-1 and PEM-TA observations fall in-between the high and low values from the compre-
hensive and parameterized schemes, respectively. Thus, to determine which set of mechanisms
does better will require additional model-observation comparisons using better constraints for
the model-based aerosol scavenging.
5.4 Summary and Conclusions
A global 3-D chemical transport model of the atmospheric DMS cycle has been assembled using,
for the first time, a realistic representation of the complex gas-phase oxidation of DMS. While
previous global sulfur models oxidized DMS to S02 and sulfate using just 4 to 5 reactions, this
model uses a comprehensive DMS mechanism containing roughly 50 DMS-related reactions
that resolve many temperature- and pressure-dependencies. Moreover, this model explicitly
calculates the scavenging rates (albeit approximately) onto background aerosols, which allows
the model to track separately the concentrations of MSA and H2SO 4 in the gas-phase. Other
model features include explicit, wind-forced DMS surface fluxes and wet and dry deposition.
The model was integrated from September 1995 to October 1996 using NCEP reanalysis winds
with a horizontal resolution of 2.80 x 2.80 and 28 vertical o--pressure levels.
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Four model cases are considered, two using parameterized DMS oxidation mechanisms and
two comprehensive schemes taken from Lucas and Prinn (2002). The gas-phase distributions
of DMS, SO 2, MSA, and H2SO 4 are compared between these four cases as a measure of the
sensitivity to the type of mechanism. The four cases predict nearly identical levels of DMS
throughout the atmosphere because the four mechanisms use similar reactions and rate con-
stants to describe the oxidation of DMS through the OH-addition and H-abstraction paths.
A global annual DMS burden of 43 to 46 Tg S yr- 1 is calculated for the four model cases.
Regarding SO2, the four model cases agree primarily to within a factor of 1.5 in the lower
troposphere. But in the upper troposphere, the parameterized mechanisms predict three times
more SO2 than the comprehensive versions. These large mechanistic differences for SO2 are
caused by the fixed branching yields used in the parameterized mechanisms.
Larger mechanistic differences occur between the four model cases for the gas-phase distribu-
tions of MSA and H2SO 4. Relative to the comprehensive mechanisms, the parameterized chem-
istry runs predict roughly 25-times less MSA in the upper troposphere and 10-times less H2SO4
in the lower troposphere. These extreme MSA differences are related to the fact that MSA
production directly and indirectly involves OH in the parameterized and comprehensive mech-
anisms, respectively. The extreme mechanistic differences for H2SO 4 in the lower troposphere
are caused by the presence of an S0 2-independent sulfuric acid pathway in the comprehensive
mechanisms. Though these sensitivity studies do not identify the type of mechanism that best
matches the observations, measurements of SO2 and MSA in the upper troposphere and H2SO4
in the lower troposphere may distinguish between the comprehensive and parameterized cases
under well-constrained conditions. Further, the largest differences among the mechanisms for
SO2, MSA, and H2SO 4 are even larger than the factor of two uncertainty prescribed to uncer-
tain DMS emissions. Thus, the uncertainties associated with gas-phase DMS oxidation are just
as large as the other sources of uncertainty in global models of DMS chemistry.
The four model cases are also compared with gas-phase observations of DMS, SO 2 , MSA, and
H2SO 4 collected during the ACE-1 and PEM-TA campaigns. In the remote marine boundary
layer the four model cases agree with the DMS observations by about a factor of two in terms
of the RMSR. This level of agreement for DMS is reasonable in light of the climatologically-
based DMS emissions and monthly-mean OH concentrations used in the model. Also, when
considering the coarse horizontal resolution of the model, and hence the large mis-match errors,
the majority of the DMS observations statistically agree with the four model cases. For SO 2
the model-observation agreement is somewhat poorer, where according to the RMSR, the four
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model cases agree with the observations to within a factor of 2.9 to 4.5. The model cases
have better agreement with SO2 in the Southern Ocean than in the tropical Pacific, where the
former better represents the clean marine atmosphere. This indicates that anthropogenic SO 2
not present in the model may account for these larger RMSR factors. Also, the four model
cases agree with boundary layer observations of SO2 during ACE-1 to within a factor of 2 to 3
when known continentally-influenced air parcels are identified and ignored.
Regarding gas-phase H2SO 4 and MSA, the group of four mechanism cases agree statistically
with the majority of the observations during ACE-1 and PEM-TA. However, there are large
differences between the mechanism cases such that not a single case agrees with all of the
observations. For H2SO4, the comprehensive and parameterized mechanisms tend to over- and
under-estimate the mole fractions relative to the boundary layer observations, respectively.
The H2SO 4 produced using the simplified chemistry, however, is more variable than both the
comprehensive cases and the observations, especially at high solar zenith angles (i.e., early
morning and late evening). In terms the RMSR factors for H2SO 4, neither the comprehensive
nor parameterized schemes are consistently better, which suggests that better constraints (e.g.,
background aerosol distributions) are required before using these observations to differentiate
between the chemical schemes. As for MSA, the average vertical profiles during ACE-1 and
PEM-TA tend to match the comprehensive cases somewhat better because the vertical MSA
gradients produced using the parameterized chemistry are slightly too large. Moreover, the
RMSR factors for MSA, although quite large, do indicate that the comprehensive chemistry
schemes fit the observations better than the simplified schemes.
Finally, the vertical profiles of the gas-phase measurements of H2SO 4 during ACE-1 and
PEM-TA fall in-between the modeled vertical profiles using the comprehensive and parameter-
ized mechanisms. Thus, the collection of four model runs agree statistically with the H2SO4
observations from the surface to an altitude of 7 to 9 km. This consistency suggests that the
modeled distributions of gas-phase sulfuric acid can be used to provide a first-order picture of
the nucleation rates of new H2SO 4-H2 0 particles in the atmosphere. These nucleation rates are
estimated using a parameterized version of binary nucleation theory, along with NCEP obser-
vations of temperature and humidity and the modeled sulfuric acid distributions. This analysis
finds that the nucleation rates are maximized in the upper tropical troposphere. Further, none
of the sulfuric acid distributions from the four model cases is sufficiently large enough to induce
the nucleation of significant amounts of new particles in the lower atmosphere. Thus, in con-
trast to other studies, DMS oxidation does not appear to contribute to new particle production
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in the remote marine boundary layer.
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Chapter 6
Conclusions
6.1 Summary and Major Findings
DMS oxidation chemistry was analyzed in this thesis across a range of scales in time and space
using three atmospheric models of varying complexity. The major conclusions from each of
these studies are summarized below.
6.1.1 Sensitivities and Uncertainties in the Remote Marine Boundary Layer
The sensitivities and uncertainties of the products of dimethylsulfide (DMS) oxidation to 56
uncertain parameters were calculated using a diurnally-varying box model of the DMS cycle
in the remote marine boundary layer (RMBL). The oxidation of DMS uses a comprehensive
mechanism that includes newly proposed routes for the production of gas-phase methanesulfonic
acid (Lucas and Prinn, 2002). Non-photochemical processes such as heterogeneous removal
and RMBL mixing are parameterized and simulated. The direct integration and probabilistic
collocation methods were used to compute the following quantities:
" diurnal cycles of the first-order local concentration sensitivities at the mean values of the
parameters
" probabilistic concentration sensitivities that account for uncertainties in the parameters
" second- and third-order local concentration sensitivities
" probability density functions (PDFs) of the concentrations of the sulfur-containing species
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" the first three moments of the concentration PDFs (mean, variance, skewness)
" contributions of uncertain parameters to uncertain concentrations
" uncertainties in the concentrations over a wide temperature range
At the mean values of the model parameters, the parametric sensitivity analysis found the
oxidized DMS products to be most sensitive to the DMS+OH abstraction and addition reaction
rate constants and the parameters for heterogeneous removal, DMS emissions, and mixing
into/out of the RMBL. At 1-o- below the mean parameters the probabilistic sensitivities are
radically different such that many gas-phase reaction rate constants have an increased influence
on the DMS-related concentrations. These variations in the sensitivities to changes in the
uncertain parameters are comparable to the diurnal changes in the sensitivities at the parameter
means. Significant second- and third-order sensitivities were also found, which highlight some
important non-linear dependencies and parameter interactions. A final, major conclusion from
this sensitivity analysis is that the concentrations of DMS and S02 are sensitive to very few
parameters, most of which are non-photochemical. The concentrations of MSA and H2SO 4 , on
the other hand, are sensitive to many photochemical and non-photochemical parameters.
On the basis of the uncertainty analysis at 290 K, the uncertainties for the important DMS-
related concentrations range between factors of 1.7 and 5. Although the uncertain DMS emission
rate and heterogeneous removal parameters are large contributors to these uncertainties, many
gas-phase reactions also contribute significantly. Moreover, non-linearities between the reaction
rate constants and parameters for heterogeneous loss, DMS emissions, and RMBL mixing cause
skewed PDFs for many of the species. These non-linearities account for 2 to 25% of the total
uncertainty in the DMS-related concentrations. A final, major conclusion from this uncertainty
analysis is that uncertainties in the concentrations of DMS and SO 2 are caused by very few
uncertain parameters. Many uncertain parameters, however, induce uncertainty in MSA and
H2SO 4. Also, the uncertainty in DMS emissions is the dominant source of uncertainty only in
the concentration of DMS, not the other species.
The concentration uncertainties were also computed over a temperature range of 250 to
310 K and found to vary non-linearly with temperature. Over the full temperature range, the
uncertainties for concentrations of DMS, SO2, and MSIA change very little (constant factors of
about 2); the concentration uncertainties of DMSO, MSEA, MSA, and H2SO 4 vary by factors
of 2 to 4; and the DMSO 2 concentration uncertainty changes from a factor of 2 to 7.
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6.1.2 Mechanistic Studies in an Observationally-Constrained Atmospheric
Column
A one-dimensional model of dimethylsulfide (DMS) oxidation chemistry and simultaneous ob-
servations from Flight 24 of the First Aerosol Characterization Experiment are used to test the
oxidation of DMS by OH and the gas-phase production of SO2, H2SO 4, and methanesulfonic
acid (MSA) in the remote marine atmosphere. The model includes a comprehensive chemical
mechanism (55 sulfur reactions, 28 sulfur species), vertical mixing, scavenging by background
aerosols, and surface losses and emissions. Model parameter uncertainties have been estimated
and are used to compute probability distribution functions of observable model outputs using
a Monte Carlo method. Seven mechanistic scenarios are considered, which include a baseline
case incorporating our best current knowledge, and six cases that test novel MSA produc-
tion reactions involving a newly proposed MSA isomer (CH 3S(OH)OO) and the oxidation of
methanesulfenic (MSEA) and methanesulfinic (MSIA) acids.
The results show that for each of the seven scenarios, the modeled DMS and SO 2 concentra-
tions agree statistically with the Flight 24 observations. For MSA, however, the observations
are a factor of 104 to 105 larger than the baseline mean model predictions and lie three to four
orders of magnitude outside of the 1-o- model uncertainty range. Statistical agreement between
the boundary layer MSA observations and the model is achieved only for the mechanism scenar-
ios that invoke new MSA production pathways, with the best agreement occurring when MSA
is produced from the oxidation of MSIA or through a path involving the DMS-OH addition
adduct and MSA isomer. Above the boundary layer the best agreement for MSA occurs when
MSA production involves precursors such as DMSO and MSIA that are efficiently removed in
the boundary layer. This finding strongly suggests that DMSO and MSIA are involved in MSA
production.
For H2SO 4 , this study finds that even though the majority of the observations lie within
the 1-o model uncertainty range, the baseline scenario systematically underproduces H2SO 4 in
the boundary layer. These systematic differences are removed when the production of SO3 is
enhanced through a pathway that is independent of SO2. This provides evidence for an efficient
H2SO 4 production pathway that does not involve SO2 as a precursor.
Sensitivity studies are also presented, the results of which suggest observables that are most
effective at distinguishing between our seven DMS mechanistic scenarios. These studies indicate
that boundary layer observations of H2SO 4 and MSA, and measurements of the vertical profiles
of MSIA and MSA may help to discern between the various mechanisms.
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6.1.3 Three-Dimensional Global Studies of the DMS Cycle
The atmospheric oxidation cycle of dimethylsulfide (DMS) is simulated using the global three-
dimensional Model of Atmospheric Transport and Chemistry (MATCH). Four model cases are
run in MATCH corresponding to four mechanisms (2 comprehensive, 2 parameterized) that
describe the oxidation of DMS and production of gas-phase sulfur dioxide (SO2), sulfuric acid
(H2SO 4), and methanesulfonic acid (CH 3SO3H, MSA). The comprehensive mechanisms oxidize
DMS to a multitude of gas-phase end-products using approximately 50 DMS-related reactions
that include many known temperature- and pressure-dependencies (Lucas and Prinn, 2002).
The two parameterized mechanisms are taken from recent global sulfur models and use 4 to 5
reactions to describe the DMS oxidation sequence.
Other model features include wind-forced DMS surface emissions, wet and dry deposition,
and the scavenging of sulfur gases by background aerosols. The four DMS mechanisms are
integrated from September 1995 to October 1996 using reanalysis fields from the National
Center for Environmental Prediction. The four model cases are compared with each other to
quantify the sensitivities of important DMS-related species to the type of mechanism. The
four model cases are also compared with gas-phase measurements of DMS, SO2, MSA, and
H2SO 4 collected during the First Aerosol Characterization Experiment (ACE-1) and Pacific
Exploratory Mission-Tropics A (PEM-TA) campaigns.
In comparing the four model cases with each other, DMS is found to be insensitive between
the comprehensive and parameterized mechanisms. In terms of annual-zonal profiles the four
mechanisms yield DMS levels within 20% of each other. SO2 is moderately sensitive to the type
of mechanism, whereby SO 2 mole fractions from the parameterized schemes are 2 to 3 times
larger in the surface polar regions and upper troposphere. These differences arise from the
lack of important temperature-dependent S0 2-precursor reactions in the parameterized cases.
MSA and H2SO 4 are extremely sensitive to the different mechanisms, with the parameterized
and comprehensive schemes diverging by more than an order of magnitude at the high-latitude
surface and in the upper troposphere. These comparisons clearly show that the uncertain-
ties associated with the DMS mechanism can be more important than the typical factor of 2
uncertainty ascribed to the ill-constrained emissions of DMS.
Relative to the campaign measurements, the root-mean-square residuals (RMSR) between
the model cases and observations are factors of 1.8 to 4.0 for DMS during ACE-1 and PEM-TA,
with the best agreement occurring at remote surface locations. For SO2 the RMSR factors range
between 2.9 to 4.5 and show no significant differences between the four mechanisms. For MSA
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and H2SO 4 the RMSR factors fall between 4.9 and 30, with significant mechanistic differences
occurring only for MSA. For MSA, the comprehensive schemes have lower RMSR factors, and
hence provide a better fit to the gas-phase observations of MSA.
The generally good agreement between the measured and group of 4 modeled vertical mole
fraction profiles of gas-phase H2SO4 allows the sulfuric acid distributions to be used to quantify
the rates of nucleation of new H2SO 4-H20 particles in the atmosphere. This analysis shows that
the production of sulfuric acid particles occurs primarily in the upper tropical troposphere where
the temperature is most conducive to nucleation. Moreover, none of the H2SO 4 distributions
produced from the four mechanism cases leads to appreciable particle production in the lower
atmosphere. Thus, DMS oxidation does not appear to be a source of new particles in the remote
marine boundary layer.
6.2 Future Directions
Although many aspects of the seven active questions stated in Section 1.2.1 in Chapter 1 have
been directly answered in this thesis, the process of answering these questions has opened
up many new and exciting questions related to the atmospheric DMS cycle. Additionally,
the model-based approach used throughout this thesis is based on certain underlying model
assumptions that may not always be valid. Thus, this section points out some of these new
questions and the further model refinements that will lead to a better understanding of the
atmospheric DMS cycle.
The diurnally-varying box model of DMS chemistry in the RMBL described in Chapter 3
is an ideal tool for exploring the large multi-dimensional parameter space of the DMS cycle.
Yet, many simplifications were made in this study. For instance, other than temperature and
the concentrations of important oxidants, the background conditions were fixed throughout the
simulations. Also, clear-sky conditions were assumed. A future direction, then, is to apply
this model to other sets of conditions to determine the changes to the key sensitivities and
uncertainties. One important set of conditions is for a cloudy marine boundary layer, which
would strongly influence many of the soluble sulfur-containing species. Another possibility is
to use greater NOx concentrations typical in coastal surface regions. Also, certain model fea-
tures could be made more realistic, such as including time-variations in the boundary layer
height and mixing coefficient. Another improvement would be to separate the generic hetero-
geneous removal parameter into dry deposition and aerosol scavenging components so that the
sensitivities to these unique processes can be ascertained.
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The one-dimensional DMS chemistry and mixing model is simple enough so that it is easily
constrained, yet complex enough to provide model output that can be compared with actual
atmospheric data. This study answered many important questions related to MSA, but it
also led to new questions about the DMS mechanism. One very important question left open
involves the production of gas-phase sulfuric acid through a path that does not involve SO 2.
This question was first posed and qualitatively assessed by Bandy et al. (1992). Although this
1-D study provides some quantitative evidence for the existence of an efficient SO 2-independent
sulfuric acid production branch, the model errors are unfortunately too large to answer this
question conclusively. By reducing the model uncertainties in the production of H2SO 4 using
the information from Chapter 3, the S0 2-independent path can then be definitively ruled for or
against. Also, the 1-D study showed that the baseline mechanism is statistically insufficient for
producing MSA. This led to the exciting exploration of new MSA production paths. However,
using these new paths, the 1-D model was still unable to reproduce an important MSA feature
that may be related to MSIA and/or other MSA-precursors. Therefore, returning to the 1-D
model and attempting to reproduce this MSA-feature may shed more light on the nature of
MSA production.
The three-dimensional global DMS study is the first to utilize a comprehensive DMS mecha-
nism. This 3-D study answers many important questions related to the large-scale distributions
of oxidized DMS products and the uncertainties inherent in using parameterized DMS chemistry
in global models. However, the comparison of the 3-D model results with gas-phase observations
from the ACE-1 and PEM-TA campaigns exposed many model features that require further im-
provement. Four important improvements are described here. First, the model-based aerosols
used to compute aerosol scavenging rates are currently represented by the crude GADS climato-
logical fields, which are available biannually and only at the surface. Because aerosol scavenging
is a dominant sink throughout the atmosphere for many of the oxidized sulfur-bearing com-
pounds, the GADS aerosols should be replaced. A promising candidate is a new set of aerosol
fields assimilated using MATCH, which would provide a consistent and observationally-based
aerosol sink for the oxidized DMS products. Second, diurnal chemistry has a large impact on
the cycles of the DMS species, yet monthly-mean concentrations of HO2, 03, and NO2 are used
to drive the DMS chemistry. Higher time-resolution oxidants can now be obtained from the
same source (MATCH-MPIC) that provided the monthly-mean concentrations. Third, the 3-D
model systematically underestimates SO2 in the central tropical Pacific relative to observations.
This underprediction can be better assessed by including anthropogenic and volcanic sources of
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SO2 . Fourth, many of the model-observations comparisons are limited by the large estimated
spatial mis-match errors in the model. These mis-match errors can be reduced by using a higher
spatial-resolution, which, in turn, may also allow for better differentiation between the various
mechanism cases compared to the observations.
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