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1. Introduction 
The problem of identification and possible failures of identification has been the focus of 
much econometric research in the last few years. The fact that some of the parameters of a 
model may be only weakly identified (e.g. Staiger and Stock (1997)) or partially unidentified 
(e.g. Phillips (1989) and Choi and Phillips (1992)) has raised a lot of inferential issues for 
theorists.  
 The two-stage-least-squares (TSLS) estimator of the coefficients of the endogenous 
and the exogenous variables has been fully investigated both in the asymptotic and in the 
finite sample literature. The exact distribution theory can be found in the work of Phillips 
(1983), (1984a), (1989), Hillier (1985), Choi and Phillips (1992) and Skeels (1995) for the 
general case of 1n   endogenous variables. The TSLS estimator of identified structural 
parameters is consistent and asymptotically normal (Fujikoshi, Morimune, Kunitomo and 
Taniguchi (1982)), but consistency fails when the structural equation is totally unidentified 
(Phillips (1983) and (1989)), partially identified (Phillips (1989) and Choi and Phillips 
(1992)), and weakly identified (Staiger and Stock (1997)). The TSLS estimator is inconsistent 
when the number of instruments increases at the same rate as the sample size (Bekker 
(1994)), even if the parameters are identified.  
 Limited information maximum likelihood (LIML) has also been extensively studied. 
The exact distribution of the LIML estimator for the coefficients of the n  endogenous 
variables included as regressors in a linear structural equation is given by Phillips (1984b), 
(1985) and Hillier and Skeels (1993). This is expressed in terms of infinite series of invariant 
matrix polynomials, but simplifies to a multivariate Cauchy distribution if the coefficients of 
the endogenous variables are totally unidentified. In principle, similar simplifications could be 
obtained for partially identified models, but, in practice, these are extremely complicated. 
Higher order expansions for the identified case are given by Fujikoshi, Morimune, Kunitomo 
and Taniguchi (1982). 
 The LIML estimator has no integer moments in finite samples (e.g. Phillips (1984b), 
(1985), Hillier and Skeels (1993) and references therein). This property carries on 
asymptotically when the structural equation is totally unidentified because, in this case, the 
exact distribution is invariant to the sample size. However, if the model is identified, then the 
LIML estimator has an asymptotic normal distribution that it approaches more quickly than 
the TSLS estimator (see Anderson, Kunitomo and Sawa (1982) and Fujikoshi, Morimune, 
Kunitomo and Taniguchi (1982) for further discussion on higher order expansions for the 
LIML estimator).  
 The LIML estimator is asymptotically equivalent to the TSLS estimator if the 
structural equation is identified but they are not equivalent under weak instruments 
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asymptotics (Staiger and Stock (1997)). Chao and Swanson (2005) and Han and Phillips 
(2006) have shown that the LIML estimator is consistent when the number of, respectively, 
weak instruments and weak moment conditions increases with the sample size.  
 The case where some of the parameters are identified and some are weakly identified 
(and possibly totally unidentified)  has been considered in a very general GMM framework by 
Stock and Wright (2000). In such situation, the GMM estimator (and, thus, the LIML 
estimator as a special case of GMM estimators) of the identified parameters is consistent, but 
it has a complicated asymptotic representation in terms of stochastic processes and some of its 
properties are not obvious. The estimator for the weakly identified parameters converges to a 
non-degenerate distribution for which no closed form is available, either.  
 The aim of our paper is to derive the explicit asymptotic distribution of the LIML 
estimator for the coefficients of both endogenous and exogenous variables in a partially 
identified linear structural equation. We complement existing results on the asymptotic 
behaviour of the TSLS estimators when identification partially fails.  
 For the sake of simplicity, and with no loss of generality, we consider a linear 
structural equation where the canonical transformations described in Phillips (1983) and the 
rotations of coordinates in the space of both the endogenous and the exogenous variables of 
Phillips (1989) and Choi and Phillips (1992) have been carried out. This allows us to partition 
the vector of coefficients (for both endogenous and exogenous variables) in two sub-vectors 
containing respectively the identified and the unidentified parameters (since these are affine 
transformations, the results for the unstandardized case follow easily). General formulae are 
given for the asymptotic distribution of the LIML estimator for the coefficient vectors of both 
the endogenous and exogenous variables. 
 Our conclusions are as follows. 
(i) The LIML estimator for the identified parameter is consistent but has a non-standard 
asymptotic distribution expressed as covariance-matrix-mixed normal. Surprisingly, 
the results for the LIML are as simple as those for the TSLS estimator obtained by 
Phillips (1983) and Choi and Phillips (1992).  
(ii) The asymptotic distribution of the LIML estimator of the identified parameter does 
not have finite integer moments. 
(iii) The LIML estimator for the unidentified parameter is obviously inconsistent and has 
a non-degenerate asymptotic distribution. This is an affine transformation of a 
random vector having a multivariate Cauchy distribution and, consequently, it does 
not have any finite integer moments even asymptotically.  
 These unexpected results suggest that identification failures affect the LIML 
estimator more than the TSLS estimator. They also indicate that using asymptotic mean-
square-error type measures to choose the instruments may be inadequate when one or more of 
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the instruments could be irrelevant. 
 The structure of the paper is as follows. Section 2 specifies the model and some 
preliminary results. Section 3 gives the asymptotic distribution for the LIML estimator of the 
identified coefficients of both endogenous and exogenous variables. Section 4 discusses the 
“no moment” problem in weakly identified models and Section 5 concludes. Proofs are in the 
appendix. 
2. The model and preliminary results 
We consider a structural equation  
(1) 
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 
,  
where 1 11 12k k k   and 1 2 2n n n k   . The matrices 1Z  and 2Z  contain observations on the 
exogenous variables, and y , 1Y  and 2Y  denote matrices of endogenous variables. The 
dimensions of vectors and matrices are reported in brackets the first time they are used, unless 
they are obvious from the context. We use the same notation as Phillips (1989) and Choi and 
Phillips (1992) whereby  , P  and    denote, respectively, weak convergence, 
convergence in probability and equality in distribution.  
 We assume: 
 
Assumption 1. (Identification) The following restrictions are satisfied: 
(a) the model specified by equations (1) and (2) is in canonical form (e.g. Phillips (1983)) and 
partially identified (e.g. Phillips (1989) and Choi and Phillips (1992)) in the sense that 
21 0   and 1 0  ; 
(b) the over-identifying restrictions 
(1) 2 2 
  and 1 1 2 2u v V V     and  
(2) 1 1 11 1 12 2   
     , 2 2 22 2  
    ; 
hold; 
 (c) the rank conditions  
(1)  2 2rank n   and  
(2)  11 11 1rank k n    
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hold. 
 
Assumption 2. (Moment conditions)  
(a)    1 1 2 1 2 1'
P
nT v V V v V V I

      ; 
(b)    
1 2
1
1 2 1 2'
P
k kT Z Z Z Z Q I

    ; 
(c)    1 1 2 1 2' 0
PT Z Z v V V     ; 
(d)        
1 2 1 2
1/2
1 2 1 2 1' 0 0 k k n nT Z Z v V V N Q N I I

           . 
 
 Assumption 1(a) implies that the rotations of coordinates in the space of endogenous 
and exogenous variables have already been carried out. We follow Phillips (1989) and Choi 
and Phillips (1992) and assume that the model is in canonical form. By so doing we simplify 
the analysis without compromising the generality of our results. The asymptotic distribution 
for the LIML estimator of the parameters of a structural equation that is not in canonical form 
can be easily obtained from our results by linear transformations (see Phillips (1983) for 
details).  Assumptions 1(b) and 1(c) make the reduced form (2) compatible with the structural 
equation (1). These restrictions are known as  over-identifying restrictions (e.g. Hausman 
(1983)), or  identification conditions (e.g. Phillips (1983)). Assumptions 1(b)(1) and 1(c)(1) 
imply that the parameter 2
  is identified because it can be written uniquely in terms of the 
reduced form parameters, but 1
  can take on any value and is thus unidentified. Assumptions 
1(b)(2) and 1(c)(2) entail that 2
  is identified, because it depends only on 2
  and the reduced 
form parameters, but 1
  is unidentified since it is a function of 1
  (that is not identified). 
 Assumption 2 is a set of standard moment conditions expressed in the matrix notation 
of Muirhead (1982), and holds in a large variety of situations. It also implies assumptions A, 
B, C (with Assumption 1) and D’’ of Stock and Wright (2000). In Assumptions 2(a), 2(b) and 
2(d) we have set 1nI   and 1 2k kQ I   since, following Phillips (1989) and Choi and 
Phillips (1992), we have already assumed that the structural parameters are in canonical form.  
 Let  
(3)    
11
1
1 2 2 2 1 22
ˆ ˆˆ '' ZZ Z Z M y Y YZ M

 
 
 
      
(4)      11 2 1 1 1 1 2ˆ ˆ ˆ ' 'Z Z Z y Y Y

      
and  
(5)      1 2
1
1 2 1 2
ˆ '
Z Z
T y Y Y M y Y Y

     , 
where  
1
ZP Z ZZ Z

  and Z T ZM I P   for any T p  full column rank matrix Z . Then, 
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the LIML estimator of  1 2' ' '   ,  1 2ˆ ˆ' ' '  , minimizes the ratio  
(6)      1 2 1 2 1 2T T TL            , 
where  
        1 2 22.1 1 21 2 1 2 1 2ˆˆ ˆ ˆ ˆˆ ˆ1, ', ' ' 1, ', ' 'T Q                 , 
      1 2 1 2 1 2ˆ1, ', ' 1, ', ' 'T             , 
and 
1
1
22.1 2 2
ˆ ' ZQ T Z M Z
 . If follows from Assumption 2(b) that 
222.1
ˆ P
kQ I . 
 There is no closed form solution for the minimization problem in (6). Therefore, our 
first objective is that of deriving an asymptotic representation for the estimators of the 
identified and the unidentified parameters. We can show that:  
Theorem 1. If Assumptions 1 and 2 hold, then 
(i)  
1
* 2
2 2 1 21
,TT L T b L b 
 
    
 
 where  
  
2 2 2 2
1 1 1 1
1 2 * *
1 1 2 2
1 1 1 1
' ' '
,
1 ' '
W b X b X
L b
   

   
          
              
             
 
 
   12 20, 'X N      
  
1 1 2 2
,nW W k n    
and  
 
1
2 21 ' 0
0 nI
 
 
 
 
 
 
 
 
 
 
    
moreover, X  and W  are independent. 
(ii)  1 2,L b  has a unique minimum for  
(7)  2
1
1
b X

 
  
 
, 
and 11 1 2b
    where  1 2 ' '     minimizes 
(8) 
'
'
W 
 
; 
(iii)     1/2 *1 2 2 1 2ˆ ˆ, ,T b b    . 
 Our Theorem 1 specializes Theorem 1 of Stock and Wright (2000) to the case under 
consideration, and provides a simple asymptotic representation for   1/2 *1 2 2ˆ ˆ,T   . In the 
next section we will use this to give a closed form expression for the asymptotic distributions 
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of 
1ˆ  and  1/2 *2 2ˆT   . Here we will discuss the interpretation of the LIML estimator for 
the identified parameters. Let 
(9)  2 2ˆ ˆ,A r A , 
where  
 
 
 
1 1
1 1
1
2 2 2 2 2 2 2 2
1
2 2 2 2 2 2 2 2 1
ˆ ˆ ˆˆ ˆ' ' ' '
ˆ ˆ ˆ ˆ ˆ' ' ' '
Z Z
Z Z
r Z M Z Z M Z
A Z M Z Z M Z



   
    
 
then,  
(10)       * * 1/22 2 2 2
1 1
1 1
ˆ ˆ ˆ ˆ , 0
ˆ ˆ p
A A O T   
 

   
               
 
because 2ˆ  is T consistent (Lemma A1 of Stock and Wright (2000)),  1ˆ 1pO   and 
   * 1/22ˆ ,0 pA O T   . The last expression can be rewritten as 
(11)  1/22 2 2 1ˆ ˆ ˆˆ Pr A O T     . 
The first component 2ˆr  is the TSLS estimator of 2
  in the model where all endogenous 
variables with unidentified coefficients have been dropped,  
(12) *2 2 1y Y Z u 
   , 
with corresponding reduced form  
(13)        2 1 1 2 2 2 2,y Y Z Z v V          
The term 2ˆr  is consistent to 2
  and has asymptotically a normal distribution. It is also an 
efficient estimator of 2
  in the identified model above. The second component 2 1
ˆ ˆA   does not 
contain any useful information about 2
  and captures the effect of the lack of identification 
of 1
  on the LIML estimator of the identified parameter 2
 . It is noise added to an 
asymptotically consistent and efficient estimator of 2
 .  
 Inserting (10) into (6) we obtain an approximate closed form expression for the LIML 
estimator for the unidentified parameters: 11 1 2ˆ
    where  1 2 ' '     minimizes 
(14) 
   1/2
22.1 2
1/2 1/2
ˆ ˆ1 22.1 22.1 1
1 1
11 2 22 21 22 22 21
ˆ ˆˆ ˆˆ ˆ' '
ˆˆ ˆ ˆ ˆ ˆ ˆ' '
Q
Q M Q
A A
 

     
          
   
        
 
and  ˆ  has been partitioned as 
 
 
   
1 1
2 1 2 2
11 21
1 1
21 22
1
ˆ ˆ '
ˆ
ˆ ˆ
n n
n n n n
 
 
 
   
 
 
 
    
 
 
 
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and 1
11 2 11 21 22 21
ˆ ˆ ˆ ˆ ˆ'      .  
 Finally, the LIML estimator of 
1 2' ' '  
   
 
 
   is 
(15)  1 2 1
2
1
ˆ ˆ ˆ ˆˆ
ˆ
  

 
 
     
  
 
3. Distributional results 
We shall study the asymptotic distribution of the LIML estimator for both the identified and 
the unidentified parameters under Assumptions 1 and 2.  
 
Theorem 2. (Coefficients of the endogenous variables) Suppose that Assumptions 1 and 2 
hold. Then,  
(1) the estimator of the unidentified parameter, 
1ˆ , satisfies 
 
1
1 2
2 21
ˆ 1 ' nC 

  
 
 
  ,  
 where 
1n
C  denotes a random vector having a multivariate Cauchy distribution in 1n ; 
(2)  the estimator of the identified parameters satisfies  
 *2 2
ˆ P  , 
(16)  
1 2
2 2 1
2 2
2 21 1
ˆ
0 '
ˆ ˆ1 ' '
T
N
 
  
  
     
 
 
   

   
 
, 
and 
(17)  
1 1 1
11 2 * *
2 2 2 2 2 2
ˆ 0 1 ' 1 ' 'n n nT N C C dC    
 
 
 
 
    
           
        . 
Precisely, the density of   is 
(18)
 
 
   
2
2
1 22
1/2 2 1 2 2 2
2 2 1 11 * *
* *1 2 2 22 2
2 2
1 1
2
1 1 ' '2 2
' ; ;
2 21 2 1 '
1 '
2
n
n
n n
n n n
pdf F
n n

 

 
  
     
                  
        
 
 
where  1 1 , ;F a b x  represents a confluent hypergeometric function (e.g.  Lebedev (1972)). 
 
 Theorem 3.1 contains results analogous to those of Phillips (1989) and Choi and 
Phillips (1992) for the TSLS estimator: the LIML estimator for the identified parameter, 2ˆ , 
is consistent to 2
 , but the one for the unidentified parameter, 1ˆ , converges in distribution 
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to a non-degenerate random vector (c.f. Lemma A1 and Theorem 1 of Stock and Wright 
(2000)). 
 The asymptotic distribution of 
1ˆ  is proportional to a multivariate Cauchy 
distribution (with a coefficient of proportionality depending on 2
 ), so that it has no finite 
integer moments. Thus, the LIML seems to capture the uncertainty about the unidentified 
parameters more than the TSLS estimator because the latter is proportional to a multivariate t-
distribution with 2 1k n  degrees of freedom. If the model is totally unidentified (i.e. 2 0  ) 
then we obtain the asymptotic version of the standard result of Phillips (1984b) and Hillier 
and Skeels (1993): ˆ nC  , where nC  denotes the multivariate Cauchy distribution in 
n .  
 The asymptotic distribution of 1 2 2 2
ˆT  
 
  
 
  is covariance matrix mixture normal, 
and thus it is non-standard, indicating that lack of identification of 1
  affects the LIML 
estimator of 2
 . However, 1 2 2 2
ˆT  
 
  
 
  has a normal asymptotic distribution if we 
condition on 1ˆ . If the model is identified (i.e. 1 0n  ), we obtain the well-known result that 
   11 2 * *ˆ 0 1 ' 'T N        
 
      .  
 Since Equation (18) has the same form as the density given in Lemma 2 in the 
Appendix, it has a mode at 0   indicating that the probability mass tends to be concentrated 
around zero, and has Cauchy-like tails so that   does not have finite integer moments. One 
can suspect that the moments of   may not exist from the fact that 
1
1
X
b

 
  
 
 where X  
and 1b  are independent. Then,      1
1
E E X
E b

 
  
 
 but the product is indeterminate since 
  0E X   and  1E b  . 
 In general one needs to rotate coordinates in the space of the endogenous variables to 
obtain the specification of the structural and reduced forms in equations (1) and (2). This 
means that the effect of partial identification will manifest itself in the original coordinates in 
the fact that the LIML, ˆ , has a non-standard, non-degenerate distribution with no finite 
integer moments.  
 We now turn to the coefficients of the exogenous variables.  
 
Theorem 3. (Coefficients of the exogenous variables) Suppose that Assumptions 1 and 2 hold. 
Then,  
(1) the estimator  of the unidentified parameter, 
1ˆ , satisfies 
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1
1 2
1 12 2 2 2 111
ˆ 1 ' nC   

   
 
 
     ,  
where 
1n
C  denotes a random vector having a multivariate Cauchy distribution in 1n ; 
(2) the estimator of the identified parameters, 
2ˆ , satisfies:  
 *22ˆ
P     
(19) 
 
 
12
1/2 *
2 2 1
22 2 2 22
* *
1 1 2 2
ˆ
0 ' '
ˆ ˆ1 ' '
k
T
N I
 
   
 
 
 
 

     
 
, 
and 
(20) 
 
  
1 1 12 1
1/2 *
2 2
1* *
2 2 22 2 2 22
ˆ
0 1 ' 1 ' ' ' .n n k n
T
N C C I dC
  
 
 
 
 
 
       
 
       
 
Precisely, the density of   is 
 
 
 
 
  
21
1212
12
1 212
1/2
1
22 2 2 221
* *21 12 2
2 2
1
1
22 2 2 22
21 21 1
1 1 * *
2 2
1 1
2
2 2
' '
1
1 '
2
' ' '1 1
; ;
2 2 2 1 '
k
kk
k
n k
pdf I
k n
Ik k n
F


  
 
 



 
 
 


 
 
 
    
    
       
  
  
 
       
  
 
 
where  1 1 , ;F a b x  represents a confluent hypergeometric function. 
  
 The LIML estimator 
2ˆ  for 2
  is consistent but has a non-standard asymptotic 
distribution. The distribution of 
2ˆ  is covariance-matrix-mixed-normal, and has essentially 
the same structure as the distribution of 
2ˆ . It follows from Lemma 2 in the Appendix that 
the distribution of   has a mode at 0  , and has Cauchy-like tails so that it does not have 
finite integer moments. The LIML estimator of the unidentified coefficients 1
  converges to 
a non-degenerate distribution centred on the point 1 12 2 
  and has no finite integer 
moments.  
 The effect of partial identification on the LIML estimator of the coefficients of the 
exogenous variables in the original coordinates before structural and reduced form are 
transformed into (1) and (2) results in ˆ  having a non-degenerate non-standard asymptotic 
distribution with no finite integer moments.  
 We end this section by interpreting the term * *1 1 2 2
ˆ ˆ1 ' '      appearing in both (16) 
and (19). This converges in probability to what the estimator of the error variance in the 
 11 
structural equation estimated as 2 1ˆ ˆ ˆ'u T u u
  where 
1
1 1 2 2 1
2
ˆ
ˆ ˆˆ
ˆ
u y Y Y Z

 

 
     
 
 converges 
to,  as the following theorem shows. 
 
Theorem 4. Suppose that Assumptions 1 and 2 hold. Then,  
 2 * *1 1 2 2ˆ 1 ' 'u b b     , 
and  
  2 * *1 1 2 2ˆ ˆˆ 1 ' ' 0Pu        . 
 
This is similar to Lemma 2.5 of Phillips (1989) and Lemma 4.1 of Choi and Phillips (1992), 
but residuals in the structural equations are here defined in terms of the LIML estimator. The 
use of  2 1 2ˆ ˆu T      as an estimator of error variance in the structural equation leads to 
analogous results to those in Theorem 4. 
 
4. Weak instruments and the “moment problem” 
We have shown that in partially identified models the LIML estimator does not have 
moments even asymptotically. We now briefly discuss the weak instruments case.  
 When *1  is weakly identified the assumption that 1 0   is replaced by 
1/2
1 1T C
   
where 1C  has rank 1n  (e.g. Staiger and Stock (1997)). The representation for the LIML 
estimator given in Theorem 1 still applies (the proof goes through unchanged) with two 
modifications: first, the distribution of W  depends on 1C , 
    
1 1 1
* *
1 2 2 1 1 1 1 1, , , ' ,n n n nW W k n I I C C I    ; and second  X  and W  are not independent.  
 The LIML estimator for the weakly identified parameter satisfies 
 
1/2
1 * *
1 1 2 2 2
ˆ 1 '      where  1 2 ' '      is the eigenvector associated with the 
smallest eigenvalue of W . Notice that 1ˆ  has an asymptotic distribution that is similar to the 
small sample distribution of the LIMLK estimator under normality as studied by Phillips 
(1984b) and Phillips (1985). Therefore, it does not have finite moments even asymptotically 
since the leading term in the expansion of its asymptotic density is proportional to a 
multivariate Cauchy distribution in n .  The asymptotic distribution of 2ˆ  is much more 
complicated than for the partially identified case given in equations (16) and (17) because X  
and W  are not independent. 
 The lack of asymptotic moments for the LIML estimator under partial and weak 
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identification is a remarkable property which has not been emphasised before in the literature: 
the precision of the LIML estimator measured by its asymptotic Fisher information matrix is 
zero, and the sample is not informative about the weakly identified parameters. This implies 
that the mean squared error may not be a suitable tool for choosing instruments and 
comparing estimators even when the sample size is infinitely large. 
 
5. Conclusions 
 This paper has studied the asymptotic distribution for the LIML estimator in partially 
identified linear structural equation models. General formulae have been given for the 
asymptotic distribution of the LIML estimator for the coefficient vectors of both the 
endogenous and exogenous variables. For the sake of simplicity, we have assumed that the 
structural parameters are in canonical form and that the rotations of coordinates in the space 
of endogenous and exogenous variables to separate identified and unidentified parameters 
have been carried out.  
 Our conclusions are as follows. 
(i) The LIML estimators for the identified coefficients of both endogenous and 
exogenous variables are T  consistent and asymptotically normally distributed 
conditional on the LIML estimator of the coefficients of the unidentified endogenous 
variables; removing the conditioning, they have covariance-matrix-mixed-normal 
distributions and are different from those of the corresponding TSLS estimators. Most 
importantly, they do not have finite integer moments. 
(ii) The estimators for the unidentified coefficients have non-degenerate asymptotic 
distributions that are affine transformations of the multivariate Cauchy; this implies 
that they have no finite integer moments.  
  
Appendix: Proofs 
 The following lemma summarizes some results that are used for the proofs of 
Theorems 1 to 4.  
 
Lemma 1. If Assumptions 1 and 2 hold then 
(i) 
1 2 1
ˆ P
n nI    ; 
(ii)  1 2 2 2 2ˆ ˆˆ 0P           ; 
(iii)  
2 1 2
1 2
1 2 2 2 2 1
ˆ ˆˆ 0 0 k n nT N I I 
     
           
         ; 
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(iv)  2ˆ 0PA    ; 
(v)      11 2 2 2 2ˆ 0 0 'T A X N           where  
(21) 
1
2 21 ' 0
0 nI
 
 
 
 
 
 
 
 
 
 
    
(vi)      1/2
122.1 2
1/2 1/2
ˆ ˆ1 22.1 22.1 1 1 2 2
ˆ ˆˆ ˆˆ ˆ' nQT Q M Q W W k n         and it is asymptotically 
independent of X  where 
1
1
22.1 2 2
ˆ ' ZQ T Z M Z
 ; 
(vii)   1 11 121 2
222
ˆˆ ˆ ˆ,
0
P



 
 
 
  
 
 
      

; 
(viii)      
1
11 2
1 2 1 1 1 2 2 2 2 1
ˆ ˆ ˆ, ' ' ,0, 0 k nT Z Z Z Z N I I 
 
 
 
 
 
   
  
        , and it is 
independent of X  and W . 
Moreover, since Assumption 2 does not involve the structural parameters, and the functionals 
above do not depend on *1  and are continuous in 
*
2 , 2  and   all limits above are 
uniform for any *1  and for 
*
2 , 2  and   in all compact subsets of 
2n , 2 2k n  and 1 2k n  
respectively . 
 
Proof. Parts (i)-(iv) are standard results. We now prove parts (v) and ( )vi .  Notice that 
1 2
1
22.1 2 2
ˆ ' PZ kQ T Z M Z I
   because of Assumption 2(b). We have 
 
         
      
   
1
1 2 1 2
2 2 22.1 2 2 22.1 1 2
1
1 2
2 22.1 2 2 22.1 1 2 2
1
1/2 1/2 1 2
2 22.1 2 2 22.1 22.1 2 2 1
ˆ ˆ ˆˆ ˆ ˆ ˆˆ0 ' ' 0
ˆ ˆˆ ˆ ˆ ˆ ˆˆ' ' 0
ˆ ˆ ˆˆ ˆ ˆ ˆ ˆˆ' ' .
T A T Q Q
Q Q T
Q Q Q T
  
 
 

   

 

 
        
      
       
 
Moreover, let Cˆ  be a matrix such that 1/2
22.1 2
ˆ ˆ
ˆ ˆ '
Q
CC M

  and 
2
ˆ ˆ' k nC C I   and note that the 
mapping 2
ˆˆ C   is continuous. Also, by construction 1/222.1 2
ˆ ˆ ˆ' 0C Q    so that 
   1/2 1/222.1 1 22.1 2 2 1ˆ ˆ ˆ ˆˆ ˆ ˆˆ ˆ' 'C Q C Q       . Part (iii) entails that 
 
2 1
2
2 2 2
1 2 1/2
22.1 2 2 1 2 2
2
1 ' 0 '
ˆ ˆ ˆ ˆˆ , 0 0 0
0
k n
n
T Q N I I
I
  
 

  
  
  
  
  
  
  
  
  
  
  
     
  
  
 
 

 
      

, 
so we obtain 
    1 2 1/222.1 2 2 1ˆ ˆ ˆˆ 0 kT Q N I         
The continuous mapping theorem implies that  
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 
 
 
 
 
2
2 2
1 2 1/2
1 122.1 2 2 11/2
2 2 22 22.1 2 2 22.1
1
2 2
ˆ ' '
ˆ ˆ ˆˆ 0
ˆ ˆˆ ˆ ˆ ' '' '
0
0
0 '
k
k n
C C
T Q N I
Q Q
I
N
 
 
 
   
  
  
 
 
 
 
 
  
 
 
      
      
 
 
    
   
 
so the random variates   1 2 2ˆ 0T A     and  1 2 2 2 1ˆ ˆ ˆˆ'T C      are  as described in (v) 
and (vi) and are also asymptotically independent.  
 To prove (vii) and (viii) notice that from equations (2) and (4) we have 
(22)        1 11 2 1 1 1 2 2 2 2 1 1 1ˆ ˆ ˆ, , ' ' ,0, ' 'Z Z Z Z Z Z Z V 
       , 
where  1 2, ,V v V V , then by Assumption 2(b)   1
1
1
1 1'
P
kT Z Z I

   and 1 1 2' 0
PT Z Z  ; 
Assumption 2(c) implies that 1 1 ' 0
PT Z V   and (vii) follows.  
 Rewrite (22) as 
          
111/2 1 1/2
1 2 1 1 1 2 2 2 2 1 1 1
ˆ ˆ ˆ, , ' ' ,0, ' ' .T Z Z Z Z T Z Z T Z V 
         Part (viii) 
follows from Assumptions 2(b) and 2(d). Asymptotic independence from 
 1 2 1 2 2 2 2ˆ ˆˆ 0T  
   
  
   
       follows from the fact that 
1 1
0ZM Z  . 
 
Lemma 2. Let 
1n
C  be a vector having a multivariate Cauchy distribution in 1n . If 
1 1 1
0 1 'n n nN C C A dC
 
 
 
 
 
  
 
   is a ( 1l  ) random vector, then 
(23)  
 
/2 1
1
1/2 1
1 11
12
1 1
2
11 '2 2
; ;
2 2 21
2
l n l
l nl A
pdf A F
l n

 





    
          
     
 
. 
Moreover, the distribution of   has a mode at 0  and has tails like those of the Cauchy 
distribution in l . 
 
Proof. Notice that the density of 
1n
C  is           11
1 /21 /2
1 1 / 2 1 '
nn
pdf c n c c
  
     so that 
 
  
     
 
 1
1
1
1
1/2/2 1 /21
1 /2
1 / 2
2 exp 1 '
2 1 'n
l n l
n
c
n A
pdf A c c dc
c c
 
 


   


    
   
  
 . 
We transform c to polar coordinates, so 1/2c vr  where ' 1v v   are 0r   (the Jacobian is 
  1 /2 11/ 2 nr  ). Notice that    1 /2 1
' 1
2 / / 2n
v v
dv n

   so 
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 
  
 
 
 
 11
/2 1
1/2 1 /21 /2 1
1
02
1
2 1 / 2 '
exp 1
2 1
/ 2
l
n ln
l
n A
pdf A r r dr
r
n
 


  
   

    
   
  
 . 
This last integral may be evaluated by setting  1/ 1x r   so that  1 /r x x   and the 
Jacobian is 21/ x , 
       1
/2 1
1 1
1/2 /2 11 /2 1
1
1 02
1
2
'2
exp 1
2
2
l
nl
l
n
A
pdf A x x x dx
n
 




  

 
       
    
 
 , 
since 
 
1
1
1 11 1
1 1 12 2
1 1
10
1
11 '2 2
exp 1 ; ;
12 2 2 2
2
l n
n l
l nA l A
x x x dx F
l n
     
   
               
      
 
  
(23) follows. Since the confluent hypergeometric function is monotonically increasing in its 
argument,  pdf   has a mode at 0  .  Equation (6.1.2) of Slater (1960) implies that as  
   
(24)   
1 1
1 1 2
21
1 1
1
1
11 ' '2
; ; 1
2 2 2 2
2
ll n
l nl A A
F O
n
   



 

  
            
     
 
, 
from which it follows that the tails of (23) are like those of a Cauchy distribution. 
 
 
Proof of Theorem 1 
The proof is essentially the same as that of Theorem 1 of Stock and Wright (2000), and is 
reported here just for the sake of completeness. 
(i) We just need to find an asymptotic representation for  * 1/22 21TT L T b     as a function 
of 1  and 2b  on the set 
1 2
1 2
n nB B    where 2B  is compact. Notice that  
 
   
   
1/2
22.1 2
1
* 1/2 1/22
ˆ ˆ2 2 1 22.1 22.1 11
1 1
1 1
* *2 2
2 2 2 22.1 2 2 2
1 1
1 1
ˆ ˆˆ ˆˆ ˆ' '
1 1
ˆ ˆ ˆˆ ˆ,0 ' ' ,0 .
T Q
T T b T Q M Q
b T A Q b T A
   
 
 
 


                     
      
                            
 
Then by Lemma 1(vi)    1/2
22.1 2
1/2 1/2
ˆ ˆ1 22.1 22.1 1
ˆ ˆˆ ˆˆ ˆ'
Q
T Q M Q W 

   ,  by Lemma 1(v) 
  1 2 2ˆ 0T A X    , and W  and X  are independent; by Lemma 1(ii) 2 2ˆ P   , and by 
 16 
Assumption 2(b) 
222.1
ˆ P
kQ I . So, 
1
* 2
2 2 2 2 2 21
1 1 1 1
1 1 1 1
' ' 'TT T b W b X b X 
   
             
                   
               
. 
Moreover, by Assumption 2(a) 1
P
nI   so that  
 
1
* * *2
2 2 2 21 1 1
1 ' 'T T b     
 
     
 
. 
These limits are uniform in 
1  and 2b  on the set 
1 2
1 2
n nB B   . 
(ii)  This part follows easily from the properties of  1 2,L b . 
(iii) This follows from Corollary 5.58  of van der Vaart (1998) since both   1/2 *1 2 2ˆ ˆ,T    
are bounded in probability. 
 
Proof of Theorem 2 
(1) Let  1 2     The problem of minimizing (8) can be written in terms of   as 
 
 1 2 1 2' '
'
W      
 
. 
Let   be the eigenvector associated to the smallest eigenvalue of 
   
1 1
1 2 1 2
1 2 2 1' ,n nW W k n I
   
      and partition it as 1 2 ' '
 
 
 
    . Phillips (1984b, Section 
2) shows that   is uniformly distributed on the unit sphere in 1 1n   and that 
1
1
1 2 nC
    
where 
1n
C  has a Cauchy distribution in 1nR . Partition 1 2     as  1 2 ' '     and notice 
that  
1
1
1/2 1/2 1/2
1 1
1 1 2 2 2 1 2 2 2 1 2 2 21 1 1 nb C     


            
     
     
              
  
.  
(2) Consistency follows from Lemma A1 of Stock and Wright (2000).  
Notice that X  and W  are independent so that X  is independent of 1b  since the latter is a 
function of W  only. Then 
(25)     11 2 2 2 1 1 1 2 2 2 2ˆ 0 1 ' ' 'T b N b b   
     
     
   
          
Since the right hand side of 
  
1 2
2 2 1
1 2 2
1 1 2 2
ˆ
0 '
1 ' '
T
b N
b b
 
 
  
     
 
 
   

    
 
 
does not depend on 1b  the left hand side is unconditionally  
1
2 20 'N
 
 
 
 
   . Then (16) 
follows from noting that 1 1
ˆ b  . Equation (17) follows from removing the conditioning on 
1b  in (25). The density of   is given by Lemma 2 with 2l n  and 
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   1* *2 2 2 21 ' 'A  

    . 
 
Proof of Theorem 3 
We known from Lemma 1(vii) that 
 
1 11 12
222
ˆ
0
P


 
 
 
  
 
 


 
so 
 
 
 
11
12
11 1 11 12 1 12 2 11 11
22
*
12 2 22 2 22 2 21
22
1 1
ˆ ˆˆ ,0
ˆ
1 1
ˆ ˆˆ 0, 0
ˆ
k
P
k
I bb
I b
   

    

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
          
   
 
 
         
   
 
and part (1) and consistency in part (2) are proved. To prove the rest of the theorem let 
122
0 kE I
 
 
 
 
    be an  12 1k k  matrix. Then 
(26)    
   
2 2 1
2
11 11 12
2 1 1 1 2 2 1
222
2
1
2 22 2 2 1 1 1 2 2 2
1
ˆ ˆˆ
ˆ
1
ˆ ˆ' ' ,0,
0
ˆ
ˆ ˆ' ' .
E
E Z Z Z Z
E Z Z Z Z
 


 


   
 
 
 
 
 
 
 
 
 
 
 
   
   
   
    
   
 
 

  

  
      
 

   
 
Notice that  
    * * * *2 22 2 2 22 2 22 2 2 2 22 2 2ˆ ˆ ˆ                 
 by Assumption 1(b)(2). Similarly 
    * * *2 2 2 2 2 2 2 2 2 2ˆ ˆ ˆ                
since *2 2 0    by Assumption 1(b)(1). Thus, rewriting (26) we have 
     
   
11 11 121/2 * 1/2
2 2 2 1 1 1 2 2 1
222
2
1 1/2 *
22 2 1 1 1 2 2 2 2
1
ˆ ˆˆ ' ' ,0,
0
ˆ
ˆ' ' .
T E T Z Z Z Z
E Z Z Z Z T

   


 
 
 
   
   
   
    
   
 
 

   
        
   

      
   
 
By Assumption 2(b)  
1
1
1
1 1'
P
kT Z Z I

   and 1 1 2' 0
PT Z Z  . By Lemma 1(viii) 
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      
12
11 11 121/2
2 1 1 1 2 2 1
222
ˆ ' ' ,0, 0,
0
k nE T Z Z Z Z N I I



 
 
 
  
 
   
      
   
 
and this is asymptotically independent of X  and W  (and therefore of 1b  and 2b ). Moreover 
from the proof of Theorem 2 we have 
 1 2
2 2 1
1
1ˆT b X
b
 
 
   
    
    
 
  

, 
where   12 20 'X N       and 2 2ˆ P    and 1 1ˆ b  . Therefore, the continuous 
mapping theorem implies that 
(27)       
12
11/2 * *
2 2 1 1 1 2 2 22 2 2 22
ˆ | 0 1 ' ' ' 'kT b N b b I   
 
 
 
 
         . 
Since the right had side of  
 
 
 
12
1/2
2 2 1
1 22 2 2 22
* *
1 1 2 2
ˆ
| 0 ' '
1 ' '
k
T
b N I
b b
 
 
 
 
 
 

     
 
 
does not depend on 1b , this is also the unconditional distribution. Then (19) follows from the 
fact that 1 1
ˆ b  . Equation (20) follows from removing the conditioning in (27). The density 
of    follows from Lemma 2 with 12l k  and   12
1* *
2 2 22 2 2 221 ' ' 'kA I 
 
 
 
      . 
 
Proof of Theorem 4 
Using (15) the vector of residual for the structural equation can be written as  
 
 
 
   
1 1 2 2 1 1 2 1
2
1 1 2 2 2 1 1 1 2 2
1 2 1 2 1 1 2 1
2 2
1
ˆ ˆ ˆ ˆ ˆ ˆˆ
ˆ
ˆ ˆ ˆ ˆˆ ˆ ˆ ˆˆ ˆ
1 1
ˆ ˆˆ ˆ ˆ ˆˆ ˆ, , , ,
ˆ ˆ
u y Y Y Z
v V V Z
v V V Z
   

    
  
 
 
 
       
  
     
   
   
        
   
    
 
where      1 21 2 1 2,ˆ ˆˆ, , , ,Z Zv V V M y Y Y  is the matrix of ordinary least squares residuals in the 
reduced form. Thus, 
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     
   
1 2
1 1 2 1 2 1,
2 2
1 1 1 2 2 2 1 1 2 1
2 2
1 1
ˆ ˆˆ ˆ' ' , , ' , ,
ˆ ˆ
1 1
ˆ ˆˆ ˆ ˆ ˆˆ ˆ' , , ' , , ,
ˆ ˆ
Z Z
u u y Y Y M y Y Y
Z Z
 
 
   
 
   
   
     
   
    
   
   
         
   
    
 
so that 1 * *1 1 2 2ˆ ˆ' 1 ' 'T u u b b  
     because of Lemma 1(i), Theorem 2(2), Assumption 1, 
Assumption 2(b) and Lemma 1(ii). The remaining part of the theorem follows from the 
inequality 
 
   
   
2 * * 2 * *
1 1 2 2 1 1 2 2
* * * *
1 1 2 2 1 1 2 2
ˆ ˆˆ ˆ1 ' ' 1 ' '
ˆ ˆ1 ' ' 1 ' ' 0.
u u
P
b b
b b
       
     
       
     
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