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Abstract
In this paper, we derive a necessary condition for a best approximation
by piecewise polynomial functions of varying degree from one interval to
another. Basing on these results, we obtain a characterization theorem
for the polynomial splines with fixed tails, that is the value of the spline
is fixed in one or more knots (external or internal). We apply nonsmooth
nonconvex analysis to obtain this result, which is also a necessary and
sufficient condition for inf-stationarity in the sense of Demyanov-Rubinov.
This paper is an extension of a paper where similar condition were ob-
tained for free tails splines. The main results of this paper are essential
for the development of a Remez-type algorithm for free knot spline ap-
proximation.
1 Introduction
The problem of approximating a continuous function by a piecewise polynomial
(polynomial spline) has been studied for over four decades [9]; yet, when the
knots joining the polynomials are also variable, finding conditions for a best
Chebyshev approximation remains an open problem [6, problem 1]. A necessary
optimality condition for a best approximation were obtained in [5, 7] when only
continuity is required. Then these conditions were improved in [13].
In this paper we are concentrating on necessary optimality conditions on
the problems where the spline degree may change from one interval to another,
namely, different polynomial pieces may have different degrees. These modifi-
cations enable one to reduce the dimension of the corresponding optimisation
problems. Basing on these results, we obtain the characterization theorem for
fixed tails polynomial splines, namely, the spline s(t) approximates a continuous
function at the interval [ξ0, ξN ] and the spline value is fixed in at least one of
the knot ξi, i = 0, . . . , N .
These conditions are interesting from several points of view. First of all,
they are important as a characterisation theorem, which provides necessary
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optimality conditions for such kind of splines. Second, these conditions can
be used in the construction of sufficient optimality condition. Finally, these
conditions are essential for the development of a Remez-like algorithm for a
best polynomial spline approximation (see [8]).
There have been several attempts to develop a Remez-type approximation
algorithm to the case of polynomial splines (fixed [5, 10, 12] and free [5] knots).
In the case of fixed knots the problem is convex and nonsmooth, and a variety
of optimisation methods can be applied to solve this problem ([1, 2, 3, 4]). In
the case of free knot splines, the optimisation problems are nonconvex and non-
smooth and therefore no general optimisation method can be applied to solve
it efficiently. Although methods exist to find a best free-knot spline approxi-
mation [5], their convergence, even towards a local best approximation, is not
guaranteed [13].
The paper is organised as follows. In section 2 we introduce necessary defi-
nitions and relevant results from the area of polynomials spline approximation.
Section 2.2.1 provides necessary results from the theory of quasidifferentials, de-
veloped by Demyanov and Rubinov [3, 4]. In section 4 we formulate and prove
our main result. Finally, in section 5 we conclude and highlight future research
directions.
2 Preliminaries
2.1 Definitions and formulations
Definition 2.1 (Polynomial Spline). A polynomial spline is a piecewise poly-
nomial. Each polynomial piece lies on an interval [ξi, ξi+1], i = 0, . . . , N − 1.
The points ξ0 and ξN are the external knots, and the points ξi, (i = 1, . . . , N−1)
are the internal knots of the polynomial spline.
Generally, the spline is not infinitely differentiable at its knots. In the case
examined in this paper, only continuity of the spline is required.
Definition 2.2. The difference between the spline and the function to approx-
imate is called the deviation.
We denote the deviation function at point t by ψt(s) ≡ ψ(s, t) ≡ s(t)− f(t).
Our aim is to minimize the maximal absolute deviation. This maximal
deviation occurs at points in the interval [ξ0, ξN ] which we call extreme points.
Local optimality of such spline approximation with the same polynomial
degree m at each subinterval has been studied in [13]. These results are based
on the notion of stable and unstable knots. The definition of stable and unstable
extreme points is given in [13]. Essentially, a spline knot is unstable when it
is a maximal absolute deviation point and one of the following two conditions
satisfies.
1. The right derivative of the spline (as a function of t) at the knot is greater
than the left (the spline can be locally approximated as a maximum of
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two linear functions) and the function f(t) is above the spline at this knot
(that is, the deviation function is negative).
2. The right derivative of the spline (as a function of t) at the knot is smaller
than the left (that is, the spline can be locally approximated as a minimum
of two linear functions) and the function f(t) is below the spline at this
knot (that is, the deviation function is positive).
Remark 2.1. Knots may also be stable, neutral or knots that are not maximal
absolute deviation points.
1. Neutral (that is, the slope is not changing). In this case the spline (as a
function of t) is smooth at this knot and a maximal absolute deviation
point.
2. Stable. It is a maximal absolute deviation point and one of the following
two conditions satisfies.
(a) The slope of the spline (as a function of t) is increasing (that is,
the spline can be locally approximated as a maximum of two linear
functions) and the function f(t) is below the spline at this knot (that
is, the deviation function is positive).
(b) The slope of the spline (as a function of t) is decreasing (that is,
the spline can be locally approximated as a minimum of two linear
functions) and the function f(t) is above the spline at this knot (that
is, the deviation function is negative).
2.2 Existing results
Results obtained in [13] are local optimality conditions. More specifically, these
conditions are necessary and sufficient conditions for a spline to be satationary
in the sense of Demyanov-Rubinov. Demyanov-Rubinov stationarity is defined
based on the notion of quasidifferential.
2.2.1 Quasidifferentiability
We start from the definition of quasidifferentiability. This notion can be con-
sidered as a possible way to generalise the concept of differentiability.
Definition 2.3. A function f defined on an open set Ω is quasidifferentiable [3,
4] at a point x ∈ Ω if it is locally Lipschitz continuous, directionally differentiable
at this point and there exists compact, convex sets ∂f(x) and ∂f(x) such that
the derivative of f at x in any direction g can be expressed as
f ′(x, g) = max
µ∈∂f(x)
〈µ, g〉+ min
ν∈∂f(x)
〈ν, g〉.
The sets ∂f(x) and ∂f(x) are called respectively the sub- and superdifferential of
the function f at the point x. The pair [∂f(x), ∂f(x)] is called a quasidifferential
of the function f at the point x.
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At any local minimizer x∗ ∈ Ω of a quasidifferentiable function f we have [3,
4]
−∂f(x∗) ⊂ ∂f(x∗). (2.1)
A point x∗ satisfying condition (2.1) is an inf-stationary point.
2.2.2 Characterisation of free knots polynomial splines with con-
stant degree
The main result of this paper is based on the following theorem (free tails,
see [13] for details).
Theorem 2.1. A spline satisfies condition (2.1) over the interval [ξ0, ξn] if and
only if there exists a subinterval [ξp, ξq] containing a sequence of m(q−p)+2+ l
alternating extreme points of the deviation function, where l is the number of
non-neutral internal knots inside (ξp, ξq). The end-points ξp and ξq may be
included in this sequence only if they are not unstable.
Proof. The proof of this theorem can be found in [13]. The main structure of
the proof is as follows.
• First, we show that the quasidifferential of function from [13] is expressed
in terms of extreme points and their gradients.
• Second, we define an invertible linear transformation which simplifies the
vectors from the sub- and superdifferentials.
• Third, we obtain the optimality conditions that are equivalent to the sta-
tionarity condition in the sense of Demyanov-Rubinov.
The proof outlined in this paper will follow the same structure.
3 Formulation of the optimisation problem
In the current paper we extend the results from [13] to the following cases:
• the degree of the polynomial composing the spline may vary from interval
to interval, that is, the polynomial degree in the i−th interval is mi, i =
1, . . . , n;
• the value of the spline may be fixed at one or more knots ξ0, . . . , ξn.
The second case in particular is useful in the construction of an optimal spline,
to improve the polynomial spline on a specific subinterval which fixing it outside
of this interval while guaranteeing continuity.
In [13], as in most derivations of necessary conditions [5], polynomial splines
are formulated using the truncated power function [5, Appendix, p. 191]:
(t− τ)j+ =
{
0, if t < τ
(t− τ)j , if t ≥ τ .
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Let X = (a00, x0, ξ1, x1, . . . , ξn−1, xn−1) ∈ R(m+1)n, where
xi = (ai1, . . . , aim) ∈ Rm, i = 0, . . . , N − 1
and
a = ξ0 ≤ ξ1 ≤ · · · ≤ ξn−1 ≤ ξn = b, (3.1)
then
s(t) = s[X](t) = a00 +
n−1∑
i=0
m∑
j=1
aij(t− ξi)m+1−j+ . (3.2)
However, these formulations do not allow for the degree of the polynomial
pieces to vary, nor to fix the value of the spline at some knots. We give an
alternative formulation, more flexible from several point of view. First of all,
the degree of the polynomials does not have to be the same in different intervals.
Second, the value of the spline at any of the knots (including internal knots)
can be fixed. We construct spline s(t) as follows:
s(t) ≡ s[X](t) = Pi(t) = Si+
mi+1∑
j=1
aij(t−ξ1)mi+1−j , t ∈ [ξi, ξi+1], i = 1 . . . , n−1
(3.3)
where
X = (S0, a0m1 , . . . a02, S1, ξ1, a1m2 , . . . , a12, S2, . . . , ξn−1, an−1mn−1 , . . . , an−12, Sn)
T
(3.4)
and Si, i = 0, . . . , n− 1 are value of the spline at t = ξi, i = 0, . . . , n − 1. To
ensure continuity, we need to have
Si = Si−1 +
mi∑
j=2
ai−1j(ξi − ξi−1)mi+1−j + ai−1j(ξi − ξi−1)mi , i = 1, . . . , n
and therefore
ai−11 =
Si − Si−1 −
∑mi
j=2 ai−1j(ξi − ξi−1)mi+1−j
(ξi − ξi−1)mi .
In general, if the spline value is fixed at a knot ξk, k = 0, . . . , n then Sk is a
constant. On the l-th interval, between the knots ξl−1 and ξl, the spline s[X](t)
is a polynomial of degree ml. We assume that
∑n
i=1mi = M.
Summarising all the above, our optimisation problem can be reformulated
as follows:
minimize sup
t∈[ξ0,ξN ]
∣∣∣∣s(t)− f(t)∣∣∣∣, subject to X. (3.5)
X is specified in (3.4).
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To verify whether an internal knot is unstable or not, we need to compare
the left and right derivatives of the spline at the knot. Consider the knot
ξi i = 1, . . . , n− 1. The left derivative (as a function of t) is
mi−1∑
j=1
ai−10(1− j)(ξi − ξi−1)mi−1−j
and the right one is simply aimi .
Therefore, the following characteristics can be used to differentiate between
different knot types:
1. ξi is neutral if it is a maximal absolute deviation point and
mi−1∑
j=1
ai−10(1− j)(ξi − ξi−1)mi−1−j = aimi .
2. ξi is stable if it is a maximal absolute deviation point and one of the
following two conditions satisfies.
(a) The deviation is positive and
mi−1∑
j=1
ai−10(1− j)(ξi − ξi−1)mi−1−j < aimi .
(b) The deviation is negative and
mi−1∑
j=1
ai−10(1− j)(ξi − ξi−1)mi−1−j > aimi .
3. ξi is unstable if it is a maximal absolute deviation point and one of the
following two conditions satisfies.
(a) The deviation is negative and
mi−1∑
j=1
ai−10(1− j)(ξi − ξi−1)mi−1−j < aimi .
(b) The deviation is positive and
mi−1∑
j=1
ai−10(1− j)(ξi − ξi−1)mi−1−j > aimi .
Note that the only points where the spline function can be nonsmooth are its
knots.
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In [13] a similar problem was studied, where all the polynomials have the
same degree m and all the spline values are free at any knot. In the proof of the
main result of [13] (Theorem 3.1, formula (7.3) and (7.4)) it was observed that
the inf-stationarity in the sense of Demyanov-Rubinov (see also section 2.2.1) is
equivalent to the following:
0M+1 ∈
⋂
P∈E
P, (3.6)
where E is a family of polytopes whose vertices are constructed from the gra-
dients of the deviation function at the extreme points. Essentially, this means
that there exists a subinterval
[ξp, ξq] ⊂ [ξ0, ξn],
such that the convex hull of the gradients that correspond to the maximal
deviation points in this interval [ξp, ξq] contains zero. If p 6= 0 (q 6= n), then
the gradient at ξp (ξq) can only be included if this point is not only one of the
maximal absolute deviation points, but also if it is not unstable [13].
There are several approaches that enables to work with nonsmooth functions
(local optimisation). In the next section we describe one of them.
4 Characterization through quasidifferentiabil-
ity
4.1 Quasidifferential of the objective function
A very extensive analysis of the quasidifferentiability of the objective function
for the case of free tails is given in [13]. In the case of fixed tails and flexible
degrees all the reasonings are the same and the construction of the correspond-
ing quasidifferentials and confined quasidifferentials are the same. The only
differences are
• the polynomial degrees may vary from one interval to another;
• the corresponding Si, i = 0, . . . , n should be treated as constants if the
spline value at ξi, i = 0, . . . , n is fixed.
We recall following notations and basic results from [13]. Let
βjt(X, t) = sign(Ψ(s[X], t)) · ∇XPjt(X, t). (4.1)
To the smooth extreme points (non internal knots), neutral knots and stable
knots we associate the set
S = {βjt(X, t) : t ∈ Esmooth ∪ Eneutral ∪ (K+ ∩ Emax) ∪ (K− ∩ Emin)}.
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To the extreme points coinciding with unstable knots we associate the following
sets:
∆jt = co{βjt(X, t), βjt+1(X, t)};
C∆ = −
∑
∆jt 6=∆
∆jt .
Define U = {∆jt : t ∈ (K+∩Emin)∪ (K−∩Emax)}. The quasidifferential of the
function Ψ is ∂Ψ =
∑
∆jt∈U∆jt and ∂Ψ = co{S− ∂Ψ,∪∆∈U(0 + C∆)}.
Definition 4.1. An interval [ξp, ξq] is stationary if
−∂qpΨ(s) ⊂ ∂qpΨ(s) (4.2)
Proposition 4.1. The interval [ξp, ξq] is stationary if and only if
0 ∈ co{Sqp,C},∀C ∈ ∐
∆∈Uqp
∆, (4.3)
Corollary 4.1. A spline s[X] is an inf-stationary solution to the problem (3.5)
if and only if there exists a stationary subinterval.
These results are independent from the formulation of the polynomial spline,
and therefore are applicable in the case of formulation (3.3).
4.2 Characterization using alternating extreme points
Let us introduce the following definitions (see [13]).
Definition 4.2. Subintervals [ξi−1, ξi], i = 1, . . . , N are called unit subintervals.
Intervals delimited by non-neutral external knots and whose internal knots are
neutral are called block subintervals.
Definition 4.3. If the value of the spline is fixed at one or more knots
ξi, i = 1, . . . , N
then these knots are called fixed points and we say that this is a polynomial
spline with fixed tails.
Theorem 4.1. If a polynomial spline with one or more fixed points is optimal
then at least one of the following conditions should satisfies.
1. One or more of the fixed points is a maximal absolute deviation point.
2. There exists a subinterval [ξp, ξq], containing a sequence of
2 + l − r +
q−1∑
i=p
mi
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alternating extreme points of the deviation function, where l is the number
of non-neutral internal knots inside (ξp, ξq) and r is the number of fixed
points of the optimal spline in the interval [ξp, ξq]. The end-points ξp and
ξq may be included in this sequence only if they are not unstable. This
condition is also equivalent to inf-stationarity in the sense of Demyanov-
Rubinov.
Proof. The first condition is obvious. Indeed, if at least one fixed point is
included in the set of maximal deviation points, then the maximal deviation
can not be improved. This condition is also a sufficient optimality condition.
The second condition is equivalent to the free tails stationarity condition [13]
if none of the fixed points is located in the interval [ξp, ξq], but the number of
alternating points should be adjusted, since the corresponding degree is varying
from interval to interval.
Similar to [13], assume that [ξp, ξq] is the shortest stationary subinterval.
Since l is the number of non-neutral internal knots inside (ξp, ξq), the number
of block subintervals inside this interval is l + 1.
The equation (3.6) is equivalent to the fact that all the systems in a sequence
of homogeneous linear systems
AiX = 0M+1, i = 1, 2
l (4.4)
has a nonnegative solution with at least one strictly positive component. The
columns of Ai, i = 1, . . . , 2
l the deviation function graduates, calculated at the
maximal absolute deviation points. The structure of Ai, i = 1, . . . , 2
l is as
follows: 
1−Km11 (t) 0 0 . . . 0
M1(t) 0 0 . . . 0
Km11 (t) 1−Km22 (t) 0 . . . 0
Σ1(t) Θ2(t) 0 . . . 0
0 M2(t) 0 . . . 0
0 Km22 (t) 1−Km33 (t) . . . 0
0 Σ2(t) Θ3(t) . . . 0
0 0 M3(t) . . . 0
0 0 Km33 (t) . . . 0
0 0 Σ3(t) . . . 0
...
...
...
. . .
...
0 0 0 . . . Σn(t)
0 0 0 . . . Mn(t)
0 0 0 . . . Kmnn (t)

,
where
Ki(t) =
t− ξi−1
ξi − ξi−1 , t ∈ [ξi−1, ξi], i = 1, . . . , n;
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Mi(t) =

(t− ξi−1)− (ξi − ξi−1)Kmii (t)
(t− ξi−1)2 − (ξi − ξi−1)2Kmii (t)
...
(t− ξi−1)mi−1 − (ξi − ξi−1)mi−1Kmii (t)
 , t ∈ [ξi−1, ξi], i = 1, . . . , n;
Σi(t) =
mi∑
j=2
ai−1j(j − 1)(ξi − ξi−1)mi−jKmii (t), i = 1, . . . n− 1;
Θi(t) =−
mi∑
j=2
ai−1j((t− ξi−1)mi−j − (ξi − ξi−1)mi−jKmii )(t)
+
mi∑
j=2
ai−1j(ξi − ξi−1)mi−j+1miKmi−1(t)i
(t− ξi−1)− (ξi − ξi−1)
(ξi − ξi−1)2
=−
mi∑
j=2
ai−1j((t− ξi−1)mi−j − (ξi − ξi−1)mi−j)Kmii (t)
+
mi∑
j=2
ai−1j(ξi − ξi−1)mi−jmiKmii (t)
−
mi∑
j=2
ai−1j(ξi − ξi−1)mi−jmiKmi−1i (t),
t ∈ [ξi − ξi−1], i = 2, . . . , n.
Note that we do not include Θ1(t), since ξ0 is fixed and Σn(t), since ξn is fixed.
Now we need to point out the differences between Ai, i = 1, . . . , 2
l. For
each non-neutral (and therefore nonsmooth) knot (which has to be unstable
due to Corollary 7.1 in [13]) we can assign two gradients, each corresponds
to its adjusted interval. Since there are l non-neutral knots, there are also 2l
distinct possibilities to choose one and only one gradient for each knot in this
sequence of knots. Each sequence gives rise to its own Ai, i = 1, . . . , 2
2.
Recall that the interval [ξp, ξq] is a subinterval of the original interval [ξ0, ξn],
such that (3.6) holds and there is no shorter subinterval inside [ξp, ξq], such
that (3.6) holds for this interval as well.
Consider the block that consists of non-zero coordinates of the gradients
that correspond to maximal absolute deviation points of the second last interval
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[ξq−2, ξq−1] and the last interval [ξq−1, ξq]:
1−Kmq−2q−2 (t) 0
Θq−2(t) 0
Mq−2(t) 0
K
mq−2
q−2 (t) 1−Kmq−1q−1 (t)
Σq−2(t) =
∑mq−2
j=2 aq−3j(j − 1)(ξq−3 − ξq−2)mq−2−jKmq−2q−2 (t) Θq−1(t)
0 Mq−1(t)
0 K
mq−1
q−1 (t)

.
(4.5)
Using the row of this block (matrix) that corresponds to the first non-zero row
of the last interval, one can obtain an equivalent matrix (multiplying this row
by a constant and subtracting it from the next one):
1−Kmq−2q−2 (t) 0
Θq−2(t) 0
Mq−2(t) 0
K
mq−2
q−2 (t) 1−Kmq−1q−1 (t)
0 Θq−1(t)−
∑mq−2
j=2 aq−3j(j − 1)(ξq−3 − ξq−2)mq−2−j(1−Kmq−1q−1 (t))
0 Mq−1(t)
0 K
mq−1
q−1

.
Using the last row, one can simplify the first two non-zero coordinates of the
last interval [ξq−1, ξq] gradients
1−Kmq−2q−2 (t) 0
Θq−2(t) 0
Mq−2(t) 0
K
mq−2
q−2 (t) 1
0 Θq−1(t)−
∑mq−2
j=2 aq−3j(j − 1)(ξq−3 − ξq−2)mq−2−j
0 Mq−1(t)
0 K
mq−1
q−1 (t)

.
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Consider now
Θ˜q−1(t) =Θq−1(t)−
mq−2∑
j=2
aq−3j(j − 1)(ξq−3 − ξq−2)mq−2−j
=−
mq−1∑
j=2
aq−2j((t− ξq−2)mq−2−j − (ξq−1 − ξq−2)mq−2−jKmq−1q−1 (t))
+
mq−1∑
j=2
aq−2j(ξi − ξi−1)mq−1−jmq−1Kmq−1q−1 (t)
−
mq−1∑
j=2
aq−2j(ξi − ξi−1)mq−1−jmq−1Kmq−1−1q−1 (t)
−
mq−2∑
j=2
aq−3j(j − 1)(ξq−3 − ξq−2)mq−2−j(1−Kq−1q−1 )(t).
Using the last row, Θ˜q−1(t) can be updated to the following
˜˜Θq−1(t) =
=−
mq−1∑
j=2
aq−2j(t− ξq−2)mq−1−j
+ 0
−
mq−1∑
j=2
aq−2j(ξi − ξi−1)mq−1−jmq−1Kmq−1−1q−1 (t)
−
mq−2∑
j=2
aq−3j(j − 1)(ξq−3 − ξq−2)mq−2−j .
The rows ofMq−1(t) block (matrix) can be updated to the following (multiplying
the last row by the corresponding factor and adding to the rows of Mq−1(t)):
M˜q−1(t) =

t− ξq−2)
(t− ξq−2)2
...
(t− ξi−1)mq−2−1
 .
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Finally, using the rows of M˜q−1(t) one can obtain
˜˜˜
Θq−1(t) =
=− aq−2mq−1(t)
+ 0
+ 0
−
mq−2∑
j=2
aq−3j(j − 1)(ξq−3 − ξq−2)mq−2−j
=− aq−2mq−1 −
mq−2∑
j=2
aq−3j(j − 1)(ξq−3 − ξq−2)mq−2−j
=
mq−2∑
j=2
aq−3j(1− j)(ξq−3 − ξq−2)mq−2−j − aq−2mq−1
Therefore,
˜˜˜
Θq−1(t) = 0 if and only if ξq−2 is a smooth knot. If ξq−2 is not
smooth, then the block from (4.5) can be transformed to
1−Kmq−2q−2 (t) 0
Θq−2(t) 0
Mq−2(t) 0
K
mq−2
q−2 (t) 0
0 1
0 M˜q−1(t)
0 K
mq−1
q−1 (t)

. (4.6)
If ξq−2 is smooth, then the block from (4.5) can be transformed to
1−Kmq−2q−2 (t) 0
Θq−2(t) 0
Mq−2(t) 0
K
mq−2
q−2 (t) 1
0 0
0 M˜q−1(t)
0 K
mq−1
q−1 (t)

. (4.7)
Note the following.
1. Each equivalent transformation with rows can be also obtained through
multiplication by the corresponding nonsingular matrix. Therefore, all the
equivalent row transformations, used above, do not affect the existence of
a nonnegative solution with at least one strictly positive coordinate to the
original problem (4.4).
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2. In the case of smooth knots (inside a block subinterval) the structure
of the gradient is the same as it is in the case of fixed knots, since the
coordinate that corresponds to the knot is zero. Recall that block subin-
tervals are bounded by nonsmooth knots and all the internal knots of such
subintervals are smooth.
Continue the process. Finally, ignoring zero coordinates that correspond
to the subintervals outside of [ξp, ξq], one can obtain a block-diagonal system,
where each block corresponds to its block interval. Then for (4.4) to satisfy one
needs to prove that the convex hull of the gradients that correspond to each
block (block subintervals) contains zero vector and therefore (characterisation
theorem for fixed knots, see [11] for details) each block interval [ξw, ξv] contains a
subinterval [ξw0 , ξv0 ], such that the number of alternating points is 2+
∑v−1
i=wmi
(also due to our assumption that there is no subinterval inside [ξp, ξq], such
that (3.6) holds for this interval as well). Each fixed point reduces the number
of alternating points by one (due to the fact that the corresponding component
of the gradient is zero, see [11, 10, 12]). Then the total number of alternating
points is
l − r +
q−1∑
i=p
mi.
This result resembles the fixed knots optimality results [11, 10, 12]. Namely,
the number of alternance points is reducing by one when one of the tails is fixed
(by two when both tails are fixed).
5 Discussion and conclusive remarks
In this paper we obtained a characterization theorem for the approximation of
continuous functions by continuous polynomial splines with free knots. The
value of the optimal spline at one or more knots is fixed and the corresponding
polynomial degree is not necessary the same for different intervals. This result
is equivalent to the Demyanov-Rubinov stationarity if none of the fixed points
is a maximal deviation point.
These results are essential from several point of view. First of all, they are
interesting on its own as a characterization theorem for such kind of splines.
Second, these results are essential for sufficient optimality conditions construc-
tion. Third, they can be used in the development of a Remez-type algorithm
for free knot spline approximation. The last two research directions are in our
future research plan.
The main difficulty in solving such kind of problems is that the corresponding
optimisation problems are nonconvex and nonsmooth. This essential character-
istic restricts the choice of optimisation methods that can handle this problem
efficiently and therefore, in order to solve this problem, one needs to develop a
specific method (for example Remez-type) to solve this problem.
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