ABSTRACT Condition monitoring and fault diagnosis are the most important process in manufacturing industries. In this paper, a steel beam panoramic crack detection method based on structured random forests has been proposed to obtain more efficient maintenance of manufacturing equipment. The structured random forests method and semi-reconstruction method of anti-symmetrical bi-orthogonal wavelets are combined to detect the edges of the cracks. Candidate features of the crack images are randomly chosen to train the crack classifier. Besides, the fast-multi-image stitching method is applied to stitch the entire image. The generated crack detection classifier is also used to determine the classification by voting the feature vector of each image. The prescribed characteristics, i.e., area, height, and weight, are introduced to select those cracks that satisfy the prescribed conditions. The experimental results show that the approach is effective and efficient in recognizing the surface cracks of the panoramic steel beam.
I. INTRODUCTION
The surface detection of cracks is an essential component during the health monitoring of steel beams because the cracks are one of the obvious indications of the degradation of steel beam structures. The detection of a surface crack is usually performed by a conventional human inspection, which is very costly, time-consuming, dangerous, labor-intensive and subjective, especially for long-span steel beams. Non-destructive testing techniques, such as ultrasonic detection and magnetic particle inspection, are suitable for local detection with limited length and depth. Therefore, it is necessary to develop a non-contacting, and non-destructive method for assessing the surface of steel beams during the productive process. Imageprocessing-based methods for the detection of the cracks are desired for acquiring objective accurate data inexpensively. However, crack extraction from complex backgrounds and fuzzy edges is difficult since the problem of contaminated surfaces and vibration-induced uneven illumination are difficult to overcome. Recently, a classification algorithm called structured random forests [1] have been applied to detect edges in real-time, which is orders of magnitude faster than competing state-of-the-art approaches. Using the random forest classifier for single crack image detection is a better way to acquire ideal edge results, even when the surface of the steel beam is sheltered by oil or other contaminations. However, this method failed to process the uneven illuminative images for long-span steel beams. A large amount of redundant information appeared in the results. To overcome these limitations of crack detection in steel beam images, we propose a panoramic crack detection method that is based on structured random forests and wavelet transform (SFW). The main contributions are summarized as follows:
1. We propose a fast-multi-image stitching method for crack detection of long-span steel beams, which stitches all of the images in a specified time period as a panoramic image; 2. We propose a crack edge detection method of combining a multiscale structured random forest [1] with the antisymmetric biorthogonal wavelet transform [2] . As a key approach for edge detection, the structured forest method applies the Gaussian convolution filter and gradient derivative to smooth the images and extract the contours, which easily leads edge loss or information redundancy. The combination of compactly supported set and anti-symmetric properties of the wavelet has proved that the edge extraction ability of the anti-symmetrical biorthogonal wavelet is superior to Gaussian filtering and gradient derivation. The edge information is enhanced by using the translation invariance property of the biorthogonal wavelet transform, and the symmetry also can avoid the ringing effect during the filtering process. In view the drawback of [1] , we utilize the semi-reconstruction method of anti-symmetrical bi-orthogonal wavelets to search the modulus maxima from the edge detection at multiple scales and to replace convolution filtering and edge feature extraction. The architecture of the whole method is shown in Fig.1 .
II. RELATE WORK A. SPATIAL DOMAIN IMAGE PROCESSING AND SEGMENTATION
Most prior work on crack detection has focused on neighborhood processing of the spatial domain. The dynamic homogenizing compensation (DHC) method [3] not only removes the potential impulse noise from the surface defect compensation curve of the pulse distribution, but also strictly constrains false positive samples when encountering complex textures; however, much of the abnormal longitudinal texture cannot be removed from the crack image and the threshold selection is empirical. Matched filtering [4] has been shown to work well on weakening the noise of the weld edge, but this approach relies on the size provided by non-zero elements. Polynomial fitting [5] and curve fitting [6] - [7] are applied to remove the background and the larger grey scale variation of the weld crack, but this approach depends on the fitting formula and the establishment of a mathematical model. Fuzzy sets [8] , [9] can be used to detect the edges of the weld defects, but they lose a small number of details. The difference image [10] , [11] is a good tool for detecting the distinction of a bearing crack image in the same scene, thus avoiding deficiencies of the edge fuzziness and poor contrast of local or global aspects. However, it is limited by the space, position and angle of the camera. To transform the detection problem of a curved or straight-line crack in the image space into the peak point of the parameter space, Amet et al. [12] and Yao and Xiao [13] committed the Hough transform to extract the information of the weld cracks and pantograph cracks, but a fixed range of the polar angle and polar distance is suitable only for the detection of regular shapes. In view of the irrelevance of the noise in the timespace field, spatial-temporal intra-frame segmentation and tracking [14] reduces the false detection rate of weld detection in a workpiece, but it does not consider the thickness of the steel pipe. In addition to the given examples of methods for crack detection, mathematical morphology based on structural elements is also common in the literature, and it can be used to process a burn crack image that is acquired from the engine combustion chamber [15] . However, the mathematical morphology must involve setting up a number of structural operators. Aswini et al. [16] used the Bottom-Hat transform, image fusion, histogram equalization and adaptive threshold methods to detect the surface cracks of the relay metal plate, but it is difficult to locate a dark crack target blending in the background. On the basis of morphological and logistic regression models, crack images in the steel strip images are divided into the low, middle and high resolution [17] , but it might not address the longitudinal cracks.
B. FREQUENCY DOMAIN AND WAVELET DOMAIN PROCESSING
Frequency domain processing is another widely used technique for steel crack detection. Low pass filtering is applied to attenuate the high frequency noise of weld images [18] , but the selection of the cutoff frequency will affect the quality of VOLUME 6, 2018 the filtering and generate ringing artefacts. According to the texture of different center frequencies and bandwidths, Gabor filter or filter bank that match with the crack images [19] can be used to monitor the product quality of the strip steel [20] and detect corrugated texture defects in the rail surface [21] in the texture background of different center frequencies and bandwidths. However, texture feature extraction still has some drawbacks owing to the selection of the complex parameters and the time-consuming nature of the high dimensional computation. Because of a better time-frequency localization, wavelet transforms have also been exploited in steel crack detection. Mao et al. [22] used a biorthogonal wavelet basis and information entropy to select suitable decomposition levels for steel crack detection. Kasban et al. [23] used one-dimensional characteristics extracted from the coefficients of discrete wavelet decomposition to judge whether a weld crack is presented. However, these methods do not consider the essential characteristics of wavelets such as the symmetry, shift invariance and directional selectivity. The fusion detection of a longitudinal slab surface crack is achieved by using mathematical morphology and modulus maximum of dyadic wavelets to process the low frequency and high frequency, respectively [24] . However, the detection result suffers from edge blur and singularity. A hidden Markov tree model [25] is used to transform the problem of wavelet coefficient distribution into the ascription problem of hidden state in the strip surface detection, but there is a mass of block effect in the segmentation results, and it does not consider the correlation among wavelet coefficients on the same scale.
C. SUPERVISED DETECTION METHODS
Since the support vector machine (SVM) classifier was proposed in 1995, its theoretical framework and practical application have been widely focused on the field of steel crack detection, such as bearing defect detection [26] , but it has a couple of critical limitations, such as poor generalization capability, decreased accuracy and strong autonomy kernel function selection. To solve the above problems, Wang et al. [27] used the progressively immediate inference SVM and Li et al. [28] utilized the parameter optimization of the RBF kernel function in SVM 1-classification to complete the surface classification and recognition of cold rolled strips, but a quadratic programming solution makes the largescale training sample difficult to implement. To overcome the binary classification problem of the traditional SVM algorithm, some scholars used the geometric, shape, grey, SIFT and region feature of the steel structure to complete oneversus-one SVM [29] , one-versus-all SVM [30] , and direct multi-class support vector machine (DMSVM) [31] ; these methods improve the accuracy of crack detection at the cost of speed. To improve the classification accuracy and the efficiency of large-scale real-time data in the strip image, Hu et al. [32] and Liu et al. [33] used a hybrid chromosome genetic algorithm to optimize the kernel function, and penalty factor parameters and to select the visual features of the SVM model. However, it is not clear how to identify other crack types by analyzing different types of the same extraction mode. It is difficult for multi-threshold to segment multi-class hot rolled steel defects, and different colors and the appearances of multi-scale background could affect the background detection effect. To solve these problems, Santanu et al. [34] adopted vector value normalization of kernel functions to approximate Haar wavelet reconstruction characteristics among three scales. However, defect deformation and mirror reflection lead to an increase in the false positives. Moreover, this approach does not consider the effect of uneven illumination and noise from vibration.
The main advantage of artificial neural networks (ANN) for steel crack detection is the network can be suitable for solving the nonlinear problems in the process of identification and classification. To overcome the time-consumption problem of ANNs, principal component analysis (PCA) is used to reduce the dimensions before the weld cracks are classified by means of ANNs [35] , [36] , but these methods are not suitable for the extraction of weak cracks. Therefore, before using feature classification with a back propagation (BP) neural network, fuzzy theory [37] , [38] or the grey level co-occurrence matrix [39] and invariant moments [40] is used for the weld edge enhancement or strip steel feature extraction. However, these methods do not consider the overfitting phenomenon in the training process. The radial basis function neural network [41] is applied to avoid the local extremum and speed up the convergence rate in the detection of strip surfaces, whereas the data pathological phenomenon occurs in the optimization process.
D. UNSUPERVISED DETECTION METHODS
Recently, the unsupervised detection method has been shown to be useful for crack detection. To eliminate the need for specific feature detection on determining out-of-specification parts and to ensure the algorithm runs in real time in high volume manufacturing environments, Fadel and Jaime [42] combined Discrete Cosine Transform with Fishers Linear Discriminant Analysis to detect surface cracks in aluminum stamped parts. An indirect clustering method based on similarity measurements has been applied to crack detection in the absence of sufficient prior knowledge and the high cost of artificial labelling. A clustering method based on improved K-means [43] has been used to extract bearing defect features from the two-dimensional wavelet transform of bearing surface. However, it is inclined to fall into locally optimal solutions due to its dependence on the selection of the initial cluster centers. There have also been work on edge detection better than using level set segmentation. The active contour model based on regions can be used to identify the fuzzy edge of the crack in the complex background of different grey levels due to the inconspicuous gradient change and the global characteristics. Robert [44] and Li et al. [45] used the improved C-V model method to detect artefacts in the crack images of industrial CT. However, the non-convex model is sensitive to the value of the initial contour, and the signed distance function must be reinitialized after each iteration, which leads to an operation that takes a large amount of time. Introducing a non-convex energy model of the local binary fitting into the C-V model with global characteristics and transforming a non-convex model into a convex optimization problem [46] are better than the two models separately in terms of the segmentation effect and running time [47] , but the iterative is still time-consuming.
III. PANORAMIC CRACK DETECTION FOR STEEL BEAM BASED ON STRUCTURED RANDOM FORESTS A. CONSTRUCT THE CRACK DETECTION CLASSIFIER
We randomly select a certain number of steel beam crack images that were acquired by two industrial cameras, with the corresponding artificial target labels or ground truth, to construct a characteristic training sample set and establish the crack detection classifier, which generates random variables to maximize the information gain. Starting with training a decision tree, our approach predicts a structured 16 × 16 segmentation mask from a larger 32 × 32crack image patch. We begin by augmenting each crack image patch with 13 channels of information to obtain a feature vector x ∈ X = R 32×32×13 . These channels include 3 color channels in CIE-LUV color space along with a normalized gradient magnitude, 2 gradient magnitude channels and 8 orientation channels at the original, half and double resolution scale.
In the part of edge detection, multiscale edge detection of anti-symmetric biorthogonal wavelets for the tested image f (x, y) has been used to replace convolution filtering and edge detection of the gradient magnitude. Assuming a set of dual filters of the antisymmetric biorthogonal wavelet are {h k } k∈Z ,{g k } k∈Z and { h k } k∈Z ,{ g k } k∈Z , respectively, where {h k } k∈Z and {g k } k∈Z are decomposition filter banks, and { h k } k∈Z and { g k } k∈Z are reconstruction filter banks. When f (x, y) is decomposed by the anti-symmetric biorthogonal wavelet, the approximate component on the scale j + 1 can be decomposed into four components, the horizontal component, and detail components, and an approximation can be expressed as:
the semi-reconstruction H HR and V HR can be obtained as follows:
According to the gradient vector approximation A W 2 j f of f (x, y) on the scale j + 1, we can directly use the decomposition data to calculate the module value M 2 j+1 f and phase angle A 2 j+1 f of the direction gradient on the scale j + 1:
where j = 1, 2, 3, · · · , J . The edge point on the j+1 level can be oriented by using the edge detection method of the local modulus maximum.
where T = 0.01. Repeat the above process at all levels of the wavelet decomposition coefficients, and we can obtain the direction gradient module value and phase angle of the approximate image on each resolution, and the process of the decomposition and reconstruction of the image edge extraction is shown in Fig.2 . The wavelet edge detection of the local modulus maximum is shown in TABLE 1. We compute the regular output features first and blur the channels with a radius 2 triangle filter and down-sample by a factor of 2, which results in 32 · 32 · 13/4 = 3328 candidate features. We also compute the self-similarity output features, and apply a large triangle blur to each channel and downsample to a resolution of 5 × 5; sampling all candidate pairs and computing their differences yields an additional 300 × 1300 = 3900 candidate features, which results in 7228 total candidate features from one steel beam crack image. We then use the Bagging algorithm to randomly extract s features from the total candidate features to form the crack feature vectors
For structured learning of edge detection, we choose the corresponding ground truth mask y ∈ Y = Z 16×16 , which uses a 16×16 segmentation mask and the created target label, and we define the mapping : Y → Y , where y ∈ Y = {0, 1}
16×16 to represent the binary edge map that corresponds VOLUME 6, 2018 to y. Let y(j) for 1 ≤ j ≤ 256 denote the segment index of the j th pixel of y; we sample a pair of locations j 1 = j 2 and check if they belong to the same segment, y(j 1 ) = y(j 2 ). Thus, we obtain a large binary vector and reduce the dimension to 256 by PCA. We train each tree independently in a recursive manner. For a given node j and training set S j ∈ X × Y , the goal is to find the parameters θ j of the split function h(x, θ j ) that are chosen to maximize the information gain I j . A feature that has the best classification effect is selected as the splitting attribute of the node j. For binary classification, the following information gain can be expressed as follow:
with
where S j ,S L j ,S R j denote the sets of training points before and after the split. Two subsets satisfy the characteristics:
The Gini impurity H (S) = S∈y p(y)(1 − p(y)) denotes the Shannon entropy, and p(y)
is the empirical distribution of the elements in S with label y. According to this principle, we can construct each branch until the tree has been classified accurately or until all attributes have been used in the processing of the training. In a forest with T trees, we use the variable t ∈ {1, · · · , T } to index each component tree. All of the trees are trained independently, and the attributes of these trees are integrated into the crack random forest classifier. The sketch and training framework of the crack random forest classifier is shown in Fig.3 and TABLE 2 .
B. FAST IMAGE STITCHING
After the crack detection classifier is trained with a number of steel beam crack images, we begin to stitch all the images into panoramic images. In order to eliminate residual reprojection and geometric distortion error, the method of fast image stitching is divided into the following three steps: First, the crack images of a steel beam and the corresponding timestamps are acquired from the image database. Then, starting from the minimum timestamp, two crack images in adjacent positions in time are selected for SIFT feature matching until the x coordinate values of the right-most matching points of the two crack images are obtained. Third, we choose the images in a fixed time period for fast image stitching until all steel beam images are stitched.
Because the resolution of the images are the same, we set the size of all of the single images to x 1 × y 1 , and the coordinates of the right-most matching points of the two adjacent crack images are (x 2 , y 2 ) and (x 3 , y 3 ). The purpose of obtaining the x coordinates of the matching points is to directly intercept different areas of the two images and put them in the back of the same area to prevent the stitching process from failing. The framework of obtaining the x coordinate values of the rightmost matching point of two images is shown in Fig.4 .
During the experimental process, we found that mismatching the feature points will lead to ghosting, multiple overlapping or stitching failures. Taking two images, for example, the process of image stitching is shown in Fig.5a ). We first set the sizes of Image_1 and Image_2 to x 4 × y 1 and x 1 × y 1 , respectively, and we determine whether x 4 is equal to x 1 . If successful, then use the coordinates (0, 0) and (x 2 , y 1 ) to intercept the area of Image_1 and use the coordinates (x 3 , 0) and (x 1 , y 1 ) to intercept the area of Image_2. Otherwise, we use the coordinates (0, 0) and (x 4 − x 1 + x 2 , y 1 ) to intercept the area of Image_1 and use the coordinates (x 3 , 0) and (x 1 , y 1 ) to intercept the area of Image_2. Finally, we stitch the images of two areas in a temple. In this work, the rotation factor can be neglected since the motion direction of the camera is parallel to the steel beam. To reduce the error in the matching of the feature points between the images, we first intercept the partial areas of two images to find feature points because the moving speed of the camera is constant, and we intercept the area of the left-most feature points of the two intercepted images. Fig.5b ) and TABLE 3 show the sketch of two image stitching and the framework of fast multi-image stitching respectively.
C. CRACK DETECTION
After stitching all the steel images, it is time to detect the cracks in the stitched images. We compute 7228 total candidate features from each stitched image and utilize the crack random forest classifier to determine the classification by voting the feature vectors of each image. The test feature x i (i = 1, · · · , s) is simultaneously pushed through all of the trees until reaching the leaf level. Each decision tree has a chance to classify new samples. The final output is judged by the classification average results of the decisions from all of the trees: where p(t)(c|x) denotes the posterior distribution obtained by the t th tree and c ∈ C = {1, 2} denotes the discrete labels. To filter the unnecessary information, we first use the Otsu global threshold [48] , converting the detection result to a binary image, and then, we utilize hole filling [48] to eliminate the holes in the image. Finally, a region descriptor [48] is used to remove the non-crack information. We select the height, width and area of the crack as the criteria to determine whether it is a real crack. The height and width can be expressed as:
where ε i denote the code elements of 8 directions in 8 chain code. The area can be expressed as:
Crack(n, m) (15) VOLUME 6, 2018 We use the elliptic equation x 2 + 2Bxy + Cy 2 + 2Dx + 2Ey + F = 0 to realize the least square fitting of the final result. The centroid coordinates of the crack can be calculated as:
We convert the image coordinates into physical units:
where M = x 1 and N = y 1 denote the size of the image, k = 0.1720 mm/pixel denote the ratio coefficient between pixels and real measurements.
IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. EXPERIMENTAL ENVIRONMENT
To verify the validity of the method, we construct an experimental rig for the crack detection of the steel beam, as shown in Fig.6 . The cracks occur in the external and bottom sides of two steel beams are placed in parallel on top of the rig. The image acquisition device consists of two Imaging Source cameras (DMK 72BUC02, CMOS, 1/2.5) with ring light and timestamp trigger, which is used to record the time passing through each baffle. Each camera obtains 6 images (The size is 1280 × 960) per second, and two adjacent timestamps are used to select the images obtained in the interim. In order to achieve high precision crack collecting and remove the noise in the image, we choose exposure time = 0.001953125, the focal length = 0.22, the pixel resolution = 4 million.
B. EXPERIMENTAL RESULTS WITH SINGLE IMAGES OF THE UNEVEN ILLUMINATION SURFACE
We compare our method with the Structured Random Forests (SRF) method [1] , Fully Convolutional Networks(FCN) method [49] and a combination of classical methods (shown in Fig.7) on the 850 single images of the uneven illumination surface. Additionally, the pixel level ground truth (GT) labeling is given. The calculation were conducted on a computer (Intel(R)Core(TM )i5 − 4670 CPUT 6570@3.40 GHz, 16GBRAM ) and the methods were coded in MATLAB(R2013b). We use the evaluation methodologies (The precision rate and recall rate) proposed by Federico et al. [50] to measure the performance of our method. The precision corresponds to the percentage of salient pixels that were correctly assigned, while the recall corresponds to the fraction of detected salient pixels in relation to the ground truth pixels of the salient pixels. The evaluations are defined as:
where TP is the number of samples that are correctly classified as positive, FP is the number of samples that are incorrectly classified as positive, and FN is the number of samples that are incorrectly classified as negative. In addition to the precision and recall, the F-measure is an indicator that reflect the segmentation quality, which is defined as:
where β is the quality factor and we set β 2 = 0.3. We set all parameters with the help of the training set and validating set which is fully independent of the testing set. Parameters include: splitting parameters (nSample, discretization type and information gain), feature parameters (nCell, normRad, chSmooth and simSmooth), and model parameters (imWidth, gtWidth, fracFtrs, maxDepth, minChild, nTree, wavelet basis and scale). In Fig.8 we explore the effect of choices of splitting, feature and model parameters. For each experiment we train on the 400 crack images and validate detection accuracy on the 120 crack images (using the Recall performance metric). First, we set all parameters to minimum values and keep all but one parameter fixed. Then, we explore the effect on edge detection Recall as a single parameter is varied. We see that nSample = 16, discretization type = pca, information gain = entropy, nCell = 1, normRad = 8, chSmooth = 2, We compare our method with four methods on testing set of 330 single images and GT. All of the parameters of the SRF method are approximately the same as SFW and we select the best parameters in training and validating to detect the cracks. 400 training images and 120 validating images were selected to train the FCN-8s models and we set the parameters of models as batchSize = 4, numSubBatches = 2, learningRate = 0.0001. Training and validation stop when the results of mean IoU (Intersection over Union) stop increasing within 20 epochs. Experimental result shows that the modes of FCN-8s at 91 epochs obtain the best results and this model is performed on testing image. In the combination of classical methods, we set best parameters of the Canny operator [48] (standard deviation σ = 7. 9 shows partial qualitative results of the different methods. Comparing the images with the ground truth, the Roberts operator failed to detect the crack completely. The result of the Canny operator provides the edge information with more accuracy, but the edge of the steel beam is also presented in the images. The SRF classifier and FCN-8s models removes most of the redundant information but always fails to detect a substantial number of cracks. It can be observed that the suggested approach efficiently combines the antisymmetric biorthogonal wavelet transform outperforms FCN-8s models for the same level of detection. High recall can be achieved at the expense of reducing the precision, and thus, it is important to evaluate both measures. The ROC curves in Fig.10 show that our method produces the best result compared with the other four methods. The quantitative evaluation results are shown in TABLE 4. We can achieve more than 6.8 percent increments on the Recall measure by combining antisymmetric biorthogonal wavelet transform. The precision of the actual crack number is evaluated by measuring the omission detect ratio P o , false detecting rate P f and precision detection rate P a on the same 326 crack images. These evaluations are defined as:
where N r is the number of actual cracks in the artificial binary ground truth GT . Nt is the number of real cracks result by the method. N p is the number of cracks for which the actual crack was mistaken as background, while N f is the number of cracks for which the background was mistaken as an actual crack. The detection results of five methods are shown in TABLE 5 , which shows that the precision of the detect rate of the proposed method is 5.24 percent higher than that of the FCN-8s and 5.85 percent higher than SRF. The omission detection ratio is 14.25 percent lower than that of the other four methods. Since the Roberts operator detect only a small number of actual cracks, and the corresponding result always has a large number of blanks, the best result is in the column of false detection rate because no more samples can be compared with N r . 
C. EXPERIMENTAL RESULTS WITH SINGLE IMAGES OF THE CONTAMINATED SURFACE
We compare our method with four methods on 270 testing images of the contaminated surface. The SFW method and the combination of classical methods for which the parameters are the same as in Section IV-B. We set optimum parameters of the SRF method as nSample = 256, discretization type = pca, information gain = gini, nCell = 5, normRad = 4, chSmooth = 2, simSmooth = 8, imWidth = 32, gtWidth = 16, fracFtrs = 1/4, maxDepth = 64, minChild = 8, nTree = 8 and scale = multiscale. 300 training images and 130 validating images (outside the testing dataset) were selected to train the FCN-8s models and we set the modes of FCN-8s at 181 epochs to detect crack (Training and validation stop when the results of mean IoU stop increasing within 40 epochs). Fig.11 displays some example detections from the testing dataset. The proposed method successfully labels crack from complex backgrounds. It even identifies some cracks missed in the similar background (row 7, 9 of Figure 11 ). The classifier better detects cracks with strongly irregular contours, compared to FCN-8s model and SFR classifier. The ROC curves in Fig.12 show that our method produces the best result compared with the other four methods. The quantitative evaluation results are shown in TABLE 6 . We see that SFW classifier give better crack detection in the contaminated surface of steel beam. For the testing dataset containing 270 images, we also compare the omission detect ratio, false detecting rate and precision detection rate with the result. method is 0 because the corresponding result always has a large number of blanks.
D. EXPERIMENTAL RESULTS WITH PANORAMIC IMAGE
Although the selection of the proper inlier points and the concatenation of the homography matrix, there is a small degree of residual re-projection and geometric distortion error. As can be seen from Fig.13a) to Fig.13d ), using SIFT algorithm [51] , SURF algorithm, Harris algorithm and Image Stitching with Moving DLT [52] to stitch the crack images will lead to re-projection error and geometric VOLUME 6, 2018 distortion. Better results for the stitching of 24 images, using the cylindrical coordinate matching algorithm, are shown in Fig.13d) . The results of the fast-multi-image stitching method is shown in Fig.13e ), which are better than the other methods. TABLE 8 shows the time consumption of the 4 methods in stitching different numbers of images. Note that our method can stitch most of the images in the shortest time. We compare our method with three methods on a dataset of 6 panoramic images and the corresponding GT. The parameter setting of four methods are the same as in Section IV-C. Fig.14-Fig.17 show that our method also outperforms the other methods in terms of the qualitative compare, which provides a better estimate between the result and GT. TABLE 9 gives the quantitative results on the precision of the crack number and proves that the performance of our method is superior in guiding the crack detection of steel beam. For the panoramic image, our method outperforms the other methods in spite of some detection errors.
V. CONCLUSIONS
In this paper, we propose a panoramic crack detection method for steel beams based on the structured random forests method. For the long-span steel beam, we construct a fastmulti-image stitching method to stitch all of the images. To improve the accuracy of the edge detection and reduce the redundant information, we combine the structured random forests method with the semi-reconstruction method of anti-symmetrical bi-orthogonal wavelets to detect the edges of the cracks. Furthermore, the trained crack random forest classifier is used to determine the classification by voting the feature vector of each image. Finally, the region descriptor is introduced to identify the cracks. The experimental results show that the proposed method outperforms other methods for crack detection in steel beams.
