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Abstrat
Let f be an holomorphi endomorphism of CPk. We onstrut by using od-
ing tehniques a lass of ergodi measures as limits of non-uniform probability
measures on preimages of points. We show that they have large metri entropy,
lose to log dk. We establish for them strong stohasti properties and prove the
positivity of their Lyapunov exponents. Sine they have large entropy, those mea-
sures are supported in the support of the maximal entropy measure of f . They
in partiular provide lower bounds for the Hausdor dimension of the Julia set.
Key Words: invariant measure, metri entropy, holomorphi dynamis.
MSC 2010 : 37C40, 37F10
1 Introdution
This artile onerns the dynamis of holomorphi endomorphisms of CPk. Suh a
mapping is given by k+1 homogeneous polynomials of the same degree d ≥ 2 without
ommon zero. It denes a ramied overing of CP
k
of degree dk. Its topologial entropy
is htop(f) = log d
k
, this is a onsequene of [G℄ and [MP℄. Remarkably, f has a unique
measure µ of maximal entropy [BD2℄. That measure is obtained by equidistributing
preimages of generi points: there exists an algebrai subset E ⊂ CPk depending on f
suh that for every z /∈ E :
1
dkn
∑
fn(y)=z
δy → µ,
where δy denotes the Dira mass at y ∈ CP
k
(see [BD2℄, [DS1℄). Strong stohas-
ti properties have been established for µ: exponential deay of orrelations, Central
Limit Theorem, Almost Sure Invariane Priniple and Large Deviations Theorem, at
least for Hölder observables (see [DNS℄, [D1℄ and referenes therein). Moreover, we
know that the Lyapunov exponents of µ are larger than or equal to 1
2
log d [BD1℄. We
refer to the survey artile [DS2℄ for more details onerning those properties.
In the present artile, we use oding tehniques to onstrut for endomorphisms of
CPk a lass of ergodi measures with entropy lose to log dk. Those measures are limits
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of non-uniform probability measures on f−n(z), and, as we shall see, their support is
inluded in J := supp µ. We prove for them the Almost Sure Invariane Priniple
(ASIP) for Hölder observables and the positivity of the Lyapunov exponents.
Let us note that oding tehniques were introdued in [PUZ℄ for rational frations
ating on CP1. That allowed them to onstrut a lass of ergodi measures ontaining
µ and satisfying the ASIP for Hölder observables. That oding method was reently
extended to CPk in order to study the maximal entropy measure µ [D1℄. Here we
ontinue to develop the oding tehniques in higher dimensions.
Let us introdue notations related to oding. Let A := {1, . . . , dk}, Σ := AN and
s be the left shift ating on Σ. We set z outside the ritial values of every fn. A
map zn will denote a bijetion A
n → f−n(z), extended to Σ as a onstant map on
n-ylinders. We say that a sequene (zn)n is ompatible if f ◦ zn+1 = zn ◦ s. Given an
Hölder funtion ϕ : Σ → R, let νϕ denote its assoiated Gibbs measure on Σ. This is
the unique s-invariant measure satisfying Pϕ =
∫
ϕdνϕ + hνϕ(s), where Pϕ and hνϕ(s)
respetively denote the pressure of ϕ and the entropy of νϕ (see [B℄, [W℄).
We shall atually work with potentials ϕ : Σ→ R satisfying τθ(ϕ) := Pϕ − |ϕ|∞ −
log dk−θ > 0 for small θ's, less than some θk speied in setion 2. The measure νϕ an
therefore be a produt measure with weights lose to d−k (see orollary 1). Observe
that τθ(ϕ) > 0 ombined with hνϕ(s) = Pϕ −
∫
ϕdνϕ implies hνϕ(s) > log d
k−θ
.
Let us state our main theorem. We set νn := (zn)∗νϕ, that pushforward measure is
supported on f−n(z) and satisfy νn(y) =
∑
f(x)=y νn+1(x) by the ompatible ondition
and the s-invariane of νϕ.
Main theorem: For every θ < θk, there exists a zero volume subset Fθ ⊂ CP
k
satisfying the following property. For every z /∈ Fθ, there exist ompatible bijetions
zn : A
n → f−n(z) suh that, for every Hölder funtion ϕ : Σ→ R satisfying τθ(ϕ) > 0:
(a)
∑
fn(y)=z νn(y) δy onverges to a mixing f -invariant measure ν on CP
k
.
(b) The metri entropy is preserved, i.e. hν(f) = hνϕ(s).
() ν does not harge the algebrai subsets of CPk and supp ν ⊂ J = supp µ.
(d) The Lyapunov exponents of ν are larger than or equal to 1
2
(hν(f)− log d
k−1) > 0.
(e) The measure ν satises the exponential deay of orrelations and the Almost Sure
Invariane Priniple for Hölder observables.
The proof relies on independent results whih are stated in setion 2. Let us make
some omments. Item (b) and ondition τθ(ϕ) > 0 imply that hν(f) > log d
k−θ
. That
large entropy property is ruial for the proofs of () and (d). We shall see that those
assertions are atually more general, they hold for every ergodi measure with entropy
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larger than log dk−1. We observe also that (b) implies hν(f) < log dk one νϕ is not the
maximal entropy measure on Σ. This proves that ν, whose support is inluded in J by
(d), is singular with respet to µ (these are dierent ergodi measures). Conerning
(e), we reall that an observable ψ : CPk → R satises the ASIP if the proess dened
by the Birkho sums of ψ follows ν-almost everywhere the trajetory of a Brownian
motion. That strong stohasti property implies the Central Limit Theorem and the
Law of Iterated Logarithm for ν.
The following orollary onerns the ase when νϕ is a produt measure on Σ. We
set for the rst item y = zn(α0, . . . , αn−1) ∈ CPk.
Corollary 1: Let η < θk and (wα)α∈A satisfying
∑
wα = 1 and wα ≤ d
−k+η
. For
every z outside a zero volume subset, there exist ompatible bijetions zn suh that:
-
∑
fn(y)=z
(∏n−1
i=0 wαi
)
δy onverges to a mixing f -invariant measure ν.
- The metri entropy of ν is equal to hν(f) = −
∑
wα logwα.
- The measure ν satises (), (d) and (e).
That orollary follows by taking ϕ(α0, α1, . . .) := logwα0 in the main theorem. We
have in that ase Pϕ = 0. Observe that the ondition τθ(ϕ) = −|ϕ|∞ − log dk−θ > 0 is
then satised for every θ ∈]η, θk[.
We dedue the following property, where M is the set of f -invariant measures.
Corollary 2: The image of the entropy funtion h : M→ [0, log dk] ontains a non
trivial interval of the form [log dk − ǫ, log dk].
That follows from the ontinuity of −
∑
wα logwα and the fat that the maximal
value ours exatly when wα = d
−k
for every α ∈ A. We observe that, sine f is a C∞
mapping, the entropy funtion h is upper semiontinuous [N2℄. That property ensures
the existene of a maximal entropy measures for f , but does not provide orollary 2.
The rst part of item () is obviously related to the size of ν. Conerning Hausdor
dimension, the artile [D2℄ yields for every ergodi measure with positive exponents a
lower bound for the dimension of positive ν-measure Borel sets. We therefore get:
Corollary 3: Let ν be an ergodi measure provided by the main theorem. Let λ1(ν) ≥
. . . ≥ λk(ν) denote its Lyapunov exponents (they are positive by (d)) and A be a Borel
subset of positive ν-measure. Then the Hausdor dimension of A satises
dimHA ≥
log dk−1
λ1(ν)
+
hν(f)− log d
k−1
λk(ν)
.
That estimate in partiular holds for A = J , hene the ergodi measures provided
by the main theorem yield lower bounds for the Hausdor dimension of J . Let us
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notie that when k = 1, the formula inf {dimHA , ν(A) > 0} =
hν(f)
λ(ν)
holds for every
ergodi measure ν with positive entropy [M℄. The proof relies on the fat that rational
frations are onformal mappings. An analogous formula remains unknown in higher
dimensions. We refer to the artiles [BDM℄, [DD℄ and [D2℄ for results onerning that
problem. The artile [D2℄ in partiular yields for the maximal entropy measure and for
k = 2 the bound inf {dimHA , µ(A) > 0} ≥
log d
λ1(µ)
+ log d
λ2(µ)
, whih is half of the formula
onjetured in [BDM℄.
Observe also that (d) ensures that the funtion log Jac f , whih is −∞ on the
ritial set of f , belongs to L1(ν). That follows from the lassial formula∫
CPk
log Jac f dν = 2(λ1(ν) + . . .+ λk(ν)).
We notie that the integrability of log Jac f for the equilibriummeasure µ an be shown
without using the exponents: this is proved in [FS℄ and [DS1℄ by using respetively the
onstrution of µ from pluripotential theory and from pullbaks of volume forms.
We nally note that the existene and uniity of equilibrium states was reently
established for endomorphisms of CPk for a lass of Hölder funtions [UZ℄. The ap-
proah onsists there in studying the Ruelle-Perron-Frobenius operator. It should be
interesting to ompare those equilibrium states with the measures onstruted here.
2 Struture of the proof of the main theorem
The main theorem follows from theorems A, B and C stated below. We denote by
d(·, ·) the standard distane on CPk and we set θk :=
2
5(k−1) .
Theorem A: For every θ < θk, there exists a zero volume subset Sθ ⊂ CP
k
satisfying
the following property. For every z /∈ Sθ, there exist ompatible bijetions zn : A
n →
f−n(z), an inreasing sequene of subsets (G(n))n ⊂ Σ and ρ > 0 suh that, for every
Hölder funtion ϕ : Σ→ R satisfying τ = τθ(ϕ) > 0:
1. (zn)n onverge νϕ-a.e. to some limit map ω : Σ→ CP
k
.
2. νϕ(G(n)) ≥ 1− cτ e
−nτ
and d(zn(α˜), ω(α˜)) ≤ cρ d
−ρn
for every α˜ ∈ G(n).
3. The pushforward measure ω∗νϕ is a mixing f -invariant measure satisfying the
Almost Sure Invariane Priniple and the exponential deay of orrelations for
Hölder observables.
The point 1 implies that (zn)∗νϕ, whih by denition is equal to
∑
fn(y)=z νn(y) δy,
onverges to ω∗νϕ. It also implies the relation f ◦ ω = ω ◦ s by using the ompatible
ondition on (zn)n. In partiular, sine νϕ is a mixing invariant measure, that property
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holds for ω∗νϕ. That proves (a) of the main theorem for ν := ω∗νϕ. The point 2 of
theorem A is ruial to show its point 3, whih orresponds to (e).
Theorem A was proved by Przytyki-Urba«ski-Zdunik for k = 1 and every Hölder
ontinuous funtion ϕ (see [PUZ℄, setion 3), the proof relies there on Koebe distortion
theorem. We use in the ontext k ≥ 2 a quantitative version of the inverse branh
Briend-Duval's theorem established in [D1℄: that result allows to ontrol the size of at
least (1−d−nθ)dkn inverse branhes of fn. The value θk = 25(k−1) is due to the tehnique
of the proof, whih requires to work on omplex lines and to estimate moduli of annuli.
The following theorem yields (b) by setting Fθ := Sθ ∪ H.
Theorem B: There exists a zero volume subset H ⊂ CPk satisfying the following
property. Let θ < θk and z /∈ Sθ ∪ H. Let ϕ : Σ→ R be an Hölder funtion satisfying
τθ(ϕ) > 0 and let ω : Σ→ CP
k
provided by theorem A. Then hω∗νϕ(f) = hνϕ(s).
The proof onsists in estimating the size of the bers of ω and applying Abramov-
Rohlin's formula for the entropy of a skew produt. A similar result was proved by
Przytyki ([P℄, setion 2) in dimension k = 1 for maps ω whih are boundary extensions
of Riemann mappings on the unit dis. Here we follow the same approah by showing
that the bers of ω are small for good hoies of the root z, namely when the bers
f−n(z) are far enough from the ritial set of f . The set H is introdued in order to
ensure that property.
Theorem B, ombined with τθ(ϕ) > 0, yields hν(f) = hνϕ(s) > log d
k−θ
. Let us see
how that implies (). We use for that purpose the relativized variational priniple: if ν
is ergodi and if ν(A) > 0, then hν(f) is less than or equal to htop(f, A), the topologial
entropy of f relative to A (see [BD2℄, setion 4). We dedue that ν does not harge the
algebrai subsets of CPk. We indeed have htop(f, A) ≤ log d
p
for every p-dimensional
algebrai subset A, that follows from Gromov's argument [G℄. Conerning the inlusion
supp ν ⊂ J , Dinh [D℄ proved that htop(f, A) ≤ log d
k−1
for every ompat set A not
interseting J . That ompletes the proof of ().
The item (d) is provided by the following general result:
Theorem C: Let f be an holomorphi endomorphism of CPk of degree d ≥ 2 and let m
be an ergodi f -invariant measure. If hm(f) > log d
k−1
, then the Lyapunov exponents
of m are larger than or equal to 1
2
(hm(f)− log d
k−1) > 0.
The proof is a onsequene of theorem D below (this is explained in setion 6).
Let us denote by Λ1 > . . . > Λq ≥ −∞ the exponents of m and by m1, . . . , mq their
multipliities. Reall that Margulis-Ruelle inequality [R℄ states hm(f) ≤ 2m1Λ
+
1 + . . .+
2mqΛ
+
q , where x
+ := max{x, 0}. The next result extends that inequality.
Theorem D: Assume that q ≥ 2. Then for every 2 ≤ j ≤ q:
hm(f) ≤ log d
m1+...+mj−1 + 2mjΛ
+
j + . . .+ 2mqΛ
+
q .
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Theorem D and its orollary theorem C were established by de Thélin [dT℄ assuming
Λq > −∞, namely log Jac f ∈ L
1(m). Our aim is to extend it to Λq = −∞. The proof
of theorem D in [dT℄ is based on the onstrution of relative almost stable manifolds
and on volume estimates. De Thélin told us that it was possible to extend theorem D
to the non-integrable ase by using the same method, here we verify it.
The stable manifolds were obtained in [dT℄ by omposing forward graph trans-
forms for f−1 along m-generi orbits. In the non-integrable ase, we obtain them by
performing instead bakward graph transforms for f itself: we use for that purpose the
method of Hirsh-Pugh-Shub [HPS℄ whih allows non-injetive maps. The Oselede-
Pesin's harts are provided in our ontext by Newhouse theorem [N1℄. Then, one the
stable manifolds are onstruted, volume estimates are obtained by sliing arguments
as in [dT℄. It turns out that an ourene of multipliities, due to a lak of injetivity,
does not aet the bounds.
We thank de Thélin for several disussions onerning that problem of extension.
Conerning this topi, we notie that Buzzi [B℄ announed us an estimate similar to
theorem D in a real setting, with the term log dm1+...+mj−1 being replaed by the topo-
logial entropy of embedded smooth diss of dimension m1 + . . .+mj−1.
The artile is organized as follows. Classial fats onerning Gibbs measure are
realled in setion 3. Theorems A, B and C-D are proved in setions 4, 5 and 6. In the
sequel c denotes a onstant whih may hange from a line to another.
3 Gibbs measures on (Σ, s)
Our referenes are the lassial books [B℄, [W℄. Let α˜ = (αi)i≥0 be the elements of
Σ = AN. We denote by An the n-ylinders of Σ, and by [α0, . . . , αn−1] a n-ylinder. Let
also Ai,j := s
−iAj−i for i ≤ j, observe that An = A0,n. We endow Σ with a produt
metri. Let ϕ be an Hölder funtion Σ → R and νϕ be its assoiated equilibrium
measure. This is the unique s-invariant measure on Σ satisfying Pϕ =
∫
Σ
ϕdνϕ+hνϕ(s),
where Pϕ is the pressure of ϕ and hνϕ(s) is the metri entropy of νϕ. This is also the
unique s-invariant measure for whih there exist c1, c2 > 0 satisfying for every α˜ ∈ Σ
and n ≥ 1:
c1 e
Pn−1
i=0 ϕ◦si(α˜)−nPϕ ≤ νϕ[α0, . . . , αn−1] ≤ c2 e
Pn−1
i=0 ϕ◦si(α˜)−nPϕ. (1)
It turns out that νϕ satises the following exponential mixing property (see [B℄, Propo-
sition 1.14): there exists c, δ > 0 suh that for every i ≤ j < k ≤ l,
∀E ∈ Ai,j , ∀F ∈ Ak,l , |νϕ(E ∩ F )− νϕ(E) νϕ(F )| ≤ c νϕ(E) νϕ(F ) e
−δ(k−j). (2)
That property implies that νϕ is mixing in the usual sense. We shall need (2) for
theorems 3.2 and 3.3 below. We say that an observable χ : Σ → R is νϕ-entered if∫
Σ
χ dνϕ = 0. We denote by E(χ|An) the onditional expetation of χ ∈ L
1(νϕ) with
respet to the partition An. Let us introdue the following denition.
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Denition 3.1 We say that an observable χ : Σ→ R is Lp(νϕ)-ylinder (p ≥ 1) if
χ ∈ Lp(νϕ) and |χ− E(χ|An)|p ≤ c e
−γn
for some γ > 0.
The next result states the exponential deay of orrelations for those observables.
Theorem 3.2 Let χ1, χ2 : Σ → R be bounded νϕ-entered observables whih are
L1(νϕ)-ylinder. Then
∣∣∫
Σ
χ1 · χ2 ◦ s
n dνϕ
∣∣ ≤ c e−nλ for some λ > 0.
Proof: Let χj,m := E(χj |Am) and write:
χ1 · χ2 ◦ s
n = (χ1 − χ1,m) · χ2 ◦ s
n + χ1,m · (χ2 ◦ s
n − χ2,m ◦ s
n) + χ1,m · χ2,m ◦ s
n.
Using the s-invariane of νϕ, we get that
∣∣∫
Σ
χ1 · χ2 ◦ s
n dνϕ
∣∣
is less than or equal to
|χ1 − χ1,m|1 |χ2|∞ + |χ1|∞ |χ2 − χ2,m|1 +
∣∣∫
Σ
χ1,m · χ2,m ◦ s
n dνϕ
∣∣.
Exponential estimates for |χj − χj,m|1 ome from the L
1(νϕ)-ylinder assumption. We
now fous on the last integral. Denoting χj,m :=
∑
C∈Am aj,C1C , we have∣∣∫
Σ
χ1,m · χ2,m ◦ s
n dνϕ
∣∣ ≤ ∑
C,C′∈Am
|a1,C ||a2,C′||νϕ(C ∩ s
−nC ′)− νϕ(C)νϕ(C ′)|.
Now we use |aj,C | ≤ |χj |∞ and sum (2) over (E, F ) ∈ Am × s−nAm = A0,m ×An,m+n.
By speifying m = [n/2], we obtain
∣∣∫
Σ
χ1,m · χ2,m ◦ s
n dνϕ
∣∣ ≤ c|χ1|∞|χ2|∞e−δn/2. ✷
The following result is due to Philipp-Stout (see [PS℄, Setion 7). Given an observ-
able χ, we set Sn(χ) :=
∑n−1
j=0 χ ◦ s
j
.
Theorem 3.3 Let χ : Σ → R be νϕ-entered and L
p(νϕ)-ylinder for some p > 2.
Then we have:
1.
1√
n
|Sn(χ)|2 onverges to some σ ≥ 0.
2. If σ > 0, then χ satises the Almost Sure Invariane Priniple (ASIP).
The later means that there exist a sequene of random variables (Sn)n and a Brownian
motion W with variane σ dened on a probability spae (Ω,P) suh that:
- (S0, . . . ,Sn−1) and (S0(χ), . . . , Sn−1(χ)) have the same distribution for n ≥ 1,
- there exists c > 0 suh that Sn =W(n) + o(n
1/2−c) P-almost surely.
The proof of theorem 3.3 onsists in approximating (Sn(χ))n by a martingale dier-
ene sequene. Property (2) provides a suient amount of mixing whih ensures that
approximation. We note that the ASIP implies several stohasti properties related to
Brownian motion, like the Central Limit Theorem and the Law of Iterated Logarithm
(see [PS℄, setion 1).
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4 Proof of theorem A
We obtain theorem A by using a oding tree tehnique. Let us reall the onstrution.
Let Cf denote the ritial set of f and V := ∪
∞
i=0f
i(Cf ). Let z /∈ V and {wα , α ∈ A} be
an enumeration of f−1(z). Assume that (γα)α∈A is a olletion of paths [0, 1] → CPk
satisfying γα(0) = z, γα(1) = wα and γα[0, 1] ∩ V = ∅ (theorem 4.1 below will provide
suh paths). For α˜ ∈ Σ and n ≥ 1 we dene paths γn(α˜) and points zn(α˜) as follows.
First we set γ1(α˜) := γα0 and z1(α˜) := wα0 . Now, assuming that γj(α˜) and zj(α˜)
have been dened for 1 ≤ j ≤ n, we set γn+1(α˜) to be the lift of γαn by f
n+1
with
starting point zn(α˜), and zn+1(α˜) := γn+1(α˜)(1). We observe that γn(α˜) and zn(α˜)
only depend on [α0, . . . , αn−1]. We also note that zn : An → f−n(z) is a bijetion and
that f ◦ zn+1 = zn ◦ s holds for every n ≥ 1.
The next result is theorem 3.2 of [D1℄ with the bound θk speied (see below). That
result allows to use the oding tree method and to prove the existene of oding maps
ω = limn zn. Let Lz,w denote the omplex line in CP
k
joining z and w.
Theorem 4.1 Let θ < θk =
2
5(k−1) . There exist a zero volume subset Dθ ⊂ CP
k
and ρ = ρθ > 0 satisfying the following properties. For every distint points (z, w) ∈
CPk \ Dθ ∪ V, there exist an injetive smooth path γ : [0, 1] → Lz,w \ V joining (z, w),
and dereasing topologial diss (∆n)n ⊂ Lz,w suh that for every n ≥ nz,w:
1. γ[0, 1] ⊂ ∆n,
2. there exist (1− d−θn)dkn inverse branhes of fn on ∆n,
3. these branhes satisfy diam gn(∆n) ≤ c d
−ρn
.
That theorem preisely holds for θ's satisfying θ < 2ζ , θ + ζ ′′ < 1 and (k − 1)θ <
ζ ′′ − ζ ′ for some 0 < ζ < ζ ′ < ζ ′′ < 1, those estimates ome from setion 3.2 of [D1℄
(replae d by dk−1 in the denition of τθn to x a slip there). One an hek that the
value θk =
2
5(k−1) is onsistent with the above onditions.
Let us now prove theorem A. For θ < θk we set Sθ := Dθ ∪ f(Dθ) ∪ V ∪ Per, where
Dθ is provided by theorem 4.1 and Per is the set of periodi points. That set has zero
volume. We now use the oding tree method. Given z /∈ Sθ we x an enumeration
f−1(z) = {wα} as before. We have wα /∈ V ∪ Dθ ∪ {z} by denition of Sθ. Let
(γα)α∈A be a olletion of smooth paths joining (z, wα) given by theorem 4.1, and let
nz := maxnz,wα. Following the onstrution desribed above, theorem 4.1 asserts that
for every α ∈ A and n ≥ nz, there exist at least (1− d
−θn)dkn ylinders [α0, . . . , αn−1]
satisfying:
diam γn+1[α0, . . . , αn−1, α] ≤ c d−ρn. (3)
We dene Bn ⊂ An+1 as Bn := {diam γn+1[α0, . . . , αn] > c d
−ρn}. Let B(n) :=
⋃
p≥n Bp
and G(n) := Σ \ B(n). We reall that d(., .) denotes the standard distane on CPk.
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Lemma 4.2 For every n ≥ nz, we have:
1. Card Bn ≤ d
k(n+1)d−θn.
2. d(zn(α˜), zn+1(α˜)) ≤ c d
−ρn
for every α˜ ∈ G(n).
Proof: Let Bαn be the set of (n + 1)-ylinders in Bn whose last oordinate is equal
to α. Then (3) and the denition of Bn yield Card B
α
n ≤ d
−θndkn. Hene Card Bn ≤
d−θndk(n+1), whih is the point 1. Now let α˜ ∈ G(n). The point 2 follows from α˜ /∈ Bn
and the observation d(zn(α˜), zn+1(α˜)) ≤ diam γn+1(α˜) = diam γn+1[α0, . . . , αn]. ✷
Using that (G(n))n is an inreasing sequene of subsets, the point 2 of lemma 4.2
yields d(zm(α˜), zm+1(α˜)) ≤ c d
−ρm
for every α˜ ∈ G(n) and m ≥ n. We dedue that
ω(α˜) := limm zm(α˜) exists for every α˜ ∈ G(n) and that
∀n ≥ nz , ∀α˜ ∈ G(n) , d(zn(α˜), ω(α˜)) ≤ cρ d
−ρn. (4)
Now let ϕ : Σ→ R be an Hölder funtion suh that τθ(ϕ) = Pϕ − |ϕ|∞ − log dk−θ > 0
(we simply set τ = τθ(ϕ) in the sequel).
Lemma 4.3 For every n ≥ nz, we have νϕ(Bn) ≤ c e
−nτ
.
Proof: Using (1) in setion 3 and the denition of τ , we obtain the following bound
for the νϕ-measure of (n+ 1)-ylinders:
νϕ[α0, . . . , αn] ≤ c2 e
(n+1)(|ϕ|∞−Pϕ) = c2 d−(n+1)(k−θ) e−(n+1)τ .
We dedue νϕ(Bn) ≤ Card Bn · c2 d
−(n+1)(k−θ) e−(n+1)τ , whih is less than (c2 dθ e−τ )e−nτ
by lemma 4.2(1). ✷
We dedue from lemma 4.3 and G(n) = Σ \
⋃
p≥n Bp that
∀n ≥ nz , νϕ(G(n)) ≥ 1− cτ e
−nτ . (5)
Now (4) and (5) immediately yield the points 1 and 2 of theorem A. Proposition 4.4
below yields the ASIP and the exponential deay of orrelation (point 3 of theorem
A) for Hölder observables ψ : CPk → R. To see that, ombine proposition 4.4 with
theorems 3.2 and 3.3 taking into aount χ := ψ ◦ ω and f ◦ ω = ω ◦ s.
Proposition 4.4 Let ψ : CPk → R be a ω∗νϕ-entered Hölder observable. Then χ :=
ψ ◦ ω : Σ→ R is a bounded Lp(νϕ)-ylinder observable for every p ≥ 1.
Proof: We obviously have χ ∈ Lp(νϕ), sine ψ is bounded. Now let us show that
|χ−E(χ|An)|p ≤ c e
−nγ
holds for some γ > 0. The proof onsists in making an analysis
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on G(n) and B(n) = Σ \ G(n) (see [D1℄, subsetion 5.1.1). For any Borel set A ⊂ Σ,
we set χA := χ · 1A. First observe that Jensen's inequality and (5) yield
|χB(n) − E(χB(n)|An)|p ≤ 2|χ|∞ νϕ(B(n))
1/p ≤ 2|χ|∞
(
cτ e
−nτ)1/p .
It remains to prove the following estimate for some λ > 0:
|χG(n) − E(χG(n)|An)|p ≤ c e
−nλ. (6)
We set φ := χG(n) − E(χG(n)|An) and estimate |φB(n)|p and |φG(n)|p. Observing that
φB(n) = −E(χG(n)|An) on B(n) and zero elsewhere, we dedue from (5):
|φB(n)|p ≤ |E(χG(n)|An)|2p · ν(B(n))1/2p ≤ |χ|2p ·
(
cτ e
−nτ)1/2p . (7)
Conerning |φG(n)|p, we have for every α˜ ∈ G(n):
φG(n)(α˜) =
∫
[α˜]n∩G(n)
(
χ(α˜)− χ(β˜)
)
dνα˜(β˜) + χ(α˜) · να˜([α˜]n ∩ B(n)),
where [α˜]n := [α0, . . . , αn−1] and να˜ is the onditional measure of νϕ on [α˜]n. We dedue
from χ = ψ ◦ ω, (4) and the fat that ψ is Hölder (say of exponent h):
∀α˜ ∈ G(n) , |φG(n)(α˜)| ≤
(
2 cρ d
−ρn)h + |χ|∞ · να˜([α˜]n ∩ B(n)).
Integrating over G(n) and using (5), we obtain |φG(n)|pp ≤ d
−ρnhp + |χ|p∞ · cτ e
−nτ
up to
a multipliative onstant. Combining (7) with that estimate, we get (6) as desired. ✷
5 Proof of theorem B
Given θ < θk, theorem A yields a zero volume subset Sθ providing oding maps ω :
Σ→ CPk and invariant measures ν = ω∗νϕ on CPk. Now our aim is to show the
Theorem B: There exists a zero volume subset H ⊂ CPk satisfying the following
property. Let θ < θk and z /∈ Sθ ∪ H. Let ϕ : Σ→ R be an Hölder funtion satisfying
τθ(ϕ) > 0 and ω : Σ→ CP
k
provided by theorem A. Then hω∗νϕ(f) = hνϕ(s).
We shall use the following Abramov-Rohlin's formula [AR℄. We refer also to the
artile of Ledrappier-Walters [LW℄, lemma 3.1. The statement written here is adapted
to our ontext, the results in [AR℄ and [LW℄ are more general.
Theorem 5.1 Let ω : Σ→ CPk be a measurable map satisfying f ◦ ω = ω ◦ s and νϕ
be a Gibbs measure on Σ. Then the f -invariant measure ν = ω∗νϕ satises:
hνϕ(s) = hν(f) + lim
n→∞
1
n
Hνϕ(An |ω
−1ǫ).
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Let us speify the notations. Given a measurable partition ξ, we denoteHνϕ(An | ξ) =∫
Σ
Hξ(α˜)(An) dνϕ(α˜), this is the onditional entropy of An with respet to ξ. We reall
that Hξ(α˜)(An) = −
∑
C∈An log νξ(α˜)(C) νξ(α˜)(C), where ξ(α˜) is the atom of ξ ontain-
ing α˜ and νξ(α˜) is the onditional measure of νϕ on ξ(α˜). Finally, in the statement of
theorem 5.1, ǫ stands for the partition of CPk into points.
In view of theorem 5.1, theorem B an be reformulated as follows:
Theorem B': There exists a zero volume subset H ⊂ CPk satisfying the following
property. Let z /∈ Sθ ∪ H and ϕ : Σ → R be an Hölder funtion satisfying τθ(ϕ) > 0.
Let ω : Σ→ CPk provided by theorem A. Then limn→∞ 1n Hνϕ(An |ω
−1ǫ) = 0.
We follow for the proof the approah of Przytyki [P℄ employed for ω boundary
extensions of Riemann mappings dened on the unit dis in C.
5.1 Preliminaries
We deal in this subsetion with lemmas related to Misiurewiz-Przytyki's inequality
[MP℄. We shall work with an iterate g := f q. The rst lemma onerns the tree of
preimages of points. Let w ∈ CPk and Gm ⊂ g
−m(w). Our aim is to estimate the
ardinal of Gm in terms of a branhing ondition. For 1 ≤ j ≤ m we set Gm−j :=
gj(Gm) and say that p ∈ Gm−j is branhing if Card g−1(p) ∩Gm−j+1 ≥ 2. Let also
∀y ∈ Gm , Tm(y) := { 0 ≤ j ≤ m− 1 , g
j+1(y) is branhing }.
Lemma 5.2 If Card Tm(y) ≤ s for every y ∈ Gm, then Card Gm ≤ d
qks
.
Proof: We proeed by indution on m. The lemma is lear when m = 1, sine
s ≤ 1 in that ase. Assume now that the assertion holds for some m ≥ 1. Let
Gm+1 ⊂ g
−(m+1)(w) satisfying Card Tm+1(y) ≤ s for every y ∈ Gm+1. We dis-
tinguish two ases. If w is not branhing, then Card Tm(y) = Card Tm+1(y) ≤ s
for every y ∈ Gm+1, hene Card Gm+1 ≤ d
qks
by indution. If w is branhing, let
{w1, . . . , wr} := g
−1(w) ∩G1 (with 2 ≤ r ≤ dqk) and Gim := {y ∈ Gm+1 , g
m(y) = wi}.
Observing that Card Tm(y) ≤ s− 1 for every y ∈ G
i
m and using the indution, we get
Card Gim ≤ d
qk(s−1)
. That implies Card Gm+1 ≤ rd
qk(s−1) ≤ dqks as desired. ✷
We shall need two other lemmas. Let Jac g be the smooth funtion CPk → R+
satisfying g∗ωk = Jac g · ωk, where ωk denotes the standard volume form of CPk.
Note that {Jac g = 0} oinides with the ritial set Cg of g. For every δ > 0, let
Cg(δ) := {Jac g ≤ δ}. We set L := |Jac g|∞ + 1, L′ := |d Jac g|∞ + 1, a < 1 and γ < 1.
Let δγ :=
(
a
L
)1/γ
, and for every y ∈ CPk,
Hm(y) :=
{
0 ≤ i ≤ m− 1 , gi(y) ∈ Cg(δγ)
}
.
Let Hm[γ] :=
{
y ∈ CPk , CardHm(y) > mγ
}
and H[γ] := lim supm g
m(Hm[γ]). We
shall write Hq[γ] for H[γ] to insist on the dependene on q.
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Lemma 5.3 We have vol Hq[γ] = 0.
Proof: For every y ∈ Hm[γ], we get Jac g
m(y) ≤ (δγ)
γmL(1−γ)m ≤ (δγ)γmLm = am.
That implies vol gm(Hm[γ]) ≤ a
m
vol Hm[γ] ≤ a
m
. Hene vol Hq[γ] ≤ c am for every
m ≥ 1, that ompletes the proof of the lemma. ✷
The next lemma follows from the ompaity of CPk:
Lemma 5.4 There exists κ(γ) = κ(γ, q) < δγ/2L
′
satisfying:
∀(y, y′) ∈ CPk \ Cg(δγ/2) , d(y, y′) ≤ κ(γ) and y 6= y′ =⇒ g(y) 6= g(y′).
Using that denition of κ(γ), we dene for every y ∈ CPk:
Fm(y) :=
{
0 ≤ i ≤ m− 1 , ∃h ∈ CPk , d(gi(y), h) ≤ κ(γ) , gi(y) 6= h and gi+1(y) = g(h)
}
.
Lemma 5.5 For every z /∈ Hq[γ] there exists m(γ) = m(γ, q, z) ≥ 1 suh that
∀m ≥ m(γ) , ∀y ∈ g−m(z) , Card Fm(y) ≤ γm.
Proof: Let m(γ) ≥ 1 be suh that z /∈ gm(Hm[γ]) for every m ≥ m(γ). By denition
of Hm[γ], we have Card Hm(y) ≤ γm for every m ≥ m(γ) and y ∈ g
−m(z). Hene it
sues to prove Fm(y) ⊂ Hm(y) to omplete the proof of the lemma.
Let i ∈ Fm(y). From the denition of κ(γ), either g
i(y) or h is in Cg(δγ/2).
That implies that gi(y) and h are both in Cg(δγ), beause |Jac g(g
i(y)) − Jac g(h)| ≤
L′d(gi(y), h) ≤ L′κ(γ) ≤ δγ/2. Hene i ∈ Hm(y) as desired. ✷
5.2 Proof of theorem B'
Let (γp)p≥1 satisfying limp γp = 0 and let H := ∪p,q≥1Hq[γp]. That subset has zero
volume by lemma 5.3. Let θ < θk and x z /∈ Sθ ∪ H. Let ϕ : Σ → R be an Hölder
funtion satisfying τθ(ϕ) > 0 and ω = limn zn : Σ → CP
k
be a oding map given by
theorem A. Let also nz provided by that theorem. We establish in this subsetion:
∀p, q ≥ 1 , lim sup
n→+∞
1
n
Hνϕ(An |ω
−1ǫ) ≤ 6γp log dk +
1
q
log 2. (8)
That implies limn
1
n
Hνϕ(An |ω
−1ǫ) = 0 as desired.
Let us x p, q ≥ 1. We onsider κ(γp) and m(γp) given by lemmas 5.4 and 5.5 (they
depend on q and z). Let n1 ≥ nz be suh that (see (4) and (5)):
νϕ(G(n1)) > 1− γp and ∀n ≥ n1 , ∀α˜ ∈ G(n1) , d(zn(α˜), ω(α˜)) < κ(γp)/4. (9)
12
By Birkho's theorem, there exist E ⊂ Σ, m1 ≥ 1 suh that νϕ(E) > 1− γp and
∀α˜ ∈ E , ∀m ≥ m1 , Card { 0 ≤ i ≤ m− 1 , s
qi(α˜) ∈ G(n1) } > (1− 2γp)m. (10)
We set np,q := n1 + qm1 + qm(γp).
We introdue the partitions Q := {E,Ec} and P := ω−1ǫ ∨ Q. The next lemma
allows to replae H(An |ω
−1ǫ) by H(An | P) for the proof of (8) (we denote H for Hνϕ).
Lemma 5.6 H(An |ω
−1ǫ) ≤ H(Q) +H(An | P).
Proof: We use twie H(ζ ∨ ξ | ξ′) = H(ζ | ξ′) +H(ξ | ξ′∨ ζ) ([KH℄, setion 4.3) to get:
H(An ∨Q |ω
−1ǫ) = H(An |ω−1ǫ) +H(Q |ω−1ǫ ∨ An) = H(Q |ω−1ǫ) +H(An | P).
We dedue H(An |ω
−1ǫ) ≤ H(Q |ω−1ǫ) +H(An | P) ≤ H(Q) +H(An | P). ✷
We now write
H(An | P) =
∫
E
HP(α˜)(An) dνϕ(α˜) +
∫
Ec
HP(α˜)(An) dνϕ(α˜) (11)
and estimate those integrals.
Lemma 5.7 For every n ≥ 0,
∫
Ec
HP(α˜)(An) dνϕ(α˜) ≤ γp log dkn.
The proof omes from HP(α˜)(An) ≤ logCard An = log dkn and νϕ(Ec) ≤ γp. The
integral over E is more deliate. We shall prove in next subsetion:
Lemma 5.8 For every n ≥ np,q,
∫
E
HP(α˜)(An) dνϕ(α˜) ≤ log dk(5γpn+2n1+q) + nq log 2.
For now, the three previous lemmas and (11) imply:
∀n ≥ np,q , H(An |ω
−1ǫ) ≤ H(Q) + γp log dkn + log dk(5γpn+2n1+q) +
n
q
log 2.
That yields lim supn→∞
1
n
H(An |ω
−1ǫ) ≤ 6γp log dk + 1q log 2, whih is (8).
5.3 Proof of lemma 5.8
We reall that ω = limn zn and P = ω
−1ǫ∨{E,Ec}. The proof of lemma 5.8 onsists in
studying the size of the bers of ω. For every x ∈ CPk, we set E(x) := ω−1{x}∩E. Let
An(x) := πn
(
E(x)
)
, where πn : Σ→ An denotes the projetion πn(α˜) := [α0, . . . , αn−1].
For every C ∈ An1 and n ≥ n1, we set A
C
n (x) := An(x) ∩ π
−1
n1
(C).
We laim that lemma 5.8 is a onsequene of the following proposition.
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Proposition 5.9 ∀x ∈ CPk , ∀n ≥ np,q , Card An(x) ≤ d
k(5γpn+2n1+q) · 2n/q.
Observe indeed that Card An(x) is the ardinal of the partition of E(x) indued by the
set of n-ylindersAn. Proposition 5.9 therefore impliesHE(x)(An) ≤ log d
k(5γpn+2n1+q)+
n
q
log 2. Lemma 5.8 then follows from (note that P(α˜) = E(x) for every α˜ ∈ E(x)):
∫
E
HP(α˜)(An) dνϕ(α˜) =
∫
CPk
[ ∫
E(x)
HE(x)(An) dνE(x)(α˜)
]
d(ω∗νϕ)(x)
and the fat that νE(x) and ω∗νϕ are probability measures on E(x) and CPk respetively.
Now we show proposition 5.9. We shall need lemmas 5.10 and 5.11 below. We reall
that g = f q and np,q = n1+ qm1+ qm(γp). For every n ≥ np,q we set m := [(n−n1)/q].
We therefore have n = mq+ n1+ r for some 0 ≤ r ≤ q− 1, and m ≥ max{m1, m(γp)}.
We x x ∈ CPk and dene for every (a, b) ∈ An(x) = πn(E(x)):
Lm(a, b) := { 0 ≤ i ≤ m− 1 , d(g
i(zn(a)), g
i(zn(b))) > κ(γp)/2 }.
The next lemma is established in subsetion 5.4. The introdution of the iterates of f
(namely the denition of E, see (10)) will be ruial for the proof.
Lemma 5.10 For every n ≥ np,q and (a, b) ∈ An(x), Card Lm(a, b) ≤ 4γpm.
We x for the sequel C ∈ An1 and a = [a0, . . . , an−1] ∈ A
C
n (x) (if not empty). We
also x ∆ ⊂ {0, . . . , m− 1} satisfying Card ∆ ≤ 4γpm. Note that by setting
ACn (x,∆) :=
{
b ∈ ACn (x) , Lm(a, b) ⊂ ∆
}
,
we have ACn (x) =
⋃
Card ∆≤4γpm A
C
n (x,∆) (see lemma 5.10). That deomposition will
be useful at the end of this subsetion.
Let us observe that zn(A
C
n (x,∆)) ⊂ f
−n(z) and n = mq + n1 + r. That implies
gm(zn(A
C
n (x,∆))) ⊂ f
−(n1+r)(z).
Given w ∈ f−(n1+r)(z), we dene Gm(w) := zn(ACn (x,∆)) ∩ g
−m(w). Our aim is to
prove Card Gm(w) ≤ d
k·5γpn
.
We apply for that purpose lemma 5.2 with Gm = Gm(w). Let us reall the deni-
tions: Gm−i(w) := gi(Gm(w)) for 1 ≤ i ≤ m and we say that p ∈ Gm−i(w) is branhing
if Card g−1(p)∩Gm−i+1(w) ≥ 2. For y ∈ Gm(w), we dene the subsets of {0, . . . , m−1}:
Fm(y) =
{
∃h ∈ CPk , d(gi(y), h) ≤ κ(γp) , g
i(y) 6= h and gi+1(y) = g(h)
}
,
Tm(y) = {g
i+1(y) is branhing}.
The next lemma will be proved in subsetion 5.4.
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Lemma 5.11 For n ≥ np,q and y ∈ Gm(w), we have Tm(y) ⊂ ∆ ∪ Fm(y).
Now let us dedue the desired estimate for Card Gm(w). Sine z /∈ H
q(γp) and
m ≥ m(γp), lemma 5.5 yields Card Fm(y) ≤ γpm. We therefore obtain Card Tm(y) ≤
5γpm from lemma 5.11. Finally, by applying lemma 5.2 with s = 5γpm, we get
Card Gm(w) ≤ d
qk·5γpm ≤ dk·5γpn.
Let us omplete the proof of proposition 5.9. From the observation
ACn (x,∆) =
⋃
w∈f−(n1+r)(z)
Gm(w) ,
we get Card ACn (x,∆) ≤ d
k·(5γpn+n1+q)
. Hene Card An(x) ≤ d
k·(5γpn+n1+q)dkn12m by
taking dierent C and ∆. The desired upper bound follows using m ≤ n/q.
5.4 Proof of lemmas 5.10 and 5.11
Let us begin with the proof of lemma 5.10. Let n ≥ np,q and (a, b) ∈ An(x) =
πn(E(x)). We want to prove Card Lm(a, b) ≤ 4γpm. Assume to the ontrary that
Card Lm(a, b) > 4γpm. Let (α˜, β˜) ∈ E(x) suh that πn(α˜) = a and πn(β˜) = b. Using
(10), the denition of Lm(a, b) and Card Lm(a, b) > 4γpm, there exists 0 ≤ i ≤ m − 1
satisfying:
δn := d(g
i(zn(α˜)), g
i(zn(β˜))) > κ(γp)/2 and s
qi(α˜), sqi(β˜) ∈ G(n1). (12)
Now let us x l ≥ 1. We have (use gi ◦ zn = zn−qi ◦ sqi for the seond line):
δn ≤ d(g
i(zn(α˜)), g
i(zl+qi(α˜))) + d(g
i(zl+qi(α˜)), g
i(zl+qi(β˜))) + d(g
i(zl+qi(β˜)), g
i(zn(β˜)))
= d(zn−qi(sqi(α˜)), zl(sqi(α˜))) + d(gi(zl+qi(α˜)), gi(zl+qi(β˜))) + d(zl(sqi(β˜)), zn−qi(sqi(β˜))).
Now letting l → +∞, we obtain
δn ≤ d(zn−qi(sqi(α˜)), ω(sqi(α˜))) + d(gi(ω(α˜)), gi(ω(β˜))) + d(ω(sqi(β˜)), zn−qi(sqi(β˜))).
But the middle term vanishes sine ω(α˜) = ω(β˜) equal to x. Hene
δn ≤ d(zn−qi(sqi(α˜)), ω(sqi(α˜))) + d(ω(sqi(β˜)), zn−qi(sqi(β˜))).
We now use (9) with sqi(α˜), sqi(β˜) ∈ G(n1) (note that n− qi ≥ n− qm ≥ n1) to get
δn ≤ κ(γp)/4 + κ(γp)/4 = κ(γp)/2.
That ontradits the rst part of (12) and proves lemma 5.10.
We now deal with the proof of lemma 5.11. Let w ∈ f−(n1+r)(z) and y ∈ Gm(w).
Let also i ∈ Tm(y): that means that g
i+1(y) is branhing. Hene there exists y′ ∈ Gm(w)
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suh that gi(y) 6= gi(y′) and gi+1(y) = gi+1(y′). Let (b, b′) ∈ ACn (x,∆) suh that
y = zn(b) and y
′ = zn(b′). Now we assume that i /∈ ∆ and we prove that i ∈ Fm(y).
Let us write (reall that some a ∈ ACn (x) has been xed at this stage):
d(gi(y), gi(y′)) ≤ d
(
gi(zn(b)), g
i(zn(a))
)
+ d
(
gi(zn(a)), g
i(zn(b
′))
)
.
Using Lm(a, b),Lm(a, b
′) ⊂ ∆ (from (b, b′) ∈ ACn (x,∆)) and i /∈ ∆, we obtain that
d(gi(y), gi(y′)) ≤ κ(γp). We nally get i ∈ Fm(y) by taking h = gi(y′) in the denition
of Fm(y). That ompletes the proof of lemma 5.11.
6 Proofs of theorems C and D
We prove in this setion the following result (we set x+ := max{x, 0}).
Theorem D: Let f be an holomorphi endomorphism of CPk of degree d ≥ 2 and
m be an ergodi f -invariant measure. Let Λ1 > . . . > Λq ≥ −∞ denote the distint
Lyapunov exponents of m and (mi)1≤i≤q their multipliities. We assume that q ≥ 2.
Then for every 2 ≤ j ≤ q, the metri entropy of m satises
hm ≤ log d
m1+...+mj−1 + 2mjΛ
+
j + . . .+ 2mqΛ
+
q .
That result extends Margulis-Ruelle's inequality hm ≤ 2m1Λ
+
1 + . . .+ 2mqΛ
+
q . We
reall that theorem D was proved by de Thélin [dT℄ assuming Λq > −∞. Here we
extend it to Λq ≥ −∞. Let us see before how theorem D implies the
Theorem C: If hm > log d
k−1
, then Λ1 > . . . > Λq ≥
1
2
(hm − log d
k−1).
When m has q ≥ 2 dierent exponents, theorem C follows from the inequality
Λ+q ≥
1
2mq
(hm − log d
k−mq) given by theorem D, and from the observation
(1−
1
mq
)hm ≤ (1−
1
mq
) log dk = log dk−1 −
1
mq
log dk−mq ,
whih implies
1
mq
(hm − log d
k−mq) ≥ hm − log dk−1. When m has a single exponent
Λ, we use the inequality Λ+ ≥ 1
2k
hm, given by Margulis-Ruelle's inequality, and the
observation (1− 1
k
)hm ≤ log d
k−1
(take the preeding estimate with mq = k).
6.1 Preliminaries
Let us set Λq = −∞ to x the ideas. We an assume that Λ1 > 0, otherwise hm = 0
by Margulis-Ruelle's inequality, and theorem D is obvious. We x 1 ≤ u ≤ q − 1
suh that Λ1 > . . . > Λu > 0 ≥ Λu+1 > . . . > Λq. It learly sues to establish theo-
rem D for 2 ≤ j ≤ u+1. Let p := mu+1+. . .+mq and qj := mj+. . .+mu for 1 ≤ j ≤ u.
16
Let (τx)x∈CPk be a family of harts satisfying τx : Dk(ρ0)→ CPk, τx(0) = x and suh
that τ±1x have bounded derivatives. Let fx := τ
−1
f(x) ◦ f ◦ τx and f
n
x := ffn−1(x) ◦ . . . ◦ fx.
These mappings are dened on a neighbourhood of the origin in Ck.
Let O := {xˆ = (xn)n∈Z , xn+1 = f(xn)} be the set of orbits and fˆ be the left
shift ating on O. We let π(xˆ) := x0 and mˆ be the fˆ -invariant measure on O satis-
fying mˆ(π−1A) = m(A) for every borel set A ⊂ CPk. We set xˆn := fˆn(xˆ) for every
n ∈ Z and xˆ0 = xˆ. We say that ϕǫ : O→ [1,+∞[ is ǫ-tempered if e
−ǫϕǫ ≤ ϕǫ◦fˆ ≤ eǫϕǫ.
The following result is due to Newhouse (see [N1℄, theorem 2.3). It is adapted
to our ontext sine it provides an Oselede-Pesin's theorem in the ase Λq = −∞.
The statement we give here fous on the non negative part of the spetrum: analog
properties hold for the negative part, but we shall not need them. For a linear subspae
E ⊂ Ck, we denote E∗ := E \ {0}. In what follows, i ranges {1, . . . , u}.
Theorem 6.1 For mˆ-a.e. xˆ, there exist splittings Ck = ⊕ui=1Ei(xˆ)⊕Eu+1(xˆ) suh that:
1. d0fx : Ei(xˆ)→ Ei(xˆ1) is invertible and d0fx(Eu+1(xˆ)) ⊂ Eu+1(xˆ1).
2. ∀v ∈ Ei(xˆ)
∗
, lim 1
n
log |d0f
n
x (v)| = Λi, and ∀v ∈ Eu+1(xˆ)
∗
, lim 1
n
log |d0f
n
x (v)| ≤ 0.
There exist C : O→ GLk(C) and an ǫ-tempered funtion ϕǫ suh that:
4. Cxˆ sends ⊕
u
i=1C
mi ⊕ Cp to ⊕ui=1Ei(xˆ)⊕ Eu+1(xˆ) and |v| ≤ |Cxˆ(v)| ≤ ϕǫ(xˆ)|v|.
5. Dxˆ := Cfˆ(xˆ) ◦ d0fx ◦ C
−1
xˆ is a blok diagonal map (D
1
xˆ, . . . , D
u+1
xˆ ).
6. ∀v ∈ Cmi, eΛi−ǫ|v| ≤ |Dixˆ(v)| ≤ e
Λi+ǫ|v| and ∀v ∈ Cp, |Du+1xˆ (v)| ≤ e
ǫ|v|.
We set ζxˆ := τx0 ◦ C
−1
xˆ and gxˆ := ζ
−1
xˆ1
◦ f ◦ ζxˆ. Observe that ζxˆ : D
k(ρ0)→ CP
k
and
gxˆ(0) = 0, d0gxˆ = Dxˆ. The following lemma holds up to multiply ϕǫ and divide ρ0 by
a multiple of 1 + |df |∞ + |d2f |∞ depending on the derivatives of the τ±1x 's.
Lemma 6.2 For every r ≤ ρ0, we have:
1. ∀(u, v) ∈ Dk(r), ϕ−1ǫ (xˆ)|u− v| ≤ d(ζxˆ(u), ζxˆ(v)) ≤ 2|u− v|.
2. The map gxˆ is well dened from D
k(r) to Dk(rϕǫ(xˆ1)).
3. ∀w ∈ Dk(r), |dwgxˆ − d0gxˆ| ≤ rϕǫ(xˆ1).
The proof of that lemma is left to the reader. We set for the sequel ϕ0 ≥ 1 suh
that Ω̂ := {ϕǫ ≤ ϕ0} satises mˆ(Ω̂) ≥ 9/10. Now our aim is to introdue the entropy
of m. Let dn be the distane on CP
k
dened by dn(x, y) := max0≤j≤n−1 d(f j(x), f j(y))
and let Bn(x, r) := {y ∈ CP
k , dn(x, y) < r}. Brin-Katok's theorem [BK℄ asserts that
for m-a.e. x ∈ CPk, we have:
sup
r>0
lim inf
n→+∞
−
1
n
logm(Bn(x, r)) = hm.
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We shall only need: there exist rǫ(x) > 0 and nǫ(x) ≥ 0 satisfying
∀r ≤ rǫ(x) , ∀n ≥ nǫ(x) , m(Bn(x, r)) ≤ e
−n(hm−ǫ). (13)
We set r0 > 0 and n0 ≥ 1 suh that B := {rǫ ≥ r0 , nǫ ≤ n0} satises m(B) > 9/10.
For every n ≥ n0, we x a maximal r0-separated subset En (for the distane dn) in
π(Ω̂) ∩ B. We have Card En ≥ e
n(hm−2ǫ)
by using (13).
6.2 Proof of theorem D
The proof relies on the following proposition (we set qu+1 := 0). We reall that it
sues to establish theorem D for 2 ≤ j ≤ u+ 1.
Proposition 6.3 Let n ≥ n0, x ∈ En and γ0 ≤ 1. For every 2 ≤ j ≤ u+1, there exists
a neighbourhood U jx of the origin in D
p+qj
and a mapping Ψjx : U
j
x → CP
k
(depending
on n) whih satises the following properties:
1. Ψjx(0) = x and LipΨ
j
x ≤ γ0.
2. diam f i(Ψjx) ≤ e
−nǫ
for every 0 ≤ i ≤ n− 1.
3. vol Ψjx ≥ e
−n(2mjΛj+...+2muΛu)e−8knǫ for 2 ≤ j ≤ u, and vol Ψu+1x ≥ e
−8knǫ
.
Let us assume proposition 6.3 and omplete the proof of theorem D. The following
arguments were employed in [dT℄, we give them for reader's onveniene. Let 2 ≤
j ≤ u + 1 and Ψj := ∪x∈EnΨ
j
x. Taking ane harts, we an work on C
k
and assume
that the Ψjx's are graphs above P = C
p+qj
. Let σ : Ck → P be the orthogonal
projetion and σa := σ
−1{a}. Let ω be the Fubini-Study form on CPk and endow
CPk × . . .× CPk (n times) with the metri ωn :=
∑n
i=1 p
∗
iω, where the pi's denote the
projetions to the fators. Denoting Γn(a) := {(z, f(z), . . . , f
n−1(z)) , z ∈ σa}, we have
volΓn(a) =
∫
Γn(a)
ω
k−p−qj
n . The ruial observation is that vol Γn(a) ≥ Card Ψ
j ∩ σa for
every a ∈ A. This is a onsequene of Lelong's inequality (the holomorphi ontext
is ruial here) and the fat that Ψj ∩ σa is r0/2-separated for the distane dn (that
follows from the fat that En is r0-separated and from diam f
i(Ψjx) ≤ e
−nǫ
provided by
proposition 6.3(2)). That observation implies after an integration over a ∈ P:∫
a∈P
volΓn(a) da ≥
∫
a∈P
Card Ψj ∩ σa da = volσ(Ψ
j). (14)
Using proposition 6.3(3), we dedue (⋆): volσ(Ψj) ≥ en(hm−2ǫ)e−n(2mjΛj+...+2muΛu)e−8knǫ
(we deal with 2 ≤ j ≤ u). We now fous on the upper bound. Let [σa] be the urrent
of integration on σa ≃ C
k−p−qj
and Ω :=
∫
a∈P [σa] da. We have by denition of ωn:∫
a∈P
volΓn(a) da =
∑ ∫
CPk
Ω ∧ fn1∗ω ∧ . . . ∧ fnk−p−qj ∗ω,
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where the sum runs over 0 ≤ n1, . . . , nk−p−qj ≤ n− 1. Sine Ω ≤ ω
p+qj
, we get:∫
a∈P
volΓn(a) da ≤
∑ ∫
CPk
ωp+qj ∧ fn1∗ω ∧ . . . ∧ fnk−p−qj ∗ω.
Now the inner integral is equal to dn1+...+nk−p−qj sine fn∗ω is ohomologous to dnω (see
[DS2℄, setion 1.2). We dedue (⋆⋆):
∫
a∈P volΓn(a) da ≤ n
k−p−qjdn(k−p−qj). Combining
(14), (⋆) and (⋆⋆), we nally obtain:
log dk−p−qj + n−1 lognk−p−qj ≥ hm − (2mjΛj + . . .+ 2muΛu)− (8k + 2)ǫ.
Theorem D then follows by taking limits and observing k − p− qj = m1 + . . .+mj−1.
6.3 Proof of proposition 6.3
We shall work in the harts ζxˆ : D
k(ρ0) → CP
k
(see subsetion 6.1), that is with the
loal maps gxˆ = ζ
−1
xˆ1
◦ f ◦ ζxˆ. Let us prove the following assertions for every xˆ ∈ Ω̂. In
what follows i ranges {0, . . . , n− 1} and the ψji 's depend on n.
(α) Let 2 ≤ j ≤ u. There exist ψji : Ui ⊂ D
p+qj(e−3nǫ)→ Ck−p−qj suh that:
- ψji (0) = 0 and Lipψ
j
i ≤ γ0,
- gxˆi(graphψ
j
i ) ⊂ graphψ
j
i+1,
- vol ψj0 ≥ e
−n(2mjΛj+...+2muΛu)e−8knǫ.
(β) The same properties hold for j = u+1, with ψu+1i : D
p(e−3nǫ−(n−i)ǫ)→ Ck−p and
the last item being replaed by vol ψu+10 ≥ e
−8knǫ
.
Proposition 6.3 follows from (α) and (β) by setting Ψjx := ζxˆ ◦ ψ
j
0 and using
ϕ−10 |u − v| ≤ d(ζxˆ(u), ζxˆ(v)) ≤ 2|u − v| (see lemma 6.2). The points 1 and 3 of
that proposition are lear up to multipliative onstants. The point 2 is a onsequene
of f i(Ψjx) = ζxˆi(graphψ
j
i ), Ui ⊂ D
p+qj(e−3nǫ) and Lipψji ≤ 1.
The proofs of (α) and (β) rely onbakward graph transforms for possible non in-
jetive maps g (see theorem 6.4 below, the partial derivative B an be zero). We will
suessively apply it for gxˆi from i = n − 1 to i = 0. Observe that theorem 6.1(6)
ensures to satisfy onditions (a)-(b) for Alxˆ := (D
1
xˆ, . . . , D
l
xˆ), B
l
xˆ := (D
l+1
xˆ , . . . , D
u+1
xˆ ),
1 ≤ l ≤ u, and onditions ()-(d) for (Auxˆ, B
u
xˆ). Moreover, given a small δ < ǫ and set-
ting R0 = e
−3nǫ
, R1 = e
−3nǫϕǫ(xˆi+1), lemma 6.2(3) ensures that gxˆi : D
k(R0)→ D
k(R1)
satises |dwgxˆi − d0gxˆi| ≤ δ: we indeed have |dwgxˆi − d0gxˆi| ≤ e
−3nǫϕ0e(i+1)ǫ ≤ ϕ0e−2n0ǫ
for every 0 ≤ i ≤ n−1 and n ≥ n0. The bakward graph transform is stated as follow,
the proof is postponed to subsetion 6.4.
Theorem 6.4 Let (k1, k2) be positive integers suh that k = k1 + k2, and A : C
k1 →
Ck1, B : Ck2 → Ck2 be linear maps. Assume that A is invertible and that |B| < |A−1|−1.
We denote γ := 1− |B||A−1| ∈]0, 1]. Let 0 ≤ γ0 ≤ 1 and δ < ǫ be suh that
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(a) γ0(1− γ) + 2δ(1 + γ0)|A
−1| ≤ 1,
(b) (γ0|B|+ δ(1 + γ0)) (|A
−1|−1 − δ(1 + γ0))
−1
≤ γ0.
Let g : Dk(R0) → D
k(R1) be an holomorphi mapping suh that R0 ≤ R1, g(0) = 0,
d0g = (A,B) and |dwg − d0g| ≤ δ on D
k(R0).
1. If φ : V ⊂ Dk2(R1) → C
k1
satises φ(0) = 0 and Lipφ ≤ γ0, then there exists
ψ : U ⊂ Dk2(R0)→ C
k1
suh that
Lipψ ≤ γ0 and g(graphψ) ⊂ graphφ. (15)
2. Assume (): |B|+2δ ≤ eǫ. If φ : Dk2(R)→ Ck1 satises φ(0) = 0 and Lipφ ≤ γ0
for some R ≤ R0, then there exists ψ : D
k2(Re−ǫ)→ Ck1 satisfying (15).
3. Assume (d):
(|B|+ 2δ)e−ǫ + δ ≤ 1 and δ(1 + γ0) ≤ min{(|A−1|−1 − γ0|B|)/2, |A−1|−1 − 1}.
If φ : Dk2(R) → Ck1 satises |φ(0)| ≤ R and Lipφ ≤ γ0 for some R ≤ R0/2,
then there exists ψ : Dk2(Re−ǫ)→ Ck1 satisfying |ψ(0)| ≤ R and (15).
In order to prove (β), we apply theorem 6.4(2) starting with φ := ψn : D
p(e−3nǫ)→
Ck−p equal to zero and splitting along the orbit aording to (Auxˆi, B
u
xˆi
). We obtain map-
pings ψi : D
p(e−3nǫ−(n−i)ǫ)→ Ck−p suh that Lipψi ≤ γ0 and gxˆi(graphψi) ⊂ graphψi+1.
We obviously have in that ase volψ0 ≥ e
−8knǫ
sine ψ0 is dened on D
p(e−4nǫ).
For (α), we apply theorem 6.4(1) starting with ψn : D
p+qj(e−3nǫ) → Ck−p−qj equal
to zero and splitting aording to (Aj−1xˆi , B
j−1
xˆi
). We obtain mappings ψi : Ui ⊂
Dp+qj(e−3nǫ)→ Ck−p−qj suh that Lipψi ≤ γ0 and gxˆi(graphψi) ⊂ graphψi+1.
It remains to estimate the volume of ψ0. We use for that purpose the sliing
argument of [dT℄, the idea is to ontrol the size of the Ui's. Let us write ψn =
∪a∈Dqj (e−3nǫ) ψa,n, where ψa,n : Dp(e−3nǫ) → Ck−p is equal to {0}k−p−qj × {a}. Now
apply theorem 6.4(3) starting with φ = ψa,n and R = e
−3nǫ
, R0 = e
−2nǫ
. We obtain
mappings ψa,i : D
p(e−3nǫ−(n−i)ǫ) → Ck−p satisfying ψi = ∪aψa,i. In partiular, ψ0 is
foliated by graphs above D
p(e−4nǫ).
Let ψb0 := ψ0 ∩ (D
k−p × {b}) for b ∈ Dp(e−4nǫ), and let ψbi := gxˆi−1 ◦ . . . ◦ gxˆ(ψ
b
0).
Sine ψbn intersets every ψa,n, we have volψ
b
n ≥ e
−6qjnǫ
. The next step is to show:
∀b ∈ Dp(e−4nǫ) , volψb0 e
n(2mjΛj+...+2muΛu)+2qjnǫ ≥ volψbn. (16)
This an be done indutively by heking | ∧qj dzgxˆi| ≤ e
2mjΛj+...+2muΛu+2qjǫ
on ψbi ,
we refer to [dT℄ for the details. We observe that the estimate (16) holds even if
multipliities our for the jaobians. Finally, the ombination of the oarea formula
volψ0 =
∫
Dp(e−4nǫ)
volψb0 db, (16) and volψ
b
n ≥ e
−6qjnǫ
yields item (α).
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6.4 Proof of the bakward graph transform
We follow the method of Hirsh-Pugh-Shub (see [HPS℄, setion 5). We denote by
(x, y) the elements of Ck1 × Ck2 and g = (g1, g2). Let us prove the point 1. Let
φ : V ⊂ Dk2(R1) → C
k1
satisfying φ(0) = 0 and Lipφ ≤ γ0. For any y ∈ D
k2(R0), let
L(y) := {(x, y) , |x| ≤ |y|} ⊂ Dk(R0) and
U := {y ∈ Dk2(R0) , g2(L(y)) ⊂ V }.
We x y ∈ U and nd (x, y) ∈ L(y) suh that φ(g2(x, y)) = g1(x, y). This is equivalent
to nd (x, y) ∈ L(y) suh that:
Λy(x) := A
−1 [φ(g2(x, y))− (g1(x, y)−Ax)] = x.
First let us verify that Λy : D¯
k1(|y|) → D¯k1(|y|). Using g(0) = 0, |dwg − d0g| ≤ δ and
d0g = (A,B) on one hand, and φ(0) = 0, Lipφ ≤ γ0 on the other hand, we obtain
|Λy(x)| ≤ |A
−1|
[
|φ(g2(x, y))− φ(0)|+ |g1(x, y)− Ax|
]
≤ |A−1|
[
γ0(δ|x|+ (|B|+ δ)|y|) + δ|x|+ δ|y|
]
.
Using |x| ≤ |y|, we have |Λy(x)| ≤ |A
−1|
[
γ0|B|+2δ(1+ γ0)
]
|y|. From |A−1||B| = 1− γ
and ondition (a), we obtain Λy : D¯
k1(|y|) → D¯k1(|y|). Let us now prove that Λy is
ontrating. The dierene |Λy(x)− Λy(x
′)| is less than or equal to
|A−1|
[
|φ(g2(x, y))− φ(g2(x
′, y))|+ |(g1(x, y)− Ax)− (g1(x′, y)− Ax′)|
]
≤ |A−1|[γ0δ|x− x′|+ δ|x− x′|].
The ontration property then follows from (a) (it implies δ(1 + γ0)|A
−1| ≤ 1/2). For
every y ∈ U , we denote by ψ(y) the unique xed point of Λy. Let us show that
Lipψ ≤ γ0. For every (y, y
′) ∈ U , we have |ψ(y) − ψ(y′)| = |Λy(ψ(y)) − Λy′(ψ(y′))|.
Hene |ψ(y)− ψ(y′)| ≤ |A−1|(I + J), where
I := |φ(g2(ψ(y), y))− φ(g2(ψ(y
′), y′))| ≤ γ0 [δ|ψ(y)− ψ(y′)|+ (|B|+ δ)|y − y′|] ,
J := | [g1(ψ(y), y)− A(ψ(y))]− [g1(ψ(y
′), y′)− A(ψ(y′))] | ≤ δ|ψ(y)−ψ(y′)|+ δ|y− y′|.
We dedue:
|ψ(y)− ψ(y′)| ≤
γ0|B|+ δ(1 + γ0)
|A−1|−1 − δ(1 + γ0)
|y − y′|,
whih is less than γ0|y − y
′| by using (b). That proves the point 1. For the point 2,
observe that for every y ∈ Dk(Re−ǫ) and (x, y) ∈ L(y) (use ()):
|g2(x, y)| ≤ δ|x|+ (|B|+ δ)|y| ≤ (|B|+ 2δ)|y| < R.
That implies Dk2(Re−ǫ) ⊂ U := {g2(L(y)) ⊂ Dk2(R)}. The point 2 then follows
by repeating the same arguments than for the point 1. Now the point 3. Let y ∈
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Dk2(Re−ǫ) and LR(y) := {(x, y) , |x| ≤ |y| + R}. Observe that LR(y) ⊂ Dk(R0),
beause Re−ǫ + R ≤ 2R ≤ R0. As before we look for (x, y) ∈ LR(y) suh that
φ(g2(x, y)) = g1(x, y). Observe that for every (x, y) ∈ LR(y) (use (d) for the last
estimate):
|g2(x, y)| ≤ δ|x|+ (|B|+ δ)|y| ≤ (|B|+ 2δ)|y|+ δR < [(|B|+ 2δ)e
−ǫ + δ]R ≤ R.
That yields Dk2(Re−ǫ) ⊂ U . Let us show that Λy : D¯k1(|y| + R) → D¯k1(|y| + R).
Realling that Λy(x) = A
−1 [φ(g2(x, y))− (g1(x, y)− Ax)], we have:
|Λy(x)| ≤ |A
−1|
[
|φ(g2(x, y))− φ(0)|+ |φ(0)|+ |g1(x, y)− Ax|
]
≤ |A−1|
[
γ0(δ|x|+ (|B|+ δ)|y|) +R + (δ|x|+ δ|y|)
]
.
We dedue using |x| ≤ |y|+R:
|Λy(x)| ≤ |A
−1|[γ0|B|+ 2δ(1 + γ0)]|y|+ |A−1|(1 + δ(1 + γ0))R.
It follows from (d) that |Λy(x)| ≤ |y| + R. The same arguments as before give the
ontration property for Λy and the Lipshitz property of ψ (φ(0) is not involved here).
Observe nally that |ψ(0)| ≤ R, beause Λ0 : D¯
k1(R)→ D¯k1(R).
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