Abstract: We describe a method for selecting filter sets for simultaneously optimizing the classification rates in two separate spectral signature classification problems. Our system's performance is comparable to traditional hyper-or multispectral classifiers, but uses fewer filters.
Introduction
Hyperspectral imaging (HSI) systems have been widely used in remote sensing since the 1970s. Because data acquisition is often expensive through satellite-mounted systems, most HSI systems were general purpose, that is, designed to collect data for a variety of analysis applications. As a result, the amount of collected data is often much larger than that required for a single application. To reduce the amount of unneeded data, various approaches have been proposed for transmitting data in selected bands only for further processing after the data acquisition. Algorithms for automated band selection having been proposed based on minimizing reconstruction error using PCA or ICA [1] , or minimizing classification error using Fisher Discriminant Analysis or Mutual Information [2] . Another approach is to acquire data only at spectral bands informative to the task at hand. Spectral filters used in those systems are typically application dependent and need to be redesigned for each new application.
We propose a new filter set selection method for spectral signature classification for reducing the probability of detection error of multiple applications jointly. Two hypotheses are assumed for each detection application, such as the spectral measurement originating from dry or fresh corn leaves and for dry or fresh rice leaves. We investigate the classification performance with the designed filters in an experiment using the LOPEX03 database [3] .
Multi-application spectral signature classification problem
The measurements in a system with M spectral filters obey
where y m is the m th measurement, x(λ) is the source spectral radiance of the surface, r m (λ) is the m th filter transmittance function, s(λ) is the spectral response function of the detector, and ν is the noise at the detector [4] . Because there is no continuous spectrum x(λ) available for numerical simulation, we use narrow-band hyperspectral samples x(λ n ), r(λ n ), s(λ n ) collected at wavelength λ n , n = 1, ...N instead. Then the measurement y m can be represented as
We express these system measurements as
where y ∈ R M ×1 is the measurement vector, F the filter response function matrix with f m (λ n ) as its (m, n) th element, and x ∈ R N ×1 and n ∈ R M ×1 are the source spectral radiance vector and the detector noise vector, respectively.
We study a detection problem for two applications A and B with measurements y A and y B . Each detection application i = A, B has two hypotheses, H 0,j and H 1,j for spectral signatures x j,k , j = 0, 1, i = A, B, that is:
The probability of error for misclassification in a single application i ∈ {A, B} is
where P [H j,i ] is the probability that the j th hypothesis is true for application i, and we assume equal probabilities
The overall classification error we seek to minimize is
that is, the classification error on the "worst" application. We restrict the filters to be a subset of a dictionary of L commercially available filters represented in a (L × N ) matrix D with each row representing one filter transmittance
t , where = 1, . . . , L. Filter selection is represented by a selection matrix W of size (M × L) with entries w m ∈ {0, 1} and restrictions w m = 1 and m w m = 1. Multiplying the dictionary D by W results in M different filters being selected from the dictionary. With these notations we rewrite the hypothesis as
The explicit expression of P ei depends on signal and the noise models. We model the object signals as multivariate Gaussians, i.e., x j,A ∼ N (µ j,A , C j,A ) and x j,B ∼ N (µ j,B , C j,B ) for j = 0, 1. The detector noise is assumed to be white Gaussian noise with the same variance σ for both applications, i.e., n A , n B ∼ N (0, σ 2 I). The closed-form solutions for a single application error probability P ei , using Q(y) =
2 y 2 dy is [5] :
Utilizing the fact that the function Q(x) is monotonically decreasing, the filter set selection task evaluated using the joint probability P e = max i∈{A,B} {P ei (W)} from Eq. 4 can be formulated as the following optimization problem:
with optimization variable W and
). Several search strategies can be applied to solve this combinatorial optimization problem. In the experiments described below we use a simple greedy search algorithm for the proof of concept for filter selection. More complex search methods could also be adapted to be applied to our framework [6, 7] .
Numerical experiments
We use surface spectral reflectance signatures of plants 400nm and 1000nm from the LOPEX93 database [3] . The two hypotheses in each classification application are the spectral signature originating from dry or fresh corn leaves (A) and dry or fresh rice leaves (B) (middle of Fig. 1) .
We model the filter dictionary from interference filter specifications given at the CVI Melles Griot website [8] using the parameters CWL (center wavelength), bandwidth FWHM (full width at half maximum), band shape specified with the number of cavities (layers of coating), and the incident light propagation angle. The dictionary used in the numerical experiments contains filter responses simulated by the model using four cavities for the band shape and 0 degree for the incident angle. In total, the dictionary consists of 149 filters: 11 long pass filters, 12 short pass filters, and 126 bandpass filters. Bandwidths of the bandpass filters are in the range of 3nm to 80nm (left in Fig. 1) . We use the spectral response function of a Hamamatsu NMOS linear image sensor for the sensor spectral transmittance in Eq. 1.
For a given noise level, the quantity g i (Eq. 6) is maximized using the following simple greedy strategy: a) Set initial number of selected filters to k = 0, b) find row vectors w j ,
Eliminate the chosen filter w * D from the dictionary; increase k to k + 1. e) If k < K, go to step b), otherwise stop.
For each candidate set of K filters, we compute the error probabilities using Eq. 5 as shown in the right of Fig. 1 . The error probability for a single application only is shown (light blue and magenta) for comparison. To detect fresh or dry corn leaves, the filters selected for both applications jointly produce the same classification error as the filters selected only for the corn application (cyan and blue lines overlap) since the harder-to-classify corn application dominates the error P e . For the easier-to-classify rice application, the decrease of performance using the joint-application filter selection compared to the single-application scenario is small. For example, selecting 10 filters for detecting both rice and corn applications, given by selection matrix W * , results in an worst-case error of P e (W * ) = 10 −0.65 ∼ 0.2 in a 20dB system, with the corn application being the harder-to-classify application. Applying the selected filters to the easier-to-classify rice application results in an error probability of P e,rice (W * ) = 10 −1.35 ∼ 0.04, increasing the error probability achieved using filters designed specifically for the rice application from P e,rice (W rice )10 −1.5 ∼ 0.03 only by 0.01. The two filter sets designed by optimizing the detection probabilities for each application separately contain each 10 filters that do not all overlap. That means K * different filters with 10 < K * ≤ 20 are selected when being designed for each application separately compared to only K = 10 filters in our proposed filter selection framework. 
