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Abstract Multiview video plus depth (MVD) is the most
popular 3D video format due to its efficient compression
and provision for novel view generation enabling the free-
viewpoint applications. In addition to color images, MVD
format provides depth maps which are exploited to gener-
ate intermediate virtual views using the depth image based
rendering (DIBR) techniques. Compression affects the qual-
ity of the depth maps which in turn may introduce various
structural and textural distortions in the DIBR synthesized
images. Estimation of the compression related distortion in
depth maps is very important for a high quality 3D experi-
ence. The task becomes challenging when the correspond-
ing reference depth maps are unavailable e.g., when eval-
uating the quality on the decoder side. In this paper, we
present a no-reference quality assessment algorithm to es-
timate the distortion in the depth maps induced by compres-
sion. The proposed algorithm exploits the depth saliency and
local statistical characteristics of the depth maps to predict
the compression distortion. The proposed ‘depth distortion
evaluator’ (DDE) is evaluated on depth videos from standard
MVD database compressed with the state-of-the-art high ef-
ficiency video coding (HEVC) at various quality levels. The
results demonstrate that DDE can be used to effectively es-
timate the compression distortion in depth videos.
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1 Introduction
Three dimensional (3D) video technology, such as 3D tele-
vision (3DTV), 3D cinema, and free-viewpoint television
(FTV), has received much popularity in the recent years.
Compared to the traditional 2D video, the 3D videos pro-
duce more realistic display by providing the depth sensa-
tion to the viewer. Two views of a 3D scene captured at
slightly different viewpoints are projected simultaneously,
and a mechanism such as special active or passive eye-gears,
is used to separate the view to respective eye to achieve the
depth sensation. The recent 3D video applications e.g., free-
viewpoint television (FTV) [1] and super multiview displays
(SMV) [2] present the viewer a novel 3D view of the scene
depending on his position.
Efficient representation of 3D content is momentous for
success of 3D video applications. Various 3D content repre-
sentations e.g., stereo video, multiview video, frame-compatible
formats, and depth-based video formats have been proposed
[3–8]. Multiview video plus depth (MVD) format [9] has
been adopted by the MPEG for 3DTV and future FTV tech-
nologies [10] due to its efficient representation and compres-
sion, provision for intermediate virtual view generation and
backward compatibility with the existing broadcasting in-
frastructure. In MVD format, in addition to color image, its
per pixel depth values are also available which permits the
generation of virtual views by using depth image based ren-
dering (DIBR) technique [11].
In 3DTV and free-viewpoint applications, a large num-
ber of views (upto 64) are needed to provide a seamless hori-
zontal parallax. However, capturing, coding and transmitting
such a large number of views is not practical due to various
cost, time, hardware, and bandwidth constraints. Therefore,
only few camera views with corresponding depth maps are
captured, coded and transmitted, and the rest of the views
are generated on demand using DIBR.
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Efficient compression of MVD data is a very important
task in 3DTV processing chain to achieve a wide spread ac-
ceptability of 3DTV and FTV technologies. Recently, it has
received significant research efforts resulting in new com-
pression friendly MVD representations [12–17] and efficient
3D video encoders. Multi-view Video Coding (MVC) [18]
was standardized as an extension of Advanced Video Cod-
ing (AVC) [19] for multiview video (MVV) format to sup-
port the stereoscopic and autostereoscopic 3D displays [20].
High Efficiency Video Coding (HEVC) [21] is the current
state-of-the-art video encoder, which achieves the same sub-
jective quality as AVC at approximately 50% less bit rate on
average [22]. To extend HEVC to 3D video, Joint Collabo-
rative Team on 3D Video Coding Extensions (JCT-3V) was
jointly formed by the ITU-T Visual Coding Experts Group
(VCEG) and the ISO/IEC Moving Picture Experts Group
(MPEG). The JCT-3V produced two extensions of HEVC:
multiview video HEVC (MV-HEVC) [23,24] and 3D exten-
sion of HEVC (3D-HEVC) [25, 26]. The latter is the cur-
rent state-of-the-art encoder for MVD data, which jointly
encodes the texture and depth videos for increased coding
efficiency. It achieves 50% and 20% bit rate saving over
HEVC simulcast coding and MV-HEVC respectively [25].
Depth maps are texture-less, grayscale images which rep-
resent the geometry of the scene. While compression, the
encoder may introduce various compression related artifacts
in the depth images, which translate in various textural and
structural distortions in the DIBR virtual image [27–31].
Thus the quality of the depth map is crucial for a faithful
generation of the virtual views. Estimating the distortion in
the depth maps induced by the compression is an impor-
tant task to analyze the quality of the virtual image and end
user 3D quality of experience (QoE). This task becomes
more challenging when the corresponding reference depth
videos are not available e.g., depth videos on the decoder
side. Moreover, the recent researches on the quality assess-
ment of DIBR synthesized images agree that in addition to
texture images, the quality of the depth map must also be
considered for a true judgment 3D quality [32,33]. In [34], a
blind depth quality assessment metric (BDQM) is presented
to predict the compression distortion in depth videos in ab-
sence of reference videos. The present research is based on
BDQM, however it considers the visual attributes such as
depth saliency and viewing conditions while evaluating the
quality of depth videos. The main contributions of this re-
search are:
– local statistical characteristics of depth image are ana-
lyzed to predict the compression distortion;
– depth map saliency is exploited to find the visually im-
portant regions which are weighted more than other re-
gions while estimating the depth quality;
– the viewing conditions e.g., display resolution, viewer’s
distance from the display, affect the perceived quality of
the color images as features at a certain scale may not
reflect some distortions which are visible at other scales.
A number of 2D image quality assessment (2D-IQA)
algorithms e.g., [35]. take this factor into account and
showed improved performance working in multi-scale
fashion. This phenomenon has not been investigated in
case of depth images. In this paper, we also design multi-
scale versions of the proposed algorithm to see if it is
helpful in quality assessment of depth images too.
– using the depth saliency and multi-scale phenomena, two
quality metrics are designed and evaluated for perfor-
mance;
– experiments are worked out on depth videos of standard
MVD sequences compressed with HEVC encoder. The
results demonstrate that the proposed DDE metric yields
high correlation with the well-known full-reference 2D-
IQA algorithms.
The rest of the paper is organized as follows: the related
work is briefly presented in Section 2; the proposed DDE
metric is described in Section 3, followed by experimen-
tal evaluation in Section 5. The conclusions are drawn in
Sect. 6.
2 Related Work
Depth maps contain the geometry of a scene which is ex-
ploited in depth image based rendering (DIBR) to gener-
ate views for novel intermediate virtual viewpoints. Thus
the quality of the depth maps directly affects the quality of
the DIBR synthesized views, and hence the overall user ex-
perience. A number of algorithms have been proposed to
evaluate the quality of synthesized and stereoscopic images.
Many of them use the conventional 2D-IQA algorithms to
estimate the quality of each texture image and combine the
results. However, the researches, e.g., [32,33] tested various
existing 2D-IQA algorithms and concluded that depth maps
must also be considered for faithful quality assessment of
3D content.
Recently, a number of 3D image quality assessment (3D-
IQA) algorithms have been proposed which use both the tex-
ture image quality and the depth map quality to evaluate the
overall quality of 3D images [36]. 3D Vision based Qual-
ity Measure (3VQM) [37] estimates the ideal depth at each
pixel value that could be used to obtain a distortion-free syn-
thesized video. The ideal depth is compared with the given
depth map to compute the spatial outliers, temporal outliers,
and temporal inconsistencies, which are combined to esti-
mate the quality of the DIBR synthesized image. The 3D-
IQA algorithm proposed in [38] utilizes the two well-known
2D-IQA metrics: PSNR and SSIM [39] to assess the qual-
ity of 3D images. Using the depth images, a weight func-
tion is computed which controls the relative importance of
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Fig. 1 Block diagram of the proposed single-stage depth distortion
evaluator (DDE).
each pixel: the pixels closer to the camera belong to the fore-
ground and hence are visually important. Such pixels are as-
signed more value compared to the far pixels. The value of
PSNR or SSIM is then weighted using this weight function.
The 3D-IQA proposed in [40] also uses the 2D-IQA algo-
rithms (SSIM and C4) to estimate the texture image qual-
ity and compares the original and distorted depth images to
estimate the depth quality. The two quality scores are then
fused globally or locally to obtain the quality of the 3D im-
ages. The method in [41] proposed a modified SSIM [39]
metric to estimate the film grain noise in HEVC compressed
videos.
The algorithm presented in [42] estimates the impact of
depth quality on the quality of the DIBR synthesized im-
ages. It estimates the distortion at each pixel by comparing
the disparities of the reference and the distorted depth maps
which is then integrated into a single score. All the 3D-IQA
metrics described in this section target estimating the quality
of the 3D images using the texture and depth images. Blind
depth quality metric (BDQM) [34] is the only metric which
is specifically designed to estimate the quality of the depth
maps. It is a reference-less metric which constructs a local
histogram at each compression sensitive pixel in the depth
image and analyzes its shape to quantify the compression
distortion. The proposed depth distortion evaluator (DDE)
extends BDQM and exploits the depth visual saliency to
find the compression sensitive locations in the depth im-
age which are then used in quality evaluation. Moreover, the
DDE algorithm is also proposed in multi-scale manner to as-
sess the effect of viewing conditions on depth map quality.
3 Proposed Depth Distortion Evaluator (DDE)
Depth maps are texture-less, grayscale images which con-
tain large homogeneous regions with sharp boundaries which
correspond to the object edges. The values in the depth maps
range from 0 to 255 and are inversely coded, that is closer
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Fig. 2 (a) A sample depth image from MVD sequence Balloons, (b)
intensity profile along red line segment in (a).
pixels have larger values. The large homogeneous regions in
depth images are considered to be least affected by compres-
sion. On the contrary, the sharp discontinuities being diffi-
cult to encode are most affected by compression. The com-
pression smoothens these sharp transitions and the proposed
algorithm capitalizes this fact, it estimates the amount of
smoothness introduced by compression and uses it to predict
the compression distortion. The proposed algorithm works
in four steps. In first step, the compression sensitivity map is
computed; in second step the saliency of each depth pixel is
computed. The two maps are geometrically integrated into a
single map called distortion sensitivity map (DSM), which
is representative of the compression sensitivity and saliency
of the each depth pixel. The DSM map is thresholded to
drop the less distortion sensitive pixels. In the third step,
the BDQM [34] algorithm is used to estimate the distortion
value for each distortion sensitive pixel. Finally, the distor-
tion values are averaged to calculate the overall quality of
the depth image. Fig. 1 shows the block diagram of the pro-
posed single-stage DDE algorithm.
3.1 Computing depth compression sensitivity map
Depth images consist of linearly changing or homogeneous
regions with sharp transitions. These regions usually repre-
sent the objects at different depth levels and the sharp tran-
sitions represent the edges or boundaries of these objects.
4 Muhammad Shahid Farid et al.
Fig. 2a shows a sample depth image where objects at dif-
ferent depth levels can be observed. Fig. 2b shows the in-
tensity profile of a horizontal line shown in red in Fig. 2a.
The intensity profile consists of constant line segments with
sharp transitions, which correspond to the objects at dif-
ferent depth levels and their boundaries respectively. Com-
pared to the homogeneous regions, these sharp boundary re-
gions are highly susceptible to compression artifact which
smoothens the sharp transitions. Fig. 3 shows the intensity
profile of the pixels along the red horizontal line in Fig. 2a
at different quality levels: uncompressed, compressed at QP
22, 38, and 46. It can be noted from these graphs that with
the increase in the amount of compression the sharp tran-
sitions get smoother. Observe how the sharp transitions in
original depth image (red plot) changed into smooth tran-
sitions at QP 46 (green plot) in Fig. 3. Therefore, the edge
sharpness can be used to find the compression sensitive pix-
els in the depth image. Edge sharpness can be computed us-
ing gradient magnitude. We use Sobel operator to calculate
the gradient of the depth map. Let I be a depth image, then
the compression sensitivity map (CSM) is computed similar
to [34] as:
CSM =
√
G2x+G2y (1)
where Gx and Gy are gradients along horizontal and vertical
directions computed with Sobel filters:
Gx = I ∗
−1 0 1−2 0 2
−1 0 1
 ; Gy = I ∗
−1 −2 −10 0 0
1 2 1
 (2)
3.2 Computing depth visual saliency map
The importance of a depth pixel can be defined as the prob-
ability that a pixel is gazed at, and it is usually termed as
depth saliency. Depth maps are very effective in predicting
salient regions in 3D images [43] and a number of depth
saliency techniques have been recently proposed, e.g., [44].
Generally, depth maps are exploited to find salient regions
assuming that the objects closer to the camera get more vi-
sual attention. We exploit this notion here to find the visually
important regions in depth images, and utilize this informa-
tion in prioritizing the compression sensitive pixels in CSM
(Eq. 1). The compression artifacts in highly salient regions
would be more noticeable compared to the non-salient re-
gions. Therefore, we propose to weight the CSM map with
the depth visual saliency map (VSM) to find the depth loca-
tions which are visually important as well as are most sus-
ceptible to compression artifacts.
We use the saliency detection method proposed in [45] to
estimate the VSM. It exploits the discrete cosine transform
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Fig. 3 Intensity profile of pixels along the horizontal line shown in red
in Fig. 2a when the depth image is uncompressed, compressed at QP
22, 38, and 46.
(DCT) coefficients to extract depth features used to estimate
the saliency. In particular, the depth image is divided into
image patches of size 8×8. The DCT of each patch is com-
puted and the DC coefficients are used as patch features. The
saliency value of a patch is computed based on the contrast
difference between this image patch and all the other image
patches. The saliency value Si of patch i is computed as:
Si =∑
i6= j
1
σ
√
2pi
e
di j
2
2σ2 Ui j (3)
where di j represents the spatial distance between patches i
and j, σ is the Gaussian model parameter which controls the
degree of local and global contrast for the saliency estima-
tion. The value σ is set to 5 as recommended in [45]. Ui j is
the feature difference between the patches i and j, calculated
as:
Ui j =
∣∣DCi−DC j∣∣
DCi+DC j
(4)
where DCi and DC j are the DC coefficients of the image
patches i and j respectively. The saliency map obtained from
Eq. 3 is of smaller size (M8 × N8 ) and is up-sampled to original
depth image size using bilinear interpolation.
3.3 Combining the CSM and VSM maps
The compression sensitivity map (CSM) and visual saliency
map (VSM) are geometrically integrated to obtain a single
map that we refer to as ‘distortion sensitivity map’ (DSM):
DSM =CSMα ·VSMβ (5)
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Fig. 4 (a) A sample depth image from MVD sequence Balloons, (b) compression sensitivity map, (c) visual saliency map, (d) distortion sensitivity
map, (e) distortion sensitivity map after thresholding.
where α and β are control parameters used to adjust the rel-
ative importance of the two values. The values of α and β
are empirically estimated and set to 0.5 and 0.3 respectively.
Small DSM values correspond to the depth pixels which
are not sensitive to compression artifacts, and thus they can
be dropped from future processing to save the computation
time. Only the depth pixels with DSM value greater than τ
are considered in the next stage of the proposed algorithm.
Fig. 4a shows a sample depth image of an MVD sequence.
Fig. 4b and Fig. 4c show the CSM and VSM maps of 4a re-
spectively. The combined DSM map is shown in Fig. 4d. By
comparing the DSM with CSM, one can note that a num-
ber of pixels which were selected by CSM due sharp dis-
continuity are not that important in DSM due to their very
low saliency values, e.g., pixels belonging to the contours of
the background objects. The vice versa of this is also true.
Fig. 4e shows the thresholded DSM when τ = 0.25.
3.4 Computing the depth quality
In the final step of the proposed algorithm, we use the DSM
map computed in the previous step to assess the quality of
the depth image. For this purpose, we used blind depth qual-
ity metric (BDQM) [34]. BDQM constructs a histogram of
the neighborhood of each DSM pixel and analyzes it to es-
timate the smoothness induced due to compression. Let I be
a depth image whose quality is to be evaluated. Its DSM
is computed as described earlier, and let S be the set of se-
lected DSM pixels. For each pi ∈ S, BDQM selects a patch
Pi of size 15× 15 centered at I(x,y), where (x,y) is the lo-
cation of pi in DSM, and constructs the corresponding local
histogram Hκi with κ equally sized bins. The quality index
Qi of pi is defined as:
Qi =
κ
∑
t=1
[max(Hκi )−Hκi (t)] (6)
Finally, the Qi value of all DSM pixels is averaged to obtain
the quality of depth image I.
DDE =
1
|S|
|S|
∑
i=1
Qi (7)
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Fig. 5 Block diagram of multi-scale DDE. The symbol ↓ represents
down-sampling by a factor of 2.
where |S| represents the size of set S. DDE is a quality mea-
sure that is higher values represent better quality. We used
the acronym DDE to differentiate it from BDQM in [34] as
the former exploits the depth saliency too in evaluating the
depth quality.
4 Multiscale Depth Distortion Evaluator
Viewing conditions, such as resolution of the display and
viewer’s distance from the display are considered impor-
tant in evaluating the quality of color images. They affect
the quality of the images as features at a certain scale may
not reflect some distortions which are visible at other scales.
A number of 2D image quality assessment (2D-IQA) algo-
rithms e.g., [35]. consider this factor while evaluating the
quality of images. These multi-scale 2D-IQA approaches
showed better performance compared to their single-scale
versions. However, this phenomenon has not been investi-
gated in depth image quality assessment. In this section, we
design multi-scale extension of BDQM and DDE algorithms
to see if it improves their performance.
In multi-scale DDE algorithm (mDDE), we iteratively
downsample the depth image by a factor of 2 and apply the
DDE algorithm to estimate the quality of the resultant depth
image at each scale. Let the number of scales be 1 · · ·M with
scale 1 representing the original image. The quality scores
obtained at each scale are combined to obtain the final qual-
ity score:
mDDE =
M
∏
i=1
DDEwii (8)
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Fig. 6 Sample texture and depth images of the left view of 3D video sequences from the test dataset, (a) Kendo, (b) Balloons, and (c) Book Arrival.
Table 1 Test database details: number of frames in the video (#F),
selected views (V) and frame rate (FR).
Sequence #F V View Size FR Provider
Kendo 300 {1,5} 1024 × 768 30 Nagoya Univ.
Balloons 300 {1,5} 1024 × 768 30 Nagoya Univ.
Book Arrival 100 {10,8} 1024 × 768 16 Fraunhofer HHI
where wi is used to control the relative contribution of score
at the ith scale. Fig. 5 shows the block diagram of multi-scale
DDE algorithm. Multi-scale BDQM algorithm (mBDQM) is
designed analogously.
5 Experimental Evaluation and Results
The performance of the proposed depth map quality assess-
ment algorithms: DDE and mDDE is evaluated on standard
MVD depth videos compressed with state-of-the-art HEVC
encoder [21]. We also compared the performance of the pro-
posed metrics with BDQM [34] and its multi-scale version
mBDQM. The test database is built from three standard MVD
sequences: Kendo, Balloons and Book Arrival. Tab. 1 presents
the details of the selected sequences. Two views of each
sequence are selected and the corresponding depth videos
are compressed with HEVC1 at 10 different quality levels,
namely QP={10,14,18,22,26,30,34,38,42,46}. Thus 20 full
length depth videos were obtained for each sequence, and a
total of 60 videos were generated. Sample frames from the
test dataset are shown in Fig. 6.
We compare the proposed quality assessment algorithms
with Peak Signal to Noise Ratio (PSNR) to evaluate their
1 Version HM 11.0 of the HEVC reference software with Main pro-
file.
performance. Since depth maps are texture-less, gray-scale
images therefore the visual 2D-IQA algorithms are not ef-
fective to measure their quality. PSNR is usually used for
this purpose. The performance of the four depth quality as-
sessment algorithms: BDQM, mBDQM, DDE, and mDDE
is evaluated using Pearson linear correlation coefficient (PLCC)
for prediction accuracy test, and Root Mean Square Error
(RMSE) is used to estimate the prediction error. Before com-
puting PLCC and RMSE measures, according to the Video
Quality Expert Group (VQEG) recommendations [46]. the
algorithm predicted scores Q are mapped to PSNR with a
monotonic nonlinear regression function. The regression map-
ping is performed using the following logistic function out-
lined in [47]:
Qp = β1
(
1
2
− 1
exp(β2(Q−β3))
)
+β4Q+β5 (9)
where Qp are the mapped score and β1, · · · ,β5 are the re-
gression model parameters.
In all experiments, the BDQM parameters are set to the
default values. The value of number of scales M (Eq. 8) de-
pends on the viewing distance as well as the resolution of the
image. For both mDDE and mBDQM algorithms, we tested
different values of M and found that M = 2 achieves the best
results. The values ofw1 and w2 for respective scales are also
computed empirically and they are set to 0.6 and 0.4 respec-
tively. Tab. 2 compares the performance of the proposed al-
gorithms with BDQM and mBDQM in terms of PLCC on
each test sequence. The results show that the proposed DDE
algorithm outperforms the other three quality metrics in all
experiments. It achieves a high correlation with full refer-
ence PSNR metric in each test sequence, with an average
PLCC of 0.9445. Tab. 3 shows that the DDE metric has low-
est prediction error in all experiments. Both the prediction
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Fig. 7 Scatter plots between PSNR and mapped scores for the proposed and the compared 3D-IQA algorithms: (a) BDQM, (b) mBDQM, (c)
DDE, (d) mDDE.
Table 2 Performance Comparison in terms of Pearson Linear Correla-
tion Coefficient (PLCC)
Sequence BDQM mBDQM DDE mDDE
Kendo 0.9027 0.8901 0.9147 0.9040
Balloons 0.8453 0.8375 0.9355 0.9076
Book Arrival 0.9227 0.8869 0.9832 0.8902
Overall 0.8902 0.8715 0.9445 0.9006
accuracy and prediction error results show that DDE met-
ric performs better than other single and multi-scale depth
quality assessment algorithms.
Scatter plot is another effective mean to evaluate the effi-
ciency of image quality assessment metrics. It is used to an-
alyze the correlation between the mapped predicted scores
and the subjective rankings. In Fig. 7, the scatter plots be-
tween PSNR and mapped scores for the proposed and the
compared 3D-IQA algorithm are presented. Compared to
the other methods, the scatter plot of the proposed metric
shows better fitting between the estimated and the reference
scores which indicates its ability to better estimate the qual-
ity of the compressed depth maps.
It can be observed from the results presented in Tab. 2
and Tab. 3 that the multi-scale versions of both BDQM and
DDE algorithms performed rather poor compared to their
single-scale versions. This might be due to the texture-less
nature of the depth images, which means that in contrast to
the color images the quality of the depth images do not vary
with the change in the viewing distance. This assertion, how-
ever, requires more investigation through subjective testings
which is in our future work plan. A software release of the
proposed DDE metric is available at2.
6 Conclusions
Depth maps are important in multiview video plus depth
(MVD) format where they are exploited to generate images
2 http://www.di.unito.it/~farid/3DQA/DDE.html
Table 3 Performance Comparison in terms of Root Mean Square Error
(RMSE)
Sequence BDQM mBDQM DDE mDDE
Kendo 3.6697 3.8876 3.4463 3.6467
Balloons 4.2190 4.3145 2.7901 3.3144
Book Arrival 2.2630 2.7124 1.0714 2.6741
Overall 3.3839 3.6382 2.4359 3.2117
at novel viewpoints using depth image based rendering tech-
niques. Depth maps are grayscale texture-less images which
provide per pixel depth value of the corresponding color
image. The compression may introduce various artifacts in
depth maps, which in turn result in structural and textu-
ral distortion in the DIBR images. In this paper, we pre-
sented a no-reference quality assessment algorithm to es-
timate the HEVC compression artifacts in depth maps. The
proposed algorithm uses depth visual saliency and local sta-
tistical characteristics of the depth maps to estimate the com-
pression distortion. The experiments performed on standard
depth video sequences demonstrate the effective of the pro-
posed algorithm.
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