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Las redes inalámbricas están experimentando un gran crecimiento gracias a 
su facilidad de instalación y flexibilidad. A su vez el protocolo IEEE 802.11 está 
ganando popularidad como método de acceso al medio (MAC) en redes de 
área local inalámbricas. Se han realizado estudios para determinar el 
rendimiento y evaluar la capacidad de las redes Wireless, pero poco se 
conoce sobre las características del tráfico que circula por este tipo de redes.  
 
Desde el descubrimiento de las propiedades fractales (“escalado”) del tráfico 
en las redes de commutación de paquetes se han realizado numerosos 
estudios y se ha detectado esta propiedad en diversas redes de datos. En este 
PFC se pretende estudiar este comportamiento en redes móviles, más 
concretamente en redes Ad-hoc sobre WLAN. Para ello se ha utilizado el 
simulador ns-2 (Network Simulator 2) con una serie de escenarios 
diferenciados. En las simulaciones se inyectará un tráfico con características 
conocidas y se evaluarán las características del tráfico en recepción, por lo 
que veremos todos los mecanismos intermedios (propagación, MAC, etc.) 
como una “caja negra” que modifica las características de la entrada. 
  
Los resultados muestran diversos efectos en el tiempo entre llegadas y la tasa 
agregada al variar diversos parámetros como el modelo de fuente, el acceso al 
medio, el modelo de propagación o la carga de la red. Uno de los resultados 
más importantes es el impacto en el fenómeno de escalado. Este efecto se 
produce al introducir pérdidas en el sistema, ya sean pérdidas por propagación 
o por colisiones. Veremos como la variación en los tiempos entre llegadas que 
provocan las pérdidas se traducen en cambios de las escalas bajas de la señal  
y en algunos casos estos cambios también afectan a las escalas altas. 
 
Con la finalidad de validar los resultados obtenidos de las simulaciones se han 
realizado diversas pruebas en un escenario real. Conectamos en modo Ad-hoc 
dos portátiles con una tarjeta wireless 802.11b/g y mediante un generador de 
tráfico y un patrón autosimilar generamos tráfico autosimilar que capturamos 
con un analizador de tráfico tanto en emisión como en recepción. Los 
resultados de las pruebas reales muestran el efecto de escalado encontrado 
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Wireless Networks are experiencing a great growth thanks to their easy 
installation and flexibility. At the same time IEEE 802.11 protocol is gaining 
popularity as medium access control method (MAC) for wireless local area 
networks. While some research has been made in order to evaluate the 
performance and the capacity of wireless networks, very little is known about 
the characteristics of the traffic carried by these types of networks. 
 
Since fractal scaling properties were discovered in network traffic, research 
has detected this property in a variety of data networks. The aim of this Final 
Degree Project is the study of this behaviour as far as wireless networks are 
concerned, especially Ad-hoc over WLAN networks. Different scenarios are 
carried out using the ns-2 simulator (Network Simulator 2). Differences 
between the known traffic sent and the traffic received will be evaluated as if 
all the mechanisms involved (propagation, MAC, etc.) were a “black box”. 
 
Results show several effects in the interarrival time and in the added rate 
depending on different parameters such as the traffic model, the medium 
access, the propagation model or the network load. The most important result 
is the significant impact in the scaling behaviour. This effect appears when 
propagation or collisions cause packet loss. The interarrival time variation in 
these scenarios modifies the scaling behaviour in short time scales and in 
some cases in large time scales too. 
 
A real scenario has been developed in order to evaluate the results obtained in 
simulations. We connect two portable with an 802.11b/g wireless card in Ad-
hoc mode. Self-similar traffic is generated by means of a traffic generator and 
a fft-fgn synthesizer. A traffic analyzer is used to capture in both sides the 
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El modelado de tráfico es un componente esencial en el diseño de redes de 
telecomunicaciones ya que permite optimizar el uso de recursos en la red. 
Además es de vital importancia para garantizar una determinada calidad de 
servicio. Por todo ello, es necesario que los modelos de tráfico capturen las 
características principales del mismo.  
 
Los modelos de teletráfico clásicos tienen su origen en la telefonía 
convencional (basada en commutación de circuitos) y fueron heredados por los 
diseñadores de redes de datos debido a la facilidad con la que se calculan las 
probabilidades de bloqueo y grado de servicio. Diferentes estudios basados en 
mediciones de tráfico demuestran que los modelos tradicionales distan 
bastante del tráfico que realmente circula por las redes de conmutación de 
paquetes. Estos estudios nos muestran que el tráfico actual se puede modelar 
de una forma más próxima a la realidad si se usan modelos de tráfico basados 
en procesos de memoria a largo plazo en lugar de los modelos tradicionales 
basados en memoria nula. 
 
En este PFC nos centraremos en el tráfico de las redes de datos inalámbricas 
según el modelo de fuente generado. En concreto estudiaremos las redes 
Wireless LAN en su modalidad Ad-hoc en la que no existe ningún tipo de 
infraestructura (no existen estaciones base). Nos centraremos en los efectos 
ocasionados por el método de acceso al medio (MAC) y por el modelo de 
propagación. Con esta finalidad se han desarrollado una serie de simulaciones 
mediante ns-2. Queremos destacar la dificultad de las simulaciones de redes 
inalámbricas con el simulador ns-2 ya que los manuales tratan los temas 
relacionados de forma superficial. En varias ocasiones ha sido necesario 
recurrir a los Mailing List de ns-2 donde no siempre se puede encontrar la 
solución a un determinado problema. 
 
El estudio realizado es preliminar, ya que no se ha incluido movilidad y el 
número de nodos de las simulaciones es reducido. Se han elaborado una serie 
de escenarios sencillos con diferentes configuraciones en los que se pueden 
estudiar las características del tráfico al variar diversos parámetros como la 
carga de la red, el tamaño de paquete, el modelo de fuente, el modelo de 
propagación, etc. De esta forma podemos identificar los parámetros que tienen 
impacto en el tráfico para cada configuración. Los resultados obtenidos han 
sido analizados con Matlab para estudiar el tiempo entre llegadas, la tasa 
agregada y el comportamiento en las diferentes escalas tanto del tráfico en 
emisión como en recepción. De esta forma podemos caracterizar el tráfico y 
obtener la influencia de todos los procesos intermedios en las características 
del tráfico final. 
 
Los resultados de las simulaciones se han comparado con los resultados 
obtenidos en un escenario real. De esta forma podemos asegurar que los 
resultados de las simulaciones se corresponden con la realidad, cosa que no 
2                                                                                   Estudio de la fractalidad del tráfico en redes Ad-hoc sobre WLAN 
 
siempre se cumple en este tipo de estudios, dada la necesaria limitación de los 
simuladores (situaciones semi-ideales). 
 
En el primer capítulo se describirá la base teórica necesaria para comprender 
los conceptos relacionados con los fractales así como el impacto de este tipo 
de tráfico en las redes de commutación de paquetes. Por otra parte veremos 
como se puede analizar este tipo de tráfico usando una de las herramientas 
más utilizadas para este fin: la transformada wavelet. 
 
En el capítulo 2 se describen las redes Ad-hoc sobre Wireless LAN con la 
finalidad de comprender los resultados obtenidos en las simulaciones. 
Definiremos las redes Ad-hoc y se explicarán las redes Wireless LAN 802.11. 
En concreto trataremos los métodos de acceso al medio. 
 
En el capítulo 3 se detallan la definición de los escenarios, las pruebas 
realizadas y el análisis de la información obtenida. En este capítulo también se 
describen una serie de consideraciones a tener en cuenta antes de realizar las 
simulaciones. 
 
En el capítulo 4 se encuentran los resultados obtenidos en cada uno de los 
escenarios simulados. Debido a la extensión de las pruebas sólo se mostrarán 
los resultados y algunas gráficas de ejemplo. En los anexos se puede encontrar 
un resumen de los resultados de cada escenario. 
 
En el capítulo 5 podemos encontrar el planteamiento de las pruebas reales, la 
definición del escenario y los resultados extraídos así como una comparación 
con los resultados obtenidos en las simulaciones.  
 
En el capítulo 6 se pueden encontrar la valoración de los objetivos, las 
conclusiones finales, las líneas futuras de desarrollo y las consideraciones 
éticas y medioambientales.  
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CAPÍTULO 1. FENÓMENOS FRACTALES EN 
TELETRÁFICO  
 
1.1. Introducción  
 
Los modelos fractales se han utilizado para modelar series temporales en 
muchas áreas de las ciencias contemporáneas como la biología, la economía y 
la meteorología. El descubrimiento de estas características en el modelado de 
tráfico telemático [1] no surgió hasta que se pudo disponer de series de tráfico 
de alta resolución en la década de 1990. Diferentes estudios basados en 
mediciones de tráfico (por ejemplo, [2] y [3]) demuestran que los modelos 
tradicionales distan bastante del tráfico que realmente circula por las redes de 
conmutación de paquetes. Estos estudios nos muestran que el tráfico actual se 
puede modelar de una forma más próxima a la realidad si se usan modelos de 
tráfico basados en procesos fractales en lugar de los modelos tradicionales 
basados en memoria nula. 
 
Los modelos clásicos tienen su origen en la telefonía convencional y fueron 
heredados por los diseñadores de redes de datos debido a la facilidad con la 
que se calculan las probabilidades de bloqueo y grado de servicio. Estos 
modelos están basados en los procesos de Poisson, que representan la 
duración de cada llegada y el tiempo entre llegadas como variables aleatorias 
exponencialmente distribuidas e independientes; en otras palabras, son 
modelos de memoria nula. Es decir, la probabilidad de llegada en un 
determinado instante es independiente de los instantes de llegada anteriores. 
Sin embargo, se ha detectado que en las redes de conmutación de paquetes 
esta propiedad no se cumple. 
 
En los últimos años se ha detectado fractalidad en diversas redes de datos 
como LAN, Ethernet, ISDN, SS#7 y en servicios como transmisión de Vídeo 
VBR, Telnet, FTP, HTTP, entre otros [4]  
 
Para comprender el impacto de estos descubrimientos necesitamos conocer 
las características que hacen que un tráfico sea fractal y sus implicaciones. 
 
 
1.2. Conceptos básicos  
 
La autosimilitud (self-similarity) se define como la apreciación de una 
estructura estadísticamente similar a lo largo de un amplio rango de escalas; es 
decir, que la señal tiene un “aspecto” parecido (estadísticamente hablando) 
aunque se varíe la escala. En la Fig. 1.1, donde tenemos representados los 
paquetes generados por unidad de tiempo en una red Ethernet, podemos 
apreciar una “apariencia” similar en las distintas escalas. En la escala que tiene 
como unidad de tiempo 100 segundos a diferencia del resto ya se pueden 
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apreciar las diferencias entre día y noche como ciclos de mayor o menor 
intensidad que dependen del usuario. 
 
 
Fig. 1.1 Traza de Agosto ’89 de Berkeley (Paquetes por unidad de tiempo) en 5 
escalas diferentes (100, 10, 1, 0,1 y 0,01 segundos). Extraída de [1] 
 
 
Matemáticamente el concepto de autosimilitud se define de la siguiente forma 
[1]: 
 
Dado },{ RtX t ∈  un proceso estocástico con: 
 
• Media estacionaria: [ ]tXE=µ  
• Varianza estacionaria: [ ] 22)( σµν =−= tXE  
• Función de autocovarianza: [ ]))(( µµγ −−= +kttk XXE  
 




γρ kk =  
Definimos una nueva serie ,...)3,2,1:( )()( == kXX mkm  obtenida al promediar la 
serie original X  sobre intervalos no superpuestos de longitud m para cada 
m=1, 2, 3... 
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m ρνν      (1.3) 
 
Si el proceso es ruido blanco (un proceso incorrelado), kmmkm XX ...1+−  estarán 
incorrelados, verificando que 0=kρ  para 0>k y .1−= mm νν  
 
Si 0→kρ  y ∞<∑
k
kρ , la varianza decae asintóticamente a cero de forma 
proporcional a 1−m . 
 
En el caso en que la varianza decaiga a un ritmo menor se introduce el factor 









1 αρ             (1.4) 
 





∞→)(kρ                 (1.5) 
 
Si la autocorrelación sigue este comportamiento entonces indica dependencia a 
largo plazo, concepto que explicaremos más adelante. En cambio, si α >1, la 
autocorrelación es sumable (como en el caso de la expresión 1.3) y se trata de 







k kρ  (Donde k es una constante)                      (1.6) 
 
 
Decimos que un proceso },{ RtX t ∈  es exactamente autosimilar con 
parámetro H si para todo 0>a  las distribuciones de dimensión finita de 




d tXatXaatXatX =    (1.7) 
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El parámetro de Hurst (H) mide el grado de autosimilitud de los procesos. Sus 
valores pueden oscilar entre 0,5 y 1, siendo el proceso más autosimilar cuanto 
más se acerque H a 1.  
 
El tráfico real no es exactamente autosimilar. En concreto en teletráfico existen 
procesos asintóticamente autosimilares en los que las propiedades estadísticas 
tienden a ser iguales cuando la escala de agregación tiende a infinito, es decir 
cuando se estudian las frecuencias más bajas del proceso. Un proceso 
exactamente autosimilar es no estacionario (por definición, ver [5]) mientras 
que los procesos en modelado de tráfico se asumen implícitamente 
estacionarios. 
 
En la Fig. 1.2 podemos ver la comparación de un proceso asintóticamente 
autosimilar y un proceso de Poisson en diferentes escalas de tiempo. Como se 
puede apreciar el proceso autosimilar no pierde la variabilidad con el aumento 
de las escalas, por el contrario el de Poisson sí. Variar la escala es equivalente 
a hacer un zoom de la señal; en la figura la parte sombreada representa la 
porción de señal anterior. En un proceso de Poisson vemos como al aumentar 
la escala existe una variabilidad muy baja y se puede apreciar un límite en la 
tasa (el tráfico se “suaviza”) en cambio en el caso de tráfico real éste tiende a 
comportarse de una forma parecida con el aumento de escala, se mantiene la 




Fig. 1.2 Comparación de las características de un proceso con Heavy Tails 
(Pareto ON-OFF) y Exponencial ON-OFF con el aumento de las escalas. A la 
izquierda tráfico autosimilar y a la derecha tráfico Poissoniano. Figura extraída 
de [6]. 
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Los procesos autosimilares suelen estar asociados a distribuciones con 
colas fuertes (heavy-tails), lo que significa que la probabilidad de aparición de 
valores muy desviados de la media no es menospreciable, es decir que existe 
una probabilidad no nula de variaciones fuertes. En general un proceso de este 
tipo puede tener una varianza elevada o incluso infinita. Matemáticamente, se 
define una distribución con colas fuertes  de la siguiente forma: 
 
 
 [ ] ;0 2P X x x α α−> ≈ < ≤                                         (1.8) 
 
En la Fig. 1.3 tenemos representado un ejemplo de distribución con colas 
fuertes, la distribución de Pareto. Esta distribución sigue la siguiente expresión: 
 
 




−> =                                              (1.9) 
 




Fig. 1.3 Ejemplo de distribución heavy-tailed, la distribución de Pareto 
generalizada con valores de K < 0, K = 0, K > 0 y xm = 1. Extraída de [7] 
 
 
1.3. Dependencia a corto y largo plazo 
 
Los procesos autosimilares y la dependencia de largo plazo (LRD, Long 
Range Dependence) están íntimamente relacionados y a menudo los 
encontramos intercambiados impropiamente en la literatura de redes con una 
definición de autosimilitud más amplia. En el caso de tráfico de redes estos dos 
conceptos en la mayor parte de los casos van ligados. 
 
La LRD indica que por muy pequeños que sean los valores de la función de 
autocorrelación a medida que aumentamos la escala su acumulación no es 
menospreciable provocando efectos importantes (Fig. 1.5).  En otras palabras, 
el tráfico medido en un cierto instante (t) y el medido en un instante posterior 
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(t+t0) guardan relación, es decir, no son independientes, aunque t0  sea muy 
elevado, cosa que si sucede con un proceso Poissoniano [5]. Por lo tanto los 
procesos LRD tienen memoria, o lo que es lo mismo, las componentes de baja 
frecuencia son muy importantes. 
 
1.4. Comportamiento en cola del tráfico autosimilar 
 
La dependencia a largo plazo del tráfico tiene un impacto significativo en el 
comportamiento de las colas en los distintos elementos de red 
(multiplexores, routers, etc.) que no se puede predecir con los actuales 
modelos de análisis basados en llegadas poissonianas [8]. La distribución del 
número de paquetes en espera de servicio tiene una cola que decrece 
subexponencialmente (heavy tail), a diferencia del caso Poissoniano en el que 
la cola decrece exponencialmente. Esto implica que la posible solución de 
aumentar la capacidad de los buffers para disminuir la pérdida de paquetes es 
inútil ya que una pequeña disminución de las pérdidas significaría un 
incremento notable del retardo de los paquetes. En la Fig. 1.4 tenemos 
representado el tamaño de la cola según la utilización normalizada del canal (ρ) 
para tráficos de Poisson y para tráficos autosimilares. Destacar que el tráfico 
autosimilar tiene un mayor impacto en la cola que los de Poisson ya que el 
tamaño de la cola tiende a infinito para una utilización del canal muy inferior. 
Además se puede observar que, a medida que el grado de autosimilitud 






















Fig. 1.4  Comparación del tamaño medio de una cola para tráficos 
autosimilares con distinto grado de autosimilitud (H = 0,75 y 0,9) y para tráficos 
Poissonianos (modelos clásicos, M/M/1 y M/D/1). Extraída de [8]. 
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1.5. Ejemplos de procesos autosimilares 
 
1.5.1. Movimiento Browniano Fraccional (FBM) 
 
El movimiento Browniano Fraccional (FBM, Fraccional Brownian Motion) es un 
proceso continuo de media nula con incrementos estacionarios y es autosimilar 
con grado de autosimilitud H [5].  
 
Un proceso {x[n]} tiene incrementos estacionarios si, para todo k, los procesos 
desplazados {x[n + k]) – x[k]} tienen idéntica distribución independientemente 
del valor de k. El proceso {x[n]} se dice que es H-sssi si es autosimilar con 
incrementos estacionarios. Un resultado interesante es que el único proceso H-
sssi Gaussiano, {B[n]}, es el movimiento Browniano fraccional. 
 
1.5.2. Ruido Gaussiano Fraccional (FGN) 
 
Es el proceso de incrementos del FBM (y[n] = x[n] – x[n-1]). Los procesos 
agregados resultantes tienen la misma distribución que x[n] para todas las H 
[5]. Por lo tanto el FGN (Fractional Gaussian Noise) es un proceso 
exactamente autosimilar de segundo orden y con parámetro autosimilar H 
siempre que 0,5 < H < 1. En la Fig. 1.5 podemos ver la función de 
autocorrelación de un proceso no autosimilar y de un proceso FGN con un alto 
grado de autosimilitud. Nótese como la función de autocorrelación del proceso 
FGN decae a cero muy lentamente mientras que la del proceso no autosimilar 














Fig. 1.5 Izquierda: Función de autocorrelación de tráfico no autosimilar con 
H=0,5 (similar a ruido blanco). Derecha: Función de autocorrelación de tráfico 
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1.6. Estudio de tráfico fractal  
 
1.6.1. Estimación de tráfico fractal con wavelets  
 
Una de las características de un proceso LRD es que su densidad espectral 
satisface la relación [9]: 
 
( ) fcS f
f α
≈  a medida que 0f →                   (1.10) 
 
donde el parámetro de escala (α) está relacionado con la intensidad del 
fenómeno LRD (es una medida cualitativa) y se expresa habitualmente como el 
parámetro de Hurst: ( (1 ) / 2H α= + ), mientras que el parámetro de segundo 
orden (cf) tiene dimensiones de varianza y se puede interpretar como una 
medida cuantitativa del proceso [10]. Normalmente se le presta mayor atención 
a H pero cf también es importante ya que determina los intervalos de confianza 
de la estimación [3]. De esta forma el espectro de un proceso LRD tiene una 
forma como se muestra en la Fig. 1.6 
 
 
Fig. 1.6 Esquema de la forma del espectro de un proceso LRD, donde µj es la 
densidad espectral de potencia. 
 
 
Si representamos el espectro en un diagrama Log-Log obtenemos una recta 
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Gracias a esta propiedad la wavelet permite estimar el parámetro α a partir de 
las potencias (µ) de cada subbanda wavelet como veremos más adelante. 
1.6.2. La Transformada Wavelet Discreta (DWT) 
 
La Transformada Wavelet Discreta es una herramienta que permite la 
estimación de los parámetros LRD de una forma rápida, precisa y eficiente [10]. 
La idea básica subyacente en la transformada wavelet es estudiar la señal a 
partir de aproximaciones más y más precisas, donde en cada aproximación se 
añaden algunas de las altas frecuencias o “detalles” de la señal original.  
 
1( ) ( ) ( )j j jdetalle t aprox t aprox t−= −    (1.11) 
 
Teóricamente j puede ir desde -∞ a +∞ pero en la práctica se limita entre 1 y J 
escalas. Al variar J simplemente decidimos si ponemos más información en los 
detalles (J grande) o más información en la aproximación final (J pequeño). Sin 
embargo la proyección inicial en los subespacios implica una pérdida inevitable 
de información. 
 
De esta forma se define la transformada wavelet continua (CWT) [11]. Dada 
una función de escala ( )tφ  y una wavelet madre ( )tψ  la CWT es el conjunto de 
detalles, donde cada detalle se calcula mediante el producto escalar de la señal 
de entrada y la wavelet (1.12). Las aproximaciones, sin embargo, se calculan 




( , ) ( ), ( )        A ( , ) ( ), ( )  x a b a bT a b x t t a b x t tφ= 〈 Ψ 〉 = 〈 〉                  (1.12) 
 
La elección de la wavelet madre o de la familia wavelet tiene implicaciones en 
la transformación tales como la robustez ante tendencias deterministas, 
eficiencia computacional, clasificación de diferentes regímenes de escala, etc. 
Los estudios de autosimilitud de este proyecto se han realizado utilizando la 
wavelet Daubechies 3. Esta familia wavelet es resistente a tendencias 
polinómicas superpuestas hasta de orden 2, es decir, no influye que a la señal 
se le haya sumado una línea recta o una parábola. 
 
Las wavelets se construyen con la dilatación/contracción y el desplazamiento 
de la wavelet madre. La dilatación/contracción se obtiene según el parámetro a 
mientras que el desplazamiento se obtiene con el parámetro b: 
 
 
    (1.13) 
 
La escala es la relación entre las frecuencias centrales de la wavelet madre y 
de las wavelets derivadas de forma que, en este contexto, el dominio de la 
frecuencia (propio de la transformada de Fourier) se puede cambiar por el 
dominio de la escala, aunque no hay una correspondencia directa. A pequeñas 
escalas se pueden apreciar los detalles de la señal (frecuencias altas) mientras 
que a escalas grandes se observa la forma general (frecuencias bajas).  
, ,
1 1( ) ( )        ( ) ( )a b a b
t b t b
t t
a aa a
ψ φ φ− −= Ψ =
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La familia de las wavelets posee en si misma la característica de invarianza a la 
escala y los coeficientes de la transformada wavelet reflejan fácilmente las 
posibles invarianzas presentes en la señal analizada (como es el caso de los 
procesos autosimilares y LRD).  
 
Se puede realizar un muestreo en j (escala) y k (tiempo) de los coeficientes de 
la transformada wavelet continua (CWT) donde las muestras se toman en la 
llamada rejilla diádica, 
 
( , ) (2 , 2 )j jx xd j k T k=                 (1.14) 
 
Por ello se le denomina a esta transformada DWT (Discrete Wavelet 
Transform), donde el parámetro j es el logaritmo en base 2 de la escala 2 ja =  y  
se denomina octava. 
 
Una interpretación intuitiva de la DWT es el banco de filtros (Fig. 1.8). Los 
coeficientes ( , )xa j k y ( , )xd j k  pueden calcularse con una convolución en tiempo 
discreto utilizando dos filtros digitales: h(n) (filtro paso bajo) y g(n) (filtro paso 
alto) y un diezmado a la salida de cada filtro. Este diezmado mantiene la 
ortogonalidad y hace que el número de coeficientes a la salida de cada filtro 
sea aproximadamente la mitad de los que tenemos a la entrada.  
 
 
Fig. 1.8 Cálculo de la DWT mediante un banco de filtros digitales. A la derecha 
representación del espectro normalizado. 
 
 
En cuanto a la teselación tiempo-frecuencia generada por los filtros wavelet 
obtenemos que a frecuencias altas existe poca resolución en frecuencia pero 
mucha en tiempo (elevado número de coeficientes) y por el contrario a 
frecuencias bajas obtenemos mucha resolución en frecuencia pero poca en 
tiempo (bajo número de coeficientes). Esta característica está ligada al  número 
de coeficientes que obtenemos para cada escala (“frecuencia”) al realizar la 
transformada wavelet, ya que en cada escala el número de coeficientes es la 
mitad que en la escala anterior.  
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1.6.3. Análisis de procesos fractales mediante la DWT  
 
La principal herramienta para la detección, identificación y estimación de 
fenómenos fractales es el Diagrama LogScale [10]. El diagrama LogScale es 
una representación de las varianzas de cada escala u octava de la DWT, yj (en 
el eje de las ordenadas), en función de j (en el eje de las abscisas). Donde: 
 
log ( )2y j jµ=                     (1.15) 
 
Esta expresión va ligada con la definición del espectro de un proceso LRD que 
vimos en la Fig. 1.6 donde lo definimos como /fc f α . De forma que: 
 
log ( ) log ( )2 2j c Cj fµ α= +                                       (1.16) 
 
donde µj es número de coeficientes presentes en cada subbanda y se define 
con la ecuación 1.17. cf, por el contrario, es una constante que depende de la 
wavelet escogida. 
 
1 2( , )
1
n j
dx j kj n kj
µ = ∑
=
             (1.17) 
 
Esta gráfica va acompañada de los intervalos de confianza, siendo éstos más 
grandes cuando se va aumentando j ya que el número de muestras se reduce 
aproximadamente a la mitad por cada incremento de j.  
 
El diagrama LogScale nos permite calcular el valor del grado de autosimilitud 
de un proceso, ya que calculando la pendiente α por regresión lineal ponderada 
obtenemos H [9]:  
 
• 2 1Hα = +  (Si el proceso es autosimilar) 
• α = 2H – 1 (Si el proceso es LRD) 
 
De las características del estimador destacamos su simplicidad, rapidez y 
eficiencia. Además es un estimador insesgado, en la práctica el sesgo es muy 
pequeño y la varianza próxima a la óptima para el parámetro de escala (α) y 
para el parámetro de segundo orden (cf) [10]. 
 
En la Fig. 1.9 podemos observar las diferencias de los diagramas LogScale 
para procesos Poissonianos y autosimilares. Nótese que las escalas 
corresponden a la inversa de las frecuencias; por lo tanto escalas bajas 
representan frecuencias altas y viceversa. En el primer diagrama podemos ver 
un espectro plano; si sustituimos en la fórmula anterior (para procesos LRD) la 
pendiente, α (en este caso igual a 0) obtenemos una H de 0,5. En el segundo 
diagrama obtenemos una H de (1+ α)/2, en este caso la pendiente α es 0,8 lo 
que nos da un grado de autosimilitud de 0,9. 
 











Fig. 1.9 Diagramas LogScale ideales de un proceso Poissoniano (espectro 
plano, H=0,5) y de un proceso autosimilar (espectro donde predominan las 
bajas frecuencias, es decir las escalas altas, H=0,9) 
 
 
Para más información relacionada con conceptos de procesos fractales 




En procesos fractales simples como los procesos exactamente autosimilares la 
pendiente del diagrama LogScale en los distintos momentos (q) sigue una 
relación lineal simple: ( ) / 2qalpha q H q= + . El parámetro de Hurst en estos 
procesos controla cada exponente, éste es un ejemplo claro de proceso 
monofractal. Si, en caso contrario, ( )alpha q  es no lineal, entonces decimos 
que presenta multifractalidad.  
 
La multifractalidad está relacionada con los casos en que el parámetro de Hurst 
no es constante con el tiempo; de hecho el comportamiento es mucho más rico 
que el LRD o autosimilar. Realmente es una generalización de este tipo de 
procesos mientras que la monofractalidad es un caso concreto. 
 
En teoría de multifractales es común definir los exponentes de una forma 
ligeramente distinta, por ejemplo _ _ / 2zeta q alpha q q= −  corresponde a Hq en 
procesos monofractales, y zeta_q es por lo tanto la pendiente medida 
directamente en el diagrama Zeta que es distinta a la observada en el diagrama 
LogScale.  
 
El rango de q es típicamente infinito, habitualmente el límite inferior es q=0  
debido a que los momentos negativos normalmente no existen o son 
problemáticos.  
 
Una herramienta para examinar la dependencia en q-ésimo orden en vez de 
segundo orden como el diagrama LogScale es el Multiscale Diagram [13]. Las 
rutinas permiten estudiar los diagramas LogScale generalizados, evaluar los 
exponentes dependiendo de q utilizando el diagrama MultiScale. 
 
En este proyecto no se tratará la multifractalidad con detalle sino que nos 
centraremos en los procesos monofractales. 
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Las redes ad-hoc son redes formadas por dispositivos capaces de comunicarse 
con otros a través del medio radio sin contar con ningún tipo de infraestructura 
física. La característica fundamental de las redes ad-hoc es que pueden 
configurarse por si solas sin la intervención de una administración central [14]. 
Estas redes son también conocidas como Mobile Ad Hoc Networks (MANETs).  
 
Los dispositivos en las redes ad-hoc realizan además funciones de 
encaminamiento de forma que dos dispositivos que no están en el mismo rango 
de cobertura puedan comunicarse a través del resto. 
 
Las características principales de una red ad-hoc son las siguientes: 
 
• Topología dinámica y autónoma 
• Variabilidad elevada del canal radio 
• Comunicación basada en multi-hop 
• No requieren de infraestructura (estaciones base ni red fija) 
• Menor ancho de banda que las redes cableadas 
• Energía de los dispositivos de vida útil limitada (baterías) 
• Protocolos distribuidos (no existe una entidad central) 
 
Las redes ad-hoc se pueden formar sobre diversas tecnologías base 
inalámbricas como las redes WLAN (Wireless LAN) definidas en el estándar 
802.11 o las WPAN (Wireless Personal Area Network) definidas en dos 
estándares: el 802.15 y el estándar Bluetooth. 
 
En este documento nos centraremos en las redes ad-hoc formadas sobre 
Wireless LAN (WLAN). 
 
 
2.2 Redes WLAN 
 
Las redes WLAN (Wireless Local Area Network) son sistemas de comunicación 
de datos inalámbricos muy utilizados como alternativa a las redes LAN 
cableadas o como una extensión de éstas. Utilizan tecnología de 
radiofrecuencia que permite mayor movilidad a los usuarios al eliminarse las 
conexiones cableadas. Las características más importantes de estas redes son 
movilidad, flexibilidad y facilidad de instalación. 
 
El protocolo IEEE 802.11 o WI-FI es un estándar de comunicaciones de la 
IEEE que define el uso de los dos niveles más bajos de la arquitectura OSI 
(capas física y de enlace), especificando sus normas de funcionamiento en una 
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WLAN. El estándar original de este protocolo data de 1997, era el IEEE 802.11 
con velocidades de 1 hasta 2 Mbps y trabajaba en la banda de frecuencia de 
2,4 GHz. En la actualidad no se fabrican productos sobre este estándar. La 
siguiente modificación apareció en 1999 y fue designada como IEEE 802.11b, 
esta especificación trabaja a velocidades de 5 hasta 11 Mbps, también en la 
frecuencia de 2,4 GHz. Se realizó además una especificación sobre una 
frecuencia de 5 Ghz que alcanzaba los 54 Mbps, era la 802.11a y resultaba 
incompatible con los productos de la b y por motivos técnicos casi no se 
desarrollaron productos. Posteriormente se incorporó un estándar a esa 
velocidad y compatible con el b que recibiría el nombre de 802.11g. En la 
actualidad la mayoría de productos son de la especificación b y de la g. 
 
 
2.3 Método de acceso al medio en 802.11 
 
El método de acceso al medio en 802.11 se basa en una técnica de CSMA/CA 
llamada Distributed Coordination Function (DCF).  
 
Cuando una estación tiene que transmitir realiza el siguiente proceso: 
 
Primero escucha el canal para determinar si hay alguna otra estación 
transmitiendo.  
 
• Si el canal está libre durante un periodo de tiempo igual al DCF Inter 
Frame Space (DIFS), igual para todas las estaciones, empieza a 
transmitir la trama.  
• En el caso que el canal esté ocupado retrasará la transmisión y seguirá 
escuchando el canal, cuando el medio vuelva a estar libre continuará 
escuchando un tiempo DIFS.  
o Si el medio continúa libre durante el tiempo DIFS la estación entra 
en el estado de back-off. En el estado de back-off la estación 
calcula un tiempo aleatorio entre cero y el periodo de Contention 
Window (CW) llamado BI (Back-off Interval).  
 Si el medio continúa libre durante este periodo la estación 
transmite la trama. 
 En el caso que otra estación empiece a transmitir se 
guarda el tiempo restante de BI.  
 
Ocurre una colisión en el caso en que dos o más estaciones elijan el mismo 
tiempo de back-off, en este caso las estaciones que han causado la colisión 
esperan un DIFS y vuelven a entrar en el estado de back-off calculando un 
nuevo BI pero esta vez doblando el CW. En la Fig. 2.1 podemos ver un ejemplo 
de funcionamiento del DCF. 
 
En el caso de tener tramas con un único destino se utiliza el mecanismo de 
ACK’s. Para transmitir un ACK el espaciado entre tramas es un SIFS (Short 
IFS) que al ser más corto que un DIFS permite que el ACK sea el primer 
paquete que se envía después de una trama facilitando así que no se 
produzcan colisiones (Fig. 2.2). 































Fig. 2.2 Ejemplo de envío de ACKs. Extraída de [14] 
 
 
2.4 El mecanismo RTS/CTS 
 
El mecanismo RTS/CTS es una extensión opcional del mecanismo DCF común 
en implementaciones comerciales. Esta opción previene de un gran número de 
colisiones producidas por el problema del terminal oculto y el problema del 
terminal expuesto que el mecanismo DCF es incapaz de evitar. Estos 
problemas ocurren cuando existen al menos tres nodos que intentan 
comunicarse.  
 
El terminal oculto es el fenómeno producido cuando una estación quiere 
transmitir a otra que puede estar en el rango de cobertura de otras estaciones 
que la primera no puede escuchar. Por lo tanto, la estación puede creer que el 
medio está libre cuando para la estación receptora no lo está.  
 
El terminal expuesto sin embargo se da cuando la estación que quiere 
transmitir escucha que el medio está ocupado cuando para la estación 
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receptora no lo está, ya que no está en el mismo rango de cobertura que el de 
todas las estaciones que escucha la primera.  
 
Para evitar estos problemas la estación que quiere transmitir envía primero un 
paquete RTS y espera que la estación receptora le indique que está libre para 
recibir las tramas con un paquete CTS (Fig. 2.3). En la Fig. 2.4 podemos ver 




















Fig. 2.4 Esquema temporal del envío utilizando RTS/CTS. Extraída de [15] 
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En este capítulo se detallarán las simulaciones realizadas. Las simulaciones se 
basan en redes ad-hoc sobre WLAN y los resultados se enfocan a determinar 
las características del tráfico que circula por la red. Se inyectará un tráfico con 
características conocidas y se evaluarán las características del tráfico en 
recepción, por lo que veremos todos los mecanismos intermedios 
(propagación, MAC, etc.) como una “caja negra” que realiza una especie de 
“filtrado” modificando las características de la entrada. 
 
Las primeras simulaciones serán muy sencillas y se irán introduciendo 
variaciones de los parámetros por separado con la finalidad de distinguir los 
parámetros que tienen efecto en los resultados. Es por esta razón por lo que el 
primer escenario consta de un mayor número de simulaciones; en escenarios 
posteriores, sin embargo, los parámetros que dan resultados equivalentes se 
mantienen fijos  y por lo tanto el número de simulaciones disminuye de una 
forma considerable. En el Anexo 1 podemos encontrar la definición del 
escenario de trabajo.  
 
El simulador utilizado es ns-2 [16], que aparte de ser uno de los más utilizados 
es de libre distribución. La versión utilizada es la última disponible en el inicio 
del proyecto, la 2.28. Destacamos que el uso de este simulador no ha sido 
sencillo debido a la dificultad de manejo, respecto a instalación, simulación de 
redes wireless e incompatibilidad de módulos y versiones. Concretamente la 
simulación de redes wireless en ns-2 es complicada debido a que existe poca 
documentación sobre el tema y se ha de recurrir a los Mailing List de ns-2 
donde no siempre se encuentra la solución a un problema determinado, como 
veremos más adelante.  
 
 




Las simulaciones se han dividido en 5 escenarios diferenciados. El primer 
escenario consta de dos nodos wireless y un enlace punto a punto 
unidireccional (Fig. 3.1). En este escenario se realizarán diversas pruebas en 
relación a la capacidad del enlace, la fuente de tráfico utilizada, el impacto de la 
longitud de la cola, la influencia en las características del tráfico, del método de 
acceso y del modelo de propagación. En este escenario las pruebas realizadas 
nos servirán para caracterizar el tráfico en un escenario sencillo y por lo tanto 
detectar aquellas situaciones que influyen en el comportamiento del mismo. 
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Fig. 3.1 Esquema del escenario 1 
 
 
En el escenario 2 se simulará un enlace radio punto a punto pero en este caso 
el enlace será bidireccional (Fig. 3.2). En este caso se pueden extraer 
escenarios estables de las pruebas anteriores y probar el comportamiento del 
tráfico en el caso en el que existan dos flujos compitiendo por el mismo canal. 
En este escenario las fuentes de tráfico pueden ser distintas para cada nodo 
por lo que podemos ver qué impacto tienen diversas combinaciones en las 











Fig. 3.2 Esquema del escenario 2 
 
 
En el escenario 3 se simulará el efecto de nodo oculto. El escenario consta de 
un enlace punto a punto unidireccional entre cada nodo hacia un tercero 
teniendo en cuenta que los nodos emisores no se encuentran en el mismo 
rango de cobertura (Fig. 3.3). En este escenario se pretende estudiar el 
comportamiento del tráfico a medida que la carga crece. En este caso también 
























Fig. 3.3 Esquema del escenario 3 
 
 
En el escenario 4 se simulará el efecto de reenvío. En este escenario el nodo 0 
intenta enviar a un nodo que está fuera de su rango de cobertura para ello 
recure al nodo 1 que está entre ambos (Fig. 3.4). En este caso veremos el 
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En el escenario 5 se simulará el mismo efecto que en el escenario 3 pero en 
este caso el nodo 3 reenviará todo lo que reciba al nodo 4 (Fig. 3.5). En este 
caso podemos encontrar efectos como el de propagación de la fractalidad a 
nodos adyacentes. 
 
3.2.2 Parámetros comunes 
 
Todos los escenarios tienen una serie de parámetros en común. En algunos 
casos debido a que no tienen repercusión en los resultados (como el protocolo 
de enrutado) y en otros casos porque son necesarios para la propia simulación 
(como la velocidad del enlace). Para todas las simulaciones los siguientes 
parámetros se mantienen constantes: 
 
• Protocolo: MAC 802.11 
• Tipo de disciplina de cola: DropTail 
• Protocolo de enrutado: AODV 
• Tamaño de cola: 50 paquetes 
• Velocidad del enlace: 11Mbits/s  
(En Ricean 2Mbits/s por limitación de la versión que funciona con el módulo 
como veremos más adelante) 
 
El resto de parámetros configurables para una simulación wireless se dejan por 
defecto (asignados en el fichero ns-defaults.tcl). 
 
El número de paquetes extraídos de la simulación será (en todos los casos en 
que sea posible) de 1.000.000 de paquetes. De esta forma los resultados serán 
lo suficientemente fiables. Por esta razón el tiempo de simulación en cada caso 
se calcula de forma que, teniendo en cuenta la tasa, el número de paquetes 
total sea el especificado. 
3.2.3 Fuentes de tráfico 
 
Las fuentes utilizadas como tráfico de entrada han sido: 
 
• Fuente CBR (incluida en ns-2) 
• Fuente Poisson (Módulo externo al simulador) 
• Agregación de fuentes de Pareto (Fuente de Pareto incluida en ns-2) 
• Fuente Web (incluida en ns-2) 
 
Destacar que se ha utilizado el protocolo UDP por lo que no habrá 
retransmisiones a nivel de transporte (las habría si se usara TCP). En las 
simulaciones sí que nos afectarán las retransmisiones del nivel MAC. 
 
En el Anexo 2 podemos encontrar un estudio de cada una de las fuentes 
utilizadas validadas en escenarios cableados. 
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3.2.4 Modelos de propagación en ns-2 
Los modelos de propagación en ns-2 se usan para calcular la potencia de señal 
recibida de cada paquete. Cuando se recibe un paquete si la potencia de señal 
se encuentra por debajo del umbral de recepción, el simulador lo marca con un 
error y el paquete es eliminado por el nivel MAC. 
 
En este estudio hemos utilizado tres modelos, dos de los cuales los 
encontramos por defecto en ns-2 mientras que el tercero es un modulo externo. 
El primer y más sencillo es el modelo TwoRayGround. El método 
TwoRayGround considera dos LOS (Line Of Sight), la del camino directo y la 
reflejada en tierra. Este modelo da una predicción más precisa para largas 
distancias que el de espacio libre aunque no refleja tampoco la realidad ya que 
normalmente existen más de dos líneas de visión. En ns-2 este modelo al igual 
que el de espacio libre predice la potencia recibida como una función 
determinista con la distancia, modelando el rango de comunicación como un 
círculo ideal. Por lo tanto o bien se pierden todos los paquetes o se reciben 
todos. De esta forma no existen pérdidas relacionadas al modelo de 
propagación si los nodos están suficientemente cerca como para recibir todos 
los paquetes.  
El modelo de desvanecimientos lentos Shadowing es un modelo más próximo 
a la realidad. En realidad, la potencia recibida a una cierta distancia es una 
variable aleatoria debido a los efectos de propagación multicamino, conocidos 
como fading. Este modelo consiste en dos partes. La primera es conocida 
como Path Loss model, que predice la potencia media recibida a una 
determinada distancia (como el modelo anterior). La segunda parte de este 
modelo refleja la variación de la potencia recibida como una variable aleatoria 
log-normal. Este modelo extiende el modelo del círculo ideal a un modelo 
estadístico más rico: los nodos pueden recibir o no los paquetes con una cierta 
probabilidad. 
Existe un módulo externo para simular en ns-2 los modelos de fading de 
Ricean y Rayleigh. En [17] podemos encontrar el estudio de estas 
simulaciones y en [18] podemos descargar el software. Este modelo es uno de 
los más utilizados por los estudios de redes wireless y ad-hoc. Intenta simular 
los efectos de fading producidos por los movimientos del transmisor, receptor u 
otros objetos en el ambiente. Rayleigh se modela como un caso particular de 
Ricean, cuando no hay LOS (K=0). El modelo de Shadowing descrito 
anteriormente aproxima los efectos de fading usando generación de números 
aleatorios con el comportamiento estadístico apropiado pero no describe la 
correlación en tiempo necesaria para simular errores a ráfagas. Esta 
correlación en tiempo se puede conseguir filtrando los números aleatorios 
generados con el espectro Doppler. Sin embargo, esta solución incrementa el 
coste computacional y añade complejidad, ya que las llegadas de paquete no 
se producen a intervalos de tiempo uniformes. En el módulo descrito los 
componentes de fading temporizados están precalculados. Para instalar el 
módulo es necesario tener instalada la versión 2.1b7 de ns ya que en versiones 
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posteriores no es posible añadirlo. En esta versión ha sido imposible elevar la 
tasa por defecto (2Mbps) del canal a 11 Mbps. 
 
 
3.3 Análisis de los resultados 
 
Para cada simulación realizada se han analizado tanto la traza de emisión 
como la de recepción, siempre a nivel de aplicación, con la finalidad de ver el 
efecto de lo que denominábamos antes como “caja negra”. El simulador crea 
un fichero con información sobre los eventos que ocurren en la simulación. De 
este fichero la información relevante que extraemos es la siguiente: 
 
• Para la traza de emisión a nivel de aplicación 
o Tiempo de salida del paquete 
o Tamaño de paquete 
 
• Para la traza de recepción a nivel de aplicación 
o Tiempo de llegada del paquete 
o Tamaño de paquete 
 
Una vez filtrado el fichero para obtener las trazas deseadas en cada simulación 
pasamos los datos a Matlab. Tras importar los datos disponemos de una matriz 
en Matlab donde la primera columna es el tiempo de salida/llegada según 
corresponda y el tamaño de paquete. Con esta información calculamos los 
tiempos entre llegadas haciendo la diferencia de cada tiempo de 
llegada/salida y el posterior y la tasa agregada. La tasa agregada se calcula 
como el número de bytes que llegan en un slot temporal. La longitud del slot se 
escoge como el mínimo tiempo que da un resultado en el que no existe un 
número elevado de ceros, es decir que en ese tiempo normalmente llega al 
menos un paquete. Una traza resultante con muchos ceros (muestreada con un 
slot temporal muy pequeño) es problemática desde el punto de vista estadístico 
al analizarla con el Diagrama LogScale. La tasa agregada nos sirve para 
realizar el estudio de la autosimilitud.  
 
Para el análisis de los datos extraemos la siguiente información: 
 
• Tiempo entre llegadas/salidas (es la diferencia de los tiempos de cada 




o En algunos casos Diagrama LogScale y estudio autosimilitud 
(parámetro de Hurst, intervalos de confianza, etc.) 




o Diagrama LogScale y estudio autosimilitud (parámetro de Hurst, 
intervalos de confianza, etc.) 
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Con los datos extraídos podemos realizar un análisis de las diferencias entre 
las características del tráfico inyectado al sistema y el que aparece en el otro 
extremo (Fig. 3.6). En el Anexo 1 podemos encontrar detallado el tratamiento 
de los datos que realizamos a los resultados y las herramientas utilizadas para 














Fig. 3.6 Esquema general de la simulación y del análisis 
 
 
Debido a la extensión de los resultados las conclusiones que se muestran son 
breves necesariamente, en los anexos se puede encontrar un resumen de cada 
escenario y en [35] se pueden encontrar todos los resultados de cada prueba 
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En este capítulo presentaremos los escenarios y las simulaciones realizadas en 
cada uno de ellos. Para cada escenario se define la topología y la configuración 
de los parámetros así como las conclusiones extraídas de los resultados 
obtenidos. 
 
Para validar los resultados se han realizado pruebas en redes fijas y pruebas 
simples en escenarios wireless que nos permiten obtener conclusiones para los 
resultados posteriores. Además es necesario tener en cuenta diversas 
consideraciones antes de tratar cada escenario para comprender los 
parámetros utilizados. 
 
4.1.1 Tasa máxima 
 
En primer lugar se han realizado pruebas para encontrar el límite de tasa que 
encontramos en 802.11 a 11Mbits/s ya que en las primeras simulaciones se 
obtuvo una tasa muy inferior a la máxima. La tasa efectiva depende de diversos 
factores: 
 
• Los ACK siempre se transmiten a 1Mbps (parámetro basicRate_). 
• Se usa siempre el Long PLCP Preamble transmitido a 1Mbps 
(parámetros PreambleLength_ y PLCPDataRate_). 
• ns-2 utiliza por defecto el mecanismo RTS/CTS. 
• El tamaño de paquete tiene un impacto significativo. 
 
Las tasas obtenidas en las simulaciones de prueba se corresponden con las 
tasas teóricas. En la Fig. 4.1 podemos encontrar los límites de tasa teóricos 













Fig. 4.1 Tasa teórica en relación al tamaño de paquete a) CSMA/CA b) 
RTS/CTS. Extraídas de [16] 
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Estas tasas máximas teóricas son las que se han utilizado para determinar en 
las simulaciones la tasa a generar como un tanto por ciento de la tasa máxima 
(Anexo 3).  
4.1.2 Mínimo tiempo entre llegadas 
 
En las primeras simulaciones podemos observar que en las trazas de 
recepción existe un mínimo tiempo entre llegadas como veremos en los 
resultados. En todas las simulaciones posteriores podemos observar que se 
mantiene constante para igual método de acceso e igual tamaño de paquete. 
Este mínimo está directamente relacionado con el mínimo tiempo necesario 
para enviar un paquete. Este tiempo se ha de calcular teniendo en cuenta 
diversas consideraciones: 
 
• Los tiempos de espera del mecanismo DCF  
• Los tiempos de transmisión del paquete según su tamaño a 11Mbps 
• Los tiempos de transmisión del ACK y de los paquetes RTS/CTS en su 
caso a 1 Mbps 
• Los tiempos de transmisión del preámbulo a 1 Mbps 
 
De esta forma podemos calcular teóricamente el valor del mínimo tiempo entre 
llegadas. A continuación mostramos el cálculo desglosado del mínimo tiempo 
de transmisión (Ttx) según el método de acceso y el tamaño de paquete 
además de la comparación con el valor encontrado en las simulaciones.  
 
En la Tabla 4.1 podemos encontrar el detalle del cálculo para CSMA/CA  
 
Tabla 4.1 Detalle del cálculo del mínimo tiempo entre llegadas CSMA/CA y 






















Concepto Cálculo Tiempo 
Espera DIFS ns-defaults 16 µs 
Transmisión del preámbulo (144+48 bits)/1Mbps 0,192 ms 
Transmisión de los datos  
(400 bytes)  (440*8 bits)/11Mbps 0,320 ms 
Transmisión de los datos 
(1000 bytes)  (1040*8 bits)/11Mbps 0,756 ms 
Retardo propagación ns-defaults 25  µs 
Espera SIFS ns-defaults 10  µs 
Transmisión ACK  (40*8 bits)/1Mbps 0,32 ms 
Total teórico / Total simulación  
(400 bytes) 0,883 / 0,880 ms 
Total teórico / Total simulación  
(1000 bytes) 1,319 ms / 1,318 ms 
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En la Tabla 4.2 podemos encontrar el detalle del cálculo para RTS/CTS  
 
Tabla 4.2 Detalle del cálculo del mínimo tiempo entre llegadas RTS/CTS y 































Podemos asumir que el límite real encontrado se corresponde con el teórico 
para ambos casos. Destacar que los valores de los parámetros son los que 
utiliza el simulador ns-2 por defecto y el esquema de envío es el propio del 
mecanismo DCF con ACK tal y como vimos en el Capítulo 2 ya que este es el 
esquema que utiliza el simulador. 
 
Cuando existen varios nodos accediendo al medio se produce, como veremos 
más adelante, un fenómeno de armónicos de este tiempo mínimo. Estos 
armónicos se producen al tener varios nodos enviando paquetes seguidos 
(back-to-back). Este efecto produce que al intercalarse paquetes de otro nodo 
el mínimo tiempo de transmisión para un nodo sea algo mayor del doble (en el 
caso que se intercale un paquete, del triple (en el caso que se intercalen dos), 
etc. Los armónicos se producen a tiempos de algo más del doble, del triple, etc. 
del mínimo tiempo de transmisión. Esto se debe a que cuando un nodo intenta 
transmitir y se encuentra el medio ocupado esperará a que el medio esté libre 
(1Ttx), después esperará el tiempo de backoff y transmitirá el paquete (Ttx). El 
Concepto Cálculo Tiempo 
Espera DIFS ns-defaults 16 µs 
Transmisión RTS  (44*8 bits)/1Mbps 0,352 ms 
Espera SIFS ns-defaults 10  µs 
Transmisión CTS  (38*8 bits)/1Mbps 0,304 ms 
Espera SIFS ns-defaults 10  µs 
Transmisión del preámbulo  (144+48 bits)/1Mbps 0,192 ms 
Transmisión de los datos  
(400 bytes)  (440*8 bits)/11Mbps 0,320 ms 
Transmisión de los datos 
(1000 bytes)  (1040*8 bits)/11Mbps 0,756 ms 
Retardo propagación ns-defaults 25  µs 
Espera SIFS ns-defaults 10  µs 
Transmisión ACK  (40*8 bits)/1Mbps 0,32 ms 
Total teórico / Total simulación  
(400 bytes) 1,559 ms / 1,588 ms 
Total teórico / Total simulación  
(1000 bytes) 1,995 ms / 1,995 ms 
30                                                                                   Estudio de la fractalidad del tráfico en redes Ad-hoc sobre WLAN 
 
tiempo total en este caso será el doble del Ttx más el tiempo de backoff 
calculado. 
 
4.1.3 Impacto de las pérdidas 
 
En algunas simulaciones es necesario que existan pérdidas para comprobar el 
efecto del modelo de propagación o de las colisiones. Las pérdidas de 
paquetes suponen tanto retrasos como pérdidas efectivas. Cuando un paquete 
se pierde por cualquier motivo, el nodo que ha enviado el paquete lo 
retransmite ya que no recibe el ACK correspondiente (ns-2 utiliza DCF con 
ACK). Cuando llega a un número de retransmisiones máximo (definido en ns-
defaults a 7) el nodo emisor descarta el paquete. En ns-2 se guarda un log de 
la pérdida con motivo RET (Retransmission Timeout Excedeed). Estos retrasos 
que provocan las retransmisiones son el motivo por el que la cola del nodo 
emisor puede llegar a su límite por lo que los paquetes se pierden por cola 
llena (IFQ). La cola IFQ se encuentra entre el nivel de aplicación y el MAC [19]. 
Otra de las pérdidas típicas en nuestro caso es la pérdida por fin de la 
simulación en la cual todos los paquetes que se encuentran en cola son 
eliminados, sin embargo, sus efectos son imperceptibles.  
 
Es importante tener en cuenta que al introducir pérdidas realmente obtenemos 
retardos y aumento de la ocupación de la cola lo que puede derivar en pérdidas 
efectivas de paquetes. 
 
4.1.4 Porcentaje de pérdidas 
 
El porcentaje de pérdidas es un parámetro importante en aquellos casos en los 
que se simulen pérdidas de paquetes. Destacar que para todas aquellas 
pruebas en las que sea necesario que existan pérdidas (como las de modelos 
de propagación o por colisiones) éstas se acotarán a las típicas de un enlace 
radio. En un enlace radio típicamente el BER (Bit Error Rate) es del orden de 
10-6/10-4 [20]. En nuestro caso debemos tener en cuenta el PER (Packet Error 
Rate) ya que analizamos pérdidas de paquete y no de bit. El PER se puede 
aproximar por: 
 
1 (1 )LPER BER= − −                                            (4.1) 
 
Donde L es la longitud del paquete en bits (8000 en nuestro caso). Por lo tanto 
estaríamos en un rango de entre 0,79% a 55% de pérdidas PER. Esta 
aproximación no tiene en cuenta la mejora producida por los mecanismos de 
protección contra errores. Si tenemos en cuenta todos los factores 
involucrados, el PER está entre 1% y 10% aproximadamente como podemos 
ver en la Fig. 4.2 (la modulación de 802.11b a 11Mbps es la CCK con 8 bits). 
En la primera gráfica encontramos el rango de SNR para los BER 
especificados (10-6/10-4). En la segunda gráfica podemos encontrar el rango de 
PER relacionado con el rango de SNR encontrado en la primera [21]. 
 
 













Fig. 4.2 Probabilidad de error de paquete según SNR. Extraídas de [21] 
 
 
En nuestro caso consideraremos pérdidas aceptables las que estén dentro del 
rango del 1% y 4% ya que pérdidas mayores serían inaceptables en 
situaciones reales. En las pruebas realizadas se acotarán las pérdidas a este 
margen de valores. Sin embargo, en algunos casos se realizarán pruebas para 
un valor mayor para confirmar la tendencia encontrada para pérdidas menores. 
 
4.1.5 El generador de tráfico autosimilar 
 
Es importante destacar aspectos curiosos de uno de los generadores de tráfico 
autosimilar utilizado, aunque es el principal (agregación de fuentes de Pareto 
de ns-2). En todos los casos observamos un pico a escalas bajas (altas 
frecuencias) de aproximadamente 1 unidad logarítmica (yj). Este fenómeno 
ocurre tanto en emisión como en recepción como en las pruebas en redes fijas 
por lo que podemos asegurar que no es un efecto del canal sino del propio 
generador. En la Fig. 4.3 podemos ver algunos ejemplos de este pico a altas 
frecuencias. En esta figura podemos ver además un ejemplo de los diagramas 
















Un fenómeno curioso es que para tasas del 10% el diagrama en vez de decaer 
en las escalas bajas como ocurre en el resto tiene un valor superior, en la Fig. 
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4.4 podemos ver algunos ejemplos. Debido a que la tasa es baja y el slot de la 
agregación se ha mantenido a 0,1s, la serie agregada presenta algunos ceros 

















Se debe tener en cuenta estos efectos ya que son propios del generador o de 
la agregación y no dependen de los escenarios. En las simulaciones se 








El escenario 1 pretende ser el más sencillo de todos los escenarios. Se 
simulará un enlace radio punto a punto unidireccional entre dos nodos wireless 















Fig. 4.5 Simulación de dos nodos wireless, enlace radio punto a punto  
unidireccional 
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Los nodos están separados 50 m aunque en algunos casos será necesario 
incrementar esta distancia como veremos más adelante. En este caso las 
dimensiones de la topografía son de 200 m x 200 m.  
 
4.2.2 Pruebas realizadas 
 
Las simulaciones se han realizado utilizando todos los tipos de fuente descritos 
en el Capítulo 3. A su vez se ha cambiado el tipo de acceso al medio 
(CSMA/CA o RTS/CTS) y el tamaño de paquete (400 y 1000 bytes). Se ha 
variado también el tanto por ciento de tasa en relación con la tasa máxima 
teórica (10%, 50% y 90%). Para comprobar el efecto del modelo de 
propagación se han realizado pruebas según modelos estáticos y dinámicos. 








Se han realizado todas las combinaciones expuestas para comprobar los 
parámetros que son significativos en los resultados. El número de simulaciones 
es elevado pero han sido necesarias para encontrar aquellos parámetros que 
tienen impacto en los resultados. En los escenarios siguientes todas aquellas 
simulaciones que den los mismos resultados no se realizarán. 
 
En el Anexo 3 se puede encontrar un resumen de las pruebas realizadas para 
el escenario 1 con los correspondientes ficheros tcl de ns-2. 
 
4.2.3 Resultados modelo de propagación TwoRayGround 
 
En primer lugar se tratarán las simulaciones realizadas con modelo de 
propagación TwoRayGround.  
 
Para todos los tipos de fuente no se encuentran cambios significativos al variar 
el tamaño de paquete ni el método de acceso al medio. El único factor que 
tiene impacto en los resultados es el tanto por ciento de tasa generada. En el 
caso de fuente autosimilar influye además el grado de autosimilitud. 
 
En principio para este modelo no existen pérdidas. Sin embargo, en aquellos 
casos en que la tasa es del 90% de la máxima se producen unas pérdidas 
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mínimas. Estas pérdidas están directamente relacionadas con la autosimilitud 
del tráfico ya que cuánto más variabilidad tenga éste (ráfagas) se pierden un 
mayor número de paquetes. Estas pérdidas se producen por cola de emisión 
llena.  
 
Las pérdidas que se producen según la fuente utilizada son del orden de: 
 
o CBR  0,0001% 
o Poisson   0,0001% 
o Autosimilar 
 H=0,5  0,24% 
 H=0,7  0,32% 
 H=0,9  0,62% 
 
Las pérdidas que se obtienen son muy bajas por lo que en principio no 
suponen ningún cambio significativo en los resultados obtenidos. 
 
A medida que disminuye la tasa las pérdidas son menores (como es lógico). 
Por ejemplo para el caso de H=0,9 (peor caso) al disminuir la tasa se obtienen 
pérdidas del orden de 0,26 (para una tasa del 85%) y de 0,0001% (para una 
tasa del 75%). 
 
Al aumentar la tasa en un tanto por cierto cercano al 100% las pérdidas son 
considerables. En este caso se sigue manteniendo la relación de mayor grado 
de autosimilitud mayores pérdidas. Por ejemplo para H=0,9 las pérdidas son 
del 2% para una tasa del 95%. 
 
El tamaño de la cola en los nodos tiene un impacto relativo. Por ejemplo en el 
caso de H=0,9 y tasa 95% las pérdidas al variar el tamaño de la cola son las 
siguientes: 
 
o Cola 100 paquetes   2% 
o Cola 50 paquetes  2% 
o Cola 25 paquetes  2,3% 
 
Como vemos solo obtenemos un ligero impacto al disminuir la cola a la mitad. 
Este resultado es comprensible ya que las pérdidas se deben a ráfagas de 
paquetes y en el caso de un grado de autosimilitud tan alto las colas no pueden 
afrontar. Realmente se comprueba que la solución para afrontar el tráfico 
autosimilar no es el aumento del tamaño de las colas, esta solución únicamente 
produce un retardo considerable sin una reducción significativa en las pérdidas 
como vimos en el Capítulo 1. 
 
A continuación trataremos los resultados según la fuente utilizada. 
 
4.2.3.1 Tráfico de tasa constante (CBR) 
 
En lo que a tiempo entre llegadas se refiere podemos observar como la forma 
cambia considerablemente según la tasa generada (Fig. 4.6). En generación el 
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histograma de tiempo ente llegadas es una delta al tiempo que corresponde a 
la tasa de generación debido a que el tiempo entre generación de paquetes es 
constante. Como podemos observar en recepción se produce un 
ensanchamiento respecto a emisión, la media se mantiene pero la varianza 
aumenta ligeramente. Nos encontramos con un efecto curioso en el histograma 
de tasa 90% en el que parece como si estuviesen superpuestos dos 
histogramas distintos: uno de paquetes con tiempo entre llegadas menor y uno 
que tiene tiempos entre llegadas tanto pequeños como grandes. 

















Fig. 4.6 Histogramas tiempo entre llegadas CBR a) Tasa 10% b) Tasa 50% c) 
Tasa 90%. Segunda línea histogramas a igual escala. Las unidades del eje de 
abscisas corresponden a milisegundos. 
 
 
En cuanto a los histogramas de tasa agregada a 0,1 s (Fig. 4.7) podemos 
observar que se obtienen valores ligeramente superiores en recepción que en 
emisión. Esto se debe al mismo efecto mencionado en el tiempo entre llegadas. 
Además podemos observar que en vez de una única línea (como se esperaba) 
aparecen dos, esto se debe a que una vez un paquete entra en la agregación y 
en la siguiente no entra, en realidad debería aparecer una única línea si el 












Fig. 4.7 Histogramas de tasa generada para CBR (tasa 90% teórica). Las 
unidades del eje de abscisas corresponden a 10 Mbits. 
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4.2.3.2 Tráfico de Poisson 
 
En relación al tiempo entre llegadas en recepción podemos observar 
claramente el carácter exponencial a tasas bajas (10%) mientras que a tasas 
del 50% y 90% observamos un comportamiento extraño (Fig. 4.8). Para tasas 
elevadas el tiempo entre llegadas deja de ser exponencial agrupándose los de 
tiempo menor. Este efecto lo causan los paquetes con tiempo entre llegadas 
menor ya que se han de esperar en la cola. Además para tasas del 90% las 
pérdidas mínimas ocasionan retardos por lo que los paquetes que se esperan 
en cola salen con un tiempo entre llegadas mínimo (Ttx), es decir salen 












Fig. 4.8 Histogramas tiempo entre llegadas Poisson. a) Tasa 10% b) Tasa 50% 
c) Tasa 90%. Las unidades del eje de abscisas corresponden a milisegundos. 
 
 
Viendo los histogramas de tiempo entre llegadas podemos decir que el tráfico 
deja de ser Poissoniano ya que el tiempo entre llegadas ya no se puede 
aproximar por una exponencial. Para tasas elevadas se ve claramente aunque 
para tasa 10% el histograma cambia significativamente con relación al de 
emisión que es una exponencial perfecta. 
 
En los histogramas podemos apreciar el mínimo tiempo entre llegadas que 
analizamos en el Capítulo 3. 
 
En el histograma de tasa agregada para tasas bajas (Fig. 4.9) se puede 
observar una distribución de Poisson mientras que a medida que aumenta la 
tasa y nos acercamos más a la tasa máxima (marcada como una línea roja) el 
histograma se deforma. Para un proceso de Poisson la probabilidad de que 
haya n llegadas en un tiempo T con una tasa de λ llegadas/s se define de la 
siguiente forma:   
 





=                                (4.2) 
 
Con tasas del 10 y 50% los histogramas de tasa agregada para emisión y para 
recepción no varían en forma aunque se desplazan ligeramente haciendo que 
el número de bytes sea mayor, en estos casos la media aumenta pero la 
varianza se mantiene. En el caso de tasa 90% podemos observar un cambio en 
el histograma de forma que aquellos puntos en los que se producen un mayor 
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número de llegadas se agrupan con los de número de llegadas ligeramente 
mayor a la media. Este efecto se corresponde con un efecto de saturación ya 
que cuánto más cerca estamos de la tasa máxima más se agrupan estos 












Fig. 4.9 Histogramas tasa agregada a 0,1s. a) Tasa 10% b) Tasa 50% c) Tasa 
90%. La línea roja se corresponde con la tasa máxima. Las unidades del eje de 
abscisas corresponden a 10Mbytes. 
 
 
Para tasas del 10 y del 50% podemos comprobar que el comportamiento en 
las diferentes escalas de este tipo de tráfico es el propio de un grado de 
autosimilitud de aproximadamente H = 0,5 (tráfico no autosimilar, espectro 
plano). En la Fig. 4.10 podemos ver los Diagramas LogScale de emisión y 












Fig. 4.10 Forma de los Diagramas LogScale de emisión a) y recepción b) de 
tráfico Poisson a tasas del 10 y 50% 
 
 
Sin embargo al aumentar la tasa al 90% observamos un descenso a escalas 
bajas en recepción lo que supone que se eliminan las altas frecuencias (Fig. 
4.11). Si tenemos en cuenta que una parte de las altas frecuencias se suavizan 
en cola mientras que otra parte se pierde (unos 11 paquetes de 1 millón). Este 
comportamiento es el esperado ya que si estamos transmitiendo a una tasa 
elevada aquellos paquetes que salgan más juntos serán eliminados o se 
retrasarán en cola por lo tanto lo que se hace en realidad es eliminar en parte 
















Fig. 4.11 Forma de los Diagramas LogScale de emisión a) y recepción b) de 
tráfico Poisson a tasas del 90% 
 
 
Esta disminución se mantiene constante para los distintos casos siempre que la 
tasa sea del 90%, es aproximadamente de 2 unidades logarítmicas y se 
produce en las 3 primeras escalas (de la 1 a la 3). Podríamos decir que el 
sistema se comporta como un filtro paso bajo. De hecho es el mismo efecto 
que se ha podido observar en  los histogramas de tiempo entre llegadas donde 
los paquetes que tienen un espaciado menor se suavizan. Sin embargo este 
comportamiento no supone un cambio significativo en el grado de dependencia 
a largo plazo ya que ésta dependencia se refleja en las escalas altas 
(frecuencias bajas). Las escalas altas como podemos ver se mantienen 
idénticas. De todas formas, es un efecto de interés que podría afectar a la 
dinámica de un tráfico como TCP, cuyos controles de congestión reaccionan a 
escalas de tiempo pequeñas, del orden de decenas o centenas de 
milisegundos [22]. En este caso la escala a la que se produce el cambio 
(escala 3) corresponde a 400ms en “tiempo real”, por lo tanto el efecto lo 
encontramos en tiempos inferiores a 400ms. 
 
4.2.3.3 Tráfico Autosimilar 
 
El tiempo entre llegadas sigue un comportamiento con relación a la tasa 
generada similar al de fuente de Poisson (Fig. 4.12). La forma del tiempo entre 











Fig. 4.12 Histogramas tiempo entre llegadas autosimilares. a) Tasa 10% b) 
Tasa 50% c) Tasa 90%. Las unidades del eje de abscisas corresponden a 
milisegundos. 
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Al igual que en el caso anterior, la tasa agregada sigue las mismas formas que 
en el caso de fuente Poissoniana (Fig. 4.13). Al igual que en Poisson el 












Fig. 4.13 Histogramas tasa agregada a 0,1s. a) Tasa 10% b) Tasa 50% c) Tasa 
90%. Las unidades del eje de abscisas corresponden a 10Mbytes. 
 
 
En cuanto al comportamiento en las diferentes escalas vemos como los 
diagramas LogScale no sufren un cambio significativo en recepción respecto a 
los de emisión. En la mayoría de los casos el grado de autosimilitud estimado 
es el mismo en recepción y en emisión y la forma del diagrama LogScale es 
aproximadamente la misma en todos los casos. 
 
A parte de esto en los casos en que la tasa es del 90% podemos apreciar una 
disminución en las escalas bajas (alta frecuencia) tal y como ocurría en tráfico 
Poisson y tal y como vemos en los histogramas (Fig. 4.14). Las escalas altas 
(frecuencias bajas) como podemos ver se mantienen exactamente iguales. En 
este caso el punto donde empieza a disminuir corresponde a la escala 3 que en 
tiempo serían 400ms. El parámetro de Hurst no se ve afectado ya que es en la 












Fig. 4.14 Efecto en los diagramas Logscale de emisión y recepción para tasas 
de 90% 
 
4.2.3.4 Tráfico Web 
 
En este caso los parámetros se han dejado constantes, el tamaño de paquete 
se ha fijado a 1000 bytes y la tasa viene fijada por la carga generada de 30 
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sesiones con 300 pag/sesión. En este caso el número de paquetes resultantes 
es de 120.000 ya que las sesiones tienen una determinada duración y el 
número de sesiones fijado era el máximo para no saturar el enlace. En estas 
simulaciones el no poder fijar la tasa a una determinada supone un problema 
ya que la tasa es un parámetro importante. Se han realizado pruebas para 
acceso CSMA o RTS/CTS pero los resultados obtenidos no se ven afectados 
por el cambio. 
  
En la Fig. 4.15 podemos ver los histogramas de tiempo entre llegadas de los 
paquetes tanto para emisión como para recepción. Como podemos observar en 
principio parece una delta pero si realizamos un zoom en la imagen podemos 
ver que puede tratarse de un proceso con colas fuertes ya que la probabilidad 
de valores muy desviados de la media no es nula. Esta conclusión es lógica ya 


















Fig. 4.15 Histogramas tiempo entre llegadas fuente Web y zoom cerca del 
origen. Las unidades del eje de abscisas corresponden a milisegundos. 
 
 
En la Fig. 4.16 podemos ver los histogramas de tasa agregada, como 
podemos observar son idénticos para recepción como para emisión. En este 
caso vemos también que existe un amplio rango de valores para los que la 
probabilidad de aparición es no nula. 
 
El comportamiento en las diferentes escalas lo podemos ver representado 
en los diagramas LogScale en la Fig. 4.17. Como podemos ver corresponden a 
procesos con un grado de autosimilitud elevado que se mantiene además en 
las escalas altas. Este proceso tiene un grado de autosimilitud ligeramente 






















Fig. 4.16 Histogramas de tasa agregada fuente Web y ampliaciones. Las 




Fig. 4.17 Diagramas LogScale emisión/recepción fuente web 
 
 
Se ha analizado además la multifractalidad de las trazas obtenidas y se ha 
llegado a la conclusión de que se trata de un proceso multifractal ya que la 
variación en el diagrama MultiScale (Fig. 4.18) es más próxima a la de un 
proceso multifractal como la Binobeta que a la de un proceso monofractal como 
el FGN [13]. Este resultado es el esperado para un tráfico web [23]. 
 
4.2.4 Resultados modelo de propagación Shadowing 
 
En este caso se comprueba que los resultados obtenidos para las anteriores 
pruebas se mantienen y se pasa a estudiar el comportamiento en las distintas 
escalas para cada caso. En estas simulaciones se ha utilizado la fuente de 




















Fig. 4.18 Diagramas MultiScale emisión/recepción fuente web para CSMA/CA 
 
 
Este modelo permite definir un tanto por ciento de pérdidas a una distancia 
determinada. Podemos observar que las pérdidas se acentúan si el método de 
acceso es RTS/CTS, hecho comprensible si tenemos en cuenta que si se 
pierde un paquete RTS o un CTS la estación esperará más tiempo a enviar el 
siguiente, por lo tanto tenemos menos paquetes recibidos que enviados en 
relación a CSMA/CA. Destacar que tanto para RTS/CTS como para CSMA/CA 
existe la posibilidad de pérdida de ACKs por lo que pueden haber duplicaciones 
en recepción y retrasos en emisión. 
 
Un efecto importante es que al aumentar la tasa de generación las pérdidas 
también aumentan. En los casos en los que la tasa es del 10% las pérdidas son 
imperceptibles (paquetes recibidos 99,9%) mientras que si la tasa es de 90% 
las pérdidas son excesivas (paquetes recibidos del 45% al 21% según si CSMA 
o RTS). Este es un efecto lógico ya que cuanta más tasa de generación más 
rápido se ocupa la cola de emisión y por tanto los retardos pueden provocar 
mayores pérdidas efectivas de paquetes (pérdidas por cola llena). 
 
Se ha intentado estudiar los resultados de aquellas pruebas en las que las 
pérdidas fuesen las propias de un canal radio (limitando pérdidas al 1 - 4% de 
PER). 
 
En este caso encontramos el mismo efecto de agrupación de tiempos entre 
llegadas pequeños que en el caso sin pérdidas pero de una forma más 
acentuada. Esto es debido a que las pérdidas provocan retrasos de paquete 
por lo tanto la ocupación de la cola aumenta cosa que produce que los 
paquetes se transmitan más seguidos de lo que fueron enviados. Además 
existen valores elevados con probabilidad no nula ya que algunos paquetes se 
intentan transmitir hasta 7 veces (parámetro fijado en ns-defaults.tcl). 
 
En los histogramas de tasa agregada se nota este efecto de la misma forma. 
Existen valores alejados de la media con probabilidad considerable. 
 
El comportamiento en las diferentes escalas es completamente diferente si 
la fuente es Poissoniana que si es autosimilar. En el primer caso el 
comportamiento no varia y los diagramas LogScale son idénticos tanto para 
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emisión como para recepción (Fig. 4.19). Por lo tanto, podemos decir que todo 
lo que englobamos en la “caja negra” es transparente, es decir, no produce 
ningún efecto destacable en lo que al comportamiento en las diferentes escalas 














Fig. 4.19 Diagramas LogScale emisión/recepción fuente de Poisson 
 
 
En cambio, cuando la fuente es autosimilar el comportamiento en recepción es 
muy diferente. Como podemos observar en la Fig. 4.20 el diagrama LogScale 
pasa de tener una pendiente pronunciada (H=0,784) a ser prácticamente plano 
(H=0,528). En este ejemplo el tanto por ciento de pérdidas es del 2,1% de los 
paquetes mientras que para un número de pérdida mayor este efecto se 
acentúa y el diagrama es aún más plano. Vemos que a escalas bajas 
(frecuencia alta) la potencia aumenta mientras que a escalas altas baja. Se 




Fig. 4.20 Diagramas LogScale emisión/recepción fuente autosimilar 0,784 
 
 
Cuando la fuente tiene un grado de autosimilitud mayor como 0,929 el 
diagrama a la salida no es plano pero la pendiente disminuye (H=0,775) (Fig. 
4.21). En este caso el tanto por ciento de paquetes perdidos es del 6%. 
 
Podemos decir que el modelo de Shadowing produce un efecto de aumento de 
las componentes a las escalas bajas (altas frecuencias) y de disminución de las 
escalas altas (bajas frecuencias) cuando la fuente presenta dependencia a 
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largo plazo. Ambos efectos producen un aplanado del espectro de la señal, el 
diagrama LogScale tiende a parecerse al de una fuente no autosimilar. En 
cierto sentido se está suavizando el tráfico, convirtiéndolo en un tráfico más 













Fig. 4.21 Diagramas LogScale emisión/recepción fuente autosimilar 0,929 
 
 
Como hemos visto en los histogramas de tiempo entre llegadas, el retraso que 
producen las pérdidas hace que muchos paquetes se esperen en cola y por 
tanto se transmitan más seguidos de lo que fueron enviados. Tanto el hecho de 
que algunos paquetes se retrasen mucho como que algunos salgan con tiempo 
entre llegadas mínimo produce que la alta frecuencia de la señal aumente, es 
decir que aumenten las escalas bajas del diagrama LogScale. 
 
En cuanto a las escalas altas nuestra conjetura es que las pérdidas 
ocasionadas por los retardos introducidos por el modelo de Shadowing 
(pérdidas aleatorias) están destruyendo la autocorrelación del proceso, o lo que 
es lo mismo, se está eliminando o mitigando la memoria a largo plazo del 
proceso.  
 
4.2.5 Resultados modelo de propagación Ricean (Rayleigh) 
 
Las pruebas se han realizado teniendo en cuenta que la tasa máxima teórica 
es de 1.599.360 bps (que corresponde a tasa de 2Mbps) ya que la versión del 
simulador no nos ha permitido elevar la tasa a 11Mbps. Para obtener unos 
mejores resultados la agregación se ha realizado a 1s. Comentar que ha sido 
necesario distanciar los nodos 200m en vez de 50m como en casos anteriores 
para que las pérdidas fueran notables. 
 
En este caso las pérdidas dependen de la importancia de la componente 
principal de la señal (parámetro K), de la tasa de generación y de la distancia 
entre los nodos. Las simulaciones se han realizado para una K=0 que modela 
el peor caso en el que no existe componente principal (NLOS), por lo tanto el 
modelo se denomina Rayleigh. En cuanto a la distancia entre los nodos ha sido 
necesario aumentarla ya que la distancia inicial de 50 metros usada en las 
pruebas anteriores producía una pérdida imperceptible de paquetes. La tasa de 
generación se ha utilizado para marcar el tanto por ciento de pérdidas 
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requerido. En este caso se han estudiado aquellos casos en los que las 
pérdidas son del 3% (razonable para un canal radio) y del 15% (no es 
razonable en una situación real pero nos permite confirmar las tendencias) para 
fuente autosimilar con grado 0,5, 0,7 y 0,9. 
 
El comportamiento en las diferentes escalas en este caso es muy similar 
para todos los tipos de fuente. El efecto de incluir este modelo de propagación 
se traduce en un aumento de las componentes a escalas bajas que se hace 
más notable cuántas más pérdidas se producen pero las escalas altas se 
mantienen prácticamente igual. Veamos en este caso los resultados para los 




Fig. 4.22 Diagramas LogScale de emisión a la izquierda y recepción a la 
derecha para H= 0,5, 0,7 y 0,9 de arriba abajo con unas pérdidas del 3% 
 
 
En este caso las escalas bajas (frecuencias altas) se ven afectadas debido al 
mismo efecto comentado para Shadowing. Al tener pérdidas por propagación 
realmente estamos obteniendo un retraso, a la vez que tiempos entre paquetes 
mínimos causados por la espera en cola. Por lo tanto las pérdidas incrementan 
la alta frecuencia de la señal y por eso lo vemos como un aumento de las 
escalas bajas. 
 
En cuanto a las escalas altas (baja frecuencia) podemos ver que se mantiene 
igual. Como ya comentamos en el Capítulo 3 este modelo tiene correlación en 
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tiempo a diferencia del modelo de Shadowing de ns-2, por lo que podemos 
suponer que al incluir un efecto que en si mismo tiene dependencia a largo 
plazo no afecta de forma negativa a la memoria del proceso. 
 
 




En el escenario 2 se ha simulado un enlace bidireccional entre dos nodos 
wireless (Fig. 4.23). Cada nodo inicia una comunicación UDP hacía el otro 
nodo según el modelo de fuente fijado. 
 
En este caso los dos nodos luchan por el acceso al medio pero gracias al 
mecanismo de acceso al medio DCF no se producirán colisiones entre los 
paquetes de los dos nodos. Sin embargo, la asignación por turnos puede 
producir algún efecto nuevo. En todo caso, este escenario es el paso lógico 








En estas pruebas la tasa se ha reducido a la mitad respecto a la tasa del 
escenario 1 ya que si bien no existen colisiones sí existe una disminución de 
tasa para cada nodo ya que únicamente podrá transmitir uno al mismo tiempo. 
 
4.3.2 Pruebas realizadas 
 
En este escenario se pretende por una parte repetir algunas de las 
simulaciones más significativas del escenario 1 pero en este caso 
transmitiendo a la mitad de la tasa total cada nodo (pruebas simétricas) y por 
otra parte se realizarán algunas pruebas asimétricas. Las pruebas asimétricas 
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constarán en combinaciones de fuentes (cada nodo transmite con un grado de 
autosimilitud distinto) y en combinaciones de tasas (mientras que un nodo 
transmite a una tasa baja, el otro transmite a una tasa alta). 
 
Los parámetros de las simulaciones son comunes al escenario 1 y el 
tratamiento de datos es el mismo, de todas formas se ha de tener en cuenta en 
este caso al filtrar el fichero de ns que existen dos nodos, por lo tanto se deben 
obtener cuatro trazas (emisión nodo 0, emisión nodo 1, recepción nodo 0 y 
recepción nodo 1). Consultar el Anexo 2 para una información más detallada 
del filtrado de los ficheros de ns. 
 
En cuanto a pruebas simétricas se han realizado simulaciones para los tres 
tipos de modelo de propagación (TwoRayGround, Shadowing y Ricean) y para 
tres tipos de fuente autosimilar (0,5, 0,7 y 0,9). Se han mantenido fijos los 
siguientes parámetros ya que en el escenario 1 se ha podido ver que la 
variación de éstos no proporciona resultados distintos: 
 
• Método de acceso: CSMA/CA (aunque se han comprobado los 
resultados para RTS/CTS) 
• Tamaño de paquete: 1000 bytes 
 
La tasa de cada nodo es del 25% de la tasa total, este caso sería la repetición 
del escenario 1 para cada modelo cuando la tasa era del 50%. 
 
En cuanto a pruebas asimétricas se ha realizado una prueba con distintos tipos 
de fuente y otra para distintas tasas de generación. Estas pruebas se han 
realizado sin pérdidas (modelo TwoRayGround) para aislar los efectos de las 
pérdidas y comprobar si la asimetría produce algún efecto en los resultados. 
Además la tasa total se ha fijado al 50% para aislar efectos de pérdidas por 
saturación. Las pruebas realizadas son las siguientes: 
 
• Nodo 0 fuente autosimilar 0,5, Nodo 1 fuente autosimilar 0,9 
• Nodo 0 tasa 10% del total, Nodo 1 tasa 90% del total. 
 








En el Anexo 4 se puede encontrar un resumen de las pruebas realizadas. 









(0,5, 0,7 y 0,9) 
CSMA/CA 
RTS/CTS* 1000 bytes 
25% - 25% 




* Solo en algunos casos 
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4.3.3 Resultados modelo de propagación TwoRayGround 
 
En estas simulaciones cada nodo establece una comunicación al 25% de la 
tasa máxima con una fuente autosimilar con grados de autosimilitud 0,5, 0,7 y 
0,9. El modelo de propagación es TwoRayGround. En estos casos no existen 
pérdidas ya que la tasa de generación está bastante por debajo de la tasa 
máxima y la variabilidad no supone un problema. 
 
Los histogramas de tiempo entre llegadas son distintos a los del escenario 1 
ya que en estos casos existen dos nodos luchando por el acceso al medio. 
Como podemos ver en la Fig. 4.24 el histograma de tiempo entre llegadas en 
recepción tiene una forma similar al de recepción aunque existen agrupaciones 
para valores cercanos al origen. Podemos apreciar picos al mínimo tiempo de 












Fig. 4.24 Histogramas emisión/recepción del tiempo entre llegadas. Las 
unidades de eje de abscisas corresponden a milisegundos. 
 
 
En cuanto a los histogramas de tasa agregada podemos decir que se 












Fig. 4.25 Histogramas emisión/recepción de tasa agregada. Las unidades de 
eje de abscisas corresponden a 10Mbytes. 
  
 
El comportamiento en las diferentes escalas de igual forma que para el 
escenario 1 no varía en recepción respecto al de emisión. En la Fig. 4.26 
podemos ver los diagramas LogScale para una fuente con grado de 
autosimilitud de 0,7. 
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En general los resultados de este modelo para el escenario 2 son comparables 









Fig. 4.26 Diagramas LogScale para emisión y recepción para un grado de 
autosimilitud de 0,7  
 
 
Se ha realizado una prueba para determinar los resultados utilizando en vez de 
CSMA/CA (como en los casos anteriores) el acceso al medio RTS/CTS. En 
este caso se ha realizado una simulación con un modelo TwoRayGround, 
modelo de fuente autosimilar 0,7 y tasa 25% de la tasa máxima para cada 
nodo. Los resultados son equivalentes a los encontrados en el escenario 1. Por 
lo tanto, variar el método de acceso no tiene implicación en estos escenarios. 
Este resultado es lógico ya que en estos escenarios únicamente existen dos 
nodos accediendo al medio por lo que es imposible que se dé el efecto de nodo 
oculto. 
 
4.3.4 Resultados modelo de propagación Shadowing 
 
Cada nodo establece una comunicación al 25% de la tasa máxima con una 
fuente autosimilar con grados de autosimilitud 0,5, 0,7 y 0,9. Como modelo de 
propagación usamos el modelo de Shadowing. Se han seleccionado los casos 
en los que las pérdidas son mínimas pero perceptibles para todos los grados 
de autosimilitud. 
 
En el escenario 1 se obtenían las mismas pérdidas (en tanto por ciento) para 
un nodo transmitiendo al 40% que las obtenidas en este escenario donde cada 
uno de los nodos está transmitiendo al 25% (lo que supone una tasa conjunta 
del 50%). Esto es lógico ya que la tasa total es aproximadamente la misma. Se 
han realizado pruebas para pérdidas de entre aproximadamente 1,5% y 3,5%. 
 
Como podemos ver en la Fig. 4.27 el histograma de tiempo entre llegadas 
para emisión es muy diferente al obtenido en recepción. Vemos que en 
recepción los tiempos entre llegadas menores están agrupados en lo que 
















Fig. 4.27 Histogramas emisión/recepción de tiempo entre llegadas y ampliación 




Se puede apreciar un pico muy fuerte al mínimo tiempo de transmisión. Este 
pico es muy elevado y podemos afirmar que lo causan las pérdidas provocadas 
por el modelo de propagación ya que para el modelo de propagación de 
TwoRayGround también existía un pico pero de una magnitud mucho menor. 
Es decir, las pérdidas provocan retardos que hacen que los paquetes se deban 
esperar en cola por lo que una gran mayoría de éstos salen back-to-back (con 
tiempo entre llegadas mínimo). Este es el mismo efecto encontrado en el 
escenario 1 aunque aquí lo podemos ver incrementado por el hecho de tener 
dos nodos intentando acceder al medio, esto provoca que los tiempos entre 
llegadas estén agrupados en los mínimos tiempos de transmisión ya que la 
utilización de la cola es mayor. Aparte, las pérdidas están provocando tiempos 
entre llegadas muy elevados por el mismo motivo, los retardos. Estas son las 
razones por las que en este caso el pico aparece mucho más pronunciado y se 
dan retardos más elevados. 
 
En cuanto al histograma de tasa agregada podemos observar una ampliación 
del mismo, como vemos en la Fig. 4.28 Se puede observar como existe un 













Fig. 4.28 Histogramas emisión/recepción de tasa agregada. Las unidades de 
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El comportamiento en las diferentes escalas es el mismo que podíamos 
encontrar en el escenario 1 para el mismo modelo de propagación. En la Fig. 
4.29 podemos ver como las potencias se redistribuyen en recepción, 
aumentando en escalas bajas (frecuencias altas) y disminuyendo en las 
escalas altas (frecuencias bajas). Observamos igualmente una destrucción de 
la memoria del proceso y un diagrama resultante más parecido a un proceso no 
autosimilar (diagrama plano, H aproximadamente 0,5) ya que la estimación se 












Fig. 4.29 Diagramas LogScale para emisión y recepción para un grado de 
autosimilitud de 0,7  
 
 
En general los resultados son equivalentes a los extraídos en el escenario 1 
para el mismo modelo de propagación. 
 
4.3.5 Resultados modelo de propagación Ricean (Rayleigh) 
 
Cada nodo establece una comunicación al 25% de la tasa máxima con una 
fuente autosimilar con grados de autosimilitud 0,5, 0,7 y 0,9. El modelo de 
propagación es Ricean con parámetro K=0 (Rayleigh). Se han seleccionado los 
casos en los que las pérdidas son mínimas pero perceptibles para todos los 
grados de autosimilitud. 
 
Debido a que se utiliza una versión antigua de ns como ya comentamos en el 
escenario 1 la tasa máxima en estos casos es 1.599.360 bps, para obtener 
unos mejores resultados la agregación se ha realizado a 1s. Comentar que ha 
sido necesario distanciar los nodos 170m en vez de 50m como en casos 
anteriores para que las pérdidas fueran notables. 
 
Para mismas condiciones que en el escenario 1 obtenemos mayores pérdidas. 
Dos nodos separados 200m con tasas del 25% de la máxima cada uno supone 
el doble de pérdidas que en el escenario 1 con un nodo con tasa 50% de la 
máxima. En los resultados mostrados las pérdidas son de alrededor del 2%. 
 
Al igual que para el modelo de propagación de Shadowing el histograma de 
tiempo entre llegadas en recepción dista mucho del encontrado en emisión. 
En este caso aparte de estar agrupados al mínimo tiempo de transmisión 
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también encontramos agrupaciones parciales más alejadas del origen 












Fig. 4.30 Histogramas emisión/recepción de tiempo entre llegadas. Las 
unidades de eje de abscisas corresponden a milisegundos. 
 
 
En este caso también se puede apreciar un pico muy fuerte en tiempos entre 
llegadas igual al mínimo tiempo de transmisión tal y como comentamos en el 
anterior apartado. En este caso el efecto es el mismo, las pérdidas están 
provocando retardos lo que hace que los tiempos entre llegadas sean, por un 
lado mayores y por otro del mínimo tiempo de transmisión. 
 
Los histogramas de tasa agregada podemos decir que están ligeramente más 













Fig. 4.31 Histogramas emisión/recepción de tasa agregada. Las unidades de 
eje de abscisas corresponden a 10Mbytes. 
 
 
El comportamiento en las diferentes escalas es igual al del escenario 1 para 
el mismo modelo de propagación. Como vemos en la Fig. 4.32 las escalas 
bajas (frecuencias altas) se ven aumentadas ligeramente en recepción 
mientras que las altas permanecen iguales a emisión. En este caso el aumento 
es inferior al visto en el escenario 1 debido a que en este escenario las 
pérdidas son ligeramente inferiores al 2% mientras que en el escenario 1 eran 
del 3%. De todas formas se ha realizado una prueba para pérdidas del 3% y se 
obtiene un aumento ligeramente menor que para el escenario 1. 
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Al igual que en el resto de modelos de propagación, los resultados son 













Fig. 4.32 Diagramas LogScale para emisión y recepción para un grado de 
autosimilitud de 0,7  
 
4.3.6 Resultados pruebas asimétricas  
4.3.6.1 Combinación del grado de fractalidad  
 
Usando un modelo de propagación sin pérdidas como TwoRayGround se han 
realizado pruebas variando el tipo de fuente de los nodos, de forma que, 
mientras uno de ellos transmite siguiendo un modelo de fuente autosimilar 0,5, 
el otro nodo transmite siguiendo el modelo autosimilar 0,9. Se han cogido 
valores extremos para acentuar el posible efecto producido en los resultados. 
Los resultados, sin embargo, no se han visto afectados. Destacar que no se 
han producido pérdidas ya que la tasa de transmisión de los nodos era del 25% 
de la tasa máxima. El comportamiento en las diferentes escalas es idéntico 
tanto para recepción como para emisión y los histogramas de tiempo entre 
llegadas y tasa agregada son los correspondientes a las pruebas simétricas. 
4.3.6.2 Combinación de tasas 
 
Usando un modelo de propagación sin pérdidas se han realizado pruebas 
variando la tasa de transmisión para cada nodo. En este caso la tasa total era 
del 50% de la tasa máxima pero repartida entre ambos de forma asimétrica. 
Uno de ellos transmite al 10% de la tasa total, mientras que el otro nodo 
transmite al 90% de la tasa total. Ambos nodos siguen un modelo de fuente 
autosimilar 0,7. Al igual que para la combinación de fuentes los resultados no 
se han visto afectados, no se han producido pérdidas, los histogramas son 
equivalentes a los obtenidos en simulaciones simétricas y los diagramas 
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En este escenario se simula el efecto del nodo oculto, en el cual dos nodos que 
no se detectan envían paquetes a un tercero (Fig. 4.33). En este escenario los 
nodos opuestos (0 y 1) están separados 300m mientras que ambos están 
separados del tercero por 158m. Las características de los dos nodos son 




Fig. 4.33 Esquema del escenario 3. Nótese que el esquema no está realizado a 
escala con el fin de poder visualizar mejor el escenario. 
 
4.4.2 Pruebas realizadas 
 
En este escenario se realizarán pruebas para los modelos de propagación de 
TwoRayGround y de Shadowing, debido a la dificultad de simular el efecto de 
nodo oculto con modelos probabilísticos hemos descartado las simulaciones 
con el modelo de Ricean.  
 
El modelo TwoRayGround nos permite simular el nodo oculto de forma sencilla, 
únicamente igualando el umbral de detección de portadora al umbral de 
recepción y distanciando los nodos lo suficiente. 
 
El modelo de Shadowing se ha seleccionado debido a que aumentando el path 
loss se puede conseguir que la potencia decaiga rápidamente con la distancia 
de forma que el nodo opuesto prácticamente no pueda detectar al nodo emisor 
(nodo oculto), mientras que el receptor reciba la gran mayoría de los paquetes 
(pérdidas bajas). El programa threshold.cc de ns-2 nos ayuda a variar los 
umbrales de detección de portadora y de recepción para que esta tarea se 
pueda llevar a cabo. El modelo de Ricean sin embargo no nos permite 
conseguir este rápido descenso de la potencia y tampoco se pueden calcular 
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los umbrales ya que es un módulo externo y por lo tanto no se puede utilizar el 
programa threshold.cc.  
 
En estas simulaciones se ha utilizado el método de acceso CSMA/CA para 
comprobar el efecto de las colisiones además de utilizar RTS/CTS para 
comprobar que las colisiones disminuyen considerablemente. 
 
Se han realizado pruebas con fuentes autosimilares (0,5, 0,7 y 0,9) para cada 
caso. La tasa de cada nodo se ha fijado al 25% para descartar efectos de 
saturación al canal. 
 
Por una parte se han simulado pruebas simétricas con el modelo 
TwoRayGround y Shadowing y por otra parte pruebas asimétricas con el 
modelo de TwoRayGround para descartar los efectos de las pérdidas por 
propagación. Las pruebas asimétricas se basan en distintos grados de 
autosimilitud y distintas tasas. 
 








En el Anexo 5 se puede encontrar un resumen de las pruebas realizadas para 
el escenario 3 con los correspondientes ficheros tcl de ns-2. 
 
En este caso es interesante analizar la traza conjunta que llega al nodo 2 ya 
que puede presentar algún efecto distinto, sobretodo en las pruebas 
asimétricas. 
 
4.4.3 Resultados modelo TwoRayGround  
 
En este caso las pérdidas que encontramos son las ocasionadas por las 
colisiones, tanto por expiración del timeout de retransmisión como por pérdidas 
por cola llena. En el caso de CSMA/CA se producen del orden del 1% pérdidas 
la mayoría provocadas por expiración de timeout de retransmisión mientras que 
en RTS/CTS las pérdidas son del orden de 0,01% debidas también a 
expiración de timeout en su mayoría. Este es un resultado coherente ya que 
RTS/CTS soluciona el problema del nodo oculto aunque no en su totalidad pero 
podemos decir que el descenso de las pérdidas es considerable. 









(0,5, 0,7 y 0,9) 
CSMA/CA 
RTS/CTS 1000 bytes 
25% - 25%  
10% - 90%*  




* Solo en algunos casos 
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Destacar que no se observan diferencias apreciables para los distintos grados 
de autosimilitud. Los resultados no varían al variar el grado de autosimilitud de 
la fuente. 
 
En CSMA/CA los tiempos entre llegadas tienen una distribución con un rango 
de valores mayor que la de recepción. Existen valores muy altos que se dan 
con baja probabilidad; esto se debe a que los paquetes llegan más separados 
debido a retransmisiones. Por otra parte tenemos picos para valores bajos, 
debido al retraso provocado por las retransmisiones los paquetes tienden a 
esperarse en cola y salir por lo tanto más juntos de lo que fueron enviados por 
el nivel de aplicación. Este efecto es el equivalente al encontrado para las 
pérdidas por propagación. En el histograma de tasa agregada también vemos 
como existe un mayor rango de valores probables. 
 
En cuanto al comportamiento en las diferentes escalas observamos un 
aumento de las escalas bajas (altas frecuencias) aunque el grado de 
autosimilitud “global” no cambia (Fig. 4.34). Este efecto se puede ver más 
claramente en los diagramas LogScale de tiempo entre llegadas. Este efecto se 
debe a las pérdidas introducidas por las colisiones (tanto por expiración de 
timeout como por cola) del mismo modo que se producían para pérdidas por 








Usando el mecanismo RTS/CTS los tiempos entre llegadas tienen una 
distribución en la que no existen valores altos en comparación con emisión 
aunque para tiempos bajos existen agrupaciones que provocan picos. Esto se 
debe al retardo introducido por el mecanismo RTS/CTS de forma que muchos 
paquetes han de esperarse en cola y por tanto salen más juntos de los que el 
nivel de aplicación los ha enviado. Este aumento en mucho menor que en el 
caso de CSMA/CA lógicamente. El histograma de tasa agregada varía 
ligeramente de forma aunque en general podemos decir que se mantiene con 
pocas variaciones. 
 
El comportamiento en las distintas escalas es exactamente el mismo para 
emisión que para recepción debido a que en estos casos las pérdidas son 
imperceptibles. 
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4.4.4 Resultados modelo Shadowing  
 
Como concepto importante destacar la dificultad de simular el efecto de nodo 
oculto utilizando este modelo de propagación, ya que para conseguir que los 
dos nodos opuestos no se vieran la potencia ha de decaer rápidamente con la 
distancia y por otro lado el objetivo es que llegue un número elevado de 
paquetes al nodo receptor.  
 
Las pérdidas obtenidas respecto al modelo de propagación son bajas (del 
orden de 0,5%) pero ha sido imposible conseguir pérdidas ligeramente 
mayores ya que un ligero cambio de parámetros ocasiona pérdidas mucho 
mayores. Las pérdidas en CSMA/CA son del orden del 2% mientras que en 
RTS/CTS son del 0,5%. Las pérdidas con RTS/CTS son debidas prácticamente 
al modelo de propagación ya que las pérdidas derivadas de las colisiones son 
mínimas. 
 
En CSMA/CA el efecto de aumento de las escalas bajas (altas frecuencias) se 
ve incrementado. Es lógico ya que en este caso tenemos más pérdidas. Sin 
embargo, no encontramos el efecto de descenso de escalas altas como 
encontrábamos para el mismo caso en los escenarios 1 y 2, probablemente 
debido a que las pérdidas por el modelo de propagación son bajas. Se ha 
repetido la simulación de CSMA/CA para grado 0,9 distanciando los nodos para 
obtener más pérdidas. En este caso se puede observar un descenso de las 
escalas altas de 1 unidad de yj, por lo tanto podemos decir que las escalas 
altas disminuyen también en este escenario para el caso de Shadowing (Fig. 
4.35). El grado de autosimilitud refleja un ligero descenso (de 0,897 a 0,850) 




Fig. 4.35 Diagramas LogScale emisión y recepción con CSMA/CA para fuente 
autosimilar 0,9 y pérdidas del 4%. 
 
 
En el tiempo entre llegadas y la tasa agregada observamos también que 
existe un incremento en el efecto encontrado para el modelo sin pérdidas. 
 
Usando RTS/CTS a diferencia de las simulaciones sin pérdidas por 
propagación podemos apreciar el aumento de las escalas bajas en el diagrama 
LogScale (Fig. 4.36).   
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Destacar que en este caso el modelo de propagación afecta también a la 
correcta recepción de los paquetes RTS/CTS por lo que el retardo y la 
ocupación de la cola es mayor. Es por esta razón por la que en este caso las 
escalas bajas aumentan de una forma más pronunciada que para CSMA/CA.  
 
 
Fig. 4.36 Diagramas LogScale emisión y recepción con RTS/CTS para fuente 
autosimilar 0,9 y pérdidas del 0,5%. 
 
4.4.5 Resultados pruebas asimétricas  
 
Como en todos los casos las pruebas asimétricas se realizan con el modelo de 
propagación sin pérdidas (TwoRayGround) para aislar los efectos de las 
pérdidas. 
 
4.4.5.1 Combinación de grado de fractalidad 
 
En este caso un nodo transmite con una fuente con grado de autosimilitud 0,5 
mientras que el otro transmite con grado 0,9. 
 
Las trazas independientes muestran el mismo efecto encontrado en las 
simulaciones simétricas: aumento de escalas bajas. 
 
En cuanto a la traza conjunta en el nodo receptor observamos que domina la 
señal con mayor grado de autosimilitud, siendo el diagrama LogScale 
prácticamente idéntico al encontrado para la traza con grado mayor (~0,9). 
Este fenómeno es el esperado teóricamente cuando se combina un grado de 
autosimilitud bajo con uno alto [21].  
 
En cuanto a las pérdidas sería lógico pensar que el nodo con grado de 
autosimilitud mayor se viera beneficiado ya que las ráfagas pueden producir 
una utilización del canal mayor de forma que para el otro nodo fuera muy difícil  
transmitir. Sin embargo, las pérdidas para ambos son aproximadamente las 
mismas. En cuanto a los histogramas de tiempo entre llegadas tanto la 
probabilidad de tiempo entre llegadas mínimo como el retardo máximo es igual 
para el nodo con grado 0,5 como para el de 0,9. Al tener los dos nodos la 
misma tasa la ocupación de la cola es parecida. La ocupación de la cola 
además es considerable ya que aunque la tasa no es muy elevada se están 
produciendo retardos debidos a las colisiones. Las ráfagas del nodo con grado 
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de autosimilitud 0,9 por lo tanto no afectan ya que deben esperarse en cola 
como cualquier otro paquete. Además, en cómputo general la ocupación de la 
cola en ambos es la misma ya que la tasa total generada es la misma. 
 
4.4.5.2 Combinación de tasas 
 
En este caso uno de los nodos transmite al 10% del 50% de la tasa máxima 
mientras que el otro transmite al 90% del 50% de la tasa máxima. 
 
Se puede apreciar un desequilibrio importante en cuanto a pérdidas: el nodo 
que tiene una tasa inferior sale perjudicado con un 6,52% de pérdidas, mientras 
que el nodo con tasa menor solamente sufre de un 0,01%. Las pérdidas 
globales son de un 0,72% por lo tanto estamos dentro del rango de pérdidas 
admisible. 
 
Una posible explicación a este fenómeno es la siguiente. Teniendo en cuenta 
que en ns-2 cuando el nodo receptor detecta una colisión entre dos paquetes 
elimina ambos si la potencia recibida es prácticamente la misma (como es el 
caso ya que la distancia es la misma y el modelo es TwoRayGround).  
 
Si un nodo tiene una tasa de generación mayor la ocupación de la cola será 
mayor; este efecto se ve incrementado por los retardos. Un nodo con tasa baja 
tendrá una ocupación de cola baja o al menos menor que la del nodo con tasa 
alta. Este efecto se puede demostrar observando los histogramas de tiempo 
entre llegadas de cada nodo. Podemos ver que la probabilidad de que se de un 
tiempo entre llegadas mínimo es mucho mayor para el nodo con tasa alta, es 
decir los paquetes salen back to back (seguidos), lo que significa que se han 
esperado en la cola de emisión del nodo.  
 
Cuando se produce una colisión los dos nodos esperan un tiempo aleatorio 
para volver a transmitir. Por lo tanto no existe en este caso favoritismo por 
ninguno de ellos ya que cualquiera de los dos puede transmitir primero.  
 
Cuando el que transmite primero después de una colisión es el nodo con tasa 
alta, al tener una ocupación de cola mayor los siguientes paquetes que 
transmite van seguidos (ráfagas). Este nodo tiene tiempo de transmitir un 
número considerable de paquetes hasta que expira el tiempo de backoff del 
nodo con tasa baja. En resumen, el nodo con tasa alta puede transmitir más 
mientras el otro nodo está en tiempo de backoff y además el nodo con tasa 
baja tiene más probabilidad de colisionar con el de tasa alta ya que éste último 
estará transmitiendo paquetes seguidos. Este último efecto se ve reflejado en 
los histogramas de tiempo entre llegadas donde el nodo con tasa baja tiene 
mayor retardo máximo que el de tasa alta. 
 
En el caso que sea el tiempo de backoff del nodo con tasa baja el que expira 
primero, éste retransmitirá el paquete con éxito y transmitirá seguidos aquellos 
paquetes que tenga en cola si es que tiene alguno pero siempre serán un 
número muy inferior al los que tiene el de tasa alta. Cuando expire el tiempo de 
backoff del nodo con tasa alta retransmitirá su paquete con menos probabilidad 
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que vuelva a colisionar con uno del nodo con tasa baja porque éste o bien no 
los estará transmitiendo seguidos o bien no tendrá paquetes que transmitir. 
 
Los razonamientos se han realizado a partir del estudio de una traza resultante 
de ns-2 en la cual se ha capturado a nivel MAC y AGT (aplicación). Destacar 
que en régimen estacionario no se producen pérdidas por cola llena y todas las 
pérdidas se deben a expiración de timeout con lo cual reforzamos los 
razonamientos aportados. 
 
El nodo con tasa mayor no sufre ningún cambio en su diagrama LogScale ya 
que el efecto de las pérdidas es imperceptible. El nodo con tasa inferior sin 
embargo sufre un ligero aumento de las escalas bajas (debido a la agregación 
a 1s este efecto se ve disminuido) y una disminución de las altas. 
 
La traza conjunta sigue exactamente la misma distribución que la del nodo 
con tasa mayor debido a que disponemos de un mayor número de muestras 
para el nodo con tasa alta (~1.000.000). 
 
4.4.5.3 Combinación de tasa y fuente 
 
En este apartado se han realizado pruebas en las que un nodo transmite con 
grado 0,5 y tasa 25% mientras que el otro transmite con grado 0,9 y tasa 75% e 
intercambiando los parámetros. En las simulaciones anteriores la traza 
conjunta sigue la misma distribución que el nodo con tasa 75% o la del nodo 
con tasa 0,9. En estas pruebas cuando un nodo transmite al 75% y con grado 
0,9 la traza conjunta sigue su misma distribución. Un resultado interesante es 
ver la traza conjunta cuando un nodo transmite al 75% de la tasa y con grado 
0,5. En este caso en el que uno de ellos transmite al 75% y el otro con grado 
0,9 la traza resultante está a medio camino entre las dos distribuciones (Fig. 
4.37). Como podemos ver se produce un efecto curioso de varios escalados. A 
escalas bajas (entre la 1 y la 5) podemos ver una pendiente elevada (de H = 
0,7) mientras que a escalas intermedias (entre la 5 y la 8) vemos que el 















Fig. 4.37 LogScale de la traza conjunta nodo 0 transmitiendo al 75% con grado 
0,5 y nodo 1 transmitiendo al 25% con grado 0,9. 
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En el este escenario se simula el efecto de reenvío. En nodo 0 intenta enviar a 
un nodo que está fuera de su rango de cobertura para ello recure al nodo 1 que 
está entre ambos (Fig. 4.38). En este caso veremos el efecto de reenvío de un 

















Fig. 4.38 Esquema del escenario 4 
 
 
La separación de los nodos es la misma que la del escenario anterior. El nodo 
receptor se encuentra distanciado 50m del nodo que realiza función de 
encaminamiento. 
 
4.5.2 Pruebas realizadas 
 
En este escenario se han realizado un número mínimo de pruebas únicamente 
para comprobar los resultados al tener encaminamiento como paso previo al 
escenario 5 en el que incluimos el nodo oculto. 
 
Únicamente se han realizado pruebas para escenarios sin pérdidas. El modelo 
de propagación es TwoRayGround por lo que el modelo no produce pérdidas y 
por otro lado debido a que los dos nodos emisores están en el mismo rango de 
cobertura no existen pérdidas debidas a colisiones. Las pruebas se han 
realizado para grados de autosimilitud 0,5 y 0,9. 
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En el Anexo 6 se puede encontrar un resumen de las pruebas realizadas. 
 
El análisis se ha realizado sobre la traza de emisión a nivel de AGT en el nodo 
0 y de recepción en el nodo 2. Las trazas de recepción y emisión del nodo 1 se 
han analizado a nivel RTR ya que los paquetes no llegan a nivel de aplicación 




Los resultados son similares a los encontrados en el escenario 2 para modelos 
sin pérdidas.  
 
En cuanto al tiempo entre llegadas destacar que para este caso el armónico 
del doble del mínimo tiempo entre llegadas tiene un valor mayor que el del 
mínimo tiempo entre llegadas (Fig. 4.39). Este efecto lo podemos justificar 
teniendo en cuenta que en este caso la probabilidad de que el medio esté 
ocupado cuando uno de los nodos quiera transmitir es mayor. Las salidas back-
to-back son menos frecuentes (aunque no nulas, como vemos en el Ttx) ya que 
cuando el nodo emisor se encuentra con la cola ocupada el nodo intermedio 
también está intentando transmitir, por lo que uno de ellos se espera y por tanto 




Fig. 4.39 Histograma tiempo entre llegadas del nodo 0 al nodo 1 para fuente 















(0,5 y 0,9) CSMA/CA 1000 bytes 25% - 25% TwoRayGround 
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En cuanto a la tasa agregada y el comportamiento a las diferentes escalas 
podemos decir que los resultados se mantienen sin diferencias con respecto a 
los de emisión, es decir la “caja negra” se comporta de modo transparente. 
 
 




En este escenario se simula el efecto de nodo oculto al igual que en el 
escenario 3. La diferencia en este caso es que el nodo receptor retransmite 
todos los paquetes hacía el nodo 3 ya que los nodos emisores están fuera del 
















Fig. 4.40 Esquema del escenario 4 
 
 
La separación de los nodos es la misma que la del escenario anterior. El nodo 
receptor se encuentra distanciado 50 m del nodo que realiza función de 
encaminamiento. 
 
4.6.2 Pruebas realizadas 
 
En este escenario se han realizado las pruebas sin pérdidas por el modelo de 
propagación. Las pérdidas que se producen se producen en la primera etapa y 
se deben a colisiones, de los nodos 0 y 1 al nodo 2. En la segunda etapa no se 
producen colisiones ya que el nodo emisor (nodo 2) está dentro del rango de 
cobertura de los otros emisores (nodo 0 y nodo 1). 
 
En la Tabla 4.7 encontramos los parámetros que se han variado en las pruebas 
de este escenario. 
 
En el Anexo 7 se puede encontrar un resumen de las pruebas realizadas. 
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En este caso los resultados son comparables a los del escenario 3 en el cual 
existía un nodo oculto pero no había efecto de reenvío. Las pérdidas se 
mantienen a las del escenario 3 teniendo en cuenta el reajuste de tasas para 
crear un escenario equivalente. 
 
En cuanto al tiempo entre llegadas podemos ver en la Fig. 4.41 como se 
mantienen los armónicos del mínimo tiempo de transmisión. En este caso el 
segundo armónico tiene un valor menor que el primero como en el escenario 3 
y a diferencia del escenario 4. En este caso los dos nodos ocultos al no 
detectar que el otro está transmitiendo no siguen el esquema marcado por el 
mecanismo DCF. A parte de esto, la transmisión del nodo intermedio va 
relacionada a la transmisión de los otros dos; es decir, es como si su 
transmisión fuera independiente de cada uno de ellos. Estas dos premisas 











Fig. 4.41 Histograma tiempo entre llegadas en recepción, nodo 3. Las unidades 
del eje de abscisas corresponden a milisegundos. 
 
 
En lo que a la tasa agregada y al comportamiento de escalado destacar que 
no aparecen cambios respecto a los resultados encontrados para el escenario 
3. Sigue apareciendo un aumento de las escalas bajas en relación con las 
pérdidas por colisión. En cuanto a las pruebas asimétricas domina, como ya 
comentamos, la que tiene mayor tasa o mayor grado de autosimilitud en cuanto 
al fenómeno de escalado de la traza conjunta y la que tiene mayor tasa en 












(0,5, 0,7 y 0,9) CSMA/CA 1000 bytes 
20% - 20%20% - 
10% - 30% - 40%* TwoRayGround 
*Solo en algunos casos 
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A lo largo del documento se ha destacado que las pruebas se realizan con el 
simulador ns-2. Es importante tener en cuenta que las pruebas realizadas no 
tienen porqué ser fieles a la realidad. Es por esta razón por la que la validación 
de los escenarios simulados en escenarios reales es de vital importancia. Una 
prueba interesante es la realización de un escenario en el que el modelo de 
propagación fuera aproximadamente el de Shadowing. Se debería comprobar 
que el comportamiento de escalado es el encontrado en las simulaciones. 
 
La idea fundamental es realizar una prueba en un entorno con un modelo de 
propagación conocido para ver el efecto de las pérdidas en el fenómeno de 
escalado de la señal. Una parte de las pruebas se realizarán en el interior de la 
EPSC, escenario en el que el modelo de propagación suponemos que es el de 
Shadowing con parámetro β entre 4 y 6 (ya que es un entorno interior y las 
pruebas se realizarán sin línea directa de visión [19]). Además se realizará una 
prueba en el paseo marítimo de Castelldefels ya que podemos conocer el 
modelo de propagación de forma exacta. En [24] se realiza un estudio de 
potencia recibida en función de la distancia y los resultados muestran que el 
modelo de propagación se aproxima de forma más fiel a un modelo de 
Shadowing con parámetro β = 2,7. 
 
 
5.2 Escenario real 
 
Para estas pruebas disponemos de dos portátiles con una tarjeta wireless 
802.11b/g. La conexión entre ambos debe ser en modo Ad-hoc, a 11Mbps y en 
un canal que no se encuentre ocupado. Además desactivaremos la opción 
RTS/CTS y fijaremos el número máximo de retransmisiones a 7 tal y como 
tenemos fijado en ns-2 (ns-defaults.tcl). Para que ambos PCs tengan conexión 
deben tener el mismo essid y las direcciones IP deben estar en el mismo 
rango. Los portátiles se utilizan con el sistema operativo Fedora Core 2 ya que 
entre otras cosas nos permite una configuración avanzada de las 
características de las tarjetas a diferencia de Windows. Para la configuración se 
utiliza el driver hostap que nos permite una fácil configuración con el comando 
iwconfig. La configuración realizada es la siguiente: 
 
iwconfig wlan0 mode ad-hoc channel 3 essid "selfsimilar" rate 11M 
fixed rts off retry 7 
 
La generación de tráfico autosimilar se realiza mediante el generador de tráfico 
flashudp [25] y un generador de procesos fft-fgn [26]. Ambos pueden funcionan 
en Linux, el primero obligatoriamente. El generador devuelve un fichero con un 
proceso que sigue una distribución autosimilar con media y varianza dada. Este 
fichero es el que utiliza el generador de tráfico, de forma que recoge del fichero 
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el número de paquetes a generar en cada intervalo fijado. La media del 
generador fft-fgn, el intervalo del generador de tráfico y el tamaño de paquete 
marcan la tasa generada final. En nuestro caso la tasa final será del 50% de la 




fft-fgn –v 2 –o fft07.out –v 10 –M 30 –H 0.7 –n 524288 –m6  
 
Generador de tráfico: 
 
fipa –c 192.168.2.1 –H 192.168.2.1 –t 3000 –f fft07.out –T 4 –p 1000 –
i 100000  
 




Fig. 5.1 Esquema general del escenario de pruebas real. 
 
5.3 Pruebas realizadas 
 
Para validar el generador de procesos fft-fgn se han analizado los ficheros 
resultantes y se ha comprobado que el grado de autosimilitud corresponde con 
el fijado.  
 
Para comprobar el funcionamiento del generador de tráfico y para fijar los 
valores de los parámetros se han realizado pruebas enviando el tráfico a la 
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misma máquina a través de la interfaz de loopback. Los resultados han sido 
satisfactorios tanto por el grado de autosimilitud del tráfico generado como por 
la tasa resultante.  
 
Antes de realizar las pruebas con pérdidas se han realizado pruebas en las que 
los nodos estaban muy próximos y tenían línea de visión directa. De esta forma 
se comprueba el correcto funcionamiento del escenario y se validan los 
resultados. Los resultados muestran el grado de autosimilitud fijado en emisión. 
Como curiosidad destacar que con un grado de autosimilitud de 0,9 se pueden 
apreciar pérdidas considerables aunque los nodos estén muy próximos, efecto 
que no ocurre con grados de 0,5 y 0,7. Parece que el efecto de ráfagas está 
provocando estas pérdidas. La consecuencia de este efecto es un aumento de 
las escalas bajas y una disminución de las escalas altas en el diagrama 













Fig. 5.2 Diagramas LogScale emisión (izquierda) y recepción (derecha) para 
distancia entre nodos muy pequeña y grado autosimilitud 0,9. 
 
 
A partir de las conclusiones extraídas de estas pruebas sencillas se ha pasado 
a realizar las pruebas con pérdidas por el modelo de propagación. Debido a 
que la duración de las pruebas es considerable y en algunos casos únicamente 
disponemos del tiempo de consumo de la batería ha sido necesario reducir el 
número de pruebas a realizar. El grado de autosimilitud utilizado es siempre de 
0,7 y la tasa del 50% de la máxima teórica. El resto de parámetros se 
mantienen como vemos en la Tabla 5.1.  
 
 















Modelo de propagación 
Autosimilar 
0,5 CSMA/CA 1000 bytes 50%  
Shadowing (4 < β < 6) 
Interior EPSC 
Shadowing (β ~ 2,4 ) 
Paseo marítimo Castelldefels 
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En el interior de la EPSC se han realizado dos pruebas sin línea de visión 
directa, la primera distanciando los nodos unos 10 metros y la segunda 
distanciándolos aproximadamente 20 metros. La primera prueba se realiza en 
condiciones de poca movilidad de los objetos alrededor de los nodos mientras 
que la segunda se realiza con gran variabilidad del canal. 
 
En cuanto a la prueba realizada en el paseo marítimo los nodos se han 
distanciado 150 metros de forma que la potencia recibida fuera de -80 dBm en 
media. Destacar que en este caso existe gran variabilidad debido a que en 





Como primera conclusión destacar la gran variabilidad introducida por el canal 
en situaciones en las que existe movimiento alrededor de los nodos. Este 
efecto provoca una gran variabilidad en la traza resultante reflejada por ráfagas 
de paquetes y tiempos en los que se recibe poca información. Si comparamos 
las dos trazas resultantes en el interior de la EPSC con movimiento alrededor y 
sin movimiento podemos ver que la primera de ellas tiene más ráfagas (Fig. 
5.3). Este efecto produce que el diagrama LogScale tenga una pendiente 













Fig. 5.3 Comparación de la traza de tasa agregada para un entorno con 
movilidad (izquierda) y sin gran movilidad (derecha). 
 
 
En las pruebas del paseo marítimo la variabilidad es mayor de forma que en la 
traza final se pueden observar incluso desconexiones, debido a que en un 
intervalo de tiempo la potencia ha sido tan baja que no han llegado paquetes. 
 
Para analizar los datos de una forma más precisa analizaremos únicamente los 
intervalos en los que las ráfagas no están presentes. Ya que es esta la causa 
de que el diagrama LogScale estime un grado de autosimilitud tan elevado. 
Podemos encontrar estos intervalos para la prueba del interior de la EPSC sin 
movilidad y para la del paseo marítimo pero no para la del interior con 
movilidad como vemos en la Fig. 5.3. 
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Los resultados del análisis del grado de autosimilitud para estos intervalos 
reflejan el efecto encontrado para grado 0,9 con línea de visión y los mismos 
efectos encontrados en las simulaciones. El efecto que encontramos, como 
podemos ver en la Fig. 5.4, es un aumento de las escalas bajas y una 
disminución de las altas. Los grados de autosimilitud no se ven afectados en 






















Fig. 5.4 Diagramas LogScale para emisión de la traza total (izquierda) y para 
recepción del intervalo sin ráfagas (derecha). Arriba prueba en el interior de la 
EPSC a 10 metros y abajo prueba en el paseo marítimo a 150 metros. 
 
 
Tal y como vimos en las simulaciones el resultado de las pérdidas y de los 
retardos ocasionados se traducen en una mitigación de la autosimilitud del 
proceso y de una destrucción de la LRD. Por lo tanto validamos los resultados 
encontrados en las simulaciones en un entorno real. En estos casos 
comprobamos que el modelo de propagación provoca estos efectos pero a su 
vez podemos adelantar que las pérdidas que se producen por colisiones 
también producirán este efecto tal y como vimos en las simulaciones. Tanto las 
pérdidas por propagación como las debidas a colisiones se traducen en 
retardos y pérdidas efectivas por lo que parece que (por las evidencias 
descritas) es este el efecto que provoca la mitigación de la LRD. 
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CAPÍTULO 6. CONCLUSIONES 
 
6.1 Valoración de los objetivos 
 
El objetivo principal ha sido la evaluación de las características del tráfico 
recibido respecto al enviado en un entorno wireless, concretamente en su 
modalidad ad-hoc. Esta caracterización depende de diversos factores por lo 
que ha sido necesaria la realización de diversos escenarios y varias 
simulaciones para cada uno de ellos. 
 
Las simulaciones se han realizado utilizando el simulador ns-2 lo que ha 
supuesto, como ya comentamos anteriormente, una dificultad añadida. El uso 
de las herramientas wireless en este entorno es complejo y la documentación 
al respecto es escasa. 
 
El objetivo principal se ha alcanzado, de forma que se ha conseguido extraer 
las características del tráfico en cuatro escenarios diferenciados. Los 
resultados se dividen en tres grupos: inexistencia de pérdidas, pérdidas 
debidas al modelo de propagación y pérdidas debidas a las colisiones. Para 
cada grupo se pueden extraer diversas conclusiones.  
 
 
6.2 Conclusiones generales 
 
En los escenarios en los que no existen pérdidas no hay una diferencia 
pronunciada entre el tráfico de emisión y el de recepción. Podemos observar un 
ligero cambio en el histograma de tiempo entre llegadas debido al propio 
mecanismo DCF. Un resultado interesante es la disminución de las escalas 
bajas (frecuencias altas) con el aumento de la tasa.  
 
En cuanto a los escenarios con pérdidas debidas al modelo de propagación 
destacar como resultado interesante la variación de los resultados según si el 
modelo es de Shadowing o de Ricean. Recordemos que las pruebas se han 
realizado mediante ns-2 y  por lo tanto en este caso el modelo de Shadowing 
no tiene correlación en tiempo (memoria) mientras que el de Ricean si la tiene. 
Con ambos modelos las escalas bajas (frecuencias altas) de la señal se ven 
aumentadas, lo que indica que existe una variación importante en los tiempos 
entre llegadas debida a retrasos y a envíos consecutivos provocados por la 
ocupación de cola de emisión (ambos efectos son consecuencia de las 
pérdidas). Con el modelo de Shadowing, a diferencia de Ricean, las escalas 
altas disminuyen, probablemente debido a esta falta de correlación en tiempo 
del propio modelo. 
 
Los escenarios con pérdidas debidas a las colisiones muestran el mismo efecto 
que en los que existen pérdidas por el modelo de propagación. Los retrasos y 
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los envíos consecutivos provocan que las escalas bajas (frecuencias altas) 
aumenten. 
 
Ambos fenómenos repercuten en la autosimilitud del tráfico de forma que se ve 
mitigada, es decir, se destruye la memoria del proceso. 
 
En cuanto a las pruebas asimétricas destacar la propagación de fractalidad que 
se produce al combinar una fuente con grado de autosimilitud bajo y una con 
grado alto. La traza conjunta que se recibe tiene un grado de autosimilitud alto 
y el diagrama LogScale es idéntico al del nodo con grado mayor. Destacar 
también que en un escenario en el que se da el efecto de nodo oculto el nodo 
que sale perjudicado es el que tiene una tasa de generación menor según el 
mecanismo que utiliza ns-2 cuando existe una colisión. 
 
Destacar la equivalencia de las simulaciones con los resultados reales en 
cuanto a impacto en el fenómeno de escalado de los efectos producidos por las 
pérdidas de paquetes. 
 
6.3 Líneas futuras 
 
En primer lugar sería interesante repetir cada escenario simulado de forma real 
ya que en este proyecto ha sido imposible realizar todos los escenarios por 
falta de tiempo. Una prueba muy interesante es la simulación del nodo oculto, 
de forma que se pueda comprobar que realmente las pérdidas y retardos 
producidos por las colisiones se traducen en el impacto visto en los resultados 
de las simulaciones. 
 
Como ya comentamos al principio este es solo un estudio preliminar por lo que 
es necesario introducir movilidad en los escenarios para ver el comportamiento 
en casos más próximos a la realidad. Las simulaciones realizadas se han 
basado en un número de nodos reducido por lo que sería interesante analizar 
los resultados cuando el número de nodos aumenta o cuando existan 
interferencias por otras comunicaciones. 
 
El simulador utilizado tiene algunas limitaciones en cuanto a interferencias y 
modelos de propagación por lo que sería de gran interés validar los resultados 
en un simulador distinto o con un modulo de ns-2 más completo.  
 
OPNET [27] es un simulador que ofrece grandes posibilidades y existe 
bastante documentación al respecto, sin embargo no es de código abierto, se 
debe pagar la licencia para utilizarlo y otra para obtener documentación. 
Destacar, sin embargo, que es posible utilizarlo durante unos días 
gratuitamente y además se puede obtener una licencia gratis para desarrollo.  
 
En cuanto a módulos de 802.11 para ns-2 destacar TeNs (The Enhanced 
Network Simulator [28]). Este módulo es una extensión de ns-2 que mejora 
algunas de las deficiencias del MAC 802.11 de ns-2 ocasionadas por su 
simplicidad. Las extensiones de este modulo relacionadas con las simulaciones 
realizadas son varias. En primer lugar se añade soporte para interferencias de 
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canal y modelos de error ocasionados por las interferencias de canal, 
importante para simular varias comunicaciones a diferentes frecuencias. Este 
modulo además implementa la tasa adaptativa que se especifica en el estándar 
802.11b pero que ns-2 no implementa. La tasa adaptativa disminuye la tasa de 
emisión en función de la potencia de señal recibida. Por otro lado modela la 
potencia de la señal de una forma más próxima a la realidad utilizando 
variaciones aleatorias temporales. Esta última característica es interesante en 
el sentido de que se podría simular el modelo de Shadowing teniendo en 
cuenta la correlación temporal. Comentar que este modulo únicamente 
funciona para la versión de ns 2.1b9a, que es una versión bastante anterior a la 
actual y que puede ocasionar problemas como ya vimos con el modulo de 
Ricean. Sin embargo, las extensiones que aporta no son estrictamente 
necesarias en las simulaciones realizadas ya que no se han simulado 
interferencias entre canales o efecto de la tasa adaptativa, es por esta razón 
por la que no ha sido necesario utilizar este módulo. En el caso de Shadowing 
hubiera sido interesante pero se han podido realizar pruebas con un modelo de 
propagación con correlación en tiempo gracias al módulo de Ricean. 
  
Como se ha comentado el generador de tráfico autosimilar utilizado tiene 
algunos defectos por lo que sería interesante realizar pruebas con varias 
fuentes autosimilares para comparar los resultados con los obtenidos [29]. A 
parte de esto, se pueden utilizar diversas fuentes de tráfico relacionadas con 
protocolos específicos (como otras fuentes Web o Vídeo). 
 
Sería interesante, por otra parte, la repetición de los escenarios simulados 
utilizando como protocolo de transporte TCP. De esta forma se podría evaluar 
los resultados al verse afectados por retransmisiones a nivel de transporte 
superpuestas a las producidas por el nivel MAC. Este efecto podría ocasionar 
multifractalidad en el tráfico en emisión. 
 
 
6.4 Consideraciones éticas y medioambientales  
 
Las pruebas realizadas al tratarse de pruebas en un entorno simulado no 
tienen consideraciones éticas destacables. En el caso de realizar el estudio en 
un entorno real se debería tener en cuenta que en cierta manera se está 
invadiendo la privacidad de los usuarios al capturar el tráfico que generan. 
 
En cuanto a consideraciones medioambientales destacar que en las pruebas 
reales es necesario que las tarjetas wireless cumplan con la ley de máxima 
potencia transmitida. En cuanto a las simulaciones las consideraciones 
medioambientales no proceden. 
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ANEXO 1. ESCENARIO DE TRABAJO Y PROCESADO 
DE TRAZAS  
 
1.1 Escenario de trabajo 
Las simulaciones se han realizado en un pc con sistema operativo Fedora Core 
3 con el simulador ns-2.28 instalado. Los paquetes necesarios para la 
instalación de esta versión de ns en Fedora Core 3 son el XFree86-devel y el 
g++. 
Para la simulación usando una fuente de Poisson y el modelo de propagación 
de Ricean y Rayleigh es necesario un módulo externo como veremos más 
adelante. 
 
El tratamiento de datos se ha realizado en un pc con Windows XP Professional 
con Matlab 7.0.4 instalado. Para realizar los análisis se necesita el software 
para analizar trazas tanto de segundo orden como multifractal [1.6] y [1.8] 
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1.2 Procesado de las trazas  
 
Debido al gran tamaño de las trazas resultantes de una simulación de ns es 
necesario realizar un filtrado para poder importarlas a Matlab fácilmente. En 
nuestro caso de una sola simulación deseamos obtener en trazas 
independientes la información de paquetes enviados y recibidos para tratarlos 
de forma separada. De toda la información contenida en una traza de ns sólo 
nos es útil el tiempo de llegada de paquete y el tamaño de paquete, con estos 
datos realizaremos el estudio de los tiempos entre llegadas y la agregación 
necesaria para el estudio con LDestimate. La tasa agregada se calcula como el 
número de bytes que llegan en un slot temporal, el tamaño del slot se escoge 
como el mínimo que da un resultado en el que no existe un número elevado de 
ceros, es decir que en ese tiempo normalmente llega algún paquete. De la 
traza resultante realizamos los siguientes filtrados. 
 
• Con la herramienta grep filtramos los paquetes recibidos y enviados para 
cada traza, además filtramos también para que sólo nos muestre los que 
pertenecen a nivel de aplicación (AGT) y los que sean de la fuente 
utilizada (ya que también podemos encontrar paquetes de enrutado): 
grep “^r“ out.tr | grep “ AGT ” | grep “fuente (cbr, 
poisson o pareto)” > out_recibidos.tr 
o 
grep “^s“ out.tr | grep “ AGT ” | grep “fuente (cbr, 
poisson o pareto)” > out_enviados.tr 
o En el caso de tener varios nodos se ha de incluir el número de 
nodo deseado, por ejemplo: 
grep “^r“ out.tr | grep “_0_” | grep “ AGT ” | grep 
“fuente (cbr, poisson o pareto)” > 
out_recibidos_nodo0.tr 
o 
grep “^s“ out.tr | grep “_0_” | grep “ AGT ” | grep 
“fuente (cbr, poisson o pareto)” > 
out_enviados_nodo0.tr 
o NOTA: Es posible deshabilitar que ns guarde información del nivel 
de routing (en versiones recientes), por tanto se puede suprimir el 
filtrado de paquetes AGT. Para deshabilitarlo se ha de cambiar 
ON por OFF en –routerTrace dentro de la definición de cada 
nodo. De esta forma el tamaño de la traza resultante de ns se 
reduce a la mitad y el filtrado es más rápido. 
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• Con el script en Perl proporcionado por [31] nos quedamos únicamente 
con las columnas de tiempo entre llegada y tamaño de paquete 
cat out_recibidos.tr | column.pl 1 7 > traza.dat 
cat out_enviados.tr | column.pl 1 7 > traza.dat 
 
Una vez obtenida la traza con los tiempos entre llegadas en la columna 1 y el 
tamaño de paquete en la columna 2 podemos realizar la importación en Matlab 
y tratar los datos, para automatizar el proceso de tratamiento se ha realizado 
una macro en Matlab con las siguientes instrucciones: 
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Se han analizado los tipos de fuentes disponibles para ns-2. El objetivo ha sido 
analizar los resultados obtenidos por los distintos tipos de fuentes para 
comprobar el correcto funcionamiento y la elección así de un generador para 
cada tipo de fuente. 
 
Concretamente se han analizado las fuentes de tasa constante (CBR), 
Poissonianas y las autosimilares, además de la fuente de tráfico web que nos 
proporciona tráfico autosimilar de una forma más real. 
 
Para realizar un análisis para cada fuente se ha realizado un script simple de 
simulación en ns-2 compuesto por dos nodos en una red fija, uno de los cuales 




El simulador ns-2 dispone de un generador de tráfico de tasa constante. Se ha 
realizado una simulación y se han obtenido los siguientes resultados: 
 
Tiempo entre llegadas = 0,008 s 
Varianza tiempos entre llegadas = 2,2389e-034 s2 
Tasa esperada = 1 Mbps  
Tasa real = 1 Mbps  
 
La varianza de los tiempos entre llegadas es muy pequeña y la tasa coincide 
con la tasa esperada, por lo tanto podemos asegurar que el generador de CBR 




Para generar una fuente de tipo Poisson en ns-2 tenemos varias posibilidades: 
utilizando un generador exponencial o mediante un módulo desarrollado 
especificamente para generar tráfico de Poisson. 
 
• Tráfico de Poisson a partir de tráfico exponencial ON-OFF 
 
Según especifica el manual de ns-2 [32] se puede generar tráfico Poisson 
mediante el generador Exponencial ON-OFF que podemos encontrar por 
defecto en ns-2. Al generar tráfico exponencial con tasa muy elevada y burst 
time igual a 0 el tráfico resultante es poissoniano debido a que en el tiempo de 
burst almenos se enviará un paquete.  
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Despúes de depurar el fichero resultante se ha analizado con Matlab. Por el 
histograma del tiempo entre llegadas podemos afirmar que es una buena 
aproximación a una distribución exponencial sin embargo el problema en este 
caso es la tasa de transmisión. No se puede predecir cual será la tasa real ya 
que no sabemos la ideal debido a que la tasa indicada es de 500 Mbps pero el 
tiempo de burst es de 0, la tasa que indicamos es la tasa en el tiempo de burst, 
por lo tanto no podemos saber en principio la tasa real. 
 
• Tráfico de Poisson a partir de un módulo externo 
 
En [33] podemos encontrar el módulo utilizado para generar tráfico de Poisson. 
Para utilizar el generador de Poisson se debe instalar el módulo de la siguiente 
forma: 
 
o Copiar el fichero poisson.cc en tools/poisson.cc  
o Añadir poisson.o en el Makefile junto con los otros generadores 
(pareto...) 
o Añadir lo siguiente en el apartado de aplicaciones del tcl/lib/ns-
default.tcl 
 
Application/Traffic/Poisson set rate_ 64Kb 
Application/Traffic/Poisson set packetSize_ 210 
 
o Ejecutar configure  
o Ejecutar make 
 
Despúes de tratar el fichero se ha analizado con Matlab. En este caso también 
obtenemos una buena aproximación de una distribución exponencial. 
 
Por otra parte la tasa de recepción es bastante aproximada a la que se 
esperaba: 
 
Tasa esperada = 1 Mbps 
Tasa real = 999.680 bps 
 
Error relativo = 0,03% 
 
Por los buenos resultados que ha proporcionado este método tanto a tiempo 
entre llegadas como a la tasa esperada consideramos que es éste el método 




Para la generación de tráfico autosimilar nos hemos basado en la agregación 
de fuentes de Pareto. Se han utilizado 32 fuentes de Pareto, a una tasa en el 
tiempo de burst de 100 Kbps, con tiempos de idle y burst iguales a 500 ms. El 
valor del parámetro shape de Pareto determina el grado de autosimilitud 
resultante de la forma: 
 




H α−=                                                        (2.1) 
 
Donde α es la Pareto shape y H es el grado de autosimilitud. En este caso se 
han probado diversos valores para obtener grados de autosimilitud. 
 
Para comprobar el funcionamiento se han analizado los ficheros resultantes 
con Matlab previamente tratados. En los resultados observamos que el tráfico 
es autosimilar pero los valores obtenidos de H no se corresponden 
exactamente con el esperado. En concreto el parámetro α (LRD) (no confundir 
con la shape de Pareto) se corresponde a lo que debería ser la H. 
 
La tasa de transmisión es correcta, el error es muy bajo en todos los casos.  
 
Tasa esperada = 100 kbps/fuente en el idle time -> 50 kbps/fuente en total ya 
que idle time = burst time (50 %) 
 
o H = 0,5 
 
Tasa real total = 199.899 bytes/seg -> 1.599.192 bps 
Tasa real por fuente = 1.599.192 bps/32 fuentes = 49,975 kbps 
Error relativo = 0,002 % 
 
o H = 0,7 
 
Tasa real total = 201.000 bytes/seg -> 1.608.800 bps 
Tasa real por fuente = 1.608.800 bps/32 fuentes = 50,275 kbps 
Error relativo = 0,55 % 
 
o H = 0,8 
 
Tasa real total = 202.080 bytes/seg -> 1.616.640 bps 
Tasa real por fuente = 1.616.640 bps/32 fuentes = 50,520 kbps 
Error relativo = 1,03 % 
 
o H = 0,9 
 
Tasa real total = 206.680 bytes/seg -> 1.653.440 bps 
Tasa real por fuente = 1.653.440 bps/32 fuentes = 51,670 kbps 
Error relativo = 3,23 % 
 
En conclusión, el método utilizado tiene un buen comportamiento en cuanto a 
tasa de transmisión sin embargo el grado de autosimilitud no se corresponde 
realmente con lo indicado de forma teórica. Para que los resultados posteriores 
sean coherentes se le dará el valor que sea necesario a la shape de Pareto 
para que el parámetro de Hurst sea el deseado. 
 
 




Para generar tráfico Web validamos el generador por defecto de ns 
(PagePool/WebTraff). Este modelo de fuente se basa en un modelo de web 
caché, la implementación no simula el establecimiento y terminación de 
conexión ni cabeceras HTTP. Modela el establecimiento de sesiones y la 
descarga de páginas Web con un determinado tamaño. El número de páginas 
por sesión y el número de sesiones se pueden determinar por el usuario. La 
agregación de sesiones produce tráfico autosimilar con un grado de 
autosimilitud alto.  
 
Para el posterior uso en el escenario wireless pasamos a comprobar los 
resultados que se obtienen en un escenario fijo con dos nodos. 
 
Se han usado los mismos valores de número de sesiones (100, 300 y 400) y 
páginas por sesión (300) que se usan en el artículo de referencia (consultar 
[34]). Los valores de número de sesiones nos permitirán variar el tanto por 
ciento de tasa con respecto a la teórica. 
 
En los resultados observamos que el tráfico generado es autosimilar con un 
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ANEXO 3. RESUMEN PRUEBAS ESCENARIO 1  
 
3.1 Introducción  
 
El escenario 1 consta de dos nodos móviles separados 50 metros. Uno de ellos 
inicia una comunicación UDP hacia el otro según los parámetros fijados a 
continuación y los parámetros variables de cada prueba. 
 
Parámetros comunes a todas las pruebas: 
 
Número de paquetes en cola -> 50 
Protocolo de enrutamiento -> AODV 
Modelo de propagación -> TwoRayGround 
Número de paquetes de la simulación -> 1.000.000 
Slot Time -> 20 us 
SIFS -> 10 us 
Cwmin y Cwmax -> 31 y 1023 
Preambulo largo 
 
Parámetros de la targeta: 
#Lucent WaveLAN DSSS radio interface 914MHz  
Phy/WirelessPhy set CPThresh_ 10.0 
Phy/WirelessPhy set CSThresh_ 1.559e-11 
Phy/WirelessPhy set RXThresh_ 3.652e-10 
Phy/WirelessPhy set Pt_ 0.28183815 
Phy/WirelessPhy set freq_ 914e+6 
Phy/WirelessPhy set L_ 1.0   
Phy/WirelessPhy set debug_ false 
 
Para cada tipo de fuente se realizarán pruebas variando el tipo de acceso, el 
tamaño de paquete y la tasa de transmisión. La tasa de transmisión se fijará al 
10%, 50% y 90% de la tasa teórica. A continuación calculamos estos valores 








= × = ×
+ +
                     (3.1) 
  
• Tamaño de paquete 400 bytes  
 
 
68 400( ) 10 2.708.105
0.72727 400 890.73
TMT x bps⋅= × =
⋅ +
             (3.2) 
 
• 10% --> 270.811 bps Tiempo simulación --> 11.816 s 
• 50% --> 1.354.052 bps Tiempo simulación --> 2.363 s 
• 90% --> 2.437.294 bps Tiempo simulación --> 1.313 s 
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• Tamaño de paquete 1000 bytes 
 
68 1000( ) 10 4.994.375
0.72727 1000 890.73
TMT x bps⋅= × =
⋅ +
            (3.3) 
 
• 10% --> 499.438 bps Tiempo simulación --> 16.018 s 
• 50% --> 2.497.187 bps Tiempo simulación --> 3.203 s 








= × = ×
+ +
                 (3.4) 
 
• Tamaño de paquete 400 bytes  
 
68 400( ) 10 1.722.617
0.72727 400 1.566,73
TMT x bps⋅= × =
⋅ +
          (3.5) 
 
• 10% --> 172.261 bps Tiempo simulación --> 18.577 s 
• 50% --> 861.309 bps Tiempo simulación --> 3.716 s 
• 90% --> 1.550.355 bps Tiempo simulación --> 2.065 s 
 
• Tamaño de paquete 1000 bytes 
 
 
68 1000( ) 10 3.487.358
0.72727 1000 1.566,73
TMT x bps⋅= × =
⋅ +
          (3.6) 
 
• 10% --> 348.736 bps Tiempo simulación --> 22.940 s 
• 50% --> 1.743.679 bps Tiempo simulación --> 4.588 s 
• 90% --> 3.138.622 bps Tiempo simulación --> 2.549 s 
 
El tiempo de simulación es el requerido para obtener trazas de 1.000.000 de 
paquetes. 
 
Las pruebasTwoRayGround son las que no tienen pérdidas relacionadas con el 
modelo de propagación. 
 
3.2 Fuente CBR TwoRayGround 
 
A continuación se muestra un resumen de las pruebas realizadas para el 
escenario 1 con una fuente de tráfico CBR.  Los parámetros que se variarán 
serán: 
 
• El mecanismo de acceso al medio MAC (CSMA/CA o RTS/CTS) 
• El tamaño de paquete (400 o 1000 bytes) 
• La tasa de transmisión 
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• 10% de la teórica 
• 50% de la teórica 
• 90% de la teórica 
 
El script utilizado es el siguiente pero realizando los cambios oportunos de 
cada parámetro mencionado. 
 
# Define options 
set val(chan)           Channel/WirelessChannel    ;# channel type 
set val(prop)           Propagation/TwoRayGround   ;# radio-propagation model 
set val(netif)          Phy/WirelessPhy            ;# network interface type 
set val(mac)            Mac/802_11                 ;# MAC type 
set val(ifq)            Queue/DropTail/PriQueue    ;# interface queue type 
set val(ll)             LL                         ;# link layer type 
set val(ant)            Antenna/OmniAntenna        ;# antenna model 
set val(ifqlen)         50                         ;# max packet in ifq 
set val(nn)             2                          ;# number of mobilenodes 
set val(rp)             AODV                       ;# routing protocol 
set val(x)              200              ;# X dimension of topography 
set val(y)              200              ;# Y dimension of topography   
set val(stop)        time                 ;# time of simulation end 
 
set ns         [new Simulator] 
set tracefd       [open file.tr w] 
set namtrace      [open escenario1.nam w]     
 
$ns trace-all $tracefd 
$ns namtrace-all-wireless $namtrace $val(x) $val(y) 
 
# set up topography object 
set topo       [new Topography] 
 




#Set rate at 11Mbps 
$val(mac) set dataRate_ 11Mb 
 
#Disable the RTS/CTS mechanism 
#$val(mac) set RTSThreshold_ 3000 
 
# 
#  Create nn mobilenodes [$val(nn)] and attach them to the channel.  
# 
 
# configure the nodes 
        $ns node-config -adhocRouting $val(rp) \ 
    -llType $val(ll) \ 
    -macType $val(mac) \ 
    -ifqType $val(ifq) \ 
    -ifqLen $val(ifqlen) \ 
    -antType $val(ant) \ 
    -propType $val(prop) \ 
    -phyType $val(netif) \ 
    -channelType $val(chan) \ 
    -topoInstance $topo \ 
    -agentTrace ON \ 
    -routerTrace ON \ 
    -macTrace OFF \ 
    -movementTrace ON 
     
 for {set i 0} {$i < $val(nn) } { incr i } { 
  set node_($i) [$ns node]  
 } 
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# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 100.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
#Setup a UDP connection 
set udp [new Agent/UDP] 
$ns attach-agent $node_(0) $udp 
set null [new Agent/Null] 
$ns attach-agent $node_(1) $null 
$ns connect $udp $null 
$udp set fid_ 1 
 
#Setup a CBR over UDP connection 
set cbr [new Application/Traffic/CBR] 
$cbr attach-agent $udp 
$cbr set type_ CBR 
$cbr set packet_size_ packetsize 
$cbr set rate_ ratebps 
$cbr set random_ false 
 
$ns at 0.0 "$cbr start" 
 
# ending nam and the simulation  
$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 
$ns at $val(stop) "stop" 
$ns at time.01 "puts \"End simulation\" ; $ns halt" 
proc stop {} { 
    global ns tracefd namtrace 
    $ns flush-trace 
    close $tracefd 





Se muestran los resultados obtenidos para método de acceso CSMA, tamaño 
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3.2.1 Fuente CBR  CSMA/CA  1000 bytes  Tasa 10% 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas 0,0160 s  1,8067e-019 s2 
Tasa agregada a 0,1 s 6.243 bytes 1,8394e5 bytes2 
 
          




RECEPCIÓN Media Varianza  
Tiempo entre llegadas 0,0160 s 6,3864e-008 s2 
Tasa agregada a 0,1 s 
 6.367,8 bytes 1,9137e5 bytes2 
 
            










Emisión 499.438 499.438 0 
Recepción 499.438 499.438 0 
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3.2.2 Fuente CBR  CSMA/CA  1000 bytes  Tasa 50% 
 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas 0,0032 s  2,1160e-019 s2 
Tasa agregada a 0,1 s 31.215 bytes  1,6870e5 bytes2 
 
          




RECEPCIÓN Media Varianza  
Tiempo entre llegadas 0,0032 s 6,3853e-008 s2 
Tasa agregada a 0,1 s 
 31.839 bytes 1,7550e5 bytes2 
 
            










Emisión 2.497.187 2.497.188,89 7,5e-5 
Recepción 2.497.187 2.497.186,39 2,44e-5 
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3.2.3 Fuente CBR  CSMA/CA  1000 bytes  Tasa 90% 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas 0,0018 s  1,7619e-019 s2 
Tasa agregada a 0,1 s 56.187 bytes 1,5188e5  bytes2 
 
                         




RECEPCIÓN Media Varianza  
Tiempo entre llegadas 0,0018 s 4,8639e-008 s2 
Tasa agregada a 0,1 s 57.310 bytes 1,7201e5 bytes2 
 
            










Emisión 4.494.937 4.494.939,33 5,18e-5 
Recepción 4.494.937 4.494.934 6,67e-5 
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3.3 Fuente Poisson TwoRayGround 
 
 A continuación se muestran las pruebas realizadas para el escenario 1 con 
una fuente de Poisson.  Los parámetros que se variarán serán: 
 
• El mecanismo de acceso al medio MAC (CSMA/CA o RTS/CTS) 
• El tamaño de paquete (400 o 1000 bytes) 
• La tasa de transmisión 
• 10% de la teórica 
• 50% de la teórica 
• 90% de la teórica 
 
El script utilizado es el siguiente pero realizando los cambios oportunos de 
cada parámetro mencionado. 
 
# Define options 
set val(chan)           Channel/WirelessChannel    ;# channel type 
set val(prop)           Propagation/TwoRayGround   ;# radio-propagation model 
set val(netif)          Phy/WirelessPhy            ;# network interface type 
set val(mac)            Mac/802_11                 ;# MAC type 
set val(ifq)            Queue/DropTail/PriQueue    ;# interface queue type 
set val(ll)             LL                         ;# link layer type 
set val(ant)            Antenna/OmniAntenna        ;# antenna model 
set val(ifqlen)         50                         ;# max packet in ifq 
set val(nn)             2                          ;# number of mobilenodes 
set val(rp)             AODV                       ;# routing protocol 
set val(x)              200              ;# X dimension of topography 
set val(y)              200              ;# Y dimension of topography   
set val(stop)           time           ;# time of simulation end 
 
set ns        [new Simulator] 
set tracefd       [open file.tr w] 
set namtrace      [open escenario1.nam w]     
 
$ns trace-all $tracefd 
$ns namtrace-all-wireless $namtrace $val(x) $val(y) 
 
# set up topography object 
set topo       [new Topography] 
 




#Set rate at 11Mbps 
$val(mac) set dataRate_ 11Mb 
 
#Disable the RTS/CTS mechanism 
#$val(mac) set RTSThreshold_ 3000 
 
# 
#  Create nn mobilenodes [$val(nn)] and attach them to the channel.  
# 
 
# configure the nodes 
        $ns node-config -adhocRouting $val(rp) \ 
    -llType $val(ll) \ 
    -macType $val(mac) \ 
    -ifqType $val(ifq) \ 
    -ifqLen $val(ifqlen) \ 
    -antType $val(ant) \ 
    -propType $val(prop) \ 
    -phyType $val(netif) \ 
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    -channelType $val(chan) \ 
    -topoInstance $topo \ 
    -agentTrace ON \ 
    -routerTrace ON \ 
    -macTrace OFF \ 
    -movementTrace ON 
     
 for {set i 0} {$i < $val(nn) } { incr i } { 
  set node_($i) [$ns node]  
 } 
 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 100.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
#Setup a UDP connection 
set udp [new Agent/UDP] 
$ns attach-agent $node_(0) $udp 
set null [new Agent/Null] 
$ns attach-agent $node_(1) $null 
$ns connect $udp $null 
$udp set fid_ 1 
 
#Setup an Exponential distribution over UDP connection 
set poisson [new Application/Traffic/Poisson] 
$poisson attach-agent $udp 
$poisson set packet_size_ packet_size 
$poisson set rate_ ratebps 
 
$ns at 0.0 "$poisson start" 
 
# ending nam and the simulation  
$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 
$ns at $val(stop) "stop" 
$ns at time.01 "puts \"End simulation\" ; $ns halt" 
proc stop {} { 
    global ns tracefd namtrace 
    $ns flush-trace 
    close $tracefd 





Se muestran los resultados obtenidos para método de acceso CSMA, tamaño 
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3.3.1 Fuente Poisson  CSMA/CA  1000 bytes  Tasa 10% 
 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas 0,0160 2,5663e-4 
Tasa agregada a 0,1 s 6.239,6 6,2266e6 
 
          




RECEPCIÓN Media Varianza  
Tiempo entre llegadas 0,0160 2,5413e-4 
Tasa agregada a 0,1 s 6.364,4 6,4654e6 
 
            











Emisión 499.438 499.168,58 0,054 
Recepción 499.438 499.168,58 0,054 
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3.3.2 Fuente Poisson  CSMA/CA  1000 bytes  Tasa 50% 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas 0,0032 1,0265e-5 
Tasa agregada a 0,1 s 31.199 3,1186e7 
 
          
Fig. 3.9 Histograma Tiempo entre llegadas y Tasa agregada a 0,1 s para 
emisión 
 
RECEPCIÓN Media Varianza  
Tiempo entre llegadas 0,0032 7,7169e-6 
Tasa agregada a 0,1 s 31.823 3,1637e7 
 
 
            










Emisión 2.497.186 2.495.907,58 0,051 
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3.3.3 Fuente Poisson  CSMA/CA  1000 bytes  Tasa 90% 
 
EMISIÓN Media Varianza 
Tiempo entre llegadas 0,0018 3,1683e-6 
Tasa agregada a 0,1 s 56.156 5,5938e7 
 
          
Fig. 3.11 Histograma Tiempo entre llegadas y Tasa agregada a 0,1 s para 
emisión 
 
RECEPCIÓN Media Varianza  
Tiempo entre llegadas 0,0018 5,9128e-7 
Tasa agregada a 0,1 s 57.278 3,1778e7 
 
 
            










Emisión 4.494.937 4.492.516,85 0,054 
Recepción 4.494.937 4.492.359,55 0,057 
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3.4 Fuente Autosimilar TwoRayGround 
 
A continuación se muestran las pruebas realizadas para el escenario 1 con una 
fuente de tráfico autosimilar.  Los parámetros que se variarán serán: 
 
• El grado de autosimilitud H (0,5, 0,7 y 0,9) 
• El mecanismo de acceso al medio MAC (CSMA/CA o RTS/CTS) 
• El tamaño de paquete (400 o 1000 bytes) 
• La tasa de transmisión 
• 10% de la teórica 
• 50% de la teórica 
• 90% de la teórica 
 
El script utilizado es el siguiente: 
 
# Define options 
set val(chan)           Channel/WirelessChannel    ;# channel type 
set val(prop)           Propagation/TwoRayGround   ;# radio-propagation model 
set val(netif)          Phy/WirelessPhy            ;# network interface type 
set val(mac)            Mac/802_11                 ;# MAC type 
set val(ifq)            Queue/DropTail/PriQueue    ;# interface queue type 
set val(ll)             LL                         ;# link layer type 
set val(ant)            Antenna/OmniAntenna        ;# antenna model 
set val(ifqlen)         50                         ;# max packet in ifq 
set val(nn)             2                          ;# number of mobilenodes 
set val(rp)             AODV                       ;# routing protocol 
set val(x)              200              ;# X dimension of topography 
set val(y)              200              ;# Y dimension of topography   
set val(stop)           time                       ;# time of simulation end 
 
set ns         [new Simulator] 
set tracefd       [open file.tr w] 
set namtrace      [open escenario1.nam w]     
 
set numP 32 
$ns trace-all $tracefd 
$ns namtrace-all-wireless $namtrace $val(x) $val(y) 
 
# set up topography object 
set topo       [new Topography] 
 




#Set rate at 11Mbps 
$val(mac) set dataRate_ 11Mb 
 
#Disable the RTS/CTS mechanism 
#$val(mac) set RTSThreshold_ 3000 
 
# 
#  Create nn mobilenodes [$val(nn)] and attach them to the channel.  
# 
 
# configure the nodes 
        $ns node-config -adhocRouting $val(rp) \ 
    -llType $val(ll) \ 
    -macType $val(mac) \ 
    -ifqType $val(ifq) \ 
    -ifqLen $val(ifqlen) \ 
    -antType $val(ant) \ 
    -propType $val(prop) \ 
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    -phyType $val(netif) \ 
    -channelType $val(chan) \ 
    -topoInstance $topo \ 
    -agentTrace ON \ 
    -routerTrace ON \ 
    -macTrace OFF \ 
    -movementTrace ON 
     
 for {set i 0} {$i < $val(nn) } { incr i } { 
  set node_($i) [$ns node]  
 } 
 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 100.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
set null [new Agent/Null] 
$ns attach-agent $node_(1) $null 
 
for {set i 0} {$i < $numP} {incr i} { 
set udp($i) [new Agent/UDP] 
$ns attach-agent $node_(0) $udp($i) 
 
set pareto($i) [new Application/Traffic/Pareto] 
$pareto($i) set packetSize_ packet_size 
$pareto($i) set burst_time_ 500ms 
$pareto($i) set idle_time_ 500ms 
$pareto($i) set rate_ ratebps  
#Tasa por fuente pareto Total=(tasa*32)/2 
$pareto($i) set shape_ shape 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto($i) attach-agent $udp($i) 
 
$ns connect $udp($i) $null 
 
$ns at 0.0 "$pareto($i) start" 
$ns at $val(stop) "$pareto($i) stop" 
} 
 
# ending nam and the simulation  
$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 
$ns at $val(stop) "stop" 
$ns at time.01 "puts \"End simulation\" ; $ns halt" 
proc stop {} { 
    global ns tracefd namtrace 
    $ns flush-trace 
    close $tracefd 




Se muestran los resultados obtenidos para método de acceso CSMA, tamaño 
de paquete 1000 bytes y tasas 10%, 50% y 90% ya que las otras pruebas son 
muy similares. En este caso se muestran únicamente los resultados para H 0,7. 
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3.4.1 Fuente Autosim07  CSMA/CA  1000 bytes  Tasa 10% 
 
Tiempo entre llegadas Media Varianza 
Emisión 0,0163 2,5161e-4 
Recepción 0,0163 2,4909e-4 
 
          
Fig. 3.13 Histograma Tiempo entre llegadas emisión y recepción 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 6.117,5 4,9845e6 
Recepción 6.239,9 5,1755e6 
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Estudio autosimilitud emisión: 
 
 




                           










Emisión 499.438 489.401 2,00 
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3.4.2 Fuente Autosim07  CSMA/CA  1000 bytes  Tasa 50% 
 
Tiempo entre llegadas Media Varianza 
Emisión 0,0032 9,6185e-6 
Recepción 0,0032 7,0877e-6 
 
          
Fig. 3.16 Histograma Tiempo entre llegadas emisión y recepción 
 
        
Tasa agregada a 0,1 s Media Varianza 
Emisión 31.215 2,7755e7 
Recepción 31.840 2,8477e7 
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Estudio autosimilitud emisión: 
 
 




            










Emisión 2.497.187 2.497.238 0,02 
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3.4.3 Fuente Autosim07  CSMA/CA  1000 bytes  Tasa 90% 
 
Tiempo entre llegadas Media Varianza 
Emisión 0,0018 2,9627e-6 
Recepción 0,0018 5,1584e-7 
 
          
Fig. 3.19 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 56.332 9,2141e7 
Recepción 57.314 5,2743e7 
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Estudio autosimilitud emisión: 
 
 




            









Emisión 4.494.937 4.506.534 0,258 
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3.5 Fuente WEB TwoRayGround 
 
Para generar tráfico Web validamos el generador por defecto de ns 
(PagePool/WebTraff). En este caso se variará el tipo de acceso CSMA o 
RTS/CTS. La tasa vendrá especificada por el máximo que se puede generar 
sin pérdidas (30 sesiones con 300 pag./sesión) y el tamaño de paquete será 
por defecto 1000 bytes, aunque en la simulación nos podemos encontrar con 
tamaños de 1060 y 60, donde 60 bytes es la longitud de las cabeceras IP y 
TCP. En este caso el número de paquetes será el máximo que se pueda 
obtener, en estos casos es del orden de 120.000. 
Para generar este tipo de tráfico en un entorno Wireless utilizamos el siguiente 
script: 
 
# Define options 
set val(chan)           Channel/WirelessChannel    ;# channel type 
set val(prop)           Propagation/TwoRayGround   ;# radio-propagation model 
set val(netif)          Phy/WirelessPhy            ;# network interface type 
set val(mac)            Mac/802_11                 ;# MAC type 
set val(ifq)            Queue/DropTail/PriQueue    ;# interface queue type 
set val(ll)             LL                         ;# link layer type 
set val(ant)            Antenna/OmniAntenna        ;# antenna model 
set val(ifqlen)         50                         ;# max packet in ifq 
set val(nn)             2                          ;# number of mobilenodes 
set val(rp)             AODV                       ;# routing protocol 
set val(x)              200               ;# X dimension of topography 
set val(y)              200               ;# Y dimension of topography   
set val(stop)           time                 ;# time of simulation end 
 
set ns         [new Simulator] 
set tracefd       [open file.tr w] 
set namtrace      [open escenario1.nam w]     
 
$ns trace-all $tracefd 
$ns namtrace-all-wireless $namtrace $val(x) $val(y) 
 
# set up topography object 
set topo       [new Topography] 
 




#Set rate at 11Mbps 
$val(mac) set dataRate_ 11Mb 
 
#Disable the RTS/CTS mechanism 
#$val(mac) set RTSThreshold_ 3000 
 
# 
#  Create nn mobilenodes [$val(nn)] and attach them to the channel.  
# 
 
# configure the nodes 
        $ns node-config -adhocRouting $val(rp) \ 
    -llType $val(ll) \ 
    -macType $val(mac) \ 
    -ifqType $val(ifq) \ 
    -ifqLen $val(ifqlen) \ 
    -antType $val(ant) \ 
    -propType $val(prop) \ 
    -phyType $val(netif) \ 
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    -channelType $val(chan) \ 
    -topoInstance $topo \ 
    -agentTrace ON \ 
    -routerTrace ON \ 
    -macTrace OFF \ 
    -movementTrace ON 
     
 for {set i 0} {$i < $val(nn) } { incr i } { 
  set node_($i) [$ns node]  
 } 
 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 100.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
$ns set src_ [list 0] 
$ns set dst_ [list 1] 
 
set pool [new PagePool/WebTraf] 
 
# Set up server and client nodes 
$pool set-num-client [llength [$ns set src_]] 
$pool set-num-server [llength [$ns set dst_]] 
global n 
set i 0 
foreach s [$ns set src_] { 
 $pool set-client $i $node_($s) 
 incr i 
} 
set i 0 
foreach s [$ns set dst_] { 
 $pool set-server $i $node_($s) 
 incr i 
} 
 
# Number of Sessions 
set numSession 30 
 
# Inter-session Interval 
set interSession [new RandomVariable/Exponential] 
$interSession set avg_ 1 
 
## Number of Pages per Session 
set sessionSize [new RandomVariable/Constant] 
$sessionSize set val_ 300 
 
# Random seed at every run 
global defaultRNG 
$defaultRNG seed 0 
 
# Create sessions 
$pool set-num-session $numSession 
set launchTime 0 
for {set i 0} {$i < $numSession} {incr i} { 
 set numPage [$sessionSize value] 
 puts "Session $i has $numPage pages" 
 set interPage [new RandomVariable/Exponential] 
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 $interPage set avg_ 15 
 set pageSize [new RandomVariable/Constant] 
 $pageSize set val_ 1 
 set interObj [new RandomVariable/Exponential] 
 $interObj set avg_ 0.01 
 set objSize [new RandomVariable/ParetoII] 
 $objSize set avg_ 12 
 $objSize set shape_ 1.2 
 $pool create-session $i $numPage [expr $launchTime + 0.1] \ 
   $interPage $pageSize $interObj $objSize 
 set launchTime [expr $launchTime + [$interSession value]] 
} 
 
# $pool set-interPageOption 0; # 0 for time between the start of 2 pages 
                               # 1 for time between the end of a page and  
                               #   the start of the next 
                               # default: 1 
 
$ns at $val(stop) "finish" 
$ns at time.01 "puts \"End simulation\" ; $ns halt" 
 
proc finish {} { 
 global ns 
 $ns flush-trace 
 #exit 0 
} 
# Start the simulation 
$ns run 
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3.5.1 Fuente WEB  CSMA/CA  1000 bytes  
 
Tiempo entre llegadas Media Varianza 
Emisión 0,0325 0,0296 
Recepción 0,0325 0,0293 
 
          
Fig. 3.22 Histograma Tiempo entre llegadas emisión y recepción 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 28.565 7,9913e7 
Recepción 29.193 7,9631e7 
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Estudio autosimilitud emisión: 
 
 




            
Fig. 3.24 LDestimate emisión y recepción 
 
                             
Fig. 3.25 Serie tasa agregada emisión y recepción 
 





















Fig. 3.26 Mdestimate emisión  
 





















Fig. 3.27 Mdestimate recepción  
 
 
Variación hq= 0,0215 – (-0,0465) = 0,068 
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3.6  Fuente Poisson Shadowing  
 
Para realizar esta simulación se ha usado la fuente de Poisson utilizada en los 
anteriores escenarios y el modelo de propagación de Shadowing de ns-2 con 
los parámetros de path loss exponent igual a 2 y la desviación (shadowing 
deviation) igual a 4. El script utilizado es el siguiente: 
 
# Define options 
set val(chan)           Channel/WirelessChannel     ;# channel type 
set val(prop)           Propagation/Shadowing   ;# radio-propagation  
set val(netif)          Phy/WirelessPhy         ;# network interface type 
set val(mac)            Mac/802_11              ;# MAC type 
set val(ifq)            Queue/DropTail/PriQueue; # interface queue type 
set val(ll)             LL                          ;# link layer type 
set val(ant)            Antenna/OmniAntenna         ;# antenna model 
set val(ifqlen)         50                     ;# max packet in ifq 
set val(nn)             2                      ;# number of mobilenodes 
set val(rp)             AODV                   ;# routing protocol 
set val(x)              200           ;# X dimension of topography 
set val(y)              200      ;# Y dimension of topography   
set val(stop)     time   ;# time of simulation end 
 
set ns  [new Simulator] 
set tracefd       [open file.tr w] 
set namtrace      [open escenario.nam w]     
 
$ns trace-all $tracefd 
$ns namtrace-all-wireless $namtrace $val(x) $val(y) 
 
# set up topography object 
set topo       [new Topography] 
 




#Set rate at 11Mbps 
$val(mac) set dataRate_ 11Mb 
 
#Disable the RTS/CTS mechanism 
#$val(mac) set RTSThreshold_ 3000 
 
#Set values of shadowing model 
$val(prop) set pathlossExp_ 2.0 ;# Path loss exponent  
$val(prop) set std_db 4.0  ;# Shadowing Deviation (db) 
$val(prop) set dist0_ 1.0  ;# Reference distance (m) 
$val(prop) set seed_ 0   ;# Seed for RNG 
 
#Set threshold --> threshold -m Shadowing -pl 2 -std 4 -r 0.75 50 
$val(netif) set RXThresh_ 4.13232e-08 
 
# 
#  Create nn mobilenodes [$val(nn)] and attach them to the channel.  
# 
 
# configure the nodes 
        $ns node-config -adhocRouting $val(rp) \ 
    -llType $val(ll) \ 
    -macType $val(mac) \ 
    -ifqType $val(ifq) \ 
    -ifqLen $val(ifqlen) \ 
    -antType $val(ant) \ 
    -propType $val(prop) \ 
    -phyType $val(netif) \ 
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    -channelType $val(chan) \ 
    -topoInstance $topo \ 
    -agentTrace ON \ 
    -routerTrace ON \ 
    -macTrace OFF \ 
    -movementTrace ON 
     
 for {set i 0} {$i < $val(nn) } { incr i } { 
  set node_($i) [$ns node]  
 } 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 100.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 10 
$ns initial_node_pos $node_(1) 10 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
#Setup a UDP connection 
set udp [new Agent/UDP] 
$ns attach-agent $node_(0) $udp 
set null [new Agent/Null] 
$ns attach-agent $node_(1) $null 
$ns connect $udp $null 
 
#Setup an Exponential distribution over UDP connection 
set poisson [new Application/Traffic/Poisson] 
$poisson attach-agent $udp 
$poisson set packet_size_ 1000 
$poisson set rate_ ratebps 
 
$ns at 0.0 "$poisson start" 
 
# ending nam and the simulation  
$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 
$ns at $val(stop) "stop" 
$ns at time.01 "puts \"End simulation\" ; $ns halt" 
proc stop {} { 
    global ns tracefd namtrace 
    $ns flush-trace 
    close $tracefd 
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3.6.1 Fuente Poisson  CSMA/CA  1000 bytes  Tasa 50%  
 
Tiempo entre llegadas Media Varianza 
Emisión 0,0032 1,0265e-5 
Recepción 0,0039 2,4437e-5 
 
          
Fig. 3.28 Histograma Tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 31.199 3,1186e7 
Recepción 26.124 4,2902e7 
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Estudio autosimilitud recepción: 
 
      
 
Fig. 3.30 LDestimate emisión y recepción 
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3.7 Fuente Autosimilar Shadowing  
 
Para realizar esta simulación se ha usado la agregación de fuentes de pareto 
utilizada en los anteriores escenarios y el modelo de propagación de 
Shadowing de ns-2 con los parámetros de path loss exponent igual a 2 y la 
desviación (shadowing deviation) igual a 4. El grado de autosimilitud usado es 
de 0,7. El script utilizado es el siguiente: 
 
# Define options 
set val(chan)           Channel/WirelessChannel    ;# channel type 
set val(prop)           Propagation/Shadowing      ;# propagation model 
set val(netif)          Phy/WirelessPhy        ;# network interface type 
set val(mac)            Mac/802_11                  ;# MAC type 
set val(ifq)            Queue/DropTail/PriQueue; # interface queue type 
set val(ll)             LL                          ;# link layer type 
set val(ant)            Antenna/OmniAntenna         ;# antenna model 
set val(ifqlen)         50                         ;# max packet in ifq 
set val(nn)             2                      ;# number of mobilenodes 
set val(rp)             AODV               ;# routing protocol 
set val(x)              200         ;# X dimension of topography 
set val(y)              200      ;# Y dimension of topography   
set val(stop) time             ;# time of simulation end 
 
set ns  [new Simulator] 
set tracefd       [open file.tr w] 
set namtrace      [open escenario_self.nam w]     
 
set numP 32 
$ns trace-all $tracefd 
$ns namtrace-all-wireless $namtrace $val(x) $val(y) 
 
# set up topography object 
set topo       [new Topography] 
 




#Set rate at 11Mbps 
$val(mac) set dataRate_ 11Mb 
 
#Disable the RTS/CTS mechanism 
#$val(mac) set RTSThreshold_ 3000 
 
#Set values of shadowing model 
$val(prop) set pathlossExp_ 2.0 ;# Path loss exponent  
$val(prop) set std_db 4.0  ;# Shadowing Deviation (db) 
$val(prop) set dist0_ 1.0  ;# Reference distance (m) 
$val(prop) set seed_ 0   ;# Seed for RNG 
 
#Set threshold --> threshold -m Shadowing -pl 2 -std 4 -r 0.75 50 
$val(netif) set RXThresh_ 4.13232e-08 
# 
#  Create nn mobilenodes [$val(nn)] and attach them to the channel.  
# 
 
# configure the nodes 
        $ns node-config -adhocRouting $val(rp) \ 
    -llType $val(ll) \ 
    -macType $val(mac) \ 
    -ifqType $val(ifq) \ 
    -ifqLen $val(ifqlen) \ 
    -antType $val(ant) \ 
    -propType $val(prop) \ 
    -phyType $val(netif) \ 
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    -channelType $val(chan) \ 
    -topoInstance $topo \ 
    -agentTrace ON \ 
    -routerTrace ON \ 
    -macTrace OFF \ 
    -movementTrace ON 
     
 for {set i 0} {$i < $val(nn) } { incr i } { 
  set node_($i) [$ns node]  
 } 
 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 100.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
set null [new Agent/Null] 
$ns attach-agent $node_(1) $null 
 
for {set i 0} {$i < $numP} {incr i} { 
set udp($i) [new Agent/UDP] 
$ns attach-agent $node_(0) $udp($i) 
 
set pareto($i) [new Application/Traffic/Pareto] 
$pareto($i) set packetSize_ 1000 
$pareto($i) set burst_time_ 500ms 
$pareto($i) set idle_time_ 500ms 
$pareto($i) set rate_ tasabps  
//Tasa por fuente pareto Total=(tasa*32)/2 
$pareto($i) set shape_ shape 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto($i) attach-agent $udp($i) 
 
$ns connect $udp($i) $null 
 
$ns at 0.0 "$pareto($i) start" 
$ns at $val(stop) "$pareto($i) stop" 
} 
 
# ending nam and the simulation  
$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 
$ns at $val(stop) "stop" 
$ns at 2549.01 "puts \"End simulation\" ; $ns halt" 
proc stop {} { 
    global ns tracefd namtrace 
    $ns flush-trace 
    close $tracefd 





Se muestran los resultados para H 0,7 y 0,9 y pérdidas del 95,5% 
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3.7.1 Fuente Autosim07  CSMA/CA  1000 bytes  Tasa 42%  
 
Tiempo entre llegadas Media Varianza 
Emisión 0,0038 1,3531e-5 
Recepción 0,0040 2,4869e-5 
 
          
Fig. 3.32 Histograma tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 26.245 2,2623e7 
Recepción 25.570 4,1386e7 
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Estudio autosimilitud emisión: 
 
Estudio autosimilitud recepción: 
 
           
 
Fig. 3.34 LDestimate emisión y recepción 
 
 
Fig. 3.35 Serie tasa agregada emisión y recepción 
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3.7.2 Fuente Autosim09  CSMA/CA  1000 bytes  Tasa 42%  
 
 
Tiempo entre llegadas Media Varianza 
Emisión 0,0038 1,3725e-5 
Recepción 0,0041 2,5373e-5 
 
          
Fig. 3.36 Histograma tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión 26.149 2,3176e7 
Recepción 25.130 4,1287e7 
 
        







Paquetes recibidos/Paquetes enviados = 939.653 / 997.308 = 0,942  94,2% 
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Estudio autosimilitud emisión: 
 
Estudio autosimilitud recepción: 
 
           
 
Fig. 3.38 LDestimate emisión y recepción 
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3.8 Fuente Autosimilar Rayleigh  
 
 
En este caso se ha utilizado como modelo de propagación un modelo de 
desvanecimientos rápidos como son los modelos de Ricean y Rayleigh. Las 
pruebas se han realizado para un valor de k igual a 0 (modelo Rayleigh peor 
caso en el que no existe LOS) 
 
Para obtener unos resultados más precisos no se han realizado pruebas para 
tasas de 10, 50 y 90% como en anteriores  pruebas ya que el porcentage de 
pérdidas era muy elevado. Se analizan dos casos, uno en el que el tanto por 
ciento de pérdidas es del 3% y otro en el que es de un 15%. Para ello además 
se ha utilizado método de acceso CSMA ya que es el que menos pérdidas 
produce y tamaño de paquete 1000 bytes. Las pruebas se han realizado con 
una fuente autosimilar como en pruebas anteriores para grados de autosimilitud 
de 0,5, 0,7 y 0,9. 
 
La versión en la que funciona el modulo utilizado para simular el módelo de 
propagación funciona con una versión muy anterior de ns-2 y ha sido imposible 
elevar la tasa por defecto (2Mbps) del canal a 11 Mbps. Las pruebas por lo 
tanto se han realizado teniendo en cuenta que la tasa máxima teórica es de 
1.599.360 bps. 
 
Además realizando pruebas se ha observado que a distancias entre nodos 
menores a 200 metros las pérdidas ocasionadas por el modelo de propagación 
son imperceptibles (99,9% de recepción correcta) para cualquier tasa de 
generación. Por este motivo en estas pruebas se han distanciado los nodos 
200 metros cuando la distancia en pruebas anteriores era de 50 metros. 
 
El script utilizado es el siguiente: 
 
# Define options 
set val(chan)           Channel/WirelessChannel     ;# channel type 
set val(prop)           Propagation/Ricean          ;# radio-propagation model 
set val(netif)          Phy/WirelessPhy            ;# network interface type 
set val(mac)            Mac/802_11                 ;# MAC type 
set val(ifq)            Queue/DropTail/PriQueue    ;# interface queue type 
set val(ll)             LL                         ;# link layer type 
set val(ant)            Antenna/OmniAntenna        ;# antenna model 
set val(ifqlen)         50                         ;# max packet in ifq 
set val(nn)             2                          ;# number of mobilenodes 
set val(rp)             AODV                       ;# routing protocol 
set val(x)              300         ;# X dimension of topography 
set val(y)              200         ;# Y dimension of topography   
set val(stop)     time         ;# time of simulation end 
 
set ns    [new Simulator] 
set tracefd       [open file.tr w] 
set namtrace      [open escenario_self.nam w]     
 
set numP 32 
$ns trace-all $tracefd 
$ns namtrace-all-wireless $namtrace $val(x) $val(y) 
 
# set up topography object 
set topo       [new Topography] 
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#Disable the RTS/CTS mechanism 
$val(mac) set RTSThreshold_ 3000 
 
# 
#  Create nn mobilenodes [$val(nn)] and attach them to the channel.  
# 
 
# configure the nodes 
        $ns node-config -adhocRouting $val(rp) \ 
    -llType $val(ll) \ 
    -macType $val(mac) \ 
    -ifqType $val(ifq) \ 
    -ifqLen $val(ifqlen) \ 
    -antType $val(ant) \ 
    -propType $val(prop) \ 
    -phyType $val(netif) \ 
    -channelType $val(chan) \ 
    -topoInstance $topo \ 
    -agentTrace ON \ 
    -routerTrace ON \ 
    -macTrace OFF \ 
    -movementTrace ON 
     
 for {set i 0} {$i < $val(nn) } { incr i } { 
  set node_($i) [$ns node]  
 } 
 
#Set Ricean parameters 
set prop_inst [$ns set propInstance_] 
$prop_inst MaxVelocity  2.5; 
$prop_inst RiceanK        0; 
$prop_inst LoadRiceFile  "rice_table.txt"; 
 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 250.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
set null [new Agent/Null] 
$ns attach-agent $node_(1) $null 
 
for {set i 0} {$i < $numP} {incr i} { 
set udp($i) [new Agent/UDP] 
$ns attach-agent $node_(0) $udp($i) 
 
set pareto($i) [new Application/Traffic/Pareto] 
$pareto($i) set packetSize_ 1000 
$pareto($i) set burst_time_ 500ms 
$pareto($i) set idle_time_ 500ms 
$pareto($i) set rate_ ratebps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto($i) set shape_ shape 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
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$pareto($i) attach-agent $udp($i) 
 
$ns connect $udp($i) $null 
 
$ns at 0.0 "$pareto($i) start" 
$ns at $val(stop) "$pareto($i) stop" 
} 
 
# ending nam and the simulation  
$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 
$ns at $val(stop) "stop" 
$ns at 7146.01 "puts \"End simulation\" ; $ns halt" 
proc stop {} { 
    global ns tracefd namtrace 
    $ns flush-trace 
    close $tracefd 
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3.8.1 Fuente Autosim05  CSMA/CA  1000 bytes  Tasa 50%  
3% Pérdidas 
 
Tiempo entre llegadas Media Varianza 
Emisión 0,0101 9,5722e-5 
Recepción 0,0104 2,8171e-4 
 
          
Fig. 3.40 Histograma tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión 9,9041e4 4,1688e7 
Recepción 9,8095e4 1,0105e8 
 
        






Paquetes recibidos/Paquetes enviados = 97,1% 
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Estudio autosimilitud emisión: 
 
Estudio autosimilitud recepción: 
 
           
 
Fig. 3.42 LDestimate emisión y recepción 
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Tiempo entre llegadas Media Varianza 
Emisión 0,0100 9,3479e-5 
Recepción 0,0102 2,7649e-4 
 
          
Fig. 3.44 Histograma tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión 1,0040e5 6,6399e7 
Recepción 9,9520e4 1,3395e8 
 
        








Paquetes recibidos/Paquetes enviados = 97,2% 
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Estudio autosimilitud emisión: 
 
Estudio autosimilitud recepción: 
 
           
 
Fig. 3.46 LDestimate emisión y recepción 
 
 




134                                                                                 Estudio de la fractalidad del tráfico en redes Ad-hoc sobre WLAN 
 




Tiempo entre llegadas Media Varianza 
Emisión 0,0099 9,2833e-5 
Recepción 0,0102 2,7589e-4 
 
          
Fig. 3.48 Histograma tiempo entre llegadas emisión y recepción 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión 1,0079e5 1,3929e8 
Recepción 9,9766e4 2,0813e8 
 
        
 







Paquetes recibidos/Paquetes enviados = 97% 
Anexo 3. Resumen pruebas escenario 1     135 
 
Estudio autosimilitud emisión: 
 
Estudio autosimilitud recepción: 
 
           
 
Fig. 3.50 LDestimate emisión y recepción 
 
 
Fig. 3.51 Serie tasa agregada emisión y recepción 
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ANEXO 4. RESUMEN PRUEBAS ESCENARIO 2 
4.1 Enlaces simétricos, modelo TwoRayGround  
 
Dos nodos se comunican bidireccionalmente con conexiones simétricas. Cada 
nodo establece una comunicación al 25% de la tasa máxima con una fuente 
autosimilar con grados de autosimilitud 0,5, 0,7 y 0,9. El modelo de 
propagación es el denominado TwoRayGround. En estos casos no existen 
pérdidas. 
 
El script utilizado es el siguiente: 
 
# Define options 
set val(chan)           Channel/WirelessChannel    ;# channel type 
set val(prop)           Propagation/TwoRayGround   ;# radio-propagation model 
set val(netif)          Phy/WirelessPhy            ;# network interface type 
set val(mac)            Mac/802_11                 ;# MAC type 
set val(ifq)            Queue/DropTail/PriQueue    ;# interface queue type 
set val(ll)             LL                         ;# link layer type 
set val(ant)            Antenna/OmniAntenna        ;# antenna model 
set val(ifqlen)         50                         ;# max packet in ifq 
set val(nn)             2                          ;# number of mobilenodes 
set val(rp)             AODV                       ;# routing protocol 
set val(x)              200         ;# X dimension of topography 
set val(y)              200         ;# Y dimension of topography   
set val(stop)     6407            ;# time of simulation end 
 
set ns    [new Simulator] 
set tracefd       [open file w] 
set namtrace      [open escenario_self.nam w]     
 
set numP 32 
$ns trace-all $tracefd 
$ns namtrace-all-wireless $namtrace $val(x) $val(y) 
 
# set up topography object 
set topo       [new Topography] 
 




#Set rate at 11Mbps 
$val(mac) set dataRate_ 11Mb 
 
#Disable the RTS/CTS mechanism 
$val(mac) set RTSThreshold_ 3000 
 
# 
#  Create nn mobilenodes [$val(nn)] and attach them to the channel.  
# 
 
# configure the nodes 
        $ns node-config -adhocRouting $val(rp) \ 
    -llType $val(ll) \ 
    -macType $val(mac) \ 
    -ifqType $val(ifq) \ 
    -ifqLen $val(ifqlen) \ 
    -antType $val(ant) \ 
    -propType $val(prop) \ 
    -phyType $val(netif) \ 
    -channelType $val(chan) \ 
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    -topoInstance $topo \ 
    -agentTrace ON \ 
    -routerTrace OFF \ 
    -macTrace OFF \ 
    -movementTrace OFF 
     
 for {set i 0} {$i < $val(nn) } { incr i } { 
  set node_($i) [$ns node]  
 } 
 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 100.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
#Primera conexion del nodo 0 al 1 
 
set null [new Agent/Null] 
$ns attach-agent $node_(1) $null 
 
for {set i 0} {$i < $numP} {incr i} { 
set udp($i) [new Agent/UDP] 
$ns attach-agent $node_(0) $udp($i) 
 
set pareto($i) [new Application/Traffic/Pareto] 
$pareto($i) set packetSize_ 1000 
$pareto($i) set burst_time_ 500ms 
$pareto($i) set idle_time_ 500ms 
$pareto($i) set rate_ 78037bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto($i) set shape_ shape 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto($i) attach-agent $udp($i) 
 
$ns connect $udp($i) $null 
 
$ns at 0.0 "$pareto($i) start" 
$ns at $val(stop) "$pareto($i) stop" 
} 
 
#Segunda conexion del nodo 1 al 0 
 
set null2 [new Agent/Null] 
$ns attach-agent $node_(0) $null2 
 
for {set i 0} {$i < $numP} {incr i} { 
set udp2($i) [new Agent/UDP] 
$ns attach-agent $node_(1) $udp2($i) 
 
set pareto2($i) [new Application/Traffic/Pareto] 
$pareto2($i) set packetSize_ 1000 
$pareto2($i) set burst_time_ 500ms 
$pareto2($i) set idle_time_ 500ms 
$pareto2($i) set rate_ 78037bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto2($i) set shape_ shape 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
Anexo 4. Resumen pruebas escenario 2   139 
 
 
$pareto2($i) attach-agent $udp2($i) 
 
$ns connect $udp2($i) $null2 
 
$ns at 0.0 "$pareto2($i) start" 
$ns at $val(stop) "$pareto2($i) stop" 
} 
 
# Ending nam and the simulation  
$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 
$ns at $val(stop) "stop" 
$ns at 6407.01 "puts \"End simulation\" ; $ns halt" 
proc stop {} { 
    global ns tracefd namtrace 
    $ns flush-trace 
    close $tracefd 
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4.1.1   Fuente Autosim05  CSMA/CA  1000 bytes  Tasa 50%   
 
 
CONEXIÓN: NODO 0  NODO 1 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0064 3.8999e-005 
Recepción Nodo 1 0.0064 3.5707e-005 
 
          
Fig. 4.1 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 1 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión Nodo 0 1.5573e+004 8.0822e+006 
Recepción Nodo 1 1.5884e+004 8.3502e+006 
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Estudio autosimilitud recepción nodo 1: 
 
      
 
Fig. 4.3 LDestimate emisión nodo 0 y recepción nodo 1 
 
 
Fig. 4.4 Serie tasa agregada emisión nodo 0 y recepción nodo 1 
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4.1.2  Fuente Autosim07  CSMA/CA  1000 bytes  Tasa 50%     
 
CONEXIÓN: NODO 0  NODO 1 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0064 3.8704e-005 
Recepción Nodo 1 0.0064 3.5378e-005 
 
          
Fig. 4.5 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 1 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión Nodo 0 1.5601e+004 8.0130e+006 
Recepción Nodo 1 1.5913e+004 8.3001e+006 
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Estudio autosimilitud recepción nodo 1: 
 
      
 
Fig. 4.7 LDestimate emisión nodo 0 y recepción nodo 1 
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4.1.3  Fuente Autosim09  CSMA/CA  1000 bytes  Tasa 50%     
 
CONEXIÓN: NODO 0  NODO 1 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0063 3.7166e-005 
Recepción Nodo 1 0.0063 3.3849e-005 
 
          
Fig. 4.9 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 1 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión Nodo 0 1.5945e+004 7.9930e+006 
Recepción Nodo 1 1.6264e+004 8.2647e+006 
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Estudio autosimilitud recepción nodo 1: 
 
      
 
Fig. 4.11 LDestimate emisión nodo 0 y recepción nodo 1 
 
 
Fig. 4.12 Serie tasa agregada emisión nodo 0 y recepción nodo 1 
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4.2 Enlaces simétricos, modelo Shadowing  
 
Dos nodos se comunican bidireccionalmente con conexiones simétricas. Cada 
nodo establece una comunicación al 25% de la tasa máxima con una fuente 
autosimilar con grados de autosimilitud 0,5, 0,7 y 0,9. El modelo de 
propagación es el denomindado Shadowing. Se han seleccionado los casos en 
los que las pérdidas son mínimas pero perceptibles para todos los grados de 
autosimilitud. 
 
El script utilizado es el siguiente: 
 
# Define options 
set val(chan)           Channel/WirelessChannel    ;# channel type 
set val(prop)           Propagation/Shadowing      ;# radio-propagation model 
set val(netif)          Phy/WirelessPhy            ;# network interface type 
set val(mac)            Mac/802_11                 ;# MAC type 
set val(ifq)            Queue/DropTail/PriQueue    ;# interface queue type 
set val(ll)             LL                         ;# link layer type 
set val(ant)            Antenna/OmniAntenna        ;# antenna model 
set val(ifqlen)         50                         ;# max packet in ifq 
set val(nn)             2                          ;# number of mobilenodes 
set val(rp)             AODV                       ;# routing protocol 
set val(x)              200         ;# X dimension of topography 
set val(y)              200         ;# Y dimension of topography   
set val(stop)     6407         ;# time of simulation end 
 
set ns    [new Simulator] 
set tracefd       [open file w] 
set namtrace      [open escenario_self.nam w]     
 
set numP 32 
$ns trace-all $tracefd 
$ns namtrace-all-wireless $namtrace $val(x) $val(y) 
 
# set up topography object 
set topo       [new Topography] 
 




#Set rate at 11Mbps 
$val(mac) set dataRate_ 11Mb 
 
#Disable the RTS/CTS mechanism 
$val(mac) set RTSThreshold_ 3000 
 
#Set values of shadowing model 
$val(prop) set pathlossExp_ 2.0  ;# Path loss exponent  
$val(prop) set std_db 4.0   ;# Shadowing Deviation (db) 
$val(prop) set dist0_ 1.0   ;# Reference distance (m) 
$val(prop) set seed_ 0   ;# Seed for RNG 
 
#Set threshold --> threshold -m Shadowing -pl 2 -std 4 -r 0.75 50 
$val(netif) set RXThresh_ 4.13232e-08 
#2.36249e-08 --> 90 no se pierde nada 
#4.74493e-08 --> 70 ok  
#4.13232e-08 --> 75 ok --> 82% 
#3.54276e-08 --> 80 ok 
# 
#  Create nn mobilenodes [$val(nn)] and attach them to the channel.  
# 
 
# configure the nodes 
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        $ns node-config -adhocRouting $val(rp) \ 
    -llType $val(ll) \ 
    -macType $val(mac) \ 
    -ifqType $val(ifq) \ 
    -ifqLen $val(ifqlen) \ 
    -antType $val(ant) \ 
    -propType $val(prop) \ 
    -phyType $val(netif) \ 
    -channelType $val(chan) \ 
    -topoInstance $topo \ 
    -agentTrace ON \ 
    -routerTrace OFF \ 
    -macTrace OFF \ 
    -movementTrace OFF 
     
 for {set i 0} {$i < $val(nn) } { incr i } { 
  set node_($i) [$ns node]  
 } 
 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 100.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
#Primera conexion del nodo 0 al 1 
 
set null [new Agent/Null] 
$ns attach-agent $node_(1) $null 
 
for {set i 0} {$i < $numP} {incr i} { 
set udp($i) [new Agent/UDP] 
$ns attach-agent $node_(0) $udp($i) 
 
set pareto($i) [new Application/Traffic/Pareto] 
$pareto($i) set packetSize_ 1000 
$pareto($i) set burst_time_ 500ms 
$pareto($i) set idle_time_ 500ms 
$pareto($i) set rate_ 78037bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto($i) set shape_ shape 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto($i) attach-agent $udp($i) 
 
$ns connect $udp($i) $null 
 
$ns at 0.0 "$pareto($i) start" 
$ns at $val(stop) "$pareto($i) stop" 
} 
 
#Segunda conexion del nodo 1 al 0 
 
set null2 [new Agent/Null] 
$ns attach-agent $node_(0) $null2 
 
for {set i 0} {$i < $numP} {incr i} { 
set udp2($i) [new Agent/UDP] 
$ns attach-agent $node_(1) $udp2($i) 
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set pareto2($i) [new Application/Traffic/Pareto] 
$pareto2($i) set packetSize_ 1000 
$pareto2($i) set burst_time_ 500ms 
$pareto2($i) set idle_time_ 500ms 
$pareto2($i) set rate_ 78037bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto2($i) set shape_ shape 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto2($i) attach-agent $udp2($i) 
 
$ns connect $udp2($i) $null2 
 
$ns at 0.0 "$pareto2($i) start" 
$ns at $val(stop) "$pareto2($i) stop" 
} 
 
# Ending nam and the simulation  
$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 
$ns at $val(stop) "stop" 
$ns at 6407.01 "puts \"End simulation\" ; $ns halt" 
proc stop {} { 
    global ns tracefd namtrace 
    $ns flush-trace 
    close $tracefd 
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4.2.1 Fuente Autosim05  CSMA/CA  1000 bytes  Tasa 50%     
 
CONEXIÓN: NODO 0  NODO 1 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0064 3.8538e-005 
Recepción Nodo 1 0.0065 1.1182e-004 
 
          
Fig. 4.13 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 1 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión Nodo 0 1.5590e+004 8.0943e+006 
Recepción Nodo 1 1.5634e+004 4.1142e+007 
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Estudio autosimilitud recepción nodo 1: 
 
      
 
Fig. 4.15 LDestimate emisión nodo 0 y recepción nodo 1 
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4.2.2 Fuente Autosim07  CSMA/CA  1000 bytes  Tasa 50%     
 
 
CONEXIÓN: NODO 0  NODO 1 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0064 3.8439e-005 
Recepción Nodo 1 0.0065 1.1211e-004 
 
          
Fig. 4.17 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 1 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión Nodo 0 1.5631e+004 7.9760e+006 
Recepción Nodo 1 1.5601e+004 4.1304e+007 
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Estudio autosimilitud recepción nodo 1: 
 
      
 
Fig. 4.19 LDestimate emisión nodo 0 y recepción nodo 1 
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4.2.3 Fuente Autosim09  CSMA/CA  1000 bytes  Tasa 50%     
 
 
CONEXIÓN: NODO 0  NODO 1 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0064 3.9199e-005 
Recepción Nodo 1 0.0067 1.1086e-004 
 
          
Fig. 4.21 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 1 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión Nodo 0 1.5533e+004 8.1612e+006 
Recepción Nodo 1 1.5330e+004 3.9619e+007 
 
        





Pérdidas = 3,24% 
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Estudio autosimilitud recepción nodo 1: 
 
      
 
Fig. 4.23 LDestimate emisión nodo 0 y recepción nodo 1 
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4.3 Enlaces simétricos, modelo Ricean (Rayleigh)  
 
Dos nodos se comunican bidireccionalmente con conexiones simétricas. Cada 
nodo establece una comunicación al 25% de la tasa máxima con una fuente 
autosimilar con grados de autosimilitud 0,5, 0,7 y 0,9. El modelo de 
propagación es el denomindado Ricean con parámetro K=0 (Rayleigh). Se han 
seleccionado los casos en los que las pérdidas son mínimas pero perceptibles 
para todos los grados de autosimilitud. 
 
Debido a que se utiliza una versión antigua de ns como ya comentamos en el 
escenario 1 la tasa máxima en estos casos es 1.599.360 bps, para obtener 
unos mejores resultados la agregación se ha realizado a 1s. Comentar que 
ha sido necesario distanciar los nodos 170m en vez de 50m como en casos 
anteriores para que las pérdidas fueran notables. 
 
El script utilizado es el siguiente: 
 
# Define options 
set val(chan)           Channel/WirelessChannel    ;# channel type 
set val(prop)           Propagation/Ricean         ;# radio-propagation model 
set val(netif)          Phy/WirelessPhy            ;# network interface type 
set val(mac)            Mac/802_11                 ;# MAC type 
set val(ifq)            Queue/DropTail/PriQueue    ;# interface queue type 
set val(ll)             LL                         ;# link layer type 
set val(ant)            Antenna/OmniAntenna        ;# antenna model 
set val(ifqlen)         50                         ;# max packet in ifq 
set val(nn)             2                          ;# number of mobilenodes 
set val(rp)             AODV                       ;# routing protocol 
set val(x)              300         ;# X dimension of topography 
set val(y)              200         ;# Y dimension of topography   
set val(stop)     20008         ;# time of simulation end 
 
set ns    [new Simulator] 
set tracefd       [open file w] 
set namtrace      [open escenario_self.nam w]     
 
set numP 32 
$ns trace-all $tracefd 
$ns namtrace-all-wireless $namtrace $val(x) $val(y) 
 
# set up topography object 
set topo       [new Topography] 
 




#Set rate at 11Mbps 
$val(mac) set dataRate_ 11Mb 
 
#Disable the RTS/CTS mechanism 
$val(mac) set RTSThreshold_ 3000 
 
# 
#  Create nn mobilenodes [$val(nn)] and attach them to the channel.  
# 
 
# configure the nodes 
        $ns node-config -adhocRouting $val(rp) \ 
    -llType $val(ll) \ 
    -macType $val(mac) \ 
    -ifqType $val(ifq) \ 
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    -ifqLen $val(ifqlen) \ 
    -antType $val(ant) \ 
    -propType $val(prop) \ 
    -phyType $val(netif) \ 
    -channelType $val(chan) \ 
    -topoInstance $topo \ 
    -agentTrace ON \ 
    -routerTrace ON \ 
    -macTrace OFF \ 
    -movementTrace ON 
     
 for {set i 0} {$i < $val(nn) } { incr i } { 
  set node_($i) [$ns node]  
 } 
 
#Set Ricean parameters 
set prop_inst [$ns set propInstance_] 
$prop_inst MaxVelocity  2.5; 
$prop_inst RiceanK        0; 
$prop_inst LoadRiceFile  "rice_table.txt"; 
 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 220.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
 
#Primera conexion del nodo 0 al 1  
 
set null [new Agent/Null] 
$ns attach-agent $node_(1) $null 
 
for {set i 0} {$i < $numP} {incr i} { 
set udp($i) [new Agent/UDP] 
$ns attach-agent $node_(0) $udp($i) 
 
set pareto($i) [new Application/Traffic/Pareto] 
$pareto($i) set packetSize_ 1000 
$pareto($i) set burst_time_ 500ms 
$pareto($i) set idle_time_ 500ms 
$pareto($i) set rate_ 24990bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto($i) set shape_ shape 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto($i) attach-agent $udp($i) 
 
$ns connect $udp($i) $null 
 
$ns at 0.0 "$pareto($i) start" 
$ns at $val(stop) "$pareto($i) stop" 
} 
 
#Segunda conexion del nodo 1 al 0 
 
set null2 [new Agent/Null] 
$ns attach-agent $node_(0) $null2 
 
for {set i 0} {$i < $numP} {incr i} { 
Anexo 4. Resumen pruebas escenario 2   157 
 
set udp2($i) [new Agent/UDP] 
$ns attach-agent $node_(1) $udp2($i) 
 
set pareto2($i) [new Application/Traffic/Pareto] 
$pareto2($i) set packetSize_ 1000 
$pareto2($i) set burst_time_ 500ms 
$pareto2($i) set idle_time_ 500ms 
$pareto2($i) set rate_ 24990bps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto2($i) set shape_ shape 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto2($i) attach-agent $udp2($i) 
 
$ns connect $udp2($i) $null2 
 
$ns at 0.0 "$pareto2($i) start" 
$ns at $val(stop) "$pareto2($i) stop" 
} 
 
# Ending nam and the simulation  
$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 
$ns at $val(stop) "stop" 
$ns at 20008.01 "puts \"End simulation\" ; $ns halt" 
proc stop {} { 
    global ns tracefd namtrace 
    $ns flush-trace 
    close $tracefd 
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4.3.1 Fuente Autosim05  CSMA/CA  1000 bytes  Tasa 50%     
 
 
CONEXIÓN: NODO 0  NODO 1 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0206 4.0026e-004 
Recepción Nodo 1 0.0211 5.6573e-004 
 
          
Fig. 4.25 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 1 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión Nodo 0 4.8438e+004 1.4255e+007 
Recepción Nodo 1 4.8402e+004 1.7685e+007 
 
        
Fig. 4.26 Histograma tasa agregada 1s emisión nodo 0 y recepción nodo 1 
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Estudio autosimilitud recepción nodo 1: 
 
      
 
Fig. 4.27 LDestimate emisión nodo 0 y recepción nodo 1 
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4.3.2 Fuente Autosim07  CSMA/CA  1000 bytes  Tasa 50%     
 
 
CONEXIÓN: NODO 0  NODO 1 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0201 3.8084e-004 
Recepción Nodo 1 0.0205 5.4476e-004 
 
          
Fig. 4.29 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 1 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión Nodo 0 4.9657e+004 1.9595e+007 
Recepción Nodo 1 4.9639e+004 2.3756e+007 
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Estudio autosimilitud recepción nodo 1: 
 
      
 
Fig. 4.31 LDestimate emisión nodo 0 y recepción nodo 1 
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4.3.3 Fuente Autosim09  CSMA/CA  1000 bytes  Tasa 50%     
 
 
CONEXIÓN: NODO 0  NODO 1 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0188 3.3074e-004 
Recepción Nodo 1 0.0191 4.9790e-004 
 
          
Fig. 4.33 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 1 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión Nodo 0 5.3299e+004 3.4015e+007 
Recepción Nodo 1 5.3347e+004 3.9410e+007 
 
        





Pérdidas = 2,03% 
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Estudio autosimilitud recepción nodo 1: 
 
      
 
Fig. 4.35 LDestimate emisión nodo 0 y recepción nodo 1 
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4.4  Enlaces asimétricos, modelo TwoRayGround  
4.4.1 Fuente Autosim05-09  CSMA/CA  1000 bytes  Tasa 50% 
(25% de la tasa total cada nodo) 
 
CONEXIÓN: NODO 0 Autosim05 NODO 1 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0064 3.8676e-005 
Recepción Nodo 1 0.0064 3.5384e-005 
 
          
Fig. 4.37 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 1 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión Nodo 0 1.5586e+004 8.0463e+006 
Recepción Nodo 1 1.5898e+004 8.2963e+006 
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Estudio autosimilitud recepción nodo 1: 
 
      
 
Fig. 4.39 LDestimate emisión nodo 0 y recepción nodo 1 
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CONEXIÓN: NODO 1 Autosim09  NODO 0 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 1 0.0064 3.8331e-005 
Recepción Nodo 0 0.0064 3.5008e-005 
 
          
Fig. 4.41 Histograma Tiempo entre llegadas emisión nodo 1 y recepción nodo 0 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión Nodo 1 1.5697e+004 8.1376e+006 
Recepción Nodo 0 1.6011e+004 8.3918e+006 
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Estudio autosimilitud recepción nodo 0: 
 
      
 
Fig. 4.43 LDestimate emisión nodo 1 y recepción nodo 0 
 
 
Fig. 4.44 Serie tasa agregada emisión nodo 1 y recepción nodo 0 
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4.4.2 Fuente Autosim07  CSMA/CA  1000 bytes  Tasa 50%  
(10% de la tasa total nodo 0 y 90% nodo 1) 
 
CONEXIÓN: NODO 0 10%  NODO 1  
(Número de paquetes 121.871  Realizamos la agregación a 1s) 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0292 7.9193e-004 
Recepción Nodo 1 0.0292 7.8787e-004 
 
          
Fig. 4.45 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 1 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión Nodo 0 3.4243e+004 8.8771e+006 
Recepción Nodo 1 3.4928e+004 9.2375e+006 
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Estudio autosimilitud recepción nodo 1: 
 
      
 
Fig. 4.47 LDestimate emisión nodo 0 y recepción nodo 1 
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CONEXIÓN: NODO 1 Autosim09  NODO 0 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 1 0.0036 1.1881e-005 
Recepción Nodo 0 0.0036 9.1761e-006 
 
          
Fig. 4.49 Histograma Tiempo entre llegadas emisión nodo 1 y recepción nodo 0 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión Nodo 1 2.8164e+004 2.4592e+007 
Recepción Nodo 0 2.8727e+004 2.5129e+007 
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Estudio autosimilitud recepción nodo 0: 
 
      
 
Fig. 4.51 LDestimate emisión nodo 1 y recepción nodo 0 
 
 
Fig. 4.52 Serie tasa agregada emisión nodo 1 y recepción nodo 0 
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ANEXO 5. RESUMEN PRUEBAS ESCENARIO 3 
 
5.1 Enlaces simétricos, modelo TwoRayGround  
 
Dos nodos se comunican hacía un tercero con conexiones simétricas. Éstos 
dos nodos no se ven entre ellos (ni siquiera detectan la portadora) lo que 
simula el fenómeno de nodo oculto. Cada nodo establece una comunicación al 
25% de la tasa máxima con una fuente autosimilar con grados de autosimilitud 
0,5, 0,7 y 0,9. Para cada grado se realiza la simulación en CSMA/CA y 
RTS/CTS. El modelo de propagación es el denominado TwoRayGround. En 
estos casos no existen pérdidas debidas al modelo de propagación, todas las 
pérdidas derivan de las colisiones, estas pérdidas se pueden producir porque 
expira el timeout de retransmisión o por cola llena. 
 
El script utilizado es el siguiente: 
 
# Define options 
set val(chan)           Channel/WirelessChannel    ;# channel type 
set val(prop)           Propagation/TwoRayGround   ;# radio-propagation model 
set val(netif)          Phy/WirelessPhy            ;# network interface type 
set val(mac)            Mac/802_11                 ;# MAC type 
set val(ifq)            Queue/DropTail/PriQueue    ;# interface queue type 
set val(ll)             LL                         ;# link layer type 
set val(ant)            Antenna/OmniAntenna        ;# antenna model 
set val(ifqlen)         50                         ;# max packet in ifq 
set val(nn)             3                          ;# number of mobilenodes 
set val(rp)             AODV                       ;# routing protocol 
set val(x)              400         ;# X dimension of topography 
set val(y)              200         ;# Y dimension of topography   
set val(stop)     time        ;# time of simulation end 
 
set ns       [new Simulator] 
set tracefd       [open escenario3.tr w] 
 
set numP 32 
$ns trace-all $tracefd 
# $ns namtrace-all-wireless $namtrace $val(x) $val(y) 
 
# set up topography object 
set topo       [new Topography] 
 




#Set rate at 11Mbps 
$val(mac) set dataRate_ 11Mb 
 
#Disable the RTS/CTS mechanism 
$val(mac) set RTSThreshold_ 3000 
 
#Igualamos el umbral de detección de portadora al umbral de recepción 
Phy/WirelessPhy set CSThresh_ 3.652e-10 
 
# 
#  Create nn mobilenodes [$val(nn)] and attach them to the channel.  
# 
 
# configure the nodes 
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        $ns node-config -adhocRouting $val(rp) \ 
    -llType $val(ll) \ 
    -macType $val(mac) \ 
    -ifqType $val(ifq) \ 
    -ifqLen $val(ifqlen) \ 
    -antType $val(ant) \ 
    -propType $val(prop) \ 
    -phyType $val(netif) \ 
    -channelType $val(chan) \ 
    -topoInstance $topo \ 
    -agentTrace ON \ 
    -routerTrace OFF \ 
    -macTrace ON \ 
    -movementTrace OFF 
     
 for {set i 0} {$i < $val(nn) } { incr i } { 
  set node_($i) [$ns node]  
 } 
 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 350.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$node_(2) set X_ 200.0 
$node_(2) set Y_ 100.0 
$node_(2) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
$ns initial_node_pos $node_(2) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
ns at $val(stop) "$node_(2) reset"; 
 
#Primera conexión del nodo 0 al 2 
 
set null [new Agent/Null] 
$ns attach-agent $node_(2) $null 
 
for {set i 0} {$i < $numP} {incr i} { 
set udp($i) [new Agent/UDP] 
$ns attach-agent $node_(0) $udp($i) 
 
set pareto($i) [new Application/Traffic/Pareto] 
$pareto($i) set packetSize_ 1000 
$pareto($i) set burst_time_ 500ms 
$pareto($i) set idle_time_ 500ms 
$pareto($i) set rate_ ratebps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto($i) set shape_ shape 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto($i) attach-agent $udp($i) 
 
$ns connect $udp($i) $null 
 
$ns at 0.0 "$pareto($i) start" 
$ns at $val(stop) "$pareto($i) stop" 
} 
 
#Segunda conexión del nodo 1 al 2 
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set null2 [new Agent/Null] 
$ns attach-agent $node_(2) $null2 
 
for {set i 0} {$i < $numP} {incr i} { 
set udp2($i) [new Agent/UDP] 
$ns attach-agent $node_(1) $udp2($i) 
 
set pareto2($i) [new Application/Traffic/Pareto] 
$pareto2($i) set packetSize_ 1000 
$pareto2($i) set burst_time_ 500ms 
$pareto2($i) set idle_time_ 500ms 
$pareto2($i) set rate_ ratebps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto2($i) set shape_ shape 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto2($i) attach-agent $udp2($i) 
 
$ns connect $udp2($i) $null2 
 
$ns at 0.0 "$pareto2($i) start" 
$ns at $val(stop) "$pareto2($i) stop" 
} 
 
# Ending nam and the simulation  
#$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 
$ns at $val(stop) "stop" 
$ns at time.01 "puts \"End simulation\" ; $ns halt" 
proc stop {} { 
    global ns tracefd  
    $ns flush-trace 
    close $tracefd 
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5.1.1 Fuente Autosim07  CSMA/CA  1000 bytes  Tasa 50%     
(25% de la tasa total cada nodo) 
 
CONEXIÓN: NODO 0  NODO 2 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0064 3.8759e-005 
Recepción Nodo 2 0.0065 1.1644e-004 
 
          
Fig. 5.1 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 2 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión Nodo 0 1.5611e+004 7.9810e+006 
Recepción Nodo 2 1.5737e+004 2.4172e+007 
 
        




Pérdidas = 1,16% 
(De las cuales 1,14% debido a expiración de timeout de retransmisión y 0,02% 
se pierde en cola) 
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Estudio autosimilitud recepción nodo 2: 
 
      
Fig. 5.3 LDestimate emisión nodo 0 y recepción nodo 2 
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Estudio autosimilitud tiempo entre llegadas recepción nodo 2: 
 
      
 
Fig. 5.5 LDestimate tiempo entre llegadas emisión nodo 0 y recepción nodo 2 
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TRAZA CONJUNTA EN RECEPCIÓN: NODO 2 
 
Tiempo entre llegadas Media Varianza 
Recepción Nodo 2 0.0032 9.2083e-006 
 
          
Fig. 5.7 Histograma Tiempo entre llegadas recepción nodo 2 
 
 
Tasa agregada a 0,1 s Media Varianza 
Recepción Nodo 2 3.1504e+004 2.6076e+007 
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Estudio autosimilitud recepción nodo 2: 
 
      
 
Fig. 5.9 LDestimate recepción nodo 2 
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Estudio autosimilitud tiempo entre llegadas recepción nodo 2: 
 
      
 
Fig. 5.11 LDestimate tiempo entre llegadas recepción nodo 2 
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5.2 Enlaces simétricos, modelo Shadowing 
 
Dos nodos se comunican hacía un tercero con conexiones simétricas. Cada 
nodo establece una comunicación al 25% de la tasa máxima con una fuente 
autosimilar con grados de autosimilitud 0,5, 0,7 y 0,9. Para cada grado se 
realiza la simulación en CSMA/CA y RTS/CTS. El modelo de propagación es el 
de Shadowing. En este caso es más complicado simular el efecto de nodo 
oculto, ya que existe una cierta probabilidad de que los nodos se vean. Para 
que la probabilidad de que el tercer nodo reciba un tanto por ciento elevado de 
los paquetes y el nodo opuesto reciba un tanto por cierto imperceptible (que no 
se vean, efecto nodo oculto) es necesario hacer que la potencia de recepción 
decaiga mucho más rápido con la distancia de lo que era necesario en casos 
anteriores. Para ello se ha dado un valor de 5 al path loss de Shadowing, de 
esta forma la potencia decae mucho más rápido, de forma que el nodo opuesto 
prácticamente no puede escuchar al nodo que envía (la detección de portadora 
se iguala a la de recepción). En estos casos existen pérdidas debidas al 
modelo de propagación y a las colisiones, estas pérdidas se pueden producir 
porque expira el timeout de retransmisión o por cola llena. 
 
El script utilizado es el siguiente: 
 
# Define options 
set val(chan)           Channel/WirelessChannel    ;# channel type 
set val(prop)           Propagation/Shadowing      ;# radio-propagation model 
set val(netif)          Phy/WirelessPhy            ;# network interface type 
set val(mac)            Mac/802_11                 ;# MAC type 
set val(ifq)            Queue/DropTail/PriQueue    ;# interface queue type 
set val(ll)             LL                         ;# link layer type 
set val(ant)            Antenna/OmniAntenna        ;# antenna model 
set val(ifqlen)         50                         ;# max packet in ifq 
set val(nn)             3                          ;# number of mobilenodes 
set val(rp)             AODV                       ;# routing protocol 
set val(x)              400         ;# X dimension of topography 
set val(y)              200         ;# Y dimension of topography   
set val(stop)     time      ;# time of simulation end 
 
set ns       [new Simulator] 
set tracefd       [open file.tr w] 
#set namtrace     [open escenario3.nam w]     
 
set numP 32 
$ns trace-all $tracefd 
#$ns namtrace-all-wireless $namtrace $val(x) $val(y) 
 
# set up topography object 
set topo       [new Topography] 
 




#Set rate at 11Mbps 
$val(mac) set dataRate_ 11Mb 
 
#Disable the RTS/CTS mechanism 
$val(mac) set RTSThreshold_ 3000 
 
#Igualamos el umbral de detección de portadora al umbral de recepción 
#threshold -m Shadowing -pl 5 -std 4 -r 0.008 300 
Phy/WirelessPhy set CSThresh_ 5.99824e-16 
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#Set values of shadowing model 
$val(prop) set pathlossExp_ 5.0   ;# Path loss exponent  
$val(prop) set std_db 4.0         ;# Shadowing Deviation (db) 
$val(prop) set dist0_ 1.0         ;# Reference distance (m) 
$val(prop) set seed_ 0    ;# Seed for RNG 
 
#Set threshold --> threshold -m Shadowing -pl 5 -std 4 -r 0.85 158 
$val(netif) set RXThresh_ 5.99824e-16 
# 
# 
#  Create nn mobilenodes [$val(nn)] and attach them to the channel.  
# 
 
# configure the nodes 
        $ns node-config -adhocRouting $val(rp) \ 
    -llType $val(ll) \ 
    -macType $val(mac) \ 
    -ifqType $val(ifq) \ 
    -ifqLen $val(ifqlen) \ 
    -antType $val(ant) \ 
    -propType $val(prop) \ 
    -phyType $val(netif) \ 
    -channelType $val(chan) \ 
    -topoInstance $topo \ 
    -agentTrace ON \ 
    -routerTrace OFF \ 
    -macTrace OFF \ 
    -movementTrace OFF 
     
 for {set i 0} {$i < $val(nn) } { incr i } { 
  set node_($i) [$ns node]  
 } 
 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 350.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$node_(2) set X_ 200.0 
$node_(2) set Y_ 100.0 
$node_(2) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
$ns initial_node_pos $node_(2) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
ns at $val(stop) "$node_(2) reset"; 
 
#Primera conexion del nodo 0 al 2 
 
set null [new Agent/Null] 
$ns attach-agent $node_(2) $null 
 
for {set i 0} {$i < $numP} {incr i} { 
set udp($i) [new Agent/UDP] 
$ns attach-agent $node_(0) $udp($i) 
 
set pareto($i) [new Application/Traffic/Pareto] 
$pareto($i) set packetSize_ 1000 
$pareto($i) set burst_time_ 500ms 
$pareto($i) set idle_time_ 500ms 
$pareto($i) set rate_ ratebps //Tasa por fuente pareto Total=(tasa*32)/2 
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$pareto($i) set shape_ shape 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto($i) attach-agent $udp($i) 
 
$ns connect $udp($i) $null 
 
$ns at 0.0 "$pareto($i) start" 
$ns at $val(stop) "$pareto($i) stop" 
} 
 
#Segunda conexion del nodo 1 al 2 
 
set null2 [new Agent/Null] 
$ns attach-agent $node_(2) $null2 
 
for {set i 0} {$i < $numP} {incr i} { 
set udp2($i) [new Agent/UDP] 
$ns attach-agent $node_(1) $udp2($i) 
 
set pareto2($i) [new Application/Traffic/Pareto] 
$pareto2($i) set packetSize_ 1000 
$pareto2($i) set burst_time_ 500ms 
$pareto2($i) set idle_time_ 500ms 
$pareto2($i) set rate_ ratebps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto2($i) set shape_ shape 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto2($i) attach-agent $udp2($i) 
 
$ns connect $udp2($i) $null2 
 
$ns at 0.0 "$pareto2($i) start" 
$ns at $val(stop) "$pareto2($i) stop" 
} 
 
# Ending nam and the simulation  
#$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 
$ns at $val(stop) "stop" 
$ns at time.01 "puts \"End simulation\" ; $ns halt" 
proc stop {} { 
    global ns tracefd  
    $ns flush-trace 
    close $tracefd 
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5.2.1  Fuente Autosim07  CSMA/CA  1000 bytes  Tasa 50%     
(25% de la tasa total cada nodo) 
 
CONEXIÓN: NODO 0  NODO 2 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0064 3.8359e-005 
Recepción Nodo 2 0.0065 1.3960e-004 
 
          
Fig. 5.13 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 2 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión Nodo 0 1.5653e+004 8.0246e+006 
Recepción Nodo 2 1.5623e+004 4.1290e+007 
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Estudio autosimilitud recepción nodo 2: 
 
      
 
Fig. 5.15 LDestimate emisión nodo 0 y recepción nodo 2 
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5.3 Enlaces asimétricos, modelo TwoRayGround 
 
5.3.1 Fuente Autosim05-09  CSMA/CA  1000 bytes  Tasa 50%      
(25% de la tasa total cada nodo) 
 
CONEXIÓN: NODO 0  NODO 2 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0064 3.8570e-005 
Recepción Nodo 2 0.0065 1.1507e-004 
 
          
Fig. 5.17 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 2 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión Nodo 0 1.5587e+004 7.9503e+006 
Recepción Nodo 2 1.5724e+004 2.3501e+007 
 
        
Fig. 5.18 Histograma tasa agregada 0,1s emisión nodo 0 y recepción nodo 2 
 
 
Pérdidas = 1,10% 
Anexo 5. Resumen pruebas escenario 3     189 
 










Estudio autosimilitud recepción nodo 2: 
 
      
Fig. 5.19 LDestimate emisión nodo 0 y recepción nodo 2 
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Estudio autosimilitud tiempo entre llegadas recepción nodo 2: 
 
      
Fig. 5.21 LDestimate tiempo entre llegadas emisión nodo 0 y recepción nodo 2 
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CONEXIÓN: NODO 1  NODO 2 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 1 0.0064 3.8710e-005 
Recepción Nodo 2 0.0065 1.1593e-004 
 
          
Fig. 5.23 Histograma Tiempo entre llegadas emisión nodo 1 y recepción nodo 2 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión Nodo 1 1.5542e+004 7.9758e+006 
Recepción Nodo 2 1.5677e+004 2.3680e+007 
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Estudio autosimilitud recepción nodo 2: 
 
      
 
Fig. 5.25 LDestimate emisión nodo 1 y recepción nodo 2 
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Estudio autosimilitud tiempo entre llegadas recepción nodo 2: 
 
      
 
Fig. 5.27 LDestimate tiempo entre llegadas emisión nodo 1 y recepción nodo 2 
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TRAZA CONJUNTA EN RECEPCIÓN: NODO 2 
 
Tiempo entre llegadas Media Varianza 
Recepción Nodo 2 0.0032 9.2247e-006 
 
          
Fig. 5.29 Histograma Tiempo entre llegadas recepción nodo 2 
 
 
Tasa agregada a 0,1 s Media Varianza 
Recepción Nodo 2 3.1401e+004 2.5689e+007 
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Estudio autosimilitud recepción nodo 2: 
 
      
 
Fig. 5.31 LDestimate recepción nodo 2 
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Estudio autosimilitud tiempo entre llegadas recepción nodo 2: 
 
      
 
Fig. 5.33 LDestimate tiempo entre llegadas recepción nodo 2 
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5.3.2 Fuente Autosim07  CSMA/CA  1000 bytes  Tasa 50%     
(10% del 50% nodo 0, 90% del 50% nodo 1) 
 
CONEXIÓN: NODO 0  NODO 2 
Por la baja tasa disponemos de 100.000 muestras 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0291 7.9716e-004 
Recepción Nodo 2 0.0311 0.0011 
 
          
Fig. 5.35 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 2 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión Nodo 0 3.4351e+004 8.3066e+006 
Recepción Nodo 2 3.2753e+004 1.0748e+007 
 
        




Pérdidas = 6,52% 
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Estudio autosimilitud recepción nodo 2: 
 
      
Fig. 5.37 LDestimate emisión nodo 0 y recepción nodo 2 
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Estudio autosimilitud tiempo entre llegadas recepción nodo 2: 
 
      
Fig. 5.39 LDestimate tiempo entre llegadas emisión nodo 0 y recepción nodo 2 
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CONEXIÓN: NODO 1  NODO 2 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 1 0.0035 1.1755e-005 
Recepción Nodo 2 0.0035 1.5342e-005 
 
          
Fig. 5.41 Histograma Tiempo entre llegadas emisión nodo 1 y recepción nodo 2 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión Nodo 1 2.8199e+005 4.9029e+008 
Recepción Nodo 2 2.8760e+005 5.1348e+008 
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Estudio autosimilitud recepción nodo 2: 
 
      
 
Fig. 5.43 LDestimate emisión nodo 1 y recepción nodo 2 
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Estudio autosimilitud tiempo entre llegadas recepción nodo 2: 
 
      
 
Fig. 5.45 LDestimate tiempo entre llegadas emisión nodo 1 y recepción nodo 2 
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TRAZA CONJUNTA EN RECEPCIÓN: NODO 2 
 
Tiempo entre llegadas Media Varianza 
Recepción Nodo 2 0.0032 8.4399e-006 
 
          
Fig. 5.47 Histograma Tiempo entre llegadas recepción nodo 2 
 
 
Tasa agregada a 0,1 s Media Varianza 
Recepción Nodo 2 3.2035e+005 4.9226e+008 
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Estudio autosimilitud recepción nodo 2: 
 
      
 
Fig. 5.49 LDestimate recepción nodo 2 
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Estudio autosimilitud tiempo entre llegadas recepción nodo 2: 
 
      
 
Fig. 5.51 LDestimate recepción nodo 2 
 
 
Fig. 5.52 Serie tasa agregada y recepción nodo 2 
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ANEXO 6. RESUMEN PRUEBAS ESCENARIO 4 
 
6.1 Enlaces simétricos, modelo TwoRayGround  
 
Escenario intermedio entre el 2 y el 3. En este caso el nodo 0 intenta transmitir 
al 2 pero al estar fuera de su rango de cobertura utiliza al nodo 1 como 
intermedio. La topología es la misma que la del escenario 4 eliminando el nodo 
oculto denominado en ese caso 1. Se ha capturado a nivel AGT en los nodos 
extremos y en el nodo intermedio a nivel RTR (routing) ya que los paquetes no 
pasan a niveles superiores. En estos casos no existen pérdidas. La tasa es del 
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6.1.1 Fuente Autosim09  CSMA/CA  1000 bytes  Tasa 50%     
(25% de la tasa total cada nodo) 
 
CONEXIÓN: NODO 0  NODO 1 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0064 3.8071e-005 
Recepción Nodo 2 0.0064 3.0771e-005 
 
          
Fig. 6.1 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 2 
 
 
Tasa agregada a 0,1 s Media Varianza 
Emisión Nodo 0 1.5664e+004 8.0919e+006 
Recepción Nodo 2 1.5977e+004 8.2963e+006 
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Estudio autosimilitud recepción nodo 2: 
 
      
Fig. 6.3 LDestimate emisión nodo 0 y recepción nodo 2 
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Estudio autosimilitud tiempo entre llegadas recepción nodo 2: 
 
      
 
Fig. 6.5 LDestimate tiempo entre llegadas emisión nodo 0 y recepción nodo 2 
 
 
Fig. 6.5 Serie tiempo entre llegadas emisión nodo 0 y recepción nodo 2 
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ANEXO 7. RESUMEN PRUEBAS ESCENARIO 5 
 
7.1 Enlaces simétricos, modelo TwoRayGround  
 
Dos nodos se comunican hacía un tercero con conexiones simétricas. Éstos 
dos nodos no se ven entre ellos (ni siquiera detectan la portadora) lo que 
simula el fenómeno de nodo oculto. Estos dos nodos no pueden detectar al 
nodo al que dirigen sus paquetes pero sí a un tercero por el cual llegar a él. 
Cada nodo establece una comunicación al 20% de la tasa máxima con una 
fuente autosimilar con grados de autosimilitud 0,5, 0,7 y 0,9. La carga total en 
el sistema es del 80% ya que ambos transmiten al 20% (40%) más el tercero 
que reenvía todo lo que recibe (40% + 40% = 80%). Para cada grado se realiza 
la simulación usando CSMA/CA. El modelo de propagación es TwoRayGround. 
En estos casos no existen pérdidas debidas al modelo de propagación, todas 
las pérdidas derivan de las colisiones, estas pérdidas se pueden producir 
porque expira el timeout de retransmisión o por cola llena. 
 
Solo se producen pérdidas en la primera conexión, la de los nodos al que 
reenvía, ya éste puede ver a ambos. La tasa se ha elevado a un 80% total ya 
que en caso del 50% las pérdidas no eran notables. 
 
El script utilizado es el siguiente: 
 
# Define options 
set val(chan)           Channel/WirelessChannel    ;# channel type 
set val(prop)           Propagation/TwoRayGround   ;# radio-propagation model 
set val(netif)          Phy/WirelessPhy            ;# network interface type 
set val(mac)            Mac/802_11                 ;# MAC type 
set val(ifq)            Queue/DropTail/PriQueue    ;# interface queue type 
set val(ll)             LL                         ;# link layer type 
set val(ant)            Antenna/OmniAntenna        ;# antenna model 
set val(ifqlen)         50                         ;# max packet in ifq 
set val(nn)             4                          ;# number of mobilenodes 
set val(rp)             AODV                       ;# routing protocol 
set val(x)              400         ;# X dimension of topography 
set val(y)              400         ;# Y dimension of topography   
set val(stop)     time         ;# time of simulation end 
 
set ns    [new Simulator] 
set tracefd       [open escenario4.tr w] 
#set namtrace      [open escenario4.nam w]     
 
set numP 32 
$ns trace-all $tracefd 
#$ns namtrace-all-wireless $namtrace $val(x) $val(y) 
 
# set up topography object 
set topo       [new Topography] 
 




#Set rate at 11Mbps 
$val(mac) set dataRate_ 11Mb 
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#Disable the RTS/CTS mechanism 
$val(mac) set RTSThreshold_ 3000 
 
#Igualamos el umbral de detecciÃ³n de portadora al umbral de recepciÃ³n 
Phy/WirelessPhy set CSThresh_ 3.652e-10 
 
# 
#  Create nn mobilenodes [$val(nn)] and attach them to the channel.  
# 
 
# configure the nodes 
        $ns node-config -adhocRouting $val(rp) \ 
    -llType $val(ll) \ 
    -macType $val(mac) \ 
    -ifqType $val(ifq) \ 
    -ifqLen $val(ifqlen) \ 
    -antType $val(ant) \ 
    -propType $val(prop) \ 
    -phyType $val(netif) \ 
    -channelType $val(chan) \ 
    -topoInstance $topo \ 
    -agentTrace ON \ 
    -routerTrace OFF \ 
    -macTrace OFF \ 
    -movementTrace OFF 
     
 for {set i 0} {$i < $val(nn) } { incr i } { 
  set node_($i) [$ns node]  
 } 
 
# Provide initial location of mobilenodes 
$node_(0) set X_ 50.0 
$node_(0) set Y_ 50.0 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 350.0 
$node_(1) set Y_ 50.0 
$node_(1) set Z_ 0.0 
 
$node_(2) set X_ 200.0 
$node_(2) set Y_ 100.0 
$node_(2) set Z_ 0.0 
 
$node_(3) set X_ 200.0 
$node_(3) set Y_ 300.0 
$node_(3) set Z_ 0.0 
 
$ns initial_node_pos $node_(0) 30 
$ns initial_node_pos $node_(1) 30 
$ns initial_node_pos $node_(2) 30 
$ns initial_node_pos $node_(3) 30 
 
$ns at $val(stop) "$node_(0) reset"; 
$ns at $val(stop) "$node_(1) reset"; 
$ns at $val(stop) "$node_(2) reset"; 
$ns at $val(stop) "$node_(3) reset"; 
 
#Primera conexion del nodo 0 al 3 
 
set null [new Agent/Null] 
$ns attach-agent $node_(3) $null 
 
for {set i 0} {$i < $numP} {incr i} { 
set udp($i) [new Agent/UDP] 
$ns attach-agent $node_(0) $udp($i) 
 
set pareto($i) [new Application/Traffic/Pareto] 
$pareto($i) set packetSize_ 1000 
Anexo 7. Resumen pruebas escenario 5     213 
 
$pareto($i) set burst_time_ 500ms 
$pareto($i) set idle_time_ 500ms 
$pareto($i) set rate_ ratebps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto($i) set shape_ shape 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto($i) attach-agent $udp($i) 
 
$ns connect $udp($i) $null 
 
$ns at 0.0 "$pareto($i) start" 
$ns at $val(stop) "$pareto($i) stop" 
} 
 
#Segunda conexion del nodo 1 al 2 
 
set null2 [new Agent/Null] 
$ns attach-agent $node_(3) $null2 
 
for {set i 0} {$i < $numP} {incr i} { 
set udp2($i) [new Agent/UDP] 
$ns attach-agent $node_(1) $udp2($i) 
 
set pareto2($i) [new Application/Traffic/Pareto] 
$pareto2($i) set packetSize_ 1000 
$pareto2($i) set burst_time_ 500ms 
$pareto2($i) set idle_time_ 500ms 
$pareto2($i) set rate_ ratebps //Tasa por fuente pareto Total=(tasa*32)/2 
$pareto2($i) set shape_ shape 
# Valores corregidos 
# 3 --> 0.5 / 2.2 --> 0.7 / 1.4 --> 0.9 
 
$pareto2($i) attach-agent $udp2($i) 
 
$ns connect $udp2($i) $null2 
 
$ns at 0.0 "$pareto2($i) start" 
$ns at $val(stop) "$pareto2($i) stop" 
} 
 
# Ending nam and the simulation  
#$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 
$ns at $val(stop) "stop" 
$ns at time.01 "puts \"End simulation\" ; $ns halt" 
proc stop {} { 
    global ns tracefd  
    $ns flush-trace 
    close $tracefd 





La agregación se ha realizado a 1s ya que las tasas generadas son bajas. Se 
realiza el estudio para la emisión de los nodos 0 y 1 y para recepción del nodo 
3. El nodo intermedio no se ha analiza ya que no aporta información 
relevante (según los resultados escenario 3,5). En las pruebas simétricas 
realizamos el análisis únicamente para una conexión (nodo 0  3) ya que 
para la otra conexión es equivalente. 
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7.1.1 Fuente Autosim07  CSMA/CA  1000 bytes  Tasa 80%     
(20% de la tasa total cada nodo) 
 
CONEXIÓN: NODO 0  NODO 3 
 
Tiempo entre llegadas Media Varianza 
Emisión Nodo 0 0.0080 6.0924e-005 
Recepción Nodo 3 0.0082 2.8643e-004 
 
          
Fig. 7.1 Histograma Tiempo entre llegadas emisión nodo 0 y recepción nodo 3 
 
 
Tasa agregada a 1 s Media Varianza 
Emisión Nodo 0 1.2445e+005 1.0169e+008 
Recepción Nodo 3 1.2401e+005 1.4514e+008 
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Estudio autosimilitud recepción nodo 3: 
 
      
 
Fig. 7.3 LDestimate emisión nodo 0 y recepción nodo 3 
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Estudio autosimilitud tiempo entre llegadas recepción nodo 3: 
 
      
 
Fig. 7.5 LDestimate tiempo entre llegadas emisión nodo 0 y recepción nodo 3 
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TRAZA CONJUNTA EN RECEPCIÓN: NODO 3 
 
Tiempo entre llegadas Media Varianza 
Recepción Nodo 2 0.0041 8.4923e-006 
 
          
Fig. 7.7 Histograma Tiempo entre llegadas recepción nodo 3 
 
 
Tasa agregada a 0,1 s Media Varianza 
Recepción Nodo 2 2.4774e+005 1.5419e+008 
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Estudio autosimilitud recepción nodo 3 
 
      
 
Fig. 7.9 LDestimate recepción nodo 3 
 
 















Anexo 7. Resumen pruebas escenario 5     219 
 
Estudio autosimilitud tiempo entre llegadas recepción nodo 3 
 
      
 
Fig. 7.11 LDestimate tiempo entre llegadas recepción nodo 3 
 
 
Fig. 7.12 Serie tiempo entre llegadas recepción nodo 3 
 
 
 
 
 
 
 
 
 
 
 
 
