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Notations and conventions
• Open covers U = {Ua}a∈A are assumed to be countable, A being
an ordered set of indices. The intersection Ua0 ∩ · · · ∩ Uak will be
denoted as Ua0,...,ak . An open cover is said to be good if any of these
finite intersections is either empty or contractible.
• I will use R to mean a commutative ring with identity, typically Z,
R or C.
• Smoothness will always mean C∞, even though not necessary.
• By a framing of a knot K I mean another knot KF obtained as a lon-
gitude of some tubular neighbourhood. By a framed link L I mean
a link together with a framing for each of its component, chosen in
such a way that the corresponding tubular neighbourhoods are pair-
wise disjoint. The union of the framings will be denoted as LF and
called the framing of L.
By a coloured link I mean a link with an integer associated to each
component. In a homology sphere it is equivalent to give a framing
or a colour (see section 3.1 on page 53), but this is not the case in
general.
• Mathematical characters are meant so much as possible to be used
always with the same meaning. However, ω will often mean a dif-
ferential form, a Deligne-Beilinson class or even a cochain.
iii
Introduction
Quantization via path integration A standard procedure to quantize a
classical theory is based on the so-called path integral. Instead of intro-
ducing a Hilbert space to describe the states of the system and a non-
commutative algebra representing the observables, one can compute the
expectation of each observable by taking the (normalized) sum of its val-
ues on the classical configurations of the system, weighted by the action.
In fact, the reconstruction theorem guarantees that the Hilbert space and
the algebra of observables can be recovered once all these expectation val-
ues are known. Thus all is needed for quantization is the action of the
theory, a complete set of observables and their values on the classical con-
figurations. For an observable X one writes
〈X〉 =
∫
Dc eiS[c] · X(c)∫
Dc eiS[c]
(0.1)
where the integration domain is the set of classical configurations. For
example, for a theory involving only one non-gauge scalar field this space
is a suitable set of functions, e.g. L2 (M) (with respect to some measure).
The discussion about the meaning of this object is developed in Chapter 2.
In a gauge theory the fields present some redundancies due to the
existence of gauge symmetries, i.e. transformations of the fields which are
not detected by any observable. Roughly speaking, each configuration is
represented by a family of equivalent fields, called gauge orbit, and taking
all representatives into account leads to an undesired divergence of the
path integral. To solve this problem, one needs to factor out an infinite
contribution due to gauge ambiguity, and this is achieved through what
is called a gauge fixing. This procedure leads to a particular choice of a
representative for each gauge orbit and therefore to a sum which counts
each configuration once, or to a cancellation in the sense of Chapter 2.
Chern-Simons theory The Chern classes (and in general the real char-
acteristic classes) of a principal G-bundle E can be obtained by evaluating
a suitable polynomial P on the curvature F of any connection A on it,
iv
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see [MS74; Tau11]. If the base M is compact and oriented, and it has even
dimension, it is possible to use these classes to produce some character-
istic numbers by integration. The condition on the dimension of the base
is essential, as the curvature is a 2-form and evaluating a polynomial on
it gives a differential form whose components have even degree. In their
original article [CS74], Shiing-Shen Chern and James Simons proposed an
alternative procedure for the odd-dimensional case. In fact, they showed
the existence of a form TP(A) on E, natural up to an exact remainder, such
that its differential is P(F). If M has dimension n ≤ 2k− 1, k the degree
of the homogeneous polynomial P, then P(F) = 0, and this produces a
cohomology class of E. This is natural in the category of G-bundles with
connection over M, independent on A if n < 2k− 1. If, however, P(F) lies
in the integral cohomology, and if n = 2k− 1, then [TP(A)] is the pull-back
of a singular cohomology class with coefficients in R/Z, and this leads to
a characteristic number, although it is defined modulo rational numbers.
A similar idea is used in defining a gauge field theory. The Lagrangian
density of the Yang-Mills gauge theory is a characteristic polynomial eval-
uated on the curvature F of the gauge field A, and this makes sense so
far as one works on a 4-dimensional manifold. The main idea of a Chern-
Simons field theory on a compact oriented 3-manifold is that of using a
Chern-Simons form as a Lagrangian density, this being written locally on
M as a form proportional to
L(A) = Tr
[
A ∧ dA + 2
3
A ∧ A ∧ A
]
(0.2)
The equation of motion then becomes the flatness of A:
F = dA + A ∧ A = 0 (0.3)
This does make sense even though this Lagrangian density is only locally
defined and not gauge invariant, since the Euler-Lagrange equations are
obtained by taking derivatives, which require just a local connection form.
Moreover, this equation is expressed in terms of the curvature, which is
gauge invariant. The solution of the classical Chern-Simons field theory
becomes then the classification of flat connections over the base space. Of
course, the question arises as to what the quantum version of this theory
is.
First, the introduction of a (complete) set of observables is required,
since the field itself is not gauge-invariant. A good choice of quantities
to observe is that of the holonomies along (framed and coloured) links
in the base space. These have a precise geometric meaning and are well
defined in terms of bundles and connections over them, besides having a
description in terms of local representatives on the manifold.
The real problem is the definition of the Chern-Simons action, because
in general the gauge field can only be represented locally on M, and so
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does the Lagrangian density (0.2). It is not obvious in general how to
define the integral of this density on the whole manifold.
In the case when the gauge group is SU(n) one has that any principal
bundle over M is trivial, which is to say that it possesses a global section.
This gives a natural gauge fixing: a particular section of the bundle al-
lows to pull the connection 1-form (defined on the total space) back, and
the result is a field (a matrix-valued differential form actually) on M for
each connection, without redundancies. Moreover, a globally defined La-
grangian density as that expressed by equation (0.2) does make sense. It
is still not gauge-invariant, but its integral over M is well defined modulo
integers. This is sufficient, since what really appears in the path integral
is the exponential of 2piki times this integral, so this is enough:
exp
(
2piki
∫
M
Tr
[
A ∧ dA + 2
3
A ∧ A ∧ A
])
(0.4)
However, things are different in the case of the group U(1). Commuta-
tivity of the group makes most things easier, but the result about triviality
of the bundles does not hold in this case. The connections on non-trivial
bundles do not have global representatives on M in general. As a conse-
quence, there is no obvious way to integrate the Chern-Simons Lagrangian
density on the whole manifold, since it is not even defined globally. Fur-
thermore, the nice gauge-fixing procedure valid in the SU(n) case fails in
this context too, and the problem rises again.
Solution via Deligne-Beilinson cohomology The problems of the U(1)
case can be solved by means of the Deligne-Beilinson (DB) cohomology.
The group H2DB (M,Z(2)) (which is defined in the next chapter) classi-
fies the U(1) connections over M modulo gauge equivalence, and hence it
represent the classical configuration space. As a consequence, the gauge
fixing is easily solved in this case as well as in that of SU(n). Moreover,
a product and an integration over singular cycles defined in DB cohomol-
ogy can be used to define a well given U(1) Chern-Simons action. Fur-
thermore, the holonomy of a connection along a link L can be written as
the integral of the corresponding DB class A over the singular cycle corre-
sponding to L. This can also be expressed on its turn as an integral over
M of the product between A and a distributional DB class associated to L.
The aim of this work is to continue what I started with my Bachelor
thesis. At that time, I wanted to understand the meaning of the expression
“gauge theory” by learning the basic mathematical tools to set it, namely
fibre bundles and connections, and to see some simple examples from
QED. This done, I decided to continue and learn more about “actual”
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gauge theories to see how Physics and Mathematics contribute to each
other in this context.
To this end, I studied the late works [GT13; GT14] of one of my su-
pervisors, Enore Guadagnini, and Frank Thuillier. In these articles they
compute explicitly the path integral for the U(1) Chern-Simons field the-
ory and relate it to the topological invariant introduced in [MOO92], in-
spired on the Reshetikhin-Turaev (RT) surgery invariants for SU(n)1. This
is very interesting because the actual computation is led to the end, and
the correspondence, which was already expected, is finally made explicit.
In the first chapter I shall discuss in detail the Deligne-Beilinson coho-
mology, which is heavily used in the solution of the Chern-Simons quan-
tum field theory. In the second chapter the tools introduced are put to use,
and the path integral is computed. Finally, in the last part I recall the basic
facts about 3-manifolds and Dehn surgery, using it to define the invari-
ant introduced in [MOO92] and relate it to the partition function obtained
previously.
1 For this reason, I shall often refer to it as to the U(1) RT invariant, or simply RT
invariant, with a slight abuse of notation.
Chapter 1
Connections theory
1.1 Principal bundles and connections
1.1.1 Review on bundles and connections
In the following, I suppose a smooth manifold F, a Lie group G with Lie
algebra lie(G) and a smooth action on F are fixed. I shall also assume the
action in faithful.
I recall here some definitions.
Definition 1.1.1 : A pair (E,pi), with E a smooth manifold and pi :
E → M a smooth map, is called a fibre bundle over M if it satisfies the
following local properties. There exists an open cover {Ua}a∈A of M with
diffeomorphisms φa : pi−1(Ua) := E|Ua → Ua × F and smooth maps gab :
Ua ∩Ub → G such that for each p ∈ Ua ∩Ub and f ∈ F one has φ−1b (p, f ) =
φ−1a (p, gab(p) f ). In this context M is called the base, whereas F is the
typical fibre.
A fibre bundle (E,pi) in which the typical fibre is diffeomorphic to
G and the action is that of multiplication by the left is called a principal
bundle. B
Observation 1.1.1 : In general, a bundle is completely determined (up
to isomorphism) by a trivializing open cover {Ua}a∈A and the set of tran-
sition functions gab. As a matter of fact, it is also possible to build a
bundle out of such data: whenever an open cover of M and a set of G-
valued smooth functions on the non-empty Ua ∪Ub’s is given, there exists
a bundle with the assigned transition maps, provided they satisfy the so-
called cocycle condition gab gbc = gac. Such a bundle is unique up to
isomorphism, and an explicit construction is obtained by taking the dis-
joint union
⊔
a∈A (Ua × F) and then its quotient by Ua × F 3 (pa, fa) ∼
(pb, fb) ∈ Ub × F if and only if pb = pa and fb = gab(p) fa.
1
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Moreover, this also means that, whatever F is, the bundles with fibre F
are completely classified by the G-bundles. B
In the following, unless otherwise stated, I will work on a principal
bundle (E,pi). These bundles are characterized by the existence of an
action Rh of G via bundle automorphisms, in a free and transitive way
on each fibre, so that in local trivialization it reads as Rh(u) = u h :=
φ−1a (pi(u), u h) for φa(u) = (pi(u), f ). if the fibre is G this is well defined
by associativity of the product in G, which in this context reads as com-
mutativity of the left and right multiplication actions. On the other hand,
if such an action is given then any choice of a point u of the bundle gives
a diffeomorphism between G and the fibre containing u: g 7→ Rg(u), so
that the action of transition functions reds as multiplication on the left via
this isomorphism.
Observation 1.1.2 : This right action gives a one-to one correspondence
between local trivializations and local sections. Given a trivialization on
U, a section is given by the choice of the element corresponding to e, while
on the other hand a section σ gives φ−1(p, f ) := σ(p) f . B
Moreover, by virtue of the right action, if u ∈ E is fixed define the tan-
gent space Vu to the fibre containing u as Vu = ker dupi ⊆ TuE, the “verti-
cal space”. This can be naturally identified with lie(G): the map sending
X ∈ lie(G) to X# := dt (u exp(tX))|t=0 is the desired isomorphism.
This natural isomorphism is quite useful for the following reason. Sup-
pose one wants to study a section σ of E along a curve γ, and in particular
its derivative. Thinking of the section as “picking a point of the fibre at
each point of γ”, one would like some derivative as a vector tangent to the
fibres. Bearing in mind the identification between Vu’s and lie(G), such a
derivative should take values in this space.
However, there is a more serious problem in taking derivatives “along
the fibre”: the only well-defined derivative gives a vector tangent to E,
namely σ∗(γ˙), but its projection via pi∗ gives γ˙ which is in general not
zero. One would then like to subtract the “horizontal” component of this
vector (or project on the vertical space), but there is no obvious way to do
it.
The point with fibre bundles instead of products is that they are locally
isomorphic to products, the isomorphisms being in general neither natural
nor global, so that while a projection on the base is well defined and part
of the structure, there is not one on the fibre. The situation is the same at
the level of tangent spaces: for each u ∈ E there exist a natural projection
dupi : Tu E → Tpi(u) M and an immersion #u : lie(G) → Tu E, but there is
no preferred immersion of Tpi(u) M in Tu E or projection of Tu E on lie(G).
In other words, there is a given sequence of vector bundles on E (see 1.1)
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0 V T E pi∗(T M) 0
Diagram 1.1
which is exact, since ker dupi = #u(lie(G)), but even though it does split
there is no preferred way to reverse the arrows. Some extra structure is
needed to do this, expressed by the choice of some splitting, which in
some sense must be compatible with the right action.
Definition 1.1.2 : It is called a connection on E either of the following
objects:
• A distribution of subspaces Hu of TuE, called horizontal spaces such
that:
H1 TuE = Hu ⊕Vu for each u ∈ E ;
H2 The two projections of any smooth field X tangent to E on H
and V are smooth;
H3 HRh(u) = Rh∗(Hu).
• A lie(G)-valued differential form A on E such that:
A1 Au(X#) = X for each X ∈ lie(G);
A2 Rh∗A = adh−1 ◦A.
Such a differential form is sometimes also called connection 1-form.
B
The two definitions are indeed equivalent since each of them produces
a G-equivariant splitting of the sequence 1.1. In fact, a distribution H as
in the definition can be thought of as a sub-bundle of T E (over E itself),
isomorphic to pi∗ T M via pi∗. As for the connection form, since each fibre
of the bundle V is canonically isomorphic to lie(G), such a form induces
a bundle homomorphism from T E to V, requirement A1 guaranteeing
exactly that it gives the splitting.
A notion of isomorphism between bundles with a connection can be in-
troduced, meaning by this a bundle isomorphism bringing one connection
to the other via pull-back1. In the following, unless otherwise specified,
when talking of bundles with connections isomorphism will always mean
one preserving the connections.
1A category of bundles with connection can also be introduced.
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Once a connection on E is fixed, a notion of horizontal lift for curves
can be introduced.
Definition 1.1.3 : If γ : (−ε, ε) :→ M is a curve on the base, then we say
that a curve σ : (−ε, ε) :→ E is a horizontal lift for γ if pi ◦ σ = γ and
σ˙(t) ∈ Hσ(t) for each t. If a point u ∈ Eγ0 is fixed, then a horizontal lift of
γ passing through u is said to be a parallel transport of u along γ. B
Proposition 1.1.3 : For each γ : (−ε, ε) :→ M and u ∈ Eγ(0) there exists a
unique parallel transport of u along γ. B
For a proof of this fact, see e.g. [KN63].
Definition 1.1.4 : Let γ : [0, 1] be a closed curve on M, u ∈ Eγ(0). We call
holonomy of γ with reference point u the only element Φ(γ, u) of G such
that the horizontal lift σ of γ with σ(0) = u has σ(1) = uΦ(γ, u). B
As a matter of fact, the holonomy along a curve is well defined inde-
pendently of u up to conjugation. In fact, the right translated of any hori-
zontal curve is again horizontal, as is easily checked, and for any element
h ∈ G the horizontal lift of γ starting at u h is Rh ◦ σ, which terminates
at (uΦ(γ, u)) h = (u h)
(
h−1Φ(γ, u)h
)
, so that Φ(γ, u h) = h−1 Φ(γ, u) h.
Holonomy is then a well defined map from the set of closed paths on M
starting at a point x ∈ M to that of the conjugation classes of G.
Moreover, it is apparent that a reparametrization of γ induced one of
σ, and conversely. Also translations on S1 do not affect holonomy, either.
In conclusion, holonomy can be thought of as a map:
{loops modulo reparametrization} → G/conjugation (1.1.1)
This map can be used to give a nice classification of flat connections,
see e.g. [Tau11].
1.1.2 Bundles and connections in the local viewpoint
In this section I shall expose another viewpoint in building principal bun-
dles with connections on a manifold, which is closer to that used in Physics
and will be rather useful in the following.
As stated in observation 1.1.1 on page 1, any bundle E can be con-
sistently described using an open cover and a set of transition functions
satisfying the cocycle condition. It is sometimes comfortable to identify E
itself with this data, reducing it to a set of G-valued functions defined on
suitable open sets.
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It is also possible to describe connections in a similar way. In fact,
using observation 1.1.2 on page 2, to the trivialization on each Ua one can
associate a section σa on the same open set, and then pull the connection
form A back on Ua.
Proposition 1.1.4 : This construction produces a family of lie(G)-valued
1-forms Aa, called local connection forms, related to each other according
to the rule
Ab = adg−1ab ◦Aa + Lg−1ab ∗ ◦ dgab (1.1.2)
Proof : To prove this, let us first find an expression for σb∗ in terms of
objects relative to Ua. Let X = γ˙(0) for some curve γ on Ua ∩Ub, and call
σj(t) = σj(γ(t)), gab(t) = gab(γ(t)). We have:
σb∗X =
d
dt
σb(t)
∣∣∣∣
t=0
=
=
d
dt
(σa(t) gab(t))
∣∣∣∣
t=0
=
=
(
φ−1b
)
∗
d
dt
(γ(t), gab(t))
∣∣∣∣
t=0
=
=
(
φ−1b
)
∗
(X, gab∗X) =
= Rgab∗σa∗X +
(
Lg−1ab ∗ (dgab(X))
)#
(1.1.3)
If p = γ(0), the definition of Ab gives:
Ab(X) = Aσb(p) (σb∗X) =
= Aσa(p) gab(p)
(
Rgab∗σa∗X
)
+ Aσb(p)
((
Lg−1ab ∗ (dgab(X))
)#)
=
=
(
Rgab(p)
∗A
)
σa(p)
(σa∗X) + Lg−1ab ∗ (dgab(X)) =
= adg−1ab (Aa(X)) + Lg−1ab ∗ (dgab(X))
(1.1.4)
which is the desired expression. B
Since G is often a matrix group, equation 1.1.2 is usually written as
Ab = g−1ab Aagab + g
−1
ab dgab (1.1.5)
With a slight abuse of notation I shall use this in the following, also for a
generic Lie group.
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As well as principal bundles, also connections can be rebuilt out of
an open cover {Ua}a∈A. In fact, given the local connection form on an
open set, the restriction of A to E|Ua is the only G-equivariant form which
reads as pi∗(Aa) on the image of σa. Also, if any open cover is given,
together with a cocycle of transition functions and a compatible family of
lie(G)-valued 1-forms2, then there exist a unique principal bundle with
the prescribed transition functions and a unique connection inducing the
given local forms, up to isomorphism.
Any manifold possesses a good cover, so I shall fix one throughout
this section, without excluding that Ua = Ub for different a and b. Since
a principal bundle over a contractible base is always trivial, such an open
cover allows a description of any bundle by means of transition functions.
This stated, a principal bundle with connection can be identified with
a set of instructions (Aa, gab) satisfying the rules mentioned above. The
question arises of when two such sets induce the same object, i.e. the
bundles produced are isomorphic.
Proposition 1.1.5 : Two sets of instructions (Aa, gab) and
(
A′a, g′ab
)
give
isomorphic bundles if and only if there exists a set of G-valued functions
ha on the Ua such that
• A′a = h−1a Aaha + h−1a dha
• g′ab = h−1a gab hb
Proof : The two sets of instructions produce isomorphic objects if and
only if their union can be extended to form a larger one on the good cover
obtained by the disjoint union of {Ua}a∈A with itself. I will use normal
indices to denote elements of the first copy of the cover and primed ones
for those coming from the other.
If the two bundles are isomorphic consider the extended set of instruc-
tions, and define ha := gaa′ . It is straightforward to see that this set satisfies
the two conditions. Vice-versa, if the ha’s are given, define gab′ := hag′a′b′
and ga′b := h−1a gab. Again a straightforward check proves that this exten-
sion gives indeed a good set of instructions, and the proposition is proved.
B
The following theorem summarizes the results seen so far.
Theorem 1.1.6 : The isomorphism classes of G-bundles over M with a
connection are in one-to-one correspondence with equivalence classes of
2 Here the compatibility condition means that (1.1.5) is satisfied.
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sets of instructions (Aa, gab), Aa a lie(G)-valued 1-form on Ua and gab a
G-valued function on Ua ∩Ub whenever this is non-empty, satisfying
Ab = g−1ab Aagab + g
−1
ab dgab on Ua ∩Ub
gab gbc = gac on Ua ∩Ub ∩Uc
(1.1.6)
The equivalence relation between (Aa, gab) and (A′a, g′ab) is expressed by
the existence of a set of G-valued functions ha on the Ua’s so that
A′a = h−1a Aaha + h−1a dha on Ua
g′ab = h
−1
a gab hb on Ua ∩Ub
(1.1.7)
B
It is also interesting to know how to handle the holonomy of a connec-
tion A on a bundle E along a closed path γ : [0, 1] → M in terms of local
connection forms. Let γ˜ : [0, 1] → E be the horizontal lift of γ starting
in u ∈ Eγ(0), s : [0, 1] → E a closed lift of the same curve. There exists a
unique smooth curve h : [0, 1] → G so that γ˜(t) = s(t) h(t), and of course
g(1) represents the holonomy of A along γ. Moreover, h is the solution of
the following Cauchy problem:{
h˙(t) = −Rh(t)∗ (A (s˙(t)))
h(0) = e
(1.1.8)
If the curve s is of the form σ ◦ γ for a section σ on the open set U, then
A (s˙(t)) is simply AU (γ˙(t)), where AU is the local connection form on U
induced by σ. The Cauchy problem then reads as:{
h˙(t) = −Rh(t)∗ (AU (γ˙(t)))
h(0) = e
(1.1.9)
If a trivializing open cover U = {Ua}a∈A is fixed, there exists a sub-
division 0 = t0 < · · · < tn = 1 of the interval so that the image of each
[tk, tk+1] is contained in some Uk. This gives rise to a family of Cauchy
problems, one on each [tk, tk+1]:{
h˙k(t) = −Rhk(t)∗ (Ak (γ˙(t)))
hk(tk) = e
(1.1.10)
Calling sk = σk ◦ γ, gk = gk,k+1 (γ (tk+1)) and hk = hk (tk+1), by the defini-
tion of the transition functions gk,k+1 one has
sk+1 (tk+1) gk = sk (tk+1) (1.1.11)
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Thus the curve sk+1 hk+1 gk hk starts at sk (tk) hk, which is where sk hk ends,
and it is a horizontal lift for γ on [tk+1, tk+2]. With an inductive argument
one can define the curve:
s˜(t) :=

s0(t) h0(t) if 0 ≤ t ≤ t1
s1(t) h1(t) g0 h0 if t1 ≤ t ≤ t2
. . .
sn−1(t) hn−1(t) gn−2 hn−2 . . . g0 h0 if tn−1 ≤ t ≤ 1
(1.1.12)
This is well-defined and horizontal, and it starts at s0(0), hence it coincides
with the lift γ˜ of γ starting at the same point. Thus the ending point of
γ˜ is sn−1(1) hn−1 gn−2 hn−2 . . . g0 h0; on the other hand sn−1(1) can also be
written as s0(0) gn−1,0 (γ(1)). Calling gn−1 = gn−1,0 (γ(1)), this shows that
the holonomy of A along γ with base point s0(0) is:
gn−1 hn−1 . . . g0 h0 (1.1.13)
This is an expression in terms of the instructions given to trivialize the
bundle, as the gk’s are the transition functions evaluated at suitable points,
whereas the hk’s are obtained by the solutions of a set of Cauchy problems
depending only on the local connection forms.
Example 1.1.1 Holonomy of a U(1)-connection: For G = U(1) the Cauchy
problems (1.1.10) are easily solved:
gk(t) = exp
(
−
∫ t
tk
Ak
)
(1.1.14)
where the integral is performed along γ. Thus the holonomy along γ
becomes:
exp
(
−
n−1
∑
k=0
∫ tk+1
tk
Ak
)
·
n−1
∏
k=0
gk (1.1.15)
One could think of this as integrating the connection form along γ and in-
troducing some contributions to take into account the transitions from one
open set to the other. The case of a generic matrix group can be dealt sim-
ilarly using T -ordered integration and multiplications in the right order.
B
1.2 Useful tools of homological algebra
1.2.1 Double complexes and their (co)homology
Double complexes will be used heavily in the following, so I shall recall
here their definition and main properties. I will often refer to cochain
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complexes, but one could talk about chain complexes as well by reversing
the direction of each differential operator. These matters are presented in
[BT82; Bry93; Stacks]. All the examples in this section will be used later.
Definition 1.2.1 : By a double differential complex I mean a family of R-
modules Ck,l , labelled by pairs of naturals or integers with two commuting
differential operators d : Ck,l → Ck,l+1 and δ : Ck,l → Ck+1,l . This meaning
that d2 = 0 = δ2 and dδ = δd. B
Example 1.2.1 : For the maps used in this example and the resulting
complex see also [Wei52]. Let U = {Ua}a∈A be an open cover of a smooth
manifold M. Let ∆l (Ua0,...,ak , R) be the group of smooth singular chains
with coefficients in R, and call3
∆k,l (U , R) =
⊕
a0<···<ak
∆l (Ua0,...,ak , R) (1.2.1)
The elements of this group will be denoted by z = (za0,...,ak). Define b :
Ck,l (U , R)→ Ck,l−1 (U , R) as the usual singular boundary operator on each
component. Moreover, consider ∂ : Ck,l (U , R)→ Ck−1,l (U , R) defined by
(∂z)a0,...,ak−1 =∑
n,a
(−1)nza0,...,an−1,a,an,...,ak−1 (1.2.2)
where the sum is performed over all n = 0, . . . , k− 1 and a ∈ A such that
an−1 < a < an. The spirit of this definition is that to transform a collection
z of singular chains (defined on (k+ 1)-fold intersections in U ) into one on
coarser intersections. On the k-fold intersection Ua0,...,ak−1 one finds the sum
of all the chains of z in some open set obtained by taking the intersection
between Ua0,...,ak−1 and some other Ua ∈ U . The signs, as usual, are chosen
so that ∂2 = 0. The definition makes sense because there exist only finitely
many pairs (n, a) corresponding to non-zero terms. Moreover, there are
only finitely many non zero components of ∂z, so that this is actually a
chain.
This double complex can be dualized just like the usual complex of
smooth singular chains, the dual δ of ∂ being formally defined in the same
way as that of the Cˇech-de Rham complex, see example 1.2.2. The result
is called the double complex (∆∗,∗(U , R), d, δ) of singular cochains. B
Example 1.2.2 (The Cˇech-de Rham complex): Let Ωl (Ua0,...,ak) be the space
of smooth l-forms on Ua0,...,ak , and define
Ck,l = ∏
a0<···<ak
Ωl (Ua0,...,ak) (1.2.3)
3Recall that the elements of the direct sum can only have finitely many non-zero com-
ponents.
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C0,0 C1,0 C2,0 C3,0 · · ·
C0,1 C1,1 C2,1 C3,1 · · ·
C0,2 C1,2 C2,2 C3,2 · · ·
C0,3 C1,3 C2,3 C3,3 · · ·
...
...
...
...
δ δ δ δ
δ δ δ δ
δ δ δ δ
δ δ δ δ
d d d d
d d d d
d d d d
d d d d
Diagram 1.2: The single complex is obtained via direct sum on the groups shaded
in the same way.
whose generic element will be denoted as ω = (ωa0,...,ak). Consider as
d : Ck,l → Ck,l+1 the operator which acts on each component as the usual
exterior derivative, and define δ : Ck,l → Ck+1,l by
(δc)a0,...,ak+1 =
k+1
∑
j=0
(−1)jωa0,...,âj,...,ak (1.2.4)
It is straightforward to check that this defines a double differential com-
plex. B
A simple complex can be built out of a double one via the following
construction. Let
Cq =
⊕
k+l=q
Ck,l (1.2.5)
and consider D : Cq → Cq+1 defined as D = δ+(−1)kd. This is a cobound-
ary operator: the value of D2 on an element c ∈ Ck,l is
D2c = δ2c + d2c + δ
(
(−1)kdc
)
+ (−1)k+1d (δc) = (−1)k(δd− dδ)c = 0
(1.2.6)
This allows one to define the cohomology of a double complex in the
following way.
Definition 1.2.2 : The cohomology groups H∗ (C∗,∗) of the double com-
plex (C∗,∗, d, δ) are defined as those of the single complex (C∗, D). B
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Note that the same construction works for homology as well as for
cohomology, the only difference being the direction of the arrows.
Example 1.2.3 : Back to example 1.2.1 on page 9, a D-cycle of degree q
for this complex is a family
(
z0,q, . . . , zk,q−k, . . . , zq,0
)
of (k, q− k)-chains, so
that for each k = 1, . . . , q one has
∂zk,q−k = (−1)kbzk−1,q−k+1 (1.2.7)
z is a coboundary if there exists u of degree q + 1 such that for each k =
0, . . . , q
zk,q−k = ∂uk+1,q−k + (−1)k buk,q−k+1 (1.2.8)
For instance, consider M = R2 \ {(0, 0)}, and let U1 = {x > −1},
U2 = {x < 1}. Consider as (z0,1)1 the 1-simplex consisting of the left unit
semicircle, as (z0,1)2 the right part and as (z1,0)1,2 the 0-chain [(0, 1)] −
[(0,−1)], the circle being oriented counter-clockwise. One then has
(∂z1,0)1 = − (z1,0)1,2 = [(0,−1)]− [(0, 1)] = −b (z0,1)1
(∂z1,0)2 = (z1,0)1,2 = [(0, 1)]− [(0,−1)] = −b (z0,1)2
(1.2.9)
so that this is in fact a D-cycle.
In a similar way, a Cˇech-de Rham D-cocycle
ω =
(
ω0,q, . . . ,ωk,q−k, . . . ,ωq,0
)
(1.2.10)
of degree q is an element of the double complex so that ω0,q is a family of
closed forms, ωq,0 is a δ-cocycle and the condition
δωk,q−k = (−1)kdωk+1,q−k−1 (1.2.11)
is satisfied for k = 1, . . . , q− 1. B
Proposition 1.2.1 : Suppose (C∗,∗, d, δ) is a double differential complex
with non-negative indices and exact rows, extend it with C−1,l = kerl the
kernel of δ : C0,l → C1,l , and call δ : C−1,l → C0,l the inclusion map.
Then there exists a unique extension of d to the new diagram so that it
commutes, and the cohomology of of the original double complex is iso-
morphic to that of (ker∗, d) through the immersion δ.
Although the proof of this proposition involves nothing more than
standard diagram chasing, I shall report it here because the construction
used is quite common when dealing with double complexes, and it will
be useful again later.
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C−1,0 C0,0 C1,0 C2,0 · · ·
C−1,1 C0,1 C1,1 C2,1 · · ·
C−1,2 C0,2 C1,2 C2,2 · · ·
...
...
...
...
δ δ δ δ
δ δ δ δ
δ δ δ δ
d d d d
d d d d
d d d d
Diagram 1.3: The extended double complex
Proof : Let e ∈ kerl , and consider dδe ∈ C0,l+1. This is a δ-cocycle, since
δ (dδe) = dδ2e = 0, so it comes from some element de ∈ kerl+1, this being
unique by injectivity. This extends the map d.
0
0
e... c... 0
c...
h−1 h h+1 h+2
q−h−2
q−h−1
q−h
q−h+1
Diagram 1.4: Since δch,q−h = 0, there
exists e so that δe = ch,q−h.
My goal is now to prove that δ :
ker∗ → C∗ induces an isomorphism
δ# in cohomology. Let c =
(
ck,q−k
)
be
a D-cocycle: I shall prove by induc-
tion that c is D-cohomologous to a
cocycle with only possibly non-trivial
component in position (0, q). Let h
be such that for k > h all ck,q−k’s
are zero. This implies that ch,q−h is a
δ-cocycle and hence a δ-coboundary:
ch,q−h can be written as δeh−1,q−h. If
h > 0, then c− De is in another rep-
resentative of the same class as c, and
has zero (h, q− h) component: by induction one can conclude that there
exists a representative c′ of [c] with all zero components, except maybe in
the (0, q) slot. Since c′ is a D-cocycle with only one component, it is both
a d- and δ-cocycle, so that there exists e ∈ kerq with δe = c′. Such e is a
d-cocycle, since δde = dδe = dc′ = 0 and δ is injective at this level. This
proves surjectivity of δ#.
For injectivity, let e ∈ kerq be a cocycle so that [δe] = 0. This means
that there exists c ∈ Cq−1 such that Dc = δe. With the same procedure as
before, this c can be changed in such a way that its only possibly non-zero
component is that in (0, q− 1). Hence, c = c0,q−1 is a δ-cocycle, therefore
c0,q−1 = δe′ for some e′, and dc0,q−1 = δe. Moreover, δ (de′) = dδe′ =
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dc0,q−1 = δe, so that de′ = e, and injectivity is proved. B
Observation 1.2.2 : In the hypotheses of the proposition, suppose K is a
homotopy operator between 0 and 1 for each row 0 → kerl → Ck,l → . . . ,
so that the vanishing of their cohomology is expressed by K. This means
that ±Kδ± δK = 1, so that for each δ-cycle c one has δKc = c. In other
words, in each step of the proof one can explicitly choose the element
to add using the operator K. This allows one to describe inductively an
explicit converse to δ at the level of cochains. B
Example 1.2.4 (de Rham theorem): Suppose U is a cover for M, and con-
sider the Cˇech-de Rham complex associated to U . Here ker∗ is simply the
de Rham complex of differential forms with the usual exterior derivative,
and the rows are exact by the Meyer-Vietoris principle (see e.g. [BT82]). If
the cover is good, all finite intersections of elements of U have trivial de
Rham cohomology in positive dimensions, i.e. the columns of the double
complex are exact too.
It is not difficult to see that Proposition 1.2.1 still holds true if one
exchanges rows and columns. Hence the Cˇech-de Rham complex can be
extended with a new row with the groups of families of real (locally) con-
stant functions on the Ua0,...,ak ’s and the Cˇech differential. This is called the
Cˇech complex associated to U , and its cohomology is called the Cˇech co-
homology of M associated to the open cover U . By our previous argument
it is canonically isomorphic to the de Rham cohomology of M.
Consider now the double complex of singular cochains with real coef-
ficients. Again, this can be extended to the left with the singular cochains
on the whole M, and to the bottom with the Cˇech complex again. The
same argument above shows that for a good cover the Cˇech cohomology
is naturally isomorphic to the real-valued singular one. Putting all this
together shows the de Rham theorem: the de Rham cohomology H∗DR(M)
is naturally isomorphic to the real-valued singular cohomology one.
Note that the same Cˇech-singular construction can be performed also
in homology, or cohomology, with any coefficient group. It follows that
H∗(M, R) is canonically isomorphic to the cohomology of the double com-
plex of groups (C∗,∗ (U , R) , b, ∂). B
1.2.2 Sheaves and (hyper-)cohomology
I shall recall here the basic definitions of sheaf theory. The most impor-
tant ideas are well exposed in [BT82], and they are treated in more detail
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in [Ive86].
Definition 1.2.3 : I call a presheaf S of R-modules on M a family of
(possibly empty) modules SU , S(U), or Γ(U, S), labelled by the open sets
of M, with maps rUV : SV → SU , called restrictions, for each pair V ⊆ U,
so that:
• rUU is the identity of SU for any U;
• rVW ◦ rUV = rUW for any W ⊆ V ⊆ U.
The elements of SU are called sections of S over U. If there is no possible
ambiguity, for s ∈ SU I will use the notation s|V instead of rUV(s).
A presheaf is said to be a sheaf if, moreover, it satisfies the following:
• any section s over some open set U is completely determined by its
restrictions, i.e. if s1, s2 ∈ SU are such that s1|V = s2|V for each V ⊆ U
open, then s1 = s2;
• if U = {Ua}a∈A is an open cover of an open set U, and if one section
sa over each Ua is given so that sa |Ub = sb whenever Ub ⊆ Ua, then
there exists a section s over U so that s|Ua = sa for each a.
By a (pre)sheaf morphism f : S → T between (pre)sheaves on M we
mean a family of homomorphisms fU : SU → TU commuting with the
restrictions. B
Most algebraic definitions and constructions given for R-modules can
be extended for (pre)sheaves. This is straightforward when dealing with
presheaves, while it requires some care and a construction called “sheafifi-
cation” in the case of sheaves (see for example [Ive86]). For example, for a
morphism f : S → T one can define the kernel presheaf as that assigning
to each open set U the module ker ( fU), and the kernel sheaf as its sheafi-
fication. Image, cokernel and quotient sheaves are defined in a similar
fashion. It is easy to define exact sequences and differential complexes of
sheaves; given such an object (S∗, d), the derived complex H∗ is defined as
the corresponding of the homology for modules: Hk = ker dk/ im dk−1 4.
Morphisms of differential complexes can also be defined, and they induce
maps at the level of derived complexes; such a morphism is said to be
a quasi isomorphism (q.i.) if it induces an isomorphism of derived com-
plexes. The definition of an injective sheaf is the same as for modules,
and a q.i. f : S∗ → T∗ is said to be an injective resolution if the Tk’s are
injective. For a single sheaf S, seen as a complex in the obvious way, this
is equivalent to an exact sequence 0→ S→ T0 → . . . .
Example 1.2.5 Sheaves of functions and differential forms: Consider for each
4The name “homology” is dedicated to something different in this context.
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open set U the R-module of constant R-valued functions on U, which is
of course isomorphic to R itself. With the restrictions as functions this
is a presheaf on M (the checks are trivial), but not a sheaf in general.
For example, if M is made of two connected components U0 and U1, the
pair of sections with value j on Uj cannot be extended to a global section,
though the compatibility condition is empty. However, the presheaf that
associates to U the module of locally constant functions on it is a sheaf, as
is easily checked.
Let pi : E→ M be a real or complex vector bundle, and consider EU the
vector space of sections of E over U. This family of vector spaces, together
with the restrictions as sections, forms a sheaf (the check are straightfor-
ward). For Ek = Λk T∗ M one gets the sheaf Ωk of rank k differential
forms on M; this family of sheaves is a differential complex with the usual
exterior derivative d.
For a fixed degree k and an open set U, ker dkU is the vector space of
closed k-forms. If ω and τ are two such forms and their restrictions to the
elements of an open cover of U coincide, then of course ω = τ. Moreover,
if {ωa}a∈A is a set of compatible closed forms on the elements of some
open cover {Ua}a∈A of U, then there exists a unique k-form ω on U whose
restriction on the elements of the cover are the ωj’s. The form dω restricts
to zero on each Ua, so that it is zero too: ω is a closed form and ker dk is a
sheaf. For k = 0 this sheaf is that of locally constant functions.
However, things are different for im dkU , i.e. the exact forms. Again, if
ω and τ have the same restrictions on the Ua’s then they are equal, but if
{Ua}a∈A are compatible exact forms it is not necessarily true that they are
the restrictions of some exact ω. To see this, consider some closed form ω
on U which is not exact, and take as cover a good one. The restrictions are
then exact because they are closed on contractible sets. This is an example
of image of a sheaf under a sheaf map which is not a sheaf. B
The Cˇech complex associated to an open cover U can be thought of as
something made out of the sheaf of locally constant real functions, and in
fact it is a particular case of a general construction. Given a sheaf S and
an open cover U , calling Sa0,...,ak = S (Ua0,...,ak), let
Ck(U , S) = ∏
a0<···<ak
Sa0,...,ak (1.2.12)
whose generic element will be denoted by s = (sa0,...,ak). Consider more-
over the coboundary operator δ : Ck(U , S)→ Ck+1(U , S) given by
(δs)a0,...,ak+1 =
k+1
∑
j=0
(−1)jsa0 ...âj ...ak+1 (1.2.13)
where a restriction is understood and omitted for simplicity. This gives a
differential complex whose cohomology is denoted by H∗(U , S).
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Suppose now V = {Vb}b∈B is a refinement of U , with a refinement map
ϕ : B → A so that Vb ⊆ Uϕ(b). This induces a chain map ϕ# : Ck(U , S) →
Ck(V , S), (ϕ∗s)b0,...,bk = sϕ(b0),...,ϕ(bk), again a restriction being understood.
Moreover, two refinements induce chain homotopic maps, and hence the
same morphism in cohomology. This makes H∗(U , S) into a directed set
with indices the open covers on M. For the checks see [BT82].
Definition 1.2.4 : The k-th cohomology of M with coefficients in the sheaf
S is defined to be
Hk(M, S) = lim−→H
k(U , S) (1.2.14)
S is said to be acyclic if all these groups, except maybe that in dimen-
sion 0, are trivial. B
Note that if some cofinal subset of the open covers has the property
that each of its elements has the same cohomology, then H∗(M, S) is iso-
morphic to them too.
A similar construction can be made for a complex of sheaves (S∗, d),
and leads to a double complex of modules. The group Ck,l (U , S∗) is de-
fined as Ck
(U , Sl), the differential δ is the same as before, and there exists
a natural map d that makes all this into the desired double complex. The
cohomology Hq (U , S∗) of this complex is well defined, and again a direct
limit process can be performed.
Definition 1.2.5 : The hypercohomology of M with values in the complex
(S∗, d) is defined by
Hq(M, S∗) = lim−→H
q (U , S∗) (1.2.15)
B
As well as for a single sheaf, the hypercohomology of M with values in
S∗ is determined by the homology of the double complexes associated to a
cofinal set of open covers, and if they are all the same then so isH∗(M, S∗).
Example 1.2.6 Again on de Rham cohomology: The cohomology H∗ (U ,Ω∗)
of a good cover U is isomorphic to the de Rham cohomology, which is in-
dependent of U . Since good covers are cofinal, this means thatH∗ (M,Ω∗)
is isomorphic H∗DR. In a similar fashion, the cohomology of the sheaf of lo-
cally constant functions with values in a coefficient group G is isomorphic
to the singular cohomology H∗(M, G). B
Observation 1.2.3 : With techniques similar to those used in the proof of
Proposition 1.2.1 on page 11, it is possible to show two interesting facts.
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First, if S∗ is a complex of acyclic sheaves, then its hypercohomology is
isomorphic to that of ker δ0 = Γ(M, S∗). For example, for the complex
of differential forms one recovers that H∗(M,Ω∗) ' H∗DR(M), since the
sheaves Ωk are acyclic. Second, a q.i. of complexes of sheaves induces an
isomorphism in hypercohomology.
This gives an alternative definition of the hypercohomology in a cate-
gorical language. Suppose (S∗, d) is given, and consider an injective res-
olution, i.e. a quasi-isomorphism f : S∗ → T∗ with T∗ a complex of in-
jective sheaves. Hence H∗(M, S∗) ' H∗(M, T∗). Also, the Tk’s are acyclic
(see [Ive86], Theorem 3.5), so that H∗(M, S∗) ' H∗ (Γ (M, T∗)). Therefore
the q-th hypercohomology is the q-th derived functor of Γ (M,−). B
1.3 Deligne-Beilinson cohomology
1.3.1 Definition of the Deligne-Beilinson cohomology
Definition 1.3.1 p-th Deligne-Beilinson complex: Let p be a natural num-
ber.The p-th Deligne-Beilinson (DB) complex
(
Z(p)∗, d˜
)
is defined as:
0 - Z - Ω0 - . . . - Ωp−1 - 0 (1.3.1)
where Z actually means the sheaf of Z-valued locally constant functions,
Ωq is the sheaf of q-forms, the first differential is the immersion, the last
is the zero map and the other ones are the usual exterior derivatives. This
complex will sometimes be referred to as the unitary DB complex. B
Note that the sequence has Z in the 0 position, so that the elements of
degree k > 0 in this complex are (k− 1)-forms, and that it is truncated so
that it has length p.
Definition 1.3.2 Deligne-Beilinson cohomology: The Deligne Beilinson
cohomology group HqDB (M,Z(p)) is defined as H
q (M,Z(p)∗). B
Observation 1.3.1 : As for the de Rham complex of differential forms,
Hq (U ,Z(p)∗) is the same for all good covers U , as will be showed later. I
will assume this without proof throughout this paragraph. From now on
a good cover U will be fixed, and by HqDB (M,Z(p)) I will actually mean
Hq (U ,Z(p)∗). B
For my purposes, the most interesting DB cohomology group is that
with p = q = 2. A 2-cochain in the Z(2)M complex is a collection of
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2-forms ωa on the Ua’s, smooth functions θab on the Uab’s and numbers
nabc ∈ Z. The cocycle condition for such a cochain reads as:
d˜ωa = 0 on Ua
ωb −ωa = dθab on Uab
θbc − θac + θab = nabc on Uabc
(nbcd − nacd + nabd − nabc) = 0
(1.3.2)
The first condition is trivial, so it can be simply dropped.
Consider gab : Uab → U(1) given by gab(x) = exp (2piiθab(x)). These
maps satisfy
gabgbcg−1ac = exp (2pii (θab + θbc − θac)) = exp (2piinabc) = 1 (1.3.3)
Moreover, one has
g−1ab dgab = exp (−2piiθab) exp (2piiθab(x)) d (2piiθab) =
= 2piidθab = 2pii (ωb −ωa)
(1.3.4)
Therefore, if Aa is defined to be 2piiωa, then the cocycle conditions imply
that the gab’s and the Aa’s are instructions for a U(1) principal bundle
with a connection: these two conditions are the simplified form of equa-
tions 1.1.6 on page 7 for the case of an Abelian group. The coboundary
condition translates in that the instructions produce the trivial bundle with
the trivial connection. In fact, two cocycles (ωa, θab, nabc) and
(
ω˜a, θ˜ab, n˜abc
)
represent the same cohomology class if and only if there exists a 1-cochain
(ϕa, zab) such that:
dϕa = ωa − ω˜a on Ua
ϕb − ϕa − zab = θab − θ˜ab on Uab
zbc − zac + zab = nabc − n˜abc
(1.3.5)
Letting ha = exp (2piiϕa), these conditions are the Abelian version of equa-
tions 1.1.7 on page 7, so that (ϕa, zab) can be used to build a gauge trans-
formation between the connections associated to the DB cochains. In other
words, the isomorphism class of the bundle obtained from a cocycle de-
pends only on its DB class.
Consider now a U(1)-bundle E on M with a connection. For a suffi-
ciently fine trivializing cover the transition functions can be written in the
form gab = exp (2piiθab) for suitable complex smooth functions θab. From
the local connection forms Aa one can define ωa = − i2pi Aa and introduce
suitable integers nabc so that (ωa, θab, nabc) represents a DB class whose
corresponding bundle is E. Then any connection is obtained by some DB
class.
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In a similar fashion, if two DB cocycles produce isomorphic bundles,
according to Theorem 1.1.6 on page 6 the isomorphism is represented by a
family of gauge transformations ha : Ua → U(1). These can be written as
exp (2piiϕa) by taking a refinement of U if necessary: this does not affect
the DB cohomology. It is also possible to introduce integers zab so that the
difference between the two cocycles is the boundary of (ϕa, zab).
Theorem 1.3.2 : The elements of H2DB (M,Z(2)) are in natural one-to-one
correspondence with U(1)-connections on M modulo isomorphism. B
This understood, it is straightforward that H2DB (M,Z(1)) classifies the
bundles (without connection). In fact, a cochain at this level is of the form
(θab, nabc), the cocycle condition stating that the exponential of the 2piiθab’s
are the transition functions of some bundle. In the same way, for p ≥ 3
one gets the flat connections modulo gauge. In fact, the discussion is
identical to that of the case with p = 2, with the condition that dωa = 0
for each a. This is equivalent to the request for the local representatives of
the connection to have dA = 0, which in the Abelian case means that the
curvature vanishes.
One could also wonder what the group structure of H2DB (M,Z(p)) cor-
responds to at the level of bundles. For p = 1 the sum in DB cohomology
corresponds to the tensor product of bundles, since in complex dimension
1 the transition functions of the tensor product of two bundles are simply
the products of those of the two bundles. For p ≥ 2 the bundle associated
to a sum of DB classes A1 and A2 is still the tensor product of those as-
sociated to A1 and A2, and the connection is the only one satisfying the
Leibniz rule
∇A1+A2X (a⊗ b) =
(
∇A1X a
)
⊗ b + a⊗
(
∇A2X b
)
(1.3.6)
in the obvious notations.
Observation 1.3.3 : The definition given here for the DB complex is not
the most common in literature. Indeed, it is more frequent to find what I
call the general DB complex, which is the following:
0 - Z(p) - Ω0C - . . . - Ω
p−1
C
- 0 (1.3.7)
Here Z(p) means, as a group, (2pii)pZ ⊆ C, while as a sheaf it means, as
usual, that of locally constant functions with values in Z(p). The sheaves
Ωq
C
are those of complex-valued differential forms, and the differential
is the exterior derivative wherever this makes sense. As in the unitary
complex, the last differential is 0 and the first is the inclusion.
With the same procedure used for the unitary case (but different coef-
ficients) one can easily see that the general version of the DB cohomol-
ogy classifies the C∗ principal bundles. Indeed, bearing in mind that
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lie (C∗) ' C, with trivial commutators and the usual exponential, the co-
cycle conditions for cochains with q = 2 translate in the same way as in
the unitary complex. This means that the exponentials of complex-valued
functions can be seen as transition maps for C∗ bundles, while the ele-
ments of Ω1C(U) may be viewed as local connection forms for bundles of
this type. This justifies the names “unitary” and “general” DB complexes.
Since the Chern-Simons theory I want to discuss deals only with U(1)
bundles, from now on the DB complex will always be the unitary one,
though the results presented in this chapter still hold for the general one,
with the same proofs. B
1.3.2 Description of the DB cohomology by means of exact se-
quences
Throughout this section (except for the last corollary) a fixed good cover
U for M is considered and HqDB (M,Z(p)) actually means Hq (U ,Z(p)∗).
The algebraic structure of the DB cohomology groups can be studied
by building suitable exact sequences they fit into. The double complex(
C∗,∗, d˜, δ
)
associated to the DB one and the good cover U can be extended
to the left by the de Rham complex truncated at the degree p with a chain
map δ. Moreover, consider on the double complex the projection pi on the
q = 0 component: this is again a chain map. These two maps will be the
base of the following results.
Proposition 1.3.4 : Suppose q < p. Then HqDB (M,Z(p)) fits into the
following exact sequence:
0 - Hq−1DR (M,Z) - H
q−1
DR (M)
δ∗- HqDB(M,Z(p))
Tors (Hq(M,Z))
pi∗
?
- 0
(1.3.8)
where Hq−1DR (M,Z) means the image of the integral cohomology in the real
one and Tors (Hq(M,Z)) denotes the torsion part of Hq(M,Z), with the
convention that groups labelled with a negative index are zero. In par-
ticular, there is a natural isomorphism HqDB(M,Z(p)) ' Hq−1(M,R/Z).
Proof : Since q < p, it is possible to use a diagram chasing strat-
egy similar to that in the proof of Proposition 1.2.1 on page 11. Let
ω be a closed (q − 1)-form: its image δω is a DB q-cocycle. Suppose
it is also a DB coboundary: this means that there exists a DB cochain
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ω0,2
ω1,1
ω2,0
ω
0 0
0
0
0
de Rham
Cˇech
Diagram 1.5: The shaded parts of the diagrams are the (integral) Cˇech complex
and the de Rham complex, whereas the region l > p is marked because it is
where the situation differs from that in the Cˇech-de Rham complex. For q < p
(here q = 2 and p = 3) all the maps involved are unaffected by the truncation
since each element considered has l-coordinate smaller than p.
τ = (τ0,q−1, . . . , τq−1,0) = ∑ τ j,q−1−j such that δω = Dτ. Consider δω −
D(τ0,q−1, . . . , τq−2,1, 0): this is of course D-cohomologous to δω, but its
only possibly non-trivial component is that with l = 1. Neglecting the
(trivial) component with l = 0, this can be seen as a representative for [ω]
in the Cˇech-de Rham cohomology, and it is the image of some τq−1,0 under
the immersion d˜. τq−1,0 is an integral Cˇech cocycle, and hence it represents
a class of integral cohomology. But since this is the image of [ω] via the
isomorphism between de Rham and Cˇech cohomology, it follows that [ω]
actually lies in Hq−1DR (M,Z).
Conversely, suppose ω is a de Rham cocycle whose cohomology class
is integral, and choose a Cˇech representative τq−1,0. This means that δω
and d˜τq−1,0 are D-cohomologous in the Cˇech-de Rham complex:
δω = dτq−1,0 + D
(
τ0,q−1, . . . , τq−2,1, 0
)
=
= D
(
τ0,q−1, . . . , τq−2,1, (−1)pτq−1,0
) (1.3.9)
which means that [δω] = 0 in HqDB(M,Z(p)). Hence ker δ
∗ = Hq−1DR (M,Z)
and exactness of the first part of the sequence is proved.
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It is clear that pi∗ ◦ δ∗ = 0 since the only possibly non-trivial component
of δω has l > 0. Suppose now that ω =
(
ω0,q, . . . ,ωq,0
)
is a DB cocycle
with [pi(ω)] = 0 in Cˇech cohomology. This means that ωq,0 is a Cˇech
coboundary: ωq,0 = δτq−1,0. Hence ω can be changed with ω − Dτq−1,0,
which represents the same DB class as ω but has trivial (q, 0) component.
It is still a DB cocycle, so that the last (i.e. in the position (k, l) with the
highest l) possibly non-trivial component is a δ-cocycle. By the Mayer-
Vietoris principle it is also a δ-coboundary: the procedure used before can
be applied inductively to reduce ω to a cocycle with only one component
in position (0, q). This component is still a δ-coboundary, say ω0,q = δτ. ω
is a DB cocycle, hence it satisfies d˜ω = 0; since q < p, at this level d˜ = −d,
so τ is a closed global form on M. This proves exactness in HqDB(M,Z(p)).
It remains to show that the image of pi∗ is Tors (Hq(M,Z)). Let cq,0 be
an integral Cˇech cocycle. Its Cˇech cohomology class lies in impi∗ if and
only if it can be extended to a DB cocycle. Suppose c =
(
c0,q, . . . , cq,0
)
is
such a cocycle: then D
(
c0,q, . . . , cq−1,1
)
= d˜cq,0, and by the isomorphism
between the Cˇech and the Cˇech-de Rham cohomology this means that cq,0
represents 0 in de Rham cohomology. Conversely, suppose cq,0 is a real
Cˇech coboundary, say cq,0 = δcq−1,0. d˜cq−1,0 can be seen as an element in
position (q− 1, 1) in the double complex, and it satisfies d˜cq−1,1 = 0 and
δcq−1,1 = d˜cq,0. Hence c = (0, . . . , 0, cq−1,1, cq,0) is a DB cocycle that extends
cq,0. This proves that the image of pi∗ is the kernel of the natural map
Hq(M,Z)→ Hq(M,R), which is Tors (Hq(M,Z)) indeed.
To see that HqDB(M,Z(p)) ' Hq−1(M,R/Z), consider a DB class [ω]
and choose a representative with possibly non-trivial components only in
positions (q− 1, q) and (q, 0). This can be obtained by choosing any repre-
sentative and changing it with the usual diagram chasing. The difference
between two representatives is the D-coboundary of some DB cochain τ,
which again can be chosen in such a way that the only non-zero compo-
nent is that in (q− 1, 0). ωq−1,1 can be thought of as a real Cˇech cochain,
since it satisfies d˜ωq−1,1 = 0, and it is well defined up to an integral Cˇech
cochain. Hence its reduction ω modulo Z gives a well defined Cˇech
cochain with values in R/Z, and since δωq−1,1 is an integral cochain ω
is actually a cocycle. This procedure defines a natural homomorphism
HqDB(M,Z(p)) → Hq−1(M,R/Z) which embeds in the commutative dia-
gram 1.6 on the next page. The thesis comes from the Five Lemma. B
Proposition 1.3.5 : Let q > p. Then the projection pi∗ is an isomorphism
HqDB(M,Z(p)) ' Hq(M,Z).
Proof : To prove surjectivity it suffices to show that any integral Cˇech
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Hq−1 (M,Z) Hq−1DR (M) H
q
DB (M,Z(p)) H
q (M,Z) HqDR (M)
Hq−1 (M,Z) Hq−1DR (M) H
q (M,R/Z) Hq (M,Z) HqDR (M)
Diagram 1.6: The first row is exact because of the first part of the proof of
Proposition 1.3.4 on page 20. The second row is the Bockstein exact sequence
for 0→ Z→ R→ R/Z→ 0.
q-cocycle can be extended to a DB cocycle. To this end observe that if the
first non-zero component of a DB cochain ω is ωq−p+j,p−j, and if it satis-
fies the DB cocycle condition except maybe for d˜ωq−p+j,p−j not being zero,
then this last element is a δ-coboundary by commutativity of the diagram
and exactness of the rows, say (−1)q−p+j+1 d˜ωq−p+j,p−j = δωq−p+j+1,p−j−1.
Then ω + ωq−p+j+1,p−j−1 satisfies the DB cocycle condition except maybe
for the non-vanishing d˜ωq−p+j+1,p−j−1. This procedure can be used in-
ductively starting from (0, . . . , 0, c), and it terminates when a (q − p, p)
component is introduced. This is necessarily a d˜-cocycle, because q > p
and the complex is truncated at l = p. Hence a DB cocycle with last
component c is obtained. Note that this also works for q = p.
For injectivity, consider a DB cocycle ω so that [pi(ω)] = 0. This means
that ωq,0 is a Cˇech integral coboundary, say ωq,0 = δτq−1,0. The goal of
this part is to extend τq−1,0 to a DB-cochain τ so that Dτ = ω. This can
be done with a procedure analogous to that used for surjectivity, the key
observation being that since q > p (and not q = p!) there is room enough
for the first component of τ, this being trivially a d˜-cocycle again.
B
Example 1.3.1 : Recall that H2DB (M,Z(1)) classifies the U(1) bundles
over M modulo isomorphism. The isomorphism given in Proposition 1.3.5
on the preceding page sends the DB class [(0, θ, n)] corresponding to a
bundle E to its Euler class. In fact, as in [BT82], θ can be completed to a
Cˇech-de Rham 1-cochain (ω, θ) so that D (ω, θ) = d˜n, D being the differ-
ential in the Cˇech-de Rham complex, not DB. This means that n is a Cˇech
representative for the real Euler class e(E), but since it is an integral co-
cycle it also represents an integral Cˇech cohomology class, corresponding
to a class eZ(E) in the singular cohomology with integral coefficients. Let
ΦZ = pi∗eZ(E) ∈ H2(E,Z), and consider a fundamental cycle zx of the
fibre Ex of some point x ∈ M. If z′ =
(
z′0,1, z
′
1,0
)
represents z in the double
complex of chains associated to pi∗ (U ), i.e. ∂z′0,1 = z, then the pairing
CHAPTER 1. CONNECTIONS THEORY 24
ω0,2
ω1,1
ω2,0
0
0
0
Diagram 1.7: For q > p (in this case q = 3 and p = 2) the de Rham complex has
no influence.
〈zx |Φ〉 equals
〈
z′1,0
∣∣∣pi∗d˜n〉 = 〈bz′1,0 ∣∣∣pi∗n〉. With the same procedure in
the Cˇech-de Rham complex one finds that this last pairing is the integral
of the real Thom class Φ = pi∗e(E) over z, which is 1 by definition. Hence
ΦZ is the integral Thom class and eZ(E) is the integral Euler class.
The isomorphism then recovers the fact that the integral Euler class
is a complete invariant for U(1) bundles; moreover for each element e of
H2(M,Z) there exists a bundle E with e(E) = e.
As a consequence of the Chern-Weil theory and the embedding of the
free part of H2(M,Z) into the de Rham cohomology one has that a bundle
possesses a flat connection if and only if its real Euler class is trivial, and
hence the integral one lies in the torsion of the cohomology group. Going
back to Proposition 1.3.4 on page 20, the exact sequence for q = 1, p = 3
shows that the integral Euler class maps the bundles which possess a flat
connection onto the torsion part of H2(M,Z). This recovers the statement
and shows explicitly a classification of the flat connections with specified
Euler class. B
Proposition 1.3.6 : HpDB(M,Z(p)) fits into the natural exact sequence
0 - Ωp−1Z (M) - Ω
p−1(M)
δ∗- HpDB(M,Z(p))
pi∗- Hp(M,Z) - 0
(1.3.10)
Here Ωp−1Z (M) is the space of closed differential forms on M with integral
periods, while δ∗ is as usual induced by the chain map from the de Rham
complex to the DB double complex associated to U .
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Ωp−1Z (M) Ω
p−1(M) HpDB (U ,Z(p)) Hq (M,Z) 0
Ωp−1Z (M) Ω
p−1(M) HpDB (V ,Z(p)) Hq (M,Z) 0
Diagram 1.8: All the vertical maps are induced by the refinement: the first two
in a trivial way, the fourth one by seeing the integral cohomology as the Cˇech
cohomology associated to the correspondent open cover. As a consequence, the
diagram commutes.
Proof : Exactness in Hp(M,Z) is proved in the same way as surjectivity
in the proof of Proposition 1.3.5 on page 22, and the argument used for
injectivity shows exactness in HpDB(M,Z(p)).
It remains to prove that ker δ∗ = Ωp−1Z (M). Suppose that ω is a
(p − 1)-form on M such that δω = Dτ for some DB (p − 1)-cochain
τ =
(
τ0,p−1, . . . , τp−1,0
)
. Seen in the Cˇech-de Rham complex this reads
as
δω = (−1)p−1 d˜τp−1,0 + D
(
τ0,p−1, . . . , τp−2,1
)
(1.3.11)
Now, τp−1,0 is a Cˇech cocycle, and equation 1.3.11 shows that ω is a rep-
resentative of the de Rham cohomology class corresponding to
[
τp−1,0
]
in
the Cˇech cohomology. Hence ω is closed, and it has integral periods since
it represent an element of Hp−1DR (M,Z). B
Corollary 1.3.7 : The refinement maps between the Deligne-Beilinson
cohomology groups associated to different good covers are isomorphisms.
Proof : The refinements commute with all the maps used so far, and
the isomorphisms and exact sequences are canonical. For any U and for
q 6= p there is a natural isomorphism between HqDB (U ,Z(p)) and some
other cohomology group which is independent on U , and so must be the
DB cohomology group. For p = q diagram 1.8 and the Five Lemma imply
the thesis. B
Observation 1.3.8 : All the exact sequences and isomorphisms showed
in this section could have been exhibited by means of suitable short exact
sequences of differential complexes of sheaves, namely
0 - Ωp−1[−1] - Z(p)∗ - Z - 0 (1.3.12)
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whereΩp−1[−1] denotes the complex of sheaves of differential forms on M
truncated at p− 1 and with labels shifted by 1 (the j-th sheaf is that of (j−
1)-forms) and Z means the sheaf of locally constant Z-valued functions.
Exactness of this sequence is trivial, and it induces a long exact sequence
in cohomology which induces those studied so far. This last procedure is
maybe more natural, but I chose another point of view because I think it
is closer to its applications in computing the Chern-Simons path integral,
providing explicitly some objects which are easy to handle. B
1.4 Operations in Deligne-Beilinson cohomology
The DB cohomology can be endowed with some additional structures,
namely a product and a kind of integration. Such objects are both fun-
damental for the use of this machinery in the quantization of the U(1)
Chern-Simons theory.
1.4.1 Product between Deligne-Beilinson classes
The Deligne-Beilinson cohomology can be made into a ring with the intro-
duction of a cup product. For further details see [Stacks, Section 01FP].
Definition 1.4.1 : Suppose x is a section of Z(p)µU , y a section of Z(p
′)µ
′
U .
Then the DB cup product of x and y is defined by the bilinear pairing
x ∗ y =

x · y if µ = 0
x ∧ dy if µ > 0 and µ′ = p′
0 otherwise
(1.4.1)
B
It is straightforward to check that this product is associative and that
it satisfies
d˜ (x ∗ y) = d˜x ∗ y + (−1)deg xx ∗ d˜y (1.4.2)
Consider an open cover U on M and the corresponding double com-
plexes. If x ∈ Ck,l (U ,Z(p)∗) and y ∈ Ck′,l′ (U ,Z(p′)∗) then their cup
product x ∗ y ∈ Ck+k′,l+l′ (U ,Z(p + p′)∗) is defined by
(x ∗ y)a0,...,ak+k′ = xa0,...,ak ∗ yak ,...,ak+k′ (1.4.3)
where restrictions are understood. Also, one has
δ (x ∗ y) = (δx) ∗ y + (−1)kx ∗ (δy) (1.4.4)
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This also induces a product between DB cochains: consider x an element
of Cq (U ,Z(p)∗) (extended to zero in all positions with negative k or l or
with l > p) and y ∈ Cq′ (U ,Z(p′)∗) (also extended in the analogous way).
Then define
(x ∗ y)k,l =∑
n
eq,k,nxn,q−n ∗ yk−n,q′−k+n (1.4.5)
where eq,k,n is a sign given by
eq,k,n = (−1)q(k+n)+kn+n (1.4.6)
In the sum in (1.4.5) the only values of n giving a possibly non-zero con-
tribution are n = q, so that deg (xn,q−n) = 0, and n = p′ − q′ + k, so that
deg
(
yk−n,q′−k+n
)
= p′. The product then becomes:
xq,0 · yk−q,l + (1− δ0,l−p′) (−1)(q+k)(p′−q′) xp′−q′+k,l−p′ ∧ dyq′−p′,p′ (1.4.7)
Some technical checks show that this gives a well defined product at
the level of the cohomology of U , compatible with the refinements, and
hence defines a product in DB cohomology. This is operation turns out to
be associative and graded-commutative, i.e.
ω ∗ τ = (−1)degω·deg τ τ ∗ω (1.4.8)
All necessary checks are performed explicitly in [Stacks, Section 01FP] for
a very similar product, for which computations are formally equivalent.
Example 1.4.1 : Let x =
(
x0,2, x1,1, x2,0
)
and y =
(
y0,2, y1,1, y2,0
)
represent
two classes in H2DB (M,Z(2)). Note that for p = q = p
′ = q′ = 2 all
signs eq,k,n are positive, so one can forget them. The product x ∗ y has
components given by
(x ∗ y)0,4a = x0,2a ∧ dy0,2a
(x ∗ y)1,3ab = x1,1ab · dy0,2b
(x ∗ y)2,2abc = x2,0abc · y0,2c
(x ∗ y)3,1abce = x2,0abc · y1,1ce
(x ∗ y)4,0abce f = x2,0abc · y2,0ce f
(1.4.9)
For x = y = (ω, θ, n) this becomes
(x ∗ x)0,4a = ωa ∧ dωa
(x ∗ x)1,3ab = θab · dωb
(x ∗ x)2,2abc = nabc ·ωc
(x ∗ x)3,1abce = nabc · θce
(x ∗ x)4,0abce f = nabc · nce f
(1.4.10)
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Note that the first component of this product is ωa ∧ dωa, which is, up to a
real constant, Aa ∧ dAa. Hence this object is made of a family of differential
forms on the Ua that look like the “Lagrangian density” we would like to
introduce for the Chern-Simons theory, plus some more components in
lower dimensions. B
The previous example suggests that a form of integration of DB classes
with p = q is introduced.
1.4.2 Integration of a Deligne-Beilinson class over a singular cy-
cle
When p 6= q it has been showed that HqDB (M,Z(p)) is isomorphic to some
cohomology group with coefficients in Z or R/Z. In this case, a pairing
with cycles is defined by this correspondence, and in fact it is well defined
as an integral over homology classes.
Recall from example 1.2.4 on page 13 that the homology H∗(M) (the co-
efficient group being Z) is canonically isomorphic to H∗ (C∗,∗ (U )). Hence
a singular p-homology class can be represented by a cycle
z =
(
z0,p−1, . . . , zp−1,0
)
(1.4.11)
in the double complex, where each zk,p−k is a collection of smooth singular
p − k-chains with values in the Ua0,...,ak ’s. More precisely, any singular
chain can be “subdivided” into a cycle in the double complex. Recall that
only finitely many of them is allowed to be non-zero.
Let z be a fixed p − 1-chain in the smooth singular double complex.
Suppose a DB cochain ω =
(
ω0,p, . . . ,ωp,0
)
with q = p is given. This is a
family of p− k− 1-forms on Ua0,...,ak for k < p together with an integer on
each Ua0,...,ap . Hence on each Ua0,...,ak , k < p, there are a singular chain and
a differential form: integration of the ωk,p−ka0,...,ak ’s over the
(
zk,p−1−k
)
a0,...,ak
’s
for some fixed k leads to a finite set of possibly non-zero real numbers,
and one can consistently define:〈
zk,p−1−k
∣∣∣ωk,p−k〉 = ∑
a0<···<ak
〈(
zk,p−1−k
)
a0,...,ak
∣∣∣ωk,p−ka0,...,ak〉 (1.4.12)
A sum over 0 ≤ k < p leads to a pairing between z and ω:
∫
z
ω = 〈z |ω〉 =
p−1
∑
k=0
〈
zk,p−1−k
∣∣∣ωk,p−k〉 (1.4.13)
Note that for u ∈ Ck+1,p−k−1 (U ), ω of bi-degree (k, p− k) in the DB com-
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plex:
〈∂u |ω〉 = ∑
a0<···<ak
〈
(∂u)a0,...,ak
∣∣∣ωa0,...,ak〉 =
= ∑
a0<···<ak
〈
∑
an
(−1)nua0,...,an,...,ak
∣∣∣∣∣ωa0,...,ak
〉
=
= ∑
a0<···<ak+1
〈
ua0,...,ak+1
∣∣∣∣∣ k∑n=0(−1)nωa0,...,ân,...,ak
〉
=
= ∑
a0<···<ak+1
〈
ua0,...,ak+1
∣∣∣ (δω)a0,...,ak+1〉 = 〈u | δω〉
(1.4.14)
Suppose that ω = Dτ is a DB coboundary, whereas z is any (p− 1)-
chain. Then:
〈z |ω〉 = 〈z |Dτ〉 =
=
p−1
∑
k=1
〈
zk,p−1−k
∣∣∣ δ (τk−1,p−k)〉+ p−1∑
k=0
(−1)k
〈
zk,p−1−k
∣∣∣ d˜ (τk,p−1−k)〉 =
=
p−1
∑
k=1
〈
(∂z)k+1,p−1−k
∣∣∣ τk+1,p−k〉+ p−2∑
k=0
(−1)k
〈
(bz)k,p−2−k
∣∣∣ τk,p−1−k〉+
+ (−1)p−1
〈
zp−1,0
∣∣∣ d˜ (τp−1,0)〉 =
= 〈Dz | τ〉+ (−1)p−1
〈
zp−1,0
∣∣∣ d˜ (τp−1,0)〉
(1.4.15)
Note that the second term is an integer, since zp−1,0 is an integral chain
and d˜τp−1,0 is an integral Cˇech cochain as well as τp−1,0
If z is a D-cycle, the first term of this formula vanishes, which implies
that the pairing between a cycle and a coboundary is always an integer. It
follows that the following definition is well posed.
Definition 1.4.2 : For a DB class [ω] ∈ HpDB (M,Z(p)) and an integral
Cˇech-de Rham cycle z the integral of [ω] over z is defined as the element
of R/Z given by ∫
z
[ω] = 〈z | [ω]〉 = [〈z |ω〉] (1.4.16)
where [〈z,ω〉] denotes its reduction modulo Z of 〈z |ω〉. B
Suppose vice-versa that z is a boundary: z = Du, i.e.:
zk,p−1−k = ∂
(
uk+1,p−1−k
)
+ (−1)k b (uk,p−k) (1.4.17)
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With a procedure similar to that of (1.4.15) one obtains the analogous
relation:
〈z |ω〉 = 〈Du |ω〉 =
=
p
∑
k=1
〈
uk,p−k
∣∣∣ (Dω)k,p−k+1〉− 〈up,0 ∣∣∣ (−1)p d˜ (ωp,0)〉+ 〈u0,p ∣∣ d (ω0,p)〉
(1.4.18)
Again, the second term on the right-hand side is an integer. In the case
when ω is a DB-cocycle, the first term on the same side vanishes. Con-
cerning the last one, d
(
ωp,0
)
= Dω in Cp+1 (U ,Z(p + 1)), so it can be seen
as a coboundary. By Proposition 1.3.6 on page 24 the p-form ω such that
δω = d
(
ωp,0
)
is closed and has integral periods. Hence〈
u0,p
∣∣ d (ω0,p)〉 = 〈u0,p ∣∣ δω〉 = 〈∂ (u0,p) ∣∣ω〉 (1.4.19)
The trouble is that ∂
(
u0,p
)
is not in general a cycle, as b∂
(
u0,p
)
equals
∂b
(
u0,p
)
= ∂
(
z0,p−1
)
which is a representative of [z] in singular homology.
Thus in general 〈z | [ω]〉 does depend on the choice of the cycle (not only
on its homology class) even modulo Z, unless e.g. d
(
ω0,p
)
vanishes 5.
However, suppose z, z′ are two Cˇech-de Rham (p− 1)-cycles such that
∂z = ∂z′: this means that they are two U -decompositions of the same sin-
gular cycle. Of course the two cycles are homologous since their difference
represents the same homology class as 0 in the singular complex. Hence
their difference is Du for some u such that ∂
(
u0,p
)
is a cycle: it follows
that the pairing is well defined on singular chains.
Example 1.4.2 : Consider A = [(ωa, θab, nabc)] a class in H2DB (M,Z(2))
and a knot K in M. Choose a parametrization γ of K and a subdivision
0 = t0 < · · · < tn = 1 of [0, 1] so that the image of each interval [ta, ta+1]
is contained in some Ua. For c0k the restriction of γ to [tk, tk+1] and c
1
k,k+1 =
−γ (tk+1) one has that c is a cocycle and its 1-dimensional pieces form γ.
One can write: ∫
K
A =∑
a
〈(c0)a |ωa〉+∑
a,b
〈θab | (c1)ab〉 =
=
n−1
∑
k=0
(∫ tk+1
tk
ωk − θk,k+1 (γ(tk+1))
) (1.4.20)
Thus 〈K | A〉 essentially is the holonomy of the connection (associated to)
A along the knot: using Aa = 2piiωa and gab = exp (2piiθab) one has:
exp
(
−
∫
K
A
)
= exp
(
−
n−1
∑
k=0
∫ tk+1
tk
Ak
)
·
n−1
∏
k=0
gk,k+1 (γ(tk+1)) (1.4.21)
5Note that for p = 2 these forms are the local representatives of the curvature of the
connection associated to ω, so the condition is the flatness of the bundle.
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which is indeed the required holonomy. Note that with this one recovers
the well-known fact that the holonomies of a flat connection along homo-
topy (in this case even homology) equivalent paths are equal. B
Example 1.4.3 Chern-Simons action: Consider again a DB class A as be-
fore, and suppose M is 3-dimensional, compact and oriented. Let [M] be
its fundamental class. Then it makes sense to consider∫
[M]
A ∗ A (1.4.22)
A representative c for [M] in the double complex can be obtained naturally
from an oriented triangulation for M compatible with U . The integral is
written explicitly in terms of this as:
∑
a
〈(c0,3)a |ωa ∧ dωa〉+∑
a,b
〈(c1,2)ab | θab ·ωb〉+
+ ∑
a,b,c
nabc 〈(c2,1)abc |ωc〉+ ∑
a,b,c,e
nabc 〈(c3,0)abce | θce〉 (1.4.23)
If A represents a (non necessarily trivial) connection on the trivial bundle
then the θab’s and the nabc’s can be chosen to be zero, and hence δω = 0 so
that there exists a global ω with ω = δω. The only non-vanishing compo-
nent of the representative of A ∗ A obtained is ω ∧ dω, and 〈[M] | A ∗ A〉
is in fact the integral ∫
[M]
ω ∧ dω (1.4.24)
Except for a constant factor this is the integral of the classical Chern-
Simons Lagrangian density. B
This example justifies the following:
Definition 1.4.3 U(1) Chern-Simons action: Let M be a 3-dimensional,
compact and oriented manifold with fundamental class [M], k ∈ Z a non-
zero integer. The Chern-Simons action with level k of a U(1) connection
A is defined to be
S[A] = 2kpi
∫
[M]
A ∗ dA (1.4.25)
where A denotes the DB class representing the connection as well as the
connection itself. B
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1.5 Distributional Deligne-Beilinson classes and in-
tegration
Most constructions presented so far make sense even if differential forms
are substituted by currents. Before I discuss this I shall recall that cur-
rents are obtained from differential forms by the same dualization proce-
dure used to define distributions from smooth functions. These topics are
briefly introduced in [Ang09, pp. 90-96] (in Italian), and a good further
reference is [dR84]. Here M is oriented and n-dimensional.
As well as C∞c (i.e. compactly supported 0-forms), the space of com-
pactly supported k-forms in the manifold M has a natural structure of
Fréchet space. The space of currents of dimension k (or degree n− k) is
defined to be that of continuous functionals on this with values in R. In
this frame, distributions can be seen as currents of degree n (and dimen-
sion 0).
Example 1.5.1 : Let Z ⊆ M be an oriented k-dimensional submanifold
(or even a singular chain). The pairing with k-forms defined by
〈TZ |ω〉 =
∫
Z
ω (1.5.1)
is continuous in ω with respect to the Fréchet space structure, and hence
makes TZ into a k-dimensional current. This is the positive-dimensional
equivalent of the Dirac δ-funcion.
Also, a differential form τ of degree k can be seen as a current with the
same degree by taking for a (n− k)-form ω
〈τ |ω〉 =
∫
M
τ ∧ω (1.5.2)
B
The basic definitions given for distributions extend to currents. The
exterior differential of a k-current is defined by duality:
〈dT |ω〉 = 〈T | dω〉 (1.5.3)
Note that this operation lowers the dimension and rises the degree, and
satisfies d2 = 0. For instance, if Z is a submanifold of M with boundary bZ
then Stokes theorem translates to dTZ = TbZ. Similarly, the wedge product
of a distribution T with a form τ is given by
〈T ∧ τ |ω〉 = 〈T | τ ∧ω〉 (1.5.4)
and satisfies d (T ∧ τ) = (dT) ∧ τ + (−1)deg T T ∧ (dτ).
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The push-forward ϕ∗ of a smooth proper map ϕ between manifolds is
defined as the dual of the pull-back:
〈ϕ∗T |ω〉 = 〈T | ϕ∗ω〉 (1.5.5)
As for distributions, the restriction of a current to a subset and the
product between two currents are in general not well defined. However, it
is easy to define the restriction to open subsets, and this allows to define
the support of a current and its singular support. Also, if the singular
supports of two currents are separated, i.e. they possess disjoint neigh-
bourhoods, then their product is well defined.
Another example of a situation when a current can be restricted is
the following. Suppose Z, C ⊆ M are two oriented, closed, transverse
submanifolds. It is natural to define TZ |C as the integration current in C of
Z ∩ C. Thus, if dim Z + dim C = dim M, which is to say that dim Z ∩ C =
0, the restriction is the sum of the Dirac δ’s associated to the points in
the intersection with their orientations. Integration over C gives then the
intersection number with Z.
In a similar fashion, the product of two such integration currents can be
defined in a natural way. If ω is a differential form with degree dim M−
dim Z− dim C, define:
〈TZ ∧ TC |ω〉 =
∫
Z∩C
ω (1.5.6)
If U ⊆ R is open, any current T of degree k in U can be uniquely
written as
∑
|I|=k
TIdxI (1.5.7)
where the TI ’s are distributions. This justifies the expression “differential
forms with distributional coefficients” to mean currents.
There exists a Poincaré lemma for currents:
Lemma 1.5.1 (Poincaré lemma for currents): If T is a closed current with
positive degree in a contractible manifold M then it is also exact. B
This is enough to introduce distributional DB cohomology. Since cur-
rents can be restricted to open subsets, the sheaf of k-currents over a man-
ifold is a well-defined object, and so are the DB complexes with distri-
butional values, obtained by substituting differential forms with currents.
The diagram-chasing arguments used to prove the exact sequences for DB
groups still hold, at least at the level of double complexes. The product
of a distributional DB class with a smooth one is well-defined, since each
component is the product of a current with a differential form, and so is
that between two distributional classes provided that the singular supports
of the components that need to be coupled are separated.
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Integration of a distributional DB class, however, requires as usual
some extra care. However, one has:
Proposition 1.5.2 : Let z be a (p − 1)-cycle in M. Then there exists a
distributional DB class ηz so that for each smooth ω ∈ HpDB (M,Z(p)) the
product ω ∗ ηz has well defined integral over M and∫
M
ω ∗ ηz =
∫
z
ω (1.5.8)
B
Example 1.5.2 Construction of the DB dual of a submanifold: Let Z ⊆ M
be a closed oriented submanifold with dimension p′ and co-dimension
p (this is in fact the only case needed in the computation of the path
integral). Choose a tubular neighbourhood V for Z: this can be seen as an
embedding of a vector bundle E → Z in M. Considering Z as an abstract
manifold, let UZ be a trivializing good cover for it. For each UZa ∈ UZ
call Ua ⊆ V the open set corresponding to E|UZa : these open sets form a
good cover for V which can be extended to one for M, U , by adding open
sets which do not intersect Z. In other words, the good cover U of M is
so that the non-empty intersections Ua ∩ Z form UZ, and every such Ua
is identified with (Ua ∩ Z)×Rp through an explicit diffeomorphism. For
r < p I use Rr to mean the subspace generated by the first r elements
of the canonical base, whereas Rr+ means the subset Rr of elements with
non-negative coordinates.
Consider now Ua ∈ U . If Ua ∩ Z = ∅ define α0,p+1a = 0; otherwise
let α0,p+1a be the integration current associated to (Ua ∩ Z) × R+ ⊆ Ua.
One has that dα0,p+1a is the integration current of Ua ∩ Z, i.e. α = δTZ.
My goal is now to extend this α0,p+1 to a distributional DB cochain whose
components are (push-forwards of) integration currents. One has that
δdα0,p+1 = 0. In fact, the boundaries of (Ua ∩ Z)×R+ and (Ub ∩ Z)×R+
intersect Uab in (Uab ∩ Z)×R+. If this is empty, then
(
δdα0,p+1
)
ab corre-
sponds to integrating over the empty set. Otherwise, the two integrations
cancel out, and one gets 0 again. This means, by the Poincaré lemma, that(
δα0,p+1
)
ab is the differential of some current in Uab. This last current can
be chosen in the desired form as follows. If neither Ua nor Ub intersects
Z one can simply take 0. If exactly one of them does, e.g. Ua, one can
choose the integration current of (Ua ∩ Z)×R2+. Otherwise, let gab be the
transition function on UZab, and consider the proper map:
ϕ : (Uab ∩ Z)×R2+ → Uab
(z, (x, y)) 7→ (z, xe1 + ygab(z)e1)
(1.5.9)
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Then ϕ∗
(
T(Uab∩Z)×R2+
)
has the desired properties. The trivializations can
be chosen so that this map is injective.
This procedure can be carried on until one eventually finds a compo-
nent in position (p, 0). This is represented by the integration currents of
those sets Ua0,...,ap for which Uaj ∩ Z 6= ∅ for each j. Hence the lowermost
component is an element of the Cˇech complex and the resulting object is
indeed a distributional DB cocycle α.
It remains to check that the integral of a smooth Deligne-Beilinson class
ω =
[
ω0,p
′
, . . . ,ωp
′,0
]
over Z is the same as the integral of ω ∗ α over M.
To this end, choose a representative (m0,n, . . . , mn,0) for [M] in the double
complex associated to U so that the components of α can be restricted to
the chains forming it. The product ω ∗ α is represented by:(
ω0,p
′ ∧ dα0,p+1, . . . ,ωp′−1,1 ∧ dα0,p+1,ωp′,0 · α0,p+1, . . . ,ωp′,0 · αp+1,0
)
(1.5.10)
The contribution coming from position (k, n− k) for k ≥ p′ is of the form:∫
mk,n−k
ωp
′,0 · αk−p′,n+1−k (1.5.11)
However, each component αk−p,n+1−k is the integration current of some
k-dimensional submanifold of some Ua0,...,ak−p transverse to the component
of mk,n−k in the same open set. Such intersection has dimension 0, and
the integral above can be rewritten as a sum of integrals of ωp
′,0 over 0-
dimensional chains. This is an integer, so its contribution is irrelevant.
Similarly, for k < p′ the integrals∫
mk,n−k
ωk,p
′−k ∧ dα0,p+1 (1.5.12)
can be seen as integrals of the ωk,p
′−k’s over the mk,n−k ∩ (Z ∩U•)’s. Call-
ing zk,p′−k these sets, it is immediate to check that the D-boundary con-
dition for m implies that for z. Moreover, ∂z0,p′ is nothing but Z. This
concludes: z is a cycle in the double complex and represents Z, and the
components of the integral of ω ∗ α are the same appearing in 〈z |ω〉.
B
Chapter 2
Computation of the path
integral
The Deligne-Beilinson cohomology can be used to classify and manipulate
the U(1) connections over a manifold, and it provides a good tool to deal
with the quantization of the corresponding Chern-Simons field theory.
The aim of this chapter is to expose the procedure presented in [GT08;
GT13; GT14] to compute the expectation values and the partition function
of the theory. It is important here to be careful about the meaning of “the
computation” of the expression:∫
DA exp (4pikiS[A])X(A)∫
DA exp (4pikiS[A])
(2.0.1)
Indeed, it can be objected that this integral in itself, as it is written, has
no mathematically precise meaning, e.g. because there exists no locally fi-
nite non-trivial measure on Ω1(M)/Ω1Z(M) which is translation-invariant.
However, when this object is used in physics it comes with a series of con-
ventions which make it meaningful. Such conventions provide with a set
of rules used to manipulate the integral so that eventually a form which is
satisfactory in itself from a mathematical point of view is obtained. From
this point of view, one can see the computation as a procedure that makes
these conventions explicit and translates the integral to a form which can
be consistently handled with the usual calculus rules.
For example, one of the most delicate passages is the normalization.
It is reasonable that whatever meaning is given to the numerator and the
denominator of (2.0.1) they must both diverge. Roughly speaking, the idea
behind the fraction is that the numerator is the product of two contribu-
tions, one of which is diverging and not interesting for the sake of the
theory. This term should be factored out and eliminated, since what is
really important is the other part. The procedure to eliminate it can be
36
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seen as follows. Consider the finite-dimensional subsets of the integration
domain on which the integrals, as they are written, make sense, converge
and have finite ratio. The path integral assumes then the meaning of a
direct limit on these subsets, and the usual calculus rules can be justified
by this point of view. A better explanation of this can be fond in [Gua10].
Bearing this in mind, the strategy for computing the path integral con-
sists in manipulating the numerator until an integral formally identical to
the denominator is factored out. At this point, the elimination does not
just mean simplification of divergent (or not defined) quantities, as in the
frame of the direct limit mentioned above, this means taking the limit of
the well-defined ratios of integrals over suitable sub-domains. Of course,
since the integrals are formally identical, all this ratio have value 1, and
the limit eliminates them as desired.
However, if one feels uneasy with this procedure, he can think of the
process as one starting from an expression which is not well posed and
finds the “right” formal definition of its value. From this point of view, the
passages are still justified as conventional rules to handle such expressions
and give them a precise value, and the goal is not to relate two well defined
objects and prove they are equal, but rather to give a definition of the one
whose meaning is not mathematically apparent. It is worth keeping in
mind, however, that these procedures are not naive and they are often
based on quits subtle ideas.
From now on, M will be assumed to be 3-dimensional, closed, con-
nected and oriented. For further use it is convenient to fix a set of gen-
erators for H1(M), which by compactness of M is finitely generated. Up
to isomorphism there is a unique decomposition of this group as direct
sum of cyclic groups H1(M) ' ZB ⊕Zt1 ⊕ · · · ⊕ZtN with t1|t2| . . . |tN . Let
g1, . . . , gB ∈ H1(M) be fixed generators of the ZB component and hj a gen-
erator of Ztj for each j = 1, . . . , N. Call F(M) = 〈g1, . . . , gB〉 the free part
of the group and T(M) = 〈h1, . . . , hN〉 the torsion part, and choose knots
Cgj and Chj representing gj and hj respectively, with framings C
F
gj and C
F
hj
.
With a slight abuse of notation I shall use A to indicate both a U(1)
connection on M and the corresponding Deligne-Beilinson class, or the
top component of a chosen representative for it. Note that there is an
ambiguity due tu a factor 2pii between these objects, but since only DB
classes or cocycles are involved in the actual computation this will not be
a problem.
2.1 Setting the stage: action, observables and path in-
tegral
The action Let k be a fixed real non-vanishing coupling constant (it is
also called the level of the theory). The U(1) Chern-Simons action is given
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in Definition 1.4.3 on page 31 by:
S[A] = 2pik
∫
[M]
A ∗ A ∈ R/2pikZ (2.1.1)
For the exponential exp (iS[A]) to be well defined the coupling constant
k has to be an integer. Also, since substituting k with −k is the same
as reversing the orientation of M, it is not restrictive to assume that k is
positive. Thus, from now on k will be a fixed positive integer.
The observables By assumption, the holonomies along oriented links
form a complete set of observables for the quantum CS field theory. This
hypothesis is intuitively justified by the fact that two connections with the
same holonomy along all links are equal. So to say, a classical configu-
ration is completely determined by the values of these variables. It will
be important in the following to consider L as a framed link rather than
simply a link, so from now on each link L comes with a framing LF (and
so do knots).
The holonomy of A along a link L is denoted by WL(A). As stated in
example 1.4.2 on page 30, its value can be expressed in terms of integration
in DB cohomology. In fact, for an oriented knot K corresponding to a
singular cycle C one has
WK(A) = exp
(
2pi
i
∫
C
A
)
(2.1.2)
By definition the holonomy along a single knot K with colour q is the q-th
power of WL(A). This can be seen in a number of ways. A somewhat
physical viewpoint consists in seeing the holonomy as a measurement the
action of the connection on a particle travelling along K and transforming
according to the irreducible representation of U(1) labelled by q. Another
way to see it is to consider qC as a formal chain in ∆1(M), which in some
sense corresponds to travelling q times along K. As a matter of fact, in
both cases the result is
exp
(
2pi
i
∫
qC
A
)
(2.1.3)
So far as isotopy-invariant quantities are involved there is another pos-
sible viewpoint to describe colourings. Using the satellite construction
(see [Rol03] or [GT14]) and the framing KF it is possible to replicate K to
obtain a framed link made of q “parallel” copies of K. However, this con-
struction is well defined only up to isotopy, so this point of view will never
be adopted while dealing with the holonomy of a specific connection.
Again by definition, the holonomy along a framed and coloured link
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is the product of those of its components:
WL(A) =
n
∏
j=1
[
exp
(
2pi
i
∫
Cj
A
)]qj
= exp
(
2pi
i
n
∑
j=1
qj
∫
Cj
A
)
(2.1.4)
To summarize, I consider an oriented, framed link L = K1 ∪ · · · ∪ Kl
(as a subset of M) to which an observable WL is associated. L can also be
coloured by assigning an integer qj to each component, this having no geo-
metric meaning. The holonomy along the coloured link means the product
of the holonomies of the single components, each elevated to the power
given by the corresponding colour. These integers can also be assumed
to be positive, since giving colour 0 to a knot simply means to forget it,
and changing a sign is the same as inverting the orientation of the corre-
sponding component. I use the notation qK to mean that the colour q is
assigned to the knot K, and L = q1K1 ∪ · · · ∪ qlKl to mean the whole link.
However, when I consider L as a singular chain in ∆1(M) I actually mean
q1K1 + · · · + qlKl , and by [L] I mean the homology class represented by
this cycle.
The configuration space Concerning the path integral, according to The-
orem 1.3.2 on page 19 the set of U(1) connections over M is in natural 1− 1
correspondence with the DB classes with q = p = 2. Said differently, the
configuration space of the classical U(1) Chern-Simons field theory can
be seen as H2DB (M,Z(2)). Moreover, by Proposition 1.3.6 on page 24 this
group fits into the following exact sequence of Abelian groups:
0 - Ω1(M)/Ω1Z(M)
δ∗- H2DB(M,Z(2))
pi∗- H2(M,Z) - 0 (2.1.5)
This suggests that one sees H2DB (M,Z(2)) as a bundle over the second
integral cohomology group H2(M,Z) with typical fibre isomorphic to the
group Ω1(M)/Ω1Z(M) of differential forms over M modulo closed forms
with integral periods1. In other words, the configuration space of the the-
ory is a disjoint union of spaces Ωγ labelled by γ ∈ H2(M,Z), each being
(with a slight abuse of notation) an affine space over Ω1(M)/Ω1Z(M). The
path integral can therefore be performed as a discrete sum of integrals
over Ω1(M)/Ω1Z(M), each contribution being associated to some class in
H2(M,Z). By Poincaré duality, this group is canonically isomorphic to
H1(M,Z) = H1(M), and it will be more comfortable in the following to
use homology instead of cohomology.
1 Besides a factor 2pii, this group can be seen as that of global connection forms modulo
gauge transformations. Bearing in mind that such a transformation is given by a map
g : M → U(1) sending A to A + g−1dg, it is easy to see that two forms define the same
gauge orbit if and only if their difference lies in Ω1Z(M).
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For an observable X the numerator of 〈X〉 reads as:
∑
γ∈H1(M)
∫
Ωγ
DAX(A) (2.1.6)
Once a point Âγ is chosen as an origin in Ωγ, each addend can be written
as an integral over Ω1(M)/Ω1Z(M):
∑
γ∈H1(M)
∫
Ω1(M)/Ω1Z(M)
DωX(Âγ +ω) = ∑
γ∈H1(M)
∫
DωX(Âγ +ω) (2.1.7)
As well as here, from now on the integration domain will be omitted and
implicitly be assumed to be either Ωγ or Ω1(M)/Ω1Z(M) depending on
whether an origin has been chosen. Also, translation invariance for the
integration will be assumed, so that the result does not depend on the
choice of the origins.
The normalization In order to obtain finite real numbers it is important
to introduce a normalization for the path integral. Of course two different
normalizations differ for a real multiplicative factor, so each of them is
determined by the expectation value of the observable 1. Of course one
expects that the natural choice is that giving 〈1〉 = 1, but this is not always
satisfactory. In fact, this would mean that the normalization factor is
∑
γ∈H1(M)
∫
Dω exp
(
2pikiS
[
Âγ +ω
])
(2.1.8)
so that the expectation value of a generic observable X is
〈X〉 =
∑
γ∈H1(M)
∫
Dω exp
(
2pikiS
[
Âγ +ω
])
· X
(
Âγ +ω
)
∑
γ∈H1(M)
∫
Dω exp
(
2pikiS
[
Âγ +ω
]) (2.1.9)
However, in the procedure that follows the term that factors out of the
numerator actually is ∫
Dω exp (2pikiS [ω]) (2.1.10)
which corresponds to the sum over Ω0, i.e. the connections on the triv-
ial bundle. This suggests that the reduced expectation value 〈〈X〉〉 of an
observable X is introduced:
〈〈X〉〉 =
∑
γ∈H1(M)
∫
Dω exp
(
2pikiS
[
Âγ +ω
])
· X
(
Âγ +ω
)
∫
Dω exp (2piikS [ω])
(2.1.11)
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This gives the normalized partition function
Zk = 〈〈1〉〉 =
∑
γ∈H1(M)
∫
Dω exp
(
2piikS
[
Âγ +ω
])
∫
Dω exp (2pikiS [ω])
(2.1.12)
It turns out that these expressions lead to well given finite real numbers,
whereas the normalized partition function can vanish. If this is not the
case, the actual expectation value for X is given by the ratio
〈X〉 = 〈〈X〉〉
Zk
(2.1.13)
However, in the cases when Zk = 0 it is not obvious which values one
should assign to the expression in (2.1.9). Most of them should diverge,
and the reduced expectation values would carry more information.
2.2 A further decomposition for the path integral
As seen in the previous section, once an origin Âγ is chosen for each Ωγ,
the integral over H2DB (M,Z(2)) splits to a sum over H1(M) of integrals
over Ω1(M)/Ω1Z(M). The goal of this section is to choose some natural
(when possible) origins and to split the integral further by writing the
typical fibre as a direct sum of smaller groups. The choice should be
carried out in such a way that the integrand assumes the simplest form
possible.
2.2.1 The choice of the origins
First, I give an origin for Ωgj , the fibre of one of the generators of F(M).
Recall that Cgj is a knot representing gj, and consider the distribu-
tional class ηj = ηCgj characterized by the property that for each ω ∈
H2DB (M,Z(2)) ∫
Cgj
ω =
∫
M
ω ∗ ηj (2.2.1)
To prove that ηj = [α,λ, ν] belongs to Ωgj (or to its distributional coun-
terpart) I need to show that its lowermost component ν as a Cˇech cocycle
represents the gj’s Poincaré dual. By the universal coefficient theorem, the
free part of H2(M,Z) is isomorphic to Hom (H2(M),Z), and since gj lies
in F(M) it is sufficient to test the integral of ν over each 2-cycle in M to
conclude that it does indeed represent gj’s dual. However, in the distribu-
tional Cˇech-de Rham complex one has that dα = D (α,λ) + d˜ν, and that
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the problem reduces to evaluate the integrals of dα, because dα represents
the same cohomology class as ν. This Cˇech-de Rham cocycle represents a
global closed current (the curvature of the distributional connection asso-
ciated to ηj), and the local α’s were chosen so that their differential are the
integration currents of Cgj ∩Ua in Ua. Consider Σ a smooth representative
for a class in H2(M), transverse to Cgj . Then
∫
Σ dα in Ua is exactly the in-
tersection number between Σ ∩Ua and Cgj ∩Ua. The sum over a becomes
#
(
[Σ] , gj
)
, which is the integral over Σ of gj’s Poincaré dual.
This procedure does not work for the hj’s, so another strategy is needed
for this case. An explicit representative for a DB class which projects to
hj can be described as follows. Give a Cˇech cocycle ν for hj. Since hj is a
generator ofZtj , tjν is the coboundary of some other integral Cˇech cochain
Λ. Hence (
0,−Λ
t
, ν
)
= (0,λ, ν) (2.2.2)
is a DB cocycle which projects to hj. Let Âhj denote its class.
Here is a more geometric interpretation of this construction. Again by
the universal coefficient theorem, the free part of H1(M,Z) is isomorphic
to Hom (H1(M),Z), which is on its turn isomorphic to F(M). Hence the
exact sequence for the DB cohomology with q = 2, p = 3 can be written
as:
0 - F(M) - H1DR(M) - H
2
DB(M,Z(3)) - T(M) - 0 (2.2.3)
The construction above produces a flat bundle with integral Euler class
equal to hj, constant transition functions and vanishing connection forms.
By the exact sequence, two different connections with the same integral
Euler class would differ for an element of H1DR(M)/F(M). But the con-
dition for the local connection forms to vanish implies that the difference
between two choices of such connections should be zero, so the construc-
tion is unique (and natural).
This completes the choice of the origins, since any γ ∈ H1(M) can be
written in a unique way as
γ = s1g1 + · · ·+ sBgB + n1h1 + · · ·+ nNhN (2.2.4)
and the correspondent DB class Âγ
Âγ = s1 Âg1 + · · ·+ sB ÂgB + n1Âh1 + · · ·+ sN ÂgN (2.2.5)
belongs to Ωγ. In the following γτ and γϕ denote the torsion part and the
free part of γ.
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2.2.2 A splitting for the typical fibre
The generators of F(M) can also be used to induce a factorization of
Ω1(M)/Ω1Z(M). For each j there exists a closed differential form β j such
that: ∫
Cgj
βl = δjl (2.2.6)
For each θ = (θ1, . . . , θB) ∈ [0, 1)B let ω0(θ) = θ1β1 + · · · + θBβB. These
forms represent pairwise distinct classes in H1DR(M), and in fact they
parametrize all the orbits under the translations by F(M). This identi-
fies the B-dimensional torus TB with the quotient H1DR(M)/F(M), which
by the sequence 2.2.3 on the previous page can be seen as the family of flat
connections on the trivial bundle. This induces an embedding of TB into
Ω1(M)/Ω1Z(M) which splits it into a direct sum. In fact, this maps has a
section given by
ω 7→
(∫
Cg1
ω, . . . ,
∫
CgB
ω
)
(2.2.7)
From now on, a generic element of Ω1(M)/Ω1Z(M) will be denoted as
ω = ω0 + ω˜.
Assuming that integration in ω is the same as double integration in θ
and ω˜, this section can be summarized in stating that for a functional X
one has∫
DAX(A) = ∑
γτ∈T(M)
∑
γϕ∈F(M)
∫
TB
dθ
∫
Dω˜F
(
Âγτ + Âγϕ +ω
0(θ) + ω˜
)
(2.2.8)
2.3 The actual computation
2.3.1 Simplification of the integrand
Now that the variable A has been split into four pieces, the expressions
for the integrand are quite uneasy to handle. Before proceeding with the
integral I shall reduce both the action and the holonomy by eliminating
from the exponentials all the contributions which lie in Z.
The action of A now reads:
S[A] = 2pii
∫
M
[
Âγτ + Âγϕ +ω
0(θ) + ω˜
]
∗
[
Âγτ + Âγϕ +ω
0(θ) + ω˜
]
(2.3.1)
Unfortunately our choice of a distributional origin Âγϕ implies that this
object, written in this form, is not well posed, because it involves the ∗
product of a distributional class (with non-empty singular support) with
itself. To solve this problem consider the framing CFgj chosen for Cgj and
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consider the distributional DB class ÂFγϕ built from C
F
gj in the same way
as Âγϕ from Cgj . I shall substitute with Âγϕ ∗ ÂFγϕ any occurrence of the
product of Âγϕ with itself. The independence on this operation will be
apparent in a moment.
The following terms give no contribution to the exponential, and by
grade-commutativity of ∗ in cohomology the condition is symmetric:
• ω0(θ) ∗ Âγτ : the first factor comes from Ω1(M)/Ω1Z(M), so for a
generic A the only possibly non-zero component of ω0(θ) ∗ A is in
top position. However, Âγτ was chosen in such a way that its top
component is zero.
• ω0(θ) ∗ω0(θ): this is a product of global forms, and reads as ω0(θ)∧
dω0(θ) = 0 since ω0(θ) is closed by construction.
• ω˜ ∗ω0(θ): by the same argument.
• Âγϕ ∗ ÂFγϕ : two representatives for these classes can be chosen in
such a way that the supports of the components of the first do not
intersect those of the second. Hence the pairing is zero in DB co-
homology. Furthermore, this argument holds independently on the
framing and gives always the same result. This stated, one can think
of the expression with Âγϕ ∗ Âγϕ as a limit in which the framing
tends to the knot, which (which makes sense at the level of currents)
gives trivial result due to the independence of the framing.
Note moreover that∫
M
ω0(θ) ∗ Âγϕ =
B
∑
j=1
sj
∫
M
ω0(θ) ∗ Âgj =
B
∑
j=1
sj
∫
Cgj
ω0(θ) =
B
∑
j=1
sjθj (2.3.2)
The remaining terms are
•
[
Âγτ + ω˜
]
∗
[
Âγτ + ω˜
]
, whose contribution is exp
(
iS
[
Âγτ + ω˜
])
.
• 2
[
Âγτ + ω˜
]
∗ Âγϕ
Hence the action term is expressed by
exp
(
iS
[
Âγτ + ω˜
])
· exp
(
4piki
∫
M
[
Âγτ + ω˜
]
∗ Âγϕ
)
· exp
(
4piki
B
∑
j=1
sjθj
)
(2.3.3)
Concerning the holonomy, let L = C1 ∪ · · · ∪ Cn be a fixed link with
colours q1, . . . , qj and framings CF1 , . . . , C
F
n . For each component Cl let ηLl
be a DB class defined in the same way as ηj for Cgj , and let
ηL =
n
∑
l=0
qlηLl (2.3.4)
CHAPTER 2. COMPUTATION OF THE PATH INTEGRAL 45
This is to say that
WL(A) = exp
(
2pi
i
n
∑
l=0
ql
∫
M
A ∗ ηLl
)
= exp
(
2pi
i
∫
M
A ∗ ηL
)
(2.3.5)
The contribution of WL to the integral is
exp
(
2pi
i
∫
M
[
Âγτ + Âγϕ +ω
0(θ) + ω˜
]
∗ ηL
)
(2.3.6)
The same arguments as before show that the contribution due to Âγϕ does
not affect the exponential, whereas
exp
(
2pi
i
∫
M
Âγϕ ∗ ηL
)
= exp
(
2pi
i
∫
M
B
∑
j=1
aLj θj
)
(2.3.7)
where the aLj ’s are the coordinates of (the free part of) [L] ∈ H1(M) with
respect to the generators g1, . . . , gB. The remaining part is the holonomy
of
[
Âγτ + ω˜
]
along L.
Finally I can write the numerator of 〈〈WL〉〉 as
∑
T(M)
∑
ZB
∫
TB
dθ
∫
Dω˜ exp
(
iS
[
Âγτ + ω˜
])
· exp
(
2pii
B
∑
j=1
(
2ksj − aLj
)
θj
)
·
· exp
(
4piki
∫
M
[
Âγτ + ω˜
]
∗ Âγϕ
)
· exp
(
2pi
i
∫
M
[
Âγτ + ω˜
]
∗ ηL
)
(2.3.8)
2.3.2 Elimination of the free part and factorization
Since θ appears only in exp
(
2pii∑Bj=1
(
2ksj − aLj
)
θj
)
, the easiest way to
proceed now is to take the integral over the torus first. However, this
integral is rather simple: in fact, it vanishes unless 2ksj = aLj , in which case
its value is 1. Thus, the effect of integrating in θ is equivalent to neglecting
this part of the integral and restricting the sum in s = (s1, . . . , sB) to the
terms with 2ksj = aLj for each j. This gives the first nice result about the
path integral:
Statement 2.3.1 : If aLj 6≡ 0 (mod 2k) then 〈〈WL〉〉 = 0. B
Suppose instead that 2k|aLj for each j. Then the sum over ZB also
disappears, as its only non-trivial term is that associated to the homology
class
γ =
aL1
2k
g1 + · · ·+ a
L
B
2k
gB (2.3.9)
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Let L• be the coloured link given by aL1 Cg1 ∪ · · · ∪ aLBCgB : the only possibly
non-trivial contribution to the path integral comes from
γϕ =
1
2k
[L•] (2.3.10)
The path integral becomes then
∑
T(M)
∫
Dω˜ exp
(
iS
[
Âγτ + ω˜
])
· exp
(
2pi
i
∫
M
[
Âγτ + ω˜
]
∗ (ηL − ηL•)
)
∫
Dω exp (iS[ω])
(2.3.11)
Note that [L− L•] (the sign minus meaning the union of the two links
after changing the sign to the colours of L•) is the torsion part of [L] in
homology. Since L• is arbitrary within its homology class, one has:
Statement 2.3.2 : The reduced expectation value 〈〈WL〉〉 is unchanged
when a knot K with colours multiple of 2k and [K] ∈ F(M) is added to
L. B
Roughly speaking, the interesting part of 〈〈WL〉〉 only depends on L’s
torsion.
From now on the τ in γτ is dropped since there is no ambiguity with
the free part. Calling Lτ = L− L•, the path integral can be simply written
as
∑
γ∈T(M)
∫
Dω˜ exp
(
iS
[
Âγ + ω˜
])
· exp
(
2pi
i
∫
M
[
Âγ + ω˜
]
∗ ηLτ
)
∫
Dω exp (iS[ω])
(2.3.12)
This can be factorized in a sum over T(M) and an integral in ω˜. In fact,
the only mixed factor in the integrand is
exp
(
4piki
∫
M
ω˜ ∗ Âγ
)
(2.3.13)
and its value is 1 by the same argument used to eliminate ω0(θ) ∗ Âγ.
Thus, one can split the integral as:
〈〈WL〉〉 =
(
∑
γ∈T(M)
exp
(
iS
[
Âγ
])
· exp
(
2pi
i
∫
M
Âγ ∗ ηLτ
))
·
·
∫
Dω˜ exp (iS [ω˜]) · exp
(
2pi
i
∫
M
ω˜ ∗ ηLτ
)
∫
Dω exp (iS[ω])
(2.3.14)
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Note that since
∫
TB dθ = 1 one can just multiply the whole expres-
sion by this factor and the result is unaffected. Reunion of the integrals
in dθ and in Dω˜ then becomes just integration in Dω over the whole
Ω1(M)/Ω1Z(M), so that one eventually finds:
〈〈WL〉〉 =
(
∑
γ∈T(M)
exp
(
iS
[
Âγ
])
· exp
(
2pi
i
∫
M
Âγ ∗ ηLτ
))
·
·
∫
Dω exp (iS [ω]) · exp
(
2pi
i
∫
M
ω ∗ ηLτ
)
∫
Dω exp (iS[ω])
(2.3.15)
It is customary to call these two factors the non-perturbative and per-
turbative parts respectively.
2.3.3 Some useful linking numbers
Before I conclude the computation I shall define two kinds of linking num-
ber for knots in M representing torsion classes in homology. This will be
useful to give a visible meaning to the integrals appearing in (2.3.15).
Consider C, C′ two links in M, and suppose [C] and [C′] lie in T(M)
with orders t′ and t′ respectively. By hypothesis there exists a 2-chain Σ in
M so that bΣ = tC, and up to small perturbations it can be chosen so that
it is transverse to C′. The intersection number # (Σ, C′) ∈ Z is well defined
and does not depend on the particular choice of Σ. To see this, consider
another surface Σ˜ bounded by C and transverse to C′. Then:
#
(
Σ, C′
)− #(Σ˜, C′) = #(Σ− Σ˜, C′) (2.3.16)
Since Σ and Σ˜ have the same boundary, their difference is a cycle, and the
intersection number above depends only on the homology classes of Σ− Σ˜
and C′. But since the pairing is bilinear in homology and [C′] is a torsion
class it follows that their intersection vanishes.
Definition 2.3.1 : The rational linking number `kQ (C, C′) ∈ Q is defined
as
`kQ
(
C, C′
)
=
1
t
#
(
Σ, C′
)
(2.3.17)
B
Note that it is not necessary that t is [C]’s order to make the definition
consistent, as it still makes sense any of its multiples. Moreover, the result
does not depend on this choice: for any r ∈ Z∗ one has:
`kQ
(
C, C′
)
=
1
t
#
(
Σ, C′
)
=
1
tr
#
(
rΣ, C′
)
(2.3.18)
CHAPTER 2. COMPUTATION OF THE PATH INTEGRAL 48
and brΣ = rbΣ.
The result is invariant under diffeomorphism and ambient isotopy.
However, it depends on the choice of C and C′ within their homology
classes, so this pairing is well defined for links representing torsion clas-
ses, but not for torsion classes themselves. On the other hand, it can be
proved that if C and C˜ represent the same homology class then
`kQ
(
C, C′
)− `kQ (C˜, C′) ∈ Z (2.3.19)
This leads to the definition of a kind of rational linking number in homol-
ogy with values in Q/Z.
Definition 2.3.2 : The rational linking number defines a Z-bilinear pair-
ing Q : T(M)⊗ T(M)→ Q/Z. B
This pairing is also presented in [Atlas] and discussed in [AHV76;
GL78].
It is useful for the application to the path integral to see these linking
numbers in terms of integration of DB classes. Consider again C and C′
as above, and choose Σ and Σ′ with respective boundaries tC and t′C′. A
distributional DB class corresponding to the integration along C is repre-
sented by the global current ηC = TΣ/t. Similarly, ηC′ = TΣ′/t′. Then
ηC ∗ ηC′ = 1t TΣ ∧ d
1
t′
TΣ′ =
1
t
TΣ ∧ TC′ (2.3.20)
The support of this current is exactly Σ∩C′, and integration of this current
over M gives precisely # (Σ, C′) /t, which is the desired rational linking
number.
Consider now two homology classes γ1,γ2 ∈ T(M) and the origins of
the corresponding fibres in H2 (M,Z(2)). For simplicity call them Â1 and
Â2. It turns out that
Q(γ1,γ2) =
∫
M
Â1 ∗ Â2 (2.3.21)
To see this, recall first the construction of Â1 and Â2 (see 2.2.1 on page 41).
If Âj is represented by
(
0,λj, νj
)
, the product is
Â1 ∗ Â2 = [0, 0, 0, ν2 ^ λ1, ν2 ^ ν1] (2.3.22)
where ^ denotes the cup product in the Cˇech complex. Recall that λj =
−d˜Λj/tj for some Λj and tj so that δΛj = tjνj. This means that the only
non-vanishing terms in
∫
M Â1 ∗ Â2 are those corresponding to the dimen-
sion 0. This part of the integral corresponds to the pairing between λ1 and
ν2 in the Cˇech complex, and up to a factor t1 it represents the intersection
number between a cycle representing γ2 and a surface whose boundary is
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t1 times a cycle representing γ2. This concludes the argument. Note that
since the integration of DB classes takes values in R/Z this also proves
the good definition of Q.
2.3.4 Conclusion of the computation
Back to the path integral, to conclude it is necessary to elaborate the fol-
lowing expression:
〈〈WL〉〉 =
(
∑
γ∈T(M)
exp
(
iS
[
Âγ
])
· exp
(
2pi
i
∫
M
Âγ ∗ ηLτ
))
·
·
∫
Dω exp (iS [ω]) · exp
(
2pi
i
∫
M
ω ∗ ηLτ
)
∫
Dω exp (iS[ω])
(2.3.23)
The non-perturbative part can now be easily expressed in terms of the
rational linking numbers introduced above. In fact, the action of Âγ is:
S
[
Âγ
]
= 2pik
∫
M
Âγ ∗ Âγ = 2pikQ (γ,γ) (2.3.24)
The integral of Âγ ∗ ηLτ can also be seen as Q (γ, [Lτ]), and depends only
on the homology class of Lτ. This concludes the computation of the non-
perturbative part:
Statement 2.3.3 : The non-perturbative part of 〈〈WL〉〉 is
∑
γ∈T(M)
exp (2pikiQ (γ,γ)) · exp
(
2pi
i
Q (γ, Lτ)
)
(2.3.25)
Concerning the perturbative part, the main idea is to make a change of
variable in order to factor out a term which eliminates with the denomi-
nator. The integrand of the numerator is the exponential of
2piki
∫
M
ω ∗ω+ 2pi
i
∫
M
ω ∗ ηLτ = 2pii
∫
M
(kω ∗ω−ω ∗ ηLτ ) (2.3.26)
By definition, Lτ represents a torsion class, therefore for some integer
t there exists a 2-cycle Σ such that tηLτ is represented by TΣ. Although DB
classes cannot in general be multiplied by real numbers (because the last
component always has to be made of integers), it makes sense to divide
this class by 2kt, because it is represented by a current. For a DB class ω
one has:∫
M
ω ∗
(
1
2kt
ηΣ
)
=
1
2kt
∫
M
ω ∧ dηΣ = 12kt
∫
bΣ
ω =
1
2k
∫
Lτ
ω (2.3.27)
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Thus the distributional class
ω′ = ω− 1
2k
ηLτ (2.3.28)
is well posed. The action of this class is given by:
S
[
ω′
]
= 2pik
∫
M
ω ∗ω− 2pi
∫
M
ω ∗ ηLτ +
2pi
4k
∫
M
ηLτ ∧ dηLτ (2.3.29)
As before, the wedge product of currents ηLτ ∧ dηLτ is not well posed
because of its singularities. This is where the framing of L is needed: it is
possible to regularize the product by substituting it with ηLτ ∧ dηFLτ , where
the last current means that associated to the framing LFτ .
Bearing this in mind, the change of variable given by (2.3.28) trans-
forms the perturbative part to:
∫
Dω exp (iS [ω]) · exp
(
2pi
i
∫
M
ω ∗ ηLτ
)
∫
Dω exp (iS[ω])
=
=
∫
Dω′ exp (iS [ω′]) · exp(−2pii
4k
∫
M
ηLτ ∧ dηFLτ
)
∫
Dω exp (iS[ω])
(2.3.30)
The second exponential in the numerator can be factored out of the
integral, and under the assumption that this integration is translation-
invariant the remaining part equals the denominator. This does not just
mean that they are both infinite: they are actually the same integral. Ap-
plying the limit procedure described at the beginning of the chapter these
two contributions are finally eliminated, leaving only:
exp
(
−2pii
4k
∫
M
ηLτ ∗ ηFLτ
)
= exp
(
−2pii
4k
`kQ
(
Lτ, LFτ
))
(2.3.31)
Note that it is important not to consider this as an integration of DB clas-
ses, because this would introduce an integral indetermination which is not
allowed now, due to the factor 1/4k.
To summarize:
Statement 2.3.4 : The perturbative part of 〈〈WL〉〉 is
exp
(
2pi
4ki
`kQ
(
Lτ, LFτ
))
(2.3.32)
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2.4 Definition, final checks and properties of the path
integral
It is finally possible to give a definition of 〈〈WL〉〉:
Definition 2.4.1 : The reduced expectation value 〈〈WL〉〉 is defined as:
exp
(
2pi
4ki
`kQ
(
Lτ, LFτ
))
· ∑
γ∈T(M)
exp (2pikiQ (γ,γ)) · exp
(
2pi
i
Q (γ, Lτ)
)
(2.4.1)
whenever the free part of [L] lies in 2kF(M), and 0 otherwise.
The partition function is given by:
Zk = 〈〈W∅〉〉 = ∑
γ∈T(M)
exp (2pikiQ (γ,γ)) (2.4.2)
If Zk 6= 0, the (non-reduced) expectation value 〈WL〉 is also defined,
namely:
〈WL〉 = 〈〈WL〉〉Zk (2.4.3)
B
During the computation and the definition of the linking numbers sev-
eral choices were made, but most of them were discussed as soon as they
were introduced, and it was checked that they would not affect the result.
The only non-trivial choice that was not discussed is that of the generators
of H1(M). In fact, those of the torsion part were inessential, since every
object depending on torsion was defined in an intrinsic way. However,
the isomorphism H1(M) ' T(M)⊕ F(M) is not canonical, and in partic-
ular there is no preferred way to embed F(M) in H1(M). The choice of
g1, . . . , gB influences that of Lτ, and it is not obvious that the definition
above is unaffected by this.
In the case when the free part of [L] does not belong to 2kF(M) the
problem does not appear. Consider instead the opposite case. A different
choice for g1, . . . , gB would produce a new Lρ which differs from Lτ for
a framed link which can be written as 2kC for some C. This means that
ηLρ = ηLτ + 2kηC, and looking at the linking numbers one has:
`kQ
(
Lρ, LFρ
)
=
∫
M
ηLρ ∧ dηLρ =
=`kQ (Lτ, Lτ) + 2
∫
M
(2kηC) ∗ ηLτ +
∫
M
(2kηC) ∗
(
2kηFC
)
(2.4.4)
where I used the fact that∫
M
(2kηC) ∗ ηFLτ =
∫
M
ηLτ ∗
(
2kηFC
)
=
∫
M
(2kηC) ∗ ηLτ (2.4.5)
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This last integral is a multiple of 2k, and since it appears with a factor
2 its contribution is a multiple of 4k. Moreover, the last term in (2.4.4)
equals 4k2
∫
M ηC ∗ ηFC, which is a multiple of 4k2 by the same argument
used in 2.3.1 on page 43 to show that the term with Âγϕ ∗ Âγϕ could be
eliminated. These factors 4k and 4k2 guarantee that the result is indepen-
dent on the choice of g1, . . . , gB, and hence one can finally conclude:
Proposition 2.4.1 : The reduced expectation values and the normalized
partition function are invariant under diffeomorphism and ambient iso-
topy.
Note that for the sake of the expectation value 〈〈WL〉〉 the colour can
also be interpreted in terms of satellites. In fact, let L is an oriented,
framed and coloured link and LS the oriented framed link with unitary
colours obtained by substituting each component of L with the satellite
corresponding to the colour given. Then applying definition 2.4.1 on the
preceding page it is immediate to see that :
〈〈WL〉〉 = 〈〈WLS〉〉 (2.4.6)
Thus, even though in general the holonomy of a connection along a
satellite is not the same as that along the knot with the corresponding
colour,the expectation values are the same.
Chapter 3
Comparison between the
Abelian Chern Simons path
integral and the
Reshetikhin-Turaev surgery
invariant
In this chapter I shall recall the basic facts about Dehn surgery presen-
tations of a 3-manifold and use them to define the Abelian analogous of
for the Reshetikhin-Turaev (RT) surgery invariant presented in [MOO92].
This was done through a formula expressed in terms of the surgery link,
which a priori depends on the presentation chosen. However, in the same
article it was proved that in facts the value obtained does not depend on
the surgery link.
The formula suggests that it is related to the Chern Simons path inte-
gral computed so far by means of a reciprocity formula. In this chapter I
shall explicitly show the relation presented by Guadagnini and Thuillier
between the RT invariant and the CS partition function defined in 2.4.1 on
page 51, under the additional hypothesis that M is a rational homology
sphere, and use this as an alternative proof that the RT invariant is well
defined independently on the surgery instruction.
The notations given at the beginning of Chapter 2 on page 36 are used
throughout this chapter.
3.1 3-manifolds and Dehn surgery
I recall here some basic definitions and preliminary useful facts which are
treated in detail in [Rol03].
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The solid torus is the space T2 = S1 × D2, where S1 and D2 are con-
sidered as subsets of C in the natural way. The longitude is the curve
λ = S1 × {1}, while the meridian is µ = {1} × S1. Two diffeomorphisms
of T2 = bT2 are isotopic if and only if they preserve the isotopy classes [λ]
and [µ]. A diffeomorphism of the solid torus preserves the isotopy class
[µ]. On the other hand, for each pair of generators a, b ∈ H1(T2) there
exists a diffeomorphism of T2 sending [λ] to a and [µ] to b, and such dif-
feomorphism extends to T2 if and only if the isotopy class of µ remains
fixed.
Let K ⊆ M be a (tame) knot. A tubular neighbourhood for K is the
same as a subset U ∈ M diffeomorphic to T2 with K corresponding to
S1×{0}. Such subset is unique up to ambient isotopy in M. A framing KF
for K is a knot which lies in bU for some tubular neighbourhood of U and
is homologous to K in U. Giving such a curve is equivalent to specifying
an embedding of T2 sending S1 × {0} to K, the framing corresponding to
λ.
Fix a surface diffeomorphic to the torus T2 in S3: it bounds two com-
ponents, each diffeomorphic to T2. A pair of closed simple curves in the
surface can be chosen so that each one is homologically trivial in one com-
ponents and generates the first homology group of the other. Moreover,
this choice is unique up to isotopy. In particular, any knot K possesses a
unique (up to isotopy) framing KF0 which is homologically trivial in the
complement of the tubular neighbourhood. This is characterized by the
condition that the linking number `k
(
K, KF0
)
vanishes. In fact, the linking
number establishes a 1− 1 correspondence between Z and framings of a
particular knot, in the way that follows. If µ is the meridian of a tubular
neighbourhood U of K, the framing corresponding to r ∈ Z is obtained
as a simple closed curve KFl in bU representing
[
KF0
]
+ l [µ] in H1 (bU).
Hence framing a link can be considered the same as colouring it.
Consider now a framed knot
(
K, KF
)
in M, and remove the interior
of a tubular neighbourhood that realizes the framing. What remains is a
manifold M′ with boundary bM′ ' T2 with a simple closed curve KF ⊆
bM′. For each diffeomorphism h :
(
T2, µ
) → (bM′, KF) the manifold
M′ ∪h T2 is well defined in the C∞ category by identifying the boundaries
through h. This is independent on the choice of h, up to diffeomorphism.
This construction is called Dehn surgery along the framed knot K, and can
easily be extended to framed links. In this context, the framed link used
to produce a new manifold is called the surgery instruction.
Here is a very important result about Dehn surgeries:
Theorem 3.1.1 : Any closed, connected and orientable 3-manifold M can
be obtained by Dehn surgery on a coloured link on the 3-sphere with the
usual orientation. Moreover, the surgery instruction can be chosen so that
its components are unknots with colours ±1.
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This is used to describe 3-manifolds, which are difficult to visualize, in
terms of link diagrams together with an integer associated to each com-
ponent. Though any M (under the usual hypothesis made here) admits
such presentation, this is far from unique. A relation between framed links
can be established by taking two of them to be equivalent if they produce
diffeomorphic manifolds, and there are several sets of moves (e.g. Kirby
moves) which state whether two surgery instructions are equivalent. This
is very similar to how Reidemeister moves classify diagrams representing
the same isotopy class of links. In this frame, a topological invariant for
3-manifolds can be defined by introducing of some formula associated to
framed links or diagrams, and showing that it is invariant under the action
of any such set of moves. This is what is done in [MOO92].
A surgery presentation of M also establishes a correspondence be-
tween isotopy classes of links in M and suitable classes of links in S3.
If follows that a similar strategy can be applied to produce surgery invari-
ants for links in a manifold.
3.2 The definition of the RT invariant and the con-
frontation with the CS path integral
Consider a surgery instruction L = K1 ∪ · · · ∪ Km ⊆ S3 with framings
KF1 , . . . , K
F
m and let L the matrix whose entries are:
Ljl = `k
(
Kj, KFl
)
(3.2.1)
Recall that since this matrix is symmetric its eigenvalues are real, and the
signature σ (L) (number of positive eigenvalues minus number of negative
eigenvalues) is well defined. Consider then:
IS
3
k (L) = (2k)−m/2 exp
(
ipiσ (L)
4
) 2k−1
∑
q1,...,qm=0
exp
(
−2pii
4k ∑j,l
qjqlLjl
)
(3.2.2)
As stated before, it was showed in [MOO92] that this formula assumes
the same value for surgery instructions producing diffeomorphic mani-
folds. This defines the Reshetikhin-Turaev invariant for the manifold ML
obtained by Dehn surgery on L.
Definition 3.2.1 : The U(1) version of the Reshetikhin-Turaev invariant
of level k for the manifold M is given by:
Ik (M) = IS
3
k (L) (3.2.3)
B
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In [GT14] Guadagnini and Thhuillier declare that this invariant is the
same as the normalized partition function Zk(M) (up to a factor depend-
ing on the Betti and torsion numbers of M), and that this can be proved by
means of the reciprocity formula presented in [DT07]. Basing on this cor-
respondence, it is natural to think of the reduced expectation values of the
holonomies as a sort of extension of the invariant defined by Murakami
et al. as one for framed links on M. In this frame, Ik(M) simply becomes
the invariant associated to the empty link in M. The natural question
arises as whether Ik(M, L), corresponding to 〈〈WL〉〉, can be expressed by
a “combinatorial” formula extending that for Ik(M). This should involve
two framed links L and L˜, where the first means a surgery representation
of M, while the second corresponds to L ⊆ M. Again in [GT14] it is state
that such a formula is (with slightly different notations):
IMk (L) = (2k)
−m/2 exp
(
ipiσ (L)
4
)
·∑ exp
(
−2pii
4k
`k
(
LC ∪ L˜,LFC ∪ L˜F
))
(3.2.4)
Here LC denotes a coloured version of L and the sum is performed over
all the colouring of this link with colours in {0, 1, . . . , 2k}.
The application of the reciprocity formula requires a description of the
rational linking numbers `kQ and Q in terms of the linking matrix L of
a surgery link. For the case of the pairing Q in homology for a rational
homology spheres there are several solid descriptions of this relations (see
again [Atlas; AHV76; GL78]). Basing on it, to conclude this work I shall
explicitly prove that
Ik(M) = (t1 . . . tN)
−1/2 Zk(M) (3.2.5)
In the specific case of a rational homology sphere.
The reciprocity formula presented in [DT07] can be phrased as follows.
By a lattice I mean an Abelian finitely generated free group.
Theorem 3.2.1 : Suppose the following objects are fixed:
• a rank l lattice W;
• an inner product 〈· | ·〉 on the vector space WR = W ⊗Z R, with
respect to which the dual lattice {y ∈WR| 〈x | y〉 ∈ Z for all x ∈W}
is denoted by W•;
• an automorphism h of WR, symmetric with respect to 〈· | ·〉, and such
that h (W•) ⊆W•;
• an integer r and a vector ψ, such that all the pairings that follows
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have values in Z:
r
2
〈x | h(x)〉 〈x ∣∣ h(x′)〉 r 〈x |ψ〉 for x, x′ ∈W
r
2
〈y | h(y)〉 〈y ∣∣ ry′〉 r 〈y |ψ〉 for y, y′ ∈W• (3.2.6)
Call vol(W•) the volume of the cube spanned by a base of W• with respect
to the metric 〈· | ·〉, and σ the signature of h. Then, the following equality
holds:
vol (W•) ∑
x∈W/rW
exp
(
pii
r
(〈x˜ | h (x˜)〉+ 2r 〈x˜ |ψ〉)
)
=
= |det h|− 12 r l2 exp
(
pii
4
σ
)
∑
y∈W•/h(W•)
exp
(
−piir
〈
y˜ + ψ
∣∣∣ h−1 (y˜ + ψ)〉)
(3.2.7)
where x˜ and y˜ denote respectively representatives of x and y. B
To apply this consider the correspondences:
• As a lattice W take the free Abelian group formally generated by the
m components of the surgery link L.
• Identifying W with Zm and WR with Rm, take on WR the standard
scalar product. It is easy to see that for this choice W• = W = Zm,
and vol (W•) = 1.
• Choose as h the operator expressed by the linking matrix (−Ljl).
Recall that M is supposed to be a rational homology sphere: since
the linking matrix gives a presentation of H1(M) (which has no free
part) as Zm/LZm, this operator is in fact invertible with |det h| the
product of the torsion numbers. The entries of L are integers, hence
the operator sends W• in itself.
• Let r = 2k and ψ = 0. All the checks about the pairings are trivial.
The left-hand side of Equation (3.2.7) is then:
2k
∑
q1,...,qm=1
exp
(
−2pii
4k ∑j,l
qjqlLjl
)
(3.2.8)
Note that this is exactly the sum appearing in the definition of Ik(M).
Besides, the right-hand side is:
(t1 . . . tN)
− 12 (2k)
m
2 exp
(
−pii
4
σ (L)
)
∑
y∈Zm/LZm
exp
(
2piki∑
j,l
yjyl
(
L−1
)
ij
)
(3.2.9)
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This is where it is important to relate the linking matrix L to the pair-
ing Q. For a rational homology sphere the bilinear pairing Q in M is
expressed exactly by the matrix L−1, in the identification between H1(M)
and Zm/LZm. Thus the last sum equals the normalized partition function
Zk(M). Multiplying the last expression by
(2k)−m/2 exp
(
ipiσ (L)
4
)
(3.2.10)
finally gives:
Ik(M) = (t1 . . . tN)
−1/2 Zk(M) (3.2.11)
This completes the comparison between the Reshetikhin-Turaev invariant
and the partition function. Note that they differ only by a factor which is
of course invariant and gives an alternative proof of the non-obvious good
definition of Ik(M) as an invariant.
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