Strategy machines : representation and complexity of strategies in infinite games by Gelderie, Marcus
Strategy Machines
Representation and Complexity of Strategies in Infinite Games
Von der Fakultät für Mathematik, Informatik und Naturwissenschaften der RWTH
Aachen University zur Erlangung des akademischen Grades eines Doktors der Natur-
wissenschaften genehmigte Dissertation
vorgelegt von
Diplom-Informatiker
Marcus Gelderie
aus
Stolberg Rhld.
Berichter: Universitätsprofessor Dr. Dr. h. c. Dr. h. c. Wolfgang Thomas
Chargé de Recherche Dr. habil. Nicolas Markey
Tag der mündlichen Prüfung: 06.02.2014
Diese Dissertation ist auf den Internetseiten der Hochschulbibliothek online verfügbar.

Abstract
This thesis studies the representation of winning strategies in infinite games as Turing
machines. We show that Turing-machine-based strategy representation (by “strategy
machines”) – if compared to the standard setting of Mealy automata – allows for a
finer classification of strategies, provides a better understanding of the structure of
strategies, and can successfully be used in areas that are difficult to reason about with
automaton strategies, such as composition of games and strategies.
We give a formal definition of strategy machines and adapt the classical Turing-
machine complexity measures to our setting – called latency, space requirement, and
size. The latency is the number of computation steps that is required to produce a next
move, the space requirement states howmuchmemory is required for this computation
and the size is the number of control states of the machine. These complexity measures
are not present in representations of strategies that are based on automata and thus
provide a finer view on strategies than currently used models.
We show that strategy machines of polynomial size with a polynomial space require-
ment can be synthesized for Muller games. Moreover, we show that for Streett games a
polynomial latency can be guaranteed in addition to these bounds. The synthesis pro-
cedure is an adaption of Zielonka’s algorithm, now making use of the computational
power of a Turing machine to spread costly computations across the infinite play.
Turning to composition of games and strategies, we study reachability and Büchi
games on arenas that are products of several component arenas. We focus on composing
a winning strategy on the product arena from winning strategies in suitably chosen
games on the components. We define strategy composition based on subroutine calls
and show that as long as the component arenas cannot communicate, a composition of
polynomial size and latency can be computed in polynomial time. If components may
communicate, a similar composition result exists iff Pspace = Exptime.
Finally, we study mean-payoff parity and mean-penalty parity games as examples
of quantitative games. We prove that optimal and ε-optimal strategies in mean-payoff
parity games have a very homogeneous structure and can can be composed of a linear
number of positional strategies. Using this, we derive a strategy machine implementa-
tion of polynomial size of optimal and ε-optimal strategies. For ε-optimal strategies,
the latency is moreover logarithmic in ε. This bound is optimal. We lift this result to
mean-penalty parity games. For this we introduce permissive strategy machines and
translate strategies via a reduction that does not allow for the transfer of automaton
strategies. This again demonstrates the usefulness of Turing machine representations
of strategies.
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Introduction
Controller synthesis is the act of deriving a controller from a given specification in
an automatic way. The problem itself dates back to Alonzo Church, who posed the
following problem in 1957 [Chu57]:
“Given a requirement which a circuit is to satisfy, we may suppose
the requirement expressed in some suitable logistic system which
is an extension of restricted recursive arithmetic. The synthesis
problem is then to find recursion equivalences representing a circuit
that satisfies the given requirement (or alternatively, to determine
that there is no such circuit).”
The requirement to which Church was referring is a requirement on infinite strings:
the synthesis problem is about behavior of non-terminating systems. The “circuit” to
be synthesized should react to an environment that produces an endless sequence of
uncontrolled “signals”. The circuit receives these signals (successively) as input and
produces a corresponding sequence of output signals. It is also often referred to as a
controller.
The problem above is now known as Church’s synthesis problem and has been
subject to intensive research. Several partial solutions to this problem were given
early in the 1960’s [Chu62]. The most fundamental solution, however, was given by
Büchi and Landweber [BL69]. They give a construction of a finite state automaton with
output that satisfies a regular specification for infinite behavior provided in the form of
a “Muller automaton”. This result covers specifications given in monadic second-order
logic over the natural numbers. For surveys of the fundamental results regarding
Church’s synthesis problem, the reader is referred to [Tho08a, Tho08b, Tho09].
An important observation already made by McNaughton [McN65] is that solutions
to Church’s problem may be understood as winning strategies in a suitable class of
games, namely infinite games. Here, two players play an infinite game on a finite graph
called an arena by moving a pebble along its edges. The objective of the first player
1
Introduction
is to fulfill the specification given as part of the synthesis problem, regardless of the
other player’s actions. Today, the game theoretic formulation of Church’s problem is
well established [Tho08b]. It implies that in order to solve Church’s synthesis problem,
one has to find winning strategies in a certain class of games. In this framework, the
specification is seen as a winning condition, the logical formalism specifies the class of
conditions from which this specific winning condition is drawn, and the “circuit” to
be synthesized becomes a winning strategy. We adopt this view throughout this thesis
and use the game theoretic terminology from now on.
Church’s synthesis problemnames three key components of synthesis: a specification
(“requirement”), the logical formalism in which it is expressed (“suitable logistic
system”) and finally, the structure of the controller to be synthesized – a “circuit” in
Church’s original statement. These components characterize the problem and cover all
of its aspects. These components can be thought of as “parameters” of the problem.
We can restrict each of them to a suitable class and obtain a different flavor of synthesis.
In fact, Church himself already does so in the original problem statement where he
requires the winning condition to be drawn from “some suitable logistic system which
is an extension of restricted recursive arithmetic”.
Thus, the first parameter that has been studied extensively is the winning condition
class in which to express the requirement. Church himself gave an overview of early
results in this area [Chu62]. We also mentioned that [BL69] provided a solution for
a very large class of winning conditions. In addition, one can study the effect of
restricting the winning condition class on the complexity of deciding the winner and
on the size of the resulting strategy. Here, we mention [GH82, PR89, EJ91, MS95,
Tho95, Zie98, DJW97, HD05, DHH11].
Even for a fixed class of winning conditions, one can consider the impact of the
representation of this winning condition. For example, consider Muller games, one
prominent example of a class of winning conditions where the set of vertices in the
arena that are visited infinitely often determines who wins. One can give the winning
condition explicitly and list all possible sets that are allowed. One can also give the sets
indirectly, using a propositional formula. Both representations give rise to the same
class of winning conditions, but the complexity of deciding the synthesis problem
is different [Hor08, HD05]. Similar questions arise in the context of other classes of
winning conditions.
Finally, one can change the representation of the winning strategy. Church himself
referred to a circuit as a means of representing the “controller”. Interestingly enough,
no results that actually synthesize a Boolean circuit seem to exist. Instead, from
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the earliest point onward, the object that was synthesized was a finite automaton
[Chu62, BL69]. With certain classes of winning conditions that were considered, the
requirement that the automaton should have a finite state-space was dropped. For
example, Serre considers higher order stack-machines to implement winning strategies
in games of arbitrarily high Borel complexity [Ser06]. His work extends earlier results,
in which (first-order) stack-machines were synthesized [Wal01, BSW03]. However, all
of these results remained firmly rooted in the world of state-space representations of
strategies.
A state-space representation is an abstraction of a computational process. During the
run of a given program, the internal memory of the executing machine is manipulated.
This manipulation of memory gives rise to certain “states” of computation, which are,
formally, pairs of a memory configuration and a position in the program. At certain
points in the program, a new input will be read (recall that the program reads an
infinite sequence of signals successively). Once an input has been read, the sequence
of states up to the point where the next input is read is uniquely determined, as we are
dealing with deterministic programs. One retains only those states where the program
reacts to the input, and collapses intermediate states into one transition. The result
is a state-space representation that abstracts away from parts of the computation and
retains only a certain “relevant” subset.
The crucial point of state-space abstractions is that they focus on a certain subset of
states that are more “interesting” than others. The exact interpretation of “interesting”
is subject to the problem at hand. All other aspects of the computation are discarded.
The state-spacemodel is state centered in the sense that it does not specify how a transition
from one state to the next occurs – in reality that involves a long sequence of “boring”
states. It merely specifies that such a transition occurs on a given input. One may
think of a bird’s-eye view of a computation, considering all states of a program and
the results of updating them, but not the actual process of updating itself.
In contrast to the state-centered view of state-space abstractions, there are other
concepts of computation that take the opposite approach. Turingmachines, for instance,
specify a program in terms of the procedure that is required to perform the state-
update. Given a Turing machine, it is far from straightforward to make a statement
about all its memory configurations (and, in fact, most problems about the state-space
are undecidable). However, what is straightforward is the ability to take a given
memory configuration, again a pair consisting of memory (the tape) and position in
the program (the control-state), and produce the immediate successor configuration.
Turing machines capture precisely the information required to perform this update;
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nothing more. The Turing machine model of computation is thus transition centered. It
does not specify which states a computation may have, but how to get from one state
to the next.
As we mentioned above, strategy synthesis in the context of Church’s synthesis
problem has been firmly rooted in the state-centered view on computations. The
strategy representations obtained by virtually all existing algorithms yield state-space
based representations of strategies (for example, see [BL69, PR89,McN93, Tho95, Zie98,
Tho08b]). This is a surprising fact, given that Church asked for a circuit, which is clearly
rooted in the transition-centered view of computation. The surprise abates somewhat if
one recalls the benefits of state-space centered models of computation: they are objects
of a simple structure and therefore well-suited for study in mathematical contexts.
While the advantage of state-space representations is their structural simplicity, their
disadvantage is their size. The state-space of a program can be exponentially larger
than the program itself – a phenomenon coined as “state-space explosion” [EC80,
CE81, CES86]. State-space representations also hide certain aspects of a computation,
such as its runtime and its space-complexity. Moreover, they mingle two very different
notions of space-complexity: the static complexity of storing the program and the
dynamic complexity of executing the program. All of these measures are present in a
Turing-machine-based view on computation.
In this thesis, we propose to represent winning strategies in controller synthesis as
Turing machines instead of state-space centered models, such as finite automata. We
develop a suitable model of Turing-machine-based strategy representation, called a
strategy machine.
There are fourmain contributions of this thesis: First, we introduce strategy represen-
tation via strategy machines, including a detailed discussion of all relevant complexity
measures. Second, we apply this model of strategy representation to large classes of
infinite games, deriving novel synthesis procedures to obtain efficient strategies (in
terms of size, runtime and space-consumption). Third, we use strategy machines to
define a notion of strategy composition that allows us to study the composability of
strategies in games that are themselves compositional (product-like) in nature. Fourth
and finally, we employ strategy machines representations in two select classes of quan-
titative games and study the optimality of strategies in these games as a function of
the computational resources of strategy machines implementing them.
We now describe each of these four contributions in greater detail. We motivate
the questions that are addressed and the solutions that are provided. In addition, we
provide an overview of related work and illustrate connections as well as differences.
4
Contributions of this Thesis
Strategy Machines and Complexity
As mentioned above, there is a fundamental difference in the modeling of strategies
using Turing machines and using finite automata. The first model gives a transition
centered view on computations, the second gives a state-centered view. Adopting a
transition centered view in the world of strategy representation has several benefits.
First of all, synthesizing a Turing machine instead of a state-space abstraction is a
more natural answer to the synthesis problem. It is more natural not only because
Church asked for circuit, rather than an automaton, but also because any possible
application of the procedure would expect something akin to a “program”. Second, the
Turing-machine-based model provides a wider range of criteria by which to compare
strategies. The result is a more honest and realistic estimation of the complexity of
using the controller than is the number of its states. Indeed, the state-space based view
holds no intrinsic value to the task of implementing a controller.
We introduce strategy machines as a Turing-machine-based model of strategy rep-
resentation to make use of the benefits. A strategy machine is a model of reactive
Turing machine that reads opponent moves in the game, encoded as binary strings,
and produces moves in response, also in the form of binary strings. It retains the
content of some of its tapes between successive moves to model a persistent mem-
ory that the machine may inspect and modify during its computations. We define
three key complexity measures: size (number of control-states) which measures static,
non-reusable memory, latency (worst-case time to produce the next move), and space
requirement (worst-case number tape cells required to compute the next move) which
is a measure of dynamic, reusable storage. We then show that converting any function
into an exponentially more succinct strategy machine that also runs efficiently, is not
possible. It is therefore important to not detour over a state-space-representation when
deriving a strategy machine, but instead to derive the strategy machine directly.
Strategy machines were introduced and applied to Muller and Streett games in
[Gel12a, Gel12b] – a result that we describe in greater detail below. Let us first mention
some related work. The model of a reactive Turing machine as an implementation
of functions of the form f : M∗ → M was itself introduced and studied in [GSW01],
though in a context different from games. In a setting closer to games, Fearnley, Peled,
and Schewe considered Turing machine representations of models of CTL and LTL
formulas, so called succinct models [FPS12]. Specifically in the settings of games
and synthesis, we mention that Dziembowski, Jurdzinski, and Walukiewicz study
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strategy representation via so called p-automata, a notion of communicating automaton
[DJW97]. Below, we elaborate further on their results. At this time, it is sufficient to note
that although p-automata are not a purely state-centeredmodel of representations, they
lack characteristic features of transition-centeredmodels, such as an established concept
of runtime and a distinction between static and dynamic space-complexity. Finally,
Madhusudhan studied the synthesis of structured programs, a class of while programs
over Boolean variables [Mad11]. In this work, structured programs are derived from
a specification that is given in the form of a Büchi automaton which accepts the non-
desired behavior. The synthesis procedure is parametrized by a number of Boolean
variables the program may use. The runtime of structured programs obtained in this
way is not analyzed. Likewise, there is no analysis of the number of Boolean variables
required. This approach was further studied by Brütsch [Brü13].
Strategy Machines for Muller and Streett Games
Muller and Streett games are two large and prominent classes of infinite games. The
first class, Muller games, is defined by conditions that specify a collection of sets of
vertices. A play is won by the controller if the set of vertices it visits infinitely often
is contained in this collection. Streett games are a subclass of Muller games in that
any Streett condition can be transformed into an equivalent Muller condition on the
same arena (though with a possibly exponential increase in size). Here the condition
specifies a collection of pairs of sets of vertices, so-called Streett pairs. If the play visits
the first set in a pair infinitely often, it must also visit the second set infinitely often. In
contrast to Muller games, Streett games are not symmetric: the opposing player has a
different kind of winning condition (called a Rabin condition) and needs no memory
in general. The Muller condition was introduced in [Mul63] (see also [McN66]). The
Streett condition was introduced in [Str82] and used in [MS95] in a game theoretic
context.
There are well-known synthesis procedures for Muller and for Streett games. Muller
games can be solved using latest appearance records (LARs) [GH82, Tho95] or using a
tree-like memory structure [Zie98] (which is already implicit in [BL69]). Both construc-
tions derive finite-automaton solutions and have been shown to be optimal in terms of
number of states [DJW97]. Streett games can be solved using index appearance records
[MS95]. Again this construction is optimal [Hor05, Hor07] (see also [DJW97]).
Using strategy machines to represent strategies in Muller and Streett games, we give
constructions that derive strategy machines directly from the problem instance, as
opposed to first constructing a state-space representation that is then converted to a
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strategy machine [Gel12a, Gel12b]. The problem instance consists of an arena and a
winning condition, which is a Boolean formula for Muller games, and a set of Streett
pairs for Streett games. Our approach yields exponential benefits over state-space
based approaches in terms of size, while retaining a polynomial space requirement
and, in the case of Streett games, even a polynomial latency.
The strategymachine construction relies on Zielonka’s algorithm [Zie98]. It also uses
elements from the presentation in [DJW97]. There, the authors already observed that
succinct representations of winning strategies can be obtained using Zielonka’s con-
struction (though they did not provide a full formal proof of this claim). As mentioned
before, the authors use p-automata, communicating finite automata, to represent strate-
gies in a succinct way. Our construction, relying on strategy machines, extends this
observation in two ways. First of all, using strategy machines as strategy implementors,
we can distinguish and optimize a greater variety of complexity measures. Our con-
struction ensures that the difference between static and dynamic memory, not present
in p-automata, is exploited to reuse tape cells wherever possible. In optimizing the
latency the second contribution of our construction comes into play. To achieve a poly-
nomial latency for Streett games, we use a new technique for strategy implementation
whereby costly computations are spread across the duration of the infinite play. In this
way, the strategy adapts to the play as it unfolds.
Aside from synthesizing a succinct representation of a winning strategy directly,
there have been other research efforts directed at finding small controllers. The first
approach targets automaton representations of strategies and seeks to minimize their
state-space. One possible method for this is to employ simulation relations in such a
way that the property of implementing a winning strategy is preserved. We mention
here [HL07, GH11]. The second approach seeks to convert automaton-based represen-
tations into transition-centered representations via heuristic approaches such as BDDs
[BGJ+07b, BGJ+07a]. Observe that this approach is different from our own: Instead
of synthesizing a transition-centered representation directly, first an automaton is
constructed and then converted. Results in [BGJ+07b] show that the approach cannot
fully mitigate the effects of state-space explosion.
Strategy Composition
Every approach to strategy synthesis that we considered previously works under the
assumption that the arena is given explicitly, as an adjacency matrix or as an adjacency
list. However, one should recall that the arena is a state-space representation of the
system we want to derive a controller for. In particular, the arena suffers from the same
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state-space explosion problem that we seek to avoid on the controller side. Perhaps
most problematic is the fact that we base our complexity estimation on the size of the
input. If the controller is polynomial in the arena, it may still be exponentially larger
than the underlying system. As an example, the reader may think of an assembly plant
with k assembly lines with n stations each. The state-space is nk, exponential in the
number of assembly lines. If the size of a controller is polynomial in nk, it is therefore
exponential in the size of the actual system, which can be described in space n · k.
A possible remedy for this is to study synthesis procedures that do not take the
explicit state-space representation of a system as input but instead work on a succinct
representation. In the example above, the inputwould be a description of the k assembly
lines. This leads to the notion of a compositional arenawhich is a product structure given
by several constituent arenas that are “multiplied” to obtain the overall system. It seems
natural to ask if a controller for the overall system can then be “composed” of controllers
for the constituent arenas. Put differently: Given constituent arenas and a winning
condition over the compositional arena, can we effectively derive winning conditions
on the constituent factors such that controllers which satisfy these constituent winning
conditions may be composed to form a controller for the compositional arena that
satisfies the global winning condition? This is the question of strategy composition.
An obvious benefit of such a composition would be that the overall strategy has a
small representation. Moreover, from a theoretical standpoint, the question of strategy
composition gives deep insights into the structure of winning strategies in infinite
games.
To answer the question of strategy composition, there are two unknowns that have to
be specified. First, the notion of arena composition must be fixed. Second, a concept of
strategy composition needs to be specified. To address the first aspect, the arena compo-
sition, we introduce several classes of products: parallel products (no communication
between arenas), synchronized products (communication through synchronization),
and channel systems (communication through asynchronous channels). To specify the
second unknown, we use strategy machines to define strategy composition. Informally,
strategy composition is defined using the concept of subroutine calls. In order for k
strategies to be composed, there must be a composing program that uses these k strate-
gies as subroutines at certain points in its computation. Some technical restrictions are
required to avoid trivial pathological cases, but we do not elaborate on this now.
Building on these definitions, we show that reachability and Büchi games on paral-
lel products (no communication) admit compositions of strategies. Moreover, these
compositions can be computed in polynomial time. An immediate corollary of this
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is that solving reachability and Büchi games on parallel products is Ptime-complete.
However, we show that if one introduces communication into the system, by consid-
ering either synchronized products or channel systems, then proving these classes
admit compositions is equivalent to proving Pspace = Exptime. This result is largely a
consequence of the fact that solving reachability and Büchi games on these arenas is
Exptime-hard. We also show that various restrictions of communication do not prevent
the complexity jump to Exptime-hardness and are therefore not sufficiently restrictive
to enable a strategy composition theorem.
As a way of avoiding the state-space explosion, composition is a fundamentally
important subject in model checking and synthesis. Lustig and Vardi considered syn-
thesis from so called “component-libraries” [LV09, LNV11, LV11, LV13]. In their work,
the authors consider several forms of composing the behavior of a controller from a
“library” of existing controller-behavior. One of these forms of composition, called
“control-flow composition”, is also essentially based on subroutine calls. However,
their formalization of composition is still rooted in the state-space view of controllers.
Moreover, input is of a different format: in includes a library that is to be used to
construct controllers. Aminof, Kupferman, and Murano consider hierarchical systems
[AKM10, AMM11, AKM12]. A hierarchical system is composed of components ar-
ranged in a hierarchical fashion. On may think of functions calling other functions
in an imperative programming language. The authors consider model checking of
CTL formulas on such systems, as well as synthesis of hierarchical systems. The latter
part is also based on a library approach; that is, a set of components is given as part of
the input and a system is ultimately derived from these components. The controllers
synthesized are again automata and thus represented in a state-space model.
Quantitative Games
Church’s synthesis problem is stated in terms of a requirement. Traditionally, this
requirement has been seen as being binary; it is either fulfilled, or it is not. The notion
of a winning condition reflects this: either one player wins, or the other one does.
However, from a very early point onwards, there has been research on quantitative
games, where the outcome of a play is no longer binary (e.g. [EM79]). The chief
motivation for these kinds of games and the corresponding variant of the synthesis
problem is that it is often not natural to express a requirement in binary form. For
instance, consider a requirement that adds a notion of cost to an existing binarywinning
condition: win the following game, but do so incurring as little cost as possible. Since
plays are no longer clearly labeled as “won” or “lost” by either player, the concept
9
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of a winning strategy is no longer appropriate. Instead, one is interested in optimal
strategies that achieve the highest possible gain for a given player. As a weaker notion,
one also considers ε-optimal strategies, where the gain only needs to be within distance
ε of the optimal value.
We study strategy machine implementations in two classes of quantitative games:
mean-payoff parity games and mean-penalty parity games. Both are extensions of
classical parity games by a quantitative notion of utility. In mean-payoff parity games,
the objective is to maximize an average weight that is accumulated along the play
according to a set of edge weights on top of satisfying a parity condition. Mean-penalty
parity games on the other hand are a tool designed to study permissive strategies in
the context of parity games. A strategy is permissive if it offers a set of possible next
moves to a player instead of indicating to precisely one next move. The objective in
a mean-penalty parity game is now to win the parity game with a “most permissive”
strategy. The quantitative nature enters the stage as the average number of next moves
that are blocked by the strategy. In this way, a strategy is more permissive than another
if it blocks fewer edges on average.
We investigate the computational structure of strategies in both classes of games.
We prove a structure theorem about optimal and ε-optimal strategies in mean-payoff
parity and mean-penalty parity games. This theorem states that there exists a linear (in
the number of colors) number of positional strategies, such that an ε-optimal strategy
for any choice of ε, and even an optimal strategy can be constructed from this collection
of strategies. Moreover, the collection can be effectively computed. Building on this
theorem we show that strategy machines implementing ε-optimal strategies (for any ε)
and even optimal strategies can be constructed such that they have polynomial size
in the arena. Moreover, the size is independent of the optimality of the strategy; that
is, the size of the strategy machine is the same, regardless of whether an optimal or
ε-optimal strategy is implemented. The latency and space requirement, on the other
hand, depend on the optimality of the strategy. Both grow only logarithmically in ε.
If the strategy is to be optimal, both latency and space requirement are unbounded.
This result shows that the optimality of a strategy is not a property of the underlying
algorithm but is a function of the computational resources allotted to that algorithm.
Turning to mean-penalty parity games, we introduce permissive strategy machines, a
machine model based on non-determinism, as Turing-machine-based implementations
of permissive strategies. Using this model we lift the result about mean-payoff parity
games to the domain ofmean-penalty parity games. In particular, we obtain permissive
strategy machines of polynomial size that compute optimal strategies in mean-penalty
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parity games. Again, ε-optimal strategies require the same size as optimal strategies.
Optimality of a strategy is again completely determined by the computational resources
of the permissive strategymachine implementing it. The latency and space requirement
of ε-optimal strategies are both logarithmic in ε. The process of lifting the result from
mean-payoff parity games tomean-penalty parity games uses an important observation
that is worth a discussion of its own. Namely, we use a reduction from mean-penalty
parity games to mean-payoff parity games introduced in [BMOU11a]. The crucial
point is that this reduction only transfers the values of vertices (where the value of a
vertex is the highest utility a player can enforce in plays starting there), but does not
normally allow the transfer of (automaton) strategies. However, using (permissive)
strategy machines as a strategy representation enables us to transfer strategies from
one model to the other. This is again implemented via subroutine calls, similar to the
approach underlying strategy composition. This result further underlines the power
of the transition-centered view on strategy representation.
Mean-payoff parity games were introduced in [CHJ05]. In that paper, the authors
show the existence of optimal and ε-optimal strategies. The strategy construction they
provide is implicit and the structure of the resulting strategies is not clearly described.
In our structure theorem, we revisit the decomposition of mean-payoff parity games
from [CHJ05]. Wemake the strategy construction explicit and give a formal description
of the structure of the resulting strategies. Building on this structure, we can show
that optimal (and ε-optimal) strategies can be implemented by strategy machines of
polynomial size and with logarithmic latency in ε.
Mean-payoff parity games are extensions of both classical parity games [EJ91] and
mean-payoff games [EM79]. Both classes of games are well studied [GTW02, Jur00,
VJ00, ZP96]. Nevertheless, the complexity of deciding the winner is an open problem
for both classes. There were several subsequent papers relating the model to other
classes of quantitative games, such as energy games. We mention here [CD10, CD12].
Permissive strategies have been studied in previous work. For this wemention [BJW02].
Mean-penalty parity games were introduced in [BMOU11b, BMOU11a]. In their
work, the authors also revisit mean-payoff parity games. They provide two reductions
from mean-penalty parity games to mean-payoff parity games, one of yielding games
of exponential size and one yielding games of polynomial size. The first allows for
a transfer of strategies whereas the latter does not. Our results add the observation
that the Turing-machine-based strategy representation can circumvent the problem of
non-transferable strategies.
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1
Games, Transition Systems
and Languages
In this chapter we revisit some basic concepts from the area of languages, automata,
logic, complexity theory, and game theory. While this chapter is fairly self-contained,
a thorough introduction into all of these fields is beyond the scope of this thesis. In
particular, we omit the proof of several theorems. We cite reference to a publication
providing the formal proof in such cases. For introductions to the areas discussed in this
chapter, we recommend [GTW02, HU00, Hro10, PP04, EFT94, Tho08a, Pap94, AG11].
In the first section, we revisit elementary concepts, such as automata, languages,
logic, graphs, Turing machines and complexity. Specifically, we introduce the nota-
tional conventions we use throughout this thesis and recall a few important results,
particularly from the area of complexity theory. The following section we introduce
infinite games. We recall the most fundamental definitions, such as arenas, strategies,
winning conditions and determinacy. Finally, we end this chapter with a brief tour
of the various classes of games that we study in this thesis. Each class is given by a
particular type of winning condition. For every class of games, we recall the most
fundamental results about algorithms solving games in this class and complexities
as well as methods of computing winning strategies. Various ways of representing
winning conditions of a given class in a finite way are discussed. For each condition,
we give pointers to literature covering the games with the corresponding winning
condition in greater detail.
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1.1. Basic Concepts
Functions and Sets
Given two sets A and Bwewrite f : A 99K B for apartial function (or partialmapping)
f from A to B. The domain of f is the set dom( f ) = {a ∈ A | f (a) is defined} ⊆ A.
The image of f is the set im( f ) = f (A) = { f (a) | a ∈ dom( f )}. If dom( f ) = A
then f is a function (or mapping) and we write f : A→ B. Given a ∈ dom( f ) we let
f [a 7→ b] denote the function
f [a 7→ b](x) =
 f (x) x 6= a,b x = a.
Let f : A 99K B. Given S ⊆ A we write f S for the restriction of f to S. If f : A 99K B
and g : B 99K C, we write g ◦ f : A 99K C for the mapping a 7→ g( f (a)) (if a ∈ dom( f )
and f (a) ∈ dom(g)). For any two sets A and B, the set of all functions f : A → B is
denoted by BA.
Given a set X ⊆ Y where Y is clear from context, we write XC = Y \ X for the
complement of X in Y. The powerset of X is denoted by P(X) = {Y | Y ⊆ X}.
The most common sets we use in this thesis are the set B = {0, 1} of binary digits,
the setN = {1, 2, 3, . . . , } of natural numbers, the set Z = {. . . ,−2,−1, 0, 1, 2, . . .} of
integers, the setQ of rational numbers and the setR of real numbers. We writeN0
for N ∪ {0}. An initial segment of N is a set of the form JkK = {1, . . . , k} for some
k ∈ N. If we want to include zero, we write JkK0 = {0, . . . , k} for k ∈ N0.
Finite and Infinite Words
We briefly recall the elementary notation concerning finite and infinite words. Let Σ
be a set. A sequence w = w1 · · ·wk where either k = 0 and w is the empty sequence or
where k ≥ 1 andwi ∈ Σ for 1 ≤ i ≤ k is called a (finite)word. The set of all finite words
over Σ is denoted by Σ∗. If we have the empty sequence (i.e., k = 0), we write w = ε
and call w the empty word. The set of all non-empty finite words is Σ+ = Σ∗ \ {ε}.
The number k is the length of w and is denoted by |w|. We write Σk for all words
over Σ of length k ∈ N. Furthermore, we write Σ≤k for all words of length at most k;
that is, Σ≤k = {ε} ∪⋃ki=1 Σi. In the context of words, the elements of Σ are sometimes
called letters. It is worth noting that letters, depending upon context, may have a
different meaning as well (such as vertices of a graph, for instance). Note also that a
word w as above is, formally, a mapping w : JkK → Σ. Consequently, we sometimes
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write w(i) = wi for the i-th letter in w. We use the two notations w = w1 · · ·wk and
w = w(1) · · ·w(k) interchangeably, choosing whichever is more convenient from a
typographic point of view. An infinite word over Σ is an infinite sequence α = α1α2 · · ·
of letters αi ∈ Σ. Again α is a mapping α : N→ Σ and wemay write α(i) = αi ∈ Σ. The
set of all infinite words is denoted by Σω. Finally, the set of all finite or infinite words
is denoted by Σ∞ = Σ∗ ∪ Σω. We usually use lowercase Roman letters for finite words
and lowercase Greek letters for infinite words. However, this is no strict rule and we
will deviate from it whenever it is convenient. Let w ∈ Σ∞. We write w[i, j] = wi · · ·wj
for all i ≤ j ∈ dom(w). If j < i then w[i, j] = ε is the empty word. A word w[1, j] is
called a prefix of w. The empty word is a prefix of every w ∈ Σ∞ via ε = w[1, 0]. A
suffix of w is a word of the form w[i, |w|]. If w ∈ Σω we additionally write w[i,∞] for
the suffix wiwi+1wi+2 · · · ∈ Σω. We write x  w if x is a prefix of w ∈ Σ∞. We do
not introduce special notation for suffixes. The last letter of a (finite) word w 6= ε is
denoted by last(w).
Given two words w ∈ Σ∗ and α ∈ Σ∞, we define the concatenation of w and α,
written w · α or simply wα, as the mapping
i 7→
w(i) i ≤ |w|α(i− |w|) i > |w|
An important example of a set of finite words is the set B∗ of all binary strings.
Often, B∗ is interpreted as the binary representation ofN0. To do so, we require two
functions bin(·) : N0 → B∗ and (·)2 : B∗ → N0. Both mappings are defined by viewing
the rightmost bit be the least significant one in the standard 2-adic representation of
natural numbers. We let (ε)2 = 0. Note that (·)2 is not injective. In particular, the two
functions bin(·) and (·)2 are not inverse.
Languages, Automata & Logic
Let Σ be a finite alphabet. A subset L ⊆ Σ∗ is called a language (of finite words over Σ).
Given two languages L and K, their product is defined as L ·K = {x · y | x ∈ L, y ∈ K}.
In addition, we write L∗ = {w ∈ Σ∗ | w = x1 · · · xr for x1, . . . , xr ∈ L, r ∈ N0}. In
particular, we have ε ∈ L∗. If L ⊆ Σω we call L a language (of infinite words over Σ). If
K ⊆ Σ∗ is a language of finite words and L ⊆ Σω is a language of infinite words, then
K · L = {x · α | x ∈ K, α ∈ L} ⊆ Σω is a language of infinite words. Given a language
L ⊆ Σ+ of nonempty finite words, we define Lω = {w1w2w3w4 · · · ∈ Σω | wi ∈ L, i ∈
N}. We assume a certain familiarity with the theory of languages of finite or infinite
words. In particular, we will assume the reader is familiar with the classes of ω-regular
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and regular languages. This includes various automaton theoretic characterizations of
those classes. For a comprehensive introduction to the field, the reader is referred to
[GTW02, Löd11, PP04, HU00].
A Mealy automaton is a tuple M = (M,Σ, Γ,m0, upd, out) consisting of a finite
set M of memory states (or simply states), a finite input alphabet Σ, a finite output
alphabet Γ, an initial statem0 ∈ M, amemory update function upd : M×Σ→ M and
an output function out : M× Σ→ Γ. Often the sets Σ and Γ coincide, and we omit Γ
from the tuple, writingM = (M,Σ,m0, upd, out). As usual, upd extends naturally to a
function upd : M× Σ∗ → M accepting words instead of letters. The same holds for out.
The size of a Mealy automatonM is the number ‖M‖ = |M| of its memory states.
Mealy automata have functional semantics. AMealy automatonM defines a function
fM : Σ∗ → Γ∗ by letting fM(ε) = ε and fM(w · a) = fM(w) · out(m0,w · a) for allw ∈ Σ∗
and a ∈ Σ. We sayM implements fM.
On occasion we also consider Mealy automata in which the set M of control states is
infinite. We call such a structure an infinite state Mealy automaton to emphasize the
infinite state space (and thereby infinite memory update function and infinite output
function). In particular, a Mealy automaton (without the prefix “infinite state”) will
always be finite. Note that an infinite state Mealy automaton is a computationally very
powerful object because without further restrictions it may implement non-computable
functions.
Languages, as we have introduced them above, can not just be described by automata,
but also using logic. We do not present a formal introduction of logic. That would be
beyond the scope of this thesis. However, we do require two particular logics, which
we will recall now: propositional logic and linear temporal logic.
Propositional logic is defined as usual to be the set of formulas constructible from
of a set X of variables using negation ¬, disjunction ∨ and conjunction ∧. The set of
all propositional formulas over X is denoted by PL(X). Formulas of the form X, where
X ∈ X, are called atoms. A literal is an atom or the negation of an atom, i.e. X or ¬X
for X ∈ X. A model of a propositional formula φ is a setM ⊆ X such that φ is true
when evaluating all variables X ∈ M as true and all X ∈ X \M as false. We write
M |= φ in this case. If S ⊆ X and φ ∈ PL(X), then φ[S] denotes the formula where
all variables X ∈ S that occur in φ have been replaced with 1, and all other variables
occurring in φ have been replaced with 0. Thus, φ[S] is a Boolean expression and it
evaluates to true iff S |= φ.
Turning to linear temporal logic (LTL), we now require a finite setP of propositions.
The set of all LTL-formulas over P is denoted by LTL(P). It is defined inductively:
16
1.1. Basic Concepts
I For every p ∈ P p ∈ LTL(P).
I For every φ ∈ LTL(P) both X φ ∈ LTL(P) and ¬φ ∈ LTL(P).
I For every φ,ψ ∈ LTL(P), formulas φUψ ∈ LTL(P), φ∨ψ ∈ LTL(P) and φ∧ψ ∈
LTL(P).
We define a number of shorthand expressions for convenience. First, we may assume
true and false are given constants; for instance, as true = p ∨ ¬p for some p ∈ P
and false = ¬true. Furthermore, we define for every φ ∈ LTL(P):
I F φ := trueU φ
I G φ := ¬ F¬φ
Linear temporal logic is evaluated on infinite strings α ∈ Pω. The semantics are
defined inductively.
I α |= p iff α1 = p
I α |= Xφ iff α[2,∞] |= φ
I α |= φ ∨ ψ iff α |= φ or α |= ψ
I α |= φ ∧ ψ iff α |= φ and α |= ψ
I α |= ¬φ iff α 6|= φ
I α |= φUψ iff α |= ψ or there exists 1 < i ∈ N with α[j,∞] |= φ for all 1 ≤ j < i
and α[i,∞] |= ψ
An LTL formula φ ∈ LTL(P) defines a language L(φ) = {α ∈ Pω | α |= φ}. This
language is always ω-regular [GTW02, Löd11, EFT94].
Graphs
In this thesis, we usually consider infinite games played on finite directed graphs with
no terminal vertices. A directed graph is a tuple G = (V, E) consisting of a set V of
vertices and a set E ⊆ V×V of edges. The size ‖G‖ of G is the number ‖G‖ = |V| ∈ N
of its vertices. The neighborhood of a vertex v ∈ V is the set vE = {v′ ∈ V | (v, v′) ∈
E}. A subgraph of a graph G = (V, E) is a graph H = (V ′, E′) where both V ′ ⊆ V
and E′ ⊆ E. A subgraphH = (V ′, E′) is called an induced subgraph of G = (V, E) if
E′ = E ∩ (V ′ ×V ′). By definition, an induced subgraph is already determined by its
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vertex set. Therefore, we often identify the induced subgraphH with its vertex set V ′
and call V ′ an induced subgraph as well. The transpose of a graph G = (V, E) is the
graph GT = (V, ET), where ET = {(v, v′) | (v′, v) ∈ E}.
A vertex v is called terminal, if vE = ∅. Two vertices v and v′ are adjacent if v′ ∈ vE
or v ∈ v′E. The in-degree of a vertex v is the number γin(v) = |{v′ ∈ V | (v′, v) ∈ E}|.
Likewise, the out-degree of a vertex v is the number γout(v) = |{v′ ∈ V | (v, v′) ∈ E}|.
A path is a sequence p = v1v2v3 · · · vk of vertices with (vi, vi+1) ∈ E for all 1 ≤ i ≤ k.
Paths are sequences of vertices, just like words. We therefore use the same notation.
In particular we write |p| = k for the length of p (provided p is finite). Infinite paths
are defined in the same way as finite paths. The set of all finite or infinite paths in
A = (V, E) is denoted by Paths(A) ⊆ V∞. A cycle is a finite path p = v1v2 · · · vk
with vk = v1. We write v →G v′ if there is a path from v to v′ in G. If G is clear from
context, we drop the subscript and write v → v′. If p is a path from v to v′, we also
write v
p−→G v′, or v p−→ v′.
Trees are an important subclass of graphs. A tree is a graph without cycles where
every vertex has in-degree at most one and precisely one vertex has in-degree zero. In
this thesis we only consider rooted trees. Instead of using the notation for graphs as
introduced above, we represent trees as sets of words. More formally, a tree (over Σ) is
a prefix closed set T ⊆ Σ∗. The root of T is the vertex ε. There exists an edge between
any two nodes x and x · a for all x · a ∈ T and a ∈ Σ. For a node x ∈ T, nodes of the
form xa for a ∈ Σ are called the children of x. Conversely, x is called the parent of all
its children. A tree T ⊆ Σ∗ is a finite tree, if it is finite as a set. A labeled tree is a pair
(T,λ) of a tree T and a function λ : T → Λ for some set Λ of labels. The notion of a
labeled tree extends naturally to multiple labeling functions. We shall apply the term
irrespective of the number of labeling functions. If Σ is not explicitly given, we usually
use the set Σ = N. In this case, we assume that the tree T ⊆ N∗ is normalized in the
following sense. Given a node x and a number n ∈ N such that xn ∈ T, we assume
that xm ∈ T for all 1 ≤ m ≤ n. An important class of trees we will use on several
occasions is that of binary search trees. A binary search tree is a tree T ⊆ B∗.
Turing Machines
We assume the reader is familiar with Turing machines, complexity classes and funda-
mental results of complexity theory. For a detailed treatment of the concepts required
to follow the results in this thesis, the reader is referred to [HU00, Pap94]. We now
introduce our notation and conventions regarding Turing machines and complexity.
Let t ∈ N. A t-tape Turing machine is a tupleM = (Q,Σ, Γ, q0,∆, F) with
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I a finite set Q of control states
I a finite input alphabet Σ
I a finite tape alphabet Γ ⊇ Σ
I a blank symbol # ∈ Γ \ Σ
I an initial state q0
I a set F ⊆ Q of final states
I a transition relation ∆ ⊆ ((Q \ F)× Γt)× (Q× Γt × {−1, 0, 1}t)
M is called deterministic if ∆ is a function, say δ : (Q \ F)× Γt → Q× Γt×{−1, 0, 1}t.
In this event we writeM = (Q,Σ, Γ, q0, δ, F). IfM is not determinisitic, we say it
is non-deterministic. Unless explicitly stated otherwise, any Turing machine in this
thesis is deterministic. All Turing machines in this thesis are assumed to have right-
infinite tapes. The tape cells are therefore numbered with the setN of natural numbers.
We always assume that the machine never attempts to move left on the first tape cell
(which can be achieved using a special marker symbol). A configuration is, as usual, a
tuple
c = (q,w, h) ∈ Q× (Γ∗)t ×Nt
consisting of a state q, the tape content of all t tapes and the head position on every
tape. A configuration c′ = (q′, y, k) is a successor configuration of c = (q, x, h) if there
exists (q, x1(h1), . . . , xt(ht), q′,γ1, . . . ,γt, d1, . . . , dt) ∈ ∆ such that yi = xi[hi 7→ γi] and
ki = hi + di. This gives rise to the notion of the successor relation
`M ⊆
(
Q× (Γ∗)t ×Nt)× (Q× (Γ∗)t ×Nt)
defined by c `M c′ iff c′ is a successor configuration of c. IfM is clear from context,
we drop the subscript and write ` instead. The reflexive and transitive closure of
` is denoted by `∗. A computation of M is a sequence c1 ` c2 ` · · · of successor
configurations. A computation terminates as soon asM enters a final state q ∈ F
(note that ∆ does not include any transitions leaving states in F). A configuration is
called terminal if its state is in F.
Given a Turing machineM we denote its runtime by T (M). Note that the runtime
T (M) : Σ∗ → N∪ {∞} is a function assigning the number of steps T (M,w) in any
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computation1 ofM on any possible input w. Similarly, we denote the space require-
ment ofM by S(M). Again S(M) is a mapping assigning the space requirement
S(M,w) ∈ N∪ {∞} to every admissible input w ∈ Σ∗.
The concept of non-determinism can be extended to alternation. An alternating
Turing machine is a Turing machineM = (Q,Σ, Γ, q0,∆, F) with a partition Q =
Q∃ unionmultiQ∀. We sometimes writeM = (Q∃,Q∀,Σ, Γ, q0,∆, F). We assume the reader is
familiar with alternating Turing machines and their semantics. Details can again be
found in [Pap94]. For the purposes of this thesis it is sufficient to mention that the
semantics of an alternating Turing machine are given by a reachability game2 on its
configuration graph. We write GM(w) for the reachability game associated withM
and input w ∈ Σ∗.
Complexity classes are defined as usual and typeset in smallcaps, e.g. Ptime, NP,
Pspace, and so forth. Classes defined by non-deterministic machines are always pre-
fixed with an N, e.g. NP, NPspace. Classes defined by alternating Turing machines
are prefixed with an A, e.g. APtime, APspace. We use the following, well-known
equivalences:
Theorem 1.1.1 (see [Pap94])
1) APspace = Exptime
2) APtime = Pspace
In addition, we state Savitch’s theorem for reference:
Theorem 1.1.2 (Savitch, [Sav70])
Pspace = NPspace
1Although most Turing machines in this thesis are deterministic, in Chapter 5 we use non-deterministic
machines. Therefore, we define the complexity measures in terms of non-deterministic machines
instead of deterministic ones.
2The reader not familiar with reachability games may want to skip ahead and read Sections 1.2 and 1.3
first.
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1.2. Infinite Games and Strategies
All games we study in this thesis are played on finite directed graphs, called arenas.
We start this section by formally introducing the concept of an arena:
Definition 1.2.1 (Arena)
An arena is a directed graph A = (V, E,V(0),V(1)) such that
1) The vertices are partitioned into V = V(0) unionmultiV(1). Vertices in V(0) are called
0-vertices, those in V(1) are called 1-vertices.
2) No vertex is terminal: vE 6= ∅ for all v ∈ V.
We usually drop V(0) and V(1) from the tuple and simply write A = (V, E).
Given an arena A we write VA for its set of vertices and EA for its set of edges. A
subarena of A is an induced subgraph B = (V ′, E′) of A which is again an arena. As
with all induced subgraphs, we often identify B with its vertex set V ′. An arena A is
said to be bipartite if E ⊆ ⋃b∈BV(b) ×V(1−b).
Every game (to be defined shortly) considered in this thesis is played on an arena.
To get an intuition about games, let us fix an arena A = (V, E). We pick v1 ∈ V, called
the initial vertex. The intuition is the following. There are two players, Player 0 and
Player 1. A token is placed on v1. If v1 ∈ V(0) then Player 0 chooses a vertex v2 ∈ v1E.
Otherwise v ∈ V(1) and Player 1 chooses v2 ∈ v1E. The process then repeats with v2
in place of v1. In this way the two players construct an infinite sequence v1v2v3 · · · of
adjacent vertices, called a play. The set of all possible plays is partitioned into a set
W ⊆ Vω of playswon by Player 0 and playsWC of playswon by Player 1. Formally
we have the following:
Definition 1.2.2 (Game)
A game is a tuple G = (A,W) consisting of
I an arena A = (V, E)
I a winning conditionW ⊆ Vω (for Player 0).
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A pointed game is a triple G = (A,W, v) where (A,W) is a game and v ∈ V is a
designated initial vertex. We often use the term game to also mean pointed game,
since the distinction is usually clear from context.
If G = (A,W) is a game, we sometimes write AG for the arena A. Similarly, we
writeWG for the winning conditionW of G. Finally, we write A = AG = (VG, EG).
We also mentioned the notion of a play in our informal description of games above.
The formal definition of a play is given next:
Definition 1.2.3
Let G = (A,W) be a game.
1) A play in G is an infinite path pi = v1v2v2v4 · · · ∈ VωG . If G = (A,W, v) is a
pointed game, we require that v1 = v. Otherwise no restriction is imposed.
2) Given a play pi in G, we say pi is won by Player 0, if pi ∈W. Otherwise, pi is
won by Player 1.
Since plays are words, we largely use the same notation. For example, we write
pi[i,∞] for the suffix of pi that starts at position i. If pi is a play and p is a prefix of pi,
then we say p is a play prefix. Likewise, we say that pi is a continuation of p.
Above, we used the intuition of the players moving a pebble along edges to illustrate
the notion of a game. We did not say by what mechanism the players choose such an
edge. This question leads to the definition of a strategy:
Definition 1.2.4 (Strategy)
Let b ∈ B and let A = (V, E) be an arena.
1) A strategy (for Player b inA) is a function f : (Paths(A)∩V∗V(b))→ V with
the property that f (w) ∈ last(w)E for all w ∈ Paths(A) ∩V∗V(b). The set of
all Player b strategies is denoted by Stratb(A).
2) A strategy f is called positional if f (w · v) = f (w′ · v) for all w · v,w′ · v ∈
Paths(A) ∩V∗V(b). In this case f can be equivalently specified as a function
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f : V(b) → V. The set of all positional Player b strategies in A is denoted by
Posb(A).
Strategies dictate how a player should behave at a given position in a play. More
specifically, if a finite play prefix p ∈ Paths(A) has already been played and if last(p) ∈
V(b), then Player b’s next move, as dictated by f ∈ Stratb(A), is f (p). Formalizing this
intuition, we say that a play pi (and similarly a play prefix p) is consistent with f if
pi(i+ 1) = f (pi[1, i]) for all i ∈ Nwith pi(i) ∈ V(b). The set of all plays consistent with
a strategy f ∈ Stratb(A) is denoted by Cons( f ) = {pi | pi consistent with f }. If v ∈ V,
we write Consv( f ) = Cons( f ) ∩ vV∗ for all consistent plays starting at v. Note that
if f ∈ Strat0(A) and g ∈ Strat1(A) then Consv( f ) ∩Consv(g) is a singleton for every
v ∈ V. Its unique element pi ∈ Consv( f ) ∩Consv(g) is called the outcome of f and g
from v. We write Outv( f , g) for this unique play pi.
Let G = (A,W) be a game, v ∈ VA, and let f ∈ Stratb(A). We say f is a winning
strategy (for Player b) from v if Consv( f ) ⊆W. In this situation, we say that Player b
wins from v. Write
W (b)(G) = {v ∈ VA | Player b wins from v}
for the set of all vertices fromwhich Player b has a winning strategy, called thewinning
set of Player b (sometimes also called winning region). A strategy f ∈ Strat f (b) is
called a winning strategy (for Player b) if Consv( f ) ⊆W for all v ∈ W (b)(G).
A game G is determined from v if either Player 0 has a winning strategy from
v or Player 1 does; that is, if VA = W (0) unionmultiW (1). A game G is determined if it is
determined from every vertex. All Borel games3 are determined by Martin’s Theorem
[PP04,Mar75]. In particular, since the entire theory of infinite games ismostly restricted
to Borel games, all games we consider in this thesis are determined. A game G is
positionally determined if the players have positional winning strategies on their
winning sets.
Themajority of gameswe consider in this thesis allow for winning strategies of a very
particular kind, called afinitememory strategies. Recall from the previous section that
a Mealy automatonM = (M,V,m0, upd, out) implements a function fM : V∗ → V∗. A
strategy f ∈ Stratp(A) is a finite memory strategy if there exists a Mealy automaton
M such that fM = f .
3We do not introduce the notion of Borel sets here. The reader is referred to [Kec95, PP04].
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1.3. Winning Conditions
In the previous section we introduced games of the form G = (A,W) whereW ⊆ VωA .
The winning conditionW is the set of all plays won by Player 0. We cannot list all plays
inW because plays are infinite objects. Moreover, the setW is itself usually infinite. For
this reason, whenever we specify a game,W is substituted by a finite representation.
In this sectionwewill consider various formalisms for specifyingwinning conditions
W ⊆ Vω on an arena A = (V, E) in a finite way. All of these formalisms operate in a
similar fashion. For every arena A = (V, E) there exists a finite set of objects which
each describe a set of plays on A. For example, the set of objects could be the set of all
Büchi automata with alphabet V. Every such automaton A then recognizes a language
W ⊆ Vω which we interpret as a winning condition. In this event, we replace the setW
in the description of a game by A. Hence, we writeG = (A,A) instead ofG = (A,W).
By abuse of notation, we also call A the winning condition of G. We say that the plays
inW satisfy the condition A. Let us now give a description of the formalisms of this
kind as used in the present thesis.
Reachability and Safety Games
A reachability game is given by a tuple G = (A, F) with F ⊆ VA. A play pi satisfies
the reachability condition F if pi(i) ∈ F for some i ∈ N. Reachability games are
positionally determined. The winning regions of both players can be decided in linear
time using an attractor. Let A = (V, E), S ⊆ V and let p ∈ B. The p-attractor for S in
A, denoted by AttrAp (S), is described by the following equations:
AS0 = S
ASi+1 = {v ∈ V(p) | vE ∩ Ai 6= ∅} ∪ {v ∈ V(1−p) | vE ⊆ Ai} ∪ Ai
AttrAp (S) =
∞⋃
i=0
ASi
Attractors give the winning regions of Player 0 in reachability games. In other words,
for every reachability game G = (A, F) we haveW (0)(G) = AttrA0 (F).
A safety game has the same format as a reachability game. It is given by a tupleG =
(A, F) with F ⊆ VA. This time, F is called a safety condition. The roles of the players
are reversed. A play pi satisfies the safety condition F if pi(i) /∈ F for all i ∈ N. As a
consequence, safety games are positionally determined andW (0)(G) = VA \AttrA1 (F).
A p-trap is a set S ⊆ V with the property that Player p cannot escape from S; that
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is, vE ⊆ S for all v ∈ V(p) and vE ∩ S 6= ∅ for all v ∈ V(1−p). The complement of a
p-attractor is always a p-trap. Note that p-traps are always subarenas.
Büchi Games
ABüchi game is given by a tupleG = (A, F)where F ⊆ VA is called aBüchi condition.
Let Inf(pi) = {v ∈ V | v = pi(i) for infinitely many i ∈ N}. Inf(pi) is often called the
infinity set of pi. A play pi satisfies the Büchi condition F if Inf(pi) ∩ F 6= ∅. Büchi
games are positionally determined and thewinning set of both players can be computed
in polynomial time in |V|.
To solve Büchi games in polynomial time, we use a slight modification of the attractor
computation from above. The +-attractorAttrA,+p (F) is the set of all vertices fromwhich
Player p can reach F in at least one step. Formally:
AS0 = {v ∈ V(p) | vE ∩ S 6= ∅} ∪ {v ∈ V(1−p) | vE ⊆ S}
ASi+1 = {v ∈ V(p) | vE ∩ Ai 6= ∅} ∪ {v ∈ V(1−p) | vE ⊆ Ai} ∪ Ai
AttrA,+p (S) =
∞⋃
i=0
ASi
Now we have the following definition:
RecurA,0p (F) = Attr
A,+
p (F)
RecurA,i+1p (F) = Attr
A,+
p
(
F ∩ RecurA,ip (F)
)
Finally, we define:
RecurAp (F) =
∞⋂
i=0
RecurA,ip (F)
Then we have the following: W (0)(G) = RecurA0 (F).
Parity Games
A parity game is a tuple G = (A,λ), where λ : VA → N0 is a coloring function or
parity function. A play pi satisfies the parity condition if min{λ(v) | v ∈ Inf(pi)}
is even. We often write Inf(λ(pi)) for the set {λ(v) | v ∈ Inf(pi)}. Despite intensive
research, the exact complexity of deciding the winning region in a parity game is un-
known. Wemention here [EJ91, Jur00, VJ00]. Parity games are positionally determined
[EJ91]. They are symmetric in the sense that the winning condition of both players is
expressible as a parity condition.
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Streett Games
A Streett game G = (A,Ω) consists of an A = (V, E) and a set Ω of Streett pairs
(R,G) ∈P(V)×P(V). A set X satisfies a given Streett pair (R,G) ∈ Ω if X ∩ R 6= ∅
implies X ∩ G 6= ∅. In this event we write X |= (R,G). A play pi satisfies (R,G) if
Inf(pi) does (again we write pi |= (R,G)). Finally pi satisfies the Streett condition if
pi |= (R,G) for all (R,G) ∈ Ω. In this event, we write pi |= Ω.
The Streett condition dates back to [Str82], but gained further prominence because
of results by Muller and Schupp, as well as Safra, and Emerson and Jutla [EJ91, Saf92,
MS95]. Thememberhsip of a vertex in the winning region in a Streett game is decidable
in co-NP [EJ91]. Winning strategies for Player 0 require memory exponential in the
number |Ω| of Streett pairs. Player 1 has a positional winning strategy on his winning
region.
Classically, Streett games are solved using index appearance records [Saf92, MS95].
We do not define this construction here, but refer the reader to [MS95] for a description.
For our purposes it is sufficient to recall that a winning strategyM for Player 0 in G =
(A,Ω) with |Ω| = k computed using index appearance records requires ‖M‖ = k! · k2
states. This construction is optimal [Hor05, Hor07].
Streett conditions owe their importance in no small part to the fact that all ω-regular
languages are recognizable by a deterministic ω-automaton with a Streett acceptance
condition. This is already true for the parity condition introduced above. However, a
Streett automaton for a given ω-regular language may be exponentially more succinct
than any equivalent parity automaton. Streett acceptance conditions lend themselves
naturally to describe the winning condition in automata determinized using Safra’s
construction [Saf92] or the Muller-Schupp construction [MS95].
Muller Games
The study of Muller games dates back to the early days of the theory of infinite games
(e.g. [BL69]), even before the name “Muller game” was coined after a seminal paper
by Muller in [Mul63] (see also [McN66]). A number of seminal papers have given
several very different angles from which to look at Muller games. We mention here
[BL69, McN93, GH82, Tho95, Zie98].
AMuller gameG = (A,F) consists of an arenaA = (V, E) and an (explicit)Muller
condition F ⊆P(V). A play pi satisfies F is Inf(pi) ∈ F. Muller games are symmetric.
Both players require memory to implement a winning strategy.
Muller gamesmay be solved using latest appearance records [Tho95, GH82,McN93,
GTW02]. We again do not give a description here, but cite that a Mealy automaton
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winning strategy constructed using latest appearance records has n! · n states, where
n = |V|. This construction is optimal, that is, there are games in which no Mealy
machine with fewer memory states can implement a winning strategy for Player 0
[DJW97].
There are several, equivalent ways of specifying a Muller condition. An especially
succinct possibility is that of specifying F indirectly using a propositional formula
φ over variables V. Such a formula φ specifies Fφ = {X ⊆ V | X |= φ}. φ may be
exponentially more succinct than F. In Section 3.1 we are going to introduce Zielonka
trees, which are another equivalent formalism. Themembership query for the winning
region of either player can be decided in Pspace if the winning condition is given as a
formula in propositional logic. This problem is also hard for Pspace. If the winning
condition is given explicitly, the problem is in Ptime [HD05, DHH11, Hor08].
Every Streett condition Ω over V is expressible as a (possibly exponentially larger)
Muller condition FΩ = {X ⊆ V | X |= (R,G) for all (R,G) ∈ Ω}. However, the two
formalisms are not equivalent. There exist winning condition F over V which are not
expressible as a Streett condition over V. This is no contradiction to the fact that Streett
(acceptance) conditions in deterministic ω-automata capture all ω-regular languages.
Indeed, to construct a Streett automaton from a given Muller automaton requires, in
general, a larger number of states.
Finally, wemention that every Streett conditionΩ is expressible using a propositional
formula of the following form:
φΩ =
∧
(R,G)∈Ω
(∨
v∈R
v→ ∨
v∈G
v
)
LTL-Games
An LTL-game is a tuple G = (A, φ), where A = (V, E) is an arena and φ ∈ LTL(V)
is an LTL-formula over variables V [Löd11]. As we mentioned in Section 1.1, every
LTL-formula φ ∈ LTL(V) defines a language L(φ) ∈ Vω. A play pi is won by Player 0
iff pi |= φ.
In the context of synthesis, LTL gained prominence through Pnueli and Rosner
[PR89] who considered synthesis from LTL-specifications. An overview that gives a
good presentation of LTL-games is [Löd11].
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Strategy Machines
In this chapter, we introduce strategy machines, a Turing-machine-based model for
strategy representation. Theywere originally introduced in [Gel12b] to study strategies
from an algorithmic perspective. The model itself was studied in [GSW01] under a
different name, albeit not in the context of games.
We already saw Mealy automata as a way of representing strategies. With Mealy
automata, the process of receiving an input, updating the memory state and producing
the next output happens instantaneously. The Mealy automaton model is state space
centered. In contrast, with a strategy machine, the focus is precisely on the algorithmic
nature of changing the state. A state transition is no longer treated as an atomic process,
but as a computation. Strategy machines are transition centered.
The algorithmic point of view provides us with several metrics we may use to
evaluate and compare strategies. We may compare the runtime of the computation of
a next vertex, the space the machine requires to compute this output, as well as the
size of the machine itself. This leads to the question of what nature of tradeoff exists
between these metrics and what upper and lower bounds a machine must meet.
This chapter is structured as follows. In Section 2.1 we introduce strategy machines
and give a detailed description of their semantics. We also briefly elaborate on how
they are used as implementations of strategies in games (as introduced in Section 1.2).
Subsequently, in Section 2.2 we formalize the metrics discussed above, called latency,
space requirement and size. Since strategy machines always operate on binary input,
we must encode vertices in an arena in binary before being able to implement a strategy
using a strategy machine. The impact this encoding may have on the efficiency of the
machine is studied in Section 2.3.
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M
x(1)1 · · · x(1)n1
x(2)1 · · · x(2)n2
x(3)1 · · · x(3)n3
y(1)1 · · · y(1)m1
y(2)1 · · · y(2)m2
y(3)1 · · · y(3)m3
memory
memory
tim
e
Figure 2.1.: A strategy machineM, seen as a “black box”. Memory persists from one
computation to the next, possibly influencing its outcome.
2.1. Strategy Machines and their Semantics
In this section we introduce strategy machines. Intuitively, a strategy machine can be
thought of as a “black box” which transforms binary input sequences to binary output
sequences. This transformation depends, in general, on the inputs received so far.
More precisely, a strategy machine maintains some internal memory. The state of this
memory influences the machines behavior on a given input. The situation is depicted
in Figure 2.1. First, an input x(1) = x(1)1 · · · x(1)n1 ∈ Bn1 is fed to the machineM. It
then computes some output y(1) = y(1)1 · · · y(1)m1 ∈ Bm1 in response to x(1). During this
computation, the internal memory is updated. WhenM is fed another input x(2), it
commences computation of the corresponding output y(2). During this computation, it
inspects and again updates the internal memory. In this way,M transforms a sequence
x(1), x(2), . . . of binary strings x(i) ∈ B∗ into a sequence y(1), y(2), . . . of binary strings
y(i) ∈ B∗ in a prefix-dependent way.
From this intuition, we can already deduce what the appropriate semantics of a
strategy machine will be. Every strategy machineM will define a partial function
fM : (B∗)∗ 99K (B∗)∗. We give an example of such a function:
Example 2.1.1
Consider the function f : (B∗)∗ → B defined as follows:
x(1)x(2) · · · x(k) 7→
1 if
(
x(k)
)
2
> max
{(
x(r)
)
2
| 1 ≤ r < k
}
0 otherwise
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where (·)2 : B∗ → N0 is the interpretation of binary strings as natural numbers
(see also Section 1.1). This yields a function fˆ : (B∗)∗ → (B∗)∗ in a natural way,
collecting the output computed along the prefixes of the sequence. To simplify
notation, we also refer to this function as f .
We assume that the maximum is initialized (i.e., if k = 1) with 0. The value
of f is 1 if and only if the current input x(k) encodes a number strictly greater
than all previously seen numbers (or greater than 0 if there are no previously seen
numbers). For instance, the sequence
s = 1, 0, 10, 01, 101, 10, 110, 1, 11, 0, 10
would yield the output
f (s) = 1, 0, 1, 0, 1, 0, 1, 0, 0, 0, 0
As a running example in this section, we will construct a strategy machine which
implements this function.
The formal definition of strategy machines relies on Turing machines. The notation
is therefore similar to that introduced in Section 1.1.
Definition 2.1.2 (Strategy Machine)
Let k ∈ N. A k-tape strategy machine is a deterministic (k + 2)-tape Turing
machineM = (Q,B, Bˆ, qI, qO, δ) with
I a finite set Q of control states (or simply states)
I input alphabet B and tape alphabet Bˆ = B∪ {#} with blank symbol #
I a designated input state qI
I a designated output state qO
I a partial transition function
δ : (Q \ {qO})× Bˆk+2 99K (Q \ {qI})× Bˆk+2 × {−1, 0,+1}k+2
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assigning to each pair (q, b) of a state and a (k+ 2)-tuple of tape-alphabet
letters, a new state, a (k+ 2)-tuple of updated tape-alphabet letters, and a
(k+ 2)-tuple of head-movements.
The k+ 2 right-infinite tapes ofM are grouped into
I a designated IO-tape
I a designatedmemory-tape
I k computation-tapes
SinceB and Bˆ are fixed sets we usually omit them from the tuple and simply write
M = (Q, qI, qO, δ).
Before turning to the semantics of strategy machines, let us make the following
observation.
Remark 2.1.1
Strategy machines always use the same input and tape alphabet. This is in contrast to, say,
Mealy automata, where the input alphabet may vary. If a Mealy automaton implements
a strategy in some game, its alphabet will usually coincide with the set of vertices of the
given arena. This hides the complexity of the size of the arena (cf. Remark 2.2.1). By fixing
an alphabet we avoid this hidden complexity. We will further elaborate on complexities in
subsequent sections
LetM = (Q, qI, qO, δ) be a strategy machine. A configuration ofM is a tuple
c = (q,wIO,wM,wC1 , . . . ,wCk , hIO, hM, hC1 , . . . , hCk) ∈ Q× (Bˆ∗)k+2 ×Nk+2 (2.1)
consisting of
I a state q ∈ Q
I a word wIO ∈ Bˆ∗ describing the content of the IO-tape
I a word wM ∈ Bˆ∗ describing the content of the memory-tape
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b1 b2 · · · br # # # # # # # # # # #
Figure 2.2.: The tape content of the memory tape tM based on a configuration c with
tM(c) = b1 · · · br and hM(c) = 2. The head position is shown as a shaded tape cell.
I a word wCi ∈ Bˆ∗ describing the content of the i-th computation-tape for each
1 ≤ i ≤ k
I a number hIO ∈ N denoting the head position on the IO-tape
I a number hM ∈ N denoting the head position on the memory-tape
I a number hCi ∈ N denoting the head position on the i-th computation-tape for
each 1 ≤ i ≤ k
Given c as in (2.1) we write tIO(c) = wIO, tM(c) = wM and ti(c) = wCi for each
1 ≤ i ≤ k. Likewise, we write hIO(c) = hIO, hM(c) = hM and hi(c) = hCi for each
1 ≤ i ≤ k. Finally, we write q(c) = q.
A configuration can be thought of as a snapshot of a computation ofM at a given
time (computations will be formalized shortly). Given a configuration c, the content of
the memory-tape is1 tM(c)### · · · . The head is on the hM(c)-th cell of the memory-tape.
The situation is depicted in Figure 2.2. In the same way, the content of the IO-tape and
the k computation-tapes, along with the corresponding head positions, are given by c.
Finally, the current control state ofM is q(c).
We have seen how a configuration describes both tape content and head position
of all k+ 2 tapes. The reader may have observed that this description is not unique.
Indeed, one might simply append further blank symbols to the right of tM(c) to obtain
an infinite number of descriptions equivalent to c. This is of no concern to us. However,
the description can bemade unique by choosing tIO(c), tM(c), t1(c), . . . , tk(c) ofminimal
length.
We will need the notion of a successor configuration, which we introduce now. Let
c be a configuration ofM given by:
c = (q,wIO,wM,w, hIO, hM, h)
1Recall that # is the blank symbol ofM.
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where w = w1, . . . ,wk and h = h1, . . . , hk. We assume that q 6= qO because, by Defini-
tion 2.1.2, δ is not defined for qO. Let
δ
(
q,wIO(hIO),wM(hM),w(h)
)
= (q′, bIO, bM, b, dIO, dM, d)
where w(h) = w1(h1), . . . ,wk(hk). We assume δ is defined on this input. Otherwise, c
has no successor configuration. Let w′IO = wIO[hIO 7→ bIO], w′M = wM[hM 7→ bM] and
w′i = wi[hi 7→ bi] for all 1 ≤ i ≤ k. The successor configuration of c is
c′ = (q′,w′IO,w
′
M,w′, hIO + dIO, hM + dM, h+ d)
where h+ d = h1+ d1, . . . , hk+ dk. Note that the successor configuration of c is unique,
if it exists. We write c ` c′ if c′ is the successor configuration of c. We also say that c
and c′ are consecutive. The reflexive transitive closure of ` is denoted by `∗.
At the beginning of this section we gave an informal description of the way in which
a strategy machine works. From an abstract point of view,M transforms a sequence of
binary input strings into a sequence of binary output strings. If we look slightly closer,
we see that this transformation is done step by step, transforming each single string in
the input sequence into a corresponding string in the output sequence. We now give a
formal description of this process, before we proceed to define precisely how sequences
of such strings are transformed.
The transformation of a given input string x = x1 · · · xn into an output string y =
y1 · · · ym depending on a given memory state is called an iteration. A formal definition
of an iteration is given below, in Definition 2.1.3. In preparation for this definition, let
c = c1 be any configuration ofM. Given ci, we define ci+1 to be the unique successor
configuration of ci, if it exists. Otherwise ci+1 is undefined. In this way, we obtain a
unique sequence (ci)i∈I where either I = N or I = JkK for some k ∈ N. This sequence
is called the sequence generated by c. It satisfies:
c1 ` c2 ` c3 ` · · ·
We have two possibilities:
(A) The sequence visits qO. In this case we necessarily have I = JkK for some k ∈
N and q(ck) = qO because of the definition of δ (see Definition 2.1.2). The
configuration ck depends only on c (since the sequence generated by c is unique).
It is therefore justified to write c∗ = ck for this unique maximal configuration.
(B) The sequence never visits qO. It may be finite or infinite.
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We call sequences of type (A) productive and those of type (B) non-productive. By
extension, we say c is productive (resp. non-productive) if its generated sequence is
productive (resp. non-productive). It should be emphasized that c∗ is only defined for
productive configurations c.
A configuration c ofM is an initial configuration if it satisfies all of the following:
I q(c) = qI
I ti(c) = ε for all 1 ≤ i ≤ k
I hIO(c) = 0
I hM(c) = 0
I hi(c) = 0 for all 1 ≤ i ≤ k
Note that there is no condition on tIO(c) and tM(c). A terminal configuration is a
configuration c with q(c) = qO.
Definition 2.1.3 (Iteration)
LetM = (Q, qI, qO, δ) be a k-tape strategy machine.
I An iteration ofM is a pair (c, c∗) where c is an initial and productive con-
figuration.
I Given an iteration (c, c∗) with c = c1 ` c2 · · · ` cr = c∗ we write
• L(c, c∗) = r for the length of the iteration (c, c∗)
• S(c, c∗) = max1≤i≤r |tIO(ci)| + max1≤i≤r |tM(ci)| +
∑kj=1max1≤i≤r |tj(ci)| for the space of the iteration.
A few aspects of the definition of an iteration warrant some justification:
Remark 2.1.2
1) An iteration terminates (reaches a terminal configuration) by definition. Non-
terminating “iterations” (recall that, by definition, an iteration always terminates)
are not of particular interest to us. They correspond to inputs on which the behavior
is undefined – either because the computation is infinite or because it deadlocks in a
non-terminal configuration.
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2) In any initial configuration, all head positions are always 0. This constraint serves
two purposes: It avoids the possibility to store information using the head position,
which is obscure and difficult to handle. Secondly, it will lead to a more natural
relation between complexity measures (cf. Proposition 2.2.1).
3) The computation tapes are always cleared. We want to distinguish between informa-
tion required across iterations and information required only during a given iteration.
Together with the requirement hIO(c) = hM(c) = hi(c) = 0 for all 1 ≤ i ≤ k
this ensures that information can only be passed to an iteration through tIO(c) and
tM(c).
We can now describe how a given input x = x1 · · · xn ∈ B∗ is transformed into an
output y ∈ B∗ depending on memory wM ∈ Bˆ∗: we let
cx,wM = (qI, x,wM, ε, . . . , ε, 0, . . . , 0)
If cx,wM is non-productive then y is undefined. Otherwise, we let y = tIO(c∗x,wM).
Example 2.1.4
We return to the function f from Example 2.1.1. The idea is to use the memory
tape to store the largest number seen so far. Let us assume that some finite number
of strings has already been processed. Suppose we are given a word wM ∈ B∗ that
is the largest number seen previously, in binary.
We construct a 1-tape strategy machine M which proceeds from c =
(qI, x,wM, ε, 0, 0, 0) as follows:
1) Mmoves the head on both the IO-tape and on the memory-tape to the last
non-blank symbol on the right (i.e., the least significant bit). In the same
sweep we want to shift the input on the IO-tape to the right by one cell
(in order to recognize its left end by the appearance of a #). This requires
two states. Note that we cannot “recycle” the input state qI here because by
definition this state has no incoming transitions.
2) M scans both x and wM and determines whether (x)2 > (wM)2. This can be
done – using two additional states – by scanning from right to left. We are
then left with two possibilities:
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a) If (x)2 > (wM)2, thenM overrides wM with x on the memory-tape and
overrides x on the IO-tape with 1. This requires one additional state.
b) Otherwise,M overrides x with 0. Again, we need one additional state.
3) Finally,Mmoves to state qO.
In this way,M transforms a string x ∈ B∗ to either 0 or 1, depending on the
information wM on its memory-tape. Because we do not knowwhether |wM| = |x|,
it is easier to compare the size of the encoded numbers in a right-to-left scan (least
significant to most significant bit). Altogether,M requires eight states. Note that
M requires two passes on the IO-tape and two passes on the memory tape.
We now turn to sequences of strings x = x(1)x(2) · · · ∈ (B∗)∗ with x(i) ∈ B∗. In
order to describe howM works on such sequences, let us introduce some terminology
connecting iterations to sequences of iterations. We say that two iterations (c1, c∗1) and
(c2, c∗2) are compatible if tM(c∗1) = tM(c2). In other words, compatible iterations carry
the content of the memory-tape from the end of the first iteration to the beginning of
the second iteration.
Definition 2.1.5 (Computation)
LetM = (Q, qI, qO, δ) be a strategy machine. A computation ofM is a sequence
(c1, c∗1)(c2, c
∗
2)(c3, c
∗
3) · · ·
of compatible iterations.
Every sequence x = x(1)x(2)x(3) · · · ∈ (B∗)∞ of binary strings x(i) ∈ B∗ induces
a unique computation ofM by choosing a configuration c1,x with tIO(c1,x) = x(1)
and tM(c1,x) = ε (note that c1,x is uniquely determined by these choices). Given
ci,x, the next configuration ci+1,x is chosen as the (unique) initial configuration with
tM(ci+1,x) = tM(c∗i,x) and tIO(ci+1,x) = x(i+1). We refer to
compM(x) = (c1,x, c∗1,x)(c2,x, c
∗
2,x)(c3,x, c
∗
3,x) · · · (2.2)
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as the computation ofM on x. If the machineM is clear from context, we sometimes
drop the subscript and write comp(x). Note that comp(x)may be shorter than x. This
happens if ci,x is non-productive for some i ≤ |x|.
Using the notion of a computation ofM, we can now formalize howM maps
sequences of strings to sequences of strings. Let x ∈ (B∗)∗ and let compM(x) be as in
Equation (2.2). The partial function fM : (B∗)∗ 99K (B∗)∗ given by
x 7→ tIO(c∗1,x)tIO(c∗2,x)tIO(c∗3,x) · · ·
is the function implemented byM.
Example 2.1.6
Consider fM for the machineM from Example 2.1.4. Then fM is precisely the
function from Example 2.1.1. Indeed, in the very first configuration c1 of any
sequence the memory-tape contains tM(c1) = ε. Thus, any string x is compared
with (ε)2 = 0. Subsequently, the memory-tape is updated so that it always contains
the maximum seen so far. The definition of compatible iterations ensures that this
information is always passed along appropriately.
Strategy Machines as Strategy Implementations
As we mentioned before (and as the name suggests), we use strategy machines as
ways of implementing strategies in games. The concept is similar to that of a Mealy
automaton strategy, as introduced in Section 1.2. LetG = (A,W) be a game. Recall that
a Mealy automaton strategy is given by a Mealy automatonM = (M,VA,m0, upd, out).
Note that the input/output alphabet ofM is the vertex set of A. In contrast, strategy
machines always have the same input alphabet B.
In order to use a strategy machineM as an implementation of a strategy in G, we
therefore need an encoding (i.e., an injective mapping) e : VA → B∗ which translates
vertices to strings over the tape alphabet. We usually gloss over this fact and simply
assume that VA ⊆ B∗. For complexity reasons discussed in the next section, we also
usually assume that e : VA → Bk maps vertices to strings of length k = dlog2(|V|)e. In
this sense we may think of fM as a function fM : V∗A → V∗A.
Since strategy machines will be used to represent strategies, we apply some of
the terminology introduced for strategies (cf. Section 1.2) to strategy machines. In
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particular, a strategy machineM is called a winning strategy machine for Player p
in G, if fM is a winning strategy for Player p in G. Likewise, we say a play pi in G is
consistent withM, if pi is consistent with fM.
2.2. Complexity
In the previous section, we introduced strategy machines and defined their semantics.
We now turn to measuring the various kinds of complexities that arise.
Recall Equation (2.2) where we wrote (cn,x, c∗n,x) for the n-th iteration in the compu-
tation compM(x) ofM on x. We use this notation in the following definition:
Definition 2.2.1 (Complexity Measures)
LetM = (Q, qI, qO, δ) be a strategy machine and let V ⊆ B∗. We define:
I the size ‖M‖ = |Q| ofM
I the latency ofM with respect to V:
TV(M) = sup
α∈V∞
sup
n∈N
L
(
cn,α, c∗n,α
)
(2.3)
I the space requirement ofM with respect to V:
SV(M) = sup
α∈V∞
sup
n∈N
S(cn,α, c∗n,α) (2.4)
If V is clear from context, we often drop the subscript and write T (M) and S(M).
Note that if we choose V = B∗ the latency and space requirement are computed
with respect to sequences of all possible inputs toM. In the context of games, however,
we are given and arena A = (V, E). By choosing some encoding of V (i.e., an injective
function e : V → B∗) we may assume V ⊆ B∗. The only sequences we are interested
in are then from V∞ ⊆ (B∗)∞ and it makes sense to consider the complexity only for
those inputs.
The latency of a strategy machine measures how long an iteration lasts in the worst
case – subject to the restriction of input sequences discussed above. Likewise, the space
requirement is the maximal number of tape cells on the memory tape used during any
computation ofM – again subject to restrictions on the input sequences. Note that
39
2. Strategy Machines
Equation (2.3) may well evaluate to ω. Likewise, the space requirement, as given in
Equation (2.4), may evaluate to ω. This happens whenever an infinite memory strategy
is implemented, for instance.
In Remark 2.1.2, we discussed the restrictions imposed on the head positions in an
initial configuration. We now see that, because the tape heads are reset to 0 at the
beginning of every iteration, the head has to be moved to the right m times in order to
reach the m-th tape cell. In particular, in order to use m tape cells on every tape, we
require iterations of length at least m. This gives the following relationship between
space and time complexity, familiar from classical complexity theory.
Proposition 2.2.1
LetM be a k-tape strategy machine and let V ⊆ B∗. Then SV(M) ≤ (k+ 2) · TV(M).
Now that the complexities of a strategy machine have been introduced, it is time for
an example:
Example 2.2.2
Consider the machineM from Example 2.1.4. This machine satisfies:
I ‖M‖ = 8
I TB∗(M) = ω
I SB∗(M) = ω
Note that TV(M) < ω iff V ⊆ B∗ is finite. The same holds for SV(M). In this
event we have:
I TV(M) ≤ 2 · log2(|V|)
I SV(M) ≤ 2 · log2(|V|)
Classically, Mealy automata are the formalism most often used for strategy repre-
sentation. To relate Mealy automata and strategy machines, we construct a strategy
machine simulating a given Mealy automaton. The construction is straightforward,
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but already gives some insight into the benefits of a Turing-machine-based view on
strategy complexity.
LetM = (M,V,m0, upd, out) be aMealy automaton. We construct a strategymachine
MM = (Q, qI, qO, δ) with fM = fM. Intuitively,MM has a copy of the transition
function upd : M×V → M and of the output function out : M×V → V encoded into
its control states. It stores the current memory state m ∈ M of the Mealy automaton
(encoded in binary) on its memory tape. Upon input v ∈ V (again encoded in binary),
M inspects the transition and output functions to produce the next memory state
upd(m, v) and the output out(m, v).
Let dlog2(|V|)e = k and let e : V → Bk be an encoding of V. We identify V
with e(V) ⊆ B∗. Likewise, we may assume (after encoding) that M ⊆ Bl for
l = dlog2(|M|)e. We construct a binary search tree T = B≤l+k (recall our defini-
tion of trees from Section 1.1). The situation is depicted in Figure 2.3. The set Q
contains a state qx for every x ∈ T. The strategy machineMM traverses these states by
reading m on the memory tape bit by bit, arriving at qm eventually, and then reading
v from the IO-tape, arriving at qmv. Now for any state qmv, where (m, v) ∈ M × V,
the machineMM has a sequence qmv,1, . . . , qmv,l+k of states. It transitions from qmv,i to
qmv,i+1 writing out(m, v) onto the IO-tape and upd(m, v) onto the memory tape. The
situation is shown in Figure 2.3.
We callMM the straightforward simulation ofM. The complexities ofMM are
summarized in Proposition 2.2.2. Note thatMM does not use its computation tape.
Proposition 2.2.2 (Straightforward Simulation)
Let M = (M,V,m0, upd, out) be a Mealy automaton with log2(|V|) = k and
log2(|M|) = l. Then the strategy machineMM defined above satisfies:
1) ‖MM‖ = |M| · |V| · (l + k+ 2) + 1
2) TV(MM) = 2(l + k)
3) SV(MM) = l + k
Proof. The search tree T has height l+ k and thus contains 2l+k+1− 1 = 2 · |M| · |V| − 1
nodes. In addition, we require l + k states qmv,1, . . . , qmv,l+k for each leaf in the tree,
which is another |M| · |V| · (l + k) states. On top of this, we have the input and output
states qI and qO. In total, this gives |M| · |V| · (l + k+ 2) + 1 states.
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qε
q1
q11q10
q0
q01q00
...
...
...
...
qm1 qmr
qm1v1 qm1vt qmrvtqmrv1
tIO : out(m
1 , v1 )
tM : upd(m
1 , v1 )
Figure 2.3.: Binary search tree to index the transition and update functions ofM.
For the latency TV(M), we observe that we have to traverse the tree T, which takes
l + k steps. Then we have to write output and new memory state to the tapes (another
l + k steps). In total, this is 2(l + k) steps. Finally, the space requirement is the sum of
the space consumed by IO-tape (which is k), by the memory tape (which is l) and by
the computation tape (which is zero). 
In Remark 2.1.1wementioned that strategymachines, unlikeMealy automata, always
have the same input alphabet B. We also mentioned that this avoids a distortion
of complexity present in Mealy automata. Indeed, classically the size of a Mealy
automaton M = (M,V,m0, upd, out) is taken to be the number |M| of its memory
states, not the size of its transition function. This is usually sufficient since |M| is
measured as a function of |V| in the context of games.
However, if we actually want to store the automaton as a binary string, we need to
store the transition function and next move function. This requires at least log2((|V| ·
|M|)|M|·|V|) = |M| · |V| · (log2(|V|) + log2(|M|)) bits.
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Remark 2.2.1
Let M be a Mealy automaton. The size ‖MM‖ of the straightforward simulation of
M = (M,V,m0, upd, out) by a strategy machine is roughly the size of a minimal binary
encoding of M. In particular, the size ofMM depends not just on the number |M| of
memory states, but also on the size |V| of the alphabet.
In this way, the straightforward simulation of aMealy automaton by a strategymachine
exposes all relevant complexities.
2.3. Efficiency & Encoding
In the previous section, we introduced encodings in order to associate vertices in an
arena with binary strings. In this way, we could assume that an arena A = (V, E)
satisfies V ⊆ B∗. Since a strategy machine processes binary input by definition, this
assumption is necessary for technical reasons. The encoding itself was not of any
particular interest to us. Accordingly, we were content with simply choosing “some”
encoding. In this section, we explore the impact of encodings in more detail.
We gave a formal definition of an encoding before. Nevertheless, it makes sense to
recall the definition here and to introduce some additional terminology.
Definition 2.3.1
Let A be a set. An encoding of A is an injective mapping e : A→ B∗. If A is finite,
we also define following terms.
1) The length of e is the numberL (e) = maxa∈A |e(a)|.
2) An encoding e is fixed-length if e(a) = L (e) for all a ∈ A.
3) An encoding e is optimal ifL (e) = dlog2(|A|)e.
In Proposition 2.2.2 we used the fact that V was embedded into B∗ via an optimal
encoding. Indeed, if the length of the encoding is sufficiently large, a logarithmic
latency is obviously impossible to achieve. We therefore have the following convention:
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Remark 2.3.1
Throughout this thesis an encoding is always fixed-length and optimal, unless otherwise
stated.
Usually we make no further assumptions about the encodings we use. In fact, we
usually2 do not explicitly pick one, but instead treat a set V of vertices as a subset of
Bk for k = dlog2(|V|)e. However, one might ask the following question.
Given a strategy f , can an encoding be chosen such that the complexity of
a strategy machine implementing f improves?
We first illustrate this problem by looking at an example where such an encoding exists:
Example 2.3.2
Consider the one player arenaA = (J7K, E) as depicted in Figure 2.4a. A positional
strategy f is given by the dashed edges. For example, f (7) = 3. To obtain a
strategy machine implementing f we may pick its straightforward simulation (cf.
Section 2.2). This amounts to encoding a case distinction of seven cases into the
control states. The straightforward simulation hence has nine states (we cannot
use the input and output state in the case distinction for technical reasons, cf.
Definition 2.1.2). The latency is logarithmic.
However, if we rename the vertices as indicated in Figure 2.4b, the strategy f
suddenly admits a much more “elegant” representation. We can now compute the
next vertex using the arithmetic expression:
f (n) = n2 mod 8
Observe that this mapping can be computed in roughly six steps (twice the loga-
rithm of the number of vertices). So the latency is also logarithmic. The size of the
machine, on the other hand, is now independent of the size of the arena whereas
before it was roughly equal to the size of the arena.
2The major exception to this is Chapter 4, where we consider games played on composite arenas and
investigate the benefit this structure yields to strategy representation.
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7 1
(a)An arena with a positional strategy f as indicated by the dashed edges. The code of a vertex
is the three-bit binary representation of its number.
0 1
7
5
4
6
3 2
(b) The same arena with “renamed” vertices. Now the strategy f , again indicated by dashed
edges, is easily computed by the rule f (n) = n2 mod 8.
Figure 2.4.:Apositional strategy which admits an efficient computation after renaming
the vertices.
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Example 2.3.2 shows that structure “hidden” in the strategy at hand might be ex-
ploited to improve the complexity of a strategymachine implementing it. This structure
was extracted from the arena by “renaming” the vertices. We were thus able to find
a strategy machine, with size and latency bounded logarithmically, implementing
f : J7K→ J7K. Note that this is an exponential improvement over the straightforward
simulation in terms of size. Naturally, we would like to find a mechanism of renaming
vertices which achieves such a gain in general.
Before we can investigate the effects of vertex renaming on the efficiency of strategy
machine implementations, we have to introduce some notation. All concepts developed
in this context will be independent of the application to game theory we have in mind.
Therefore, throughout the remainder of this section, we will not speak of vertices and
strategies but rather of arbitrary finite sets A and functions f : A→ A. To formalize
the notion of renaming, we consider a finite set A. For ease of notation we assume
throughout the rest of this section that A = Bk for some k ∈ N. We sometimes deviate
from this assumption in the examples. Despite the fact that A is already a subset ofB∗,
and is thus already “encoded”, we may look at mappings { f : A→ Bk | f injective}.
Since A = Bk, every such f is indeed also a bijection. The reader may thus recognize
this set as the symmetric group of A, denoted by SA. Every mapping σ ∈ SA defines
a renaming of the elements of A such that an element x ∈ A is renamed to σ(x) ∈ A.
We have formalized the notion of renaming. Let us now proceed to study the effect
a renaming σ ∈ SA has on a mapping f : A → A. We get an equivalent function
f σ : A→ A given by f σ = σ ◦ f ◦ σ−1. A renamed element x is first translated back its
original name σ−1(x). Then we apply f to this value and apply σ to once again obtain
a vertex under the new naming scheme. In short, we get f σ(x) = σ( f (σ−1(x))).
Example 2.3.3
Consider A = J9K and f , g : J9K → J9K given by the Table 2.1. If we consider the
bijection3 σ = (2, 7, 3, 9, 1, 5, 6, 8, 4) ∈ SA, we obtain gσ = f . We see, for instance,
that f (2) = σ(g(σ−1(2))) = σ(g(4)) = σ(2) = 7.
With this, our initial question is:
3The notation (2, 7, 3, 9, 1, 5, 6, 8, 4) is the well-known cycle notation for permutations and denotes the
mapping 2 7→ 7, 7 7→ 3, . . . , 4 7→ 2.
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Table 2.1.: Two conjugate mappings f : J9K→ J9K and g : J9K→ J9K.
x f (x)
1 7
2 7
3 7
4 2
5 2
6 9
7 9
8 9
9 6
x g(x)
1 4
2 3
3 5
4 2
5 3
6 3
7 2
8 4
9 2
Does there exist a polynomial p ∈ Z[X] such that for every family ( fn)n≥1
of functions fn : Bn → Bn there exists a renaming σn ∈ SBn and a strategy
machineMn implementing f σnn with ‖Mn‖ ≤ p(n) and TBn(Mn) ≤ p(n)?
The remainder of this section is dedicated to proving that, in general, the answer is
“no”. In other words, this kind of performance benefit cannot in general be expected
from renaming.
To prove this claim, we use a counting argument. We first bound the number of
mappings that are not equivalent after renaming from below. Given a renaming
σ ∈ SA and a mapping f as above, the equivalent mapping up to renaming σ is f σ. The
reader familiar with group theory will recognize this as the well-known conjugation
operation of the group SA on the set AA of all mappings from A to A. Two mappings
f and g are said to be conjugate if there exists σ ∈ SA such that g = f σ. The property
of being conjugate induces an equivalence relation on AA. Its equivalence classes are
called conjugacy classes.
The conjugacy classes identify the sets of mappings which are equivalent up to
renaming the inputs. We now want to give a lower bound for the number of conjugacy
classes. Later in this section, we will compare this lower bound with an upper bound
on the number of strategy machines with the forementioned space and latency bounds.
To this end we first characterize the conjugacy relation by a more visual concept based
on graphs. We return to our example:
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1
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7
8
9
f−1(7)
f−1(2)
f−1(9)
f−1(6)
(a) The preimage structure of f : J9K→ J9K
9
4
7
8
1
5
2
6
3
g−1(2)
g−1(4)
g−1(3)
g−1(5)
(b) The preimage structure of g. If σ = (2, 7, 3, 9, 1, 5, 6, 8, 4) then f = gσ.
Figure 2.5.: Two preimage structures of conjugate mappings f , g : J9K→ J9K.
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Example 2.3.4
Consider the mappings f and g from Example 2.3.3. Figure 2.5 shows both map-
pings graphically. We call such graphs preimage structures (defined shortly). Each
bubble represents a fiber of the mapping.
The overall structure of both graphs is identical. Both the size of the bubbles as
well as the edges between them remain unchanged.
We have the following definition:
Definition 2.3.5 (Preimage Structure)
Let f : A→ A. Define
I Vf = { f−1(a) | a ∈ im( f )}
I E f = {( f−1(a), f−1(b)) | a ∈ f−1(b)}
Then the directed graph P f = (Vf , E f ) is called the preimage structure of f .
On the surface, a preimage structure is a directed graph. Recall that we call two
graphs G = (V, E) andH = (V ′, E′) isomorphic if there exists a bijection ϕ : V → V ′
with (v,w) ∈ E iff (ϕ(v), ϕ(w)) ∈ E′. In this situation we write G ∼= H or, if we want
to stress ϕ, also ϕ : G ∼= H.
The two preimage structures from Example 2.3.4 are isomorphic. However, iso-
morphic preimage structures do not guarantee that the mappings are conjugate. We
also need to take the structure of the vertices of P f into account. These vertices are
precisely the fibres of the mapping f . We call two preimage structures P f = (Vf , E f )
and Pg = (Vg, Eg) isomorphic, if there exists an isomorphism ϕ : Vf → Vg of graphs
such that |v| = |ϕ(v)| for all v ∈ Vf . In this situation we write P f ∼=P Pg. In other
words, P f and Pg are isomorphic if they are isomorphic as graphs via an isomorphism
which preserves the size of fibres. We now arrive at a characterization:
Lemma 2.3.1
Let f , g : A→ A. f and g are conjugate iff P f ∼=P Pg.
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Proof. (⇒) Let σ ∈ SA be such that f σ = g. Recall that f σ = σ ◦ f ◦ σ−1. We observe:
x ∈ f−1(a) iff f (x) = σ−1(g(σ(x))) = a iff g(σ(x)) = σ(a) iff σ(x) ∈ g−1(σ(a)).
Define ϕ : Vf → P(A) by f−1(a) 7→ g−1(σ(a)) for all a ∈ im( f ). Then | f−1(a)| =
|ϕ( f−1(a))| for all a ∈ im( f ). Furthermore, as σ(a) ∈ im(g) iff a ∈ im( f ), we get
im(ϕ) = Vg.
We now show that ϕ is a homomorphism of graphs. We have
( f−1(a), f−1(b)) ∈ E f
⇐⇒ a ∈ f−1(b)
⇐⇒ σ(a) ∈ g−1(σ(b))
⇐⇒ (g−1(σ(a)), g−1(σ(b))) ∈ Eg
Thus ϕ is a (strong) homomorphism. The fact that it is even an isomorphism follows
since its inverse mapping, defined by g−1(a) 7→ f−1(σ−1(a)), is also a homomorphism
by the same argument.
(⇐) Let ϕ : Vf → Vg be an isomorphism of graphs with | f−1(a)| = |ϕ( f−1(a))| for
all a ∈ im( f ). We first observe that for every a ∈ im( f ) the number | f−1(a) ∩ im( f )|
is precisely the number of incoming edges of f−1(a) in P f . The same holds for
|ϕ( f−1(a)) ∩ im(g)| and Pg. In particular, |ϕ( f−1(a)) ∩ im(g)| = | f−1(a) ∩ im( f )|
as P f and Pg are isomorphic. This implies | f−1(a) \ im( f )| = |ϕ( f−1(a)) \ im(g)|.
Define σ ∈ SA as follows. For every a ∈ im( f ), let σ(a) = b, where b ∈ A is the
unique element with ϕ( f−1(a)) = g−1(b). Now consider f−1(a) \ im( f ). We already
observed that this set has the same cardinality as ϕ( f−1(a)) \ im(g) = g−1(σ(a)) \
im(g). In particular, there exists a bijection τa : f−1(a) \ im( f ) → g−1(σ(a)) \ im(g)
between them. We set σ(x) = τa(x) for all x ∈ f−1(a) \ im( f ) and all a ∈ im( f ).
Since the sets f−1(a) are pairwise disjoint, this mapping is well-defined. It is also a
bijection: For σ  im( f ) this follows from the bijectivity of ϕ. For σ A \ im( f ) this is
by construction (note that the union of bijections between disjoint sets is a bijection
between the union of the sets).
Now let x ∈ im( f ). Then f (x) is the unique element y with σ(x) ∈ ϕ( f−1(y)).
By definition, ϕ( f−1(y)) = g−1(σ(y)) and so (σ−1 ◦ g ◦ σ)(x) = y. If x ∈ A \ im( f ),
then we pick a ∈ A with x ∈ f−1(a). We have σ(x) = τa(x) ∈ g−1(σ(a)), that is,
g(σ(x)) = σ(a), whence (σ−1 ◦ g ◦ σ)(x) = a = f (x). 
Recall that our goal is to find a lower bound for the number of conjugacy classes
of AA. By Lemma 2.3.1, this is equivalent to finding a lower bound on the number
of isomorphism classes of preimage structures. To this end, we use number parti-
tions. Given a natural number n ∈ N, a number partition of n is an ordered tuple
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(a1, . . . , ak) ∈ Nk with a1 ≤ a2 ≤ · · · ≤ ak and k ∈ N, such that ∑ki=1 ai = n. In other
words, a number partition of n is a way of writing n as the sum of non-zero integers
disregarding the order of the summands. The number of all number partitions of
n ∈ N is denoted by Pn.
Let now f : A → A and consider P f . The vertex set Vf of P f induces a number
partition of |A|. By Lemma 2.3.1 any two conjugate mappings must induce the same
number partition. We thus have:
Proposition 2.3.2
Let A be a finite set. There are at least P|A| pairwise non-conjugate mappings in AA.
This leaves us with the problem of finding a lower bound for Pn, n ∈ N. Approxi-
mations of Pn have been studied extensively. For a detailed exposition and a proof of
the following theorem, the reader is referred to [MN09].
Theorem 2.3.3
Pn ≥ 1e5n2 e2
√
n for all n ∈ N.
This immediately gives:
Corollary 2.3.4
For every set A with |A| = n, there are at least 1e5n2 e2
√
n pairwise non-conjugate mappings
in AA.
We now have a lower bound for the number of non-conjugate mappings in AA for
any set A. It remains to find an upper bound for the number of functions which can be
implemented by a t-tape strategy machine with latency and size bounded by m ∈ N.
To this end we first establish a connection between this class of strategy machines and
circuits. We then count the number of distinct circuits of a given size and obtain the
desired upper bound. As a first step, we formally introduce circuits.
Our circuits are unbounded fan-in circuits, meaning that any gate, except a negation,
may have an arbitrary number of incoming signals. Unbounded fan-in circuits may be
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translated to bounded fan-in circuits with a polynomial blow-up in size. A polynomial
blow-up is irrelevant for our purposes and will not change any of the arguments that
follow. Using unbounded fan-in circuits does, however, simplify the constructions.
This is the main reason we choose unbounded fan-in circuits over their bounded fan-in
counterparts. For more details about circuits, circuit complexity and fan-in, the reader
is referred to [Vol99].
Definition 2.3.6 (Circuit)
A boolean circuit (or simply a circuit) C = (V, E, gate, x, y) is a finite directed
acyclic graph (V, E) together with two tuples x ∈ Vq and y ∈ Vr and a function
gate : V \ x → {¬,∨,∧}. The vertices v ∈ V are called gates. The vertices in x are
designated input gates and the vertices in y are designated output gates. C must
satisfy:
I for all v /∈ x with gate(v) ∈ {∨,∧} we have4 γin(v) ≥ 2
I for all v /∈ x with gate(v) = ¬ we have γin(v) = 1
I for all v ∈ x we have γin(v) = 0
I for all v ∈ y we have γout(v) = 0
The value gate(v) of a gate v is called its sort. The size of C is the number of its
gates.
Every circuit C = (V, E, gate, x, y) defines a function from Bq to Br in the natural
way. This function transforms the code of a configuration c into the code of its (unique)
successor configuration c′. We denote it by fC. Formally, we now express the transi-
tion function δ of a t-tape strategy machineM = (Q, qI, qO, δ) with ‖M‖ = m and
TA(M) = m as a function fδ : B(4t+9)m → B(4t+9)m. Consider a configuration
c = (q(c), tIO(c), tM(c), t1(c), . . . , tt(c), hIO(c), hM(c), h1(c), . . . , ht(c))
Fix a unary encoding of Q (requiring m bits) and of Bˆ (requiring three bits). We
encode numbers from {1, . . . ,m} in unary, using m bits. Then c may be encoded
using m+ (t+ 2)3m+ (t+ 2)m = (4t+ 9)m bits. How large a circuit is required to
implement fδ?
4Recall the definition of γin(v) from Section 1.1 on page 18.
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Lemma 2.3.5
LetM be a t-tape strategy machine with ‖M‖ ≤ m ∈ N. Then there exists a circuit Cδ
of sizeO(mt+3) which implements fδ.
Proof. To construct a circuit for fδ, let us consider Figure 2.6. Here we see an example
of how the circuit works. The figure is divided into two parts. In Figure 2.6a we see
how the next head position, the next tape content and the next state are computed.
The situation is only shown for the case where the state of c is q1, the head is on the
leftmost tape cell and the symbol on that cell is 0. The state remains q1, the symbol is
changed to 1 and the head is moved one cell to the right. Similar logic exists for all
other possible combinations of head positions, tape content and state. Specifically, we
have one ∧-gate as shown in Figure 2.6a for every such combination. Note that because
of the unary encoding we used, precisely one of these combinations will produce an
output of 1 at the corresponding ∧-gate. It should be pointed out that we omitted all
tapes but the IO-tape from the example to simplify the figure. It is straightforward to
generalize the construction to all t+ 2 tapes.
Besides these omissions, there is another crucial construction required to implement
fδ which is missing in Figure 2.6a. The present construction is capable of transferring
the new content to the tape cell which is being updated. The remaining tape cells,
however, should be written to the successor configuration unaltered. We thus need
some implementation of a “commit”-mechanism which aggregates the possible inputs
to a given tape cell and selects precisely the correct one to be committed. An imple-
mentation of such a mechanism is depicted in Figure 2.6b. The previous content of a
tape cell is handed through to the new configuration iff the head is not on that cell. If
the head is on the cell, the ∧-gates from the construction in Figure 2.6a are all enabled
by being fed input 1. As we already discussed in the previous paragraph, precisely
one of these gates will evaluate to 1. As a consequence, the ∨-gates at the bottom of
Figure 2.6b always receive a 1 on precisely one input wire.
Generalizing the construction to all (t+ 2) tapes, we obtain the following bound. We
require one ∧-gate for every element of S = Q× Bˆ(t+2) × JmKt+2. This givesO(mt+3)
gates. The number of ∧-gate required for the commit mechanism is linear in m an
so does not contribute to the asymptotic complexity. The number of ¬-gates for the
commit mechanism is linear in m and so, does not contribute. Finally, the number of
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∨-gates is also linear in m. In total, we thus have an asymptotic complexity ofO(mt+3)
gates. 
We can use Cδ to construct a circuit CM which transforms any initial configuration c
into its corresponding terminal configuration c∗ (provided it exists).
Corollary 2.3.6
LetM be a t-tape strategy machine with TA(M), ‖M‖ ≤ m ∈ N. Then there ex-
ists a circuit CM of size O(mt+4) which transforms an initial configuration c into its
corresponding terminal configuration c∗.
Given a number M ∈ N, the number of circuits of size M with q input gates and
r output gates can be bounded as follows. For simplicity, we assume the input and
output gates in the sort of the circuit. Given M gates, there are 3M possibilities to
assign sorts to the gates (disregarding the fact that the input gates have no sort). In
addition, there are M2 possibilities for the edge relation. We over-approximate the
number of possibilities to assign input and output gates, using a mapping assigning
each gate one of three possibilities: input gate, output gate, inner gate. This gives
another 3M possibilities. The number of circuits of size M is therefore bounded by
32M ·M2 ∈ 3O(M).
Corollary 2.3.7
The number of functions implemented by a t-tape strategy machine with latency and size
≤ m grows at most as 3O(mt+4).
We now have an upper (asymptotic) bound on the number of strategy machines.
Likewise, we have a lower bound on the number of pairwise non-conjugate functions
on n elements. Using these two bounds, we can show that renaming the vertices
does not yield the desired complexity gain in general. More precisely, no scheme of
renaming elements can exist, such that for every function fn : J2nK→ J2nK there exists
a strategy machine of size polynomial in n and with a polynomial latency in n which
implements fn. This is formalized in the following theorem:
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q1 · · · qm bIO1,0 bIO1,1 bIO1,# · · · bIOm,0 bIOm,1 bIOm,# hIO1 · · · hIOm
q1 · · · qm bIO1,0 bIO1,1 bIO1,# · · · bIOm,0 bIOm,1 bIOm,# hIO1 hIO2 · · · hIOm
∧
(a) Computation of the next configuration provided the head position is 1, the state is q1 and
the symbol on the first cell is 0. The commit mechanism described in Figure 2.6b (missing
in this figure) is used to ensure that this computation only takes effect if the head is indeed
on the first cell.
hIO1
∧ ∧ ∧ ∧
¬
bIO1,0 b
IO
1,1 b
IO
1,#
∨ ∨ ∨
bIO1,0 b
IO
1,1 b
IO
1,#
(b) A commit mechanism ensuring that the computed values (indicated by the dashed lines)
are only written to the output gates if the head is on the appropriate cell. The inputs from
the previous configuration are handed through iff the head is on another cell.
Figure 2.6.: A part of the circuit Cδ implementing the transition function δ of a given
strategy machineM. Only the IO-tape is depicted. Similar circuitry exists for all
remaining tapes. The dashed bubbles represent individual tape cells.
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Theorem 2.3.8
For every family σn ∈ SBn of permutations and every polynomial p, there exists a family
of functions fn : Bn → Bn such that no familyMn of strategy machines with ‖Mn‖ ∈
O(p(n)) and TBn(Mn) ∈ O(p(n)) can implement f σnn for all n ∈ N.
Proof. Let A = Bn. ByCorollary 2.3.4we have at least 1e522n e
2
√
2n pairwise non-conjugate
mappings in AA. By our reasoning from above, for any fixed t,m ∈ N, the number
of t-tape strategy machines with latency and size bounded by m grows at most as
3O(mt+4). Let p = xd. The ratio of the number of pairwise non-conjugate functions
in AA and the number of strategy machines with latency and size bounded by p(n)
behaves asymptotically as:
lim
n→∞
e522n3n
d(t+4)
e2
√
2n
= 0
by l’Hospital’s rule. 
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Muller and Streett Games
We have defined the model of a strategy machine and introduced the key complexity
measures – latency, space requirement and size. In the present chapter, we use strategy
machines to implement winning strategies in Muller and Streett games. Given aMuller
game G = (A, φ), where the winning condition is given as a propositional logic
formula φ, we effectively construct a winning strategy machine of polynomial size
and with polynomial space requirement (measured in ‖A‖ and ‖φ‖). The latency
is linear in the explicit condition Fφ and thus exponential in φ. However, we show
that by moving from Muller to Streett games, the theorem can be strengthened. For
every Streett game, a winning strategy machine of polynomial size, latency and space
requirement can be constructed effectively.
Solving Muller games and Streett games has been studied extensively over the past
decades (we mention [McN93, Tho95, Zie98, DJW97, MS95, GH82]). Constructions
of winning strategies in Muller and Streett games are known from these works. Our
direct construction of a winning strategy machine (published in [Gel12b, Gel12a]) is
an exponential improvement over strategies obtained from the classical results.
This chapter is structured as follows. First we recall Zielonka’s algorithm for solving
Muller games [Zie98, DJW97]. Then we describe how to use this algorithm to con-
struct a winning strategy machine of polynomial size and with a polynomial space
requirement. To this end, we use a new technique whereby the machine spreads costly
computation across the infinite play. It therefore adapts to a play as it unfolds and
in this way becomes a winning strategy in the limit. Finally, we show that we may
improve our construction to achieve even a polynomial latency if the underlying game
is a Streett game.
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3.1. Zielonka’s Algorithm
In this subsection, we recall the basic concepts underlying Zielonka’s algorithm. The
algorithm was initially devised as a means of deciding the winning sets in a Muller
game [Zie98]. It does, however, also give a very structured winning strategy for the
two players on their winning sets. This was detailed in [DJW97]. We will elaborate on
the key concepts used to define that strategy. Our presentation of the strategy follows
[Zie98, DJW97].
Throughout this section, we consider a fixed Muller game G = (A,F) with arena
A = (V, E) and an explicit condition F. We start with the definition of a Zielonka tree,
which provides the memory structure required in Zielonka’s strategy. To this end, we
introduce some notation. The restriction of a Muller condition F ⊆P(V) over V to
a set X ⊆ V is the condition F X = {S ∈ F | S ⊆ X}. The complement of F is the
condition FC =P(V) \ F. If X ∈ F is a set in the winning condition, the setmax(F,X)
denotes the set of all subsets of X which are maximal with respect to the property of
being not in F. Formally:
max(F,X) = {Y ⊆ X | Y /∈ F∧ ∀Z : Y ( Z ⊆ X =⇒ Z ∈ F}
Definition 3.1.1 (Zielonka Tree)
Let V be a finite set and let F ⊆P(V) be a Muller condition over V. The Zielonka
tree of F is a labeled tree ZF = (T,λ) defined inductively by:
I The root ε of ZF is labeled with λ(ε) = V.
I Suppose x ∈ T is labeled with a set λ(x) = X.
• If X ∈ F, letmax(F,X) = {Y1, . . . ,Yr}. Then x has r children y1, . . . , yr
in T with labels λ(yi) = Yi for 1 ≤ i ≤ r.
• If X /∈ F, letmax(FC ,X) = {Y1, . . . ,Yr}. Then x has r children y1, . . . , yr
in T with labels λ(yi) = Yi for 1 ≤ i ≤ r.
The nodes x ∈ T with λ(x) ∈ F are called 0-level nodes (or simply 0-nodes).
Those with λ(x) /∈ F are called 1-level nodes (or simply 1-nodes). A tree is a
0-tree (resp. 1-tree) if all of its 0-level (resp. 1-level) nodes have at most one child.
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{1, 2, 3, 4}
{1, 2, 3} {1, 2, 4} {1, 3, 4} {2, 3, 4}
{1, 2} {1, 2}
{1} {2} {1} {2}
Figure 3.1.: The Zielonka tree ZF corresponding to the Muller condition F =
{{1, 2, 3, 4}, {1, 2}}.
If φ is a propositional formula defining the explicit Muller condition Fφ, we denote
by Zφ the Zielonka tree ZFφ . Likewise, if Ω is a Streett condition, we denote by ZΩ
the Zielonka tree corresponding to the Muller condition FΩ. If the underlying Muller
condition F is clear from context, we usually write Z instead of ZF.
Example 3.1.2
Consider Muller condition F = {{1, 2, 3, 4}, {1, 2}}. The corresponding Zielonka
tree is depicted in Figure 3.1. The 0-level nodes have been marked. Note that, while
every set X ∈ F occurs as a node in the tree, the same is not true for FC (which has
the same tree with 0-nodes and 1-nodes exchanged).
Zielonka trees give a complete description of the underlying Muller condition. More
precisely, we have the following proposition, which asserts that F is completely deter-
mined by ZF.
Proposition 3.1.1
Let F be a Muller condition over V and let Z = ZF. For any X ⊆ V the following
equivalence holds: X ∈ F iff there exists a 0-node x in Z such that X ⊆ λ(x) but for any
child y of x in Z , X * λ(y).
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Example 3.1.3
Returning to Figure 3.1, consider the set {3, 4}. There does not exist a 0-level node
x such that {3, 4} ⊆ λ(x) but {3, 4} * λ(y) for every child y of x. Consequently,
{3, 4} /∈ F.
By symmetry, however, there does exist a 1-level node x inZF, such that {3, 4} ⊆
λ(x) but {3, 4} * λ(y) for any child y of x. Indeed, the node x labeled with
λ(x) = {1, 3, 4} is such a node.
Proposition 3.1.1 is instrumental in Zielonka’s algorithm. To illustrate this, suppose
we are given a play pi in our Muller game G. We place a marker on the root node of
the Zielonka tree Z = (T,λ). Assume we had a set of rules which govern how the
marker is moved through the tree as the the play proceeds. Without paying heed to the
question what such a set of rules might be, assume further that it ensures the following
property: If the marker resides on node x and if for a child y of x the play remains
confined in λ(y) long enough, then the marker is eventually moved to y. If a vertex is
visited that is not in the set λ(x) for the currently marked node x, then the marker is
moved to the lowest ancestor whose label contains the vertex. This is the only situation
in which the marker moves upwards. It is not clear at this point, whether or not the
child y of x to which the marker is moved need be unique. We disregard this problem
for now.
Proceeding from the assumption that such a set of rules exists, Player 0 might play
as follows. He attempts to find a 0-level node x which is such that:
1) All nodes which are marked infinitely often reside in the subtree below x
2) x itself is marked infinitely often
By the properties we assumed our set of rules has, any play for which such a node x can
be found is won by Player 0. Indeed, we must have Inf(pi) ⊆ λ(x) because otherwise
there exists a node x′ not in the subtree below x which is marked infinitely often.
Furthermore, we have that for every child y of x, the set λ(y) is left infinitely often.
This follows because the marker is only moved back up to x if x is the lowest node in the
subtree which still contains the current vertex. The claim follows by Proposition 3.1.1.
The aim of Zielonka’s algorithm is now to provide a set of rules which ensure the above
properties.
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For the remainder of this section, let us assume thatW (0)(G) = V. To satisfy this
assumption, we may restrict the set of vertices to the winning region of Player 0. The
rationale behind this is the following. We want to construct a winning strategy for
Player 0. Naturally, such a winning strategy can only exist on his winning set. So, there
is no loss of generality in assuming he wins from every vertex.
The Zielonka tree Z = (T,λ) is the basic template for the memory the winning
strategy uses. However, note that Z depends only on the winning condition F, not on
the arena A. We define an additional labeling function, denoted by κ, as introduced in
[DJW97]. It depends on F as well as A. The result will be a tree ZG = (T,λ, κ) which
is dependent on the entire game instead of just on the winning condition.
We now turn to the description of κ. For any node x ∈ T, the image κ(x) is con-
structed, such that it is either a subarena of A or empty. Moreover, by construction
κ(x) ⊆ λ(x) for every x ∈ T. The labeling κ is defined inductively. The root is labeled
with the entire arena; that is, κ(ε) = V. To complete the definition of the labeling,
let x ∈ T be some node with label κ(x). Let y1, . . . , yr be the children of x in T. We
distinguish two cases:
1: x is a 0-level node.
Before defining κ(yi) for 1 ≤ i ≤ r, let us make the following observation. If a
play pi remains confined in κ(x) ⊆ λ(x) from some point onwards, but manages
to leave λ(yi) again and again for each 1 ≤ i ≤ r, then pi is won by Player 0. More
precisely, if Inf(pi) ⊆ κ(x) but for every 1 ≤ i ≤ r there exists a strictly monotone
sequence (ni,j)j∈N such that pi(ni,j) /∈ λ(yi) for every 1 ≤ i ≤ r and every j ∈ N,
then Proposition 3.1.1 implies Inf(pi) ∈ F.
Intuitively, the Zielonka strategy now proceeds as follows. Whenever it notices
(by some mechanism yet to be discussed) that x is a good candidate for Inf(pi) ⊆
λ(x), it will attempt the following procedure: Maintaining a counter i in range
1 ≤ i ≤ r, it will play an attractor strategy for λ(x) \ λ(yi). Upon reaching this
set, it will increment the counter to (i mod r) + 1. Provided the play remains
confined in κ(x), this procedure can only fail if at some point the counter is i and
the current position is a vertex v ∈ κ(x) \Attrκ(x)0 (λ(x) \ λ(yi)). In this event
Player 0 is trapped in this set and must win the play “deeper down in the tree”.
The situation is depicted in Figure 3.2.
We thus set κ(yi) = κ(x) \Attrκ(x)0 (λ(x) \ λ(yi)) for every 1 ≤ i ≤ r. Observe
that κ(yi) ⊆ λ(yi). Note also, that κ(yi) is always a 0-trap in κ(x). Indeed, as we
will see below, it is even a 0-trap in A.
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2: x is a 1-level node.
In this event the situation is reversed. Now it is Player 1 who might want to
apply Proposition 3.1.1. In order to thwart his efforts, we need to make sure that
Inf(pi) * λ(x) or that Inf(pi) ⊆ λ(yi) for some 1 ≤ i ≤ r. Because we defined
κ(x) to be a 0-trap in the previous case, the first option is not available to us
(unless we also leave κ(x′) for the parent x′ of x). We thus focus on the second
option.
In order to ensure that the play is ultimately confined in label λ(yi) of some
child yi of x, we will pursue the following approach. First, we target the set
λ(y1). Recall that Player 1 has an incentive to leave λ(y1) (a consequence of
Proposition 3.1.1). We therefore remove the attractor Attrκ(x)1 (λ(x) \ λ(y1)) from
κ(x). On the remaining set S1 = κ(x) \Attrκ(x)1 (λ(x) \ λ(y1)), Player 1 is trapped
in λ(y1). Thenwe consider Player 0’swinning regionW1 in the resulting subgame;
that is, W1 = W (0)(S1,F  λ(y1)). Evidently, whenever the play reaches W1,
Player 1 cannot leaveW1 (unless he also leaves κ(x)). InsideW1 Player 0 wins.
The strategy by which he wins has not yet been determined. Note, however, that
the Zielonka tree for the subcondition Fλ(y1) is the subtree of Z rooted in y1.
The strategy onW1 is thus determined by considering nodes further down in the
tree.
It remains to treat vertices from κ(x) \W1. By our assumption V = W (0)(G),
these are also in the winning region of Player 0. Therefore, it must be possible
for Player 0 to win in κ(x) from these vertices as well (since, as is shown below,
κ(x) is a 0-trap). To deal with these remaining vertices, recall that we have
not yet considered y2, y3, . . . , yr. In order to treat the remaining vertices, we
simply iterate the procedure by which we constructedW1 above. Suppose we
have already computed Wi−1 for some i − 1 ≥ 1. Letting U1 = W1, define
Ai = Attr
κ(x)
0 (Ui−1). The sets Ai can be thought of as the set of vertices for which
we have successfully determined how to win in the subgame (κ(x),F  λ(x)).
Write Ri = κ(x) \ Ai and let Si = Ri \ AttrRi1 (λ(x) \ λ(y(i−1 mod r)+1)). Then
we take Wi = W (0)((Si,F  λ(y(i−1 mod r)+1))). Finally, let Ui = Wi ∪ Ai. The
situation is illustrated in Figure 3.3a.
We iterate the procedure until Ui = Ui+1 = · · · = Ui+r−1 for some i ∈ N. We
give a formal description below and provide the intuition of the separate steps
in italics.
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κ(x)
Attrκ(x)0 (λ(x) \ λ(yi)) Attrκ(x)0 (λ(x) \ λ(yi+1))
v
(a) The play reaches λ(x) \ λ(yi) (the gray area) with v and moves into the “next” attractor.
x
y1 yi yi+1 yr· · · · · ·
(b) Upon reaching λ(x) \ λ(yi) the goal is shifted from leaving the label of the i-th child to
leaving the label of (i+ 1)-th child.
Figure 3.2.: The Zielonka algorithm for a 0-level node x. The current counter value is i.
Once λ(x) \ λ(yi) is reached, the counter is updated.
I U0 = ∅
Initially, we have not yet determined how to win from any vertex.
I Ai = Attrκ(x)0 (Ui−1)
We know how to win from Ui−1 and, by extension, from every vertex from which
we can force the play into Ui−1.
I Ri = κ(x) \ Ai
It is therefore sufficient to focus only on the remaining vertices.
I Si = Ri \AttrRi1
(
λ(x) \ λ(y(i−1 mod r)+1)
)
Player 0 wants to confine the play in λ(yi−1 mod r)+1). By Proposition 3.1.1, Player
1 wants to leave this set. Player 0 can only achieve his goal on the complement of
Player 1’s attractor.
I Wi =W (0)((Si,Fλ(y(i−1 mod r)+1)))
On the winning region, Player 0 has a strategy that uses only a subtree (rooted in
yi−1 mod r)+1) of Z .
I Ui =Wi ∪ Ai
WithWi and Ai we have expanded our knowledge about how to win. We keep track
of these vertices.
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Finally, we let κ(yi) =
⋃
j≡i (mod r)Wj.
Note that Ui ⊆ Ui+1 for all i ∈ N. Note moreover that κ(yi) ∩ κ(yj) = ∅ for all
i 6= j. Below, in Lemma 3.1.2, we will see that the union over allUi exhausts all of
κ(x). In this sense, the above construction shows how to win from every vertex
in κ(x).
Before we proceed, we want to give an informal description of how the sets
(Ui)i≥1 and (Wi)i≥1 are used in a winning strategy for Player 0. Suppose the play
is at a vertex v ∈ κ(x), with x a 1-level node. We will see below that this implies
that there exists i minimal with v ∈ Ui. We have Ui = Ai ∪Wi and so either
Player 0 can attract the play toUj for some j < i or the play stays inWi. Note that
Player 1 cannot move from Ui to Ul for l > i by construction.
The play will thus ultimately stabilize in some Wj for j < i and Player 0 wins
(unless Player 1 leaves the subarena κ(x) altogether). This situation is depicted
in Figure 3.3b.
This concludes the definition of the labeling function κ. Before we prove a few
basic properties of κ in Proposition 3.1.3, let us introduce some notation we will use
throughout subsequent sections. Given a 1-level node x ∈ T, we write Uxi instead of
Ui if we want to stress that the sets Ux1 ,Ux2 , . . . have been computed for the node x ∈ T.
Likewise, we writeWxi instead ofWi in this case.
The following lemma asserts that every node v ∈ κ(x) is captured by the construction
of (Uxi )i≥1.
Lemma 3.1.2 (see [Zie98, DJW97])
Let Z = (T,λ, κ). For any 1-level x ∈ T we have κ(x) = ⋃∞i=1Uxi .
Proposition 3.1.3
Let ZG = (T,λ, κ). The following properties hold for every x ∈ T with κ(x) 6= ∅.
1) If x is 1-level and x′ is the parent of x, then κ(x) is a 0-trap within κ(x′).
2) κ(x) ⊆ λ(x)
3) W (0)((κ(x),Fλ(x))) = κ(x)
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AttrRi1 (λ(x) \ λ(y(i mod r)+1))
Wi
Ri SiAi =Attrκ(x)0 (Ui−1)
Ui−1
(a) Computation of κ(x) for a 1-level node x.
W1
U1
W2
A2
U2
W3
A3
U3
W4
A4
U4
W5
A5
U5
W6
A6
U6U0
∅ · · ·
(b) A play visiting Ui stays in Zi or is “pulled” into Ui−1.
Figure 3.3.: The computation of κ and the resulting strategy at a 1-level node.
4) Let x be 1-level with r children. The sequence (Uxi )i≥1 becomes stationary after at
most r · |V| steps; that is, ⋃i≥1Uxi = ⋃r·|V|i=1 Uxi .
Proof. 1) This follows immediately from the construction of κ(x) as the complement
of a 0-attractor within κ(x′).
2) This is easily shown by induction on the depth of x in Z .
3) By assumptionW (0)(G) = V, so the claim holds for the root. If x is a 1-level node,
this is an easy consequence of 1). Otherwise, the claim follows from Lemma 3.1.2.
4) Follows using a simple counting argument. 
The above construction describes a means of labeling the Zielonka tree Z with a
second labeling function κ. Moreover, the algorithm gives a decomposition of κ(x)
into a sequence (Uxi )i≥1, whenever x is a 1-level node. These ingredients may be used
to construct a winning strategy in the following way. As memory we use paths in the
Zielonka tree Z . Suppose p = x1, . . . , xk is such a path with x1 = ε and xk a leaf. Given
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a vertex v ∈ V(0), the next move of Player 0 is computed as follows. First, we find the
lowest (i.e., closest to a leaf) node xi on p, such that v ∈ κ(xi). In [DJW97] the authors
call this node the anchor node of v with respect to p. We will adopt this terminology
here. There are two possible cases:
1: xi is 0-level. Then v ∈ Attrκ(xi)0 (λ(x) \ λ(xi+1)), by construction of κ. Recalling
Proposition 3.1.1, the idea is to leave the label λ(xi+1). The next move is therefore
taken according to some corresponding attractor strategy. As soon as the play
reaches λ(xi) \ λ(xi+1) the memory is updated to the left-most path through the
next child after xi+1. If xi+1 is the j-th out of r children of xi, then the next child
has index (j mod r) + 1.
2: xi is 1-level. Suppose xi has r children. We compute the minimal j with v ∈ Uxij .
If v ∈Wj, then the path is then updated to go through the corresponding child,
with number (j− 1 mod r) + 1 of xi. The next move is then an arbitrary v ∈Wj.
If v /∈Wj, then v ∈ Attrκ(xi)0 (
⋃i−1
n=1U
xi
n ). The next move is chosen according to a
corresponding attractor strategy. No memory update is performed in this case.
3.2. Muller Games
In this section we construct a winning strategy machineM for Player 0 in a given
Muller game. The construction relies on Zielonka’s algorithm, as introduced in the
previous section. This allows us to obtain a strategy machine which is of polynomial
size and has a polynomial space requirement. This observation was already made in
[DJW97]. Our contribution is an extension of the classical Zielonka construction to
allow for a notion of “delayed computation”, whereby certain costly computation may
be performed as the play proceeds. Also, we introduce a more intricate way of storing
previously computed information concisely. Finally, we provide a detailed analysis of
all pertaining complexities – size, latency and space requirement. Combining those
techniques we obtain a strategy machine with latency polynomial in A, exponential
in φ in the worst case (linear in |Fφ|). This latency bound is strongly connected to
the structure of φ. Indeed, using more assumptions on the structure of φ one can
reduce the latency drastically to obtain even a polynomial latency. This is true for
Streett games, for example, as we show in Section 3.3. The modular nature of our
construction allows for simplifications based on φ without need to modify other parts
of the construction. It may thus be seen as a template construction for all classes of
ω-regular games that can be described by a subclass of propositional formulas.
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3.2.1. The Strategy Machine
Let us now turn to the description of the winning strategy machine. We fix a Muller
gameG = (A, φ), whereA = (V, E) and φ is a propositional formula. Let F = Fφ. We
use the Zielonka tree Z = (T,λ). All of these objects are used throughout this section,
usually without explicit reference to G. Given a node x in Z , we write rx ∈ N0 for the
number of children of x in Z . We also again make the assumption thatW (0)(G) = V.
Remark 3.2.1
The aim of this section is to derive a strategy machine representation of a winning strategy
in G. While we do study the complexities of such a strategy machine, we are not primarily
interested in the complexity of computing the machine itself. The assumptionW (0)(G) =
V does therefore not restrict the generality of the statements we prove in this section.
We will construct a strategy machineM which stores paths in Z on its memory
tape. In order to keep the size ofM small, we will need to recompute the labeling
of vertices on such paths whenever we update the memory. Storing all labels would
significantly increase the size ofM. To recompute the labels,Mwill use two auxiliary
Turing machines. They are calledMλ andMκ and will compute the labeling function
λ and the labeling function κ, respectively. The latency, size and space consumption of
M will depend on these machines.
The MachineMλ
The first auxiliary machine,Mλ, is used to compute the labeling function λ. It is a
two-tape Turing machine. The labeling is represented as follows: Let X ⊆ V and
n ∈ N. Suppose there is an order on the subsets of V and assume X ∈ F. On input X
and n, the machineMλ will compute the n-th label Xn ∈ max(F,X) with respect to
this order. If n > |max(F,X)| = r, then the label with index n′ = (n− 1 mod r) + 1 is
computed. The output ofM is always (X, n′). This output allows for the detection of
the situation n > r by checking if n′ < n. If X /∈ F, the same procedure is applied with
max(FC ,X) in place ofmax(F,X).
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X
· · ·
Figure 3.4.: The tree of all subsets of X as used in Algorithm 3.1. After a black node is
discovered, the lowest ancestor with a right sibling is determined, as indicated by
the dashed, gray line.
Proposition 3.2.1
A machineMλ with the semantics given above can be constructed such that its runtime is
T (Mλ) ∈ O(n · |V| · ‖φ‖ · log(|V|) ·max{|F|, |FC |}) (3.1)
Proof. We construct a machineMλ that runs the procedure shown in Algorithm 3.1.
Essentially, the procedure is a depth-first search through a tree. Suppose we are given
X and n with X ∈ F. We consider the tree of all subsets of X. The root of this tree
is X. If Y ⊆ X is a node in the tree, then Y has as children all subsets Z ⊆ Y of size
|Z| = |Y| − 1. The setmax(F,X) induces a labeling of this tree, whereby the nodes in
max(F,X) are colored black, and the remaining nodes are colored white (see Figure
3.4). If a node is black, none of its descendants can be black (by definition ofmax(F,X)).
Likewise, none of its ancestors can be black. In particular, on any path there is at most
one black node. The root cannot be black.
Starting from X and i = n,Mλ searches this tree in a depth-first manner. For this,
it utilizes a stack on which it pushes vertices that have yet to be considered. If, at
some point, it encounters a black node N, it decrements i and moves to the lowest
ancestor which has a right sibling. This is also depicted in Figure 3.4. The procedure
then searches the subtree beneath this sibling in the same way. If there is no ancestor
left, or if no such tree contains a black node, we eventually reach the root and have
thus searched the entire tree. ThenMλ repeats the procedure starting from the root.
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Algorithm 3.1 Computing the n-th element ofmax(F,X), given n and X ∈ F.
1: pushChildren(X);
2: i = n;
3: N = ∅;
4: x = 0;
5: while i > 0 do
6: if stackEmpty() then . we have to wrap around
7: pushChildren(X);
8: x = 0;
9: end if
10: N = pop;
11: if N /∈ F then . N ∈ max(F,X). Decrement counter and find next set
12: i = i− 1;
13: x = x+ 1;
14: else
15: pushChildren(N);
16: end if
17: end while
18: return N, x;
Eventually,Mλ returns the label N of the n-th element of max(F,X), as well as its
actual index (n− 1 mod r) + 1 (where r = |max(F,X)|).
Note that this procedure considers each node at most once per sweep over the tree.
For every such node Y, the time required to check if Y |= φ isO(‖φ‖ · |V| · log(|V|))
(cf. Appendix A.3). We have to consider at most |FC | elements before we find one
which is in max(F,X). The process is repeated (n− 1) times. If X /∈ F we have the
same complexity bound with |FC | in place of |F|. This proves the complexity bound
given in Equation (3.1). 
The MachineMκ
Intuitively, the second auxiliary machine,Mκ, computes the labeling function κ at
1-level nodes. More precisely, given a 1-level node x in Z with children y1, . . . , yr, it
should compute the labels κ(y1), . . . , κ(yr). Since for Zielonka’s algorithm we also
require information about the decomposition of κ(x) into the sequence (Uxi )i≥1, we
needMκ to compute and return this information as well.
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The question arises of how to best encode the labels of all r children. The first,
and maybe most straightforward idea is to simply store the sequence (Uxi )i≥1 of sets.
This sequence has length at most r|V|. Unfortunately, the number r of children can
be exponential1 in |V| and ‖φ‖. However, there can be at most |V| positions i with
Uxi ( Uxi+1 since (Uxi )i≥1 is a monotonically increasing sequence of subsets ofV. Define
Dxi = U
x
i \Uxi−1 (with Dx1 = Ux1 ). ThenDxi 6= ∅ for at most |V| values of i. Wemay thus
represent the sequence (Dxi )1≥1 on tape as a set Dx = {(bin(i),Dxi ) | Dxi 6= ∅} of at
most |V| pairs (bin(i),Dxi ). Since i ≤ r · |V| ≤ 2|V| · |V| the binary representation bin(i)
of every index i requires at most |V|+ log(|V|) bits. As ∑i |Dxi | ≤ |V|, storing all pairs
(bin(i),Dxi ) with Di 6= ∅ requires no more than ∑i |V|+ log2(|V|) + |Dxi | · log(|V|) ≤
|V| · (|V|+ log(|V|)) + |V| · log(|V|) ∈ O(|V|2) bits. The label κ(yj) of any child yj of
x in Z is computable using this representation.
Proposition 3.2.2
Let x be a 1-level node with rx children y1, . . . , yrx . On input rx andDx = {(bin(i),Dxi ) |
Dxi 6= ∅}, the label κ(yj) is computable by a 2-tape Turing machine in timeO(|V|3 · |E|)
for any 1 ≤ j ≤ rx.
Proof. The machine scans the set for entries (bin(i),Dxi ) with i = j mod rx. At the
same time, it computes the union of the sets Uxt so far. It then removes the attractor
Attrκ(x)0 (U
x
j−1) from this set. The result is Wj = Uxi \ Attrκ(x)0 (Uxi−1) (where again
Ux0 = ∅). The union of all these sets is then κ(yj).
Formally, the machine scans the pairs (bin(i),Dxi ) in increasing order of i and com-
putes the union of all Dxi seen so far. Call this union Si =
⋃i−1
l=1 D
x
l . Note that we have
Si =
⋃i−1
l=1U
x
l = U
x
i−1. Computing the union requires timeO(log(i) + |Dxi | · log(|V|))
for every Dxi encountered. If, in addition, Dxi satisfies i = j mod rx (which requires
timeO(|V|2) to check2), we compute an attractor on the union so far: Attrκ(x)0 (Si). This
requires at mostO(|V| · |E| · log(|V|)) ⊆ O(|V|2 · |E|) steps, as detailed in Appendix
A.2. The difference of Dxi and this attractor isWxi = Si \Attrκ(x)0 (Si). For every i, the
1This follows from the asymptotic rate of growth of (2nn ). Since we do not require that the number of
children can actually grow this fast, but rather want to stress that the construction can deal with even
this rate of growth, we do not elaborate further.
2Since i ≤ rx · |V|, we may compute i mod rx by subtracting rx at most |V| times. Each subtraction
requiresO(|V|) steps.
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term |V|2 · |E| dominates. As there are at most |V| elements in the set Dx, the claim
follows. 
Given a 1-level node x with labels λ(x) and κ(x) as input,Mκ computes Dx and
rx = |max(FC ,λ(x))|. UnlikeMλ, the runtime ofMκ is not overly important to us:
below we give a construction that allows us to amortize this runtime over the play.
Instead of the runtime, we therefore focus on the spaceMκ requires to perform its
computation. In [HD05, DHH11] the space complexity of deciding the winner in a
Muller game is given asO(|V|2). The authors cite [McN93] for this statement. While
the algorithm in [McN93] indeed seems to have this space bound, no analysis seems
to be given. Since, in any case, the complexity assertions in the literature refer to the
uniform cost model, we give a detailed analysis using the logarithmic cost model in
Appendix A.4. We cite the space complexity of a two-tape Turing machine deciding the
winner in a given Muller game G asO(|V|2 · log(|V|)). Then we have the following
proposition.
Proposition 3.2.3
The space complexity S(Mκ) ofMκ is at mostO(|V|2 · log(|V|)).
Proof. Let x be a 1-level node in Z . Storing the set Dx requires O(|V|2) bits. In the
computation of (Uxi )i≥1 we require O(|V|) bits to store all the subarenas depicted
in Figure 3.3a. Finally, we require an additionalO(|V|2 · log(|V|)) bits to decide the
winner in the resulting subgame. This gives the desired overall bound of O(|V|2 ·
log(|V|)). 
Construction ofM
The aim now is to construct a strategymachineM implementing a winning strategy for
Player 0 in the Muller gameG. For convenience, we recall thatG = (A, φ),A = (V, E)
and F = Fφ. Moreover, Z = ZF. Our machineM will use the two auxiliary machines,
Mλ andMκ, introduced above.
The behavior ofM is based on Zielonka’s algorithm, but features a few modifica-
tions. To motivate these modifications, let us elaborate on the challenges of Zielonka’s
algorithm first. In Zielonka’s algorithm, the memory consists of the set of paths in Z .
Each path is labeled with both λ and κ, as introduced in Section 3.1. The idea forM
71
3. Muller and Streett Games
is to store these paths on the memory tape. However, we face the following problem
whenever we want to update the memory. If our memory is updated from a path p to
a path p′, the labels for all nodes which are on p′, but not on p, have to be recomputed.
The computation of both labeling functions is expensive. This is further amplified by
the fact that at a 1-level node p(i) = x Zielonka’s strategy requires not just the label of
its child p(i+ 1), but also the decomposition into sets Uxi , as defined in Section 3.1.
The memory update inM is designed to mitigate some of these effects. It is based
on the following procedure. The labeling λ is recomputed for every node on the path
during every memory update. We thus suffer the penalty in latency arising from the
computation of λ. However, κ is not computed every turn. Instead, the computation of
κ is performed across several iterations ofM. This will mitigate the runtime penalty
incurred by this labeling function. Because of the way we store κ internally, using pairs
(bin(i),Dxi ) as described in the construction ofMκ, we require only polynomial space
to both compute and store this information.
Remark 3.2.2
The construction we just outlined yields a latency which is exponential in ‖φ‖, because
Mλ has a runtime which is, in general, exponential in ‖φ‖. For Muller games, our
construction cannot avoid this exponential time complexity. However, the structure of φ
directly influences the runtime ofMλ. This can be used to obtain better latency bounds
if φ is restricted to certain classes of formulas. As we will see in Section 3.3, for Streett
games we can reduce the time complexity ofMλ significantly.
In abstract terms, the behavior ofM on input v can be described as follows:
1) find the lowest node x on the current path such that v ∈ κ(x) and such that κ(x)
has been computed.
2) make an appropriate move based on this node and compute the memory update
3) advance the computation of κ on the path p by one more step
To constructM, let us first dwell a little on the nature of the memory used. As we
mentioned before, the paths in the Zielonka tree Z are an instrumental part of this
memory. Throughout this section, whenever we speak of a path in Z , we will mean a
sequence x1, . . . , xk of nodes, such that x1 = ε is the root of Z and xk is a leaf. Given a
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path p = x1, . . . , xk we write p(i) = xi for the i-th node on the path. We write |p| = k
for the length of p.
The memory tape ofM will always contain a path. The idea is that this path is
labeled more and more completely as the play progresses. The computation of certain
labels is carried out over the course of several iterations, instead of a single one. This is,
of course, only an idealized view. The problem with this intuition is that the memory
will be updated time and again. Suppose x is a node on the current path. Whenever
the memory state is updated to a path which does not visit x, then the computation for
x is lost. Later, we will prove that even in the presence of such a “forgetful” memory,
the machine still implements a winning strategy.
To formally define the memory ofM we need some more notation. First of all, we
slightly redefine the labeling κ from the previous subsection to a labeling κ′:
κ′(x) =
κ(x) x is 0-level,(κ(x),Dx, rx) otherwise.
The label κ′(x) = κ(x) of a 0-level node x is unchanged. The label of a 1-level node
x is changed to κ′(x) = (κ(x),Dx, rx) to also include the set Dx and the number rx of
children of x. Recall that Dx is the set of all Dxi = Uxi \Uxi−1 that are non-empty.
As indicated above, the memory tape ofM contains paths in Z , labeled with λ and
κ′. As indicated before, unlikeMλ, computations ofMκ are not completely simulated
during every single iteration. Instead, a configuration ofMκ is stored on the memory
tape. Using this configuration, the computation ofMκ is advanced by one additional
step in every iteration. In this way,M uses the memory to keep track of ongoing
computations. We now specify how these paths are stored on tape. Every node p(i)
on a path p is represented by the following information:
I a number3 ni ∈ N indicating that p(i) is the ni-th child of p(i− 1)
I the set λ(p(i))
I the set κ′(p(i)) if this information has been computed. Otherwise, the current
state of computation if this computation is still ongoing or has not started yet.
Thus, our memory states have the following form (the notation will be defined shortly):
m = (n1,λ(m, 1), θ(m, 1)), . . . , (nk,λ(m, k), θ(m, k)) (3.2)
3We let n1 = ⊥. This value is not used in any computation. It merely serves to maintain a uniform
notation.
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Note that pm = ε, n2, n2n3, . . . , n2 · · · nk is precisely the path p. We call it the path in
Z associated with m. In Equation (3.2) we use the following notation, which we will
employ throughout this section. We write λ(m, i) for λ(pm(i)) and likewise κ(m, i) for
κ(pm(i)). Finally, θ(m, i) represents the third item in our list above, namely κ′ or the
state of computation, whichever is appropriate. Formally, for every i ∈ {1, . . . , |pm|}
we have one of the following:
I θ(m, i) = κ′(pm(i)),
I θ(m, i) = ∅,
I or pm(i) is 1-level and θ(m, i) = (κ(m, i), c), where c is a configuration ofMκ.
The memory paths produced byM will all satisfy the following requirements:
I θ(m, i) = κ′(pm(i)) implies θ(m, j) = κ′(pm(j)) for all j < i
I θ(m, i) = ∅ implies θ(p, j) = ∅ for all j > i
I if θ(m, i) contains a configuration ofMκ, then θ(m, j) = κ′(pm(j)) for all j < i
and θ(m, k) = ∅ for all k > i
Objects of the form Equation (3.2) will be referred to asmemory states. They constitute
the admissible memory tape contents ofM. We will elaborate on the space required
to store a memory state further below.
As memory states are a fundamental instrument in our description ofM, we intro-
duce some terminology for the more frequently used, related concepts. We say θ(m, i)
(or the node pm(i)) is untouched, if θ(m, i) = ∅. If θ(m, i) is not untouched and does
not contain a configuration ofMκ, we say θ(m, i) (or pm(i)) is finished. Otherwise
θ(m, i) contains a configuration ofMκ, and we say θ(m, i) (or pm(i)) is active. The
length of m is |m| = |pm|, the length of the path associated with m.
Remark 3.2.3
Every memory state m appearing as the tape content ofM during some computation will
have the following properties:
1) The least i such that κ(m, i) is not yet available (i.e., θ(m, i) = ∅) points to a 0-level
node pm(i).
2) Either all sets κ(m, i) are computed, or there exists a node which is active.
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These requirements will be treated as an invariant. In our description ofM we will always
assume that the memory state present at the beginning of an iteration has these properties.
The memory update will ensure that the resulting memory state again has both properties.
Proposition 3.2.4
Let S(Mκ) denote the space requirement ofMκ. Each label θ(m, i) requires spaceO(|V|+
S(Mκ)). Hence the space required to store m isO(|V| · (|V|+ S(Mκ))).
Proof. For every i, storing the number ni ≤ rx ≤ 2|V| (where rx denotes the number of
children of x) requires at most |V| bits. Secondly, since λ(m, i) ) λ(m, i+ 1) we have
|m| ≤ |V|. 
Let us define the initial memory content mI ofM:
mI = ((n1,λ(mI , 1), θ(mI , 1)), (n2,λ(mI , 2), θ(mI , 2)), . . . , (nr,λ(mI , k), θ(mI , k))
We have n1 = ⊥ and n2 = n3 = · · · = nk = 1, because pI := pmI is the leftmost path
in Z . Also, we know λ(mI , 1) = V = κ(mI , 1). However, what is θ(mI , 1)? Let i be
minimal with the property that pI(i) is a 1-level node. Then either i = 1 or i = 2.
If i = 1, then we have θ(mI , 1) = (V, cI), where cI is the initial configuration ofMκ
with respect to the appropriate input (the number rε of children of the root node
and the subarena V). Otherwise i = 2 and θ(mI , 1) = κ(mI , 1) = V. Note that if
i = 2, then pI(1) is 0-level and κ(mI , 2) can be computed efficiently using a single
attractor. In this case, we also need to consider θ(mI , 2) = (κ(mI , 2), cI). Again cI is
the initial configuration ofMκ with respect to the appropriate input. The properties
of θ described above then imply mI(j) = (nj,λ(mI , j),∅) for all j > i. Note that the
initial memory path mI has both properties described in Remark 3.2.3.
We have seen what informationM attaches to paths in Z and how this information
is stored on tape. We can now describe howM operates using these labeled paths
as memory content. The first step is to describe a subroutine we call finishPath,
described in Algorithm 3.2. The procedure is used in our description below. As input,
it takes a memory state m that satisfies the properties of Remark 3.2.3, an integer
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1 ≤ i < |m|, and an integer 1 ≤ j ≤ rpm(i). The intuition is that finishPath returns
the leftmost memory state m′ through the j-th child of pm(i) which again satisfies
all conditions in Remark 3.2.3. This intuition is somewhat imprecise, since there are,
of course, several leftmost memory states through this node, all of which differ in
their interpretation of the values of θ. To resolve this ambiguity, we take the (unique)
leftmost path and reestablish consistency with Remark 3.2.3. The first step is to make a
copy of m. Call this copy m′. From node i+ 1 onwards, the procedure now updates the
path. First of all, m′(i+ 1) is set to (j,λ(m′, i+ 1), θ(m′, i+ 1)). Of course, θ(m′, i+ 1)
depends on whether or notm′(i+ 1) is a 0-level node or a 1-level node. In the first case,
we have θ(m′, i+ 1) = κ(m′, i+ 1), which can be computed using Dpm(i) and rpm(i). In
the second case, we to set m′(i+ 1) active and thus let θ(m′, i+ 1) = (κ(m′, i+ 1), cI),
using the appropriate initial configuration cI ofMκ. After this, the rest of the path
is treated. Thus m′(i + 2),m′(i + 3), . . . are all set to be the leftmost child of their
respective parent; that is, m′(i + s) = (1,λ(m′, i + s), θ(m′, i + s)). For m′(i + 2) we
have the additional task of computing θ(m′, i + 2) appropriately. Observe that this
computation again depends on whether m′(i+ 1) is 0-level or 1-level. If m′(i+ 1) is
1-level, then θ(m′, i+ 2) = ∅, as m′(i+ 1) was just set to active. If m′(i+ 1) is 0-level
then m′(i+ 2)must itself be set active. The process is the same as above. Therefore we
do not elaborate further. Finally, θ(m′, i+ s) for s > 2 is just ∅. We are now left with a
memory state m′ that once again satisfies all properties from Remark 3.2.3.
The runtime of finishPath isO(|V| · T (Mλ) + |V|3 · |E|). Indeed, the while loop
is executed at most |V| times, because |m| ≤ |V|. In each iteration, the term T (Mλ)
dominates. Observe that we have to compute κ at most twice. If pm(i) is 0-level,
this is an attractor computation and requires timeO(|V| · |E| · log(|V|)). Otherwise,
according to Proposition 3.2.2, the computation requiresO(|V|3 · |E|) steps. Altogether,
that leaves O(|V|3 · |E|) for the computation of κ. Note that computing κ is not the
same as simulatingMκ one additional step. The machineMκ computes the set Dx for
some 1-level node x. From Dx it is the possible to compute κ(y) for any (0-level) child
y of x (cf. Proposition 3.2.2). Note also that for any 0-level node x, the label κ(y) of any
(1-level) child y of x is always computable efficiently by a simple attractor computation.
Let us turn to the behavior of the strategy machineM itself. Suppose the current
input vertex is v ∈ V, and suppose the current content on the memory tape is m as
in Equation (3.2). As discussed above, we may assume that the highest untouched
node in m is 0-level. Choose i maximal with m(i) = (ni,λ(m, i), θ(m, i)) such that
both θ(m, i) 6= ∅ and v ∈ κ(m, i). This is equivalent to saying that i is maximal such
that κ(m, i) has been computed and contains v. Adopting the terminology used in
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Algorithm 3.2 The finishPath subroutine.
Input: a memory state m, an integer i ≤ |m| and a number j ≤ rpm(i).
Input: m, i, j
1: m′ = copy(m);
2: X = computeLambda(λ(m, i), j); . compute the j-th child of λ(m, i) in Z
3: while X != null do . as long as current node has a child
4: i = i+ 1;
5: if θ(m′, i− 1) finished then
6: if pm′(i) is 1-level then . κ(m′, i) is computed using an attractor
7: κ(m′, i) = κ(m′, i− 1) \Attrκ(m′,i−1)0 (λ(m′, i− 1) \ λ(m′, i));
8: Y = (κ(m′, i), cI); . set node to active
9: else . κ(m′, i) is computed from finished node pm′(i− 1)
10: Y = label computed byMκ at pm′(i− 1)
11: end if
12: else . θ(m′, i− 1) is active or untouched
13: Y = ∅;
14: end if
15: m′(i) = (j,X,Y);
16: j = 1; . after first loop take leftmost path
17: X = computeLambda(λ(m, i), j);
18: end while
19: return m′;
Section 3.1, we call this index the anchor index of v with respect to p. Finding i
requires O(|V|3) steps, as only nodes that are finished need to be processed in the
search for i. A finished node requires space at mostO(|V|2) which givesO(|V|3) as
an upper bound for the path prefix up to i. We assume that i < |m|. The case i = |m|
requires only minor modifications. Note that, under this assumption, we either have
v /∈ κ(m, i+ 1), or κ(m, i+ 1) has not been computed yet (i.e. θ(m, i+ 1) = ∅). We
distinguish these two cases:
1: κ(m, i+ 1) has been computed.
In this event pm(i) is the anchor node of v with respect to pm.M proceeds as the
Zielonka algorithm dictates. Accordingly, there are twomain cases to distinguish:
i) pm(i) is 0-level.
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The next move is chosen according to some attractor strategy for Player 0
for the set λ(m, i) \ λ(m, i+ 1) (requiring O(|V| · |E| · log(|V|)) steps; cf.
Appendix A.2). If, however, v ∈ λ(m, i) \ λ(m, i+ 1) then the memory path
has to be updated first. To this end, call finishPathwith argumentsm, i, and
(ni+1 mod rpm(i)) + 1. We obtain m
′. As next move, we choose a vertex in
Attrκ(m,i)0 (λ(m, i) \ λ(m′, i+ 1)). If also v ∈ λ(m, i) \ λ(m′, i+ 1), we choose
an arbitrary neighbor of v in κ(m, i). Evidently, the complexity of this case
can be bounded byO(|V| · |E| · log(|V|)) plus the runtime of finishPath.
Altogether, this gives a runtime ofO(|V| · T (Mλ) + |V|3 · |E|).
ii) pm(i) is 1-level.
We compute the minimal index t ∈ N, such that v ∈ Upm(i)t . We have either
v ∈ Attrκ(m,i)0 (Upm(i)t−1 ) or v ∈ Wpm(i)t . In the first case, the move is chosen
according to some corresponding attractor strategy. No memory update is
required. In the second case, we necessarily have thatWpm(i)t ∩ κ(m, i+ 1) =
∅. In other words, the current path pm does not visit the (unique) child x
of pm(i) in Z such thatWpm(i)t ⊆ κ(x). We compute the index j of x. This
is done via the formula j = 1+ (t − 1 mod rpm(i)). Recall that rpm(i), the
number of children of pm(i) in Z , is part of the label κ′(m, i) of pm(i). Given
j, the path pm is updated to the path p′m that is the leftmost path going
through the j-th child of pm(i).M finishes this path using Algorithm 3.2.
As output, an arbitrary neighbor inWpm(i)t is chosen.
Computing the minimal t, as above, and computing the union
⋃t−1
j=1 D
x
j =
Uxt−1 along the way requires no more than O(|V|2) steps (scanning each
pair (bin(j),Dxj ) requiresO(|V|+ |Dxj | · log |V|)) steps). The attractor com-
putation requiresO(|V| · |E| · log(|V|)) steps. Computing the index j for
the memory update requires at most O(|V|2) steps (cf. page 70). Finish-
ing the path takes timeO(|V| · T (Mλ) + |V|3 · |E|). Clearly, finishing the
path dominates the other complexities. This gives the overall bound of
O(|V| · T (Mλ) + |V|3 · |E|).
2: κ(m, i+ 1) has not been computed yet.
pm(i+ 1) is the highest node such that κ(m, i+ 1) has not been computed. By
the properties described in Remark 3.2.3, it is thus 0-level. Therefore, pm(i) is
1-level. Furthermore, again by Remark 3.2.3, pm(i)must be active. Let therefore
θ(m, i) = (κ(m, i), c) where c is a configuration ofMκ. Either c is a terminal
78
3.2. Muller Games
configuration, that is,Mκ has finished its computation, or the computation of
Mκ is not finished yet. We distinguish these two cases.
Assume first that c is not a terminal configuration. For the memory update,M
simulates another computation step ofMκ and replaces c by its unique successor
configuration c′ (recall thatMκ is deterministic). For the next move we choose
an arbitrary neighbor of v. Both memory update and outputting the next move
requireO(S(Mκ) + log(|V|)) steps.
Now suppose that c is a terminal configuration. For the memory updateM
performs the following sequence of steps. It replaces c by the set Dpm(i) and the
integer rpm(i) that have been computed. This requires O(|V|+ S(Mκ)) steps
since as many tape cells are required to store the sequence (cf. Proposition 3.2.4).
Now we call finishPath, again compute the anchor index and start over.
In the worst case, either of these steps requires time O(|V| + S(Mκ) + |V| ·
T (Mλ) + |V|3 · |E|) ⊆ O(|V| · T (Mλ) + |V|3 · |E|+ S(Mκ)).
The complete procedure is given in Algorithm 3.3. We state the following facts about
Algorithm 3.3.
Proposition 3.2.5
1) During each execution of Algorithm 3.3, line 33 is executed at most once. In partic-
ular, the algorithm terminates after a constant number of repetitions.
2) If m is the memory state before the execution of Algorithm 3.3 and if m satisfies
the conditions in Remark 3.2.3, then the memory state m′ after the execution of
Algorithm 3.3 also satisfies these conditions.
3) The runtime of the procedure isO(S(Mκ) + |V| · T (Mλ) + |V|3 · |E|).
Let us turn to proving thatM implements a winning strategy. The proof of this fact
is very similar to that of the corresponding fact about the classical Zielonka strategy
(as given, for instance, in [DJW97]). We have to make a few preparations. Let MM
denote the set of possiblememory states ofM; that is, the set of paths m of the form
in Equation (3.2). Recall from Section 2.1 that fM denotes the function implemented by
M. Given an infinite play pi consistent with fM, let ρpi : N→ MM be the function that
assigns the memory path after the n-th iteration to any given natural number n ∈ N. So
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Algorithm 3.3 The Adaptive Muller Algorithm.
1: v = Read; . Read current input. Load current memory state m
2: m = Load;
3: (ni,λ(m, i), θ(m, i)) = findAnchorIndex(m, v);
4: if θ(m, i+ 1) 6= ∅ then . κ(m, i+ 1) has been computed
5: if pm(i) is 0-level then
6: if v′ /∈ λ(m, i) \ λ(m, i+ 1) then
7: v′ = nextAttractorMove(κ(m, i),λ(m, i) \ λ(m, i+ 1));
8: m′ = m;
9: else
10: m′ = finishPath(m, i, (ni mod rpm(i)) + 1);
11: v′ = some neighbor of v in κ(m, i);
12: end if
13: else
14: t = minimal j with v ∈ Upm(i)j
15: if v ∈ Attrκ(m,i)0 (Upm(i)t−1 ) then
16: m′ = m;
17: v′ = nextAttractorMove(κ(m, i),Upm(i)t−1 );
18: else
19: m′ = finishPath(m, i, 1+ (j− 1 mod rpm(i)));
20: v′ = some neighbor of v inWpm(i)t ;
21: end if
22: end if
23: else . κ(m, i+ 1) has not been computed
24: if c is not a terminal configuration then
25: m′ = m;
26: c′ = simulateNextComputationStep(c);
27: m′(i) = (ni,λ(m, i), κ(m, i), c′);
28: v′ = some neighbor of v in κ(m, i)
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Algorithm 3.3 (continued)
29: else
30: m′ = m;
31: m′(i) = (ni,λ(m, i), κ(m, i), outputTM(c));
32: m′ = finishPath(m′, i, ni+1);
33: goto 3;
34: end if
35: end if
36: Store(m′);
37: Write(v′);
ρpi(1) is the memory path after the first iteration and so forth. Let Z = ZF = (T,λ, κ)
be the fully labeled Zielonka tree.
Lemma 3.2.6
Let pi be a play inG = (A,F) consistent with fM. Then there exists a unique lowest node
xpi in Z and a natural number i0 ∈ N, such that all of the following assertions hold:
1) xpi occurs in ρpi(i) for all i ≥ i0.
2) xpi is finished in ρpi(i0) (and therefore in ρpi(i) for all i ≥ i0).
3) xpi is 0-level.
Proof. For simplicity we refer to ρpi simply as ρ. We first observe that the root x1 ∈ T
occurs finished in every memory path from some point onwards – if the root is 0-level,
it will occur finished from the beginning; if the root is 1-level, it will occur finished
from the point at which the computation ofMκ ends onwards. Hence the set of nodes
which occur finished from some point onwards is non-empty and so has a unique
lowest element xpi (if there are two such that neither is a descendant of the other, then
evidently one of them must be deleted time and again).
It remains to show that xpi is 0-level. Indeed, suppose xpi were 1-level. Let κ′(xpi) =
(κ(xpi),Dxpi , rxpi ). We first observe that there are infinitely many i ∈ N, such that
pi(i) ∈ κ(xpi) \ κ(x′), where x′ is the successor of xpi in ρ(i − 1) (recall that κ(x′) is
always available for any successor x′ of a finished node). If not, this contradicts the
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choice of xpi as the lowest node which occurs finished from some point on. However,
this implies that we attract the token to a setUxpit with a lower index t every time. Since
this can be done only finitely many times, the play must, from some point onwards,
either remain in the label κ(x′) of one of the children x′ of xpi or it must leave the arena
κ(xpi). Both options contradict the choice of xpi and so xpi must be 0-level. 
We are now ready to prove the following lemma:
Lemma 3.2.7
M implements a winning strategy for Player 0.
Proof. Let pi be consistent with fM and let xpi be the unique 0-level node chosen
according to Lemma 3.2.6. Then, by choice of xpi as the lowest node which is seen
infinitely often in ρpi, we must have infinitely many vertices pi(i) ∈ κ(xpi) \ κ(x′),
where x′ is the successor of xpi in p(i − 1). This implies that pi(i) is in the attractor
Attrκ(xpi)0 (λ(xpi) \ λ(x′)). Since we update the memory path to a path through the next
sibling of x′ (in some fixed order) in some later iteration, we conclude that pi visits a
vertex from λ(xpi) \ λ(x′) for every child x′ of xpi. Since xpi is 0-level this implies that
pi is won by Player 0 (cf. Proposition 3.1.1). 
Altogether we have the following lemma:
Lemma 3.2.8
Let G = (A, φ) be a Muller game. A strategy machineM implementing a winning
strategy for Player 0 in G is computable such thatM has the following complexities:
I ‖M‖ ∈ O(|VA|2 + ‖φ‖ · log(|VA|) + ‖Mλ‖+ ‖Mκ‖)
I S(M) ∈ O(|VA| · (|VA|+ S(Mκ)))
I T (M) ∈ O(|VA|3 · |EA|+ |VA| · T (Mλ))
Proof. The size ‖M‖ ofM is the sum of the sized of all subroutines and auxiliary
machines. On top of this,M has a number of additional control states. This number
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does not depend on A or φ and is thus constant in the input. This leaves us with
O(|VA| · log(|VA|)) states for the machineMA encoding the arena,O(‖φ‖ · log(|VA|)
states for the machine encoding φ, O(|VA|2 · log(|VA|)) states for the machine com-
puting the attractor, and ‖Mλ‖+ ‖Mκ‖ for the two auxiliary machines.
The claim about S(M) follows from Proposition 3.2.4. Finally, the latency bound
follows from Proposition 3.2.5. 
Note that the latency and space complexity are parametrized by the size, runtime
and the space complexity ofMλ andMκ respectively. Let us substitute the bounds
we have established for these quantities. Note that we may assume ‖Mκ‖ to be con-
stant in A and φ, since by assumption all references to A and φ use the internal
representation ofM. As we saw in Proposition 3.2.3, the space complexity S(Mκ)
ofMκ is O(|VA|2 · log(|VA|)). We can bound T (Mλ) by O(|VA| · ‖φ‖ · log(|VA|) ·
max{|F|, |FC |}). Again, ‖Mλ‖ is constant in A and φ. For the general case we now
have:
Theorem 3.2.9
Let G = (A, φ) be a Muller game and let F = Fφ. There exists a strategy machineM
implementing a winning strategy for Player 0 with following complexities
I ‖M‖ ∈ O(|VA|2 + ‖φ‖ · log(|VA|))
I S(M) ∈ O(|VA|3 · log(|VA|))
I T (M) ∈ O(|VA|2 · (|VA| · |EA|+ ‖φ‖ · log(|VA|) ·max{|F|, |FC |}))
In the literature, a prominent way of solving Muller games is via latest appearance
records (LARs) [GH82, McN93, Tho95]. A Mealy automaton strategy obtained via
LARs is of size |VA| · |VA|!. In terms of memory states, the construction is optimal
[DJW97].
Remark 3.2.4
A strategymachine implementation of a winning strategy obtained via the LAR construction
and straightforward simulation (cf. Proposition 2.2.2) has size inO(|VA|2 · |VA|!) and
space requirement inO(∑|VA|i=1 log(i)). The construction we presented yields a strategy
machine of both polynomial size and polynomial space requirement.
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Remark 3.2.5
Note that, unlike the situation of computing κ′, we do not spread out the computation ofMλ
across the infinite play. The reason for this is that we do not have a compact representation
of the sets λ(x1), . . . ,λ(xr) for the children x1, . . . , xr of x. This is in contrast to the labels
κ(x1), . . . , κ(xk), where the set Dx provides such a compact representation.
3.3. Streett Games
In the last section we constructed a strategy machineM which implements a win-
ning strategy in a Muller game G = (A, φ). The aim of this section is to apply the
construction to a subclass of Muller games, Streett games. We show that the more
restrictive nature of a Streett condition is sufficient to obtain a better latency bound
than for arbitrary Muller games. At the same time, we retain the polynomial size and
the polynomial space requirement of the construction.
The machineM constructed in the previous section has a polynomial size and space
requirement in A and φ. The latency ofM, however, is exponential in φ in the worst
case. In Section 3.2 we saw that the high latency ofM is owed to the complexity of
computing the labeling function λ. More specifically, the latency ofM was dominated
by the runtime of an auxiliary machineMλ, used to compute the labeling λ. It is the
worst-case runtime ofMλ that, in turn, causes the exponential worst case latency of
M.
The construction ofMλ was generic in the sense that no assumptions about the
structure of φwere made. More precisely, we allowed arbitrary propositional formulas
from the set PL(V). If we restrict ourselves to Streett conditions, we have additional
structure in the formula φ to draw from (cf. Section 1.3). The remainder of this section
is dedicated to showing that this additional structure is sufficient to achieve a latency
which is polynomial in φ.
Recall that every Streett conditionΩ can bewritten as an equivalentMuller condition
FΩ = {X ⊆ V | X |= Ω}. There is a characterization of those Muller conditions, which
are equivalent to a Streett condition. Let us briefly recall this result.
84
3.3. Streett Games
Proposition 3.3.1 ([Zie98])
Let F be a Muller condition. The following are equivalent:
1) There exists a Streett condition Ω with FΩ = F.
2) The Zielonka tree ZF is a 1-tree (i.e., all 1-nodes have at most one child).
For convenience, we briefly recall the function implemented byMλ, as constructed
in Section 3.2. On input (X, n), where n ∈ N and X ∈ F (resp. X /∈ F), the auxiliary
machineMλ computes the n-th set Xn ∈ max(F,X) (resp. max(FC ,X)) corresponding
to some fixed order. In this section we show how to use Proposition 3.3.1 and other
properties of a Streett condition to construct a Turing machineM′λ that computes the
same function as the machineMλ from Section 3.2 (pp. 67), but has a better runtime.
We have to construct a machine which accepts as input pairs of the form (X, n) with
X ⊆ V and n ∈ N. On input (X, n), if X ∈ F, then the output should be the n-th set
from max(X,F) in some fixed order. If n > |max(F,X)| the corresponding child of
index n′ = (n− 1 mod r) + 1 is computed (where again r = |max(F,X)|). The pair
(Xn′ , n′) is returned. If X /∈ F, the situation is similar with FC in place of F. We now
constructM′λ.
LetΩ = {(R1,G1), . . . , (Rk,Gk)} be a Streett condition over V. For any pair (R,G) ∈
Ω with R ∩ G 6= ∅ we evidently have that pi |= (R,G) iff pi |= (R \ G,G \ R). We may
therefore assume that Ri ∩Gi = ∅ for all i = 1, . . . , k. Under this assumption we have:
Proposition 3.3.2
Let X ∈ FΩ. If Y ∈ max(FΩ,X) then there exists i ∈ {1, . . . , k} with Y = X \ Gi and
Ri ∩ X 6= ∅.
Proof. Let Y be such a set. By definition, Y 6|= (Ri,Gi) for at least one i ∈ {1, . . . , k}.
This implies X ∩ Ri 6= ∅. Let Y′ = X \ Gi. Then Y ⊆ Y′. Also we have Y′ /∈ FΩ since
by Ri ∩ Gi = ∅ we must have Y′ ∩ Ri 6= ∅. The maximality of Y implies Y = Y′. 
An immediate consequence of Proposition 3.3.2 is that |max(FΩ,X)| ≤ k for every
X ∈ FΩ. This already implies that the number of children of any node in the ZFΩ is
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linear in |Ω|. To rephrase this observation: The Zielonka tree of a Streett condition is
“slim”. For the purpose of finding an efficient machineM′λ, however, we a require a
slightly deeper understanding of Streett conditions still.
Proposition 3.3.2 implies that every Y ∈ max(FΩ,X), where X ∈ FΩ, can be written
as Y = X \ G for some pair (R,G) ∈ Ω. The converse of this is not true in general.
There are sets Y = X \ G for (R,G) ∈ Ω, such that Y /∈ max(FΩ,X). For example, one
could have G ∩ X = ∅, whence Y = X ∈ FΩ. Likewise, it is possible that Y /∈ FΩ, but
Y is not maximal with this property; that is, there exists Y′ ⊇ Y with Y′ ∈ max(FΩ,X).
The converse of Proposition 3.3.2 is thus false in general. The counterexamples,
however, seem somewhat pathological. Indeed, if we exclude the two examples above,
the converse of Proposition 3.3.2 also holds.
To formalize the converse, let X ∈ FΩ be fixed. Define a partial order on Ω by
(R,G) ≤X (R′,G′) if R∩ X 6= ∅ 6= R′ ∩ X and G′ ∩ X ⊆ G ∩ X. Note that if (R,G) ≤X
(R′,G′) then X \ G ⊆ X \ G′. Define
ΩmaxX = {(R,G) ∈ Ω | R ∩ X 6= ∅ ∧ ∀(R′,G′) ∈ Ω : (R′,G′) 6>X (R,G)}
Proposition 3.3.3
Let X ∈ FΩ. Then Y ⊆ X is maximal with Y /∈ FΩ iff there exists (R,G) ∈ ΩmaxX with
Y = X \G. Moreover, if (R′,G′) ∈ ΩmaxX with Y = X \G′ we have (R,G) ≡X (R′,G′).
Proof. (⇒) We proceed as before and let Y /∈ FΩ. By the Proposition 3.3.2 there exists
i with Y = X \ Gi and Ri ∩ X 6= ∅. We claim that also (Ri,Gi) is ≤X-maximal, i.e.
(Ri,Gi) ∈ ΩmaxX . Indeed, if there is j with Rj ∩ X 6= ∅ and X ∩ Gj ( X ∩ Gi, then
X \ Gj ) X \ Gi = Y, in contradiction to the maximality of Y. The claim (R,G) ≡X
(R′,G′) for all pairs that yield Y is trivial.
(⇐) Let (R,G) ∈ ΩmaxX be a Streett pair with Y = X \ G. First note that Y 6= X,
because X ∈ FΩ and R ∩ X 6= ∅ immediately imply G ∩ X 6= ∅. If Y′ is such that
Y ( Y′ ⊆ X and Y′ /∈ FΩ then by the previous direction there exists (R′,G′) ∈ ΩmaxX
with Y′ = X \ G′. This immediately implies (R′,G′) >X (R,G). A contradiction. 
Let us now constructM′λ. The input is a tuple (X, n) with X ⊆ V and n ∈ N.
First, M′λ computes ΩmaxX . For every ≡X-equivalence class it retains at most one
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representative. The total time for this computation is O((k · |V| · log(|V|))2). The
resulting set, let us denote it by Ω′ ⊆ ΩmaxX , is a ≤X-antichain. In the following
we assume Ω′ has been computed. Write Ω′ = {(Ri1 ,Gi1), . . . , (Ris ,Gis)}. Note that
|max(FΩ,X)| = s by Proposition 3.3.3.
IfX ∈ F and n ∈ N, there exists ij such that the n-th set inmax(FΩ,X) isXn = X \Gij
(by either Proposition 3.3.2 or Proposition 3.3.3). Moreover, by Proposition 3.3.3 and
since Ω′ is an ≤X-antichain, this index ij is unique. To compute ij it is sufficient
to chose j = 1+ (n− 1 mod s). This requires time O(d ns e · log(n)). By inspecting
Algorithm 3.3, one can verify that n is bounded by s+ 1 in all calls toMλ. Therefore,
the complexity to compute ij isO(log(s)) ⊆ O(log(k)).
If the input is (X, n) with X /∈ FΩ then |max(F,X)| ≤ 1. ConsequentlyM′λ must
compute X′ ⊆ X with X′ ∈ FΩ, if it exists. To this end,M′λ uses the unmodified
Streett condition Ω. Let X1 = X. For every pair (R1,G1), . . . , (Rk,Gk) ∈ Ω with
Gi ∩ X = ∅,M′λ computes Xi+1 = Xi \ Ri. This requires time O(|V| · k · log(|V|)).
The resulting set X′ satisfies X′ ∈ FΩ and X′ ⊆ X. Clearly X′ is also maximal with this
property, because any element x ∈ X \ X′ has the property that x ∈ Ri for some i with
X ∩ Gi = ∅. We have shown:
Proposition 3.3.4
Let Ω be a Streett condition. Then there exists a machineM′λ equivalent toMλ with
runtime T (M′λ) ∈ O((|V| · k · log(|V|))2).
Proposition 3.3.4 and Lemma 3.2.8 give:
Theorem 3.3.5
Let G = (A,Ω) be a Streett game. There exists a strategy machineM implementing a
winning strategy for Player 0 in G such that
I ‖M‖ ∈ O(|VA|2 + |VA| · |Ω| · log(|VA|))
I S(M) ∈ O(|VA|2 · (|VA|+ |Ω|) · log(|VA|))
I T (M) ∈ O(|VA|2 · (|VA| · |EA|+ |VA| · |Ω|2 · log(|Ω|)2))
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In the literature, Streett games are often solved using index appearance records
[Saf92, GTW02]. Algorithms based on this approach yield Mealy automata with
roughly |Ω|2 · |Ω|! states. The straightforward simulation (cf. Proposition 2.2.2) yields
a strategy machine of size O(|Ω|2 · |Ω|! · |V|) and of latency O(|Ω|). The machine
from Theorem 3.3.5 has an exponentially lower size while the latency (and thus the
space requirement) remains polynomial in |Ω|.
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Strategy Composition
We have seen that polynomially sized strategy machines exist in Muller and Streett
games. Moreover, the space requirement (and in the case of Streett games also the
latency) is polynomial. The complexity is measured in the size of the arena and the
size of the winning condition representation. In this setting, arenas are given explicitly,
as an adjacency list or an adjacency matrix.
In the present chapter, we study the effect of giving the arena in a succinct format,
namely as a product of smaller “component” arenas. We study how winning strate-
gies in games on the “compositional” arena may be composed of strategies played
on the component arenas. The objective is thus to find games on the components
and corresponding winning strategies, such that a global winning strategy may be
composed of these strategies. The compositional structure of winning strategies is of
intrinsic interest to the structure theory of winning strategies. In addition, it gives
rise to succinct representations of winning strategies. As we will see, the feasibility of
strategy composition is dependent on the nature of product we use to compose arenas.
If components may exchange messages via synchronization, strategy composition, as
we define it, is possible iff Pspace = Exptime. The results of this chapter have, in part,
been published in [Gel13].
We first define various products of arenas in Section 4.1 and study the relationship
between these products in Section 4.2. Then, we define strategy composition in Section
4.3 and study reachability games and Büchi games in Section 4.4.
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4.1. Compositional Arenas
In this section, we introduce several notions of arena composition. For simplicity, all
arenas in this chapter are bipartite. Throughout this chapter, we use the notation v to
indicate a tuple (v1, . . . , vk).
Parallel Product
The intuition of the parallel product is that of several games which are played “pseudo-
simultaneously”. At any given moment, a move is made in only one of the arenas.
There is no interaction between arenas. One could think of several games of chess two
players play simultaneously.
Definition 4.1.1 (Parallel Product)
Let A1, . . . ,Ak be arenas Ai = (Vi, Ei). The parallel product A1 ‖ A2 ‖ · · · ‖ Ak
is defined to be the arena (V, E) given by
I V = B×∏ki=1Vi
I V(b) = {(b, v) | v ∈ ∏ki=1Vi}
I
(
(b, v), (1− b, v′)) ∈ E iff
• both vi ∈ V(b)i and (vi, v′i) ∈ Ei for some i ∈ JkK
• and vj = vj for all j 6= i
The arena (V, E) is the explicit representation of A1 ‖ A2 ‖ · · · ‖ Ak.
Example 4.1.2
Consider Figure 4.1. Here we see a product of k arenas. Suppose the state is (1, v),
as indicated by the dashed box. Player 1 picks one of the components i where
vi ∈ V(1)i and chooses an edge in this component. In the figure we see that he may
pick components one or k, for example. In component one he may choose the next
(local) vertex u1 or t1.
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· · ·
A1 A2 Ak
v1 v2 vk
x2
y2
u1
t1
(1, v)
Figure 4.1.: Parallel Product: Edges are taken locally. The square player may move in,
for example, A1 but not in A2. The shaded vertices indicate a possible successor
vertex in the explicit arena.
Synchronized Product
The parallel product allows players to move in a single component, leaving the vertices
in other components unchanged. In contrast to this behavior, we may want to link
transitions in several components, so that they follow transitions simultaneously. To
model “linking” transitions, we will label themwith letters, thereby effectively arriving
at the model of a labeled arena. More specifically, a labeled arena is a tuple A =
(V,Σ,∆) with a partition V(0) unionmulti V(1) of the states into Player 0 and Player 1 states.
Furthermore, Σ is the finite alphabet and ∆ ⊆ V × Σ× V is the transition relation.
We again assume that the partition is bipartite. The size of a labeled arena is ‖A‖ =
|V|+ |Σ|. Since |∆| is polynomial in |V| and |Σ|, this fairly coarse definition of the size
of A is sufficient for our purposes.
Definition 4.1.3 (Synchronized Product)
LetA1, . . . ,Ak be labeled arenas, whereAi = (Vi,Σi,∆i). The synchronized prod-
uct A1 ⊗ · · · ⊗ Ak is the labeled arena (V,Σ,∆) given by
I V = B×∏ki=1Vi
I V(b) = {(b, v) | v ∈ ∏ki=1Vi}
I Σ = ⋃ki=1 Σi
I
(
(b, v), a, (1− b, v′)) ∈ ∆ iff
• for all i ∈ JkK with a ∈ Σi and vi ∈ V(b)i we have (vi, a, v′i) ∈ ∆i
• for all remaining i ∈ JkK we have vi = v′i
The labeled arena (V,Σ,∆) is the explicit representation of A1 ⊗ · · · ⊗ Ak.
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· · ·
A1 A2 Ak
v1 v2 vk
w1
x1
a
b
w2x2
y2 yk
xk
a
b b
b
a
(0, v)
Figure 4.2.:A synchronized product. The player chooses a letter and picks a consistent
transition in each of his components. Again, the shaded vertices indicate a possible
successor vertex in the explicit arena.
Example 4.1.4
Consider Figure 4.2. We see a synchronized product of k labeled arenasA1, . . . ,Ak.
It is Player 0’s turn to make a move. He chooses a letter, say b ∈ Σ = ⋃ki=1 Σi. After
that, he chooses a b-successor in every arena Ai where the current local vertex vi
is a 0-vertex. In the example, these are arenas A1 and A2, but not Ak. In A2, the
current local vertex v2 has two possible b-successors, x2 and w2. Player 0 picks one
of them. In the example he chooses w2. In total, the shaded vertices constitute an
admissible next vertex in the explicit arena.
The notion of interaction we employ in the synchronized product allows communi-
cation between an arbitrary number of components. Also, the amount of information
that the components may exchange in a single transition – that is, the number of letters
– is not subject to any restriction. Let us formalize these parameters.
Consider k labeled arenas Ai = (Vi,Σi,∆i), 1 ≤ i ≤ k. The degree (of information
exchange) is the number of distinct letters by which components communicate. We
write deg(A1, . . . ,Ak) = |{a ∈ Σ | ∃i 6= j : a ∈ Σi ∩ Σj}| for the degree of information
exchange. Thewidth (of information exchange) is the numberwidth(A1, . . . ,Ak) =
maxa∈Σ |{i | a ∈ Σi}|. It is the maximal number of components which share a common
letter. Subsequently, in Section 4.2, we study the effect of bounding one or more of
these parameters.
Channel Systems
In the types of products we have introduced so far, components could either syn-
chronize instantaneously, or could not synchronize at all. We now add a third kind
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of synchronization, delayed synchronization via the use of channels. The notion of
system we obtain in this way is called1 channel system [BK08, BZ83].
In channel systems, components may synchronize via message passing. The effect
of this message passing may be “delayed”. The model can be thought of as a parallel
product in which the components may communicate asynchronously via channels.
More specifically, if an event occurs in one component, other components are not
affected by that event during this move. However, such an event may place a message
for another component into a channel. Every channel has a buffer with a fixed capacity
n. This buffer may contain no more than nmessages at any given time. Once a message
is transmitted over the channel, it is placed into the buffer and kept there until explicitly
fetched by the receiving component. If the buffer capacity is zero, the message must
be fetched instantaneously, that is, both components must synchronize in the sense of
synchronized products.
Definition 4.1.5 (Channel System)
A channel system C = (A1, . . . ,Ak,Msg, c, cap) is given by
I a k-tuple A1, . . . ,Ak of labeled arenas Ai = (Vi,Σi,∆i)
I a setMsg of messages
I a set c ⊆ JkK2 of channels
I a capacity function cap : c→ N0 ∪ {∞}
For every 1 ≤ i ≤ k the alphabet Σi consists of an internal action ι and
I a symbol snd(m, j) ∈ Σi for every m ∈ Msg and j with (i, j) ∈ c
I a symbol recv(m, j) ∈ Σi for every m ∈ Msg and j with (j, i) ∈ c
The intuitive semantics of a channel systems have been given above. Components
may move asynchronously (with the exception of capacity zero channels), but may
exchange messages through channels. Each channel c ∈ c has a capacity cap(c), a
value from N0 ∪ {∞}. The channel may hold any number of messages up to this
capacity at any given moment. Thus, the set of possible channel configurations of a
1Our definition of a channel system is inspired by that given in [BK08]. However, we have adapted the
notion to better fit in with the models we otherwise consider.
93
4. Strategy Composition
channel c with cap(c) = n isMsg≤n if n ∈ N0 orMsg≤N = ⋃m∈NMsgm if n = ∞. We
employ word notation in the context of channel configurations. For example, we write
wc = m1 · · ·mr ∈ Msg≤cap(c) with mi ∈ Msg for a configuration wc of c. Intuitively, the
left end of the word is the input-end of the channel, and the right end is its output-end.
In other words, a new message that is put into the channel is added as the new first
letter of the channel configuration. Likewise, removing a message from the channel
amounts to deleting the last letter of the channel configuration.
Definition 4.1.6 (Semantics of a Channel System)
Let C = (A1, . . . ,Ak,Msg, c, cap) be a channel system. Then C defines an arena
AC = (V, E) with
V = B×
k
∏
i=1
Vi ×∏
c∈c
Msg≤cap(c)
The transition relation E is defined by the following three rules.
((b, v, (wc)c∈c), (1− b, v′, (w′c)c∈c)) ∈ E iff one of the following applies:
I The transition is internal: There exists i ∈ JkK such that vj = v′j for all j 6= i,
vi ∈ V(b)i , (vi, ι, v′i) ∈ ∆i, and wc = w′c for all c ∈ c.
I The transition involves a channel of capacity at least one: There exists an
index i ∈ JkK such that vj = v′j for all j 6= i, vi ∈ V(b)i , and
• there exists c = (j, i) with (vi, recv(m, j), v′i) ∈ ∆i, last(wc) = m, w′c =
wc[1, |wc| − 1] and wd = w′d for all c 6= d ∈ c,
• or there exists c = (i, j) with (vi, snd(m, j), v′i) ∈ ∆i, |wc| < cap(c),
w′c = wc ·m and wd = w′d for all c 6= d ∈ c
I The transition involves a channel of capacity zero: There exists a channel
c = (i, j) ∈ cwith cap(c) = 0, vi ∈ V(b)i , vj ∈ V(b)j and (vi, snd(m, j), v′i) ∈ ∆i
and (vj, recv(m, i), v′j) ∈ ∆j. Moreover, vr = v′r for all i 6= r 6= j, and wc = w′c
for all c ∈ c.
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Figure 4.3.: A channel system with two arenas
Example 4.1.7
Consider Figure 4.3. We see a channel system with two arenas, A1 and A2. The
arenas can exchange messages via a single channel, (1, 2), that allows A1 to send
messages to arenaA2. The channel content is shown afterA1 has inserted message
m1 into the channel upon transitioning from q1 to q2. Arena A2 may receive
message mk, which is the rightmost message, at the receiving end of the channel,
if it transitions from p1 to p2.
The size of a channel system is ‖C‖ = ∑ki=1 ‖Ai‖+ |c| · log
(
maxc∈c(cap(c))
)
. It is
only defined if cap(c) < ∞ for every c ∈ c. Note that the size of a channel system ‖C‖
is asymptotically the same as the size of a binary encoding of C. Measuring the size
of a binary encoding yields a slightly more complicated, but asymptotically identical
function. Note furthermore that the number |Msg| of messages is already accounted
for by the size of Ai, the alphabet of which is determined byMsg and c.
Before ending this section, we introduce some terminology we will use throughout
the remainder of this chapter. LetA1, . . . ,Ak be arenas. An arenaA is a compositional
arena if it satisfies one of the following:
1) A = A1 ‖ · · · ‖ Ak,
2) A = A1 ⊗ · · · ⊗ Ak,
3) or A = AC for some channel system C = (A1, . . . ,Ak,Msg, c, cap).
In this event, we also say A is composed of A1, . . . ,Ak. Conversely, the ordered tu-
ple (A1, . . . ,Ak) is called a decomposition of A. The arenas A1, . . . ,Ak are called
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the constituent arenas or the components of A (with respect to the decomposition
(A1, . . . ,Ak)). Whenever the underlying decomposition, or, equivalently, the compo-
nentsA1, . . . ,Ak are known, we callA a compositional arena without explicit reference
to the decomposition.
4.2. Translations
In this section we study the relationship between the various products of arenas
introduced in the previous section. This involves a discussion of certain fragments
of the classes of arenas defined by these products. The results of this section will be
used later, in Section 4.4, to study the complexity of games on the various classes of
compositional arenas. A summary of the translatability results is given in Figure 4.4.
Consider the following fragments of synchronized products.
Definition 4.2.1
1) The fragment of boundedwidth synchronized products (BWSP) is the class
of all sets S of synchronized products for which there exists N ∈ N, such
thatwidth(A1, . . . ,Ak) ≤ N for all A1 ⊗ · · · ⊗ Ak ∈ S.
2) The fragment of boundeddegree synchronizedproducts (BDSP) is the class
of all sets S of synchronized products for which there exists N ∈ N, such
that deg(A1, . . . ,Ak) ≤ N for all A1 ⊗ · · · ⊗ Ak ∈ S.
We study the relationship between these two fragments and arbitrary (non-restricted)
synchronized products. Also, we study the relationship between parallel products,
synchronized products and channel systems.
Proposition 4.2.1
Every parallel product of arenasA1 ‖ · · · ‖ Ak, whereAi = (Vi, Ei), gives the same transi-
tion graph as the synchronized product of Aˆ1⊗ · · · ⊗ Aˆk, where Aˆi = (V, {i}, {(v, i, v′) |
(v, v′) ∈ Ei}). The degree and the width of this product is 0. Thus, parallel products are
both in the BWSP-fragment and in the BDSP-fragment.
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Figure 4.4.: A summary of the results of this section. The thick gray arrows denote
trace simulatability, the arrow tip pointing to the class from which the simulating
product is taken. The rate of growth of the simulating product is denoted by “poly”
for polynomially sized simulating products.
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To illustrate the relationship between the other formalisms, we introduce the notion
of trace simulation. For convenience, we use the following notation. Given sets X and
V, an injective mapping f : X → V, and a word α ∈ Vω, we write α| f for the unique
word (
α| f
)
(i) =
 f−1
(
α(i)
)
if α(i) ∈ im( f ),
ε otherwise.
Note that α| f ∈ X∞ can be finite (even empty) or infinite.
Definition 4.2.2
Let A and B be arenas. A trace simulation of A by B is an injective mapping
f : VA → VB with the following properties.
1) For every g ∈ Posp(A), there exists gˆ ∈ Posp(B) such that for every play
pi ∈ Cons(g) in A, there exists a play pi′ ∈ Cons(gˆ) in B such that pi′| f = pi.
2) For every gˆ ∈ Posp(B), there exists g ∈ Posp(A) such that for every path
pi′ ∈ Cons(gˆ) in B, the word pi′| f = pi is a play in A, and moreover pi ∈
Cons(g).
We say B trace simulates A (via f ), or, likewise, that A is trace simulated by B
(via f ).
Trace simulation implies that the winning regions of reachability and Büchi games are
preserved.
Proposition 4.2.2
If A is trace simulated by B via f : VA → VB , then for every F ⊆ VA and every v ∈ VA
we have the following:
1) Player 0 wins the reachability game G = (A, F) from v iff he wins the reachability
game G′ = (B, f (F)) from f (v).
2) Player 0 wins the Büchi game G = (A, F) from v iff he wins the Büchi game
G′ = (B, f (F)) from f (v).
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Trace simulation is defined for explicit arenas. We will, however, also use the term
for parallel and synchronized products, as well as channel systems. Whenever we do
so, we implicitly refer to the explicit representation of the product or channel system.
We now have all terminology necessary to formulate the following theorem.
Theorem 4.2.3
Every synchronized product is trace simulated by a synchronized product of degree two.
The simulating product is polynomial-time constructible.
Proof. Let A1, . . . ,Ak be labeled arenas, where Ai = (Vi,Σi,∆i). We construct arenas
Aˆ1, . . . , Aˆk withdeg(Aˆ1, . . . , Aˆk) ≤ 2, such that Aˆ1⊗ · · ·⊗ Aˆk simulatesA1⊗ · · ·⊗Ak.
We fix a binary encoding2 e : BN → Σ of the letters in Σ = ⋃ki=1 Σi with fixed length
N = dlog(|Σ|)e. To ensure that the trace simulation is compatible with the requirement
that all arenas be bipartite, we assume N is odd. The reason will become clear shortly.
If not, we add a bit to the encoding to ensure that N is odd. Also, we assume that
N > 1.
Intuitively, from every vertex v ∈ V a search tree tv is traversed. There is a one-to-one
correspondence3 between the paths in the search tree and the letters in Σ. If the letter
e(w) encoded by w is not in Σi, no transition takes place and v is once again reached.
Otherwise, a corresponding neighbor v′ is reached.
Formally, consider Ai. For every vertex v ∈ Vi, we introduce a binary search tree
tv = BN−1 in the vertex set of Aˆi. Formally, we let Aˆi = (Vˆi,B, ∆ˆi). The vertices are
given by Vˆi = Vi unionmulti {t(p)v,w | v ∈ Vi, w ∈ B≤N−1, p ∈ B}. We let Vˆ(p)i = V(p)i unionmulti {t(p)v,w |
v ∈ Vi, w ∈ B≤N−1}. The transition relation is defined as follows.
(v, b, t(1−p)v,b ) ∈ ∆ˆi for all b ∈ B, v ∈ V(p)i
(t(1−p)v,w , b, t
(p)
v,w) ∈ ∆ˆi for all b ∈ B, v ∈ V(p)i , w ∈ B≤N−1
(t(p)v,w, b, t
(1−p)
v,wb ) ∈ ∆ˆi for all b ∈ B, v ∈ V(p)i and w ∈ B≤N−2
(t(p)v,w, b, v′) ∈ ∆ˆi for all b ∈ B, v ∈ V(p)i , w ∈ BN−1 with (v, e(wb), v′) ∈ ∆i
(t(p)v,w, b, v) ∈ ∆ˆi for all b ∈ B, v ∈ V(p)i , w ∈ BN−1 with e(wb) /∈ Σi
2Strictly speaking, e−1 is a binary encoding, not e. We ignore this technicality.
3We gloss over the case log2(|Σ|) /∈ N for the sake of simplicity. The construction is nearly identical,
but is designed to avoid the existence of “illegal” paths in the tree.
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Note that if v has no neighbors reachable via an e(w)-transition, but e(w) ∈ Σi, then the
arena “deadlocks”. This behavior is consistent with that of the synchronized product
A1 ⊗ · · · ⊗ Ak.
Let A = A1 ⊗ · · · ⊗ Ak and let Aˆ = Aˆ1 ⊗ · · · ⊗ Aˆk. It remains to specify a trace
simulation f : VA → VAˆ. Letting f = id is clearly sufficient (note that this is well
defined as VA ⊆ VAˆ). 
The next theorem addresses the bounded width fragment. In the proof, we are
going to use the following notation. Let A = (V,Σ,∆) be a labeled arena. For every
(v, a, v′) ∈ ∆, we write v a=⇒A v′, and, by extension, v w=⇒A v′ if v a1=⇒A v1 a2=⇒A · · · al=⇒A v′
and w = a1 · · · al . Note that v w=⇒A v′ has a different meaning than v p−→A v′. While
v
p−→A v′ indicates the existence of a path p ∈ V∗ connecting v and v′, v w=⇒A v′ indicates
the existence of such a path with label w ∈ Σ∗ along the way.
Theorem 4.2.4
Every synchronized product is trace simulated by a synchronized product of width two.
The simulating product is polynomial-time constructible.
Proof. Consider arenas A1, . . . ,Ak with width(A1, . . . ,Ak) > 2. We construct are-
nas Aˆ1, . . . , Aˆk with VAˆi = VAi and an arena R, such that ‖R‖ ∈ poly(∑ni=1 ‖Ai‖),
width(Aˆ1, . . . , Aˆk,R) = 2, and such that Aˆ1 ⊗ · · · ⊗ Aˆk ⊗ R trace-simulates A1 ⊗
· · · ⊗ Ak.
The idea behind the construction is to have a “router”, R, that routes messages
from component to component. Every component only synchronizes with the router
R. Whenever an arena Ai initiates a communication with letter a ∈ Σi, then R will
transmit that message to every Aj, such that a ∈ Σi ∩ Σj. To this end, all transition
alphabets will be made pairwise disjoint. The router has a “listening”-state for each
player. When in this state, it waits for a synchronization with one arena. As soon as
such a synchronization occurs, say with letter a,R switches to a “transmit”-mode and
notifies all other arenas that have to synchronize on a.
Let Ai = (Vi,Σi,∆i). We define Aˆi = (Vi,Σi × {i}, ∆ˆi). The transition relation ∆ˆi is
given by
(v, (x, i), v′) ∈ ∆ˆi ⇐⇒ (v, x, v′) ∈ ∆i
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Next, we define R = (R,ΣR,∆R). For xi := (x, i) ∈ Σi × {i}, write I(xi) =
(ix1 , . . . , i
x
ri) if i
x
1 < i
x
2 < · · · < ixrx and {ixj | 1 ≤ j ≤ rx} = {l | x ∈ Σl} \ {i}. In
other words, I(xi) is the canonically ordered set of all components l 6= i in which x
participates. By abuse of notation, we write l ∈ I(xi) whenever we mean l = ixj for
some 1 ≤ j ≤ ri. The arenaR now has the following set of vertices:
R = {L0, L1} unionmulti {(x, i, l, b, p) | b, p ∈ B, l ∈ I(xi), x ∈ Σi, 1 ≤ i ≤ k}
We let ΣR = {$} unionmulti⊎ki=1(Σi × {i}). Again writing I(xi) = (ix1 , . . . , ixrx), we define ∆R as
follows.
∆R ={(Lp, xi, (x, i, ix1 , p, 1− p)) | p ∈ B, x ∈ Σi, 1 ≤ i ≤ k}
∪{((x, i, ixl , p, b), $, (x, i, ixl , p, 1− b)) | p 6= b, ixl ∈ I(xi)}
∪{((x, i, ixl , p, b), xixl , (x, i, ixl+1, p, 1− b)) | p = b, ixl < max
(
I(xi)
)}
∪{(x, i, ixl , p, b), xixl , L1−p) | p = b, ixl = max
(
I(xi)
)}
Note that |R| ≤ 2+ 4k(∑ki=1 |Σi|) and |ΣR| = 1+ ∑ki=1 |Σi|. It immediately follows
that R is constructible from A1. . . . ,Ak in polynomial time, and, in particular, is of
polynomial size in ∑ki=1 ‖Ai‖.
We claim that B := Aˆ1 ⊗ · · · ⊗ Aˆk ⊗R trace-simulates A := A1 ⊗ · · · ⊗ Ak via the
mapping f : VA → VB defined by
(p, v) 7→ (p, v, L0)
for p ∈ B. Indeed, let (p, v) ∈ V(p)A , ((p, v), x, (1− p, v′)) ∈ ∆A and let x ∈ Σi. Write
I(xi) = (i1, . . . , ir) and write (v−i, v′i) for (v1, . . . , vi−1, v′, vi+1, . . . , vk). Then we have:
f (v) = (p, v, Lp)
xi=⇒B ((v−i, v′i), x, i, i1, p, 1− p) $=⇒B · · ·
xir=⇒B (1− p, v′, L1−p)
All transitions along this path are unique by definition of ∆R. The situation is out-
lined in Figure 4.5. This proves A, B and f satisfy both conditions 1) and 2) from
Definition 4.2.2. 
Finally, let us turn to channel systems. We simulate synchronized products by
channel systems. To use some of our previous results, we first need another lemma.
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Figure 4.5.: An excerpt from the arenaR in conjunction with an arena Ai.
Lemma 4.2.5
Let A, B and C be arenas and let f : VA → VB and g : VB → VC be trace simulations of
A by B and of B by C, respectively. Then g ◦ f is a trace simulation of A by C.
The lemma follows directly from Definition 4.2.2. We now get the following corollary.
Corollary 4.2.6
Every synchronized product is trace-simulated by a channel system. Moreover, the channel
system is polynomial-time constructible.
Proof. By Theorem 4.2.4 every synchronized product is trace simulated by a synchro-
nized product of width two. This product is polynomial-time constructible. Any
width-two product is immediately simulatable by a channel system of linear size,
where every channel has capacity 0. Indeed, A1, . . . ,Ak with Σ = ⋃ki=1 Σi is trans-
formed into (A1, . . . ,Ak,Σ, {(i, j) | Σi ∩ Σj 6= ∅, i 6= j}, cap0), where cap0 is the
constant zero function. Observe that this does not work with synchronized products
of width greater than two, as channels never connect more than two arenas. 
4.3. Compositional Games and Polynomial Compositions
So far in this chapter, we have seen various notions of “products” of arenas. We
also studied the classes of arenas obtained by using these products and studied their
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relationship. The next step is to consider games on compositional arenas. In this section,
we define some terminology around compositional games and introduce strategy
composition. These concepts will be used in the next section to study reachability and
Büchi games on compositional arenas.
To reason about games on compositional arenas, we require some terminology. A
compositional game is either of the following three:
I a tuple G = (‖,A1, . . . ,Ak,W), whereW ⊆ VωA , A = A1 ‖ · · · ‖ Ak,
I a tuple G = (⊗,A1, . . . ,Ak,W), whereW ⊆ VωA , A = A1 ⊗ · · · ⊗ Ak,
I or a tuple G = (C,W), where C = (A1, . . . ,Ak,Msg, c, cap) is a channel system
andW ⊆ VωAC .
We may assume thatW is given by some finite formalism (cf. Section 1.3) that we also
identify with W. In other words, we may think of W as a finite representation of a
winning condition (e.g. a set of states in a Büchi condition or a coloring function in a
parity condition). The size of a compositional game is given by
I ‖G‖ = ∑ki=1 ‖Ai‖+ ‖W‖ if G = (‖,A1, . . . ,Ak,W) or G = (⊗,A1, . . . ,Ak,W)
I or ‖G‖ = ‖C‖+ ‖W‖ if G = (C,W).
A compositional game G, as above, is not a game in the sense introduced in Section
1.2, since it does not list a single arena. However, the arena in question is uniquely
determined by all items in the tuple, and so we may identifyGwith the corresponding
explicit game (A,W).
A compositional game G lists a number of component arenas, say A1, . . . ,Ak. We
may play games on these components as well. A gameGi = (Ai,Wi), whereWi ⊆ VωAi ,
is called a component game. Note that there can be many different component games
for the same component Ai of A, depending on the winning condition Wi. In the
context of component games, we sometimes refer to the compositional game as the
global game, if we wish to emphasize the distinction from a component game. A
strategy in a component game Gi is referred to as a component strategy. Likewise, a
strategy in the global game is called a global strategy.
With this terminology in place, we can state the objective of this chapter in more
specific terms.
Given a global gameG = (A,W) with componentsA1, . . . ,Ak of
A, find component games G1, . . . ,Gk such that a global winning
strategy for Player 0 inG may be composed of component winning
strategies for Player 0 in G1, . . . ,Gk.
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This of course begs the questions of what we mean by “composing” winning strategies.
To define strategy composition, we use the intuition of subroutine calls, as they are
known from classical imperative programming formalisms. Strategies are composed
by having a “composing program” (which we will refer to as a template), call several
named subroutines. The intuition is that these subroutines are implemented as the
winning strategies we seek to compose.
It remains to formalize this intuition of composition via subroutine calls. Formally,
we will again make use of strategy machines. This allows us to continue using our
complexity metrics as introduced in Section 2.2.
Definition 4.3.1 (Template)
A k-template is a strategy machineM = (Q, qI, qO, δ)with 2k distinguished states,
subi and reti ∈ Q for all 1 ≤ i ≤ k, such that both of the following hold.
I The transition function δ is undefined on all states sub1, . . . , subk:
(subi, b) /∈ dom(δ) ∀ b ∈ Bˆt+2, i ∈ JkK
where t ∈ N is the number of tapes ofM.
I No transition leads into reti:
δ(q, b) 6= (reti, b′, d) ∀ b, b′ ∈ Bˆt+2, q ∈ Q, d ∈ {−1, 0, 1}t+2, i ∈ JkK
where again t is the number of tapes ofM.
The states subi and reti, as described in Definition 4.3.1, can be thought of as a call to
and return from the i-th subroutine. The machineM does not define any behavior on
subi. In order to enableM to make use of state subi, the corresponding i-th subroutine
must be provided. This is formalized in the following definition:
Definition 4.3.2 (Composition)
Let M = (QM, δM, qI,M, qO,M) be a k-template, and for every 1 ≤ i ≤ k let
Si = (Qi, δi, subi, reti) be a strategy machine such that Qi ∩ Qj = ∅ if i 6= j
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Figure 4.6.: Template and corresponding composition.
and Qi ∩ QM = {subi, reti} for every 1 ≤ i ≤ k. We defineM[S1, . . . ,Sk] =
(Q, δ, qI,M, qO,M) by letting Q = QM ∪⋃ki=1 Qi and
δ(q, b) =
δM(q, b) if q ∈ QM,δi(q, b) if q ∈ Qi.
The machineM[S1, . . . ,Sk] is calledM-composition of S1, . . . Sk, or, ifM is clear
from context, simply composition of S1, . . . ,Sk.
A composition of machines S1, . . . ,Sk is thus a strategy machine that defers compu-
tation to Si at certain points. In a subroutine call to Si, the machine inherits the tapes
ofM. From its own perspective, the head position on a given tape at this time marks
the left end of that particular tape. Observe that since we defined strategy machines to
have right-way infinite tapes, the tape content to the left of this head position is thus
never read or modified by Si. The overall situation is depicted in Figure 4.6.
Composition of strategies is defined via templates. However, we have not really
considered how such a composition relates to a given global game G and component
gamesG1, . . . ,Gk. In order to avoid trivialities, the computational power of a template
should be restricted. This leads us to the following definition.
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Definition 4.3.3
Let G be a compositional game with components A1, . . . ,Ak.
1) Let G1, . . . ,Gk be component games with winning strategies S1, . . . ,Sk for
Player p. A k-templateM, such thatM[S1, . . . ,Sk] is a winning strategy (for
Player p) inG is called awinning composition of S1, . . . ,Sk (for Player p). If
M is a winning composition (for Player p) of any choice S1, . . . ,Sk of winning
strategies for Player 0 in G1, . . . ,Gk, it is called a winning composition of
G1, . . . ,Gk (for Player p).
2) A setΛ of compositional games admits polynomial compositions (for Player
p), if for every G ∈ Λ with components A1, . . . ,Ak there exist component
games G1, . . . ,Gk and a winning compositionM of G1, . . . ,Gk (for Player
p), such that for some choice of component winning strategies S1, . . . ,Sk
I M[S1, . . . ,Sk] is of polynomial size in ‖G‖
I andM[S1, . . . ,Sk] has polynomial latency in ‖G‖.
A mapping f assigning such a templateM and a sequence G1, . . . ,Gk of
component games to every gameG inΛ is called a polynomial composition
(for Player p).
The requirement that all strategies in component games are interchangeable is to
ensure that the composition really happens at the level of the component games, not
at the level of specific choices of strategies. Put differently, every restriction necessary
to compose strategies should be present in the definition of the component game. It
should not be hidden in the process of selecting a “suitable” winning strategy in that
game – suitability should come for free. In the definition of polynomial composition,
the restriction on the size is to avoid templates which never call their subroutines and
instead implement the entire global winning strategy on their own. Likewise, the
restriction on the latency is to avoid enabling too powerful computations during the
course of a single iteration (such as, for instance, solving the entire game every turn).
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4.4. Compositional Reachability and Büchi Games
Definition 4.4.1
Let A1, . . . ,Ak arenas and let F1 ⊆ VA1 , . . . , Fk ⊆ VAk . Define:
1) Floc(F1, . . . , Fk) = B× {v ∈ ∏ki=1VAi | vi ∈ Fi for some i}
2) Fsync(F1, . . . , Fk) = B× F1 × · · · × Fk
Depending on the kind of game we study, we refer to Floc(F1, . . . , Fk) as the
local reachability condition or local Büchi condition. Likewise, we refer to
Fsync(F1, . . . , Fk) as either the synchronized reachability condition or the syn-
chronized Büchi condition.
To resolve ambiguities, we use the following notation. To stress thatFloc(F1, . . . , Fk)
or Fsync(F1, . . . , Fk) is to be interpreted as a reachability (resp. Büchi) condition,
we sometimes write FRloc(F1, . . . , Fk) or FRsync(F1, . . . , Fk) (resp. F Bloc(F1, . . . , Fk) or
F Bsync(F1, . . . , Fk)).
Observe that both Floc(F1, . . . , Fk) and Fsync(F1, . . . , Fk) are sets of vertices in the ex-
plicit arena A1 ∗ · · · ∗ Ak, where ∗ ∈ {‖,⊗}. Note also, that by multiplying with
B in both cases, we ensure that the local and synchronized reachability condition
is independent of who reaches a vertex compatible with F1, . . . , Fk. Note that nei-
ther Floc(F1, . . . , Fk) nor Fsync(F1, . . . , Fk) are subsets of the vertices of the arena AC
associated with a channel system C = (A1, . . . ,Ak,Msg, c, cap) (see also Section 4.1).
Whenever we use Floc or Fsync in the context of such a channel system, we tacitly mean
Floc(F1, . . . , Fk)×∏c∈cMsg≤cap(c) and Fsync(F1, . . . , Fk)×∏c∈cMsg≤cap(c). In particu-
lar, the channel configurations do not affect the reachability (resp. Büchi) condition.
4.4.1. Games on Parallel Products
We study reachability and Büchi games for local and synchronized winning conditions
on parallel products. The nature of parallel products merits a few initial observations
we will use throughout this section. If a play in A1 ‖ · · · ‖ Ak starts from a initial
position (b0, v0) with |{i | vi,0 ∈ V(0)i }| = r − b0, then Player 0 controls exactly r
components in each of his moves. We denote this number by rank0(b0, v0) = |{i |
vi,0 ∈ V(0)i }|+ b0 and call it the rank of (b0, v0). Likewise, we define rank1(b0, v0) =
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|{i | vi,0 ∈ V(1)i }|+(1− b0). Evidently we have rankp(b, v) = rankp(b0, v0) for all (b, v)
reachable from (b0, v0) and all p ∈ B. It is therefore justified to simply write rankp if
(b0, v0) is clear from context. Furthermore, the following identity is straightforward:
rankp = k− rank1−p + 1 (4.1)
If (b, v) is a position in a compositional arena, then we refer to all i with vi ∈ V(p)i as
a p-component. If Player p chooses not to move in a p-component during one of his
turns, we say he holds on to this component.
We have the following theorem:
Theorem 4.4.1
LetA1, . . . ,Ak be arenas withAi = (Vi, Ei), and let Fi ⊆ Vi. Then Player 0 wins the reach-
ability game G = (A1 ‖ · · · ‖ Ak,FRloc(F1, . . . , Fk)) from (b0, v0) /∈ Floc(F1, . . . , Fk) iff
one of the following two cases applies
1) There exists i with vi,0 ∈ V(0)i and vi,0Ei ∩ Fi 6= ∅.
2) |{i | vi,0 ∈ AttrAi0 (Fi)}| ≥ rank1
Polynomial compositions for Player 0 (resp. Player 1) in G exist and can be computed
in polynomial time. Moreover, the component games in the polynomial composition are
reachability games.
Proof. (⇒) Suppose neither 1) nor 2) apply. The following strategy is a winning strategy
for Player 1. In every position (1, v), Player 1 picks a component i with vi /∈ AttrAi0 (Fi)
and plays according to his safety strategy. Since rank1 > |{i | vi,0 ∈ AttrAi0 (Fi)}|, this
is always possible. Since for no component i with vi,0 ∈ V(0)i Player 0 can enforce a
visit to Fi in at most one move, this strategy is a winning strategy.
(⇐) It is evident that if 1) is satisfied, Player 0 wins after his first move. Hence we
suppose that 2) is satisfied. Then the following strategy is a winning strategy for Player
0. At position (0, v), writeW = {i | vi ∈ AttrAi0 (Fi)} and let I = {i | vi ∈ V(1)i }. Player
0 chooses a component i ∈ W and plays according to his corresponding component-
attractor strategy. Note that there exists at least one i ∈ W \ I by assumption. Since
there are only finitely many components, Player 0 moves in one of them infinitely often,
thereby reaching Floc(F1, . . . , Fk) eventually. 
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Recall fromSection 1.3 that Büchi games are solved using theRecurA0 (F) construction,
which iterates attractor computations. Since the rank is a fixed property of a play,
depending only on the initial position, we obtain the following corollary:
Corollary 4.4.2
Let A1, . . . ,Ak be arenas with Ai = (Vi, Ei), and let Fi ⊆ Vi. Then Player 0 wins the
Büchi game G = (A1 ‖ · · · ‖ Ak,F Bloc(F1, . . . , Fk)) from (b0, v0) /∈ Floc(F1, . . . , Fk) iff
|{i | vi,0 ∈ RecurAi0 (Fi)}| ≥ rank1
Polynomial compositions for Player 0 (resp. Player 1) in G exist and can be computed in
polynomial time. Moreover, the component games in the polynomial composition are Büchi
games and, in particular, positionally determined.
Proof. Using Theorem 4.4.1, it is obvious to see that every vertex (b0, v0) that satisfies
this requirement is, in fact, in RecurA0 (Floc(F1, . . . , Fk)). Conversely, if the condition is
not satisfied, then Player 1 can, in each of his turns, choose to move in a component
in which he wins the component co-Büchi game. Eventually, no further visits to
Floc(F1, . . . , Fk) are made. 
This concludes the treatment of local reachability and local Büchi conditions. We now
turn to synchronized reachability.
Synchronized reachability (resp. Büchi) games are significantly more complex than
local reachability (resp. Büchi) games. A decomposition theorem is again possible, but
requires us to break the problem down into several cases that we treat separately. Let
us state the main theorem first.
Theorem 4.4.3
Let A1, . . . ,Ak, where k > 1, be arenas with Ai = (Vi, Ei), and let Fi ⊆ Vi. Let G =
(‖,A1, . . . ,Ak,Fsync(F1, . . . , Fk)) be either a reachability or Büchi game. A polynomial
composition for Player p ∈ B can be computed in polynomial time. The component games
in the polynomial composition are positionally determined.
For the proof, we break the problem down into several disjoint cases:
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1: In either a Büchi or a reachability game, Player 1 controls precisely one component
during each of his moves: rank1 = 1.
2: In either a Büchi or a reachability game, Player 0 controls precisely one component
during each of his moves: rank0 = 1.
3: In either a Büchi or a reachability game, both players control at least two compo-
nents: rank0 > 1 and rank1 > 1.
For case 1 we have the following two lemmas.
Lemma 4.4.4
Let A1, . . . ,Ak, k > 1, be arenas Ai = (Vi, Ei) and let Fi ⊆ Vi. Let (b0, v0) be such that
rank1 = 1. Then Player 0 wins G = (‖,A1, . . . ,Ak,FRsync(F1, . . . , Fk)) from (b0, v0) iff
1) vi,0 ∈ AttrAi0 (Fi) for all i,
2) |{i | vi,0 /∈ AttrAi0 (Fi ∩V(0)i )}| ≤ 1,
3) and if b0 = 1 and vj,0 ∈ Fj ∩ V(1)j for some j, then vi,0 ∈ Fi for all i 6= j or
vj,0Ej ⊆ AttrAj0 (Fj).
Moreover, polynomial compositions for both players are computable in polynomial time.
The component games are reachability games and, in particular, positionally determined.
Before we prove the lemma, we introduce the following notation. We write SafeAp (F) =
V \AttrA1−p(F) for the winning region of Player p in the safety game (A, F), where
A = (V, E).
Proof. (⇒) We show that if one of the conditions is not met, Player 1 has a winning
strategy. If 1) is violated, then there exists i with vi,0 /∈ AttrAi0 (Fi). Hence Player 1
has a safety strategy for the set Fi from vi,0 precluding Player 0 from ever reaching
Fsync(F1, . . . , Fk).
Suppose constraint 2) is not met. Then there are two components i 6= j with vi,0 ∈
SafeAi1 (Fi ∩V(0)i ) and vj,0 ∈ Safe
Aj
1 (Fj ∩V(0)j ). Since rank1 = 1 and since k > 1, in any
position reachable from (b0, v0) the i-th or the j-th component are 0-components. Thus,
by playing his safety strategy on those two components, Player 1 can ensure that in
every position (b′, v′) we have v′i /∈ Fi or v′j /∈ Fj.
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Finally, if the third constraint is not met then then there exists some j with vj,0 ∈
Fj ∩ V(1)j and some i with vi,0 /∈ Fi, but vj,0Ej ∩ Safe
Aj
1 (Fj) 6= ∅. Hence, after his first
move, Player 1 can leave Fj, never to return.
(⇐) If conditions 1), 2) and 3) are all satisfied, then Player 0 has the following winning
strategy. Suppose, for the sake of argument, that (at least) positions v1,0, . . . , vk−1,0
satisfy vi,0 ∈ AttrAi0 (Fi ∩V(0)i ). Player 0 maintains a counter c with range JkK. Initially,
c = 1. In every turn Player 0 plays in component c according to his attractor strategy for
the set Fc ∩V(0)c . Note that Player 1 must answer in this component because he controls
only one component in his positions. If Fc ∩V(0)c is reached, Player 0 increments the
counter. Finally, c = k and Player 0 plays according to his attractor strategy for Fk. If
b0 = 0, it is evident that this is a winning strategy for Player 0. However, if b0 = 1, then
condition 3) ensures that either (b0, v0) ∈ Fsync(F1, . . . , Fk) or every neighbor position
of (b0, v0) still satisfies all three requirements. 
The following lemma makes an equivalent statement about Büchi games. The lemma
uses LTL-formulas to succinctly describe winning conditions in component games. We
will use this notation frequently throughout this section.
Lemma 4.4.5
Let A1, . . . ,Ak, where k > 1, be arenas with Ai = (Vi, Ei), and let Fi ⊆ Vi. Let
(b0, v0) be such that rank1 = 1. Then Player 0 wins the Büchi game G = (‖,
A1, . . . ,Ak,F Bsync(F1, . . . , Fk)) from (b0, v0) iff
1) vi,0 ∈ W (0)(Ai,F(V(0)i ∩ Fi) ∨ GF Fi) for all i,
2) |{i | vi,0 ∈ AttrAi0 (Fi ∩V(0)i )}| ≤ 1,
3) and vi,0 ∈ RecurAi0 (Fi) for some i.
Moreover, polynomial compositions for both players are computable in polynomial time.
The component games in the decomposition are positionally determined.
Proof. Before proving the characterization of the winning region, let us address the
positional determinacy of the component games. The three conditions use reachability,
Büchi and LTL-games. For the first two, positional determinacy is well known. The
third kind, games with winning condition of the form φ = F F ∨ GF F′, is less obvious.
Consider a game (A, φ) with such a winning condition. Evidently, a play that reaches
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F is won by Player 0. Therefore, modify A in the following way. For all v ∈ F, replace
all outgoing transitions with a self-loop. Formally, if A = (V, E) and F, F′ ⊆ V, then
define A′ = (V, E′) with E′ = (E \ F× V) ∪ {(v, v) | v ∈ F}. Clearly,W (0)(A, φ) =
W (0)(A′, φ). However,W (0)(A′, φ) =W (0)(A′, F ∪ F′), where the latter is interpreted
as a Büchi game. The claim now follows by noting that winning strategies translate
canonically between the three games. Let us turn to proving that the three conditions
characterize the winning region of Player 0 in G.
(⇐) Evidently, conditions 1), 2), and 3) above imply Lemma 4.4.4 conditions 1), 2), and
3). Moreover, if Player 0 plays according to the corresponding component winning
strategies, the resulting vertex from Fsync(F1, . . . , Fk) will again satisfy conditions 1)
and 2), and 3) above.
(⇒) Suppose 1) is not satisfied, say because of component i. Then by playing according
to his component winning strategy, Player 1 ensures that component i never visits
Fi ∩V(0)i and moreover, from some point onwards never visits Fi ∩V(1)i either. Clearly,
Player 1 wins the global game in this way. If 2) does not hold, we have two components
i 6= j, such that neither vi,0 ∈ AttrAi0 (Fi) nor vj,0 ∈ Attr
Aj
0 (Fj). Again, Player 1 wins by
playing the corresponding component-safety-strategies. Note that since rank1 = 1, at
any given position (b, v) at least one of i or j will be a 0-component. Hence, vi /∈ Fi
or vj /∈ Fj. Finally, if 3) is not satisfied, then vi,0 ∈ W (0)(Ai,FG¬Fi) for all i. In other
words, Player 1 wins the co-Büchi game (Ai, Fi) in every component. Clearly, this
implies that he wins. 
If, on the other hand, Player 0 controls only one component (i.e., case 2), the situation
is significantly easier.
Proposition 4.4.6
Let A1, . . . ,Ak, where k > 1, be arenas with Ai = (Vi, Ei), and let Fi ⊆ Vi. Let (b0, v0)
be such that rank0 = 1. Then Player 0 wins G = (‖,A1, . . . ,Ak,FRsync(F1, . . . , Fk))
from (b0, v0) iff
vi,0 /∈ Fi =⇒ (vi,0 ∈ V(0)i ∧ vi,0Ei ∩ Fi 6= ∅)
Moreover, polynomial compositions for both players are computable in polynomial time.
The component games are reachability games and, in particular, positionally determined.
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Proof. (⇒) If the condition is violated we find i with vi,0 /∈ Fi and vi,0 ∈ V(1)i or vi,0Ei ∩
Fi = ∅. It is evident that Player 1 wins if vi,0 ∈ V(1)i since rank1 = k− rank0 + 1 > 1.
Hence, let us suppose vi,0 ∈ V(0)i but vi,0Ei ∩ Fi = ∅. Then necessarily b0 = 0 and
Player 0 is forced to move to v′i ∈ V(1)i \ Fi. From here, again, Player 1 clearly wins.
(⇐) The condition ensures that if (b0, v0) /∈ Fsync(F1, . . . , Fk), then b0 = 0 and Player 0
can move into Fsync(F1, . . . , Fk) in one step. 
For Büchi games, we make the following observation:
Proposition 4.4.7
Let A1, . . . ,Ak, where k > 1, be arenas with Ai = (Vi, Ei), and let Fi ⊆ Vi. Let
(b0, v0) be such that rank0 = 1. Then Player 0 wins the Büchi game G = (‖,
A1, . . . ,Ak,F Bsync(F1, . . . , Fk)) from (b0, v0) iff vi,0 ∈ W (0)(Ai,G(V(1)i → Fi)) for all
i ∈ JkK.
Moreover, polynomial compositions for both players are computable in polynomial time.
The component games are safety games and, in particular, positionally determined.
Proof. (⇐) If vi,0 ∈ W (0)(Ai,G(V(1)i → Fi)) for all i, then it is evident that Player 0 wins
by playing the corresponding component strategies (during every move by Player 1,
all components are 1-components).
(⇒) If there exists i ∈ JkK with vi,0 /∈ W (0)(Ai,G(V(1)i → Fi)), then Player 1 can enforce
that component i visits a vertex vi ∈ V(1)i \ Fi. Since k > 1, Player 1 can choose to never
again play in component i and thereby win. 
We are thus left with case 3, where both Player 0 and Player 1 control at least two
components during their moves. We first consider reachability games, where we
exclude the trivial case that the initial position is already in Fsync(F1, . . . , Fk). We
separate the case, where the initial position is a Player 0 position from the case, where
it is a Player 1 position.
First, we consider the case that it is a Player 1 position. However, we now no longer
use pure reachability games to construct winning strategies for the players. Instead,
we use games with a temporal winning condition of low complexity. More precisely,
we call a game G = (A,W) a reachability game with safety constraint ifW is given
by an LTL-formula ϕ = SU F with sets S, F ⊆ VA. We have:
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Proposition 4.4.8
Every reachability game with safety constraint is determined with positional strategies.
Moreover, a winning strategies for both players can be computed in timeO(|VA|+ |EA|),
if they exist.
Proof. Let G = (A, SU F) with A = (V, E) and S, F ⊆ V. Now consider the arena
AS = (V, ES) with E = {(v, v′) | (v ∈ S ∧ (v, v′) ∈ E) ∨ (v /∈ S ∧ v′ = v)}, where
every edge leaving a state v /∈ S is replaced by a self-loop on v. Thus, a play which
visits v ∈ V \ S never reaches another state after v. Obviously, each player winsG from
v0 iff he wins the reachability game GS = (AS, F) from v0. Moreover, every winning
strategy in GS can be converted to a winning strategy in G. This proves the claim. 
Using reachability games with a safety constraint, we can now treat synchronized
reachability where both rank0 > 1 and rank1 > 1. As mentioned, we start with
vertices controlled by Player 1. There are three properties that characterize a winning
position for Player 0, provided the initial position is not already in Fsync(F1, . . . , Fk).
First, every Player 1 component i must be in Fi and Player 1 must not be able to leave
said component in such a way, that Player 0 cannot return to Fi. Second, every Player
0 component i that is not already in Fi must have a neighbor in Fi. Third, and finally,
there is at most one component from which Player 0 cannot win the reachability game
for Fi ∩ V(0)i with the safety constraint V(0)i ∪ Fi (Player 0 reaches a 0-state in Fi and
never visits a 1-state in FCi in the process). This is formalized in the following lemma.
Let φi = V
(0)
i ∪ Fi and ψi = V(0)i ∩ Fi.
Lemma 4.4.9
Let A1, . . . ,Ak, where k > 1, be arenas with Ai = (Vi, Ei), and let Fi ⊆ Vi. Player
0 wins the reachability game G = (‖,A1, . . . ,Ak,FRsync(F1, . . . , Fk)) from (1, v0) /∈
Fsync(F1, . . . , Fk) with rank0 > 1 and rank1 > 1 iff all of the following constraints are
met
1) vi,0 ∈ V(1)i =⇒ (vi,0 ∈ Fi ∧ ∀v′i ∈ vi,0Ei : v′i ∈ Fi ∨ v′iEi ∩ Fi 6= ∅)
2) vi,0 ∈ V(0)i \ Fi =⇒ vi,0Ei ∩ Fi 6= ∅
3) |{i | vi,0 /∈ W (0)(Ai, φi Uψi)}| ≤ 1
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Moreover, polynomial compositions for both players are computable in polynomial time.
The component games are reachability games with safety constraint and, in particular,
positionally determined.
Proof. (⇒) We show that if one of the constraints is not satisfied, Player 1 has a winning
strategy. Indeed, if 1) is violated, then there exists i with vi,0 ∈ V(1) and vi,0 /∈ Fi or
v′iEi ∩ Fi = ∅ for some v′i ∈ vi,0Ei. If vi,0 /∈ Fi then Player 1 obviously wins, as he
controls at least two components in each of his moves and can thus choose to leave
component i in state vi /∈ Fi indefinitely. Likewise, if v′i with the above properties exists,
then v′i /∈ Fi and no neighbor of v′i is in Fi. Hence, Player 1 can move to v′i and can then
prevent component i from ever reaching a state in Fi because he controls at least two
components.
If constraint 3) is not satisfied then there exist two components i 6= j, such that both
vi,0 /∈ W (0)(Ai, φi Uψi) and vj,0 /∈ W (0)(Aj, φj Uψj). This implies vi,0 /∈ Fi ∩V(0)i and
vj,0 /∈ Fj ∩V(0)j . Player 1 can ensure that, for each of these two positions, either a state
from V(1)i \ Fi (resp. V(1)j \ Fj) is visited or no state from V(0)i ∩ Fi (resp. V(0)j ∩ Fj) is
ever visited. Since there are two of these components, Player 1’s goal is to ensure that,
at any time, at least one of them is a 0-component. This would ensure that no vertex
from Fsync(F1, . . . , Fk) is visited. Formally, there are three cases:
1: Both i and j are 0-components: vi,0 ∈ V(0)i and vj,0 ∈ V(0)j .
In this case, Player 1 clearly wins, as he can ensure that at least one of i and j is
always a 0-component. Therefore, one component (namely i or j) is always in a
state not in the component-reachability set (Fi or Fj).
2: Component i, say, is a 0-component in (b0, v0): vi,0 ∈ V(0)i . Component j is a
1-component.
Player 1 moves in component j and can ensure, from that moment onwards, that
in every position (b, v) of the play, either i or j is a 0-component. If he plays
according to his component winning strategies, then moreover vi /∈ Fi or vj /∈ Fj
in every turn. Player 1 clearly wins.
3: Initially, both i and j are 1-components, that is, vi,0 ∈ V(1)i and vj,0 ∈ V(1)j .
Since (b0, v0) /∈ Fsync(F1, . . . , Fk), there must exist a component l with vl,0 /∈ Fl .
If vl,0 ∈ V(1)l then Player 1 clearly wins. Otherwise, vl,0 ∈ V(0)l . Player 1 first
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moves in component i (recall that Player 1 begins the game). Now there are two 0-
components (i and l) that are both not in their respective component-reachability
sets Fi and Fj. As long as Player 0 also moves in component i, Player 1 keeps
responding in that same component. If, on the other hand, Player 0 plays in any
other component, Player 1 moves in component j. He now clearly wins.
Finally, if 2) is not satisfied then Player 1 wins by |{i | vi ∈ V(1)i }| > 1.
(⇐) If all conditions are satisfied, Player 0 has the following winning strategy. Suppose
we are at a position (0, v′). Let I = {i | vi,0 ∈ W (0)(Ai, φi Uψi)}. Player 0 picks the
minimal j ∈ I, such that v′j ∈ V(0)j \ Fj and moves in this component according to the
component winning strategy. Observe that because rank0 > 1 and because |I| ≥ k− 1,
at least one such component is in a 0-state. However, it is possible that all such j already
satisfy v′j ∈ Fj. In this case we have two sub-cases:
1: There exists a component j /∈ I and v′j ∈ V(0)j . We choose a neighbor in v′jEj ∩ Fj
and win the play (since |I| ≥ k− 1, component jmust be the only one not in its
component-reachability set). Note that such a neighbor must exist: If j ∈ {i |
vi,0 ∈ V(0)i } then Player 0 has never moved in this component by the definition
of our strategy. In this case, 2) gives the desired result. If j /∈ {i | vi,0 ∈ V(0)i },
then Player 1 must have moved from vj,0 to v′j and, by assumption, j /∈ I, so
Player 0 will not have moved in this component so far. By item 3), this implies
v′jEj ∩ Fj 6= ∅.
2: I = JkK or v′j ∈ V(1)j for all j /∈ I.
In both cases we have v′j ∈ Fj. If I = JkK, then all l with v′l ∈ V(1)l clearly satisfy
v′l ∈ Fl . If j /∈ I and v′j ∈ V(1)j , then v′j ∈ Fj by 1).
We now show that the strategy thus defined, call it f , is a winning strategy for Player 0.
Let I be defined as above. Given a play pi, we define J(n) = {i ∈ I | pi(n)i ∈ V(0)i ∩ Fi}.
We have the following claim:
Claim
If pi is a play consistent with f , then for all n ∈ N one of the following cases applies:
i) There exists r < n with pi(r) ∈ Fsync(F1, . . . , Fk).
ii) All of the following conditions hold for all 0 ≤ r < n:
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I J(r) ⊆ J(r+ 1)
I For all i ∈ I \ J(r) and t ≤ r we have pi(t)i /∈ V(0)i ∩ Fi.
I If j /∈ I, then pi(r)j = vj,0 or pi(r)j ∈ vj,0Ej.
Proof. We prove this claim by induction on n. If n = 1, then ii) holds trivially, as no
move has yet been made. Hence, suppose the claim has been shown for n ∈ N, and
consider n+ 1. We may assume w.l.o.g. that pi(m) /∈ Fsync(F1, . . . , Fk) for all m ≤ n,
since otherwise there is nothing to show.
As Player 0 plays according to f , he plays in a component i that is not in V(0)i ∩ Fi.
Since pi(n) /∈ Fsync(F1, . . . , Fk) by assumption, there exists a component i with pi(n)i /∈
Fi. Observe, that this must be a 0-component. If pi(n) is a 0-vertex, Player 0 will play
in such a component and J(n) ⊆ J(n+ 1). If pi(n) is a 1-vertex, then J(n) ⊆ J(n+ 1)
for trivial reasons. To prove the second bulletin, let t ≤ n and consider pi(t)i. If
pi(t)i ∈ V(0)i ∩ Fi, then, by definition of f , Player 0 does not play in component i
until pi visits Fsync(F1, . . . , Fk). Hence, pi(n)i = pi(t)i. Finally, consider the third
bulletin. Let r < n. Since j /∈ I, by definition of f , Player 0 will only move in j, if
every component i ∈ I satisfies pi(r)i ∈ V(0)i ∩ Fi. By our analysis above, this implies
pi(r+ 1) ∈ Fsync(F1, . . . , Fk), contradicting our assumption. Hence if r < n, then Player
0 does not play in component j /∈ I in move pi(r). This means that in pi(n)we still have
pi(n)j = vj,0 or pi(n)j ∈ vj,0Ej. 
Using this claim, we can finish the proof that f is a winning strategy. If pi is consistent
with f , but never visits Fsync(F1, . . . , Fk) (i.e., is won by Player 1), then (J(n))n≥0 is
monotonically increasing. There exists some minimal n0 with J(n) = J(n + 1) for
all n ≥ n0. Suppose |J(n0)| = rank0. Then pi(n0) ∈ Fsync(F1, . . . , Fk). Indeed, every
0-component is in its component-reachability set, as J(n0) captures all 0-components.
Every 1-component is in its component-reachability set because of ii) (using the third
bulletin).
Now suppose have |J(n0)| < rank0. Then in every Player 0 position pi(n) for n ≥ n0
there must exist i /∈ J(n) with pi(n)i ∈ V(0)i . If i ∈ I, then by the second bulletin above
Player 0 has not reached V(0)i ∩ Fi yet. By consistency with f , Player 0 chooses the
minimal such i in each of his turns. Since there are only finitely many i ∈ I \ J(n), one
of them is chosen infinitely often by Player 0. This implies that for some n1 > n0 we
have J(n1) ) J(n1 − 1), a contradiction.
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Hence we must have that i /∈ J(n) implies i /∈ I. But then, by 3), i is unique and
moreover, by 1), 2) and the third bulletin above, Player 0 can win in one move. Again a
contradiction. 
For reachability games, this leaves us with the single case where the initial position
(0, v0) /∈ Fsync(F1, . . . , Fk); that is, Player 0 moves from the first position. Here, we
simply have to characterize the case that Player 0 moves into Fsync(F1, . . . , Fk) in one
move, or that he moves into a vertex (1, v) that fulfills all requirements of Lemma 4.4.9.
This is done in the next proposition.
Proposition 4.4.10
Let A1, . . . ,Ak, where k > 1, be arenas with Ai = (Vi, Ei), and let Fi ⊆ Vi. Player
0 wins G = (‖,A1, . . . ,Ak,Fsync(F1, . . . , Fk)) from (0, v) /∈ Fsync(F1, . . . , Fk) with
rank0 > 1 and rank1 > 1 iff one of the following two conditions applies.
1) Let I = {i | vi ∈ Fi}. Then |I| = k− 1, {i | vi ∈ V(1)i } ⊆ I and if j /∈ I, then
vjEj ∩ Fj 6= ∅
2) There exists j ∈ JkK with vj ∈ V(0)j , and there exists v′j ∈ vjEj such that (1, v−j, v′j)
satisfies the requirements of Lemma 4.4.9.
This concludes the proof of the statement about reachability games in Theorem 4.4.3.
It still remains to study case 3 for Büchi games.
In a Büchi game, the objective is to visit a set F infinitely often. In particular, the
objective is to find a suitable subset T ⊆ F, such that T can be visited from T a non-
trivial way. Here, non-trivial means that the set T should be visited after at least
one move. However, note that the proof of Lemma 4.4.9 crucially relies on the fact
that (1, v0) /∈ Fsync(F1, . . . , Fk). Of course, it is trivial to decide that such a vertex
belongs to the winning region of Player 0. But if we are interested in reachability
games where at least one move must be made4 before reaching the target set (we
call such reachability games +-reachability games), the statement above no longer
characterizes the winning region: The requirement |{i | vi,0 /∈ W (0)(Ai, φi Uψi)}| ≤ 1
is not necessary forwinning. Indeed, if |{i | vi,0 /∈ W (0)(Ai, φi Uψi)}| > 1 and (1, v0) ∈
Fsync(F1, . . . , Fk), then Player 1 can only ensure that no 0-position in Fsync(F1, . . . , Fk) is
4Recall the definition of AttrA,+p (F) in Section 1.3 on page 25.
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visited. In the situationwhere (b, v0) ∈ Fsync(F1, . . . , Fk), the following lemmaprovides
a characterization of winning with at least one move (recall that φi = V
(0)
i ∪ Fi).
Lemma 4.4.11
Let A1, . . . ,Ak, where k > 1, be arenas with Ai = (Vi, Ei), and let Fi ⊆ Vi. Player
0 wins the +-reachability game G = (‖,A1, . . . ,Ak,Fsync(F1, . . . , Fk)) from (b, v0) ∈
Fsync(F1, . . . , Fk) with rank0 > 1 and rank1 > 1 iff both of the following constraints are
satisfied.
1) If b = 0, then |{i | vi,0 ∈ V(0)i ∩W (0)(Ai,X φi)}| ≥ 1
2) If b = 1, then vi,0 ∈ V(1)i =⇒ (∀v′i ∈ vi,0Ei : v′i ∈ Fi ∨ v′iEi ∩ Fi 6= ∅)
Proof. (⇒) Suppose b = 0. Then by 1) at least one 0-component i satisfies vi,0 ∈
W (0)(Ai,X φi). Player 0 chooses that component and reaches Fsync(F1, . . . , Fk) imme-
diately. If b = 1, then Player 1 chooses an arbitrary i and moves. Call the resulting
compositional vertex v′. By 2), either v′ ∈ Fsync(F1, . . . , Fk) or Player 0 may choose the
same component i and move into Fsync(F1, . . . , Fk).
(⇐) If 1) is not satisfied, then we must have b = 0, and any successor v′ of v0 has a
component i with v′i ∈ V(1)i \ Fi. Evidently, Player 1 wins. If 2) is not satisfied, then
Player 1 moves first and may choose a component i and a successor v′i of vi,0 such that
v′i /∈ Fi and v′iEi ∩ Fi = ∅. 
To treat the remaining case rank0 > 1 and rank1 > 1 for Büchi games, let us first
characterize the winning region of Player 0 in a Büchi game. Recall from Section 1.3
that in a Büchi game G = (A, F), Player 0’s winning region isW (0)(G) = RecurA0 (F).
Let T ⊆ F be maximal with T ⊆ AttrA,+0 (T). The existence of a maximal such set
follows from the fact that all sets with this property are closed under union. Clearly,
RecurA0 (F) = Attr
A
0 (T). Moreover, T = RecurA0 (F) ∩ F; that is, T is precisely the part
of F that belongs to the winning region of Player 0. Using Lemma 4.4.11, we can
therefore characterize T for compositional games as follows.
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Lemma 4.4.12
LetA1, . . . ,Ak, where k > 1, be arenas withAi = (Vi, Ei), and let Fi ⊆ Vi. Player 0 wins
the Büchi gameG = (‖,A1, . . . ,Ak,F Bsync(F1, . . . , Fk)) from (b, v0) ∈ F Bsync(F1, . . . , Fk)
iff both
1) for all i with vi,0 ∈ V(1)i we have vi,0 ∈ W (0)(Ai, φi Uψi ∨ G φi)
2) and |{i | vi,0 ∈ W (0)(Ai,G φi)}| ≥ rank1.
Moreover, polynomial compositions for both players are computable in polynomial time.
The component games are positionally determined.
Proof. We first prove the positional determinacy of games of the form (A,XUY ∨GX).
Modify A = (V, E) as follows. Let B = (V, E′), where E′ = (E \ Y × V) ∪ {(v, v) |
v ∈ Y}. Informally, B is obtained by removing all transitions leaving vertices in Y and
replacing them with a self-loop. Then it is straightforward to see that (A,XUY ∨ GX)
is equivalent to the safety game (B,G(X ∪Y)); that is, the winning regions are identical
and positional winning strategies translate canonically.
(⇐) Conditions 1) and 2) imply conditions 1) and 2) from Lemma 4.4.11. Therefore,
Player 0 can play such that Fsync(F1, . . . , Fk) is eventually visited again. Moreover, he
can do so by playing according to the corresponding component winning strategies.
This ensures that conditions 1) and 2) still hold at the vertex (b′, v) ∈ Fsync(F1, . . . , Fk)
that is visited. The claim follows by induction.
(⇒) Suppose 1) is not satisfied. In this case, Player 1 has a component i, such that
vi,0 ∈ W (1)(Ai,¬(φi Uψi) ∧ F¬φi). During his first move, Player 1 moves in this
component. Note that if he plays according to his component winning strategy, the
neighbor v′ of vi,0 that he chooses must satisfy v′ ∈ V(0)i \ Fi. Hence, Player 0 must,
eventually, again play in component i. Player 1 continues this process until eventually
¬φi holds. This means that component i is in a state v ∈ V(1)i \ Fi. Player 1 clearly
wins. If 2) is not satisfied, then Player 1 can always return a component i to Player 0,
such that Player 1 wins F¬φi in component i. Thus, eventually, in some component j a
vertex from V(1)j \ Fj is visited. Player 1 wins. 
Lemma 4.4.12 describes RecurA0 (F) ∩ F, where F = Fsync(F1, . . . , Fk) and A = A1 ‖
· · · ‖ Ak. It is left to treat the attractor on RecurA0 (F) ∩ F. We use Lemma 4.4.9 and
Lemma 4.4.12. To do so, define FˆAi = Fi ∩ W (0)(Ai, φi Uψi ∨ G φi) and FˆBi = Fi ∩
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W (0)(Ai,G φi). We observe that FˆAi and FˆBi are computable in polynomial time. This
follows from the proof of positional determinacy given in the proof of Lemma 4.4.12.
Note that FˆBi ⊆ FˆAi .
The next lemma asserts that reaching any vertex in RecurA0 (F) ∩ F is equivalent
to reaching Fsync(FˆI(x1)1 , . . . , FˆI(xk)k ) for some suitable interpretation I : {x1, . . . , xk} →
{A, B} of the variables x1, . . . , xk.
Lemma 4.4.13
Let X = {x1, . . . , xk} be variables. Then (1, v0) is in the winning region of Player 0 in
the Büchi game G = (‖,A1, . . . ,Ak,F Bsync(F1, . . . , Fk)) iff there exists an interpretation
I : X→ {A, B} with |I−1(B)| ≥ rank1 such that Player 0 wins the reachability game for
Fsync(FˆI(x1)1 , . . . , FˆI(xk)k ) from (1, v0).
Proof. In the proof we use the following notation. Let φˆxi = V
(0)
i ∪ Fˆxi and ψˆxi =
V(0)i ∩ Fˆxi for x ∈ {A, B}. We let A = A1 ‖ · · · ‖ Ak and F = Fsync(F1, . . . , Fk). Write
T = RecurA0 (F) ∩ F. Letting I be the set of all interpretations I : X→ {A, B} as above,
the following equivalence holds by Lemma 4.4.12:
T =
⋃
I∈I
|I−1(B)|≥rank1
Fsync(FˆI(x1)1 , . . . , FˆI(xk)k )
In the proof, we characterize the attractor AttrA0 (T).
(⇐) Let I be an interpretation with |I−1(B)| ≥ rank1, such that Player 0 wins GI =
(A,Fsync(FˆI(x1)1 , . . . , FˆI(xk)k )) from (1, v0). He therefore has a strategy to reach a vertex
(b, v) ∈ Fsync(F1, . . . , Fk), such that |{i | vi ∈ W (0)(Ai,G φi)}| ≥ rank1, and such that
vi ∈ W (0)(Ai, φi Uψi ∨ G φi) for all i with vi,0 ∈ V(1)i . By Lemma 4.4.12, this implies
(1, v0) ∈ T.
(⇒) Suppose no such I exists. Then, for every I either |I−1(B)| < rank1 or Player 0 loses
the reachability game for Fsync(FˆI(x1)1 , . . . , FˆI(xk)k ). By Lemma 4.4.9 this is equivalent to
one of the following:
1) There exists a component i such that Player 1 enforces a visit to V(1)i \ FˆAi in at
most two moves with no visit to V(0)i ∩ FˆAi in between.
2) There exists a component i such that Player 1 enforces a visit to V(1)i \ FˆBi in at
most two moves with no visit to V(0)i ∩ FˆBi in between.
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3) There are at least two components i 6= j with both vi,0 /∈ W (0)(Ai, φˆI(xi)i U ψˆI(xi)i )
and vj,0 /∈ W (0)(Aj, φˆI(xj)j U ψˆ
I(xj)
j ).
Recall that FˆBi ⊆ FˆAi . As 1) implies that Player 1 already wins the safety game
Fsync(FˆA1 , . . . , FˆAk ), this means that 1) is a sufficient condition for Player 1 to win: he
can prevent Player 0 from ever reaching T. The same is true if item 3) holds with
I(xi) = I(xj) = A. Note that this holds for any interpretation I of the variables X. We
may thus assume that in every interpretation I, 1) does not hold and 3) does not hold
with both I(xi) = A and I(xj) = A. We will proceed under this assumption from now
on.
The intuitive outline of the remainder of the proof is the following. We define a
safety strategy for Player 1 in the reachability game GT = (A, T). To this end, we
consider the reachability game (A,Fsync(FˆI(x1)1 , . . . , FˆI(xk)k )) for every I. Player 0 loses
all of them by assumption. Thus 2) holds or 3) holds for every such I. We collect
all this information in two sets, J and K, defined below, and define corresponding
component winning strategies for Player 1. From the component winning strategies
we then compose a global strategy that prevents Player 0 from reaching T.
To use that any interpretation I that satisfies |I−1(B)| ≥ rank1 must also satisfy 2) or
3) (recall that we assume that 1) is not satisfied), let us write
J ={i | vi,0 /∈ W (0)(Ai, φˆBi U ψˆBi )}
K ={i | Player 1 can ensure V(1)i \ FˆBi in ≤ 2moves, while staying safe of V(0)i ∩ FˆBi }
Note that K ⊆ J. For every element i ∈ J there exists a strategy gJi that ensures
¬(φˆBi U ψˆBi ). Likewise, for every i ∈ K there exists a strategy gKi that ensures a visit to
V(1)i \ FˆBi in at most two moves with no visit to V(0)i ∩ FˆBi . For every i ∈ J let
gi =
gKi if i ∈ K,gJi otherwise.
If i /∈ J, then define gi as follows. If vi,0 /∈ W (0)(Ai, φˆAi U ψˆAi ), let gi be a corresponding
component winning strategy. Otherwise, let gi be an arbitrary component strategy.
We define the following total order on J. We write i  j if either
I i ∈ K but j /∈ K, or
I i ∈ K iff j ∈ K, and i ≤ j.
In other words, whenever i and j are both in K or both in J \ K, then  is simply
the canonical order of natural numbers. Otherwise, whichever of the two is in K is
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the smaller one. We now have all terminology to define a strategy g for Player 1 in
the reachability game GT = (A, T) (recall that T is the set of vertices that satisfy the
conditions from Lemma 4.4.12).
We describe the global strategy g as follows. Given (1, v), pick the -minimal i ∈ J,
such that vi ∈ V(1)i ∩ FˆBi . Then move according to gi. If vi ∈ V(0)i ∪ (V(1) \ FˆBi ) for all
i ∈ J, then pick i minimal with vi,0 /∈ W (0)(Ai, φˆAi U ψˆAi ). If no such i exists, then pick
an arbitrary i with vi ∈ V(1)i ∩ FˆI0(xi)i and play gi (observe that necessarily I0(xi) = A).
Finally, if not even vi ∈ V(1)i ∩ FˆI0(xi)i exists, then play an arbitrary gi.
We argue that this is a winning strategy for Player 1 in GT (and thereby in the Büchi
game). To prove that g is a winning strategy, let pi ∈ Cons(g) and suppose, towards a
contradiction, that n ∈ N is minimal with pi(n) ∈ T. Then there exists an interpretation
I0 such that pi(n) ∈ Fsync(FˆI0(x1)1 , . . . , FˆI0(xk)k ). Without loss of generality, assume that
|I−10 (B)| is minimal among all interpretations I that have this property. Let X = I−10 (B)
be the set of those i for which I0(xi) = B. Let i be the -minimal element of X ∩ J.
Observe that this is well-defined, since X ∩ J 6= ∅ holds by the assumption that Player
0 loses (A,Fsync(FˆI0(x1)1 , . . . , FˆI0(xk)k )).
We have two cases:
1: i ∈ K. In this event, Player 1 can prevent V(0)i ∩ FˆBi and, by assumption, reaches
V(1)i \ FˆBi within at most two moves. This also implies that V(1)i ∩ FˆBi is visited at
most once, namely in the initial position vi,0. Since (1, v0) is a Player 1 position,
and since i is -minimal by assumption, Player 1 will enter a vertex in V(1)i \ FˆBi
and thereby prevent reaching Fsync(FˆI0(x1)1 , . . . , FˆI0(xk)k ). Since I0 was chosen with
|I−10 (B)| minimal among all interpretations I with |I−1(B)| ≥ rank1 and pi(n) ∈
Fsync(FˆI(x1)1 , . . . , FˆI(xk)k ), this is a contradiction to pi(n) ∈ T.
2: i /∈ K. Then there must exist another j with vj,0 /∈ W (0)(Aj, φˆI0(xj)j U ψˆ
I0(xj)
j ). By
the definition of g, Player 1 plays in i first, if it is his component. Otherwise,
he plays in j. If neither is his component, he plays in some arbitrary other
component. Notice that this implies that the current position is not in T. It
follows by induction that any position reached in this way is either not in T, or
does not have component i in FˆBi , contradicting the minimality of |I−10 (B)|.
This concludes the proof that g is a winning strategy for Player 1. 
With Lemma 4.4.9 this immediately gives the following corollary.
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Corollary 4.4.14
Player 0 wins the Büchi game G = (‖,A1, . . . ,Ak,F Bsync(F1, . . . , Fk)) from (1, v0) iff
there exists an interpretation I : X→ {A, B} with |I−1(B)| ≥ rank1 such that
1) vi,0 ∈ V(1)i =⇒ (vi,0 ∈ FˆI(Xi)i ∧ ∀v′i ∈ vi,0Ei : v′i ∈ FˆI(Xi)i ∨ v′iEi ∩ FˆI(Xi)i 6= ∅)
2) vi,0 ∈ V(0)i \ FˆI(Xi)i =⇒ vi,0Ei ∩ FˆI(Xi)i 6= ∅
3) |{i | vi,0 /∈ W (0)(Ai, φˆI(Xi)i U ψˆI(Xi)i )}| ≤ 1
Moreover, polynomial compositions for both players are computable in polynomial time.
The component games are positionally determined.
Proof. The only statement left to prove is that polynomial compositions exist and can
be computed in polynomial time. For this, first recall that FˆAi and FˆBi can be computed
in polynomial time. The first part of the corollary asserts (combining Lemma 4.4.13
with Lemma 4.4.9) that the question of whether or not Player 0 wins the Büchi game is
determined by counting the number of a fixed choice of polynomial time decidable,
positionally determined component games that Player 0 wins. Moreover, both a polyno-
mial composition for Player 0 is computable from corresponding component winning
strategies (by Lemma 4.4.9 and Lemma 4.4.12), as well as a polynomial composition
for Player 1 (by Lemma 4.4.9 and the proof of Lemma 4.4.13). 
Again, the situation that Player 0 moves first (i.e., (0, v0) is the initial vertex), can
be treated in the same way as in Proposition 4.4.10. This concludes the proof of
Theorem 4.4.3. 
Theorem 4.4.1 and Theorem 4.4.3 give us a complexity bound on solving reachability
games on parallel products. To be more precise, consider the following two decision
problems. Let F ∈ {Floc,Fsync}.
Decision Problem 4.4.1 (PAR-REACH[F ])
Input: A1, . . . ,Ak and F1, . . . , Fk
Decide: Does Player 0 win G = (‖,A1, . . . ,Ak,FR(F1, . . . , Fk)).
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Decision Problem 4.4.2 (PAR-BUECHI[F ])
Input: A1, . . . ,Ak and F1, . . . , Fk
Decide: Does Player 0 win G = (‖,A1, . . . ,Ak,F B(F1, . . . , Fk)).
We have:
Corollary 4.4.15
LetF ∈ {Floc,Fsync}. Then PAR-REACH[F ] and PAR-BUECHI[F ] are Ptime-complete.
Proof. Ptime-hardness is trivial in both cases, as reachability games are already Ptime-
hard for explicit arenas [Grä11]. If F = Floc, then by Theorem 4.4.1 and Corollary 4.4.2
the reachability set is characterized by Ptime-decidable properties of the input. For
F = Fsync, the same result follows by combining all lemmas and corollaries in the
proof of Theorem 4.4.3. 
4.4.2. Games on Synchronized Products and Channel Systems
We turn to synchronized products and channel systems. Unlike the previous section,
where we provided methods for solving reachability and Büchi games, we now turn
to proving a lower bound for deciding the membership of a vertex in the winning
region of Player 0. For technical reasons, we will need the following notion. An
alternating Turing machineM = (Q∃,Q∀,Σ, Γ, q0,∆, F) is said to be bipartite, if for
every q ∈ Q = Q∃ ∪Q∀ and every (q, x, q′, x′, d) ∈ ∆ we have q ∈ Q∃ iff q′ ∈ Q∀. Note
that any alternating Turing machine may be transformed into an equivalent bipartite
alternating machine with only a linear increase in size. The runtime, likewise, also
increases atmost linearly and the space consumption is the same. LetF ∈ {Floc,Fsync}.
Decision Problem 4.4.3 (SYNC-REACH[F ])
Input: A1, . . . ,Ak, and F1, . . . , Fk
Decide: Does Player 0 win G = (⊗,A1, . . . ,Ak,FR(F1, . . . , Fk)).
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q, i q′, i+ d
γ,γ′
· · · γ · · ·
i
p(|w|)
Figure 4.7.: The reduction of an APspace Turing machine to a reachability game on a
synchronized product.
We can now prove the following theorem:
Theorem 4.4.16
SYNC-REACH[Floc] is Exptime-complete.
Proof. The upper bound SYNC-REACH[Floc] is trivial, for instance by constructing the
explicit arena in-memory and solving the game via an attractor computation. We
therefore focus on hardness.
To prove hardness, we use APspace = Exptime and reduce the halting problem of an
APspace-machine to SYNC-REACH[Floc]. Let thusM = (Q∃,Q∀,Σ, Γ, q0,∆, F) be an
alternating Turing machine. We may assumeM to be bipartite. We may furthermore
assume that F ⊆ Q∃. Let p be a polynomial space bound ofM and let w ∈ Σ∗ be an
input toM. During its computation on input w, the machineM will therefore not use
more than k := p(|w|) tape cells.
The intuition behind the reduction is to imitate the behavior ofM by a reachability
game on a synchronized product. We will introduce one arena for each tape cell
and one additional arena to keep track of the state ofM and of the head position.
The link between updating the state and updating the tape cells is established using
synchronization. Intuitively, Player 0 takes the role of Player ∃ in the alternating Turing
machineM. Likewise, Player 1 takes the role of ∀. The goal of Player 0 is thus to reach
an accepting configuration. The situation is depicted in Figure 4.7.
Let us turn to the formal reduction. We construct k + 1 arenas, AH,A1, . . . ,Ak,
where k = p(|w|) as defined above. We define arena AH first. Recall that Γ is the
tape alphabet ofM, which subsumes the input alphabet Σ ⊆ Γ. Letters in AH will
model the transition of the i-th tape cell from γ ∈ Γ to γ′ ∈ Γ. The alphabet of AH
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thus contains pairs of letters (γ,γ′) ∈ Γ2. Such a pair is used to modify the content
of one tape cell from its current content γ to γ′. Formally, for every i ∈ JkK we now
introduce a copy Γi := Γ× {i} of Γ. We will also require a transition cheati for every
i ∈ JkK, as we will see shortly. Define ΓH = ⋃ki=1(Γ2i ∪ {cheati}). For ease of notation
we write γi := (γ, i) for γ ∈ Γ. Now we may define AH = (QH, ΓH,∆H) by
QH =
(
(Q∃ ∪Q∀)× JkK) unionmulti {C, (⊥, p), (>, p) | p ∈ B}
and
∆H ={
(
(q, i),
(
γi,γ′i
)
, (q′, i′)
) | (q,γ, q′,γ′, d) ∈ ∆ and i+ d = i′}
∪{((q, i), x,C) | q ∈ F ∧ x ∈ ⋃ki=1 Γ2i }
∪{(C, cheati, (⊥, 0)) | i ∈ JkK} ∪ {(C, x, (>, 0)) | x ∈ ⋃ki=1 Γ2i }
∪{((>, p), x, (>, 1− p)), ((⊥, p), x, (⊥, 1− p)) | p ∈ B, x ∈ ΓH}
The partition of QH is given by Q
(0)
H = (Q∃ × JkK) ∪ {(⊥, p), (>, p) | p ∈ B}. In
particular, C ∈ Q(1)H .
Next, we turn to the arenas modeling the k tape cells. For every i ∈ JkK we define
Ai = (Qi, Γ2i ∪ {cheati},∆i) where
Qi = (Γ unionmulti {⊥0,⊥1})×B
and
∆i = {((γ, p), (γi,γ′i), (γ′, 1− p)) | γ ∈ Γ, p ∈ B}
∪ {((γ, p), (γ′i ,γ′′i ), (⊥p, 1− p)) | γ 6= γ′, p ∈ B}
∪ {((γ, 1), cheati, (⊥1, 0)) | γ ∈ Γ}
∪ {(⊥p, q), x, (⊥p, 1− q) | p, q ∈ B, x ∈ Γ2i ∪ {cheati}}
We let Q(0)i = Γ× {0} ∪ {(⊥p, 0) | p ∈ B}.
Before we proceed to define a winning condition for Player 0, let us study some
properties of the productAH ⊗A1⊗ · · · ⊗Ak. First, we observe that arenaAH ensures
that the state is always changed according to a valid transition ofM. However, theAH
cannot verify that a given transition is consistent with the tape content of the i-th tape
cell. Whenever one of the player makes an update to tape cell i, he chooses (γi,γ′i) for
some γ,γ′ ∈ Γ. The arena AH is oblivious to the contents of the i-th tape cell. If that
tape cell does not contain γ, the transition to a new state is inconsistent with the tape
content. The play no longer models a correct computation ofM.
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Making an illegal transition, or “cheating”, is something we need to detect and
punish accordingly. To do so, let us formalize the notion of cheating. Suppose at some
point the current vertex in AH is (q, i) and the vertex in Ai is (γi, p) (where p = 0 iff
q ∈ Q∃). If Player p now chooses a transition (γ′i ,γ′′i ) with γ′ 6= γ, we say Player p
cheats w.r.t. tape cell i. Note that Ai detects this situation and enters a “fail-state”,
namely ⊥p. This state records who cheated and stores this information indefinitely.
This leaves us with the task of punishing the cheating player.
In order to punish the cheating player, we look at their respective winning objectives.
Player 1 wants to prevent Player 0 from reaching his reachability set. The winning
condition we define below will take this fact into account by letting Player 0 win as
soon as Ai is in vertex (⊥1, p) for some i ∈ JkK and p ∈ B. If Player 0 cheats, on the
other hand, we need to prevent him from reaching his reachability set. This is where
the transition cheati comes into play. If Player 0 reaches a state q ∈ F through cheating,
the play will proceed to C afterwards. From this position, Player 1 can play cheati,
where i is the index of a tape cell in state ⊥0. This prevents Player 0 from reaching
>, which will be part of his reachability set. Observe that Player 1 has no incentive
to play cheati if Player 0 has not cheated. Doing so would immediately send Ai into
⊥1, thereby forcing the play into Player 0’s reachability set. Finally, note that the letter
cheati can only be played by Player 1, since it is only defined on Player 1 states.
To finish the definition of the game, define FH = {(>, 0), (>, 1)} and Fi = {⊥1} ×B
for i ∈ JkK. The initial position p0 is given by
p0 =
(
(q0, 0), (w1, 0), . . . , (wn, 0), (#, 0), . . . , (#, 0)
)
where we assume q0 ∈ Q∃ and w = w1 · · ·wn. Recall that we denote the blank symbol
by #. We claim that Player 0 wins G = (AH ⊗A1 ⊗ · · · ⊗ Ak,Floc(FH, F1, . . . , Fk)) iff
M accepts w.
First, let us suppose thatM accepts w. Then ∃ has a positional winning strategy
for the reachability game GM on the configuration graph ofM (recall the definition
of GM from Section 1.1 on page 20). Call this strategy f . For every configuration of
M we obtain a position in G in which no arena is in the fault state ⊥p. Therefore, as
long as neither player cheats, play prefixes in G translate canonically to play prefixes
in GM, and vice versa. In this way, we may treat f as a strategy in G. On positions
which contain a fault state ⊥p, f may behave arbitrarily. Note that Player 0 will not
cheat as long as he plays according to f . There are two cases:
1: Neither player cheats. Then by playing f , Player 0 will eventually reach a state
q ∈ F. From q ∈ F he can only move to C (recall that we assumed F ⊆ Q∃).
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Player 1 may either play a cheat transition or move to C. In the first case, since
Player 0 did not cheat by assumption, if Player 1 plays cheati, then Ai will be in
vertex (⊥1, 0) afterwards. Player 0 wins. Otherwise, Player 1 moves to (>, 0) in
AH and again Player 0 wins.
2: Player 1 cheats. Then for some i, the vertex in Ai will change to (⊥1, 0), whereby
Player 0 wins.
Now let us suppose that Player ∀ has a winning strategy g in GM. Again this
strategy translates to positions in G that are without fault state ⊥p. In particular, on
such positions Player 1will also not cheat if he plays consistent with g. If Player 0 cheats,
all positions from that point forth will contain a fault state ⊥0. On such positions g is
consistent with the following “mapping”:
g(x, y1, . . . , yk) =
cheati if x = C ∧ yi = (⊥0, 1),(γi,γ′i) if x = (q, i) ∧ yi = (γ, 1) ∧ ∃(q,γ, q′,γ′, d) ∈ ∆.
The specific behavior of g depends on the transition that is chosen in the second case
above. However, that behavior turns out to be irrelevant, as long as it results in a move
that is non-cheating. Again, there are two cases.
1: The play never reaches F. In this event Player 1 wins.
2: The play reaches F at some point. Then Player 0 must have cheated, since Player
∀winsGM and Player 1 plays g. ThereforeAi must be in vertex (⊥0, 1) for some
i when the play reaches C in AH (which happens inevitably once F has been
reached). Now Player 1 may play cheati and the play thus reaches a state from
{(⊥, 0)} × (Γ ∪ {(⊥0, 0)})× · · · (Γ ∪ {(⊥0, 0)}). Player 1 wins. 
Using Theorem 4.2.3, Theorem 4.2.4 and Proposition 4.2.2 we get:
Corollary 4.4.17
SYNC-REACH[Floc] is Exptime-complete, even if instances are restricted to the bounded
width fragment or the bounded degree fragment.
Observe that the synchronized product constructed in the proof of Theorem 4.4.16
yields a composite arena A and a reachability condition F that have the following
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property: For any play pi in A, if pi(n) ∈ F then also pi(n+ i) ∈ F for all n, i ∈ N. In
particular, whenever Player 0wins the gameG constructed in the proof as a reachability
game, he also wins it as a Büchi game. Define the following decision problem, where
again F ∈ {Floc,Fsync}.
Decision Problem 4.4.4 (SYNC-BUECHI[F ])
Input: A1, . . . ,Ak, and F1, . . . , Fk
Decide: Does Player 0 win G = (⊗,A1, . . . ,Ak,F B(F1, . . . , Fk))?
We get:
Corollary 4.4.18
SYNC-BUECHI[Floc] is Exptime-complete.
Turning to synchronized reachability, we can adapt the proof of Theorem 4.4.16 to
obtain the following result for synchronized reachability conditions.
Theorem 4.4.19
SYNC-REACH[Fsync] is Exptime-complete.
Proof. Before we proceed to prove the theorem, let us first analyze why the previous
construction fails in this case. In Theorem 4.4.16 we were able to let Player 0 win as
soon as Player 1 cheated. In this case, that is no longer possible, since the reachability
set has to be given as a cartesian product of reachability sets over all arenas. We require
some mechanism akin to the cheati-transitions, but for Player 0. Let us add this feature
to the construction.
Formally, we revisit the construction in the proof of Theorem 4.4.16 and define
ΓˆH = ΓH ∪⋃ki=1{vetoi}, as well as Γˆi = Γi ∪ {vetoi}. Next, we define
∆ˆH = ∆H ∪ {
(
(q, j), vetoi, (>, 1))
) | i, j ∈ JkK, q ∈ Q}
∆ˆi = ∆i ∪ {
(
(γ, 0), vetoi, (⊥0, 1)
) | γ ∈ Γ} ∪ {((⊥p, 0), vetoi, (⊥p, 1))}
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Now we define AˆH = (QH, ΓˆH, ∆ˆH) and Aˆi = (Qi, Γˆi, ∆ˆi), where QH and Qi are as in
the proof of Theorem 4.4.16.
Note that vetoi-transitions are only defined for 0-vertices. A transition labeled with
vetoi allows Player 0 to immediately enter (>, 1) in AˆH . The price is that Aˆi transitions
into state (⊥0, 1), unless it was in a fault state already. In this way, Player 0 may enter
(>, 1) immediately if Player 1 cheats, without entering a fault state in the process.
The reachability condition of Player 0 is given by FˆH = {(>, p) | p ∈ B} and
Fˆi = (Γ × B) ∪ {(⊥1, p) | p ∈ B}. Player 0 wins the reachability game G =
(AˆH ⊗ Aˆ1 ⊗ · · · ⊗ Aˆk,Fsync(FˆH, Fˆ1, . . . , Fˆk)) iffM accepts w ∈ Bˆ∗ (where w again
determines the initial position as in the proof of Theorem 4.4.16). The proof of this fact
is now completely analogous to Theorem 4.4.16. Observe that cheati-transitions are
still possible in our adapted construction, but are no longer necessary, since Player 0
cannot cheat if he wishes to reach Fsync(FH, F1, . . . , Fk). 
Again we have the following corollary:
Corollary 4.4.20
SYNC-REACH[Fsync] is Exptime-complete, even if restricted to the bounded width frag-
ment or the bounded degree fragment.
The proof once again also holds for Büchi games.
Corollary 4.4.21
SYNC-BUECHI[Fsync] is Exptime-complete.
Finally, let us turn to channel systems. Here, we have to consider a decision problem
that is parametrized, not just with the type of winning condition F , but also with the
maximal channel capacity d ∈ N.
Decision Problem 4.4.5 (CHANNEL-REACH-BOUND[d,F ])
Input: Channel system C = (A1, . . . ,Ak,Msg, c, cap) with cap(c) ≤ d for all c ∈ c,
and sets F1, . . . , Fk.
Decide: Does Player 0 win G = (⊗,A1, . . . ,Ak,FR(F1, . . . , Fk))?
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Likewise, for Büchi games on channel systems we define the equivalent decision
problem.
Decision Problem 4.4.6 (CHANNEL-BUECHI-BOUND[d,F ])
Input: Channel system C = (A1, . . . ,Ak,Msg, c, cap) with cap(c) ≤ d for all c ∈ c,
and sets F1, . . . , Fk.
Decide: Does Player 0 win G = (⊗,A1, . . . ,Ak,F B(F1, . . . , Fk))?
We now have the following result.
Theorem 4.4.22
For any fixed d ∈ N and for all F ∈ {Floc,Fsync}, CHANNEL-REACH-BOUND[d,F ]
and CHANNEL-BUECHI-BOUND[d,F ] are both Exptime-complete.
Proof. For membership in Exptime, we once again observe that we may construct the
explicit arena in memory. Since the channel capacity is bounded, the set of possible
channel configurations is polynomial per channel, namely O(|Msg|d). This means
that the explicit arena is exponential in size: it is a Cartesian product of polynomially
many arenas of polynomial size. Consequently, an Exptimemachine can construct this
arena and decide both reachability and Büchi condition in polynomial time (in the the
explicit arena). Altogether, this gives an Exptime algorithm.
Hardness follows from Corollary 4.2.6. 
We have seen that deciding reachability games on channel systems is Exptime-
complete if the capacity of every channel is bounded by a constant d ∈ N. It is natural
to ask what happens if we do not assume a set of bounded capacity channels. If we
allow infinite capacity channels, the problem of deciding the winner in a reachability
game is undecidable [BZ83]. If, on the other hand, we bound the capacity of every
channel by some finite, but arbitrarily large number, the problem of deciding reacha-
bility games becomes 2-Exptime-complete. This can be shown in a very similar way to
the undecidability result in [BZ83], by simulating the tape of an AExpspace-machine
in the channel of a suitable channel system. We do no elaborate further on this claim
here, as it is not essential to the problem of compositionality we study here.
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Now that we have established the complexity of deciding the winner of reachability
games on synchronized products, let us return to the question of finding polynomial
decompositions for the corresponding classes of games. Asmentioned at the beginning
of this chapter, a general decomposition theorem is unlikely to exist for these classes.
We now formalize this statement. First, we require the following lemma:
Lemma 4.4.23
For every fixed polynomial p, the following decision problem is in Pspace. Given a composite
game G = (⊗,A1, . . . ,Ak,F (F1, . . . , Fk)), where F ∈ {Floc,Fsync} and Fi ⊆ VAi for
1 ≤ i ≤ k, and a strategy machine S . Decide if S implements a winning strategy for Player
0 in G = (⊗,A1, . . . ,Ak,F (F1, . . . , Fk)) with space requirement bounded by p(‖G‖).
Proof. The proof of this fact uses Pspace = APtime. We define an alternating machine
M that accepts if S does not implement a winning strategy in G, or if S uses more
than m = p(∑ki=1 ‖Ai‖) tape cells. We describeM in terms of the reachability game
on its configuration graph. For this, let F = F (F1, . . . , Fk) and let A := A1 ⊗ · · · ⊗ Ak.
Write A = (V, E).
Let us set the stage for the APtimemachine. This requires a product construction of
the arena A and the memory tape contents of S . Given vertices v, v′ ∈ V and memory
tape contents w,w′ ∈ Bˆm, write (v,w) S−→ (v′,w′) if
I the memory tape content at the end of the iteration determined by (v,w) is w′,
I and, if v ∈ V(0), then moreover v′ is the output of S .
Now let A×S := (V × Bˆm, E×) with E× = {
(
(v,w), (v′,w′)
) | (v, v′) ∈ E ∧ (v,w) S−→
(v′,w′)}. Effectively, A× S drags along memory tape contents, as a play through A is
chosen. Note that A× S is also a solitaire arena. Player 0 can only play trivial moves.
Finally, observe that a pair (v,w) that describes an iteration in whichM uses more
than m tape cells has no outgoing edges.
Recall that Player ∃want to verify thatS exceeds the space boundm or thatS does not
implement a winning strategy. Either one of these claims can be verified by providing
a path through A× S . In the first case, the path has to end in a terminal vertex (v,w),
such that S would write to the (m+ 1)-th tape cell during the iteration starting from
(v,w). In the second case, ∃wants to verify that S is not a winning strategy. This can be
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proved by providing a path inA×S that has the form (v0, #m) ¬F−→∗ (v,w) ¬F−→∗ (v,w),
where ¬F−→∗ denotes the existence of a path that never visits F.
The product arena A × S has exponential size in ∑ki=1 ‖Ai‖. As a result, Player
∃ cannot simply provide such a path in an APtime Turing-machine. Hence, Player
∃ proceeds as follows. He first announces whether he wants to prove that S does
not implement a winning strategy or that S exceeds the space bound m. Suppose he
chooses the first. If his claim is valid, he will know a path that witnesses his claim in
the sense above. He then announces a pair (v1,w1) of which he claims: This pair is
reachable from (v0, #m)without visiting F and is furthermore on a loop (inA×S) that
does not visit F. Player ∀ responds by choosing which half of the claim he wants to
see verified. Depending on his choice, either ∃ now focuses on the path segment from
(v0, #m) to (v1,w1) or on the path from (v1,w1) to (v1,w1). Then Player ∃ provides a
position on the middle of this path and so forth.
Formally, the two players construct a sequence
〈t, (v,w)〉, (1, v1,w1, d1), . . . , (r, vr,wr, dr) (4.2)
Here, t ∈ {O,R} indicates ∃’s declaration of whether he wishes to prove that S exceeds
the space bound (t = O) or that S is not a winning strategy (t = R). Depending on
that choice, (v,w) is interpreted as either the memory tape content from which S
violates the space bound m, or the first vertex on the loop. The claim is then that there
exists a path with end-points (v0, #m) and (v,w). We call this the path-claim under
consideration. The path backing this claim (if it exists) is split into two (roughly) equal-
sized halves with each additional tuple in the sequence. The machineMmaintains the
beginning and end of the current path under consideration. Write [(v0S,w0S), (v0T,w0T)]
for the initial path-claim under consideration, [(v0, #m), (v,m)]. This constitutes the
setup of the decision process. Player ∃ has chosen which property he wants to verify
and what the endpoints of the initial path under consideration are.
Now, the two players proceed in rounds, where each round produces a tuple, as
in Equation (4.2). First, ∃ chooses (vi,wi) that halves the path under consideration
(given by [(vi−1S ,w
i−1
S ), (v
i−1
T ,w
i−1
T )]). Next, ∀ chooses di ∈ {1, 2} indicating which of
the halves he wants to verify – the first (di = 1), or the second (di = 2). The path under
consideration is updated accordingly, giving
[(vis,w
i
S), (v
i
T,w
i
T)] ∈ {[(vi−1S ,wi−1S ), (vi,wi)]︸ ︷︷ ︸
di=1
, [(vi,wi), (vi−1T ,w
i−1
T )]︸ ︷︷ ︸
di=2
}
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Finally, the counter keeps track of the number of pairs, so that the play can stop once
k := dlog(‖A× S‖)e configurations have been seen. This ensures a polynomial time
bound.
The machine terminates if the sequence above reaches a pair (r, vr,wr, dr), such
that (vr−1S ,w
r−1
S ), (vr,wr) and (v
r−1
T ,w
r−1
T ) are all adjacent, or if the counter exceeds k.
The first termination criterion is called adjacency termination, the second out-of-time
termination.
Our machineM terminates and rejects, if one of the following occurs:
I For some pair (vr,wr) we have vr ∈ F.
I The counter exceeds k.
I The termination criterion is adjacency termination with (vrT,wrT) = (v,w) (the
current end of the path is the position given initially by ∃), the initial choice by ∃
was to verify thatM uses more than mmemory-tape cells (t = O) and S does
not use more than mmemory tape cells from (v,w).
In all other cases of termination,M accepts. This completes the definition ofM.
To conclude, we prove the correctness of this construction. Observe first, that the
adjacency of pairs (v,w) and (v′,w′) in A × S can be verified in Pspace = APtime,
because S has a polynomial space bound (at least up to the point where ∃ proves that
it does not). If S violates the space bound, then Player ∃ knows a witnessing path.
If he chooses the vertices in Equation (4.2) according to this path, he evidently wins,
regardless of Player ∀’s choices. The same proof applies if S does not implement a
winning strategy.
Now suppose S implements a winning strategy and obeys the space bound m. In
this case, no path chosen by Player ∃ will witness a violation of either property. As a
result, there will always be at least one half of the path under consideration that is not
a valid path in A× S or visits F. Player ∀ may always pick this half. This implies that
if the play between ∃ and ∀ does not end because of adjacency-termination, it must be
ended by out-of-time termination or by Player ∃ selecting a pair of the form (vr,wr)
with vr ∈ F. In both casesM rejects. If the play ends by adjacency-termination, there
are several subcases to consider. If Player ∃ chose to verify that S does not implement
a winning strategy, then we arrive at a contradiction. Since Player ∀ always chose to
verify a half of the path under consideration that is invalid, then adjacency termination
indicates that neither a vertex from F has been seen, nor was there a gap in the path.
Hence, adjacency termination can only occur if S chose to verify that S uses more than
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m tape cells. In this event, the path may be valid (which it is as a result of adjacency-
termination), but the pair (v,w) at its end will not produce an iteration that writes to
memory-tape cell m+ 1. Hence,M rejects. 
We are almost ready to prove the main theorem of this section. First, we would like
to recall Definition 4.3.3. A polynomial composition is a mapping that assigns a poly-
nomially sized k-template and k component gamesG1, . . . ,Gk to a compositional game
G, such thatM is a composition of G1, . . . ,Gk, and for some choice S1, . . . ,Sk of com-
ponent winning strategies (given as strategy machines)M[S1, . . . ,Sk] has polynomial
size and latency in ‖G‖. If we weaken the last requirement, and allowM[S1, . . . ,Sk]
to have a polynomial space requirement (instead of a polynomial latency), then we
arrive at the notion of a poly-space composition. Note that poly-space compositions
are a generalization of poly-compositions.
Theorem 4.4.24
The classes of all synchronized (or channel system) reachability or Büchi games with local
or synchronized winning conditions admit poly-space compositions iff Pspace = Exptime.
Proof. (⇐) If Pspace = Exptime, a strategy machine with a polynomial space bound can
compute the entire (positional) winning strategy on the global arena from scratch in
every iteration.
(⇒) There exists a polynomial p, such that for every synchronized (channel system)
reachability game G there exists a strategy machineM of size ‖M‖ ≤ p(‖G‖) with
S(M) ≤ p(‖G‖). An NPspacemachine may guess such a strategy machine and, by
Lemma 4.4.23, may also verify in Pspace that it indeed implements a winning strategy.
The problem of deciding the winner in a reachability game on a synchronized product
is thus in NPspace. By Savitch’s theorem (Theorem 1.1.1), we haveNPspace = Pspace.
Since by Theorem 4.4.16 and Theorem 4.4.19 solving reachability and Büchi games
on synchronized products is Exptime-complete, this implies Exptime = Pspace. By
Theorem 4.4.22 the same holds for reachability and Büchi games on channel systems
of bounded capacity. 
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All games we have considered so far have a binary outcome: either Player 0 wins, or
Player 1 does. The subject of this chapter is quantitative games, where the outcome
is real-valued. Specifically, we study two extensions of parity games, mean-payoff
parity games andmean-penalty parity games [CHJ05, BMOU11b], where a real-valued
objective has to be maximized on top of satisfying the parity condition. In the case
of mean-payoff parity games, the real-valued payoff arises as the mean weight of the
edges seen in a play. For mean-penalty parity games, the real-valued payoff is the
average number of choices a strategy offers to the player at any given position in the
play (strategies that offer a number of choices instead of just a single one are called
permissive). The real-valued objective is also reflected at the strategy level. Instead
of winning strategies, one studies optimal strategies, achieving the highest possible
payoff, or ε-optimal strategies ensuring distance at most ε to the optimum. We study
strategy machine representations of (ε-)optimal strategies for both classes of games.
We first give a formal definition of quantitative games, optimal and ε-optimal strate-
gies. Consideringmean-payoff parity games, we give a structure theorem of (ε-)optimal
strategies, refining results from [CHJ05]. Using this, we construct an ε-optimal strat-
egy machine that has both latency and space requirement logarithmic in ε and the
arena A. We show that both complexities are optimal. Lifting these results to mean-
penalty parity games, we introduce non-deterministic strategy machines and construct
an ε-optimal non-deterministic strategy machine that again has latency and space
requirement logarithmic in ε, but linear in A, and has size polynomial in A.
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5.1. Basic Concepts in Quantitative Games
Let us present some preliminaries on quantitative games. We define the notion of
quantitative game and the related concepts of optimal and ε-optimal strategies. We
also relate these concepts to their qualitative counterparts.
Definition 5.1.1 (Quantitative Game)
A quantitative game is a tuple G = (A, ν) where
I A = (V, E) is an arena
I and ν : Vω → R is a payoff function.
A play pi ∈ Vω has payoff ν(pi). The objective of Player 0 is to maximize the payoff,
while the objective of Player 1 is to minimize it.
Note that games, as defined in Definition 1.2.2, are special cases of quantitative games
with im(ν) ⊆ B. Throughout this chapter, we refer to these games as qualitative
games.
Shortly after we introduced qualitative games in Section 1.2, we introduced the
notion of a winning strategy and the related concept of winning regions. Note that
this is no longer possible in the context of quantitative games. A play is not necessarily
“won” by either of the players. However, it makes sense to ask what value K ∈ R the
players can enforce. This leads to the notion of optimality.
Optimality is defined in terms of strategies. A strategy for Player p in a quantitative
game is defined just as in a qualitative game: it is a function f : V∗V(p) → V. Let
K ∈ R. A strategy f for Player 0 is K-enforcing from v ∈ V, if all plays pi consistent
with f that start in v satisfy ν(pi) ≥ K. We also say that f enforces value K. Likewise,
a Player 1 strategy g is K-enforcing from v if ν(pi) ≤ K for all consistent plays pi that
start in v.
The concept of a K-enforcing strategy leads to the question of what values of K admit
K-enforcing strategies. This, in turn, leads to the question of determinacy. We call
a quantitative game G = (A, ν) determined from v ∈ V, if it satisfies the following
equation:
sup
f∈Strat0(G)
inf
g∈Strat1(G)
ν(Outv( f , g)) = inf
g∈Strat1(G)
sup
f∈Strat0(G)
ν(Outv( f , g)) (5.1)
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In this event, a value K ∈ R exists that has the following property. For no ε > 0 can
any Player 0 strategy f enforce a value ≥ K+ ε. Likewise, for no ε > 0 can any Player 1
strategy enforce a value≤ K− ε. The number K is called the value ofG. It depends on
the initial vertex v ∈ V. We write ν(G, v) for the value of the corresponding pointed
game (cf. Section 1.2).
When introducing qualitative games, we defined the notion of a winning region. We
noted that it is a trap for the opposite player. Something similar can be done for regions
of equal payoff, provided the payoff function satisfies a certain property. LetG = (A, ν)
be a quantitative game with A = (V, E), and let ν : Vω → R. The payoff function ν
is prefix-invariant if ν(pi) = ν(pi[n,∞]) for all plays pi ∈ Paths(A) and all n ∈ N. By
extension, we call a game prefix-invariant, if its payoff function is prefix-invariant. All
quantitative games we consider in this chapter are prefix-invariant.
Proposition 5.1.1
Let G = (A, ν) be a prefix-invariant quantitative game. Let K ∈ R. Then the set
{v ∈ VA | ν(G, v) ≥ K} is a 1-trap (or empty) and the set {v ∈ VA | ν(G, v) ≤ K} is a
0-trap (or empty).
Proof. Suppose Player 1 could leave XK = {v ∈ VA | ν(G, v) ≥ K} 6= ∅ (if this set
is empty, there is nothing to show). Then he has a strategy f , that takes him from
v0 ∈ XK to a vertex from VA \ XK. For very vertex v ∈ VA \ XK Player 1 has a strategy
gv that ensures ν(pi) < K for all pi ∈ Cons(gv) that start in v. Hence, he could play f
until the play reaches a vertex v ∈ VA \ XK, and then play gv from that point onwards.
All plays pi consistent with this strategy can be decomposed as pi = xv · pi′, where
pi′ ∈ Cons(gv) starting with v for some v ∈ VA \ XK. Since ν is prefix-invariant, this
implies ν(pi) = ν(pi′) < K, and thus ν(G, v0) < K, a contradiction. The claim for
Player 0 is shown in the same way. 
Corollary 5.1.2
Let G = (A, ν) be a prefix-invariant quantitative game. Then, for every K ∈ R, the set
{v ∈ VA | ν(G, v) = K} is a subarena.
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Proof. It is sufficient to note that the intersection of a 0-trap and a 1-trap is always a
subarena. 
We may thus decompose the arena of a prefix-invariant quantitative game into
subarenas of equal value. Therefore, we may assume that all vertices in a prefix-
invariant game have equal value. This motivates the following definition: If G is
determined from every vertex with the same value K, we say it is determined with
value K. A strategy f for Player 0 is optimal, if it is K-enforcing for the value K of G.
Likewise, a Player 1 strategy g is optimal, if it is K-enforcing for the value K. While in
general the existence of optimal strategies is not guaranteed, all games we consider
in this chapter admit optimal strategies. Let ε > 0. A Player 0 strategy is ε-optimal if
ν(pi) ≥ K − ε for all consistent plays pi. Likewise, a Player 1 strategy in ε-optimal if
ν(pi) ≤ K+ ε for all consistent plays pi.
We recall the definition of mean-payoff games. These games are prefix-invariant and
admit optimal strategies. They were originally introduced in [EM79] and subsequently
studied in [ZP96].
Definition 5.1.2 (Mean-Payoff Game)
Let A = (V, E) be a finite arena and weight : E → Q a weight-function. Define a
payoff function ν by
ν(pi) = lim inf
n→∞
1
n
n
∑
i=1
weight(pii,pii+1)
The game G = (A, ν) is called a mean-payoff game. We usually write G =
(A,weight), since ν is uniquely determined by weight.
Mean-payoff games have been studied extensively. The complexity of computing the
value of a vertex is an important open questions. It is known to be inNP∩ co-NP [ZP96].
The following theorem summarizes the most important results about mean-payoff
games.
Theorem 5.1.3 (Ehrenfeucht, Mycielski, 1979)
Let G = (A,weight).
1) G is determined from every vertex v ∈ VA.
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2) Positional, optimal strategies exist for both players.
A proof can be found in [EM79]. We also note:
Proposition 5.1.4
Mean-payoff games are prefix-invariant.
Proof. LetA = (V, E) and let weight : E→ Q. Let pi be a play. Pick an arbitrary m ∈ N.
Then we have for all n ≥ m:
1
n
n
∑
i=1
weight(pii,pii+1) =
1
n
(
m−1
∑
i=1
weight(pii,pii+1) +
n
∑
i=m
weight(pii,pii+1)
)
=
1
n
m−1
∑
i=1
weight(pii,pii+1) +
n−m+ 1
n · (n−m+ 1)
n
∑
i=m
weight(pii,pii+1)
For n→ ∞ we see the following:
lim inf
n→∞

1
n
m−1
∑
i=1
weight(pii,pii+1)︸ ︷︷ ︸−−−→
n→∞ 0
+
n−m+ 1
n︸ ︷︷ ︸−−−→
n→∞ 1
· 1
n−m+ 1
n
∑
i=m
weight(pii,pii+1)

= lim inf
n→∞
1
n−m+ 1
n
∑
i=m
weight(pii,pii+1) = ν(pi[m,∞]) 
5.2. Mean-Payoff Parity Games
In this section, we consider mean-payoff parity games. Our goal is to derive a strategy
machine implementation of optimal and ε-optimal strategies. In order to construct
machines that are efficient, we require an understanding of the structure of optimal
and ε-optimal strategies in mean-payoff parity games. We therefore provide a structure
theorem of strategies on which we can build our strategy machine construction. The
structure theorem revisits the implicit construction of strategies from [CHJ05] and
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makes it explicit; that is, we derive an explicit description of ε-optimal and optimal
strategies.
Mean-payoff parity games are a generalization of classical parity games as they
combine both conditions: the player must not only satisfy the parity condition but
also raise the payoff as high as possible given this constraint. Formally, we have the
following [CHJ05]:
Definition 5.2.1 (Mean-Payoff Parity Game)
Let A = (V, E) be a finite arena, λ : V → N a parity coloring function and
weight : E→ Q a weight-function. The gain ρ(pi) of play pi is given by
ρ(pi) = lim inf
n→∞
1
n
n
∑
i=1
weight(pii,pii+1)
The payoff ν(pi) of pi is
ν(pi) =
ρ(pi) if min
(
Inf(λ(pi))
)
even,
−∞ otherwise.
(5.2)
A mean-payoff parity game is given by the tuple G = (A, ν). We usually write
G = (A,λ,weight).
In a mean-payoff parity game, the objective of Player 0 is thus to satisfy the parity
condition and raise the gain of a play at the same time. Thus, mean-payoff parity games
are an extension of parity games in terms of expressiveness. The memory requirement
of optimal strategies reflects this: In general, an optimal Player 0 strategy in a mean-
payoff parity game requires infinite memory. For ε-optimal strategies, finite memory
is sufficient, but grows as ε tends to zero. Note that mean-payoff games can be seen
as a subclass of mean-payoff parity games where the parity function λ assigns color
zero to every vertex. Therefore, mean-payoff parity games are also a generalization of
mean-payoff games.
For convenience, we recall the following facts about mean-payoff parity games,
established in [CHJ05].
Theorem 5.2.1 (Chatterje, Henzinger, Jurdziński, 2005)
1) Mean-payoff parity games are determined.
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2) In mean-payoff parity games, Player 0 has an infinite-memory optimal strategy,
whereas Player 1 has a finite-memory optimal strategy.
Moreover, the following proposition can be shown in a way similar to Proposition 5.1.4.
Proposition 5.2.2
Mean-payoff parity games are prefix-invariant.
The Structure of Optimal and ε-Optimal Strategies
Let us analyze optimal and ε-optimal strategies in mean-payoff parity games. The
existence of optimal and ε-optimal strategies is proved in [CHJ05] (with a new and
different proof given in [BMOU11a]). Constructions in both papers rely on the same
idea, which we describe subsequently.
In a mean-payoff parity game, to optimize his payoff, Player 0 has to fulfill both the
parity condition and increase the average of the weights seen along the play. In order
to satisfy the parity objective, he needs to ensure that the minimal color seen infinitely
often is even. In between visits to this color, he needs to raise the value of the play. We
are thus, conceptually, dealing with two strategies: one for the parity objective and one
for the payoff objective. The parity strategy is played less and less often, to ensure that
the average payoff of the play is sufficiently high. Calling the parity strategy g and the
payoff strategy f , we thus have a “pseudo strategy” of the form:
1) If the play-prefix reaches a power of two, play g for the parity condition.
2) Otherwise, play f to increase the payoff.
Of course, this does not tell us how long we have to play the parity strategy. We ignore
this problem for now. Instead, we observe that combining two strategies in this way is
not sufficient to ensure an optimal strategy. To this end, we consider an example.
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2
3
0
1 81
0
2 1 0
2 1
Figure 5.1.: AMean-Payoff Parity Game
Example 5.2.2
Consider the mean-payoff parity game given in Figure 5.1. Suppose the player
who controls circle vertices is Player 0; that is, he has to satisfy both the parity
condition and maximize the payoff. We may identify vertices with their color. The
value of the game is 1 from every vertex.
Player 0 cannot enforce a visit to the minimal color 0 of the game. However, his
mean-payoff strategy f depends on whether or not 0 is visited infinitely often: if
Player 0 chooses the left branch from vertex 3 infinitely often, he will play optimally
only if Player 1 chooses to move to 0 infinitely often. Likewise, the right branch is
optimal only if Player 1 chooses to visit zero only finitely many times. This implies
that there cannot be a single mean-payoff strategy for Player 0. He has to use two
mean-payoff strategies and pick the correct one based on Player 1’s behavior.
The following strategy, however, is optimal. Player 0 maintains a bit b indicating
whether Player 1 has visited 0 “recently” (b = 1) or whether he did not (b = 0). If
b = 1, Player 0 chooses to play the left branch from 3. If b = 0, he plays the right
branch. The bit b is reset to 0 every time the play reaches 2.
The example shows that, in general, more than one mean-payoff strategy is needed
to implement an optimal strategy. Observe that the optimal strategy outlined in the
example uses a memory, the bit b, to choose which mean-payoff strategy to play. This
bit is reset after every turn. Thereby, the strategy ensures that Player 1 cannot trick
Player 0 into getting stuck in the wrongmean-payoff strategy from some point onwards.
The idea of using a memory that is reset every now and again can be turned into an
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explicit strategy description.
We now turn to studying the structure of optimal and ε-optimal strategies in mean-
payoff parity games. We first present a notion of combining a given number of po-
sitional strategies into a single strategy. Later, we show under what conditions this
strategy is optimal (resp. ε-optimal). The structure of our composition-operator is
such that a strategy machine, given the arguments to the operator, can simulate the
resulting strategy efficiently.
To describe the composition-operator, let us fix an arena. Suppose A = (V, E,λ)
is an arena with coloring function λ. Assume there are d even colors in A. The
composition-operator takes the following arguments:
I 2d positional strategies f1, g1, . . . , fd, gd,
I a threshold function τ : V → JdK used to select strategies (based on the number
of an even color, not the color itself),
I and a number N ∈ N∪ {∞} describing the “precision” of the resulting strategy.
We now describe a way of constructing a strategy from these arguments. We write
[ f , g, τ]N for the composition of f , g under τ with precision N. The word “precision”
is to be understood in the context of ε-optimal strategies. Our construction below
is such that for larger and larger values of N, the resulting strategy is ε-optimal for
smaller and smaller values of ε. In the limit (i.e., N = ∞), the strategy is even optimal.
Before formally defining the semantics of [ f , g, τ]N , let us give an intuition of how the
operator is applied in the context of mean-payoff parity games. The tuple f of strategies
can be thought of as an ordered collection of mean-payoff strategies. Likewise, the
tuple g is an ordered tuple of parity strategies. We have two tuples, each with d entries,
where d is the number of even colors in A. The idea is that the choice of payoff and
parity strategy depends on Player 1’s choice of what minimal color we may enforce.
Note that even if we can enforce an even minimal color, the choice of which color may
be up to Player 1 to decide. Also, enforcing a small even color naively may come at
the price of a reduced payoff. To take all of these intricacies into account, we use the
threshold function τ. This function tells us which pair ( ft, gt) of positional strategies
to use. More specifically, τ(v) = r signals that the play is currently at a position in
the attractor for color cr. Finally, the precision N of the strategy tunes how often we
“switch” between gt and ft. We are being intentionally vague on the subject of when
to play ft and when to play gt. This will become apparent shortly, when we make the
construction formally precise.
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To define the formal semantics of [ f , g, τ]N , we describe a (possibly infinite state)
Mealy automatonM = (M,V,m0, upd, out). Then the function fM implemented byM
gives the desired semantics. Note thatM depends on f , g,τ and N. To constructM, let
us start by describing the set of memory states M. Recall that d is the number of even
colors in A. Let M = BN × JdK× λ(V). The memory consists of a binary counter (the
first component), a set of threshold values (the second component) and a the set of all
possible colors in A (the third component). Given a memory state (x, t, c) ∈ M, the
first component x is thus referred to as the counter value, the second component is
referred to as the threshold and the third component is the stored color. Subsequently,
we define the update of each component in turn.
The first and maybe most straightforward component of the memory is the binary
counter. It is simply incremented every turn, dropping a possible carry bit. To formally
define the counter update, recall that bin(x) ∈ N0 is the interpretation of x ∈ B∗ as
a natural number. Likewise, (n)2 is the binary representation of the natural number
n ∈ N0 (cf. Section 1.1). With this notation, the counter is updated from x to (bin(x) +
1 mod 2N)2 if N 6= ∞. Recall that the set B∞ is defined as B∞ = B∗ ∪Bω (cf. Section
1.1) and therefore also includes infinite words. However, since all our memory states
are finitely representable, it is sufficient to simply assume M = B∗ × JdK× λ(V) in
this case. As this is a natural restriction, we do not adapt our notation to reflect it. We
give the memory update of x as (bin(x) + 1)2 in the case N = ∞.
The second component, the threshold t, stores the lowest threshold (i.e., value of
τ) seen since the last “reset” (defined shortly). As soon as the play enters a vertex v
with τ(v) < t for the current threshold t, the threshold is adjusted to the new value
t′ := τ(v). After 2N steps (i.e., whenever x overflows from 1N to 0N) we reset t := τ(v)
to the highest possible threshold. Note the “highest possible” threshold must be τ(v)
for the vertex v that is visited during the reset. In the event that N = ∞, the counter x
is never reset to 0. However, the counter still overflows, namely after 2, 4, 8, 16, 32, . . .
steps. We use these points to reset the threshold.
Finally, the stored color c records the least color seen since we last reset the threshold.
Formally, whenever the play visits v with λ(v) < c, the stored color is updated to
λ(v). At a reset (i.e., when x overflows), the stored color is reset to the largest possible
value. Again, this value is λ(v) for the vertex v that is visited during the reset. Note
that because we reset c whenever x overflows, the description has a formal meaning
regardless of whether N ∈ N or N = ∞. Summing up, we have the following memory
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update upd : M×V → M if N ∈ N.
upd
(
(x, t, c), v
)
=
(x+ 1,min{t, τ(v)},min{c,λ(v)}) if (x)2 < 2N − 1,(0, τ(v),λ(v)) otherwise.
If N = ∞, the memory update is:
upd
(
(x, t, c), v
)
=
(x+ 1, τ(v),λ(v)) ∃n ∈ N : (x)2 = 2n − 1,(x+ 1,min{t, τ(v)},min{c,λ(v)}) otherwise.
We have described thememory update ofM. It remains to define the output function.
Here, we again use the threshold t and the stored color c. More precisely, if the current
memory state is (x, t, c), then the threshold selects the pair ( ft, gt) of strategies, as
given by f and g. Recall that the intuition is to have the threshold depend on the lowest
color that Player 1 has “allowed” us to visit since the last reset. By allowing, we of
course mean that Player 1 has steered the play into a region where a visit to a small
color is possible. This in itself does not guarantee a visit to that color. Here the two
strategies ft and gt come into play. Recall that our intuition is that ft is a mean-payoff
strategy and gt is a parity strategy. When do we play gt and when do we play ft?
To decide which of the two strategies ft and gt to play, we use the stored color
c. Intuitively, we play gt until the lowest color that we can reach according to the
current position in the play has been reached. Formally, suppose the even colors are
c1 < · · · < cd. If c ≤ ct, where t is the current threshold, ft is played. Otherwise, gt
is played. Observe how this relates to the intuitive description we gave before: ct is
the lowest even color we can ensure if the threshold is t, and we play gt until we have
achieved that goal. Afterwards, we return to ft to increase our payoff.
Formally we have the following next move function out : M×V → V.
out
(
(x, t, c), v
)
=
 ft(v) c ≤ ctgt(v) ct < c (5.3)
This concludes the definition ofM and thus of [ f , g, τ]N .
We referred to the parameter N as the “precision” of the strategy. Observe that
N essentially controls how frequently we reset the threshold and the stored color.
After we have reset these values, we play a parity strategy every time the threshold
is decreased. This can happen at most d times. Moreover, it is intuitively clear that
the number of steps each gt is played is bounded: it only depends on A, not on N.
The remainder of the time – that is, whenever we do not play a parity strategy gt –
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we increase the mean payoff of the play by playing ft for some t. The larger N is, the
larger is also this proportion of our play invested in increasing the payoff. Hence the
intuition that N adjusts the precision. To make all of this precise, we proceed with the
structure theorem announced at the beginning of this section.
Theorem 5.2.3
Let G = (A,λ,weight) be a mean-payoff parity game with n vertices and r colors, d
of which are even. Define W = maxe∈E |weight(e)| to be the maximal absolute value
of the weight of an edge. There exist d-tuples of positional strategies f and g, as well
as a threshold function τ : V → JdK, such that [ f , g, τ]N is ( 4rn2N W)-optimal for every
log2(2rn) < N ∈ N, and optimal if N = ∞.
For the proof, let us fix a mean-payoff parity game G = (A,λ,weight), where A =
(V, E). As in Theorem 5.2.3 we assume that G has precisely d even colors out of a total
of r colors, and thatW = maxe∈E |weight(e)| denotes the maximal absolute weight of
an edge. Denote by n = |V| the number of vertices in A. Recall from Proposition 5.1.1
and Corollary 5.1.2 that regions of equal payoff are subarenas. We may therefore
assume that ν(G, v) = K for all v ∈ V and that K > −∞. Note that if ν(G, v) = −∞,
then any strategy is optimal. In particular, Theorem 5.2.3 holds trivially in this case.
The functionweightmaps edges to numbers. As a consequence, the technical notation
can be simplified if we treat plays as sequences of incident edges instead of adjacent
vertices: a play v1v2v3v4 · · · ∈ Vω becomes (v1, v2)(v2, v3)(v3, v4) · · · ∈ Eω. This
requires some new notation that we introduce now. Given e = (v, v′) ∈ E, we write
src(e) = v and dst(e) = v′. We use weight on sequences of edges in the natural way,
letting weight(e1 · · · el) = ∑li=1 weight(ei).
Before we prove the theorem, we give an intuitive outline of the proof. We proceed
by induction on the number r of colors. Depending on the parity of the least color cmin
in A, we consider subarenas of A to which we can apply the induction hypothesis.
The situation is depicted in Figure 5.2. Let us consider the cases that cmin is even and
that cmin is odd separately.
If cmin is even, then we let B = V \AttrA0 (cmin). Note that we find suitable positional
strategies on B by induction. A play can only leave B if Player 1 allows it. In this event,
Player 0 attracts the play to cmin and then plays an optimal mean-payoff strategy on
A. This requires an attractor strategy g that enforces a visit to cmin and a mean-payoff
strategy that enforces K. This adds another pair ( f , g) of positional strategies to the
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AB
λ−1(0)
AttrA0 (λ−1(0))
(a) cmin = minv∈V λ(v) = 0
Xm
Xm−1
X1
Ym
Ym−1
Y1
...
λ −1
(1)
T0
Tm
Tm−1...
T1
(b) cmin = minv∈V λ(v) = 1
Figure 5.2.: The decomposition in the induction step.
tuples f and gwe find on B by induction. The threshold is reset at some point to ensure
we play the strategy obtained from the induction hypothesis if the play remains in B
from some point onwards.
If, on the other hand, cmin is odd, then Player 0 must be able to ensure that from some
point onwards, the play does not visit cmin anymore. The arena A can thus be sliced
into several subarenas T0, T1, . . ., such that in Ti Player 0 can ensure, while securing
the optimal payoff, that the play visits cmin at most i times. Notice that if a vertex in
Ti has color cmin, then Player 0 can ensure to visit this vertex at most once, thereafter
owing Player 1 at most i− 1 visits to cmin. Thus, each Ti can again be divided into a
part from which a visit to Tj for j < i can be enforced and a part in which cmin does not
occur at all. The first part is treated by induction. The latter part is dealt with using
an attractor strategy. As we will see, all arenas are disjoint. Hence the corresponding
strategies that are obtained by induction can be extended to strategies on all of A.
Notice that new strategies (other than the ones obtained by induction) are added
only if cmin is even. This is the reason why the number of strategies in the tuples f and
g is equal to the number of even colors.
Let us turn to the formal proof of Theorem5.2.3. The following lemma is instrumental.
Its proof follows the intuition above. In the lemma, N ∈ N is finite. The case N = ∞,
allowed in the statement of Theorem 5.2.3, can also be shown using the lemma.
Lemma 5.2.4
Let G, r, d, n andW be as above. Let log2(2rn) < N ∈ N. There exist f , g, τ such that
every play pi consistent with [ f , g, τ]N satisfies:
1) The minimal color occurring infinitely often in pi is even.
149
5. Quantitative Games
2) If pi = x1x2x3 · · · with |xi| = 2N and if p is an infix of xi for some i with |p| > 2rn,
then
weight(p) ≥ (|p| − 2rn)K− 2rnW (5.4)
Proof. We prove Lemma 5.2.4 by induction on the number r of colors (both even and
odd). If r = 1, then λ ≡ 0, because K > −∞. In this case the claim follows from the
following, stronger proposition:
Proposition 5.2.5
Let G = (A,weight), where A = (V, E), be a mean-payoff game with ν(G, v) ≥ K for
all v ∈ V, and writeW = maxe∈E |weight(e)|. Let f be a positional, optimal strategy for
Player 0 inG. Suppose p is a play infix of length |p| > |V| that is consistent with f . Then
weight(p) ≥ (|p| − |V|)K−W · |V|
Proof. Let p = e1 · · · el be an infix of length l > |V| consistent with f . For every
cycle u = u1 · · · uh with dst(uh) = src(u1) of length h consistent with f we must have
weight(u) = ∑hi=1 weight(ui) ≥ hK. We pick i < j such that src(ei) = dst(ej) and let
u(1) = ei · · · ej. Define p(1) = e1 · · · ei−1 · ej+1 · · · el . Now weight(p) = weight(p(1)) +
weight(u(1)). Either |p(1)| ≤ |V| or we may repeat the procedure with p(1) in place of
p. We end up with a decomposition weight(p) = weight(u(1)) + weight(u(2)) + · · ·+
weight(u(m)) + weight(p(m)) with |p(m)| ≤ |V|. For each u(i) we have weight(u(i)) ≥
|u(i)| · K. Hence weight(p) ≥ K · (∑mi=1 |u(i)|)−W · |p(m)|. Also |p| = |u(1)|+ |u(2)|+
· · ·+ |u(m)|+ |p(m)|, whereby∑mi=1 |ui| = |p|− |p(m)|. The claim follows by substituting
|V| for |p(m)|. 
Now suppose there are r+ 1 colors and the claim has already been shown for games
with r colors. Let c1 < · · · < cd be the even colors in G. We first treat the case that
minv∈V λ(v) = c1 is even. Write A = AttrA0 (λ−1(c1)) and let B = V \ A. The situation
is depicted in Figure 5.2a. By induction, we obtain fc2 , . . . , fcd , gc2 , . . . , gcd as well as
τB : B → {2, . . . , d} on B. Now pick an arbitrary positional mean-payoff strategy f1
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securing the value K from every v ∈ V. We define g1 to coincide with f1 on B and to
attract to λ−1(c1) on A. We let τ(v) = τB(v) for all v ∈ B and τ(v) = 1 for v ∈ A.
It remains to prove that Equation 5.4 holds. If pi is consistent with h = [ f , g, τ]N ,
then there are two possibilities. If pi visits A only finitely many times, then the minimal
color seen infinitely often is even by induction: after every reset [ f , g, τ]N coincides
with the induction strategy until the play visits A. If A is visited infinitely often, on the
other hand, the token is attracted to λ−1(c1) infinitely often. In both cases the minimal
color seen infinitely often is even.
Now let pi = x1x2 · · · with |xi| = 2N and let p be an infix of xi for some i ≥ 1with
l := |p| > 2(r+ 1)n. There are three possibilities:
1: The play infix xi does not visit A or only visits A after p. This case follows by
induction.
2: The play infix xi visits A before the infix p. Formally, xi = u · p · q and u visits A.
This case follows from Proposition 5.2.5, as p is played according to g1 and then
f1. Clearly, g1 is played for no more than n moves: it is an attractor strategy. This
implies that f1 is played for at least |p| − nmoves. Using Proposition 5.2.5, we
thus have
weight(p) ≥− nW + (|p| − n− n)K− nW
= (|p| − 2n)K− 2nW
≥ (|p| − 2(r+ 1)n)K− 2(r+ 1)nW
3: The play infix xi visits A for the first time in during p. We treat this case in more
detail now.
Write p = e1 · · · el . We have to consider the case where ei ∈ B× A for i ≥ 1minimal.
Writeweight(p) = weight(e1 · · · ei−1)+weight(ei · · · el). We again distinguish two cases:
i ≤ 2rn+ 1 and i > 2rn+ 1.
If i ≤ 2rn + 1, then it is sufficient to bound weight(e1 · · · ei−1) ≥ −2rnW. The
suffix ei · · · el has length l − i+ 1. Since i ≤ 2rn+ 1 this gives l − i+ 1 ≥ l − 2rn >
2(r+ 1)n− 2rn = 2n. Edge ei is not played according to any Player 0 strategy (it must
be played by Player 1). We thus bound weight(ei) ≥ −W. The remainder, ei+1 · · · el ,
is at first played according to g1. This is done for at most n− 1 edges, which leaves
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a suffix of length > n. We may thus apply Proposition 5.2.5 to this suffix and get
weight(ei · · · el) ≥ −W − (n− 1)W + (l − i+ 1− n− n)K− nW. In total:
weight(p) =weight(e1 · · · ei−1) + weight(ei) + weight(ei+1 · · · el)
≥ − (i− 1)W − nW + (l − i+ 1− 2n)K− nW
≥ − 2(r+ 1)nW + (l − 2rn− 2n)K
= − 2(r+ 1)nW + (l − 2(r+ 1)n)K
If now i > 2rn+ 1 we consider two subcases: (l − i+ 1) ≤ 2n and (l − i+ 1) > 2n. In
the first case, since i− 1 = l − (l − i)− 1:
weight(p) =weight(e1 · · · ei−1) + weight(ei · · · el)
≥ (l − (l − i)− 1− 2rn)K− 2rnW − (l − i+ 1)W
≥ (l − 2n− 2rn)K− 2rnW − 2nW
= (l − 2(r+ 1)n)K − 2(r+ 1)nW
Finally, suppose (l − i+ 1) > 2n. We again apply Proposition 5.2.5.
weight(p) ≥weight(e1 · · · ei−1) + weight(ei) + weight(ei+1 · · · el)
≥ (i− 1− 2rn)K− 2rnW −W − (n− 1)W + (l − i− 2n)K− nW
= (l − 2(r+ 1)n)K − 2(r+ 1)nW
This concludes the induction step for the case whereminv∈V λ(v) is even.
We are left with the case where minv∈V λ(v) = o < c1 is odd. We again partition
V. This time the decomposition is guided by the observation that Player 0 need only
suffer a finite number of visits to vertices of color o. We will slice the arena into parts
Ti ⊆ V from which Player 0 can ensure, while securing the optimal value K, that no
more than i visits to o are made. Write Optp for the set of optimal Player p strategies.
In other words, if f ∈ Opt0, then ν(pi) ≥ K for all pi ∈ Cons( f ). Recall that we write
Consv( f ) for all plays consistent with f that start in v. For every i ∈ N, define:
Ti = {v ∈ V | ∃ f ∈ Opt0 ∀pi ∈ Consv( f ) : |{j ∈ N | λ(pij) = o}| ≤ i} \
i−1⋃
j=0
Tj (5.5)
The decomposition is illustrated in Figure 5.2b.
It is intuitively clear that the sequence of sets (Ti)i≥0 must exhaust the set V; that is,
V =
⋃
i≥0 Ti. We now give a formal proof of this fact by showing that for some m ∈ N
we have V =
⋃m
i=0 Ti.
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We consider the set Cons( f ) of all plays consistent with a Player p strategy f . This
set can be thought of as a tree t f ⊆ V∗ (cf. Section 1.1, pp. 18). The tree has the
following property. Every w ∈ t f with last letter last(w) ∈ V(1−p) branches into
precisely γout(last(v)) successors in t f , namely w · v1, . . . ,w · vk, where the neighbors
of last(w) are precisely last(w)E = {v1, . . . , vk}. If last(w) ∈ V(p), then the successor
of w in t f is w · f (w). It is clear that every strategy gives rise to a unique tree in this
way, and that every tree that branches maximally at Player 1− p positions and has
precisely one successor at Player p positions gives rise to a unique Player p strategy.
Let us denote the set of all such strategy trees by TA. Since the graph structure of A
influences the structure of the tree, we reflect this dependence in our notation.
The set TA of all strategy trees can be turned into a metric topological space1. For
t ∈ TA and n ∈ N, we write t|n for the finite tree obtained by truncating t at level n;
that is, t|n = {w ∈ t | |w| ≤ n}. Define d : TA × TA → R by
d(t, t′) =
2−n where n = min{m ∈ N | t|m 6= t′|m} if t 6= t′,0 otherwise.
It can be verified that (TA, d) is a metric space. In fact, we have the following well
known topological fact2:
Proposition 5.2.6
(TA, d) is a complete, compact metric space.
Using topology, we can now return to the question of whether the sequence (Ti)i≥0
exhausts V. We have the following lemma.
Lemma 5.2.7
There exists m ∈ N0 such that V = ⋃mi=0 Ti.
1We cannot give a sufficiently detailed introduction to topology here. The reader is referred to [Kec95,
PP04]
2Compactness essentially follows from the finiteness of A which in turn implies that every t ∈ TA is
finitely branching. For further background, we refer the reader to [PP04, Kec95]
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Proof. Note that the winning condition “mean-payoff parity optimal and at most i
visits to o” is Borel-measurable. Hence, by Martin’s Theorem, if some v ∈ V is not
captured in the sense above, there exists a sequence ( fi)i≥1 of Player 1 strategies such
that fi enforces ≥ i visits to λ−1(o) from v against any mean-payoff parity optimal
strategy. By compactness of TA, there exists a strategy f which enforces infinitely many
visits to λ−1(o). A contradiction to ν(G, v) = K > −∞. 
For the remainder of this proof, letm be the natural number obtained fromLemma 5.2.7.
Since Ti ∩ Tj = ∅, clearly m ≤ |V|.
Note that T0 is the set of vertices from which Player 0 can ensure value K without
ever visiting λ−1(o). In particular, T0 ∩AttrA1 (λ−1(o)) = ∅. We can thus apply the
induction hypothesis to T0. For 0 < i ≤ m we let Yi = AttrA0 (
⋃i−1
j=0 Tj) ∩ Ti and
Xi = Ti \Yi. We let X0 = T0 and Y0 = ∅. Again, this is illustrated in Figure 5.2b.
Proposition 5.2.8
For all i ∈ JmK0, Xi is a subarena of A or is empty.
Proof. If i = 0, the statement follows from the fact that X0 = T0 is a 1-trap. If i > 0,
then Xi is a subarena by the fact that it obtained from
⋃i
j=0 Tj (which is an arena as the
winning region of Player 0 in a suitably defined game; cf. Equation (5.5)) by removing
an attractor. 
Let us study the sets Ti = Xi unionmultiYi in more detail. First observe that vE ⊆ Xi ∪Yi for
every v ∈ Xi ∩V(1) (otherwise we would have v ∈ Tj for some j > i). Note also that
λ−1(o) ∩ Ti ⊆ Yi. Indeed, if not, then Player 0 could not ensure that less than i visits to
color o occur afterwards. In particular, Xi has at most r colors, so that we may again
apply then induction hypothesis.
We have seen that the induction hypothesis applies to the sets X0,X1, . . . ,Xm. By
induction we have strategies f (i) = ( f (i)c1 , . . . , f
(i)
cd ), g(i) = (g
(i)
c1 , . . . , g
(i)
cd ), as well as τ(i)
for every 0 ≤ i ≤ m on Xi. Since Xi ∩ Xj = ∅, these strategies may be combined to
form strategies f = ( fc1 , . . . , fcd), g = (gc1 , . . . , gcd), as well as τ which are defined
on
⋃m
i=0 Xi. It remains to define fi, gi and τ on the remaining vertices, each of which
is contained in Yi for some i. For every v /∈ ⋃mi=0 Xi we pick the minimal j such that
v ∈ AttrA0 (
⋃j
l=0 Tl), and define fci(v) = gci(v) to be consistent with the corresponding
attractor strategy (for every i). We let τ(v) = ck for all v /∈ ⋃mi=0 Xi. One easily shows
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(by induction on i) that a play originating in Ti consistent with [ f , g, τ]N will either
forever remain in Xi and be played consistent with [ f (i), g(i), τ(i)]N or will be attracted
to Tj for j < i.
Next, we show that the claim holds for [ f , g, τ]N . Let ni = |Ti|. Observe that
n = ∑mi=0 ni. We consider a play pi = x1x2x3 · · · consistent with [ f , g, τ]N , where
|xi| = 2N . Let j be the such that pi originates in Tj. We prove by induction on j that the
minimal color occurring infinitely often in pi is even. If j = 0 then everything follows
from the induction hypothesis on r. Hence, let j > 0. There are two cases: If pi stays
in Xj, then (by induction on r) the minimal color is even. Otherwise pi will visit Yj
eventually and will be attracted to Tl for l < j. It thus has a suffix originating in Tl to
which we apply the induction hypothesis on l.
To prove that Equation (5.4) is satisfied, consider an infix p of xi, for some i ≥ 1, with
|p| > 2(r+ 1)n. We use the following notation: If e1 · · · el is a sequence of edges, we
write 〈e1 · · · el〉 = src(e1)src(e2) · · · src(el). Note that we omit dst(el).
Let j be such that p originates in Tj. We may write p = u0v0u1v1 · · · ukvk, where
〈u0〉 ∈ X∗j = X∗j0 , 〈v0〉 ∈ Y∗j = Y∗j0 , 〈u1〉 ∈ X∗j1 for j1 < j0 = j and so forth. Note that vk
may be empty if p never reaches Ts for s < jk.
We write L− = {l | |ul | ≤ 2rnjl} and L+ = {l | |ul | > 2rnjl}. Note that |vl | ≤ njl
because vl is played consistent with an attractor strategy. We thus have:
weight(p) = ∑
l∈L+
(
weight(ul) + weight(vl)
)
+ ∑
l∈L−
(
weight(ul) + weight(vl)
)
≥ ∑
l∈L+
(
(|ul | − 2rnjl )K− 2rnjlW − njlW
)−W · ∑
l∈L−
(
2rnjl + njl
)
=
(
∑
l∈L+
|ul | − 2r ∑
l∈L+
njl
)
K−W(2r+ 1)
k
∑
l=0
njl
Now |p| = ∑l∈L+ |ul |+
(
∑l∈L+ |vl |+∑l∈L−(|ul |+ |vl |)
)
whereby the above becomes
(|p| − ( ∑
l∈L−
2rnjl +
k
∑
i=0
njl )− 2r ∑
l∈L+
njl
)
K−W(2r+ 1)
k
∑
l=0
njl
= (|p| − (2r+ 1)
k
∑
i=0
njl )K−W(2r+ 1)
k
∑
l=0
njl
≥ (|p| − 2(r+ 1)n)K−W · 2(r+ 1)n
This concludes the proof of Lemma 5.2.4. 
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With Lemma 5.2.4 we can now prove Theorem 5.2.3. The idea of the proof is fairly
straightforward. We show that any play consistent with [ f , g, τ]N ensures value at least
K − 4rn2N W, whenever N ∈ N is sufficiently large. If N = ∞, then we prove that any
consistent play has value at least K.
Proof (of Theorem 5.2.3). We first treat the case that N ∈ N. Let f , g and τ be as in
Lemma 5.2.4. Consider a playpi = x1x2x3 · · · consistentwith [ f , g, τ]N where |xi| = 2N .
By Lemma 5.2.4 we have weight(xi) ≥ (2N − 2rn)K− 2rnW. Assume we are given a
play prefix w of the form x1 · · · xi · p for |p| ≤ 2N . Then
weight(w) ≥ 1
i2N + |p|
(
i(2N − 2rn)K− i2rnW + weight(p)
)
Bounding weight(p) ≥ −W · |p| and using |p| ≤ 2N this gives:
weight(w) ≥ i
i+ 1
K− i
i+ 1
· 2rn
2N
(K+W)− |p| ·W
(i+ 1)2N
Letting i→ ∞ and noting that K+W ≤ 2W, this gives the desired bound.
Now let N = ∞. Let now pi = x1x2x3 · · · be consistent with [ f , g, τ]N where |xi| = 2i.
Observe that by definition of the memory update of [ f , g, τ]N , the infix xi is played
consistent with [ f , g, τ]i for every i ∈ N. Since mean-payoff parity games are prefix-
invariant (cf. Proposition 5.2.2), it is no loss of generality to only consider a suffix
pi′ = xkxk+1 · · · of pi for which the counter uses already k > log2(2rn) bits. If w =
xk · · · xi · p is a prefix of pi′, Lemma 5.2.4 therefore gives:
weight(w)
≥ 1
∑ij=k 2j + |p|
(
i
∑
j=k
(
(2j − 2rn)K− 2rnW
)
+ weight(p)
)
=
1
(2i+1 − 2k) + |p|
(
(2i+1 − 2k)K− 2rn(i− k+ 1)(K+W) + weight(p)
)
We now have two cases. Either |p| ≤ 2rn, or |p| > 2rn. We only show the second
case, as the first one can be treated simply by bounding weight(p) ≥ −2rnW. We use
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|p| ≤ 2i+1.
1
2i+1 − 2k + |p|
(
(2i+1 − 2k)K− 2rn(i− k+ 1)(K+W) + (|p| − 2rn)K− 2rnW)
)
=
1
2i+1 − 2k + |p|
(
(2i+1 − 2k + |p|)K− (2rn(i− k+ 2))(K+W)
)
= K− 2rn(i− k+ 2)
2i+1 − 2k + |p| (K+W)
≥ K− 2rn(i− k+ 2)
2i+1 − 2k + 2rn (K+W)
The lower expression clearly tends to K, as i→ ∞. 
An Optimal Strategy Machine Implementation
With Theorem 5.2.3 we can study the algorithmic complexity of implementing an
ε-optimal strategy obtained in this way. We do so by constructing a strategy machine
implementing an ε-optimal (or optimal) strategy in a given mean-payoff parity game.
To implement [ f , g, τ]N using a strategy machineMN , N bits on its memory tape are
required to store the counter. Moreover, the values of t and c in a state (x, t, c), require
an additional 2 log2(r) bits. Observe that the number N is only required to perform
the counter update. No other part of the strategy depends on it.
Since N only affects the memory update, it seems natural that N should not affect
the size of a strategy machine implementing [ f , g, τ]N . However, the definition of a
computation ofM, as given in Definition 2.1.5 on page 37, assumes that the memory
tape is empty at the beginning of the first iteration. This assumption would require us
to encode N in the state space of the strategy machine, thereby influencing its size.
To avoid having to encodeN into the state space of the strategymachine, we introduce
the notion of an initial memory tape content. Formally, if w ∈ Bˆ∗ is a finite word
over the tape alphabet, we write compwM for the computation that has memory tape
content w in the first iteration. In this notation, the previous notation compM for a
computation coincides with compεM. We may use the initial memory tape content to
encode the number N of bits (or N = ∞ using w = ε), so that the size of the strategy
machine implementing [ f , g, τ]N is independent of N.
To construct our strategy machine, we therefore have to deal only with the re-
maining components of [ f , g, τ]N . To encode f and g in its state space,MN requires
≈ 2dn log2(n) states (≈ n log2(n) per strategy), as well as ≈ n · log2(d) ≤ n · log2(n)
states for τ. Finally, we require n2 · log2(W) + n · log2(r) states to encode (A,weight,λ).
The latency is essentially given by updating the memory state and querying ft or
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gt. This requires ≈ 2 log2(n) + log2(n) + log2(d) ≤ 4 log2(n), as well as updating
the values (N + log2(r) + log2(d) steps). Altogether, we thus arrive at the following
theorem:
Theorem 5.2.9
LetG = (A,weight,λ) be a mean-payoff parity game with n vertices, r colors and maximal
absolute edge weightW = maxe∈EA |weight(e)|. Let ε > 0. Then there exists a strategy
machineM implementing an ε-optimal strategy with
• size ‖M‖ ∈ O(n2(log2(n) + log2(W))),
• space requirement S(M) ∈ O(log2( rnε ) + log2(n)),
• and latency T (M) ∈ O(log2( rnε ) + log2(n)).
A strategy machine implementing an optimal strategy has the same size, but infinite latency
and space requirement.
Proof. With the discussions preceding the theorem, it is sufficient to note that N >
log2(
4rn
ε ) is sufficient to ensure ε >
4rn
2N . 
A few properties of the strategy machine thus constructed are worth mentioning. If
N = ∞, then the latency and space requirement, while infinite, grow only logarithmi-
cally in the length of the play prefix played so far. Moreover, optimal and ε-optimal
strategies use the same underlying algorithm.
Remark 5.2.1
Observe that the size of M is independent of ε. However, we see a tradeoff between
space consumption (and therefore the latency) ofM and the precision ε ofM. Informally
speaking, the precision ofM is a function of its computational resources, not the complexity
of the algorithm.
We conclude this section with the following observation.
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1
1 0
1
0
1
0
Figure 5.3.: For smaller and smaller ε, more memory is needed to implement an ε-
optimal strategy.
Proposition 5.2.10
The latency bound ofM in Theorem 5.2.9 is asymptotically optimal in both A and ε.
Proof. First, let ε be fixed. Suppose T (M) ∈ O((log(n))q) for some 0 < q < 1. For
some n ∈ N the latency T (M) will be insufficient to read all log(n) bits of the input
vertex. To formally prove this, one can use l’Hospital to prove that limn→∞ (log(n))
q
log(n) = 0.
It is now straightforward to construct a family of games An on n vertices where the
strategy needs to distinguish all vertices, thereby proving that no machine can meet
the bound above.
Now consider the game from Figure 5.3. The value from the initial vertex is one. Let
0 < ε < 1. If t < − log(ε) is a bound on the latency ofM, then for every play infix w
of length |w| = 2t+1, we have:
weight(w) ≤ |w| − 2
since otherwiseM would not satisfy the parity condition (there would be a repetition
of memory states and clearly no visit to 0 occurs between them). This inequality is
equivalent to:
ρ(w) ≤ 1
2t+1
(2t+1 − 2) = 1− 2−t
and 2t < 2− log(ε) = 1ε by assumption. Hence 2
−t > ε.
If T (M) ∈ O((log( 1ε ))q) for some 0 < q < 1, we conclude that (log( 1ε ))q + d <
log( 1ε ) for arbitrarily large value of d as ε→ 0. This is again shown using l’Hospital.
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With the above insight, this shows that no machine with this latency bound can
implement an ε-optimal strategy. 
5.3. Mean-Penalty Parity Games
In this section we turn to mean-penalty parity games, another extension of parity
games by a quantitative payoff. Mean-penalty payoff games have been introduced
in [BMOU11b] to study permissive strategies. A permissive strategy is one which
offers a player a choice of next moves instead of dictating precisely one. Given an
arena A, a permissive strategy for Player p is a mapping f : V∗V(p) →P(V), where
f (w) ⊆ last(w)E; that is, the set of vertices offered to the player must be contained
in the neighborhood of the vertex on which the token in the play resides. Permissive
strategies thus offer a selection of next moves.
The notion of permissive strategies is a generalization of strategies as we have
considered them so far. The same terminology applies. For instance, a play pi is
consistent with a permissive Player p strategy if pi(i + 1) ∈ f (pi[1, i]) for all i ∈ N
with pi(i) ∈ V(p). As before, we write Cons( f ) for the set of all plays consistent with f .
A strategy f is awinning strategy in a parity gameG = (A,λ) if every consistent play
pi satisfies the parity condition. It is thus natural to talk about permissive strategies in
the context of any class of game we have studied so far.
The motivation of mean-penalty parity games is to study permissive strategies
specifically in the context of parity games. The goal is to find a most “permissive
strategy” that is still a winning strategy for Player 0 in a given parity game. The
objective is thus to increase the permissiveness of a strategy, while at the same time
satisfying the parity condition. This objective gives mean-payoff parity games their
quantitative nature.
In mean-penalty parity games a player has an incentive to maximize the permissive-
ness of a parity winning strategy. What does “maximize the permissiveness” mean?
Intuitively, one strategy is more permissive than another, if, on average, it offers more
choices to the player than the other strategy. Note that this intuitive description is not
easily turned into a formal definition, because more “choices” is a relative term: it
depends on the size of the neighborhood of a given vertex. For this reason, the formal
definition below does not refer to the number of choices, but rather to the number of
edges “blocked”. Clearly, Player 0 should seek to minimize this number, rather than
maximize it, if his goal is to find a most permissive strategy.
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Definition 5.3.1 (Mean-penalty Parity Game)
A mean-penalty parity game is a tuple G = (A,λ, cost) of an arena A, a parity
coloring function and a cost-function cost : E→ Q≥0. Let f be a permissive strategy.
For a play pi consistent3with f , define
ρ(pi, f ) = lim sup
n→∞
1
n
n
∑
i=1
∑
v∈piiE\ f (pi[1,i])
cost(pii, v).
Then ρ(pi, f ) is the average number of edges blocked by f along the play.
ν(pi, f ) =
ρ(pi, f ) if min (Inf(λ(pi))) even,∞ otherwise.
The value of f at v ∈ V is ν(v, f ) = sup{ν(pi, f ) | pi ∈ Cons( f ), pi1 = v}. The
value of a vertex v ∈ V is ν(v) = inf{ν(v, f ) | f ∈ Strat0(A)}. A Player 0 strategy
f is optimal if ν(v, f ) = ν(v) for all v ∈ V.
There are a few things to note about mean-penalty parity games. First of all, we
are now dealing with a cost function rather than a payoff function. The cost has to
be minimized whereas the payoff previously had to be maximized. Second, note that
mean-penalty parity games are not quantitative games in the sense of Section 5.1,
as the cost is not assigned to a play, but to a pair of play and strategy. In this sense,
mean-penalty parity games are syntactically different from quantitative games.
Despite the syntactic difference from quantitative games, mean-penalty parity games
can be given a quantitative semantics by reducing them to an exponentially larger quan-
titative game [BMOU11b, BMOU11a]. The details of this reduction are not important
here. We only mention it for the sake of completeness.
Reduction to Mean-Payoff Parity Games
Mean-penalty parity games can be reduced to mean-payoff parity games in two ways.
First, there exists an exponential-sizedmean-payoff parity game for everymean-penalty
parity game such that values and strategies translate between the two games. Moreover,
in [BMOU11a] a polynomial-sized mean-payoff parity game G′ is constructed from
a mean-penalty parity game G, again such that the values translate: The value of
3We may safely assume that f (v) = vE for all v ∈ V(1).
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a particular vertex v in the mean-penalty parity game G is equal to the value of
the “corresponding” vertex v′ in G multiplied with −1. However, strategies do not
immediately translate from the polynomial-sized game G′ to the original game G.
We describe the construction from [BMOU11a], before addressing the problem of
translating strategies.
Since a detailed presentation of the construction and its properties can be found in
[BMOU11b, BMOU11a], we only give a brief description of the reduction from mean-
parity parity games to mean-penalty parity games and highlight the intuitive concept
underlying the construction. For details, in particular for proofs of correctness, the
reader is referred to the original reference above.
To reduce a mean-penalty parity game to a mean-payoff parity game, the intuitive
approach is the following. Instead of fixing a strategy f and counting the number of
blocked edges (or rather, their weights), we make the process of blocking edges explicit.
At every vertex, Player 0 declares which next moves are valid according to his strategy.
It is then Player 1’s turn to pick one of the successors offered to him. Intuitively, Player
1 ensures that the permissive strategy is indeed a parity winning strategy and proves
that the cost incurred by this strategy is not below a certain threshold.
Let G = (A,λ, cost). We define G′ = (B,λ′,weight). First, B is obtained by expand-
ing A = (VA, EA) to a polynomially larger arena B = (VB , EB) in the following way.
Player 1 vertices remain unchanged. Player 0 vertices are replaced by a graph-gadget
that allows Player 0 to declare neighbors as “allowed by the strategy” successively,
and that allows Player 1 to choose which one of these edges to pursue. The weights
are assigned according to the negative of the cost-function; that is, −cost. Since cost
maps to positive rationals, −cost is always negative and Player 0 has an incentive to
maximize −cost. Because of the successive nature of declaring blocked and allowed
edges, the weights have less impact on a prefix: in G the sum of all weights is incurred
in a single transition, whereas in G′ the weights incur a cost over several transitions.
For this reason, the weights are multiplied with the length of the graph-gadget. This
compensates for the distortion caused by the extra vertices. Formally:
I If v ∈ V(1)A , then v ∈ V(1)B .
I For every v ∈ V(0)A , we introduce a set of vertices Sv ⊆ VB constructed as follows.
If D = maxv∈VA |vE| and Act = {choose, allow, block}, then
Sv = {(v, k,m, x) | 1 ≤ k ≤ D+ 1, 0 ≤ m ≤ D, x ∈ Act}
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The set of vertices is then
VB = V
(1)
A unionmulti
⊎
v∈V(0)A
Sv
For all k and m both (v, k,m, block) and (v, k,m, allow) are Player 1 vertices. Also, all
v ∈ V(1)A are Player 1 vertices. The remaining vertices belong to Player 0.
The edge relation EB and theweight functionweight are as follows. For every v ∈ V(0)A
and every 1 ≤ m ≤ D let vm be the m-th neighbor of v in A if 1 ≤ m ≤ |vEA|, or an
arbitrary (but fixed) neighbor, otherwise (m = 0 orm > |vEA|). Furthermore, for every
v ∈ VA write
χ(v) =
(v, 1, 0, choose) if v ∈ V
(0)
A ,
v otherwise.
Note that χ(v) ∈ VB .
EB ={
(
u, (v, 1, 0, choose)
) | (u, v) ∈ EA, v ∈ V(1)A }
∪{((v, k,m, choose), (v, k+ 1,m, allow)) | v ∈ V(0)A , 1 ≤ k < D+ 1, 0 ≤ m ≤ D}
∪{((v, k,m, choose), (v, k+ 1,m, block)) | v ∈ V(0)A , 1 ≤ k < D+ 1, 0 ≤ m ≤ D}
∪{((v, k,m, allow), (v, k, k, choose)) | v ∈ V(0)A , 1 ≤ k < D+ 1, 0 ≤ m ≤ D}
∪{((v, k,m, allow), (v, k,m, choose)) | v ∈ V(0)A , 1 ≤ k < D+ 1, 0 ≤ m ≤ D}
∪{((v, k,m, block), (v, k,m, choose)) | v ∈ V(0)A , 1 ≤ k < D+ 1, 0 ≤ m ≤ D}
∪{((v,D+ 1,m, choose),χ(vm)) | v ∈ V(0)A , 0 ≤ m ≤ D}
Any shortest path from (v, 1, 0, choose) to (v,D + 1,m, choose), where 0 ≤ m ≤ D,
has length precisely 2(D+ 1). As indicated above, normally the sum of the costs of all
blocked edges would be incurred in a single transition. Since there are now 2(D+ 1)
transitions, to obtain an equivalent weight function we multiply the negative cost by a
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factor of 2(D+ 1). Formally, we define weight as follows.
weight
((
u, (v, 1, 0, choose)
))
=0
weight
((
(v, k,m, choose), (v, k+ 1,m, allow)
))
=0
weight
((
(v, k,m, choose), (v, k+ 1,m, block)
))
=− 2(D+ 1) · cost(v, vk)
weight
((
(v, k,m, allow), (v, k, k, choose)
))
=0
weight
((
(v, k,m, allow), (v, k,m, choose)
))
=0
weight
((
(v, k,m, block), (v, k,m, choose)
))
=0
weight
((
(v,D+ 1,m, choose),χ(vm)
))
=0
for all v ∈ V(0)A , all 1 ≤ k < D+ 1, and all 0 ≤ m ≤ D.
Finally, let λ′(v, k,m, x) = λ(v) for all v ∈ V(0)A and λ′(v) = λ(v) for all v ∈ V(1)A .
Note that |VB | ≤ 3n(D+ 1)2. The following relationship exists between G and G′ (the
statement is from [BMOU11a]):
Lemma 5.3.1 (Bouyer, Markey, Olschewski, Ummels)
Let G = (A, cost,λ) be a mean-penalty parity game and let G′ = (B,weight,λ′) be
defined as above.
I If v ∈ V(1)A then ν(G, v) = −ν(G′, v).
I If v ∈ V(0)A then ν(G, v) = −ν(G′, (v, 1, 0, choose)).
Note that there is a correspondence between plays in G′ and plays in G. For every
play pi′ in G′, there exists a unique play in G that is obtained by projecting according
to the following function
x 7→

v if x = (v, 1, 0, choose),
x if x = v ∈ V(1)A ,
ε otherwise.
The infinite word pi obtained under this projection is a valid play in G. We say that pi′
reduces to pi.
Permissive Strategy Machines
We return to the problem of finding a strategy machine implementation of a permissive
strategy. This requires a suitable notion of implementing permissive strategies based on
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strategy machines. In this section we introduce permissive strategy machines for this
purpose. The definition is based on co-non-determinism (sometimes called universal
non-determinism). A classical non-deterministic Turing machine accepts if one of its
computation paths leads to an accepting configuration. This is an existential statement
about the computation tree of the machine. In contrast, a co-non-deterministic Turing
machine accepts if all of its computation paths lead to an accepting configuration.
Definition 5.3.2 (Co-Non-Deterministic Turing Machine)
A co-non-deterministic Turing machine is an alternating Turing machineM =
(Q∃,Q∀,Σ, Γ, q0,∆, F) with Q∃ = ∅; that is, all states ofM are controlled by the
universal player.
We can now define permissive strategy machines as co-non-deterministic strategy
machines. The set of next moves offered by the machine is given by the set of possible
non-deterministic computations. The reason we use co-non-determinism instead of
classical non-determinism is to underline that all of these possible choices must be
admissible moves according to the strategy.
Definition 5.3.3 (Permissive Strategy Machine)
Let t ∈ N. A permissive t-tape strategy machine is a co-non-deterministic (t+ 2)-tape
Turing machineM = (Q,∆, qI, qO), where qI, qO are as in Definition 2.1.2 and
∆ ⊆ (Q \ {qO})× Bˆt+2 × (Q \ {qI})× Bˆt+2 × {−1, 0, 1}t+2
The tapes are named as in Definition 2.1.2.
Given an initial configuration c, we now obtain a set {c∗1 , . . . , c∗k} of possible terminal
configurations. Similar to the deterministic case, we only consider configurations c
for which the tree of successor configurations is finite and all leaves in this tree are
terminal (i.e., have state qO). Write I(c) for the set of iterations that lead from c to one
of the terminal configurations c∗1 , . . . , c∗k . For every x ∈ I(c) we define the length L(x)
and the space requirement S(x) as for deterministic strategy machines (cf. Section 2.2).
Computations are also defined as before, but for a given input u there are now several
admissible computations on u. Write C(u) for the set of those computations.
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We can now formally define the usual complexity measure for permissive strategy
machines. Let V ⊆ B∗.
I The latency T (M) ofM is
TV(M) = sup
u∈Vω
sup{L(ci,u, c∗i,u) | (c1,u, c∗1,u)(c2,u, c∗2,u) · · · ∈ C(u), i ∈ N}
I The space requirement S(M) ofM is
SV(M) = sup
u∈Vω
sup{S(ci,u, c∗i,u) | (c1,u, c∗1,u)(c2,u, c∗2,u) · · · ∈ C(u), i ∈ N}
Again, we drop the subscript V if it is clear from context.
As mentioned above, if after a play prefix p the memory content is wmem and if
v ∈ V(0), the set of next moves offered by the strategy is (assuming, for simplicity, that
there are t = 1 computation tapes)
{v′ ∈ vE | (qI, v, ε,wmem, 0, 0, 0)`∗(qO, v′,w,w′mem, h, h′, h′′)}
A Permissive Machine for Mean Penalty Parity Games
We are finally ready to construct a permissive strategy machine implementing optimal
and ε-optimal strategies in mean-penalty parity games. Suppose we are given a game
G = (A,λ, cost). The permissive machineM we construct simulates a play in G′ =
(B,λ′,weight). For every v ∈ V(0)A , it uses co-non-determinism to select a path from
(v, 1, 0, choose) to (v,D + 1,m, choose) for some m, and outputs the corresponding
successor. In other words, the universal player inM takes the role of Player 1 in
the part of G′ that models choosing the successor of Player 0 positions in G: the
universal player chooses which of the allowed edges to pursue. The successor of Player
1 positions in G coincides with choosing successor positions of corresponding Player 1
positions in G′ and is modeled by the environment. By Theorem 5.2.9 there exists an
optimal (ε-optimal) machine for Player 0 in G′ that has logarithmic latency and space
requirement, as well as polynomial size. The permissive machineM simulates this
machine on the given input and chooses Player 0’s actions accordingly.
Formally, we have the following. Recall that G = (A,λ, cost) is a mean-penalty
parity game and that G′ = (B,λ′,weight) is the mean-payoff parity game obtained
from the construction above. LetM′ = (Q′, q′I, q′O, δ′) denote an arbitrary strategy
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Algorithm 5.1 The permissive machineM.
1: v = Read; . Read current input. Load current memory state m.
2: if v ∈ V(1)A then . Not a Player 0 vertex. Update memory ofM′ and return.
3: call(M′, v);
4: return ;
5: end if
6: (v, k,m, a) = (v, 1, 0, choose);
7: while k != D+ 1 do
8: x = call(M′, (v, k,m, a));
9: if x = (v, k+ 1,m, allow) then
10: ∀ decides: m′ = m or m′ = k; . ∀ chooses to pursue the edge or not.
11: else
12: m′ = m;
13: end if
14: k = k+ 1;
15: m = m′;
16: end while
17: return vm;
machine implementing a strategy for Player 0 in G′. We defineM = (Q, qI, qO,∆) by
given a pseudo-code description in Algorithm 5.1.
Whenever the input to M is a vertex in V(1)A , a call to M′ is made to update
the memory ofM′ accordingly. If the input is v ∈ V(0)A , the corresponding vertex
χ(v) = (v, 1, 0, choose) in B is constructed and the play infix to (v,D+ 1,m, choose)
is simulated internally, letting ∀ choose which edge to pursue. In the end, vm, the
successor chosen by ∀, is returned.
So far we have not made any assumptions about whether or notM′ implements an
optimal machine in G′.
Lemma 5.3.2
In the notation above, ifM′ is optimal (resp. ε-optimal) in G′, thenM is optimal (resp.
ε-optimal) in G.
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Proof. LetM′ be optimal. The claim for ε-optimality is shown in the sameway. Suppose
pi is a play in G consistent withM. Let v = pi1 and K = ν(G, v). We have to show
that ν( fM,pi) ≤ K. By construction ofM, there exists a play pi′ in G′ such that pi′
is consistent withM′ and pi′ reduces to pi. However, ν(pi′) ≥ −K becauseM′ is
optimal and because ν(G′,pi′1) = −K by Lemma 5.3.1. It is now sufficient to note that
ν( fM,pi) = −ν(pi′). 
Theorem 5.3.3
Let G = (A,λ, cost) be a mean-penalty parity game with r colors, d of which are even,
and letW = maxe∈EA |cost(ei)|. Let D denote the maximal out-degree of a vertex. Let
n = |VA|. There exists an ε-optimal permissive strategy machineM for Player 0 with
I ‖M‖ ∈ O(n2 · D4(log(n · D2) + log(D ·W)))
I T (M) ∈ O(D · (log( rn·D2ε ) + log(n · D2)))
I S(M) ∈ O(log( rn·D2ε ) + log(n · D2))
Proof. It suffices to combine Lemma 5.3.2 and Theorem 5.2.9. Recall that ‖B‖ ≤
3n(D+ 1)2, where n = ‖A‖. This means that wemay assumeM′ to be of size ‖M′‖ ∈
O(n2D4(log(n) + log(D) + log(W))). Likewise, the bounds on latency and space
requirement ofM′ are bothO(log( rn·D2ε ) + log(n ·D2)). It is sufficient to observe that
the latency to run Algorithm 5.1 is asymptotically D times the latency ofM′. Finally,
the size ofM is that ofM′ plus a number of control states required to implement
Algorithm 5.1. This number is only influenced by the number D that is necessary to
convert inputs toM to inputs toM′. The term that dominates is thus ‖M′‖. The
claim follows. 
Remark 5.3.1
Again, we note that the size of the machine is independent of the precision ε of the strategy
it implements. In particular, for mean-penalty parity games there is a clear tradeoff between
the precision of a strategy and its space requirement and latency.
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6
Conclusion
In this thesis, we have studied Turing machines as a means of representing strategies
in infinite games. The contributions fall loosely into four categories: First, we intro-
duced the model of a strategy machine with related complexity metrics for strategies
represented in this way. Second, we studied synthesis and complexity of strategy
machines in the context of Muller and Streett games. Third, turning to the problem of
compositional synthesis, we derived a notion of strategy composition in compositional
games (defined by one of three notions of arena composition) and studied the possibil-
ity of composing winning strategies from component strategies. The fourth and final
category is the area of quantitative games, where we studied the connection between
optimality in strategies in quantitative games and the computational complexities of
strategy machine representations.
The model of a strategy machine introduces Turing machines to the world of con-
trollers in reactive systems. We gave a formal definition of the model and its semantics.
Strategy machines allow a natural classification of strategies according to complexity
metrics well-known from the classical theory of computation – program size, runtime,
and space-consumption. We introduced the corresponding metrics for strategy ma-
chines, called size, latency, and space requirement. Comparable metrics are not present
at the level of automaton-based strategy representation. We illustrated how arbitrary
Mealy-automata can be converted into strategy machines, but noted that in general
resulting machines retain the size of corresponding Mealy automata. This translation
therefore cannot make use of the succinctness that is normally associated with non-
state-space representations. We showed that there can be no general construction that
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converts functions into strategy machines that have logarithmic size in the arena and a
logarithmic latency.
Turning to Muller games, we studied synthesis procedures that derive strategy
machines directly, avoiding the detour via constructing an automaton representation
first. To this end, we modified Zielonka’s construction in such a way that costly
computations can be spread across the duration of the infinite play, thereby reducing
the latency. The resulting synthesis procedure for strategy machines yields winning
strategy machines of polynomial size and polynomial space requirement for Muller
games where the winning condition is given as a propositional formula. For Streett
games, where the condition is given as a collection of Streett pairs, the procedure can
even be improved to obtain winning strategy machines with a polynomial latency (on
top of a polynomial size and a polynomial space requirement).
In order to mitigate the effects of state-space-explosion at the arena-level, as well
as to study the compositional structure of winning strategies, we turned to strategy
composition. Here we defined a notion of strategy composition based on subroutine
calls. Based on this we studied reachability and Büchi games that are defined on
compositional arenas, composed of smaller component arenas via on of three ways
of arena composition. We proved that winning strategies in suitably chosen games
on the component arenas can be composed to form a global wining strategy if the
method of composition permits no communication between the component arenas.
moreover, these component games can be computed and solved in polynomial time.
The resulting compositional strategy is of polynomial size and has polynomial latency
in the size of the succinct description of the arena. However, we also proved that if
synchronization or channel-based message passing between the component arenas is
allowed, a strategy composition theorem comparable to the non-communicating case
is possible iff Pspace = Exptime.
Finally, we studiedmean-payoff parity andmean-penalty parity games as two classes
of quantitative games. In order to study the relationship between the three complexities
of a strategy machine implementing an strategy in either of these games and the
optimality of that strategy (either ε-optimality or full optimality), we first proved a
structure theorem about the nature of optimal and ε-optimal strategies in mean-payoff
parity games. More specifically, we proved that for every arena, there exists a linear
number (in the number of colors) of positional strategies, such that for any value of ε,
ε-optimal (and even optimal) strategies can be composed from this fixed collection of
positional strategies. Building on this result, we proved that optimal and ε-optimal
strategies may be implemented by strategy machines of size polynomial in the arena.
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Moreover, the size is independent of ε. Runtime and latency are both linear in ε and in
the size of the arena (being unbounded if the strategy is to be optimal). In particular,
the quality of a strategy is a function of the computational resources given to the
strategy machine that implements it: it does not depend on the algorithm underlying
the strategy. We lifted these results to the class of mean-penalty parity games. For
this we defined a notion of permissive strategy machine that implements permissive
strategies. Using the fact that this model is again based on Turing machines, we were
able to translate strategies from mean-payoff parity games to mean-penalty parity
games via a reduction that does not permit any strategy transfer if combined with
automaton-based strategy representation.
Future Work
We have seen that strategy machines allow for a succinct representation of winning
strategies in Muller games and that, depending on the structure of the winning con-
dition, even a polynomial latency can be guaranteed. If we turn to other winning
conditions, can similar results be established? Can we develop a theory of “hardness”
of games, in the sense that a polynomial latency solution (while maintaining a poly-
nomial size) to a hard game would imply the polynomial solution to a game that is
“at most as hard”? This is strongly related to the topic of using strategy machines in
game reductions. For mean-penalty parity games we were able to transfer strategies
via a reduction that does not normally permit such transfer results. Moreover, because
we had an algorithm to derive an optimal strategy of polynomial size and latency
in mean-payoff parity games, we could derive one for mean-penalty parity games.
This leads to the question of which criteria a reduction must fulfill to enable strategy
transfer via strategy machines. Can this class be characterized?
Strategy composition is an area that is still not sufficiently understood. We believe
that strategy machines can help in this setting because they give a natural meaning
to the notion of composition. As a specific pointer to future research, we pose the
following problem of finding a compromise between parallel and synchronized prod-
ucts. Find a class of compositional arenas that subsume all parallel products and is
contained in the class of synchronized products such that reachability and Büchi games
on this class admits polynomial compositions. A possibility is a notion of “directed
communication”, whereby communication can only occur in one direction; that is,
from component A to B but not vice-versa. In order to name a second viable research
topic, consider parallel products where players can move in arbitrary components, but
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still in alternation. The general problem is to find notions of arena composition that
admit polynomial compositions.
We saw that polynomial compositions on synchronized products are unlikely to
exist. We cannot expect a composition to have both a polynomial size and a polynomial
space requirement (unless Pspace = Exptime). Presently, our definition of composition
requires the template and the component strategies to be of polynomial size, so as to
avoid trivial solutions. Can one modify the definition in a natural way, such that it both
avoids trivial solutions and enables strategy composition on synchronized products?
In the introduction we mentioned related work of Aminof, Kupferman, and Murano
about hierarchical systems. One may cultivate the intuition that hierarchical systems
define compositions of arenas along the vertical axis, whereas products, as we con-
sidered them, define composition along the horizontal axis. Can we combine both
approaches and thereby develop a two-dimensional composition calculus that allows
efficient strategy composition on resulting systems?
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A
Turing Machine
Constructions
The purpose of this appendix is to provide elementary Turing machine constructions
used in Chapter 2. Some of these constructions are also presented in [Gel12a]. We
repeat and, in some cases, modify the constructions here for both ease of reference and
to correct some mistakes present in the constructions in [Gel12a].
All machines described in this appendix are used as “subroutines” in larger, more
complex Turing machines. Intuitively this means that the larger machine has a copy of
the subroutine in its state space. At some point, the calling machine enters the initial
state of the subroutine Turing machine. From that moment forward, the subroutine
has control of the computation. If the subroutine terminates, it will eventually enter
one of its final states. The calling machine will then proceed to use the result of the
subroutine’s computation as desired. Note that because all Turing machines in this
thesis use right-way infinite tapes, the calling machines can savely assume that any
tape content to the left of the head position at the time of the subroutine call will be
unmodified by the subroutine. Strictly speaking this requires the presence of some
boundary marker, of course. However, recall from Section 1.1, pp. 19, that we tacitly
assume this to be case.
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A.1. Representing the Arena
In this section, suppose we are given an arena A = (V, E). We have to specify what
we mean by “representing A by a Turing machine”. We construct a Turing machine
that has the following format:
MA = (Q,B, Bˆ, {qnext, qE, qtE}, δ, {qreturn, qfail, qEOF})
M has two tapes. There are three initial states, qnext, qE, qtE. Each initial state represents
a different question we ask the machine to answer for us. We describe each use case in
detail.
Starting from qnext and v ∈ V we seek the next vertex (in some fixed total order). This
vertex should be written on the seond tape. Termination will be signaled by entering
state qreturn. State qfail signals that an error has occurred.
To query the neighborhood of a vertex, the state qE is used. On input v, the output is
the first vertex adjacent to v. If two adjacent vertices (v, v′) ∈ E are given, the output
is the next neighbor. If there are no more neighbors, this is signaled.
The input state qtE provides the same functionality as qE, but for the transpose AT
of A.
Formally, let v = v1 · · · vk ∈ V ⊆ Bk be the input, wherewe assume k ∈ O(log(|V|)).
The input v is given on the first tape of themachine. From qnext, reading input v, a binary
search tree is traversed. The machine reads v, using states qnb1···bt for t ≤ k, bi ∈ B, such
that (qnext, v)`∗(v, qnv). If v /∈ V the machine enters state qfail. Otherwise, the output is
the next vertex v′ ∈ V, in some fixed internal order of V. Note that this requires an
additionalO(log(|V|)) states per leaf of the search tree, soO(|V| · log(|V|)) in total.
The computation terminates in state qreturn. If v is maximal, no state is output and the
computation ends in the final state qEOF. If no input is given, the first vertex is returned
and computation terminates in state qreturn.
From state qE the machine will inspect an adjacency-list representation encoded
in its state space. The adjanceny list is given in the form of a search tree of depth
≈ 2 · log(|V|) ∈ O(log(|V|))). Intuitively, this corresponds to a binary search tree
representing V2. If the input is a pair (v, v′) of vertices,MA can decide, by traversing
the tree, if (v, v′) ∈ E. If so, it chooses the next v′′, such that (v, v′′) is valid according
to the search tree. This corresponds to the “next path to the right” in the tree. If no
such v′′ exists, the machine terminates in state qEOF. Otherwise, v′′ is written to the
second tape and the machine terminates in qreturn. Finally, if the input consists only of
a single vertex v,the leftmost path in the subtree rooted beneath v is chosen and the
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corresponding output is returned. Note that in order to ouput the next neighbor, we
may resue the states introduced above (for the initial state qnext. Overall, we therefore
require an additionalO(log(|V|)) states. The meaning of qtE is analogous except that
we consider AT instead of A.
One easily verifies thatMA requiresO(|V| · log(|V|) states. The runtime is bounded
byO(log(|V|)).
A.2. Attractor Computation
Now we turn to attractor computation. Let A = (V, E) be an arena, given as a Turing
machineMA as described above. We assume that last(v) = 1 iff v ∈ V1. Note that we
can ensure this by encoding the vertices with one bit overhead. We denote the length
of the longest word v ∈ V by L.
Proposition A.2.1
There exists a two tape Turing machine withO(|V|2) states usingMA as a subroutine,
which computes the attractor of a given set S ⊆ V in timeO(|V| · |E| · L).
Proof. Let S be given on the first tape as a sequence of vertices s1#s2# · · · #sk. Then our
machine first moves this description on the second tape. This requires |S| · L steps.
Next it writes a pair (vi, ni) for every Player 1 node vi ∈ V1 onto the first tape. Here
ni = γout(v) is the out-degree out of vi. This requires timeO(|V| · |E| · L). To see this,
consider the machineMA from the previous section. We iteratively callMA with
initial state qnext, discarding all V0 vertices. For every V1 vertex encountered we switch
into state qE to produce a neighbor until the machine terminates with qEOF. For every
neighbor we increment the counter associated by one. Once we are done, we move the
head on the first tape to the end of the currently occupied portion of the tape. On the
second tape, we move th head to the leftmost tape cell.
We can now turn to the attractor computation. Assume level A = A(0)k has already
been computed and is available on the second tape. For every vertex v from A we
perform the following computation. We copy v to a position to the right of all currently
used tape cells on the first tape. Then we move the head of the second tape to the first
position after A (indicating the boundary by ##, say). Now we invokeMA with qtE, i.e.
we look at the predecessors v′ of v (O(L) for each predecessor). Note that by moving
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the head to the right of any previous input on both tapes, we ensure thatMA may
work unobstructed by existing tape content.
We now scan the content to the left (on the second tape) for an occurrence of v′
(O(|V|)). If we find v′, we have two options. If v′ ∈ V0. We proceed with the next
predecessor. If v′ ∈ V1, we decrement the corresponding counter on the first tape. This
takes at mostO(|V|1 · L) steps. If the counter reaches 0, we add v′ to the set on the
second tape and proceed with the next predecessor of v. If the counter is not 0 yet, we
overwrite v′ with the next predecessor of v. In total these operations requireO(|V| · L)
per vertex v. Note that we consider each edge at most one, which means that in effect
we needO(|E| · |V| · L). 
A.3. Representing the Winning Condition
Suppose we are given a formula φ ∈ PL(V). We may assume that φ is given in polish
notation, meaning that a formula φ ∨ ¬(ψ ∧ ζ) is written as ∨φ¬ ∧ ψζ. Note that
this makes bracketing unnecessary. We construct a two-tape Turing machineMφ
with the following semantics. Given a set S ⊆ V, the machineMφ decides if S |= φ.
S is encoded as a bit vector of |V| bits and is given as input on the first tape. To
decide if S |= φ, the machine writes a copy of φ on the second tape. This requires
O(‖φ‖ · log(|V|)) bits. Now it replaces every occurrence of a variable v ∈ V in φ by
1 if v ∈ S and by 0 otherwise. This requires a total of |V| · ‖φ‖ · log(|V|) steps. This
leaves us with a Boolean expression φ[S]. It remains to establish the truth value of this
expression.
To decide if φ[S] is true, the procedure in Algorithm A.1 is used. Intuitively, this
procedure works as follows. It maintains a stack. The top of the stack corresponds
to the current position in the parase tree of φ. Note that because φ is given in polish
notation, a depth-first, left-to-right walk trough the tree corresponds precisely to a
left-to-right scan of φ. The procedure works in two operational modes. The first simply
consists of moving down in the tree, until we reach a leaf. All symbols encountered
along the way are pushed on the stack. Once we reach a leaf, we have found a truth
value. We the switch to a “propagation mode” to propagate the truth value as far up as
we can with the current data. In Algorithm A.1 this mode corresponds to the behavior
when propagateTruthValue is true.
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Proposition A.3.1
Given a propositional formula φ ∈ PL(V) and a set X ⊆ V, a two-tape Turing machine
withO(‖φ‖ · log(|V|)) states can decide in timeO(|V| · ‖φ‖ · log(|V|)) whether or not
X |= φ.
Proof. Note that each node in the tree is traversed at most twice – once while the tree is
traversed in depth-first manner and once while the value is propagated. Since the tree
has precisely ‖φ‖ nodes and each node requires O(log(|V|)) symbols on tape, this
givesO(‖φ‖ · log(|V|)). The preparations for AlgorithmA.1 requireO(‖φ‖ · log(|V|))
steps, which gives the overal time bound. 
A.4. Computing the Winning Region in a Muller Game
In this section, we want to investigate the complexity of computing the winning region
in a Muller game more closely. As we mentioned in Section 3.2, Hunter and Dawar
give the complexity of deciding the winner in a given Muller game asO(n2), where
n is the number of vertices of the arena [HD05, DHH11]. They attribute this result
to McNaughton [McN93]. Indeed, the procedure given there has a polynomial space
bound. A detailed analysis of the space complexity, however, is not given. In any
case, we are interested in the space complexity of a Turing machine that computes
the winning strategy in a Muller game. Such a bound does not follow easily from a
runtime analysis on McNaughton’s algorithm in a RAM model. While we will not
repeat the recursive algorithm in [McN93] in this thesis, we do elaborate on its space
complexity if implemented on a two-tape Turing machine.
Suppose we are given a game G = (A, φ). Let A = (V, E) with V = {v1, . . . , vn}.
McNaughton’s algorithm iteratively divides a given arena A into two smaller arenas
A1 and A2. For each of these arenas, the winning sets of the two players are computed
recursively. The nature of the decomposition guarantees that the union of the respective
winning sets forms the winning sets for the players in G.
We give an abstract view of McNaughton’s algorithm in Algorithm A.2. Note that
we do not elaborate on the atomic cases of the recursion. These cases occur if either
the arena is trivial, or the winning condition becomes trivial. Those cases require time
space no more thanO(|V| · log(|V|)).
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Algorithm A.1Mφ
1: while true do
2: symbol = nextInputSymbol();
3: push(symbol);
4: propagateTruthValue = (symbol ∈ {0, 1});
5: while propagateTruthValue do
6: first = pop();
7: if stack empty then . first is the value of φ[S]
8: return first;
9: end if
10: second = pop();
11: if second == ¬ then
12: push(1 - first); . push inverted value
13: else if second ∈ {∨,∧} then . right operand yet to be computed
14: push(second);
15: push(first);
16: propagateTruthValue = false;
17: else . second ∈ {0, 1}
18: * = pop(); . this must be ∨ or ∧ now
19: push(first * second); . * ∈ {∨,∧}
20: end if
21: end while
22: end while
The analysis of McNaughton’s algorithm is now fairly straightforward. The recur-
sion depth is at most |V|, as the arena is strcitly smaller for each recursive call. The
preparations per call are computable in space O(|V| · log(|V|)) (note that comput-
ing an attractor, as shown above, requires at most this much space). We may reuse
the tape cells used by a recursive call. We need to only retain those cells which per-
tain to subcalls that have not returned yet. In total, this gives a space complexity of
O(|V|2 · log(|V|)). It is worth noting that the number of control states required to
implement this procedure is independent of A and φ.
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Algorithm A.2 An abstract view of McNaughton’s algorithm.
1: procedureMcNaughton(A = ({v1, . . . , vn}, E), φ)
2: for i = 1, . . . , n do
3: Xp,i = AttrA1−p({vi})
4: Wp,i =McNaughton(Xp,i,¬pφ)
5: end for
6: Wp = AttrAp (
⋃n
i=1Wp,i)
7: Y = {v1, . . . , vk} \⋃p∈{0,1}Wp
8: W =McNaughton(Y, φ)
9: returnW ∪W0
10: end procedure
Proposition A.4.1
The winning region in a Muller game G = ((V, E), φ) can be computed by a two-tape
Turing machine in timeO(|V|2 · log(|V|)).
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Symbols & Notation
(s)2 interpretation of s ∈ B∗ as number in binary, page 15
bin(n) binary interpretation of n ∈ N0, page 15
compM(x) computation ofM on x, page 38
dom( f ) the domain of f , page 14
im( f ) image of f , page 14
Inf(pi) set of vertices occurring infinitely often in pi, page 25
JkK initial segment {0, . . . , k} ofN, page 14
L(c, c∗) length of iteration (c, c∗), page 35
P(X) the powerset of X, page 14
rankp(b, v) the rank of Player p for position (b, v), page 107
f S restriction of function f to S, page 14
` successor relation on configurations, page 34
f [a 7→ b] function f with f (a) replaced by b, page 14
fM function implemented byM, page 16
G,H, . . . boldface letters denote games, page 21
GT the transpose of G, page 18
γin(v) in-degree of a vertex v, page 18
γout(v) out-degree of a vertex v, page 18
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‖G‖ size of G, page 17
v→G v′ there exists a path from v to v′ in G, page 18
LTL(P) the set of all LTL formulas over propositions P, page 16
φ[S] Boolean expression obtained from φ ∈ PL(X) by evaluating according to S ⊆ X,
page 16
PL(X) propositional formulas over variables X, page 16
L(φ) language defined by the LTL-formula φ, page 17
Dx sequence (Uxi )i≥1 encoded as a set of pairs (bin(i),Dxi ), page 70
B the set {0, 1} of binary digits, page 14
Z the set of integers, page 14
N the natural numbers {1, 2, 3, . . .}, page 14
N0 natural numbers with 0, page 14
f : A 99K B partial function from A to B, page 14
⊗ synchronized product, page 91
‖ parallel product, page 90
Floc local reachability or Büchi condition, page 107
Fsync synchronized reachability or Büchi condition, page 107
Cons( f ) the set of all plays consistent with strategy f , page 23
Outv( f , g) outcome of f and g from v, page 23
Posb(A) the set of all positional Player b strategies on A, page 23
Stratb(A) the set of all Player b strategies on A, page 22
TV(M) latency ofM, page 39
‖M‖ size ofM, page 39
SV(M) space requirement ofM, page 39
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`M successor relation ofM, page 19
T (M) runtime ofM, page 19
S(M) space requirement ofM, page 20
last(w) the last letter of w ∈ Σ+, page 15
x  y x is a prefix of y, page 15
w[i, j] infix of w, page 15
max(F,X) maximal subsets of X ∈ F that are not in F, page 58
Uxi Ui as computed for 1-level node x, page 64
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Index
p-component, 108
Büchi condition, 25
Büchi game, 25
ω-regular language, 16
anchor node, 66
arena, 21
bipartite, 21
labeled, 91
subarena, 21
attractor, 24
channel system, 93
capacity, 93
message, 93
semantics, 94
circuit, 51, 52
gate, 52
sort, 52
component game, 103
component strategy, 103
composition, 105
poly-space, 136
polynomial, 106
winning, 106
compositional game, 103
component game, 103
component strategy, 103
global strategy, 103
size, 103
configuration, 32
compatible, 37
initial, 35
successor, 33
terminal, 35
edge, 17
encoding, 38, 39, 43
fixed-length, 43
length, 43
optimal, 43
game, 21
Büchi, 25
compositional, see compositional
game
determined, 23, 138, 140
initial vertex, 21, 22
LTL, 27
mean payoff, 140
Muller, 26
parity, 25
play, 21, 22
postionally determined, 23
reachability, 24
safety, 24
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strategy, 22
Streett, 26
winning condition, 21
winning set, 23
global strategy, 103
graph, 17
cycle, 18
edge, 17
in-degree, 18
neighborhood, 17
out-degree, 18
path, 18
size, 17
subgraph, 17
transpose, 18
vertex, 17
infinity set, 25
initial vertex, 22
iteration, 34, 35
length, 35
space, 35
language, 15
ω-regular, 16
regular, 16
latency, 39
linear temporal logic, 16
local
Büchi condition, 107
reachability, 107
logic, 16
linear temporal, 16
model, 16
propositional, 16
LTL-game, 27
Mealy automaton, 16
implements, 16
size, 16
straightforward simulation of, 41
mean payoff game, 140
parallel product, 90
explicit representation, 90
permissive strategy, 160
consistent play, 160
winning, 160
play, 21, 22
consistent with, 23
poly-space composition, 136
polynomial composition, 106
preimage structure, 49
propositional logic, 16
rank, 107
reachability game, 24
regular language, 16
safety condition, 24
safety game, 24
size, 39
space requirement, 39
strategy, 22
consistent play, 23
finite memory, 23
outcome, 23
permissive, see permissive strategy
positional, 22
winning, 23
strategy machine, 30, 31
computation, 37, 38
configuration, 32
function implemented by, 38
iteration, 34, 35
latency, 39
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Index
size, 39
space requirement, 39
template, 104
winning, 39
synchronized
Büchi condition, 107
reachability condition, 107
synchronized product, 91
bounded degree fragment, 96
bounded width fragment, 96
degree, 92
explicit representation, 91
width, 92
template, 104
trace simulation, 98
trap, 24
tree, 18
binary search tree, 18
labeled, 18
Turing machine, 18
configuration, 19
determinisitic, 19
non-deterministic, 19
runtime, 19
space requirement, 20
successor configuration, 19
successor relation, 19
terminal configuration, 19
vertex, 17
winning condition, 21
Büchi, 25
reachability, 24
safety, 24
winning region, see winning set
winning set, 23
winning strategy, 23
Zielonka tree, 58
Zielonka’s construction
anchor node, 66
Zielonka tree, 58
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