This paper investigates computational aspects of the well-known convexity theorem due to Helly, which states that the existence of a point in the common intersection of n convex sets is guaranteed by the existence of points in the common intersection of each combination of d + 1 of these sets. Given an oracle which accepts d + 1 convex sets and either returns a point in their common intersection, or reports its non-existence, we give two algorithms which compute a point in the common intersection of n such sets. The rst algorithm runs in O(n d+1 T) time and O(n d ) space, where T is the time required for a single call to the oracle. The second algorithm is a multi-stage variant of the rst by which the space complexity may be reduced to O(n) at the expense of an increase in the time complexity by a factor independent of n.
Introduction
Of the known results in the eld of convexity theory, perhaps the most famous is the existence theorem due to Helly which relates the intersection of a collection of convex sets with the intersection of its subcollections 2, 3, 8]:
Theorem 1 (Helly) Let C be a collection of convex sets in < d , C nite or all members of C compact. Then if every d + 1 sets intersect, there exists a point common to all the sets.
This result has had numerous applications in proving other combinatorial statements, in particular those of the general form: If a certain type of collection is such that each of its subfamilies of k members has a certain property, then the whole collection has that property (see 2, 8] for a partial survey).
For the case where the collection is nite, an algorithmic implication of such statements is that to determine whether the collection has the property, it su ces to determine whether every subfamily of k members has the property. In the case of Helly's theorem itself, if we had an algorithm which determined whether any d + 1 members of C = fC 1 ; C 2 ; : : : ; C n g have a common intersection, then by applying this algorithm to all ? n d+1 subfamilies of d + 1 members, we could determine whether all sets of C intersect. However, until recently no constructive applications had been discovered for Helly's theorem or its relatives.
In the next section, we outline a general method by which a point in the intersection of n convex sets in < d may be computed, assuming the existence of an algorithm for nding a point in the intersection of any d + 1 of these sets. The overall algorithm will be seen to require time proportional to ? n d+1 f(d+1), where f(d+1) is the time required to nd a point in the intersection of d + 1 sets.
Computing an Intersection Point Using Radon Partitions
A Radon partition of a set of n points in < d is a partition into two sets S and T such that their convex hulls CH(S) and CH(T) intersect. We call a point in the intersection of CH(S) and CH(T) a Radon point. Radon's theorem 10] guarantees the existence of a Radon partition whenever n is at least d + 2. From this, the following lemma can be proved:
Lemma 2 Let fK 1 ; K 2 ; : : : ; K d+2 g be a collection of convex sets in < d , and let P = fp 1 ; p 2 ; : : : ; p d+2 g be a set of points such that p i 2 This lemma may be used to prove Helly's theorem by induction. Indeed, Radon rst used these arguments to this end in 1921 10] . Implicit in the lemma, moreover, is the basis of a recursive algorithm for nding the common intersection of convex sets.
The Basic Algorithm
Given a collection C = fC 1 ; C 2 ; : : : ; C n g of convex sets in < d , let us assume that we have available a \black box" or \oracle" which accepts as input the indices of d + 1 sets of C, and which gives as its output a point in the intersection of these sets, or reports that the sets do not intersect, as the case may be. In reality, the oracle is simply an intersection algorithm tailored speci cally to the sets of the collection; to handle other collections of convex sets, we would expect that other oracles tailored to those collections be provided.
Since the size of the input provided to the oracle is dependent upon d but not n, we shall assume that each call to the oracle (and each computation of a Radon partition) takes unit time.
For each k = 1; 2; : : : ; n ? d, we will compute an intersection point for each collection of the form fC 1 ; C 2 ; : : : ; C k ; C x 1 ; C x 2 ; : : : ; C x d g; fx 1 ; x 2 ; : : : ; x d g fk + 1; : : : ; ng: (1) Note that when k = n ? d, this is the required intersection point. If at any time a call to the oracle reveals that some subcollection has no intersection, then the algorithm terminates. 
The Multistage Algorithm
The algorithm just described is optimal in the number of calls to the oracle, since one can construct families of n convex sets for which all but one of its subfamilies of d + 1 members has a non-empty intersection. On the other hand, it is certainly not optimal in terms of space, since at iteration k = k 0 we keep on hand the
intersection points generated at iteration k = k 0 ? 1. In the remainder of this section, we present a multistage variant of this algorithm which allows storage to be drastically reduced at the expense of a constant factor in the time complexity.
Conceptually, let us divide the collection C into m d + 2 groups G 1 ; G 2 ; : : : ; G m of (roughly) n m member sets. For each group G i , consider the convex set I i obtained by intersecting all sets of G i . If the sets I = fI 1 ; I 2 ; : : : ; I m g were available, the oracle could be used to obtain a point in the common intersection of any choice of d + 1 sets of I. We could then apply the time-optimal algorithm to generate a point in the common intersection of all sets of I | which is also the common intersection of all sets of C.
Since the sets of I are generally unavailable, an alternative to the oracle is needed. Finding a point in the common intersection of the sets fI x 1 ; I x 2 ; : : : ; I x d+1 g is equivalent to nding a point in the common intersection of the member sets of G = G x 1 G x 2 : : : G x d+1 . Such a point may be found by applying the time-optimal algorithm directly to G, or by subdividing G into smaller subgroups and applying recursion.
The following recursive algorithm accepts as its input a collection of convex sets Q, the value m as de ned above, and a value l corresponding to the maximum depth of the recursion. If l = 0, the number of recursive levels is zero, and the algorithm is equivalent to the more straightforward algorithm described earlier. If the convex sets have a non-empty common intersection, the recursive algorithm returns a point in this intersection; otherwise, it reports that such a point does not exist. Algorithm MRadon as stated above makes no mention of how the various groups of sets are maintained, or of how Step 3 may be accomplished. The most straightforward way is to maintain a full list of pointers to the convex sets of the current group; at each recursive call, the pointers of the subgroups under consideration would be passed along. Perhaps a more e cient way is to treat the indices of sets in a subgroup as if they were a collection of disjoint intervals drawn from the index set f1; 2; : : : ; ng; only the endpoints of these intervals need be passed. For example, if the subgroup were fC 2 ; C 3 ; C 4 ; C 5 ; C 8 g, then the index intervals would be f 2; 5]; 8; 8]g, and pointers to C 2 ; C 5 ; C 8 and (again) C 8 would be passed. In the next section, we shall see that if l and m are chosen properly, neither strategy has much e ect on the overall complexity of the algorithm. In terms of n and l, the bound on the storage becomes l (n)
In this manner, by picking an appropriate value of l, the space required by Algorithm MRadon can be drastically reduced; in particular, if l = d?1, linear space su ces for the Radon intersection points.
Time
In the case where l > 0, the set is partitioned into m groups, and each combination of d+1 of these groups is treated in a recursive manner. Since the size of each combination is d+1 m n, the number of calls to the oracle is simply >From this, it is quite clear that l (n) and ! l (n) are of the same order of magnitude, and as the bound for ! l (n) is the looser of the two in absolute terms, we shall focus our attention on this quantity.
The bound on l (n) suggests that m should be made as small as possible, if one wishes to reduce the storage requirements of the algorithm. If m is greedily chosen to be a small constant value (greater than d+1), one can readily show that the time required would no longer be O(n d+1 ). On the other hand, if the number of levels l is xed, and m is allowed to vary, the situation is quite di erent. 
The signi cance of this bound is that if the number of levels of the recursion is xed at l, then the number of calls to the oracle (and the number of Radon partitions computed) increases by only a constant. In fact, a similar (but more tedious) argument shows that even if m is chosen independently of l, or if it is allowed to vary from one level of the recursion to another, the same constant-time increase is evidenced.
Summary
Before summarizing the analysis in the form of a theorem, the overhead associated with each recursive call must be taken into account. A very loose bound on the amount of storage required for pointers to sets is O(ln), which is linear if l is constant. An even looser bound on the time required to pass these pointers is l ! l (n), since a pointer can be passed down through at most l recursive levels before nally reaching the oracle. As the cost of passing a pointer is negligible compared to that of accessing the oracle, one may ignore the overhead associated with either of two parameter-passing mechanisms described at the end of Section 2.2. In practice, the best strategy is of course to choose the minimum possible value of l for which the available space su ces. In higher-dimensional settings this may seem absurd, since the time complexity may be much too high to allow the program to run regardless of how much space is available. Even in lower dimensions, the time bound is more of a restriction than the space bound, and setting l to be any greater than 1 is of little or no bene t. Yet in the two-dimensional setting, setting l to 1 instead of 0 allows the space complexity to be reduced from O(n 2 ) to O(n), with an increase in time by a factor of only slightly more than 9 2 .
Theorem 5 Let C = fC 1 ; C 2 ; : : : ; C n g be a collection of convex sets in < d , and let C 0 be another set. Given an oracle that accepts as input d+1 sets of C, and returns a translate of C 0 intersecting (contained in; containing) these sets (or reports its non-existence), then a translate of C 0 intersecting (contained in; containing) all members of C may be found (or its non-existence reported) in time proportional to ? n d+1 T, where T is the time taken by the oracle.
Next, let S = fS 1 ; S 2 ; : : : ; S n g be a family of n sets in < d , some labeled red and the others By applying Algorithm MRadon to the dual points associated with hyperplanes returned by the oracle for linear separation, the dual point associated with a linear separator of S may be found.
Theorem 6 Given an oracle that accepts as input d+2 sets of S, and returns a linear separator of this subset (or reports its non-existence), a linear separator for the entire collection may be found (or its non-existence reported) in time proportional to ? n d+1 T, where T is the time taken by the oracle.
In the same paper 4], a similar re nement of a theorem due to Lay 7] is given, in which a correspondance is shown between the problem of determining whether the sets of S can be spherically separated and the problem of determining whether n convex sets in < d+1 have a common intersection point. The former problem is transformed to the latter by means of a stereographic projection of the points of < d onto a hypersphere in < d+1 . As in the previous examples, Algorithm
MRadon may be applied in the dual setting:
Theorem 7 Given an oracle that accepts as input d+3 sets of S, and returns a spherical separator of this subset (or reports its non-existence), a spherical separator for the entire collection may be found (or its non-existence reported) in time proportional to ? n d+2 T, where T is the time taken by the oracle.
Concluding Remarks
Although this method perhaps cannot compete against fast algorithms for collections of special sets such as half-spaces, it is nevertheless the rst algorithmic application of Helly's Theorem. In many cases, a more practical alternative to the algorithm outlined in this paper may be applied. Recently, Amenta 1] showed that certain Helly-type theorems can be related to classes of General Linear Programming (GLP) problems, as de ned by Matou sek, Sharir, and Welzl 9].
When the dimension d is xed, the algorithm outlined in 9] constructs a solution in O(n) expected time. If d is not considered to be xed, the time complexity is subexponential in d.
Amente's approach requires that an objective function satisfying certain locality and monotonicity conditions be de ned on the sets of the collection. If the collection of convex sets does not admit such a function, or if such a function cannot be found, the GLP algorithm cannot be applied. The advantage of our approach is that a solution is guaranteed for all possible collections of convex sets.
