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Abstract
Three fundamental experiments on multi-particle interactions in hard-sphere systems are presented in this
thesis. In the first experiment, a mixture of two monodisperse colloids with different particle diameters, but
the same particle composition, is studied using diffusing-wave spectroscopy. We find that both the particle
structure and the hydrodynamic interactions between large and small balls are well modeled by existing
theories. These theories, however, do not comment on the observed diffusion of particles in complex
solutions over distances larger than a particle diameter. Incidental observations during this experiment led to
the second experiment, the study of the phase diagram of binary hard-sphere mixtures of colloidal particles. In
the process of mapping this phase diagram, driven entirely by entropy, a novel surface phase was discovered.
This surface phase is explained geometrically in terms of the entropy of the small particles in the suspension.
In the final experiment, the diffuse model of photon transport is extended to create a new technique called
Diffuse Transmission Spectroscopy (DTS) for exploiting the wave vector dependent structure of colloidal
suspensions. DTS uses the wavelength dependent transmission of a slab of colloid to probe interparticle
structure. The diffuse transmission spectrum is shown to be useful for measuring particle diameter and
differences in interparticle potential in dense, undiluted systems, as well as for testing the validity of structural
models.
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Optical Studies of the Structure and
Dynamics of Opaque 9olloids
Peter D. Kaplan
Arjun G. Yodh
Three fundamental experiments on multi-particle interactions in hard-sphere sys-
tems are presented in this thesis. In the first experiment, a mixture of two monodis-
perse colloids with different particle diameters, but the same particle composition, is
studied using diffusing-wave spectroscopy. We find that both the particle structure
and the hydrodynamic interactions between large and small balls are well modeled
by existing theories. These theories, however, do not comment on the observed diffu-
sion of particles in complex solutions over distances larger than a particle diameter.
Incidental observations during this experiment led to the second experiment, the
study of the phase diagram of binary hard-sphere mixtures of colloidal particles. In
the process of mapping this phase diagram, driven entirely by entropy, a novel sur-
face phase was discovered. This surface phase is explained geometrically in terms of
the entropy of the small particles in the suspension. In the final experiment, the dif-
fuse model of photon transport is extended to create a new technique called Diffuse
Transmission Spectroscopy (DTS) for exploiting the wave vector dependent struc-
ture of colloidal suspensions. DTS uses the wavelength dependent transmission of a
slab of colloid to probe interparticle structure. The diffuse transmission spectrum is
shown to be useful for measuring particle diameter and differences in interparticle
potential in dense, undiluted systems, as well as for testing the validity of structural
models.
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Chapter 1
Multiple Scattering and Dense
Colloids
Although not often studied, systems which multiply scatter light are probably more
plentiful than single scattering systems. In this thesis, multiply scattered light is the
principal tool used to study microscopic properties of dense colloidal suspensions. We
work in the highly multiple scattering limit and in the absence of photon absorption.
This means that our samples are opaque and white, like milk. The advantage of
the highly multiple scattering limit is the applicability of the diffusion equation to
describe photon transport.
From the wide variety of available multiple scattering materials, we have chosen
to focus on colloidal suspensions of polystyrene spheres in water. Polystyrene spheres
have been of interest to physicists for a variety of reasons. Often they are studied as a
model for atomic systems. We have studied monodisperse colloids for their intrinsic
interest as macroscopic systems whose properties are controlled largely by statistical
mechanics. In the course of the work described in this thesis, existing optical multiple
scattering techniques have been refined and new techniques developed, enabling us
to learn new physics of this model system. These techniques and tools apply to a
wide variety of systems such as paint, dairy products [1], biological tissue [2,3]' and
1
coating materials (e.g., paper size [4}).
The spheres, whose diameters typically range from 50 to 3000 nm, are manu-
factured in nearly monodisperse suspensions. The interparticle potential depends
on the charge on the spheres and the concentration of ions in the solution (see Sec-
tion 5.3). The range of the interaction can be made quite short, which allows us to
treat the particles almost as if they were hard spheres.
Multiple scattering occurs in a variety of contexts, including nuclear fission, as-
tronomy, and atmospheric physics. Many treatments of multiple scattering are quite
broad; they cover a wide range of geometries and opacities [5]. While these treat-
ments are powerful, we have restricted our attention to a narrow range of multiple
scattering geometries. Thus, we may proceed without concerning ourselves with
most of the specialized vocabulary and formalism of these treatments. In particular,
all of the scattering data presented in this thesis were obtained in a single experimen-
tal geometry - transmission of a beam of light through a slab of colloid (Fig. 1.1).
The light sources used in this thesis ranged from lasers to lamps, and the detectors
included photomultiplier tubes and photodiodes. The scattering problem, that of
light being transmitted through a slab, remains constant.
Chapters 2 and 3 are a review of the basic conceptual tools needed to discuss the
three experiments presented in this thesis. In Chapter 2, we discuss the transport of
light in an optically dense media. In Chapter 3, we consider dynamic samples and
introduce the technique of diffusing-wave spectroscopy. After these introductory
chapters, three experiments on opaque colloids are presented.
These experiments are motivated by the fundamental questions about dense sus-
pensions which are questions about collective behavior. An isolated, suspended par-
ticle will undergo Brownian motion due to thermal fluctuations in the fluid around
it. It will also settle (or rise) due to buoyant forces if its density is different than that
of the fluid. Collective effects begin to appear if the interaction range of the particles
is comparable to the average interparticle spacing. For hard sphere particles there
2
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-Light Source
Colloid
Detector
Figure 1.1: This is the geometry for multiple light scattering used throughout this
thesis. Light strikes a slab of colloid. Most of the light is reflected. The light source
and the detection scheme change with each experiment; the experimental geometry
is constant throughout.
3
-are two types of interactions: hydrodynamic interactions and entropic interactions.
The origin of the hydrodynamic interaction is simple. As a particle moves, the
fluid around it moves and buffets neighboring particles. The effects of hydrodynamic
interactions are not so simple. It is only in recent years that good measurements were
made of the hydrodynamic suppression of the diffusion coefficient in the simplest sys-
.
tem, monodisperse hard sphere colloids [6-10). In commonly occurring suspensions
such as milk, paint, dairy products, and the complex cytoplasm of biological cells,
there are particles of different sizes diffusing and interacting with each other. In
Chapter 4, we present the first measurements of the suppression of the diffusion co-
efficient in a system with two particle sizes. This experiment shows that collective
effects on motion of particles over distances small compared to their diameter are
well understood. This experiment also highlighted the fact that diffusion over longer
distances is still poorly understood despite the fact that it is quite important in the
familiar systems mentioned above.
The origin of entropic interactions is also quite simple. Wherever one particle is,
no other particle can be. At volume fractions greater than a few percent, the fact
that the particles cannot overlap noticeably affects the arrangement of particles in
a suspension. This volume exclusion strongly influences the entropy of hard sphere
systems. Roughly, the volume available to a particle is proportional to the number of
states accessible to it, and the entropy is the logarithm of the number of states. Un-
like dynamic hydrodynamic interactions which are calculated using fluid mechanics,
calculations of entropic interactions rely on statistical mechanics and thermodynam-
ics. The importance of particle ordering is emphasized throughout this thesis. In our
studies of diffusion in binary systems in Chapter 4, we test an old theory of particle
ordering and find that it works well for the systems being studied. In the next chap-
ter, however, we find that in more concentrated systems and in systems with a larger
ratio of large to small particle diameter, this old theory sometimes breaks down com-
pletely. Remarkably, in some of these systems, large and small particles un-mix into
4
phase separated states with higher total entropy. These experiments highlight the
importance of improving our knowledge of the thermodynamics of dense mixtures of
particles of different sizes by revealing complex, unexpected, and potentially useful
facts about these systems.
The final experiment develops new experimental techniques for determination
of structure in dense ~uspensions. Such structure is exkemely difficult to probe,
requiring large experimental facilities such as neutron sources or X-ray synchrotrons.
There is a significant amount of information about structure, however, embedded in
multiple scattering data. In Chapter 6, we focus on techniques for extracting that
information from these systems. The results of this study indicate that while it
may not be possible to measure structure factors directly, it is certainly possible to
check model calculations and to make meaningful and detailed comparisons between
collodial systems using multiple light scattering.
The final chapter 7 contains experimentally useful information that is relevant to
all of the preceding chapters.
In this thesis, we applied multiple light scattering to an important and simple set
of systems and were able to extract significant new physical information about these
systems. In particular, we have made important measurements about the collective
static and dynamic properties of mixtures of hard spheres which indicate both the
utility and success of simple theories about these systems and the limited range
of these theories compared to the variety of behavior observed in these suspensions.
The potential uses of multiple light scattering remain under explored and potentially
quite powerful.
5
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Chapter 2
Photon Transport in Static Media
When light enters a white material, such as a milk, where does it go? In the simplest
explanation, the light scatters many times inside the material. When it eventually
emerges, it is traveling in a random direction. Most of the light that enters a white
material is reflected, which means that it leaves from the same surface that it enters
from, although the angle of reflection is random, and thus not equal to the angle
of incidence. The randomiation of direction is responsible for the difference in ap-
pearance between a white surface and a mirror of the same total reflectivity. In this
chapter we provide a much more detailed answer to the question of where the light
goes. We will describe a microscopic picture of photon transport in optically dense
media, from which we will develop the diffusion equation for photon transport. The
diffusion equation will then be used to develop a useful and intuitive understanding
of light propagation in highly multiple scattering materials.
2.1 Single S.cattering of Light
Single scattering is a well known and commonly exploited tool for exploring weakly
scattering samples. For generations, scientists interested in structure have used
single scattering techniques, including X-ray, neutron, and light scattering to measure
8
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Figure 2.1: Scattering Geometry. The connection between scattering angle and wave-
vector.
structure. There are several multiple scattering techniques in condensed matter
physics such as LEED (low energy electron diffraction). Condensed matter physicists
also study problems which fundamentally involve multiple scattering, including the
photonic band structure and the localization of electrons, photons, and acoustic
waves. Another example of the use of multiply scattered light in ordered media
is the work of Pieranski on Kossel lines [1, 2]. We begin the discussion of multiple
scattering in disordered media by reviewing the connection between single scattering
and sample structure. Ultimately, these ideas will be needed to connect multiple
scattering data to the physics of dense colloidal systems.
In this introductory section we are concerned with calculating the single scat-
tering intensity and making the connection between the scattering intensity and
arrangement of particles in the sample.
In scattering problems, the illuminated particles are treated as a set of radiating
sources whose radiated fields interfere with each other (Fig. 2.1). A beam of light
originating at the origin scatters from a particle at r through an angle () to a detector
9
at position R, a distance Rd from the sample (Rd is much greater than the separation
between particles). The electric field at the detector is
(2.1)
where I is the scattering amplitude into two orthogonal polarizations labeled 1 and
2, q is the difference between the input and output wav~vectors k f - ko, and the
magnitude of both k f and ko is 21r j A, where A is the photon wavelength in the
scattering medium. For an ensemble of identical particles, the field at the detector
is calculated by adding the scattered field from each particle
(2.2)
The scattered intensity is proportional to the square modulus of the scattered field
I(q) = (IEol2 j41rR~) (1/1(0)12+ 112(0)12) (~eiq.(r;-rj») , (2.3)
t,J
where we have used the orthogonality of our polarization vectors (ei . ej = lii,j) to
simplify the prefactor which is identified as the form factor F( (}) = 111 ((}) 12 + 1/2 (0) 12 •
The remaining sum is identified as the structure factor
S(q =/: 0) = (ljN)(2:J eiq.(f;-rj )},
i,j
(2.4)
where the angle brackets indicate a configurational average. The configurational
average is equivalent to a time average for most systems considered in this thesis.
A few properties of the structure factor are worth recalling: the structure factor is
isotropic (S(q) = Seq)) in a fluid; the structure factor Seq) is the Fourier transform
of the pair correlation function and is thus intimately connected to the statistical
mechanics and thermodynamics of a system; and Seq) is the same structure factor
measured by X-ray and neutron scattering. The structure factor depends on the
arrangement of particles within the sample, while the form factor depends on the
ratio of the particle size to the photon wavelength as well as on the index of refraction
10
Figure 2.2: The connection between the scattering intensity, the form factor F(0)
and the structure factor S(q).
of the particle. With these newly introduced functions, we can rewrite (2.3) in the
form,
I(q) = IoF(q, koa)S(q), (2.5)
where a is the diameter of the scattering particle. The ratio of particle diameter to
photon wavelength koa is an important dimensionless number for scattering calcula-
tions.
2.2 Microscopic Picture of Diffuse Transport
We now turn our attention to scattering in opaque suspensions. Typically, a thin cell
filled with a dense colloid is placed between a light source and a detector (Fig.I.l).
Other common geometries include collecting light backscattered at some angle from
the cell (Fig. 3.8) and using submerged optical fibers for both light injection and
collection. In all of these geometries, photons scatter many times, through many
different angles, typically taking tortuous paths which are very long compared to
11
the sample thickness (e.g. two centimeter long paths through a one millimeter thick
cell).
Although the scattering problem is the same for multiple scattering as for single
scattering, information is lost in multiple scattering because there is no way to de-
termine the sequence of angles that photons are scattered through. As we move from
one to many scattering events, we will see, however, that some useful information
is preserved in multiple scattering. Our goal i~.-t~Lex.tm~L~'~_J!1ugLiJ!foLJlli!,tiQ!V!§.~
possiblelrQm.the_.~t.(LJistical.p-T:Qp-eTties_oLmultiply_~c.att~r~QJigh.t.
The structure factor is a central part of all discussions of multiple scattering
in this thesis. In the limit where the distance over which particle positions are
correlated (the correlation length) is longer than the distance between scattering
events, photon transpC?rt is often discussed in terms of~ba.nd.-struc1ID:e-[3J.
In this thesis, we will assume that the distance between scattering events is long
compared to the correlation length. When we discuss transmission experiments, we
also assume that the sample is much thicker than the distance between scattering
events. The question of how much thicker the sample must be has been addressed
by a number of groups [4-6}. In addition, the distance between scattering events
is assumed to be far longer than the photon wavelength. 1f.J;.h.e-distance bet~.en-­
~~atterin.g~events. is smaller t1liill._~.QhOt.Ql1_._F_?Ncl.e.l!~t.:b.,jh~~u!Lfi~:r~nt_J~lw1!2~ffiC1
..are expected, includiJ!g_~~~~du~Ji.2!:linJh~J>:p~ed_Q.fjight!11~n~th~_s.t.!:()J!{do£.~li~g~
2i ]2hotons [8].
In a multiple scattering experiment, after a photon scatters once it is still in-
side the sample where it will typically scatter many more times before escaping.
We describe these multiple scattering events using the diffusi2..!l._~.p.Q!:.oximationfor
-- '--.---.-.~=~..~._~----~---_ .. - ~- '".--
EhQ191L1r.a.J1S-J2Qrt [9]. In the picture that describes the diffusion approximation, the
multiply scattered photon is a random walker. Typically, the distribution of scat-
tering events is generally sharply peaked at small scattering angles (Fig. 2.1). This
peaked distribution pertains to relatively large particles with koa > 1. The cross
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section of smaller particles is so small that strong multiple scattering is difficult to
achieve. In mixtures of particles, th~~rge~~§_j;_~_tQ_g.Q!!!:iI!ate~te!in.&After
a single scattering event, the photon is not moving in a random direction, but is
almost certainly moving nearly in the forward direction. The length scale on which
the photon's direction is randomized is referred to as the random walk step-length
or more formally as the photon transport mean free pathkngth and denoted 1*. The
distance between scattering events 1is typically much shorter than the random walk
step-length.
The expression for 1* in a single component mixture is now developed with an
emphasis on the physical properties which determine it. In Chapter 4 we will revisit
this discussion, identifying the changes necessary in order to calculate 1* in mixtures
of different sized particles. In rigorous derivations of the diffusion approximation 1*
arises naturally from electro-magnetic transport theory in random media [9]. As the
rigorous treatment is quite technical, it is difficult to gain insight from it. Rather
than repeating a formal treatment of transport theory, we will motivate the final
result by analogy to polymers. In a polymer molecule, each monomer of length 1has
a bond which makes an angle B with the previous monomer. The persistence length
of the polymer is 1*, which is given by the sum (see Figs. 2.3 and 2.4)
00
1* = 1I: (cos(B))n .
n=O
(2.6)
This expression for the the persistence length relates the length over which the
polymer bends significantly. The same expression relates the distance over which
a photon's direction of propagation becomes randomized to the distance between
scattering events. The infinite geometric sum in (2.6) simplifies to
1*T = 1/(1 - (cos(B))). (2.7)
The scattering angle is related to the scattering wave-vector by
q 2ko sin(B/2) ,
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(2.8)
where ko is calculated in the suspending medium (i.e., ko
definition of q, we find
21rn/).). Using this
(2.9)
where the average ( )0 is an average over scattering angles. Thus, 1* and I are
connected through the average square scattering vector. To calculate this scattering
wave vector, we must weight the scattering wave vectors by the intensity function
(F(q)S(q)) developed in section 2.1. The angular average is given by
(l) _ J41r q2F(q)S(q)do'
- J41r F(q)S(q)do' '
which is used to calculate the ratio of 1* to 1,
(2.10)
l*
1
2k~ J41r F(q)S(q)do'
J41r q2F(q)S(q)do' . (2.11)
Ratios such as (2.11) often appear in the literature. To actually calculate 1* we also
need to be very specific about the definitions of F(q), S(q), and do'. Ratios such as
(2.11) are often simple to use because many factors of 21r and k~ cancel, simplifying
the calculation.
We now present the full expression for 1*. First, we change to a dimensionless
Fourier variable y = qa where a is the ball diameter [10}. In terms of the new
variable, Eq. (2.11) reads
1*
1
12koa F(y)S(y)ydy
2(koa)2 -::.:g"'ko-a------1 y2F(y)S(y)ydy (2.12)
To calculate 1*, we must explicitly write out I, the mean free path. The mean
free path is defined by,
1 = 1/ pase , (2.13)
1
where p is the particle number density and ase is the scattering cross section. At this
point, a careful derivation of ase is necessary to eliminate calculational ambiguity. In
particular, we want to include the formalism of Mie theory in the expression for l*.
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1*
Figure 2.4: The inclusion of the structure factor S(y) in scattering accounts for the
fact that a photon scatters from small correlated regions of the sample as depicted
in this figure.
Figure 2.3: Microscopic picture of scattering and description of the quantities l* and
1.
(2.14)
Mie theory describes scattering from dielectric spheres whose diameter is comparable
to the photon wavelength.
We begin with the general definition of the differential cross section in Jackson
(Jackson's Eq. (9.81)) [11]
dO"(n, E; no, €a) _ r2 i; I? .E sc l2
- C:::il< 2 •dO. 811" Ito • E inc I •
Here the n's are unit vectors in the input and output propagation directions, and
the t'S are polarization vectors. A fairly complete description of Mie theory is found
in Ishimaru's Wave Propagation and Scattering in Random Media volume 1. In Mie
theory, the fields scattered by a small particle are:
ieikr
E¢ -~EoS1(f))sin ¢>,
ieikr
Ee ~EoS2 ( 8) cos ¢> ,
(2n + 1)S1(8) I: ( )[an7rn(cos8)+bnTn(Cos8)] ,
n=1,oo n n + 1
and
S2(8) = (2.15)
where 7rn and Tn are functions related to Legendre polynomials, the an and bn's are
Mie scattering coefficients, and the field is resolved along the 8 and ¢> directions
as described in Fig. 2.5. Comparing the scattered fields to the definition of the
differential cross section, we find
dO" 1 2 1 2
dO. = 2k3 IS1(8)1 + 2k3 IS2(8)1 . (2.16)
We are averaging over initial polarizations and then adding final polarizations. By
comparing this differential cross section with the expression for the scattered intensity
and the form factor in Eq. (2.3), we find the formal connection between the partial
cross section and the form factor
(2.17)
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Figure 2.5: Mie scattering geometry.
(2.18)dadn
The final detail of the scattering formalism is the technique for averaging over
polarizations. The maxim taught in Quantum Mechanics and Eleetromagnatism is
"average over input polarizations, sum over output polarizations." This is because
the output polarizations are physically distinguishable, and the intensity of each out-
put polarization is thus added. Input polarizations, however, are not distinguishable
at the detector. Therefore, we average over input polarization
r 1r dU(t;n)d</>Jo dO
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(2.19)
(2.20)
(2.21 )
(2.22)
6</> J;koa y2 F(y )S(y)ydy
(koa)4k5
2k .11"PJo oa y2F(y )S(y)ydy
(jsc = k\ [ F(O)Skoa(O)dn,
o J41r
1*
211" [2koa
(jsc = k'5(k
o
a)2 J
o
F(y)S(y)ydy.
where Skoa(O) is S(y) from (2.12). Before using (jsc to calc~late 1* using (2.12) we
will rewrite (jsc in terms of the dimensionless Fourier variable y = qa [10].
The factor of 211" is a result of the integral over </>, and the extra factor of (koa)2 is a
byproduct of the change of variables.
The final ingredient needed to calculate 1* is p, the number density
The polarization dependent part of the cross section is ISi(0) ;~~~:~ 12 • The averages
over sin2 </> and cos2 </> give the factor of 1/2 found in (2.16) .
We now unambiguously write the scattering cross section
where </> is the volume fraction of the colloidal particles. Using the number den-
sity (2.21) and the scattering cross section (2.20), we rewrite l* (2.12)
(koa)6a
2.3 Random Walks
The random walk step-length is an average over the structure factor. Not only is
knowledge of S(y) necessary for calculations of 1*, but our understanding of structure
may be tested by measuring 1*.
We have seen that a photon in a dense medium scatters many times, and that its
path may be characterized by two lengths, a distance between scattering events I
and a so-called random walk step-length (the transport mean free path length) 1*
over which the direction of propagation becomes randomized. In this section, we
will quickly state a few well known properties of random walks. More complete
discussions are available at the textbook level (e.g., Reif [12J Chapters 1 and 12).
For a random walk beginning at the origin in one dimension, the average position
after n steps x is defined by
x= LxP(x,n),
x
(2.23)
where x takes integer values, and P(x, n) is the probability that the walker is at po-
sition x after n steps. This average is zero because steps in each direction are equally
likely, P(x, n) = P( - x, n). The average mean square displacement x2 , however, is
not zero. To calculate the average squared displacement, we need to know P(x, n).
The probability P(x, n) is the probability of taking (n + x )/2 consecutive steps in
the + direction followed by (n - x) /2 consecutive steps in the - direction multiplied
by the total number of permutations of this particular sequence. The result is
= ( n ) (!) (n+x)/2 (!) (n-x)/2
P(x,n) (n+x)/2 2 2 ' (2.24)
where the notation (::J is a count of the number of ways in which one can choose m
steps in the positive direction from a set of n steps
( n) n!m -m!(n-m)!' (2.25)
(2.26)
In the continuum limit, where n is very large, the probability distribution (2.24)
approaches
() 1 -x2/2P x,n = rn=e .
y21rn
We are concerned with two properties of this distribution: (i) the displacement
(x2(n))l/2 is proportional to the square root of the number of steps, and (ii) the
average number of steps taken by those random walkers which reach a particular
point along the walk Xo is proportional to the square of the number of direct steps
to that point.
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(2.29)
(2.30)
~ ( ) _ D.x2 fJ2p(X, t)
VtP x, t - D.t fJx2 '
1 1
- (2)(mi- 1(n) - mi(n)) + (2)(mi+1(n) - mi(n)) (2.27)
1(2) [mi-l(n) - 2mi(n) +mi+l(n)] . (2.28)
Examination of random walks in the continuum limit leads to the diffusion equa-
tion. This is seen by considering a set of non-interacting random walkers in one
dimension. If the number of walkers at each point i after n steps is mi(n), then
the number after the next step mi(n + 1) is calculated by considering the difference
between the number of walkers that left point i and the number that arrived at point
i. Since half of the walkers at each point move in each direction, the temporal change
in mi(n) is
The second line is the numerical expression for the second spatial derivative. Set-
ting t = nD.t and considering the continuum limit where both D.t and the spatial
separation between points i and i + 1 are small, this discrete expression becomes
2.4 The Diffusion Equation
where p is the number density of walkers. This is the well studied diffusion equation.
In this example we will identify D.x2j D.t as the diffusion coefficient.
In this thesis we will discuss two types of diffusion, the diffusion of light in a
highly multiply scattering sample and the diffusion of particles undergoing Brownian
motiori.
Random walks and the diffusion equation are intimately connected. In this section we
will write the diffusion equation for photon transport in multiply scattering materials.
A random walker which takes steps of length 1* obeys the diffusion equation
-where d is the dimension of the space in which the walk takes place, v is the ballistic
velocity or the velocity of the walker between steps, and U is the energy density of
the photon field, which is proportional to the number density of photons. Equation
(2.30) defines the photon diffusion coefficient D"( = (vl* /3), where v is the speed of
light in the solvent, w?ich is the speed of light in vacuum divided by the solvent's
index of refraction ns (for limits on the validity of calclilating the speed of light
this way, see Ref. [7]). The index of refraction ns is well known for many common
solvents, including water, which is exclusively used in this thesis. The only parameter
of the photon diffusion equation
(2.31 )
is the random walk step-length 1* which depends on the particle form factor and the
interparticle structure factor.
2.5 Measuring l*
Our first application of the photon diffusion equation will be to find a simple way to
measure 1*. Since 1* is' the only parameter in (2.31), many calculated results of the
diffusion equation will be 1* dependent. There are a number of different approaches
which can be used successfully to measure 1*. The simplest and one of the most direct
methods is to monitor the transmission coefficient of a slab of scattering material.
The transmission T through a non-absorbing slab of infinite transverse extent
and thickness L is nearly proportional to the photon random walk step-length l*
4
T = (%) ~ [1 + (4/3)(1*/L)r1 . (2.32)
In this section we present a simple derivation of (2.32). The transmission coeffi-
cient T is independent of the profile of the input beam for a slab of infinite transverse
extent because it depends only on propagation in one direction and is thus insensi-
tive to photon displacements along the surface of the cell. We choose to solve the
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simplest problem, the one dimensional photon diffusion problem, and then use this
solution to compute the flux at both faces. The transmission is then calculated by
dividing the transmitted flux by the total flux. There are many other derivations of
(2.32) [9,13-15].
Within the diffusion approximation, in the absence of absorption, photon trans-
port is described by Eq. (2.31). We consider the steady-state, one dimensional
problem pictured in Fig. 2.6
o;U = 0, (2.33)
solutions of which are linear in z. We further assume that the incident flux appears
as a diffuse source at some distance al* inside the sample, a ~ 1. For convenience
we choose U(al*) = 2Uo. The solution to the diffusion equation is of the form
To solve for the A and B coefficients we need the correct boundary conditions.
The boundary conditions require that there be no diffuse flux into the sample
from the outside. Thus, the diffuse flux at the boundary into the sample is only the
reflected outgoing flux. The net current J given by Fick's law can be considered as
the sum of the currents in each direction (Fig. 2.7) [9,16]
{
AI + BIz for z < al*
U-
A r + Brz for z > al* .
(2.34)
(2.35)
The current in each direction has both an isotropic component and a part which
depends on the gradieJ;lt of U [17]
In terms of this current, the boundary conditions are
J+(O) = RJ_(O)
J_(L) = RJ+(L) ,
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(2.36)
(2.37)
(2.38)
U(z)
o al* L z
Figure 2.6: Distribution of diffuse energy density in a slab under steady illumination.
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(2.41 )
(2.40)
(2.39)
J+
J
>
(
1*) ~ (!±B) +aT _ _ 3 l-R
- L 1 + i (ltR) t-'
3 l-R L
<J-
{
(I + zjhl*) for z < a1*
U=Uo L:~~/:)/" (L + h1* - z) for z > a1*
where h = (2/3)(1 +R)j(l- R). With this solution for the energy density, the trans-
J+(L)
T = J+(L) + J_(O) ,
which is evaluated using (2.36), giving:
The total transmission depends on the directional fluxes at both sides of the
sample
The factor of 5/3 in (2.32) is obtained by setting R to 0 and a to 1. It depends
on both the physical boundary conditions and a, which is an artifact of this simple
mission coefficient is readily obtained using the transmitted and the backscattered
flux.
where R is the diffuse reflection coefficient. These boundary conditions enforce the
requirement that there is no diffuse flux directed into the sample at each wall, except
for reflected outgoing flux. The calculation of the diffuse reflection coefficient has
been carefully describ~d in Refs. [18J and [4J. It is obtained by averaging over the
angle dependent reflection coefficient and summing over multiple reflections when the
medium is bounded by a cell wall of finite thickness. The final boundary condition
is that U has no discontinuity at z = a1*. We now have three boundary conditions
for the four coefficients. We arbitrarily set Al to Uo and find
Figure 2.7: The flux is largely isotropic. There is a small anisotropy, which is the net
flux. The flux in each direction must satisfy the boundary cOllditions of the diffusion
equation.
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Figure 2.8: Apparatus for measuring transmission T.
2 channel counterPMT
I PhotomultiplierTubeLaser PMT
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model. The denominator, however, depends only on the boundary conditions. We
always measure the ratio of the transmission of different samples. This ratio is
insensitive to the value of the prefactor in Eq. (2.32).
If the absorption length la is of order L2 /1* or less, this result is multiplied by a
factor of j3/ sinh(f3), where f3 is )3L2/1*la [19]. In this thesis we ignore absorption
since la is on the order of a few meters and average pathlengths, which are of order
L2/1*, are always less than 15 em.
We measure optical transmission by comparing the intensity transmitted through
the sample into a photomultiplier tube to the intensity collected from the beam
splitter in Fig. 2.8. The resulting ratio drifts when the laser's spatial mode shifts
during the course of an experiment. To normalize for that drift, the transmission of a
standard cell is measured repeatedly. Thus, we are only able to measure the ratio of
the transmission of the sample cell to that of a standard cell. Repeated measurements
indicate that transmission measurements obtained in this apparatus fluctuate by
roughly 4%. We have tested the validity of these results by varying sample thickness
[4]. The transmission coefficient derived from the diffusion approximation is valid
for samples which are more than roughly 10 1* thick. In samples with a larger ratio
of 1* to I, there are more scattering events per "random walk step." Thus, the diffuse
result (2.41) applies to significantly thinner samples.
2.6 Time Dependent Transport
Our second application of the diffusion equation (2.31) is the problem of the time
dependence of the transmission of a short pulse through a slab of infinite transverse
extent. By using the full time dependent diffusion equation, the transmitted intensity
I (t) can be calculated. Most of our discussions focus not on the time spent by a
photon in the sample, but on the distance it travels through the sample, so that we
will focus on the probability distribution for paths of length s, P(s) ex: I(t = s/(c/n)).
Rather than repeating derivations of P(s), we will focus on some of its properties.
To calculate P(s), we employ a standard reference for mathematical solutions of
the diffusion Eq. (2.30) [20J. In Fig. 2.9a, P(s) is displayed for a sample L thick
with L/I* = 20. The important properties of this graph are that (1) the transmitted
pulse rises much faster than it falls, (2) the decay is exponential, and (3) the centroid
of the pulse scales with L 2 /1*. This last point is demonstrated in Fig. 2.9b, a graph
of the average pathlength against sample thickness.
The formula used to calculate the curves in Fig. 2.9 is obtained from Ref. [20].
In particular, the result is
I( ) = 2 '" (-DC>~t) an cos(anzo) + h-1sin(anzo) ( (L) h' ( L))
t LJ e (2 h-2 )L 2/h an COS an + Sln an ,
n=l,oo . an + +
(2.42)
where I(t) is proportional to P(s = t/c), h = (2/3)/*(1 +R)/(l - R) is the extrap-
olation length, Zo is the point at which energy is deposited (roughly at z = 1*), L is
the cell thickness, and the an's are solutions to
2a/h
tan(aL) = a 2 _ h-2
26
(2.43)
This is a transcendental equation with a large set of solutions. To avoid numerical
difficulties, separate the tangent into sine and cosine before solving.
It is possible to measure 1* by measuring and fitting to P(s) [21], instead of relying
on the diffusion equation. This method is experimentally much more complex than
the simple transmission measurement described in Section 2.5.
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Figure 2.9: (top)Time dependence of the pulse transmitted through a sample with
different values of 1*, and L = 1 mm. (bottom) Scaling between thickness and average
time. In this case, 1* = 10 11m and the thickness is varied. This figure shows the
scaling of the average transit time with the sample thickness squared. Calculations
in this figure are based on Sections 3.9 and 3.10 of Ref. [20].
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Chapter 3
Photon transport in dynamic
media: diffusing-wave
spectroscopy
3.1 Introduction
Diffusing-wave spectroscopy (DWS) is a probe of the,!!Y11,(lmic§_~__~~~~ The
connection between light scattering and dynamics is made by considering fluctuations
in the phase of scattered photons; the phase was ignored in Chapter 2. There have
been a number of careful reviews of the basic theory of DWS both in the literature [1-
4J and in thesis form [5-7]. This chapter is intended to be a concise presentation of
basic results that will be useful in later chapters.
We will work within a simple conceptual framework that allows us to understand
DWS well enough for its use in this thesis without recourse to Green's functions. If
we treat the scattering of a photon through a tortuous path within the sample as
the elementary scattering event rather than focusing on scattering from individual
particles, then we find that DWS is formally similar to the single scattering technique
32
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3.2 Dynamic Single Scattering
(3.1 )
(3.2)
quasi-elastic light scattering (QELS). After a review of QELS, which lays the foun-
dation for the connection between temporal fluctuations in the intensity of scattered
light and particle motion, we will consider the effects of multiple scattering, arriving
at the basic results of DWS. Finally, we will discuss some of the experimental details
and the nuances of DWS measurements.
The technique of quasi-elastic light scattering (QELS) is used to measure the dynamic
properties of particles in systems where light is singly scattered. In QELS (see Fig.
3.1) a small volume of the sample is imaged onto a detector. The intensity of
the collected light depends on the interference from light scattered off of different
particles. As these particles move relative to each other, the interference condition
changes. It is the statistics of the changing interference condition that is related to
the motion of the particles.
The first step in relating fluctuations of the scattered field to the motion of the
particles is to calculate the electric field at the detector. The detected field is the
sum of the field scattered from each particle
where the amplitude f is related to the form factor F = f* f.
To study particle dynamics we need access to the time dependence of Esc(t).
For particles whose motion is generated by statistical, random forces, the scattered
field fluctuates randomly. Rather than examining the field itself, we turn to statis-
tical properties of the field's fluctuations. In particular, we use the temporal field
autocorrelation function, which is defined by
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(3.3)
(3.4)
l-
Autocorrelator
P{I~r{r)1) = 1 e-l~r('TW/4D'T ,
(41r Dr )3/2
o--L_as_e_r~-_........-:a,.--a+--r----~I
Figure 3.1: Quasi-elastic light scattering apparatus. The autocorrelation function of
singly scattered light is a simple exponential.
Photomultiplier
Tube
where the () brackets denote an ensemble average. In sufficiently dilute systems,
there is no correlation between the motion of different particles, and all terms in (3.2)
with i -# j are O. In a monodisperse system of N particles, all terms with i = j are
equivalent, and the final expression
1S a function of the particle displacement ~r{r) r{r) - r{O). Evaluating the
average in (3.3) requires knowledge of the time evolution of ~r{r). The motion of
small particles in a viscous fluid is dominated by thermal fluctuations and is called
Brownian motion. The subject of Brownian motion has received a great deal of
study [8,9] and will be only briefly discussed here (see also the discussion of random
walks in Section 2.3). The displacement of a Brownian particle free to wander in three
dimensions over sufficiently long times is described by the probability distribution
where the diffusion coefficient D is generally the Einstein diffusion coefficient D =
kBT/61r'rJ{a/2). In any random walk, there is a time scale on which motion is ballistic
(~r2 ex T2) rather than diffusive (~r2 ex T). In Brownian systems, this time scale
is set by the hydrodynamic time TH = pa2 f41], where a is the particle diameter, 1]
is the fluid viscosity, and p is fluid density. The hydrodynamic time is the time
taken for vorticity in the fluid to diffuse around the particle. Diffusive motion is
well established over the course of lOOTH'S; in this thesis, we focus on time scales
longer than 100TH'S. The transition to diffusive motion is discussed, for example,
in Refs. [10,11]. After integrating over the probability distribution (3.4) to evaluate
the average phase shift in (3.3), we arrive at the central result of QELS
(3.5)
The simple exponential decay of the QELS correlation function is extremely useful
for measuring diffusion coefficients and, through the Einstein relation, for measuring
the size of small particles [12-14].
In the next two sections, the single scattering correlation function will be extended
to multiple scattering experiments. Later in the text (sections 3.6 and 4.3), we
will reexamine the development of QELS (3.5), introducing interparticle order and
hydrodynamic interactions which become significant when the suspended particles
are not dilute.
3.3 Multiple Scattering
We will now discuss multiply scattered photons in terms of the paths that they take
through the sample rather than focusing on the individual particles that they scatter
off of along their paths (see Fig. 3.2). In this section, paths will be discussed with a
view towards calculating the correlation function for photons that take a particular
path. The final result relies on and strongly resembles the QELS result, Eq. (3.5).
A path is a sequential list of particles from which a photon may scatter. Each
path is characterized by a total length s({ri(t)}), which fluctuates with the particles'
positions. The fluctuation in pathlength results in fluctuations in the phase and
35
36
(3.7)
(3.8)
- - ~
\
\
(exp [i(ON(r) - ON(O))))
(IIiexp [iqi· (ri(r) - ri(O))]).
amplitude of the scattered photon. The phase accumulated by a photon which
travels through a path with N scattering events is Ei ki · (ri - ri-l)' After grouping
terms in this sum in terms of ri rather than ki, we write the accumulated phase as
When N is large, and N is typically rv 102 - 104 , we treat each scattering event as
being both statistically independent and equivalent. This is a good approximation
even if the motion of a particle is correlated with that of its nearest neighbors because
the distance between scattering events is typically long compared to the distance
between nearest neighbors. The correlation function for a path with N scattering
Figure 3.2: In DWS, photons scatter through a path that fluctuates in total length
as the individual particles along the path move.
where the scattering wave vectors are described in Fig. 3.3. The field correlation
function for photons scattering through such paths is obtained by multiplying the
field at time 0 by the field at time r, just as for QELS (equation (3.2». The result
IS:
(3.9)
(3.11 )
(3.10)
g~N)(r) = (exp(iq. L\r(r)))N .
events is
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This correlation function is simply the single scattering correlation function (equa-
tion (3.3)) raised to the Nth power. By averaging over the particle displacements as
we did for QELS (3.3), we arrive at
Figure 3.3: A path consists of many scattering events, each with an associated
scattering wave vector.
where the total pathlength s is related to the number of scattering events by the
mean distance between collisions N = s/l, and the brackets On denote an average
over all scattering angles. Substituting the connection between the distance between
scattering events 1and the transport mean free path 1* found in Eq. (2.22), we arrive
at a more useful form of the field autocorrelation function:
. This result has been experimentally verified in our laboratory using non-linear optical
gating to select photons that scattered through paths of known length [15].
(3.12)
t-
Autocorrelator
Photomultiplier
TubeSample
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of Different Lengths
3.4 DWS of Photons which have Traveled Paths
Figure 3.4: Diffusing-wave spectroscopy apparatus. A C.W. laser illuminates a slab
of scattering particles. A single speckle of transmitted light flickers. The autocorre-
lation function of this flicker is connected to the transport of particles in the sample.
In simple DWS experiments (Fig. 3.4), photons scatter through paths of many dif-
ferent lengths before being detected. The resulting correlation function is obtained
by averaging the single pathlength correlation function (3.11) over all photon path-
lengths
where the probability distribution of pathlengths is P(s) [16] (see Section 2.6 and
Fig. 2.9). At this point, the meaning of the term "diffusing-wave spectroscopy"
becomes apparent: in DWS, Eq. (3.12) is evaluated using the photon-diffusion ap-
proximation to calculate P(s). In systems where P(s) is not known, Eq. (3.12) can
still be used by measuring P(s). The combination of Eq. (3.12) and measured path-
length distributions P(s) should be useful for a variety of complex opaque systems
such as human tissue, liquid crystals, electrorheologic fluids, suspensions of magnet-
ically interacting particles, and qualitative measurements on poorly characterized or
very complex scattering systems.
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3.5 The Siegert Relation
(3.13)
(3.14)E(t) = L Ei(t)eirPi(t) ,
iEall sources
We generally do not measure the field correlation function gl (T) discussed above
(see Ref. [10] for a technique which directly measures gl)' We use an electronic auto-
correlator which measures the intensity autocorrelation function (I(t)I(t+T»)j(I)2.
Generally, one cannot simply replace the average of the squ~re (the intensity) with
the square ofthe average (the field correlation function). We must spend a few pages
discussing the relationship between the field and intensity correlation functions. For
fluctuations, which are described by Gaussian probability distributions such as (2.26)
and (3.4), the two cor!elation functions are closely related; they are connected by
the Siegert relationship via
In this section we discuss the Siegert relation, its assumptions, and its implications
for the use of pulsed lasers £l.nd lasers with finite coherence lengths iJl DWS. Many of
the results described here were developed independently for C.W. lasers with finite
coherence length [17]. We will therefore focus on the expression of the formalism
that applies to pulsed lasers.
The standard derivation of the Siegert relation begins as Chapters 2 and 3 began,
by expressing the electric field at the detector as a sum over all N sources:
where the field Ei(t) = FiEL(t), Fi is the form factor for scattering from the input
field off of source i to the detector, and <Pi is the phase of photons form a particular
source. We generally assume that our systems are ergodic and stationary. Ergodic
means that configurational averages are equivalent to time averages. Stationarity
is the assumption that neither EL nor Fi are time dependent [18). Stationarity is
a property of the light source; pulsed lasers are not stationary sources. Ergodicity
is a property of the sample. Fluids are ergodic; gels are not ergodic. Without the
(3.15)
(3.16)
(3.18)
(3.19)
let) = I: Ei(t)Ej(t)ei(¢;(t)-¢j(t» .
i,jEall sources
G1 (r) = ( I: Ei(t)Ej(t +r)ei(¢;(t)-¢j(t+T»} ,
i,jEall sources
Thus, the intensity autocorrelation function is
The phases </>At) are uncorrelated random variables; therefore, each term in (3.17) in
which the indices are not pairwise equal is, on average, zero. There are three types
of terms with pairwise equal indices. First are the N 2 - N terms with i = j and
1= m. These terms have no phase. They are simply
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G2 (r) = (I: Ei(t)Ej(t)EI(t +r)E:n(t +r)ei(¢;(t)-¢j(t)+¢/(t+T)-¢m(t+T»}. (3.17)
i,j,l,m
assumption of stationarity, but with the assumption of ergodicity, Eq. (3.2) becomes
where capital G is used to denote unnormalized correlation functions as a notational
convenience. According to (3.14), the intensity at the detector is
The next N 2 - N non-zero terms have i = 1 and j = m. The exponent in these
terms is the sum of the phases at t and t + r. That is, the exponential factor
is, ei(¢(t)+¢(t+T», which is, on average, zero. The important terms are the N 2 - N
terms with i = m and j = 1. The exponent in these terms is the change in phase
8</>(t, r) = </>(t) - </>(t + r). The change in phase contains information about the
system's dynamics. These terms are
Finally, there are N terms with i = j = 1= m. These are phaseless depending only
on the amplitudes in (3.18) but with i = 1. We will ignore these N terms as the
N 2 - N terms with pairwise equal indices in (3.19) will overwhelm them.
With the assumption of that the incident intensity is time independent, we neglect
the time dependence of the E's in (3.18) and (3.19). Thus, (3.17) is evaluated by
(3.20)
(3.21 )
<s>/c
4T3T
t
2TT
Figure 3.5: Pulses transmitted through a slab of colloid.
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Adding these terms together gives G2(T) = ]2(1 + 191(T)12). Deviations from the
Siegert relationship may arise if the stationarity condition is violated, for instance,
by the use of a pulsed laser. If the light source is a laser which produces a periodic
train of pulses in which a new pulse begins whenever t = nT, the signal at the
detector will be a series of stretched pulses.
We now wish to calculate the field and intensity autocorrelation functions for
CW and pulsed laser sources. We will find that having a pulsed laser changes the
performing a configurational average over the change in phase S</>(t,T) in (3.19). If
we assume that changes in phase along paths i and j are uncorrelated, then we can
decouple S</>i and b</>j, recovering (3.13) the Siegert relationship.
intensity correlation function in a complex and non-trivial way. The sum over all
sources (3.2) required by DWS is replaced by an integral over all path lengths (3.12)
s * s 100 s * sL Ei(t--)Ei(t--)-+ dsP(s)EL(t--)EL(t--).
iEall sources e e 0 e e
(3.22)
(3.23)
In this case, the fact that EL(t) is pulsed will be significant unless the laser pulse
width is much longer than the width of P(s). To be concrete, examine the terms in
G2(r) of type (3.18). These terms constitute the constant part of G2 (r)
Jdtdslds2P(SI)P(52) /EL(t - s:)r IEL(t - s; + r)r
For a C.W. source, the electric fields may be factored out of this integral. For a
pulsed source, however, r + (S2 - SI) Ie must be within a laser pulse duration of the
laser repetition time in order to contribute significantly to the final signal. The loss
of separability of these integrals will violate the Siegert relation and make it more
difficult to calculate the constant term in G2 ( r).
The terms in G2 ( r) which decay, however, are even harder to calculate. Terms
of type (3.19) are
f dtdsl ds2P(SdP(S2) Edt - sde)Ei(t - sl/e + r)EL(t - s2/e)EL(t - s2/e + r)
(3.24)
where 8¢J(t, s, r) is an average over paths of the same length. In the derivation of the
Siegert relation, this integral is separated into the product of identical integrals over
SI and 52. The time dependence of EL prevents this factoring and thus violates the
Siegert relationship. In particular, if the difference in path lengths is greater than
the width of the input pulse lSI - S2\ Ie ~ tlt, then the product of electric fields
in (3.24) will be very small, reducing the contributions of these paths to the correla-
tion function. For laser pulses of duration tlt comparable to or shorter than tlsle,
the number of paths contributing to the decaying of G2 (r) is reduced (see Fig. 3.6
for a graphic illustration of this effect). The relative weight of long pathlengths is
also decreased in the final autocorrelation function, changing its functional form.
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trange of Sj that contributes
to integral for each si.
Figure 3.6: Graphic illustration of effect of short pulses on 92 (7). The condition of
stationarity generally allows the time dependence of the source to be factored out
of the sum in (3.17). With a pulsed laser, however, the pulse duration limits the
range of the sum over Sj which contribute to each term St. The sums are no longer
separable. Finite coherence of a C.W. laser can be similarly included by replacing
EL(t - sdc)EL(t - sjfc) with a factor which indicates the loss of coherence as a
function of Si - Sj.
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The same analysis can be applied to C.W. lasers with finite coherence lengths.
There is a random, nonzero phase between EL(t - sile) and Er(t - siJc) which
introduces some factor f which is a function f(t - (Si - sj)/c). This factor, which
decays to lie in a coherence time (l/bandwidth of the laser), prevents us from
separating the sum over Si and Sj in the same way that finite pulse duration did.
The evaluation of the ex;pression in (3.24) is, in general; rather difficult. The im-
portant point is that the integral in (3.24) is not separable into independent integrals
over S1 and S2' The Siegert relation relies on this separability.
Note that the limitations that the Siegert relation imposes on the laser coher-
ence time are different for measuring an intensity autocorrelation function than for
measuring a field autocorrelation function. In an experiment capable of measuring
G1 ( T ), such as Diffusing-Wave Interferometry [10], the laser coherence time must be
long, compared to G1(T)'S decay time. In DWS, however, the coherence length must
be long, compared to the width of P(s ).
3.6 Collective Diffusion
DWS is an exciting technique because it allows the study of very dense, interacting
systems. In these systems, we must consider not just the evolution of an individual
particle's position ~r(T), which is described by the self-diffusion coefficient, but
also the collective motion of particles in the suspension, described by the collective
diffusion coefficient. In this section, we introduce the concept of collective diffusion
(Fig. 3.7) and contrast this notion with the notion of self diffusion. This discussion
is important since light scattering is sensitive to collective diffusion; thus, DWS
tells us about collective motion. The detailed connection between light-scattering
and collective diffusion will be revisited and extended to polydisperse systems in
Chapter 4.
There is a difference between "self-diffusion" or the diffusive displacement of a
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(3.25)
(3.26)
(3.27)
(3.28)
(3.29)
Jp(r, t)e-iq.r dr
1 J .211" p(q, t)etq.r dq.
p(q, t) = A(q)e-Vq2t + B(q).
p(q, t)
p(r, t)
t 000000000000000
t+M 00000 000 000000 0
Figure 3.7: The q dependent diffusion coefficient represents the decay of periodicities
that may appear in a system. Here we see a periodic one dim~nsional array of
particles lose its periodicity.
where p is the number density of particles. The Fourier space version of this equation
particle described by (~r(l' )2) = 6D1' and collective diffusion, which is the decay of
density fluctuations involving many particles. The diffusion equation for a collection
of particles is
which has as a solution
The Fourier transformation is defined by
In the Fourier space picture, we can easily discuss the decay of concentration fluctu-
ations. The diffusion equation (3.26) describes the net motion of diffusing particles,
not the detailed motion of individual particles. In systems with a characteristic
length scale, such as the particle diameter in a colloidal suspension, the diffusion co-
efficient will be q-dependent. Notice that for very large wave-vectors, where qa >> 1,
the collective diffusion coefficient refers to the collective behavior of volumes much
smaller than a particle diameter. Motion on such short length scales is conceptually
(3.30)
(3.31 )
(3.32)
(3.33)
(E*(O)E(r)) = Io(L: F(q)eiq.(rk(O)-rZ(T») ,
k,l
q2D = !~~log((E*(O)E(r))) = (E*(O~E(O)) !~~(E*(O)E(r)).
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and formally the same as self-diffusion. That is, in the large-q limit, the collective
diffusion coefficient approaches the self diffusion coefficient. Later in this section,
we will see that the diffusion of density from fluctuations at a wave-vector q which
persist as peaks in the structure factor is slower than diffusion of fluctuations at
non-favored wave-vectors.
By examining the correlation function (3.2), we will now show that the diffusion
coefficient measured by light scattering is, in fact, the collective diffusion coefficient.
The single scattering field autocorrelation function is
where the F's are form factors. To examine the decay of (3.30) we follow Pusey and
Tough [12} and examine the cumulant expansion of (3.30). For a function .r(x) the
cumulant expansion is defined by
The first term cumulant K1 of the field autocorrelation function (3.30) is q2D. In
fact, it is common to define the diffusion coefficient as the first cumulant of the QELS
autocorrelation function divided by q2. To calculate the first cumulant, we take the
derivative
Using some helpful techniques found in [19}, we arrive at
The velocity-velocity correlation function falls off in a time characteristic of ballistic
motion; the phase in the integral in (3.33) certainly changes very little in this time.
Moreover, on this short time scale, the velocities of distinct particles are surely
uncorrelated. That is, the relationship between the velocity autocorrelation function
47
and the self-diffusion coefficient holds only for terms with k = l
(3.34)
(3.35)
(3.36)
(3.37)
(3.38)
IoNq 2F(q)Do
IoNF(q)S(q)
Do
Seq) .
D(q) =
d~(E*(O)E(T») = Ioq2F(q)ND,
D _ J;koa F(q)S(q)D(q)q3dq
eff - J;koa F(q)S(q)qdq
To the extent that the approximations leading to (3.34) are wrong, a factor of H (q, T)
may be introduced. In this section we will treat H (q, T) as being equal to one. We
now simplify the derivative (3.32)
for N particles. The factor of 3 in (3.34) is due to the number of dimensions (3)
available to the diffusing particle. Using (3.35) in (3.32) and the definition of the
structure factor (2.4) we arrive the collective diffusion coefficient
This result correctly implies that fluctuations at a wave-vector q favored by the struc-
ture factor persist and that light scattering measures a collective diffusion coefficient.
In single scattering experiments, the q-dependent diffusion coefficient can be mea-
sured. Multiple light scattering, however, averages over scattering wave-vectors,
obscuring resolution of motion on different length scales. Thus, in diffusing-wave
spectroscopy, a q-averaged diffusion coefficient is measured. The angular average
appeared previously in the development of the DWS autocorrelation function (3.10).
Including the q-dependence of the DWS autocorrelation function, DWS measures
the effective diffusion coefficient
That is, the measured diffusion coefficient is a q-averaged value of the collective
diffusion coefficient. The range over which this average is taken depends on koa,
which is the upper cutoff of the integrals in (3.38) and is proportional to the ratio of
the particle diameter to the probe wavelength. When the wavelength is larger than
the particle size, DWS measures collective diffusion on long length scales. When the
probe is smaller than the particle, DWS essentially measures self-diffusion.
3.7 Analytic Techniques
In any given DWS experiment, an intensity autocorrelation function is measured and
must then be interpreted. Rather than working with the integral form of the DWS
correlation function in (3.12) we can either measure P(s) or use an experimental
geometry in which P(s) is known. Given P(s) we can evaluate the integral, arriving
at an explicit expression for the autocorrelation function. In this section, we will
review the practical details of the analysis of DWS autocorrelation functions.
3.7.1 Obtaining gl(r)
The first step in our analysis is to the measured intensity autocorrelation function
to a field autocorrelation function. According to the Siegert relation (3.13), the con-
nection between the field and intensity autocorrelation functions is quite straight-
forward. The experimentally useful form of the Siegert relation is slightly more
complicated. It includes a geometric factor due to the finite size of the collection
aperture
(3.39)
where (3 is less than one. If all polarizations are measured, (3 cannot be greater than
1/2; typically, (3 is between 0.15 and 0.35. Small values of (3, less than 0.10, are
symptomatic of experimental problems that should be addressed before proceeding.
The measured autocorrelation function is unnormalized. That is, it is of the
form A(1 + 191 (r )12). In order to recover the field autocorrelation function, we must
find the experimental baseline. For scattering from ergodic systems, the baseline is
the infinite-r value of the measured intensity autocorrelation function. Electronic
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(3.43)
(3.41)
(3.42)
(3.40)
where p(u) is the Laplace transform of P(s). By inspection, these quantities can be
equated
3.7.2 Analytic.forms of 91(7)
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The measured and calculated baselines must differ by less than about 0.1 %; larger
differences are signatures of significant non-gaussian fluctuations, such as a change
in laser power or a dust drifting through the input beam.
After baseline subtraction and normalization of the correlation function, the value
of {3 may be estimated either by assuming that the {3 is the normalized value of the
first measured channel or by fitting an exponential to the first several normalized
channels and using the amplitude of this exponential as (3.
correlators keep track of this by maintaining a few channels of the correlation function
at very large values of T. For truly gaussian sources, the baseline can be calculated
using the total number of counts A, the elapsed time T, and the sample time dt (see
Section 7.2.3 for details on autocorrelators):
In this section, we mention a significant mathematical simplification used in the
derivation of analytic forms of the DWS autocorrelation function [1]. In the next
sections, we will consider techniques for fitting to the analytic results for two sim-
ple geometries. The DWS autocorrelation function (3.12) is closely related to the
Laplace transform of P(s), the probability that a photon took a path of length s.
We calculate probability distribution using the photon diffusion approximation for
photon transport described in the previous chapter. We compare the autocorrelation
function and the Laplace transform of P(s) here
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3.7.3 Backscattering
The utility of this observation is apparent when using handbooks of solutions to
the diffusion equation such as [20]. In these texts, we find that often the Laplace
transform of pes) is calculated more easily than pes) itself. For DWS, the easier
step of calculating the Laplace transform is sufficient.
(3.44)
(3.45)
-a !ii
e V "'0
91 (T) = 1 ~ IE '
+ 3V TO
is [1]:
sinh [ IE (b. _a)] + ~ IE cosh [ IE (b. - a)]( ) V7b 1* 3 Vio V7b l'91 T -
- (1 + §.z..) sinh [b. fEI + i IE cosh [4 fEI
3 TO l' V7bJ 3 V7b 1 VT~J
which, for a sample of infinite thickness simplifies to
DWS can be done by collecting light that is backscattered from the sample (Fig. 3.8).
The use of a backscattering geometry for DWS is somewhat problematic as some of
the photons detected will have traveled paths which are short compared to 1*, and
thus the intensity due to these paths is not well described by the photon diffusion
approximation [21]. The backscattering geometry, however, works well, often better
than can be expected, and this geometry can be used with samples with much
stronger phaton absorption than the transmission geometry. The correlation function
where a is a parameter of order one discussed in section 2.5, and TO is 1/Dk5. Note
that the correlation function for scattering from a thick sample does not depend
on 1*. The backscattering correlation function depends only on one parameter, the
effective diffusion coefficient and is thus simpler to analyze than the transmission
correlation function discussed in the next section.
We analyze (3.45) by expanding in powers of Vi. The coefficient of the first term
in this expansion is (2/3 +ah!6/To, which is proportional to the square root of the
particle diffusion coefficient. Rather than experimentally determining (x, which de-
pends slightly on the ratio of 1* to 1(2.11) [22], we generally make two measurements
(3.46)
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Laser
() L/1* + 4/3 sinh [a~ + ~"* cosh [a~
91 T = a + 2/3 (1 + ~.L) sinh [b. IEl + 1 f§i cosh [b. IEl .
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Figure 3.8: DWS backscattering apparatus. A collection lens images the sample
onto a photomultiplier tube, and an iris limits the angular range of light collected.
3.7.4 Transmission
and report the ratio of the diffusion coefficients of a known, well characterized sam-
ple and the sample being studied. Backscattering DWS can be particularly useful
for quality control applications in which samples are compared to controls which are
known to be of high quality. In Ref. [23], an application of backscattering DWS for
quality control purposes developed in our laboratory is reported.
The autocorrelation function for transmission through a slab of infinite transverse
extent and thickness L is more complex than the backscattering function [1]
(3.47)
(3.48)
(36 - I3(LII*) - 60(LII*)2 - I5(LII*)3)
...:...-----...:.-....:...-.--.:.------:--=---.:...----:..-...:.-~T
5 (4 + 3(LII*)) To
624 -:- I944(LI1*) - 2929(LII*)2 + 3680(LII*)3 + 6390(LII*)4
+2520(LIl*)5 +3I5(LII*)6
------ ~---------T2
50(4 + 3(LII*))2To2
91 (T) ~ (1 + ~..!..) sinh [b. ilil + 1 I§i cosh [b. ilil .
3 TO I· V -:;:;;-J 3 V -:;:;;- I· V -:;:;;-J
+
5
+ O(tp,
For times short compared to the decay time of a single scattering correlation function
To, this reduces to
The time it takes for this function to decay is proportional to TO( 1*IL)2.
.
Unlike the backscattering correlation function, which depends only on the dif-
fusion coefficient, the transmission correlation function depends on two quantities,
L11* and D. The fact that the decay time of these functions is proportional to
(1*IL)2Ik5D suggests that the correlation function is interdependent on 1* and D.
As a result, the transmission correlation function can be used to either fit for the
diffusion coefficient or for 1* in a sample where the particle dynamics are well known.
We fit to either 1* or D and the value of f3, using the simplex method described in
Ref. [24].
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An alternative approach, which is suitable for very thick samples, is to fit the
correlation function to an expansion in T. Then, using the scaling relationship that
the average pathlength s is proportional to L 2 /1*, we claim that the diffusion coef-
ficient is proportional to r 1 * (1* IL?. The first few terms of the expansion of the
correlation function (3.47) are:
where To = IIDk5. By examining the term proportional to T, we can see that fitting
to the first two cumulants is a good, simple analytic approach for samples thicker
than 20 or 30 1*, but should be used, in general, with caution. In particular, we plot
the first cumulant divided by (LI1*? as a function of sample thickness in Fig. 3.7.4.
For practical experiments, with samples between 20 and 40 1* thick, this approach
will give consistent answers ±10%. When greater accuracy is required, a complete
fit to the full correlation function is required.
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Figure 3.9: The scaling relationship for the first cumulant as a function of sample
thickness is examined· here. It is apparent that the relationship is approximately
correct, producing results that are consistent to within ± 10% for samples between 20
and 30 1* thick, and better results for thicker samples. It is also apparent, however,
that this is not an ideal strategy for analyzing transmission correlation functions.
This figure was prepared by finding the first cumulant to the analytic form of the
transmission autocorrelation function for the same diffusion coefficient, and different
sample thicknesses.
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Chapter 4
Miscible Binary Systems:
Dynamics and Structure
Our first experiment on binary colloids is quite complex. It is clear that without
an understanding of static transport (i.e., 1*), DWS experiments are difficult to
interpret. For this experiment, we tested and then used the standard Percus-Yevick
theory for structure in binary suspensions. Based on successful measurements of l*,
we then measured hydrodynamic interactions between colloidal particles of different
diameters for the first time. The first section of this chapter outlines our approach
and discusses the data. Several fairly complex theoretical discussions are treated
very briefly in this first section and then expanded later in the chapter.
4.1 Introduction and Survey
Asymmetric binary colloids present fundamental geometric questions about particle
packing and interparticle forces. In contrast to uniform dispersions, binary colloids
contain two distinct types of particles whose interaction depends on their relative
size [1). This extra degree of freedom introduces a complex, short-range order that
can produce a much richer variety of phases at the solidification point [2] and in
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the pure liquid [3}. Particle-size asymmetry also leads to instabilities and new dy-
namic structures in sedimenting colloids [4}. The character of these dynamic struc-
tures is controlled by the hydrodynamic interactions between different particles. In
equilibrium systems, these same hydrodynamic interactions determine the Brownian
diffusivity of particles and, therefore, set the time scale of the kinetics for phase
transitions.
While hydrodynamic interactions between particles in polydisperse systems have
attracted considerable theoretical attention in recent years, there has been little ex-
perimental work [2,5-8} that critically tests emerging theories [9-13}. Surprisingly,
few experimental studies have tested the static structure of highly asymmetric, bi-
nary, hard-sphere systems [5}, although predictioBs based on the Percus-Yevick ap-
proximation have been available for some time [14}. This situation has arisen, in
part, because traditional optical techniques are difficult to apply to dense colloids
as a result of strong multiple light scattering. In this chapter, we present new
diffusing-wave spectroscopy (DWS) [15-17} experiments which exploit multiple light
scattering to probe diffusion and structure in dense, binary hard-sphere suspensions.
This information is extracted within DWS theory by modeling photon transport as a
random walk. Our work explicitly probes the hydrodynamic coupling between unlike
spheres and thus represents a first step towards elucidating the role of particle size
asymmetry and concentration in multi-component diffusion theories. In addition,
we probe the structure of highly asymmetric, binary mixtures of hard-spheres at
high densities and test calculations of the static partial structure factors determined
within the Percus-Yevick approximation for widely separated particle sizes. Finally,
we extend the theory of DWS to strongly interacting binary colloids.
A first glance at the data highlights the importance of interparticle dynamics and
interparticle ordering. Measurements were made on three mixtures of polystyrene
spheres with the same ratio of diameters but different average particle size (Table
4.1 ).
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Figure 4.1: Graphic comparison of systems studied.
Medium 205/625 om
Small 65/205 om
Large 625/2000 om
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Table 4.1: To probe similar physics on different length scales, we study three systems
with the same ratio of particle diameters but different absolute sizes.
ISmall Medium Large I
aL (pm) 0.205 0.625 2.00
as (pm) 0.065 0.205 0.625
a =aslaL 0.32 0.33 .0.31
1>L 0.045 0.051 0.102
kOaL 3.3 10.1 32.2
Measured differences between the systems are a result of the dependence of DWS
on the ratio of particle size to wavelength. In each system, the volume fraction of
large spheres </>L is held constant, and the volume fraction of small spheres </>s is
varied. In Fig. 4.2, we plot the reciprocal of the photon random walk step-length
1//* as a function of </>s. This quantity, 1/1*, is analogous to the resistivity of a
binary liquid alloy [18,19J. In the first approximation these graphs are straight lines;
that is, the optical resistivity is proportional to the number density of scatterers.
Deviations from straight lines are a result of particle ordering, which decreases the
optical resistivity. The effects of ordering are most remarkable in the smallest system
where 1/1* actually decreases with the addition of scattering particles. In Fig. 4.3,
the effective diffusion coefficient Deii normalized to the value for a system with no
small spheres is plotted as a function of small-sphere volume fraction </>s. Notice
that Deii first increases with </>s and then begins to decrease. This unusual behavior
is the result of two mechanisms: the increasing contribution of small particles to
the scattering as </>s is increased and the hydrodynamic coupling between large and
small particles. Our measurements represent the first experimental determination of
this coupling.
To measure 1* and Deif, we employ standard DWS techniques (Chapter 3). Sam-
ples in 0.5 or 1.0-mm-thick cuvettes are illuminated from one side by the 514-nm
line of an Ar-ion laser, and the intensity of a single speckle of transmitted light is
monitored. By comparing the average intensity to known monodisperse samples,
we deduce /* [21 J. Using /*, we extract an effective diffusion coefficient from the
first cumulant of the measured intensity autocorrelation functions, whose time de-
pendence is proportional to the square of the field autocorrelation function 91 (r) _
(E(r)E*(0))/(IEI 2 ). For multiply scattered light, DWS theory gives [15-17J(see
Eq. 3.12)
100 s91(r) = 0 P(s)exp(-2Fk~Deiir)ds, (4.1 )
where P(s) is the fraction of detected photons that traveled a distance s through the
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Figure 4.2: Measurements of the reciprocal photon transport mean free path 1/1*
show the effects of interparticle structure. Calculations using the full PY binary
hard-sphere structure factors (solid line) agree with the data and differ most from a
non-interacting theory (dotted line) and a theory without interspecies structure [20]
(dashed line) when the particles are smaller than the wavelength of the probe.
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(4.3)
(4.2)
SLL(y)FL(Y)PL+SSS(y)Fs(Y)ps
+2SLs(y)Re(h(y)· f~(Y))VPLPS,
I(y)p
where p is the number density of particles, a is the particle diameter, and y =
(ko - kf)a is the dimensionless momentum transfer for a single scattering event. In
a monodisperse system, I(y) is simply the product of the form and structure factors
F(y )S(y). In a binary system, we still calculate 1* using Eq. (4.2), but now we
replace p with PL +ps, a with aL (following the convention of Ref. [25,26]), and I(y)
with
where F(y) = If(y )1 2 , and f(y) is the dimensionless, far field, single scattering am-
plitude. The partial structure factors are defined as a sum over all particle positions
is [20,24] (see Eq. (2.22)):
sample, and ko is the laser wave vector in the solvent. The spheres are polystyrene
suspended in water. We estimate the screening length of the polystyrene spheres in
suspension to be f'V 40 A so that the interparticle potential is essentially hard-sphere.
Two aspects of binary colloids are important for understanding our measure-
ments: static particle ordering and dynamic particle diffusion in the presence of
other particles. The static problem is solved using only the hard-sphere interaction
potential to calculate 1*. A full solution of the dynamic problem requires knowledge
of particle hydrodynamics and interparticle structure.
The static problem can be reduced to the calculation of interparticle partial
structure factors in a binary system [22,23]. Within the diffusion approximation for
photon transport, the key quantity is the photon random walk step-length 1*, which
depends on the number of scattering events needed to randomize the direction of
a photon; this number depends on the scattering properties of individual particles
as well as spatial correlations between particles [20]. A general expression for 1*
rf and r1 of type Q' and j3 (this is developed fully in Section 4.2):
(4.4)
Since F(y) is known from Mie scattering theory, the only missing elements of the
.
calculations of 1* are the partial structure factors, which measurements of 1* directly
probe.
Of the many schemes available for calculating the thermodynamic properties of
disordered systems, the Percus-Yevick (PY) approximation has an analytic solution
for dense hard-sphere systems. Our calculations of 1*, based on the PY structure
factors [25,26J, are presented with the data in Fig. 4.2. For the small and medium
particle-size systems, the theory is in excellent agreement with the data; for the large
particle-size system, the agreement is still quite satisfactory, although PY overesti-
mates 1/1* by approximately 10% for ¢>s > 0.2. To illustrate the importance of
using the full structure factor, we also plot the results of a calculation which ignore
all interparticle structure (SaP(Y) = haP) and results which ignore just correlations
between particle species (SLS(Y) = 0).
The difference between data sets results solely from the different cutoffs in the
integral over I(y)y3 in Eq. (4.2). By varying particle size, we probe the y-dependence
of I(y). Measurements in the small system reveal the most about the long-range
structure of the colloid because they are sensitive to relatively low-y. Conversely,
measurements in the large system reveal the most about the local structure of the
colloid. With the exception of computer simulations [8J, our work is one of the few
experimental tests of PY for a dense, highly asymmetric, hard-sphere system. The
excellent agreement for 1* indicates that the I(y) used in Eq. (4.3) is reasonable.
We consider the dynamic problem by building a multiple scattering theory from
a single scattering result. In a single-scattering photon correlation experiment, Deff
is extracted from the first cumulant of 91(7). Following the derivation of Ref. [27J
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for monodisperse colloids and ignoring hydrodynamics, we find for binary mixtures
(4.5)
(4.6)
(4.7)
(4.8)
D _ DLO [FL(Y)]PL + Dso[Fs(y)]ps
eff- [I(y)]p ,
(
DL/DLO ) = -n _( mLL mLs ) ( ¢>L ) ,
Ds / Dso mSL mss </>s
where [28]
where D Lo and Dso are single particle Einstein diffusion coefficients. This result is
valid on time scales which are long compared to the particles' viscous damping times
and short compared to the time it takes a particle to diffuse an interparticle spacing.
Note the absence of an interspecies diffusion coefficient DLS in Eq. (4.5). This term
appears only after including hydrodynamic effects, and even then, it is diminished by
a multiplicative factor SLS(y), which approaches 0 at large-yo In a multiple scattering
experiment, all wave vectors contribute, and the observed diffusion coefficient is
obtained by averaging Eq. (4.5) over all scattering angles
The dot-dashed line in Fig. 4.3 shows that calculations of De!! based on Eq. (4.6)
inadequately describe our data at all but the smallest ¢>s. To improve our description
of the data, we must include the hydrodynamic interactions between particles.
Since the hydrodynamic force between two particles depends on their separation
[29,30], the particle diffusion coefficients in Eq. (4.5) are y-dependent. Unfortunately,
there are at present no calculations for the y-dependence of DL(y) and Ds(y) [31].
The infinite-y limit, however, where D(y) is equivalent to the short-time self-diffusion
coefficient, has been calculated by Batchelor [1]. To linear order in the volume
fraction, the self-diffusion coefficients in a binary system are given by
where Batchelor's calculations indicate that the hydrodynamic coupling constants
are maP ~ B/(l + ap/aa) with B ~ 3.75 [32]. This beautifully simple result had
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Figure 4.3: Hydrodynamic interactions decrease the effective diffusion constant. The
solid line is the fully coupled theory, with m Ot{3 given by Eq. (4.8). The dashed line
ignores forces between balls of different sizes (m Ot{3 = b Ot{3B /2), and the dotted line
ignores forces between particles (mOt{3 = 0). The dramatic failure of the theory for
the small system indicates the importance of having a full wavelength dependent
hydrodynamic theory.
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never been experimentally tested. Since we lack a y-dependent theory for binary
systems, we incorporate hydrodynamic interactions by inserting the infinite-y result
of Eq. (4.8) into Eq. (4.6). Note that the y3 in the averages of Eq. (4.6) weight
our measurements towards large-y where D(y) approaches D(00) [28]; thus, our ap-
proximation should be asymptotically correct when the upper cutoff of the integrals
in Eqs. (4.2) and (4.6) is large. We vary this upper cutoff 2koaL by changing the
absolute particle sizes by a factor of 10, while keeping the relative particle sizes
in each mixture constant. Thus, changing the particle size effectively probes the
y-dependence of the dynamics, that is, of Deff(y).
The measurements of Deff in Fig. 4.3 show the effect of increasing the concen-
tration of small particles. For the two larger systems, Deff rises as the diffusion
of the smaller, faster particles becomes dominant. At higher volume fractions, the
hydrodynamic couplings cause Deff to decrease. Part of this decrease results from
hydrodynamic interactions between similar particles. To see this, compare the dot-
ted lines, calculated without hydrodynamic coupling (m a {3 = 0), to the dashed lines,
calculated without interspecies coupling (ma {3 = Da {3B /2). The theory with the full
hydrodynamic coupling (solid lines) demonstrates that interspecies hydrodynamic
coupling is significant for nearly all non-zero tPs. By varying the coupling coefficient
B in the off diagonal elements of Eq. (4.8) and leaving the well tested diagonal ele-
ments [24,28,33-35] at their exact value of 1.83 [1], we find that the data is best fit
by B = 5.6 ±1.4 in the medium system and B = 3.7 ±0.4 in the large system. Batch-
elor's predicted value is B = 3.75. Batchelor's expression is valid for the infinite-y,
large kOaL limit, thus it is not surprising that it fails to describe the small-particle
system, where kOaL = 3.3. By contrast, Batchelor's theory describes the data well
for the large-particle system, where kOaL = 32.
We conclude that Batchelor's expressions appear to possess the correct concentra-
tion and asymmetry dependence in the limit for which they are intended (infinite-y)
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Figure 4.4: Scattering in a binary fluid.
(4.9)Esc = (Eo/J4trR2) I)f; el + f;e2)e iyor;/a,
t
and that a y-dependent theory for the hydrodynamic interaction is essential to under-
stand smaller systems. Our results illustrate that multiple-scattering spectroscopies
are practical probes of polydisperse systems and may be of further use in understand-
ing the dynamics and kinetics of glass formation, freezing, and phase separation in
complex fluids.
4.2 Calculating l* in a Binary Mixture
Photon transport in a polydisperse mixture is certainly more complex than in a
monodisperse system. In Chapter 2, 1* was derived from considerations of the single
scattering intensity I (0). In a polydisperse system, the same derivation holds, but
the intensity function is more complex. In this section, the previously mentioned
result (4.6) will be developed.
The single scattering intensity is calculated as in (2.2) by adding the fields scat-
tered from a group of particles
where the polarization is resolved along the unit vectors el, and e2, the scattering
amplitudes are f, and an arbitrary phase is neglected. The scattered intensity is
(4.12)
(4.10)10 ~U~f;j + f~f;j)eiy.(ri-rj)/a.
i,j
1 1 1
- = -+-
1;11 Is Ii
at low concentrations. Previous work on multiple scattering binary systems [20] as-
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sumed Eq. (4.12), which neglects the interference term included in Eq. (4.11). At
where x = ns/(nL + ns) is the fractional number density of the smaller balls, and
the Sij are partial structure factors (4.4). Some care must be taken when considering
the cross term. For X-ray scattering, the scattered wave has no phase shift, meaning
that the amplitudes f are real; the cross term can be calculated by simply taking the
square root of (FsFL). As a result, the x-ray scattering literature uses a simplified
intensity function which is incorrect for Mie scattering. In Mie scattering, there is
often a large phase shift, and the form factor in the cross term must be calculated
using the complex scattering amplitudes and then added as in (4.11).
Making the substitutions to (4.2) indicated by the form factor in Eq. (4.11) and
expressing the total number density p in terms of the volume fractions and diameters
of the particles, we have calculated values for 1* which show good agreement with
the data (Fig. 4.2). These calculations obey the rule
F(y )S(y) --t xFs(y )Sss(Y)
+ 2Jx(1- x)Re (ff(y)f;S(y) + ff(y)f;S(y») SLS(Y)
+ (1- x)FL(y)SLL(y) , (4.11)
The form factor for a monodisperse sample is F(y) = Ut/; + f2f;)· In a binary
sample the amplitudes are either fL or fS, and the form facto;s sum to either FL(y),
Fs(Y), or Re (ff(y)f;S(y) + ff(y)fiS(y)). The result is that the new intensity
function is:
obtained by squaring the field
u .,.
It
i'!'
t"'!
higher concentrations, with a =as/aL near 1, the results agree with the monodis-
perse calculation for <P = <Ps + <PL.
Ashcroft published [25,26] the equations for the partial structure factors Sij (y)
based on Lebowitz's exact solution of the Percus-Yevick equation [14]. The actual
calculation using Ref. [25] is difficult solely because of several typographical errors
in the original paper which were later corrected [26]. There is also an ambiguous
equation in the paper. When Ashcroft writes
(4.13)
he means
(4.16)
(4.15)
(4.14)
70
(E*(O)E(r)) = 1o(LLFij(y)eiy.(rk(O)-rf(T))) ,
ttJ ktl
(1(0)1(r)) I (1(0)1(0)) = 100 ds P(s)e-2k~Defds/I·).
If we could detect the singly scattered field autocorrelation function, it would be
In a DWS experiment on a monodisperse system, the intensity autocorrelation func-
tion of multiply scattered light is (see Section 3.4),
This is a difficult starting point for complex systems because Deff is obtained by
averaging over both the structure factor and a hydrodynamic factor.
For a system with two distinct types of scattering particles, the results will be
somewhat more difficult. The program for developing an analogue to (4.15) is to
derive the statistics of the single scattered field, then generalize to the multiply
scattered field.
4.3 Interpreting DWS Measurements of Bidis-
parate Colloids
-(4.17)
(4.19)
(4.20)
where the superscripts i and j denote particle type, and the F's are form factors. We
want to calculate the decay of the autocorrelation function in (4.16). In particular,
we wish to calculate its first cumulant.
We repeat the calculation outlined in Section 3.6, beginning with the derivative
of the field correlation function
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where F i is either the large or small form factor. The cross terms include the integral
f vL(t)vs(t+r)dt, which is generally zero. Going beyond this approximation requires
the use of techniques such as those employed by Nagele and Klein [36-38].
Following Ashcroft and Langreth's work [25] on the structure factors of binary
liquids, we express (E*(O)E(r)) =NI(y) as
where x is the fractional number density of small particles, and FLS(y) is given
in (4.11) as Re (ff(y)J;S(y) + ff(y)f;S(y)). Combining (3.32), (4.17), and (4.18)
we find
D ( ) _ (1 - x)FL(y)DL+ xFS(y)Ds
eff Y - I(y) .
This result defines the effective diffusion coefficient that light scattering is sensitive
to. Now we can interpret the DWS results using this Deff and (4.15).
DWS, of course, measures not Deff(y) but a v-averaged diffusion coefficient
(Deff(Y))n. We will now repeat the development of the DWS correlation function
in Section 3.3, including the complications of a binary sample. In a DWS measure-
ment, fluctuations are due not to one, but many (::::: 102 -104 ) independent scattering
events. Thus, the average fluctuations have a field correlation function
where N = s/1 is the number of scattering events. Working to first order in the
•cumulant expansion we find
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Allowing this expression to define our averaging technique, we use square brackets
Ii
;,.1iI
(4.21)
(4.22)
(4.23)
(4.24)
(4.26)
(4.25)
1* 2k; fgkoI (y )ydy
1 - fgkoy2I(y )ydy .
_ 2k2Li XiDi (Igkoy2Fi(y )ydy) ST
o fgko y2 I (y )ydy 1* .
For a many particle system, this generalizes to
We interpret the exponent as (y2)nDeffTS/1*. The Deff derived from the experiment
is calculated as follows. All averages are with respect to the weighting function I(y).
Analagous to the monodisperse calculation (Eq. (3.11», we use s/1 = (s/I*)(1* /1),
where the first ratio is measurable, and the second ratio is calculated using,
Thus, the exponent in (4.21) is
2k; [xDs (Igkoy2Fs(y )ydy) + (1 - x )DL (Igkoy2 FL(y )ydy)] STfgkoy2 I (y )ydy 1* .
[Deff] = L xi[Fi]Di .
t
[X] = fgkoa X(y)y3dyfgkoa I (y )y3dy
and write the final effective diffusion coefficient
[] defined by
This is the quantity that DWS measures. It is an average of large and small diffusion
coefficients weighted by the particles' form factors and Sij(q).
4.4 Binary Structure Functions
While we have shown the utility of the Percus-Yevick structure function for binary
hard-spheres, it is instructive to actually look at graphs of the binary structure
functions. A large set of these graphs are produced in the original paper on the
subject [25], but these graphs focus on attainable atomic liquids in which the ratio
of diameters is never very large. In Fig. 4.5, we see partial structure factors for
systems with larger diameter ratios. Note in particular the broad peak in Sss(y) at
low y and large diameter ratios. Theoretically, if that peak height was infinite, it
would be an indication of phase separation. In Chapter 5, we 'will see that phase
separation does occur and thus, the Percus-Yevick result underestimates the height
of the zero-y peak in S(y).
4.5 Stokes Flow and Hydrodynamics in Binary
Systems
In Section 4.1, we saw experimentally that interactions between particles moderated
by the water in which they are suspended result in a decrease in the self-diffusion
coefficient of Brownian particles. In this section, we will review some of theory
of this effect. Along with the experimental results, we asserted that the theory for
hydrodynamic coupling could be approximated by Eq. (4.8). In this section Eq. (4.8)
will be more solidly motivated.
The complication of diffusion in concentrated systems is the connection between
collective and self diffusion (section 3.6). The conceptual distinction between the
two types of diffusion is straightforward: one refers to the motion of individual
particles, and the other refers to collective density fluctuations. The constitutive
connection is made by tying together well understood factors such as the simple
physics of self-diffusion, the hydrodynamic interactions between the motion of one
particle and the fluid flow at another particle, and the statistical forces arising from
local concentration fluctuations. This constitutive connection is extremely difficult
to describe, calculate, or understand. As a result of this confusion, the literature
includes a mix of real-space and Fourier space descriptions which are difficult to
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Figure 4.5: Partial Structure Factors for Binary Mixtures. In this figure the volume
fraction of large particles is .05, and the volume fraction of small particles is 0.3.
The Percus-Yevick structure factors are plotted as a function of wave-vector for (a)
a diameter ratio of 2, (b) a diameter ratio of 3, (c) a diameter ratio of 5, and (d) a
diameter ratio of 7. Note the change in scale as the low-q peak grows with diameter
ratio. This is suggestive of phase separation behavior seen in Chapter 5.
(4.27)
(4.28)
(4.29)
reconcile with each other. Further, the key result for monodisperse systems (that
the self-diffusion coefficient is reduced by a factor of 1 - 1.831J) is embedded in
an erroneous discussion [1]. This paragraph is my apology for failing to deeply
understand or repeat the derivation of Eq. (4.8). The key feature of this theory is
that it is a two particle, not a multi-particle theory. It is remarkable that it works
as well as it does.
A strong and fundamentally correct description, however, of the derivation of
Eq. (4.8) will now be reviewed. We begin near the end of the derivation in [1] with
the fundamental result
D, (¢) = D, (¢ = 0) { 1 - C;/rcp.J}.
where Dl (1J = 0) = kT/61r77(a/2) , and), = a2/al is either the diameter ratio 0' or
1/0', depending on whether we are calculating the diffusion coefficient for the large or
small particle Finally, C()') is an average drag coefficient that we will discuss below.
Stokes flow is laminar flow past a sphere; it is widely discussed in elementary fluid
mechanics texts (e.g., Ref. [39]). The Stokes drag 10 = 1/61r77(a/2) is widely em-
ployed for applications such as viscosity measurements based on the terminal velocity
of a falling sphere. Batchelor's approach to the hydrodynamic interaction between
two particles is to introduce the force on a particle by modifying the particle's drag
coefficient. That is, if a particle is moving in a fluid that is not at rest, but at a
velocity of u, the particle appears to have a drag coefficient of 10 - u. The velocity
field is traditionally broken down into two parts of different symmetry. Au and Bll
refer to the factor by which the velocity field in the presence of a neighbor differs
from the Stokes result. A and B refer to each of the two symmetries. Although quite
complicated in detail, the drag coefficients have fairly simple asymptotic forms
60),3
All - 1 - (1 + ),)4p4 +O(p-6)
Bn _ 1+O(p-6) ,
where p = r/ (al +a2) is the dimensionless distance between spheres. In the absence
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arrive at
(4.30)
(4.31 )
By integrating (4.30) using the asymptotic forms of the mobility factors (4.29) we
of the second particle, All and B ll are just 1, indicating Stokes flow and the usual
Einstein self-diffusion coefficient Do = kT/61rTJ(a/2).
To calculate the new self-diffusion coefficient, Batchelor averages the drag coef-
ficients All and Bll over all of the possible positions of particle 2. In so doing, he
finds a geometric factor of [(1 + ,\)/2,\)3 and a hydrodynamic factor of
which, when combined with the geometric factor, results in a reduction in the diffu-
sion coefficient by 1 - ;:~ </>2, This is the factor that appears in Eq. (4.8).
To evaluate the accuracy of using just the asymptotic forms of the mobility
factors An and Bll , we can consider the one case in which they have been calculated
exactly. For a monodisperse system, the integral in Eq. (4.30) has been numerically
integrated using the full forms of An and Bn . The result is 1.83</>2. Using our
approximation, the result is 1.85</>2, a difference of 2.5%. As we have measured
the numerator (estimated as 3.75) for coupling between large and small balls to be
3.7 ± .4, the approximation introduced by relying on the asymptotic forms of An
and Bll introduces errors far smaller than the experimental uncertainty.
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Chapter 5
Phase Separation in Binary
Colloids
5.1 Introduction and Survey
Freezing and crystallization are generally driven by the deep potential minima of
chemical and physical bonds that overwhelm the entropic tendency towards disorder.
In some cases, however, entropy can actually induce order and cause a liquid to freeze.
While this seems counterintuitive, such entropy-driven freezing transitions have been
observed for many years in computer simulations of atoms interacting through a
purely repulsive hard-sphere potential [1 J. Recently, this freezing transition was
observed experimentally in monodisperse, hard-sphere colloidal suspensions [2J. For
liquids and suspensions made up of single-size spheres, freezing is observed when the
volume fraction cP of spheres exceeds approximately 0.49.
In this chapter, we show that for binary mixtures of hard-sphere colloidal par-
ticles, entropically-driven phase transitions can occur at substantially lower total
volume fractions than for monodisperse samples. More importantly, we find that
such phase transitions can involve coexistence between two bulk disordered phases
(rather than freezing) or coexistence between bulk disordered phases and a new
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crystalline phase, which precipitates on the walls of the sample. We believe this
new ordered phase is ~lso entropically driven, and we provide arguments suggesting
that phase separation in hard sphere mixtures should always occur at the sample
walls before occurring in the bulk, in agreement with our experimental observations.
This entropically-driven ordering of particles at the sample walls may be relevant
in paints, polydisperse colloids in porous media, and in catalytic systems, which
sometimes employ dispersions at reactive surfaces.
Until recently, binary hard sphere mixtures of all size ratios were expected to
be completely miscible in the fluid phase. Calculations of the equation of state and
static structure factors within the Percus-Yevick approximation show no phase sepa-
ration [3J. Recent experiments in colloidal suspensions, however, suggest that hard-
spheres are sometimes immiscible, although the interpretation of the observations is
clouded somewhat by the effects of strong gravitational settling [4,5J. There are also
some unambiguous exq,mples of phase separation in binary systems with softer inter-
particle potentials, including liquid emulsions [6,7} and mixtures of colloidal particles
with linear polymer molecules [8,9J. These experiments have nevertheless been mod-
eled as mixtures of hard-spheres using an effective potential approach which relies
on simple geometric arguments to calculate entropic forces [6-9J. These calculations,
however, unrealistically treat the small particles as a non-interacting ideal gas. More
recent and rigorous theoretical work [10,11} suggests that phase separation should
occur in binary mixtures. Unfortunately, these results are either inconclusive be-
cause of uncertainty in the choice of a closure relation [lOJ or incomplete because of
the computational effort required to specify where in the phase diagram separation
should occur [11].
The effective potential models for structure and phase separation [6-9,12] are
based on an argument. of Asakara and Oosawa [13] that uses the fact that the free
energy in a hard-sphere system is entirely entropic and depends on the volume ac-
cessible to the center of each particle. Adding a small volume ~V to an ideal gas of
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Ns small particles reduces the free energy, F = -kTNs ln(V/).3), by approximately
kTNsf:,.V IV, where). is the de Broglie wavelength and kT is Boltzman's constant
times the temperature. If the volume fractions </>s and </>L of small and large particles
are comparable, and the ratio as/aL of small to large particle diameters is small,
there will be many more small particles than large particles. In this limit, the small
particles will provide the dominant contribution to the free energy (and entropy)
of the system. Since the center of each small particle is excluded from a sphere
of diameter aL + as around each large particle (see Fig 5.la), the volume available
to each small particle is reduced by the presence of the large particles. However,
Asakara and Oosawa [13] pointed out that the total volume available to small par-
ticles increases when two large particles approach each other so that the spheres of
excluded volume overlap (see Fig. 5.la and b). This decreases the free energy of
the mixture and produces an effective potential well with a depth of approximately
(3/2)(aL/as)</>skT. Motivated by our observations of a new surface phase, we apply
the same geometric argument to large particles near a flat wall (Fig 5.lc). To our
surprise, we find that the potential of a large particle near a wall is nearly twice as
deep as the potential between two large balls [14] when as/aL « 1. A large particle
caught in this entropic well, which has a depth of approximately 3(aL/as)¢>skT, will
be confined to lie with its surface within one small ball diameter of the wall, thus
making an effectively 2-dimensional fluid of large particles.
In our experiments, we investigated the phase diagram of nearly hard-sphere bi-
nary colloidal suspensions for nine different diameter ratios and for a large number
of volume fractions of large and small spheres. Our approach is straightforward.
We mixed commercially prepared polystyrene particles of various sizes and observed
them visually over the course of several days. These systems are charge stabilized
with a screening length of roughly 4 nm and total volume fractions generally less
than 0.30. They are good, though imperfect models of hard-sphere systems. The
mixtures were placed in l-mm-thick cuvettes and observed over the course of several
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Figure 5.1: Geometric Explanation of Binary Hard-Sphere Phase Separation: The
free energy of an ideal gas of Ns small particles is -kTNsln Vj~3, where V is the
volume accessible to the center of each small particle. (a) That volume does not
include a sphere around each large particle with a diameter equal to the sum of the
large and small particle diameters. (b) When large particles approach each other,
some of the excluded volume overlaps, effectively making a small increase in the vol-
ume available to the small particles. This decreases the free energy by approximately
kTNs(b..VjV). (c) The same effect occurs as a large particle approaches a wall, but
b..V is approximately twice as large.
85
'~ .
hours. In some of our samples, we monitored the diffuse transmission of a laser
beam through the samples as a function of time in order to detect changes in bulk
structure [15]. We found, however, that the final states were readily visible by eye,
making real-time monitoring of the diffuse transmission unnecessary. We observed
four final states: (1) a single homogeneous disordered phase, (2) coexistence between
two disordered bulk phases, (3) coexistence between a disordered bulk phase and a
crystalline phase localized on the sample walls, and (4) coexistence between two
disordered bulk phases and a surface crystalline phase. Bulk crystallization, charac-
terized by Bragg scattering from an extended volume of the sample not restricted to
a thin layer near the walls, was not observed. In samples in which phase separation
occurred, the different phases were often visible by eye within 12 hours, and almost
always within 48 hours. None of these separated states was observed in monodisperse
samples at similar total volume fractions.
The homogeneous systems (state 1) exhibited neither change visible by direct
visual observation nor change detectable with diffusing-wave spectroscopy [16,17]
over a period of at least two weeks.
Bulk separation into two disordered phases (observed in states 2 and 4) was
characterized by the sample separating into upper and lower layers which differed in
optical opacity. The two layers were separated by a sharp boundary. These layers
could usually be seen under ambient light, but were occasionally detectable only
when the cell was illuminated from behind with white light. The optical contrast
between phases arises primarily because of the difference in the concentration of the
large 460-nm-diameter spheres in the two phases; the large spheres have a very large
optical cross section compared to the small 65-nm-diameter spheres [18].
The crystalline surface phase (observed in states 3 and 4) was characterized by
the presence of Bragg scattering from discrete areas on the surface. Under an optical
microscope, these areas appear as polycrystalline faceted regions exhibiting different
colors, with facets as large as a few millimeters across (see Fig. 5.2). The colors
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Figure 5.2: Surface crystallites as viewed under an optical microscope.
arise from Bragg scattering from the crystallite; different colors most likely indi-
cate different crystalline orientations with respect to container walls. The structure
of these crystals has not been determined. While the thickness of the crystallites
is difficult to ascertain in situ, crystallites scraped from the wall, dried, and ob-
served with an electron microscope were less than 5 large sphere diameters thick.
Diffusing-wave spectroscopy was used to qualitatively examine the dynamics of the
surface phase in situ. In contrast to correlation functions obtained from the non-
crystalline regions, the diffusing-wave spectroscopy autocorrelation functions of light
scattered from crystallites never decayed to zero. This indicates that the motion of
the scattering particles is confined by the crystal lattice [17J.
We believe that the surface crystals form because of a combination of factors: the
enhanced concentration of large balls along the wall is caused by the large entropic
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well near the wall described earlier, and the crystals arise because of entropic attrac-
tion between large spheres in the surface layer. Once nucleated, the two-dimensional
crystallite may seed additional crystalline layers extending a ~hort distance into the
bulk. However, significant work is needed to establish the detailed structure of the
surface phase and its growth into the bulk.
There are three axes in the phase diagram for these systems:'the ratio of particle
diameters as/aL and the volume fractions of each species (!>L and </>s. A number of
diameter ratios were investigated (Tbl. 5.1); one system (460/65 nm) has been ex-
plored in detail. Phase separation was not observed in samples with both a diameter
ratio less than 7 and total volume fraction less than 0.3. We found that the surface
phase (Fig. 5.3) always separates at lower volume fractions than the bulk, consistent
with the relatively stronger attraction of large particles to the wall in our model. At
the highest volume fractions, above the upper line in Fig. 5.3, the dynamics of phase
separation were very slow, taking more than five days, suggesting that the samples
may have been in a glassy state or that they may not have reached thermodynamic
equilibrium.
In samples above the upper line in Fig. 5.3 the solid grown on the cell walls
consisted of small white spots, which did not display Bragg scattering. Monodisperse
hard-sphere systems also display wetting by an ordered phase, but the wetting occurs
at concentrations very near the bulk freezing transition [19], in sharp contrast to the
binary system.
It is useful to compare our results with those of a similar experiment, reported
recently by van Duijneveldt, Heinen, and Lekkerkerker (DHL) [4], in which binary
mixtures of polymer-stabilized silica spheres in cyclohexane were studied. In the
DHL experiment, bulk phase separation was observed similar to the bulk separation
we observe. However, no surface crystalline phase was reported. In contrast to the
system studied by DHL, the polystyrene system we use exhibits much slower particle
settling, more optical scattering, and a somewhat less ideally hard-sphere interaction
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Table '5:1: Systems studied: systems in which phase separation was observed in at
least one sample are denoted by S (surface phase separation) or B (bulk separation).
All lengths in are in nanometers. Almost all samples were at total volume fractions
below 0.30.
I aL (nm) as (nm) I ' </>L </>s I Final State I
299 65 0.13 0.09 -
299 65 0.13 0.10 -
299 65 0.13 0.11 -
299 65 0.13 0.13 -
299 65 0.13 0.15 -
299 65 0.13 0.17 -
460 137 0.13 0.13 -
460 137 0.13 0.15 B
460 137 0.13 0.17 -
460 65 0.01 0.19 S
460 65 0.0125 0.0625 -
460 65 0.02 0.28 -
460 65 0.03 0.03 -
460 65 0.03 0.05 -
460 65 0.03 0.07 -
460 65 0.03 0.11 -
460 65 0.03 0.15 -
460 65 0.03 0.16 -
460 65 0.03 0.16 S
460 65 0.03 0.18 S
460 65 0.03 0.22 S
460 65 0.03 0.25 S
460 65 0.03 0.27 S
460 65 0.03 0.27 S?
460 65 0.05 0.01 -
460 65 0.05 0.05 -
460 65 0.05 0.09 -
460 65 0.05 0.13 -
460 65 0.05 0.14 -
460 65 0.05 0.15 ?
460 65 0.05 0.15 S
460 65 0.05 0.15 S
460 65 0.05 0.16 S
460 65 0.05 0.18 S
460 65 0.05 0.20 S
460 65 0.05 0.225 SB
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Table 5.2: Previous table continued.
I aL (nm) as (nm) I </>L </>s IFinal State I
460 65 0.05 0.25 S
460 65 0.052 0.278 S
460 65 0.06 0.312 -
460 65 0.06 0.364 B
460 65 0.0605 0.258 SB
460 65 0.07 0.25 SB
460 65 0.09 0.21 SB
460 65 0.112 0.165 SB
460 65 0.112 0.186 SB
460 65 0.13 0.01 -
460 65 0.13 0.01 -
460 65 0.13 0.01 -
460 65 0.13 0.05 -
460 65 0.13 0.05 -
460 65 0.13 0.05 -
460 65 0.13 0.07 -
460 65 0.13 0.07 -
460 65 0.13 0.09 S
460 65 0.13 0.1 -
460 65 0.13 0.10 -
460 65 0.13 0.10 -
460 65 0.13 0.10 S
460 65 0.13 0.11 S
460 65 0.13 0.11 S
460 65 0.13 0.12 S
460 65 0.13 0.12 S
460 65 0.13 0.12 S
460 65 0.13 0.13 S
460 65 0.13 0.13 S
460 65 0.13 0.13 S
460 65 0.13 0.15 SB
460 65 0.133 0.062 -
460 65 0.133 0.071 -
460 65 0.133 0.071 -
460 65 0.133 0.111 S
460 65 0.133 0.133 S
460 65 0.15 0.08 ?
460 65 0.15 0.10 -
460 65 0.15 0.11 S
I
,
~
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Table 5.3: Previous table continued.
I aL (nm) as (nm) I <PL <ps IFinal State I
460 65 0.15 0.11 S
460 65 0.15 0.12 S
460 65 0.15 0.13 S
460 65 -0.15 0.14 S
460 65 0.15 0.14 S
460 65 0.15 0.15 SB
605 102 0.05 0.25 -
605 102 0.025 0.125 S
605 65 0.025 0.125 S
605 65 0.05 0.25 B
605 65 0.05 0.25 S
625 65 0.13 0.08 S
625 65 0.13 0.09 S
625 65 0.13 0.13 S
625 65 0.20 0.09 S
625 65 0.20 0.10 S
825 102 0.01 0.29 ?
825 102 0.03 0.25 S
825 102 0.05 0.08 -
825 102 0.05 0.20 S
825 102 0.05 0.25 S
825 137 0.05 0.25 -
825 65 0.0125 0.0625 SB
825 65 0.025 0.125 S
825 65 0.025 0.125 S
825 65 0.03 0.01 -
825 65 0.05 0.05 -
825 65 0.05 0.25 B
825 65 0.13 0.07 S
825 65 0.13 0.08 B?
825 65 0.13 0.09 S
825 65 0.13 0.10 S
945 65 0.0125 0.0125 -
945 65 0.025 0.125 S,B
945 65 0.025 0.225 S
945 65 0.05 0.05 -
2000 65 0.05 0.225 B
potential. The details of the DHL experiment explain why the surface phase may not
have been observed. First, the rate at which the surface phase separation proceeds in
our experiments is slow compared to the settling times in the DHL experiments but
fast compared to the monodisperse settling time in this experiment. The density
of polystyrene, 1.05 glml, is much closer to that of our solvent, water, than the
densities of the silica spheres, 1.81 and 1.51 g/ml, are to the density of cyclohexane,
0.78 g/ml. Since the settling rate of particles is proportional to the buoyancy, which
is the difference in mass between a particle and an equal volume of solvent, settling
proceeds much faster in the DHL system than in ours where the buoyancy is twenty
times smaller. As a consequence, settling times in the silica system are a few hours,
which is comparable to the time required for phase separation, while the settling
times of the polystyrene system are significantly slower (i.e., days), which allows
the slow dynamics of -phase separation to proceed. The optical scattering power
of individual spheres is also much higher since the index mismatch for polystyrene
in water nparticle/nsolvent is 1.59/1.32 rather than 1.46/1.43. The silica/cyclohexane
system is generally prized for its weak scattering, which allows the use of single
scattering optical techniques at high volume fractions. For surface sensitivity, strong
scattering is desirable.
In order to investigate the reversibility of the bulk phase separation that we
observed, we stirred samples by tumbling and placing them in an ultrasonic bath.
Their behavior repeated exactly; even when monitoring the intensity of transmitted
light through the sample, the same time dependence was observed to within a few
percent.
The fluid-solid transition is also reversible. Crystallites, which can be removed
from the surface by vigorous shaking, grow back when the shaking stops. To check
for irreversible flocculation, we diluted the suspension surrounding the crystals and
watched under a microscope; the crystallites dissolved in less than a minute, demon-
strating convincingly that no irreversible flocculation had occurred. The surface
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crystalline phase was observed for several values of as/aL (see Tbl. 5.1) and in cells
made from different materials, including glass, quartz, and polystyrene. The surface
crystalline phase was observed on both flat and round cells walls; the radius of cur-
vature of the wall was large compared to the size of the individual crystallites. The
surface phase is robust.
The system we use consists of electrically charged polystyrene spheres, which are
highly screened by sniall ions in solution. Because of the high degree of screening,
we expect the interaction between spheres to be well approximated by a hard-sphere
potential. A common approach for ascertaining how closely the interparticle poten-
tial approximates a hard-sphere potential is to find the volume fraction at which a
monodisperse suspension of particles crystallize [2]. By comparing this to 0.49, the
known volume fraction for the hard-sphere freezing transition, the effective hard-
sphere size of the spheres can be determined. A sensitive measurement of this volume
fraction is obtained from 0.205 Jim particles, in which crystallization is observed at
¢ = 0.44. This result indicates that the effective radius of the particles is less than
4 nm larger than the physical radius [20].
We have observed phase separation in an essentially hard-sphere system. In ad-
dition to bulk phase separation, we find a striking, new ordered phase located on the
cell walls (Fig. 5.2), which is observed at volume fractions as low as 0.2, substantially
less than the value of 0.49 for the hard-sphere freezing transition in monodisperse
suspensions. These phase transitions can be understood as entropically-driven tran-
sitions which arise from a small-sphere mediated entropic attractive interaction be-
tween large spheres. Several questions about the surface phase remain unaddressed.
These include its structure and composition, details of the growth kinetics, and the
equilibrium two dimensional, fluid like surface phase, which probably exists below
the phase separation line in Fig. 5.3.
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Figure 5.3: Phase diagram of 460/65 nm system. The dynamics of separation were
very slow in the upper region, suggesting the existence of a glassy state.
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5.2 Calculation of Excluded Volume
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where ,\ is the de Broglie wavelength. After a small change in volume 8V, the free
(5.5)
(5.4)
(5.3)
(5.2)
(5.1)
8F = kT<jJ 8V .
1ra~/6
F = -kTln(V/,\3),
8F= kT
8
: .
F + 8F = E - TS = -kTln[(V + 8V)/,\3].
The change in free energy to first order in 8V/V is
energy IS
For a gas of small particles, the change in free energy is multiplied by the number
of small balls Ns . In terms of the volume fraction occupied by the small balls <jJ and
the small ball diameter as, the change in free energy is
In Fig. 5.1, we saw that when the surface of two large spheres are separated by
less than a small sphere diameter, there is a change in the free volume available to the
small spheres. This new volume is equal to the overlap volume between two spheres
of diameter aL + as centered on the large balls. This volume is straightforward to
calculate. We need to calculate twice the shaded volume in Fig. 5.4. This volume
can be found in any mathematical handbook [21]; it is:
Although straightforward, a typing error in the originally published calculation [13]
of the change in excluded volume due to large spheres approaching each other ne-
cessitates a careful presentation of the correct result.
The change in excluded volume influences the thermodynamics of a binary system
through its free energy. We first review how a change in volume affects the free
energy. The ideal gas is an entirely entropic system. The free energy per particle is
(5.6)
(5.7)
a
... .'a/2
....
Figure 5.4: The volume of overlap between two spheres is twice the shaded volume
in this figure.
For a large sphere a distance a from a wall, the argument is the same. The large
(presumably infinite) radius of curvature of the wall, however, results in a larger
total overlapping volume
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With h = a/2 and R = aL + as, the total volume of overlap is
To compare these overlapping volumes, we plot the free energy for small particles
as a function of the separation between either two large balls or a large ball and a wall
in Fig. 5.5. Clearly, the potential at the wall is deeper. To carefully compare these
potentials, we plot them together, shifting the ball-ball curve so that the minima of
the two potentials overlap (Fig. 5.6). In addition to shifting the curves, the ball-ball
potential has been multiplied by a factor of two. The close, although imperfect,
overlap of these lines indicates that the ball-wall potential is almost twice as deep
as the ball-ball potential, and it is thus four times as strong per large particle! This
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Figure 5.5: Entropic potential between (solid) a large sphere and the wall and (dot-
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Figure 5.6: Comparison of ball-ball and ball-wall potentials. In this plot, the ball-
ball potential is shifted and multiplied by 2 in order to demonstrate that the ball-wall
potential is twice as deep as the ball-ball potential.
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factor of two is not exact and is thus not formally apparent in the ratio of Eqs. (5.6)
and (5.7). This potential is due entirely to the entropy of the small particles.
5.3 Coulomb Repulsion and van der Waals At-
traction
There are many valid criticisms of theories of interaction between colloidal particles.
These potentials are typically very difficult to calibrate and rely on poorly known
materials properties. Statistical mechanical calcluations on colloidal systems gen-
erally assume that the potentials will be pair-wise additive, which is not true for
non-nearest neighbor Coulombic forces in a dense colloid. Nevertheless, these po-
tentials are used in colloidal science. In this section, we will discuss the theoretical
interaction potential between colloidal particles as carefully as we are able. Although
we treat these potentials with skepticism, they have a number of qualitative features
which can be a helpful guide to our thinking about colloids.
The polystyrene suspensions used in this study interact both through screened
Coulomb and van der Waals forces. The screened Coulomb forces are generally
described by the Debye-Hiickle potential or the DLVO (Derjaguin-Landau-Vreeker-
Overbeek) potential which uses the same basic physics but employs a more sophis-
ticated treatment of the geometric boundary conditions. We begin by briefly com-
menting on Coulomb based interactions and then discuss van der Waals interactions.
The logical path through this problem begins with the Poisson equation, adds a
statistical distribution of counter ions (the Boltzman distribution), then includes the
finite size of the particle. Following the development of Ref. [22], we begin with the
Poisson equation for the potential </> of a charged particle in a solvent with counter
(5.8)p(r)
Ions:
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where the sum is over the species of counter ions in solution with ion number density
ni and valence Zi. The unit charge is e. Combining Eqs. (5.9) and (5.10) we arrive
at the linearized Poisson-Boltzman equation
(5.9)
(5.10)
(5.11 )
= p(r),
where the second line is for a spherical particle in spherical coordinates, r is measured
from the particle's center, and the p is the charge density. Maxwell's equations do
not tell us the charge density of counter ions in the fluid surrounding the particle. To
comment on this, we use statistical mechanics, in this case the simplest possible use
of statistical mechanics. That is, we calculate the expectation value of the charge
density p(r) by using the Boltzman factor p(r) = n(r)ze exp(-ez<p(r)). The first
term in the power series expansion of the Boltzman factor gives the total charge,
which is already known. The second term gives the Debye-Huckle or linearized
Poisson-Boltzman equation
The quantity in parenthesis on the right side of this expression has units of inverse
length squared and is written ",2, where 1/'" is called the screening length. Solutions
to the linearized Poisson-Boltzman Equation are of the form Ae-I'rIr, where A is
obtained from the boundary conditions. For a point charge with valence z, the
screened potential is
(5.12)
while for a charge of finite radius a the result is
(5.13)
which is essentially the DLVO result.
99
incorrect leap of faith about the derivation)
separation between surfaces 8 = r - 2a for same-sized particles or 8 = r - aL - as
for different sized particles, we find
:i~l .
(5.16)
(5.15)
(5.14)
( kTf)K,8 = - In 4a 2·zLzSe
zLzse2 e-K(r-aL-a s )
U(r) = .
f r +aL + as
What we want to know is the value of r where U is equal to kT. Defining the
This result gives the interaction length in units of the screening length, a number
that is independent of the screening length. As a calculational aid, note that e2 / kT f
is the Bjerrum length of 7 A in water at 300 oK. Experimental results for z for half
micron diameter particles are in the range of 200-600 [24]. Evaluating (5.16) for
460 nm diameter spheres gives
Z2 e2 e-K(r-2a)U(r) = - ,
f r + 2a
which can be written for two different sized spheres (with an unjustified and surely
radius a [23]
This result is only for the electric potential, i. e. the energy needed to bring a
unit charge to some distance r from the center of a polyball. If we accept the DLVO
results, we find the interaction energy U between two particles of valence z and
so that the final range of K,§ runs from 3.4 for z = 200 to 5.6 for z = 600. For 65 nm
particles we find
K,§ = 2In(z) - 7.18, (5.17)
K,§ = 2ln(z) - 5.22. (5.18)
The probable range of z for the small spheres is between 5 and 20. Any charge less
than 14 will produce a negative value for K,8. This theory predicts that K,8 runs from
oto 2 for the small particles.
After performing these calculations, we see that according to the DLVO potential,
the effective diameter of our particles is probably about 5 screening lengths, or 25 nm
100
larger than their physical diameter. This is incorrect. As noted in Section 5.1,
the phase behavior of monodisperse particles indicates that the actual hard-sphere
diameter is closer to one than to five screening lengths larger than the particle itself.
The effects of neighboring polyballs and higher order terms in the Boltzman
factor may significantly alter the interaction potential. Alexander, Chaikin, et al. [25)
addressed these issues. They considered a crystal of polyballs and calculated the full
(not the linearized) Poisson-Boltzman equation with boundary conditions imposed
by a spherical Wigner-Seitz cell. The crucial result from Alexander, Chaikin, et al. is
the demonstration that the layer of counter ions immediately surrounding a polyball
is thinner and contains more ions than the linearized, or Debye-Huckle approach
suggests. In particular, they find that within 140 Aof the surface, the counter ion
concentration is much higher than Debye-Huckle predicts, meaning that more than
140 A from the surface, the effective charge is significantly smaller than predicted
by Debye-Huckle. The Alexander and Chaikin result suggests that the polyballs are
much more like hard-spheres than (5.13) suggests.
5.4 Comparison to a Simple Theory
In their work on phase separation in a monodisperse microemulsion with micelles,
Bibette, Roux, and Pouligny proposed a simple theory for the boundary in the
phase diagram between a bulk solid and a bulk fluid phase [9). Their calculation
is based entirely on entropic energetics. In this section, we will compare our phase
diagram to this simple calculation. A complete explanation of the phase boundary
they find would require carefully repeating a large segment of their paper here. As
we are referring and not adding to their work in this section, we will instead note
the content of their results and briefly discuss some of the physical content of their
results.
In order to calculate this phase boundary, a statistical criterion is needed to decide
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whether the entropic attraction is strong enough to stabilize the crystalline phase
against fluctuations. The entropic interaction between large spheres is attractive,
thus, a solid is always energetically favored. Bibette, et al. use the Lindemann
criterion for melting, which states that crystals melt if position fluctuations are
larger than 10% of a lattice constant. The phase diagram is calculated by balancing
the difference in the chemical potential of the solid and liquid phase against the
entropy of the fluid and van der Waals attractions between particles in the crystal.
By imposing the conditions of equal pressure and equal free energy on the liquid
and gas phases at the boundary in the phase diagram, Bibette, et al. find that the
boundary is described by
(5.19)
where JL~ and /1& are the chemical potentials of the solid and gas phases, and w is
the van der Waals contribution to the lattice free energy. This boundary represents
a balance between the greater entropy of the fluid phase (the term logarithmic in <PL)
and the change in chemical potential and van der Waals energies between the two
phases. The crucial features of the expression are the weak dependence on <PL and
the linear dependence on the ratio of particle diameters. As discussed in Section 5.3,
the van der Waals energy w is not well known. Bibette, et al. treat w as a free
parameter of order 1.
After carefully following the development of the phase boundary Eq. (5.19) in
. Ref. [9}, we have found a numerical error in the evaluation of /1~ - JL& (we find +7 VS.
-5kT), which results in a significant shift in the final phase diagram. We treat the
entire expression (/1~ -/1&) - 6w as a free parameter C in order to compare our results
to this simple theory (Fig. 5.7). The results agree in the sense that in both theory
and experiment, the phase diagram depends only weakly on <PL. The value of the
constant C ,however, disagrees with Bibette, et ai. who found a value of one in the
emulsion/micelle system [9). A value closer to nine describes our polystyrene/water
system. Although at face value, this disagreement seems minor, recall that the
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correct value of the difference in chemical potentials is negative. Thus, the van der
Walls coefficient w must also be negative for this theory to be correct. Although the
value of the van der Walls coefficient for polystyrene is uncertain, its sign is certainly
positive. We conclude that the sensibility of this theory as presented is somewhat
suspect and requires further investigation.
5.5 DWS Tests of Phase Separated Suspensions
How are the particle dynamics different in the separated phases? We addressed
this question by doing DWS in a backscattering geometry (Fig. 3.8) on a few phase
separated samples. We found no difference between the dense and the dilute fluid
layers in the fluid/fluid samples. The fluid/crystal samples, however, dramatically
demonstrated the constrained dynamics of the crystal phase. In Fig. 5.8, we see the
difference between two correlation functions, one taken from the fluid and one taken
from some crystals grown on the cell wall. The fact that the correlation function
does not decay for light scattered from the crystals indicates that the particles in
the crystal undergo constrained motion [17]. The incomplete decay is due to the
fact that for constrained motion, there is a maximum value for (~r2(T)), and the
autocorrelation function decays exponentially with (~r2(T)).
5.6 Preliminary Investigation of Surface Struc-
ture
The entropic crystal growth mechanism described in Fig. 5.1 suggests that the crys-
tals should be close packed large spheres. A little reflection about a close packed
array of large balls suggests two basic questions: How large are the spaces between
spheres? and Can a small particle fit into this space? For a two-dimensional crystal,
planar geometry can be used to figure out how large the space is. The answer in
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Figure 5.8: The DWS autocorrelation function is plotted for light scattered from
a surface crystallite and from the bulk fluid region. The failure of the correlation
function to decay is a signature of a crystalline phase [17].
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Figure 5.9: Two-dimensional geometry of interstitial spheres. If aL/as is greater
than 1/(2*0.077)=6.4, then small spheres can fit into a two dimensional lattice of
large spheres without modifying the large sphere lattice.
two dimensions is that for particle ratios aL/as greater than 6.4 (Fig 5.9, a small
particle will fit between large balls. In three dimensions, the space is significantly
larger and more difficult to calculate (the minimum aL/as in three dimensions is
2.3. (Fig. 5.10)). An unoccupied interstitial volume will have a large cost in free
energy, which suggests that the crystal structure may not be a simple close packed
arrangement of large particles.
A few preliminary steps have been taken in our laboratory to learn about the
structure of the binary systems. An attempt at light scattering from crystallites
showed possible signatures of Kossel lines, but no conclusive evidence for Kossel
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Figure 5.11: SEM image of binary crystal. The roughness between large particles is
actually small particles.
lines has been attained. A more interesting approach was an attempt to view the
crystallites under an electron microscope. With the assistance of Harry Deckman
at Exxon, crystals were scraped from the wall of the cell, placed on a silicon wafer,
plasma coated with 50 Aof gold, and then examined in a scanning electron micro-
scope (SEM). Each step in sample preparation may have changed the crystal struc-
ture. Scraping the crystals from the cell wall will perturb them strongly. Plasma
coating involves drying under vacuum. The drying process will result in balls from
the bulk fluid being deposited on the crystal, and it will also cause balls to contact
each other, and thus cause irreversible flocculation due to van der Waals forces. It
is, therefore, difficult to interpret the SEM images. In these images, the small 65 nm
diameter balls were at the resolution limit of the SEM. They can be seen, however,
and it appears that the small balls do occupy interstitial positions and that the
orientation of the large and small balls crystal axes coincide.
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Chapter 6
Diffuse-Transmission
Spectroscopy, a Static Probe of
Structure
The arrangement of particles in a colloidal suspension is closely related to bulk phys-
ical properties, including colloidal stability and rheology. Colloid structure is also
closely connected to microscopic properties such as the interparticle interaction po-
tential. Structural correlations are most easily probed by light scattering in single
scattering samples such as dilute suspensions or suspensions of particles whose in-
dex of refraction nearly matches that of the solvent. Colloid structure can also be
probed using a synchrotron by small angle X-ray scattering or by small angle neu-
tron scattering in systems where isotopic substitution is practical. Many useful and
interesting colloids, however, are neither dilute index matched, nor easily amenable
to isotopic substitution. Such colloids are often highly multiply scattering, appearing
white like milk or white paint.
In this chapter we introduce a new technique, diffuse-transmission spectroscopy
(DTS), that employs multiple scattering to probe colloid structure. We present
DTS measurements from concentrated suspensions of polystyrene spheres in water.
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DTS uses a tungsten lamp and monochrometer to obtain a transmission spectrum
from which structural information can be deduced. We demonstrate that diffuse
where N is the number of particles, and the delta function 6(q) removes the peak
at zero wave vector. For a fluid, the structure factor is isotropic, meaning that the
structure factor depends on the amplitude, not the direction of the scattering wave
transmission data are useful for particle sizing, determination of volume fraction,
and monitoring of interparticle potentials. The DTS data set is not adjustable; it
allows direct comparison with structural models.
The cornerstone of our approach is the photon diffusion approximation, which
describes photon transport in highly multiple scattering media. In the diffusion
approximation, photon transport is governed by a single parameter, the photon
transport mean free path 1*. We will review the connection between interparticle
structure and 1*, focusing on how that connection can be exploited to probe structure.
Fluid structure can be described by the particle pair correlation function or by its
Fourier transform, the structure function. We will restrict our attention to Fourier
space, which is a more natural choice for scattering experiments. The structure
factor is related to real space particle positions ri, according to
(6.1)S(q) = (l/NH'L eiq.(r;-rj ») - N6(q) ,
i,j
vector, i.e., S(q) = S(q).
The Percus-Yevick approximation is the standard analytic approach to calcu-
lations of the structure of monodisperse hard-spheres [1]. In Fig. 6.1, we see the
Percus-Yevick structure factor for three volume fractions <p = 0.05, <p = 0.30, and
<p = 0040 plotted versus the dimensionless scattering wave vector y = qa, where a is
the particle diameter. This plot covers the range of y relevant to our systems, which
are nearly hard-sphere suspensions of micron sized charged polystyrene spheres in
water with sufficient ionic content (0.01 molar) to screen the Coulomb interactions
over roughly 4 nm.
We will now discuss single and multiple scattering, showing that there can be wave
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Figure 6.1: Plot of S(y) from Percus Yevick theory for various volume fractions.
Below is the form factor at a wavelength of 450 nm and 50 times the form factor at
850 nm. Note that the form factor for scattering through angles between zero and
1r covers a different range of scattering wave vectors at each wavelength because the
largest dimensionless scattering wave vector is 41raj >.. Thus, the change in diffuse
transmission between 450 and 850 nm depends on the value of the structure factor
between the dimensionless y values of 3 and 5.6. This dependence is exploited by
diffuse transmission spectroscopy.
114
vector dependent measurements made by multiple scattering. In single scattering
experiments, wave vector resolution is obtained by selecting a scattering angle. In
multiple scattering experiments, photons scatter many times through different wave
vectors, making the wave vector resolution that we obtain more elusive.
The scattering wave vector q is simply the difference between the input and
output wave vectors ko and k f . For elastic single scattering,
where 0 is the angle between ko and kj, and k = 21rI >.. for photons with wavelength
A in the scattering medium. We see that q ranges from zero to 2ko.
The intensity function for scattering through a wave vector q is
where the form factor F(q, koa) describes scattering from an isolated particle. The
form factor depends on the contrast in index of refraction between particle and
solvent, the ratio of the particle diameter to the photon wavelength koa, and the
scattering wave vector q. The dependence of F on koa is usually not made explicit;
however, this dependence is central to the technique of diffuse-transmission spec-
troscopy. For scattering problems with koa of order unity, the form factor must be
computed using Mie theory [2J. In Fig. 6.1b, we exhibit the form factor as a function
of dimensionless wavevector y at two different wavelengths. At shorter wavelengths,
a higher range q in the structure factor is probed by diffuse transmission.
Multiple scattering is generally considered a problem to avoid; however, we re-
strict our attention to highly multiple scattering systems and exploit it. There has
been significant recent attention to the use of the photon diffusion approximation to
describe photon transport in media as diverse as clouds [3J, biological tissue [4,5],
foams [6J, paper-size [7], and dairy products [8). In the diffusion approximation, it is
assumed that each photon scatters many times and that its transport can be modeled
as a random walk. The average distance between scattering events 1 is 1 = 11pasc ,
Iql = Ikf - kol = 2kosin(O/2) ,
I(q) = F(q, koa)S(q),
(6.2)
(6.3)
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Combining Eqs. (6.5) and (6.4), we arrive at an expression for the random walk
step-length
where p is the number density of scattering particles, and usc is the scattering cross
section per particle for scattering from correlated groups of particles
(6.4)
(6.5)
(6.6)
1
1 - (cos(O)) .
1*
1
1 f2koa
Usc = k'5 Jo F(y, koa)S(y)ydy.
1 1rp f2koa
F = (k
o
a)4kl,Jo y2F(y,koa)S(y)ydy.
The photon transport mean free path or the random walk step-length is calculated
This form for the scattering cross section is obtained from an integral over scattering
angles by change of variables. The form factor is generally peaked at small angles
(small-q); thus, the direction of propagation of the photon is not randomized after
each scattering event. There is a longer length, the photon random walk step-length,
or the photon transport mean free path 1* which is related to the average distance
between scattering events 1 by the average scattering angle [2,9,10]
by integrating over the product of the form factor, which is well known for spherical
particles, and the structure factor, which we wish to study.
Using measurements of 1* to deduce S(y) ultimately requires a strategy for in-
verting Eq. (6.6). The first insight into the dependence of 1* on the structure factor
is that the upper cutoff of the integral in (6.6) depends on the ratio of the particle
diameter to the photon wavelength. Thus, for a fixed particle size, the value of 1*
at wavelengths with wave vector k1 and k2 depends in part on the structure factor
between the dimensionless wave vectors 2kt a and 2k2 a. This point is illustrated in
Fig. 6.1 where we see that the value of 1* calculated at the larger wave vector depends
on an integral over a larger range of the structure factor.
Some groups measure material properties of colloidal particles by single scatter-
ing measurements of the total cross section (scattering plus absorption) [11-13]. In
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(6.7)
diffuse transmission spectroscopy, we are making a conceptually similar measure-
ment of the transport cross section (1* = l/putr). In the limit where S(y) = 1,
the scattering cross section is the first moment of the intensity function F(y )S(y)
(see (6.6)). The transport cross section we are measuring is simply the third moment
of the intensity function (i.e., f;koa F(y )S(y)y3dy).
6.1 Experiment
Our experimental goal is to determine 1* as a function of wavelength. There are a
number of approaches to measuring 1* in a highly multiply scattering material. The
simplest approach, discussed below, is to measure the transmission coefficient of a
slab of colloid. More complicated techniques include the measurement of the angular
width of the coherent backscattering cone [14-18} or measuring the time dependence
of a pulse of light stretched during transmission through the colloid.
The transmission coefficient of a slab of colloid is the simplest quantity to measure
since it requires neither pulsed lasers, colummated light sources, nor detectors with
fine temporal or spatial resolution. The transmission coefficient is also fairly simple
to interpret. For a slab of colloid with thickness L and transport mean-free path 1*,
the transmission coefficient is
(
1*) ~ (!±B) +Q'T - _ 3 l-R
- L 1 + .1 (1±R) ~ ,
3 l-R L
where Q' is a parameter of the diffuse model of photon transport which is roughly
one [2,9, 19}, and R is the diffuse reflection coefficient. This result is obtained by
solving the one dimensional diffusion equation which describes photon transport
through a slab of infinite transverse extent and comparing the transmitted to the
reflected flux. The diffuse reflection coefficient is obtained from an angular average
of the Fresnel reflection coefficient [20] and a sum over multiple reflections [19]. The
approximately linear dependence of the diffuse transmission coefficient on the photon
transport mean free path (6.7) is experimentally ensured by keeping the ratio of L
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to 1* large and minimizing the reflection coefficient by submerging the sample cell in
an index matching fluid (water).
Our apparatus for measuring the wavelength dependent transmission coefficient
(Fig. 6.2) uses a tungsten lamp, amonochrometer, an integrating sphere, and a silicon
photodiode. This apparatus could probably be implemented simply by making small
changes to a commercial spectrophotometer fitted with an integrating sphere. The
integrating sphere allows us to collect light from many output angles and to sample
those angles uniformly. The light passing into the monochrometer is modulated
using a chopper, and a lock-in amplifier is used to measure the current from an
unbiased photodiode at the chopper frequency. The system responds linearly over
a wide range of transmission coefficients from 1 to at least 10-4 • The sample is
immersed in water which reduces the diffuse reflection coefficient from roughly 0.10 to
0.02 [19J. The integrating sphere we used consists of Spectralon reflectance material
from Lab Sphere (North Sutton, New Hampshire). Spectralon is hydrophobic and
can be immersed in water without changing its_ reflective properties; however, by
submerging the entire sphere, we found that the photon path lengths in the sphere
were so long that the weak photon absorption of water dominated the spectrum [21 J.
We therefore, choose to hold the cell horizontally and immerse the sphere's input
port in water, retaining the advantages of an index matching bath for our cell.
Accurate absolute measurements of transmission require the measurement of a
reference signal. In this experiment, normalization was accomplished by sequentially
measuring the transmission through two samples, the one under study and another
consisting of the same colloid at a significantly lower volume fraction where the
structure factor is relatively less important (compare the solid and dashed lines in
Fig. 6.1a). The less dense colloid will have many of the same variations with wave-
length, including variations of the form factor, the lamp intensity, and the detector
efficiency with wavelength. The reference cell will also have the same angular output
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Figure 6.2: Apparatus for diffuse transmission spectroscopy. Computer controlled
stepper-motors switch the sample and reference as well as changing the photon wave-
length. Detection is accomplished using a lock-in amplifier and chopping the light
entering the monochrometer. The sample is immersed in water to reduce the diffuse
reflection coefficient. Note the similarity of this apparatus to commercially available
spectrophotometers fitted with an integrating sphere.
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distribution of transmitted light as the sample under study. By using this normaliza-
tion scheme, we produce a data set with no adjustable experimental parameters. If a
non-diffuse sample is used for normalization, there will be an adjustable parameter,
the angular collection efficiency. In this case, uncertainty in the collection efficiency
will obscure the most sensitive feature of the data set, the absolute transmission.
The final advantage of using a diffuse light source for normalization is that uncer-
tainty in the numerical values of R and a in the numerator of the relation between T
and l* (6.7) is normalized out of the data set. In the data presented here, we ensure
the applicability of the diffusion approximation by choosing reference samples such
that L/l* is always greater than 10 [19,22}. The data were obtained between 450 nm
and 850 nm. The lower wavelength limit was set by the rapidly varying spectra of
our lamp, monochrometer, and photodiodej the upper wavelength limit was set by
a weak photon absorption band in water.
We will now discuss some of the experimental details of the DTS technique.
While these details must be considered, they contribute very little to the final DTS
spectrum and do not affect our interpretation of DTS data. A consideration of these
issues, however, highlights the importance of the use of a suitable reference sample.
Once a photon enters the integrating sphere, the probability that it will strike the
detector is independent of the photon's initial direction. Since the input and output
ports on the integrating sphere are the same size, the photon is just as likely to
re-enter the sample as it is to strike the photodiode. The transmission coefficient
is always much less than one, so most of the light that re-enters the sample will
be reflected back into the integrating sphere. There is a finite probability, however,
that a photon will escape after re-entering the sample. By considering the possibility
of a photon escaping .after any number of reflections, we find that the measured
transmission coefficient Tm is related to the actual transmission coefficient T by
T
m
= cT/2 ,
1 - c(l - T)/2 (6.8)
where c is the collection efficiency of the integrating sphere. The collection efficiency
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is essentially the solid angle subtended by the sphere's input aperture divided by 27r.
A conservative estimate of c in the present apparatus is between 0.75 and 0.80.
The quantity measured in DTS is the ratio of transmissions of two cells Tr/Ts, the
reference, and the sample cells. Using the transmission calculated from the diffusion
Eq. (6.7) and the correction due to multiple reflections from the integrating sphere
off the sample cell (6.8), we arrive at the measured quantity •
is not known accurately, but is close to 1.5 (for c = .8, R = .03, and a = 1). The
final results will change by only a few percent depending on the precise value of A.
This uncertainty has little effect on our interpretation of the data. Unnormaiized
measurements, however, depend strongly on the collection efficiency c, the diffuse
reflection coefficient R, and the correct value of a, which in turn depends on the size
of the scattering particles [18J
The DTS spectrum is calculated using Mie theory [2J. The value of i* depends
strongly on the ratio of indices of refraction between the particle and the continuous
medium. For the index of refraction of water, we rely on Ref. [21J. The index of
polystyrene is obtained from Refs. [23, 24}.
·Tr i; (1 +~~t) 1-c(1- Ts)
T = i* 1 + 11±R];. 1 - c(l - Tr )s s 31-RL
To first order in l* / L, this simplifies to
Tr = i; (1 + Ai; / L)
T i* 1 + Ai*/L 'S s r
where
4(1+R) 21+RA = (1 - c/2)- -- +(--- + a)c/23 1-R 31-R
(6.9)
(6.10)
(6.11 )
;"-<
6.2 Results
Using nearly hard-sphere polystyrene particles in water (ionic concentration 10mM),
we have tested the principles of DTS. We present data from three systems with
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particle diameters between 205 and 460 nm and volume fractions of about 0.30 (see
Tbl. 6.1). Each particle size allows us to probe a different region of the structure
factor because the dimensionless value of y tested with each particle size is different.
The sensitivity of DTS to interparticle structure is demonstrated in Fig. 6.3 where
we plot data for the three systems along with calculations baseq on Mie scattering
theory and the Percus-Yevick approximation for S (q). The vertical axis is the ratio of
the transmission coefficient of the sample under investigation and a relatively dilute
reference sample. The horizontal axis is the dimensionless wave vector corresponding
to the high-y cutoff of the integral in (6.6) which determines 1*. In this figure, which
is a direct comparison, not a fit, we see that the Percus-Yevick structure factor
does a remarkably good job of matching the relative value of 1* between different
sample concentrations. Furthermore, we see that structure plays a significant role
in the diffuse transmission data set. In particular, if the structure factor were flat
(S(q) = 1), then these curves would be the horizontal lines (dashed) with an ordinate
equal to the ratio of the volume fractions of the sample and reference. In addition
to the agreement in magnitude between the data and the Percus-Yevick structure
factor, there is good agreement in the location and direction of the bends and curves
in the 205 and 299 nm systems. These may be used for particle sizing. It is clear
in Fig. 6.3 that the comparison between the data and the Percus-Yevick structure
factor is fairly poor in the largest (460 nm) system. We believe that the reasons for
this failure are twofold. First, DTS calculations rely on accurate structure factors
for y less than the minimum value of 2koa. For the 205 and 300 nm systems this
is not a problem, as the first peak in the structure factor is being probed, and the
range of y for which we need a priori knowledge is quite small. For larger systems
such as the 460 nm system, the second peak in S(y) is being probed, which requires
that we have accurate a priori knowledge of the first peak in S(y) (note that we
were unable to use DTS to accurately measure the size of the 460 nm particles).
The second reason is that the second peak in S(q) corresponds to a much shorter
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Figure 6.3: Direct comparison of diffuse transmission spectrum with Percus-Yevick
calculation. A calculation ignoring structure is included in the dashed line. The
separation between the dashed and dotted lines indicates how strongly the diffuse
transmission spectrum depends on structure. There are no adjustable parameters in
this graph. It is a comparison, not a fit.
length scale where the non hard-sphere nature of the charged particles is more likely
to affect the data.
The DTS spectrum is a powerful tool for particle sizing. In Fig. 6.4, we plot the
location of the peak in the DTS spectrum along with the calculated peak position
(from the Percus-Yevick approximation) for different size particles. The position of
this peak is the spectrum's most size-dependent feature. Based on this figure, we
find that DTS can be used to estimate particle size to within 5%. This size resolution
should be attainable for all samples in which the first peak in the structure factor is
included in the scan range. Incidentally, in the course of this experiment, we used
this technique to identify a 7% error in the particle size stated by the manufacturer
of the 299 nm particles. This sizing error was verified by dynamic light scattering
and electron microscopy.
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Figure 6.4: Sensitivity of DTS to particle size. The most sensitive feature to match
with these data sets is the first peak in the DTS spectrum. At this point, Z;ej/Z:ample
has zero slope. The calculated peak (solid line) matches the measured peak position
quite closely. By matching of this peak, particle size can be determined with 5%
accuracy.
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We now compare the diffuse transmission spectra of samples that are identical
except for their interparticle interaction potential. This comparison will highlight
the dependence of the diffuse transmission spectrum on particle structure. A charged
suspension of polystyrene spheres was prepared by rinsing a suspension of 205 nm
polystryene spheres over ion-exchange resin. After formation of a colloidal crys-
tal, ions were added by diluting this crystal with an ion laden solution of NaCl.
Four samples were prepared at the same volume fraction, but different ion contents
(Tbl. 6.2). The diffuse transmission spectrum was measured using the most hard-
sphere like sample as the reference. If the interparticle potential was unchanged
by the change in screening length (lsc ~ 4.3/ j[Ij A [25]), the measured spectrum
would be flat and equal to one. In fact, we see in Fig. 6.5 that the interparticle po-
tential dramatically and progressively changed as the ion content increased. These
were all non-crystalline samples which appeared white, not opalescent to the eye.
Their diffuse transmission spectra, however, highlights their structural differences.
This figure shows the sensitivity of DTS to changes in interparticle potential. In the
event of crystallization, it is known that there will be peaks in the DTS spectrum [26}
which we have observed in our apparatus. The diffusion approximation, however,
does not apply to colloidal crystals. Further work with different analytic tools is
necessary for crystalline samples.
Diffuse transmission at a single wavelength has been used previously to determine
1* as a function of volume fraction [10,18}. At low volume fractions, 1* is proportional
to <p and for large particles, where koa ~ 1, 1* is proportional to <p even for fairly
high volume fractions. Measurements of the dependence of diffuse transmission on
volume fraction for a given system can easily be calibrated and then used for system
characterization. When determining volume fraction by measuring transmission at a
single wavelength, it is possible to be misled by changes in particle size or interparticle
potential. By monitoring the diffuse transmission spectrum, such changes can be
ruled out. Generally, horizontal shifts in the DTS spectrum indicate changes in
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Figure 6.5: The depengence of diffuse transmission on interaction potential is seen by
comparing measurements made with samples with different screening lengths. The
reference sample for these data sets had the same concentration of particles, but a
shorter screening length. If there was no change in structure, or if DTS was not sen-
sitive to such a change, the spectra would be flat lines. The progressive changes with
increasing screening length demonstrate the sensitivity of DTS to interparticle po-
tential. The screening length is approximately 5oMA, where the ion concentration
is [1].
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particle size; vertical shifts indicate changing concentration, and changes in the shape
of the spectrum indicate a change in the interparticle potential.
Ideally, the DTS data set can be inverted to provide not just comparisons with
model calculations, but complete structure factors. We briefly present our attempts
at inverting the DTS spectrum. A more complete discussion can be found later in
this chapter. Inverting the equation for l* as a function of wave-vector (koa) and the
structure factor (6.6) is a difficult problem. The complexity of the Mie scattering
expression for the form factor and its dependence on koa prevent a simple analytic
inversion. Further, unconstrained fits of the structure factor find rapidly varying,
unphysical structure functions because at each point in S(y) the structure factor can
be adjusted by the fit to exactly match the measured value of 1* at koa = y /2.
In order to restrict S(y) to more physical values while performing a meaningful
inversion, we have exa!llined expansions of the structure factor of the form
(6.12)
where the weights in the expansion {ai} determine S(y), and the functions are chosen
somewhat arbitrarily. We have focussed on fits in which fo(Y) is the Percus-Yevick
structure factor that we compared directly to the data in Fig. 6.3. Further terms in
the expansion were alternately chosen to be powers of y, spherical Bessel functions,
and Percus-Yevick structure factors calculated for different particle sizes. All of
these functions gave qualitatively similar results. In Fig. 6.7, we plot the fits and
associated structure functions for a polynomial expansion of the structure function
(6.13)
We see good qualitative agreement with our data; the fits suggest that the first peak
in S(y) is somewhat sharper than the Percus-Yevick structure factor.
The integrals necessary to invert the diffuse transmission spectrum are quite
complicated, and an understanding of error propagation is similarly difficult. We
estimate the sensitivity of the technique by applying it to calculated data for the
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Percus-Yevick structure function with added noise. Two types of noise are included:
systematic noise is introduced through a several percent variation in the height of
the curve, and point by point noise with a smaller amplitude is also added. For
each noisy set of calculated data, a structure function is fit. By repeating this
process many times, an estimate can be made of the sensitivity of DTS to noise and
experimental errors. In Fig. 6.6, we plot the best polynomial fits to our data along
with the one standard deviation limits on the Percus-Yevick structure function based
on inversion of noisy calculated data sets. The measured structure function for the
smaller systems (205 and 299 nm) falls just outside the expected range, indicating
that the first peak in S(y) is somewhat sharper than the Percus-Yevick S(y). In the
larger system, the disagreement cannot be attributed to the types of noise considered
here.
We have also used this noise calculation to determine the number of parameters
that can be usefully fit to the data. By repeating inversions of noisy calculated
data and then fitting to different numbers of parameters, we have found that the
uncertainty in S(y) increases dramatically when more than four parameters are used
in the fit. That is, in fits to five or more parameters, the fits display greater sensitivity
to the noise than to the underlying shape of the data set. This limit on the number
of useful parameters matches our experience fitting many actual data sets.
6.3 Conclusion
We have seen that the diffuse transmission spectrum is a sensitive measure of struc-
ture in colloidal systems. DTS is a useful measure of the structure factor near its
first peak. At higher peaks in the structure factor, however, the averaging process
of diffuse transmission obscures features in the data, making the structure function
difficult to recover. It is also clear that DTS can be used in a variety of systems
128
26 II
D
.!!:
CIl
!
CIl
2
20
E
Figure 6.6: The best fit S(y) from a polynomial expansion of S(y) (solid lines) is
presented along with the one-standard deviation limits on the range of measured
structures (dashed lines), if the Percus-Yevick structure was correct.
to monitor changes in composition,concentration, and interaction potential with-
out diluting the sample. DTS provides a less ambiguous signal of these changes
than transmission measurements at a single wavelength, making it possible to dis-
tinguish between changes in interaction potential, particle size, and concentration.
Further work is necessary on techniques for inverting diffuse transmission data and
the application of diffuse transmission to more systems.
Table 6.1: To probe different length scales, we study three systems with different
particle diameters.
IDiameter nrn Sample </>
205 .349
299 .354
460 .299
Reference </> I
.090
.060
.054
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(6.15)
Table 6.2: Samples used in Fig. 6.5. All samples appeared white, not opalescent.
IDiameter nm Sample </J Ion Concentration (mM/I) Screening Length A I
205 .152 9.7 44
205 .136 5.9 56
405 .149 1.0 136
205 .149 0.51 190
6.4 Direct Matrix Inversion
In this section, we will detail the technique for inverting the data set directly by
expressing it as a matrix product. We will see that numerical considerations, due
primarily to the fact that the form factor is sharply peaked (although not singular)
in the backscattering direction, make such inversion impossible.
If we regard our data set as a column vector 11 whose elements are l*(ki ), we can
rewrite the integral expression for 1* (6.6) as a sum
(6.14)
provided that the intervals 8k = kj - kj- 1 are sufficiently small. In this case, we may
write the form factor as a matrix of m rows and n columns, F whose elements are
defined by
1rp )
Fi,j = (kia)4klF(kja,kia ,
where Fi,j = 0 when kj > 2ki (i.e., scattering angles greater than backscattering).
After expressing the structure factor as a column vector S with n elements S(kja),
we see that the data are calculated by the matrix product
11 = FS, (6.16)
where 11 has m elements. This expression is particularly useful because by inverting
F, which is calculable and depends only on the optical properties of the materials
in the suspension, we can determine an analytic best fit for the structure function.
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There are two numerical problems with this approach. The first problem is
that the structure function is unconstrained. The best fit to the data is obatained
with an unphysical structure function which rapidly oscillates between very large
positive and negative values. This oscillation allows each determined point in S(q)
to adjust the next calculated value of 1*(2koa) to exactly match the measurement.
The second notable problem is conceptual and relates to the shape of the form factor
and the dimensions of the :F matrix. Since the form factor is sharply peaked in the
backscattering direction, it is essential that we choose the values of kj at which the
form factor is evaluated such that for each measurement at a wave vector of ki , there
is a kj = 2ki • That is, the number of columns in :F must satisfy m 2: n. On the
other hand, the sum in (6.14) requires that :F be evaluated at wave vectors near 0,
smaller than the smallest value of 2ki • In order to extend the sum to small wave
vectors, the dimensions of :F must satisfy n > m. These two requirements indicate
a fundamental contradiction between the logically necessary choice of dimensions
for :F and the numerically necessary dimensions for evaluation of the sum in (6.14).
This contradiction prevents use of the simplest inversion technique.
6.5 Inversion by Expansion of S(q)
Another approach can be taken to the data set, which will produce analytic best
fits while constraining the structure factor against large oscillations and avoiding
the contradictory demands of direct matrix inversion discussed in Section 6.4. In
this approach, we express the structure factor as an expansion and determine the
coefficients of this expansion by fitting to the data. The first step is to write the
structure factor as a sum
S(y) = aofo(Y) + alft(y) + '" + anfn(Y)·
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(6.17)
The original integral expression for 1* is now a sum over integrals that can be calcu-
lated
1
l*(k
i
) = aoIo(ki ) + atIl(ki) + ... + anIn(ki) ,
where the integrals IAki ) are defined by
(6.18)
(6.19)
We construct a matrix I of the integrals h,j and column vector A whose coefficients
are the ai's in (6.17). We then write the experiment in the matrix form
P = I A, (6.20)
where Pi = l/I*(ki ). At this point, inverting matrix I will allow determination
of the coefficients ai of the expansion. Some of the same caveats that applied to
the direct matrix technique in the previous section apply here as well. Although
we have measured many points in each curve, the small number of features in the
curves indicates that each measured point is going to provide less than one point in
the structure factor. That is to say, by fitting the structure factor to too large a
set of functions, we will generate fits that are better than the data warrant, often
obtaining unphysical forms of the structure factor (for instance, S(y) < 0). Using
this technique, the error in S(y) for y less than the smallest 2koa will be substantial.
The significant numerical problems with the direct matrix inversion in the previous
section is avoided by use of this expansion. Rather than finding a best fit to an
approximate integral, we find an approximate S(y) based on exact integrals.
The simplest functions which are likely to produce meaningful results are a com-
bination of the Percus-Yevick structure factor (Fig. 6.1) and a simple polynomial
(6.21 )
By using the first four terms in this expansion, we obtained the results in Fig. 6.7.
Significantly, we see that in the 205 and 299 nm system, the first peak in S(y) is
132
quite similar and more sharply peaked than the PY theory predicts. We also see
that the fit is very insensitive to the shape of the structure factor for y less than
the minimum measured value of 2koa. The fit unphysically adjusts this part of the
structure factor to force better agreement with the data.
Another reasonable expansion would include spherical Bessel functions. Bessel
functions are similar to the actual structure factor in the sense that they have damped
oscillations. We use the set of functions
(6.22)
where ji is the ith spherical Bessel function. The results in Fig. 6.8 are qualitatively
the same as for fits to simple polynomials. The peaks in S(y) are more pronounced
but with the same location.
A final set of fitting functions consists of several Percus-Yevick structure fac-
tors. These functions will remain physical and not change rapidly near q = O. The
disadvantage of using these functions is the loss of freedom to discover unexpected
behavior in the structure factor. In this case, we use the expansion
(6.23)
Again, we find good agreement for the first peak in the structure factor with some-
what sharper peaks than Percus-Yevick predicts (Fig. 6.9).
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Figure 6.7: The diffuse transmission spectrum is fit with a structure function com-
posed of the Percus-Yevick structure functions plus a polynomial. In the range we
expect to have sensitivity to, the fits are reasonably good.
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Chapter 7
Experimental Necessities
It is traditional to relegate the experimental details, which have more the flavor of
engineering than physics, to a series of appendices at the end of the thesis. The truth
is, however, that experimental details are hardly vestigial like our own appendices.
A few of these details, .the ones that I remember, are thus been included in this final
chapter. Most of these points were learned from others who saved me countless hours
of additional frustration. As far as I can determine, they are not found in textbooks
so the usual academic apparatus of citations is absent in much of this chapter.
7.1 Chemical Technique
Chemists are so good at the techniques needed for handling colloidal samples that
they will surely greet this section with smirks. As I was not trained as a chemist,
however, these details were hard to learn and deserve a few words.
7.1.1 Measuring Small Volumes of Colloidal Samples
Although it is a leap of faith that the disposable plastic used to measure chemicals is
really clean, the first tip is to use only disposable instruments. The only alternative
method, cleaning the fine pores in glass pipettes, is not only time consuming, but
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more significantly, it is guaranteed to be impossible. The reason is time. After
emptying a pipette of colloid, any fluid drops which remain in the tube dry very
quickly. Once they have dried, they will never re-suspend and must be physically
removed from the glass wall. In cuvettes this is accomplished by scraping the wall
with a piece of teflon. The fine bore of a pipette will not admit a teflon scraping
tool.
There is a positive reason for usmg disposable instruments as well. Modern
pipettes, such as the Eppendorf, pipetteman, and Rainen brands, available from any
chemical instrument supply house, are incredibly accurate (repeatable to within a
percent of the specified volume) when used carefully. Using them carefully involves
taking the following precautions:
• Move plunger slowly. This is far more important for colloids which are dense
and often viscous than for water. There are pipettes with stepper-motor driven
plungers. These are superb.
• Be aware of backlash. The mechanism used to set pipette volume consists of
mechanical gears, which have backlash. Be consistent about setting the volume
by turning down to the correct volume.
• Watch for air bubbles. If you pipette an air bubble, your volume of fluid zs
wrong.
• Never use the bottom 20% of a pipette '8 range. In the bottom 20% of the range
I have found that the accuracy steadily degrades, becoming as poor as 5% of
specified volume.
• Buy pipette tips in racks. They are 20% more expensive, but are immeasurably
easier to use than tips that come loose in bags. Ease of measurement and ac-
curacy are almost synonymous for repetitive tasks such as sample preparation.
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• Train yourself on a balance. Everyone should spend a few months doing all
of their pipetting over a balance. The balance gives a definite measure of
dispensed mass. We will all make pipetting errors, and only by working over
a balance can we learn to identify them.
• Calibrate pipettes regularly. Our pipettes have had their seals broken due to
colloid spilled into the pipette chamber. Only by regularly checking your in-
strument can you be sure that it is measuring accurately.
When dispensing a colloidal crystal, which is especially viscous, work slowly and
try to avoid picking up ion exchange beads (crystal preparation will be discussed
below). The ion exchange beads will settle to the bottom if the crystal is agitated
in an ultrasonic cleaner.
7.1.2 Cleaning Glassware
The entire subject of cleaning is fraught with superstition and compulsive behavior.
Nevertheless, it is important to be very clear and consistent about how each piece of
glassware is cleaned. Many new experiments seem to be unrepeatable [1]. It is far
superior to examine confusing data with the certainty that the difference between
data sets is not due to careless cleaning. As almost none of this thesis involves use of
colloidal crystals, my requirements for cleanliness were less stringent than for crystals
with their fixed and extremely low ion concentration. See Ref. [2] for an example of
stringent cleaning requirements.
My procedure for cleaning cells has evolved to the following:
• Clean cell. Like washing dishes, the cell should be free of debris, unbroken,
and transparent to begin with. Stubborn polystyrene residues can be removed
with acetone or, as a last resort, toluene.
• Ultrasound in Soap Water. There is little point to doing this for more than a
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few seconds. Cells will eventually break in the ultrasound, so time should be
minimized.
• Heat in Soap Water. I use Alcojet brand non-ionic surfactant to avoid adding
ionic surfactants which interact with colloidal particles. I bring the cells to at
least 80°C for at least 20 minutes. Others heat to 95°C for a full hour.
• Rinse Several Times. Rinse at least three times with ionically pure water of
resistivity several million ohm-em or more.
• Ultrasound in clean water. Again, for just a few seconds.
• Heat in clean water. The same heating cycle.
• Rinse again.
• Rinse with Methanol. Spectroscopic or HPLC grade methanol will not add
contaminants but will help remove water from cell.
• Blow Dry with Nitrogen. I use a small syringe style particle filter to remove
any contaminants from the nitrogen. There are heavier duty gas filters which
may be more appropriate.
For working with colloidal crystals, the methanol step and nitrogen step may be
skipped in favor of storing the cell in ionically pure water with ion exchange beads.
7.1.3 Polystyrene Spheres
The spheres used in this thesis are polystyrene in water. All were obtained from
Seradyn ((800)428-4007). The spheres should be stored in a refrigerator whenever
possible to avoid degradation by bacteria. The density of polystyrene is 1.05 gjcm3 ,
so that large spheres settle quickly in the sample bottle. Eventually, these settled
spheres become difficult to re-suspend. To prevent settling, spheres larger than
0.5 pm are tumbled at 1 rpm (although 1 rph would be sufficient).
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Other potential suppliers of polystyrene spheres include: Bang Laboratories, in
Indiana, ((317)844-7176), and Dow Diagnostics.
7.1.4 Making Colloidal Crystals
Add ion exchange beads to a mixture of colloidal particles. Ion exchange beads
attract free ions, cleansing their environment of the free ions: There are two kinds
of beads, one attracts positive the other negative ions. Use approximately twice as
many ion exchange beads (Rexyn 1-300, Fischer Scientific Catalogue number R208-
500) as seems reasonable, keeping in mind that at the end you will want to extract
some of the sample, leaving the beads behind. Rock or tumble overnight. Place in
ultrasonic cleaner to shake ion exchange beads to bottom of container. Use glass,
quartz, or plastic to contain colloids. Metal surfaces will supply ions to the solution
destroying crystals and even causing isotropic, fluid colloids to flocculate.
We assume that after thorough ionic cleansing, the ion concentration is entirely
due to water's dissociation reaction
(7.1 )
with the rate constant 10-14 • That is, [H+] = 10-7 • Clearly, this is a wishful as-
sumption, and our uncertainty in ionic content is lowest at high ionic concentration,
where a known quantity of ions is added, than at low ionic concentration where we
merely hope that the ion exchange resin has completely cleaned the sample. If bet-
ter information about ionic content is required for future experiments, conductivity
measurements will be required.
7.1.5 The Metler Balance
Modern electronic balances are easy to use and offer a tare feature which is a tremen-
dous convenience. I used these high quality balances in other labs whenever practical.
Sometimes, however, it is absolutely necessary to have a balance on the bench. We
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were able to borrow a mechanical balance perhaps because it had become very inac-
curate. While it was repeatable to 0.2 mg, it was inaccurate by as much as 10 mg.
We spent some time staring at the balance and eventually figured out how to cali-
brate it, bringing the accuracy to 1 mg without changing the repeatability of 0.2 mg.
The procedure is repeated here.
.
The crucial point is understanding the stability of a mechanical balance. This
is an exercise in physics, so we will assume that the balance is constructed of rigid,
massless rods from which massless trays are suspended by frictionless strings. While
looking at Fig. 7.1, consider the effect of displacing the top balance by a small angle.
The torques on each arm are identical, so the balance will simply stay tilted. This
is not a useful balance because it will tip completely unless the arms are perfectly
balanced; it will not reach a characteristic position even when the trays are balanced.
By adding a mass to the balance arm, and centering it above the pivot point, we
break the symmetry of the first balance. Now, moving the balance by a few degrees
results in tipping the added mass in the direction of the tilt which will cause the
balance to tip completely. This balance is unstable. A useful balance is constructed
by adding a mass below the pivot. In this case, tipping the balance by a few degrees
will move the center of mass of the balance arm in the opposite direction, providing
a restoring force. Moreover, adding a small extra mass to one of the pans will cause
the balance to tilt by a calculable amount. Mechanical balances are thus loaded
below their pivot point!
The Metler balance has a senes of knobs which must be set to within 0.1 g
before using the optical scale to determine the sample mass. We use a small, cheap
electronic balance to aid in setting the dials. The Metler balance always has the same
mass on the sample side of the balance. It is equipped with a series of weights which
are removed to compensate for the additional weight of the sample. Examining the
innards of the Metler balance, we find a single carefully machined bolt which adjusts
the torque of the counter balance. To calibrate the balance, this torque bolt must be
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Figure 7.1: Calibration of Metler Balance. Understanding the procedure requires
a simple insight into the function of a mechanical balance. If the balance arm
is massless, then a mechanical balance is meta-stable, which is not useful. If a
balance has its center of mass above the pivot point, it will be unstable. A balance
with a center of mass below the pivot point, however, will be not only stable, but
the equilibrium position of the balance when its pans contain unequal masses is
calculable. Based on this principle, there is a single, calibration bolt which allows us
to change the position of the CM of the balance arm.
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adjusted so that the the optical scale reads 0 mg or 100 mg when the 0.1 g changes
by one. The procedure is:
• Select a calibration mass. This mass must be an even number of tenths of a
gram to within 5 mg.
• Remove top cover of balance. First remove all knobs, then lift cover and replace
knobs.
• Zero the balance with no mass. This zero must be repeated at each iteration
of the calibration.
• Weigh calibration mass. The result should be near the 00 line on the optical
scale.
• Decrease knob setting by 0.1 g. Now the optical scale should be near the 100
line on the optical scale.
• Adjust calibration bolt. If the top of the optical scale reads higher than the
bottom, the calibration bolt should be moved away from the pivot point.
• Repeat sequence until difference between top and bottom are within tolerance.
I was able to get agreement between top and bottom of 1 mg.
7.1.6 Clean Water
Quantifiably clean water is essential for work with colloidal crystals. In the prepara-
tion of hard-sphere colloidal fluids, so many ions are added that there is no necessity
to clean the water of anything but particles. We have purchased an Aries loop to
clean ions from our tap water. The Aries loop produces water with resistivity greater
than 13 Mn-cm resistivity, typically 15 Mn-cm (the maximum attainable resistivity
is 18.3 Mn-cm). The Aries cleaning system consists of a single carbon cartridge and
two ion-exchange cartridges. In addition, it has a pump to recirculate water through
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the system. Recirculation guarantees that water has passed through the cartridges
before being used. Water that sits stagnant is rumored to harbor bacteria;. We use
a .2 pm final filter to remove bacteria; it has been suggested that there may still be
viruses in the water.
Aries cartridges are changed by the vendor Marcor. To extend the life of these
cartridges, we have adoed two carbon filters and one particle mter to pre-clean tap
water. These additional filters have worked well and should be changed regularly.
The carbon filters cost roughly 5% of the price of an Aries filter change and should
thus be used liberally.
The friction of water passing through the cartridges creates a significant amount
of heat that the Aries system is not designed to dissipate. We have been forced to
add a fan to the front panel.
7.2 Optical Technique
7.2.1 Photomultiplier Tubes and Fiber Optics
There are three photomultiplier tubes in the DWS apparatus. Two of them are
matched tubes Thorn EMI model 9863/100 chosen for their speed, sensitivity, and
low dark count. One of them is a cheaper Hammamatsu tube model R586 which is
slower and less sensitive, but has a very low dark count. The Hammamatsu tube is
suitable for backscattering experiments with correlation functions with decay times
longer than several microseconds.
Each tube is used with an amplifier/discriminator circuit with TTL output.
These circuits produce one TTL pulse between 40 and 80 ns long for each incident
photon. The TTL pulses drive the autocorrelator and our pulse counter. Purchasing
these circuits for less than a thousand dollars is fairly difficult. We bought one from
Brookhaven Instruments. They must be cajoled to sell them as special items, and
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they only want to do that if you are using it with their correlator. All of our am-
plifier/discriminator circuits have Swiss LEMO connectors for their power supplies.
These connectors are not all identical and are difficult to purchase, but they work
very well. Be aware of these connectors when buying new amplifier/discriminators.
Recently, Hammamatsu has made significant progress in the manufacture and
production of miniature photon counting modules which contain high voltage power
supplies and amplifierIdiscriminators with TTL output.
We couple the PMT's to our experiment with optical fibers. Using fibers is far
easier than positioning the PMT in the optical path. Fibers are easier to align and
can be moved repeatedly from one spot to another with minimal effort. Further,
by removing the fiber.from the PMT, alignment can be checked at high-light lev-
els without damaging the tube or changing any optical alignment. The fibers in
the current apparatus are all multi-mode with 50 /lm cores. Fibers themselves are
extremely cheap (several dollars), but we paid extra for protective cladding with fac-
tory aligned SMA connectors. The SMA connectors allow rapid, repeatable insertion
and removal of a fiber from the experiment. The extra cost makes fibers comparable
in price, but not convenience, to traditional optics. Our fibers were purchased from
General Fiber Optics in Cedar Grove, New Jersey, (201) 239-3400.
The PMT's used to acquire a transmission autocorrelation function are fitted
with a fiber splitter. This allows a single fiber to collect light that is divided evenly
between the two tubes. The fiber splitter is far easier to use than a beam splitter
because all of the careful alignment is part of the manufacturing process. Ideally, a
single mode fiber would be used, but we could not find a manufacturer with a light
source for alignment at 514 nm, the Argon-Ion laser wavelength.
Finally, we shield our PMT's from most room light by using a spike filter. Spike
filters, available, for example, from Corion, transmit only light with wavelengths
within 5 or 10 nm of their center. Whenever possible, we mount the spike filters
inside the PMT housing. The small, 0.5 in diameter spike filters cost less than larger
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ones, and after mounting in the PMT are extremely convenient. The use of spike
filters allows us to operate with the fluorescent room lights on at a penalty of less
than fifty counts per second.
The electrical connectors on the Thorn/EMI PMT's require a few words of de-
scription. The high voltage connector on most PMT's is an MHV connector. 'SHY
connectors are required for high voltage applications in nuclear reactors because
MHV connectors can be jammed onto BNC plugs. The high voltage power supply
we purchased from Products for Research has one MHV and one SHY output to
match our PMT configuration.
7.2.2 Collection Geometry
In order to detect fluctuations in the field scattered in a DWS experiment, light
from a small area of the sample must be collected. To first order, this is simple to
understand. This is because the total output of a large number of random sources
will not fluctuate significantly. In order to limit the amount of light collected so that
fluctuations will be significant, we must either collect light from a very small area of
the sample over a large solid angle or collect an extremely small angle from a larger
area of the sample. The criterion for scattering experiments is that the product of
the area imaged and the solid angle collected be close to a square-wavelength, which
is the scale on which the optical field can fluctuate. The simplest way to limit the
amount of collected light is to use a single mode fiber for collection. A single mode
collects a very narrow angular range of light from a small area of the sample. It is
also possible to limit light collection by using a pair of pinholes.
In a two pinhole geometry (Fig. 7.2), the area imaged is (n-/4)di, and the solid
angle collected is (ddL)2. We want the quantity dA dO, / A2 ~ 1. For a two pinhole
geometry, this suggests that d1d2 / AL ~ 1. We use an iris of approx 0.05 em and a
fiber with a 50 /-lm core separated by about 5 em. For half-micron light, this is a
good collection geometry.
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Figure 7.2: To calculate the product of the area light is collected from and the solid
angle, we allow the second iris, a distance L from the sample, to define an angle and
the first iris, placed 1<< L from the sample, to define a collection area.
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In the DWS backscattering apparatus (Fig. 3.8), a similar argument suggests
that the area imaged is given by the diameter of the fiber core multiplied by the
magnification of the lens used, and the solid angle is defined by the pinhole diameter
and the distance of the pinhole from the sample. We typically use a 50 Jim fiber
with a magnification of 0.5 and an 0.05 cm diameter iris placed about 5 cm from the
sample. This is quite good for light scattering.
7.2.3 Electronic Autocorrelators
/~ In this section, we will discuss strategy for effective use of our electronic autocorre-
lator, the Brookhaven-Instruments model 2030. There are two items at our experi-
mental control, the total count rate and the channel spacing. There are newer model
correlators from Brookhaven-Instruments and the German manufacturer ALV which
have fixed, logarithmic channel 'spacing. This spacing strategy is superior to the
uniform channel spacing of earlier models. Autocorrelation functions tend to decay
nearly logarithmically, so by giving the bin width logarithmic spacing, each channel
can contribute the same amount of information to the final autocorrelation function.
The most important lesson from using the logarithmically spaced correlators is that
many experimental problems have signatures in the long time tail of the autocorrela-
tion function. As a result, when using our correlator, close attention should be paid
to the agreement between the measured and calculated baselines. While this detail
will not diagnose most problems, it will provide evidence that they exist. Further, it
is important to ensure that the autocorrelation function decays completely. The BI-
2030 channels can be divided into four groups with different channel spacing. This
feature should always be used. When fitting correlation functions, a logarithmic
scale is often used. As a result, getting the last 0.1% of the decay is quite important.
The acquisition rate of an autocorrelation function depends on the square of the
count rate and on the experimental value of j3 which corrects the Siegert relation
'j
J
"-1.
(7.2)
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Increasing the signal by decreasing f3, i. e. by increasing the size of the collection
optics, does not increq,se the rate at which useful data are acquired. We generally
operate with f3 between 0.15 and 0.35. When f3 falls below 0.10, there is generally
an experimental problem, such as laser instability, misalignment of collection optics,
or light which has not passed through the sample striking the photomultiplier tubes.
While it is desirable to increase the signal rate, there is also a maximum use-
ful signal rate. Above this maximum signal rate, the effects of dead time in the
collection electronics and overflow in the autocorrelator will distort the measured
autocorrelation function. The maximum safe count rate for the photomultiplier
tubes is around 500,000 cps. Above 100,000 cps, however, dead time effects of the
amplifier/discriminator circuit can become significant. The BI-2030 is a 4-bit auto-
correlator meaning that it can acquire up 0-15 counts in a single sample time. If
there are more than 15 counts, however, some are lost and error is thus introduced
into the autocorrelation function. To avoid seeing this effect, the maximum count
rate should average no more than two counts per sample time. For slower autocor-
relation functions, especially in the backscattering geometry, the minimum bin time
may be 100 p,s, limiting the total count rate to 200,000 cps. The correlator display
has a box with the total number of overflows. This number should be checked on
every run, and the final number should be far less than 0.1%of the number of sample
times.
The autocorrelator can be controlled using the GPIB bus using the commands
detailed in its manual. Be aware of two undocumented features of the GPIB interface.
First, the normal strategy of addressing the correlator in the GPIB "device mode"
does not work. The correlator only responds to "direct mode" GPIB addressing.
In the "device mode" a full set of GPIB commands must be issued. Rather than
simply issuing a GPIB .write command, the computer must first issue the commands,
"computer talker, correlator listener, GPIB write 'xxxxx.' " or "correlator talker,
computer listener, GPIB read. The final undocumented feature is distressing. After
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dumping its data to the computer, the correlator hangs and must be reset. This can
be avoided by carefully reading one additional null byte that the correlator sends at
the end of its data file.
7.2.4 Argon-Ion Lasers
We have two Argon-Ion lasers in the laboratory. Both have been 'used for Diffusing-
Wave Spectroscopy. ~he older laser is roughly 25 years old and still operates well,
having occasional water leaks and blown fuses. The newer one is closer to 5 years
old and has had some significant electrical problems.
As noted in Section 3.5, the coherence properties of the laser will affect the final
correlation function. For practical purposes, it is thus necessary to operate the lasers
with an etalon in place to ensure a sufficiently long coherence length or a sufficiently
narrow spectral laser line for DWS in the transmission geometry. Without the etalon,
the laser's gain bandwidth is approximately 6 GHz, which corresponds to a coherence
length of about 5 em. With the etalon, the bandwidth is far narrower, 76 MHz, which
corresponds to a coherence length of about 5 m. For thick samples, the newer laser
should be used as its etalon is easier to align and produces a much more stable laser
mode. For DWS in a backscattering geometry, with pathlengths of typically less
than a millimeter, either laser without an etalon will work well.
All DWS work in this thesis was done with the 514 nm line of the Argon-Ion
laser. Other lines are presented in Tbl. 7.1.
7.2.5 Index of Refraction for Water and Polystyrene
Mie scattering calculations depend strongly on the ratio of the index of refraction
of the particle and the solvent. Although water and polystyrene are common mate-
rials, most handbooks do not publish the wavelength dependence of their indices of
refraction.
The index of refraction for water has been carefully measured by many groups.
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The best published data include not only careful experiments, but a Kramers-Kronig
analysis of data at many wavelengths [3]. By fitting the data from Ref. [3] between
wavelengths of 350 and 1200 nm, we find that the index of refraction of water at
18°C is well described by the equation
The index of refraction of polystyrene spheres was measured at four wavelengths
in Ref. [4]. A more complete study of the index of refraction of polystyrene was
performed much earlier [5], but the data were not compiled so that they could be
easily used. Garcia-Rubio and co-workers at the University of South Florida have
compiled, but not yet published these older data in more useful form. Their data fit
the following form quite well:
(7.3)
8.0
10.0
2(,X) _ 76 _ 0.013414 0.0065438
n - 1. 148 ,X2 +,X2 _ (0.11512)2
where ,X is the vacuum wavelength in microns.
Table 7.1: Ar+-ion laser lines. Information from manual for Coherent 1-200-25/7.
Powers are quoted without etalon.
IWavelength (nm) IPower (W) I
455
458
465
472
477
488
497
502
515
529
( ') = 5165 0.00766301 0.000291013n /\ 1.5 + ,X2 + ,X4
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(7.4)
7.3 Computer Practice
It is no longer reasonable to attempt to do physics without a computer. Although I
have been an avid computer user for fifteen years, the ever changing technology makes
good computer practice a fluid and unattainable ideal. While a few of the most basic
skills, like programming in C and Fortran are still useful, even their utility is fading
with the advent of a variety of specialized high-level programming environments. In
the course of completing this thesis, two commercial packages significantly reduced
my programming time, ASYST for the PC and PV-WAVE (also known as IDL) on
UNIX systems. In this section, we will review some of the computer practices used
in the course of this work. There is little doubt that within a few years they will be
archaic.
7.3.1 Laboratory Automation
Computer control ofthe autocorrelator, lock-in-amplifier, pulse counter, and stepper-
motor systems was accomplished using ASYST on I.B.M. compatible personal com-
puters (Intel 80286 and 80386 microprocessors) running the Microsoft DOS operating
system. ASYST is an interpreted environment which uses so-called RPN or stack
based logic. Syntactically, all arguments to ASYST command or operators precede
the operations (e.g., to add two and two, type '2 2 +'). The advantage of ASYST
is that it provides simple commands for accessing GPIB controlled equipment, the
parallel port and the serial port. The disadvantages of ASYST are its poor interface
with external files and other software (e.g., graphical output cannot be saved to a
file in any commonly used format), and its reliance on a stack based syntax.
To use the parallel port to control home built electronics, we used the technical
information in Tbl. 7.2, which describes the memory location of the port as well as
the function and electronic configuration of each bit.
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Table 7.2: Configuration of parallel port. Numbers correspond to pins on the 25pin
D-shell parallel port c~nnector. Logic is inverted for numbers with a bar. x means
that a bit is unused. The base address for port LPT1 is 888(decimal). Pins 18-25
are logic ground.
I Address !MSB ~ LSB I function I
base 9 8 7 6 5 4 3 2 output
base + 1 IT 10 12 13 15 x x x inpJlt
base + 2 x x x 0 17 16 14 I in/out
7.3.2 Data Analysis
Although some elementary analysis can be done in ASYST, the difficulty of in-
tegrating ASYST with other software and computers has driven most of our data
analysis to UNIX systems. Portability and the existence of good programming tools,
including a debugger, make the UNIX system especially useful.
Using make
Compiling complex programs on UNIX systems is best accomplished through use
of the make utility. This utility allows the programmer to specify which files her
program depends on and how to use those files to compile the program. As I have
had difficulty generating enthusiasm for make amongst my colleagues, a few words
about writing make files are included here.
The instructions to make, in a file called makefile (Fig. 7.3), have two parts. The
header, in which variables may be defined and compiler flags set, and the body, which
consists of a list of instructions. The sample makefile, listed below, will assemble C
or Fortran programs. Note that all file names are specified in the header; the rest
is quite generic. Most people are surprised to see that the Fortran compiler f77 is
called for C and Fortran programs. In UNIX systems, these compilers are closely
related. Fortran is sometimes translated into C by the compiler. The C and Fortran
code is compiled by the generic dependency lines below and the final invocation of
£17 invokes the linker with the correct arguments for Fortran. Some of the programs
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A Generic makefile
FLAG=-g
NAM E=prognam e
OBJ= $ (NAME) D subprogl D subprog2 D
$ (NAME) : $ (OBJ) m ake:E:il=
f77 $ (FLAG) -0 $ (NAME) $ (OBJ)<-}n
\% D :: \% .C
cc $ (FLAG) -c $ * .c
\% D :: \% .f
f7 7 $ (FLA G) -c $ * .f
Figure 7.3: A generic makefile. This makefile will work with C and/or Fortran.
used in this thesis, in particular, the fitting routines in Chapter 6, use both C and
Fortran in the same program. As long as the programmer can keep track of the two
languages' convention for exchanging arguments (Fortran always passes by reference,
C generally passes by value), there is no confusion in this bilingual environment.
The final word about make which will be included here is that indentation in the
dependency section of the makefile MUST be accomplished by use of tabs, not spaces.
7.3.3 Pulse Counter
A 16-bit TTL pulse counter was constructed for measuring the absolute intensity
of transmitted light in the DWS apparatus (Chapter 3). The counter (Fig. 7.4)
consists of five chips. The first chip, a NAND gate (74LSOO) enables the counter
and buffers the TTL pulses generated by the amplifier/discriminator circuit on the
PMT. There are two dual 4-bit counters (74LS393) which are organized as follows.
The low byte is broken into 2 4-bit parts which are on the left sides of the two
counter chips. The high byte is also broken into two 4-bit parts which are on the
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right sides of the counter chips. The counters are cascaded by connecting the highest
order bit of each counter to the input of the next counter. Finally, the 16-bit output
needs to be multiplexed onto the 8-bit input of the parallel port (Tbl. 7.2). This is
accomplished with two dual 4-bit buffers. The dual buffers (74L8241) have different
logic on their enable pins (1 and 19), so by tying these pins together, the MUX line
(in the schematic) alternately enables one 4-bit buffer'or the other. The outputs are
then tied together so that the final output is either 4 bits from the high byte or 4
bits from the low byte, depending on how the MUX line is set. That is, if the MUX
line is high (low), then the circuit's output will be the high (low) byte.
7.3.4 Stepper-Motor Controller
To control the stepper-motors in Chapter 6, a stepper-motor controller was con-
structed. Its design is outdated, as most of the functions in this circuit can now be
accomplished by a single chip.
The controller (Fig. 7.5) uses the output from four computer i/o bits to address
the motor phase and five output bits to select the motor. All selection is accomplished
with Darlington transistors. The fifth motor runs at 12V rather than 5V and so the
transistor logic was slightly modified, but the Darlington configuration retained. Half
of the diodes are protection from the inductive load of a stepper-motor phase and
half of them prevent unintended current loops.
An improvement to this design would be to add a buffer between the computer
and the circuit. There are currently 11 connections, so two 8-bit buffers would
certainly suffice.
The translation stage which moved the sample in Chapter 6 is an old computer
floppy disk drive. The floppy drive has a position sensor which was operated by
providing power to the LED and then simply using the parallel port to detect the
current from the position sensor's phototransistor.
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Figure 7.4: Schematic of Pulse Counter. See Tbl. 7.2 for pin connections on the
computer.
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Figure 7.5: Schematic of Stepper Motor Controller. See Tbl. 7.2 for connections on
the computer.
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7.3.5 Mie Calculations
The basic program for, calculating Mie scattering form factors (see Section 2.2) and
the photon transport mean free path was written by David Pine. I have modified the
program by including it in a loop over parameters such as particle size, wavelength,
and volume fraction. The text of the basic program is included in Appendix A, along
.
with the text of subroutines for calculating the Percus-Yevick binary hard-sphere
structure factor. The program uses a combination of user input for the particle
diameter and volume fraction, and input from a file, mie.dat, which contains the
photon wavelength, temperature, and some technical parameters of the calculation.
Cross sections are calculated using a Romberg integration subroutine from Ref. [6].
The transport mean free path l* is calculated using the Percus-Yevick hard-sphere
structure factor.
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Appendix A
Listing of Mie· Scattering Program
program taumie
c
c Program modi.fied by Jiuzhi Xue to calculate the transport mean
c free path and to calculate <q*q*F(q»<q*q*F(q)*S(q»
c
c Original Program by D. Pine
c
c Calculates F(q) using Mie theory for form factor
c
c Calculates Seq) for hard spheres using Percus-Yevic approximation
c W. Hess & R. Klein, Adv. Phys. vol. 32, p. 173 (1983)
c
implicit real*8 (a-h,o-z)
parameter (npts=200)
real*8 m,T
character*20 fname
complex*16 as(100),bs(100)
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external f,fs,fqq,fsqq
common al,a2,a4,ph
commonblkl yO,as,bs,nc
data pi3.14159265358979dO,zerol.d-8,toll.d-8
data ntermsl00
c
c Get information about suspension
c rindex=index of solvent
c bindex=index of balls
c
open(unit=4,file='mie.dat',status='old')
read(4,*) nterms
read(4,*) tol
read(4,*) nrads
read(4,*) rindex
read(4,*) bindex
read(4,*) wavlen
read(4,*) phi
read(4,*) T
close(4)
rindex = tlnh2o(T,wavlen)
bindex =tlnps(T,wavlen)
wavlen=wavlen*1.d4
print *,' nH20 = ',rindex,' n polystyrene =',bindex
m=bindexrindex
c
c Get volume fraction from user
c
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write(*.10)
10 formate' What is the volume fraction of spheres?')
read(*.*) ph
phi = ph
write(*.*) 'particle diameter in microns'
read (*.*) diam
yO=(4.dO*pi*rindexwavlen)*(diam2.dO)
c
c Calculate coefficients for Seq)
c
al=-(1.dO+2.dO*ph)**2(1.dO-ph)**4
a2=6.dO*ph*(1.dO+0.5dO*ph)**2(1.dO-ph)**4
a4=0.5dO*ph*a1
c
c mie coefficients for the scattering amplitude
c
ap=.5*yO
bp=ap*m
call coeff(nterms.ap.bp.as.bs.m.tol)
nc=nterms
c
c Calculate <F(q»<F(q)*S(q» by numerical integration
c
call qromb(f.zero.yO.aveq)
call qromb(fs,zero.yO.aveqs)
scorec=aveqaveqs
aveq1=aveqs
write(*.300) scorec
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300 formate' <F(q»<F(q)*S(q» =' ,f7.4)
c
c Calculate <q*q*F(q» and <q*q*F(q)*S(q» by numerical integration
c
call qromb(fqq.zero.yO.aveq)
call qromb(fsqq.zero.yO.aveqs)
tmfpO=yO**6*diam(aveq*ph*48.)
tmfp1=yO**6*diam(aveqs*ph*48.)
tcorec=aveqaveqs
write(*,400) tcorec
400 formate' <q*q*F(q»<q*q*F(q)*S(q» =' ,f7.4)
write(*,420) tmfpO, tmfp1
420 formate' 1* =' .f12.4,' microns if S(q)=1'.,
& ' 1* =' ,f12.4,' microns with PY hard sphere Seq)')
print *.'1*1 =' ,2.*yO**2*aveq1aveqs
print *.'sigma scatt (um2) = , , (3. 14159*diam**3) (6.*tmfpO*ph)
print *,'sigma trans (um2) = , • (3. 14159*diam**3)(6.*tmfp1*ph)
print *.'Qext (sigma scattgeom cx) =' ,diam(6.*tmfpO*ph)
print *,'integrating over fqq up to yO=' ,yO
c
c Write results to data file
c
c open (unit=~,file='tauint.out',status='NEW',err=5000)
499 continue
c 499 write(7,500) ph,diam,wavlen,rindex,yO,scorec,tcorec,tmfpO,tmfp1
500 formate' phi =' .g14.7"
& ' diameter =' .g14.7,' microns'"
& ' wavelength =',g14.7,' microns'.,
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& ' index of refraction =' ,g14.7 ••
& ' 2ka ='.g14.7"
& ' <F(q»<F(q)*S(q» =',g14.7.,
& ' <q*q*F(q»<q*q*F(q)*S(q» =' ,g14.7"
& ' 1* =' .g14.7,'microns mS(q)=11'"
& ' 1* =',g14.7.'microns')
c close(7)
stop
5000 write(*.*) , Error: tauint.out already exists.'
write(*.*) , please supply a new filename :'
read(*,5010) fname
5010 format(A20)
open (unit=7.file=fname,status='NEW')
goto 499
end
c------------------------------------------------------------
c Calculates S(qa) (from Percus-Yevick result)
c
function sq(qa)
implicit real*8 (a-h,o-z)
common a1,a2,a4,ph
qqa=2.dO*qa
qqaa=qqa*qqa
sn=dsin(qqa)
cs=dcos(qqa)
suml=sn - qqa*cs
sum2=2.dO*qqa*sn - (qqaa-2.dO)*cs-2.dO
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sum4=(qqaa*(1.2d1-qqaa)-2.4d1)*cs+2.4d1 +
& 4.dO*qqa*(qqaa-6.dO)*sn
cd=a1*sum1+ (a2*sum2+a4*sum4qqaa) qqa
sq=1.dO(1.dO-3.dO*ph*cdqa**3)
return
end
c------------------------------------------------------------
c Integrand for <F(q» --- calls form for MIE amplitudes, and
c calculates intensities.
c Note: the q in qdq is included HERE
c
c
function f(qa)
implicit real*8 (a-h,o-z)
complex*16 f1,f2
call form(qa,f1,f2)
b=f1*dconjg(f1)+f2*dconjg(f2)
f=qa*b
return
end
c------------------------------------------------------------
c Integrand for <q*q*F(q» ---- same as f(qa), but mul. by extra
qa*2
c
function fqq(qa)
implicit real*8 (a-h,o-z)
complex*16 f1,f2
call form(qa,f1,f2)
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b=f1*dconjg(f1)+f2*dconjg(f2)
fqq=qa**3*b
return
end
c------------------------------------------------------------
c Integrand for <F(q)*S(q» --- same as f(qa)·but includes Seq)
from sq(qa)
c
function fs(qa)
implicit real*8 (a-h,o-z)
complex*16 f1,f2
s=sq(qa)
call form(qa,f1,f2)
b=f1*dconjg(f1)+f2*dconjg(f2)
fs=qa*b*s
return
end
c------------------------------------------------------------
c Integrand for <q*q*F(q)*S(q» --- same as fs(qa) but mul by
xtra qa2
c
function fsqq(qa)
implicit real*8 (a-h,o-z)
complex*16 f1,f2
s=sq(qa)
call form(qa,f1,f2)
b=f1*dconjg(f1)+f2*dconjg(f2)
fsqq=qa**3*b*s
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c print *,'fsqq( ',qa,') = , ,fsqq
return
end
c------------------------------------------------------------
c Calculate the scatteriing amplitude using mie theory.
c The amplitude recursion relations are derived by J. Xue
c
subroutine form(y,f1,f2)
c
implicit real*8 (a-h,o-z)
complex*16 f1,f2
real*8 sp(100),st(100)
complex*16 spi(100), sti(100),as(100),bs(100)
commonblk1 yO,as,bs,nc
c
c first two terms
c
c x = 1-2(sin2(theta)) = cos (theta)
x=1.-2.*y*y(yO*yO)
c sti(i) is the ith Legendre Polynomial, sti(i) is its derivative
spi(1)=dcmplx(1.,O.)
sti(1)=dcmplx(x,O.)
spi(2)=dcmplx(3.*x,O.)
sti(2)=dcmplx(6.*x*x-3.,O.)
c
c these are recursion rel'ns to calculate higher order terms.
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do 100 n=3,nc
fn=dble(n)
sp(n) = ( (2.*fn-1.)*x*spi(n-1) - fn*spi(n-2» (fn-1.)
spi(n)=dcmplx(sp(n),O.)
st(n) = fn*x*spi(n) - (fn+1.)*spi(n-1)
sti(n)=dcmplx(st(n),O.)
100 continue .
c f1 & f2 correspond to S1 and S2 in Ishimaru (S1 goes with E
phi)
f1=dcmplx(0.,0.)
f2=dcmplx(0. ,0.)
c Calculate the actual scattering amplitude.
do 200 i=1,nc
enx=dble(2*i+1)
eny=enxdble(i*i+i)
f1=f1+eny*(as(i)*spi(i)+bs(i)*sti(i»
f2=f2+eny*(bs(i)*spi(i)+as(i)*sti(i»
200 continue
return
end
c --------------------------------------------------------------------
subroutine coeff(nc,alpha,beta,a,b,m,tol)
c
c By D. Pine -- January 1988 modified April 1988 modified June
1989
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c some comments added Sept 1990 by Peter Kaplan
c
c This subroutine calcuates the Mie coefficients a(n) and ben).
See
c
c "Wave Propagation and Scattering in Random Media"
c by Akira Ishimaru
c Academic Press, New York (1978)
c pp. 27-30
c and
c "Light Scattering by Small Particles"
c by H.C. van de Hulst
c Dover Publications, New York 1957 & 1981
c pp. 121-128, 176-177
c
c Glossary
c alpha = k*radius
c beta = k*m*radius
c m = relative index of refraction
c a(n) & ben) = mie coefficients
c nc = order up to which a(n) and ben) are calculated
c
implicit real*8 (a-h,o-z)
parameter (nmax=100)
complex*16 tp1, tp2. bt1 • bt2. mc, a(nmax), b(nmax)
real*8 m
real*8 psia(nmax), dpsia(nmax). psib(nmax), dpsib(nmax)
real*8 zetaa(nmax), dzetaa(nmax)
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if(nc.gt.nmax) nc=nmax
c ------ Initialize shorthand variables
mc = dcmplx(m,O.dO)
sna = sin (alpha)
csa = cos (alpha)
snb = si.n (beta)
csb = cos (beta)
c
c Determine a(n) and ben)
c
c The formula for a(n) & ben) has spherical bessels and hankels.
c They are calculated here by explicitly writing out j1 and j2
then
c using recursion relations (see, for example Jackson, Classical
c Electrodynamics) to calculate the higher terms. --PDK
do 300 n=1,nc
fn = dble(n)
if (n.eq.1) then
psia(1) = snaalpha - csa
dpsia(1) = sna - psia(l)alpha
zetaa(1) = -csaalpha - sna
dzetaa(1) = -csa - zetaa(1)alpha
psib(1) = snbbeta - csb
dpsib(1) = snb - psib(1)beta
else if (n.eq.2) then
psia(2) = (3.dOalpha**2-1.dO)*sna - 3.dOalpha*csa
dpsia(2) = psia(l) - 2.dOalpha*psia(2)
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zetaa(2) = (-3.dOalpha**2+1.dO)*csa - 3.dOalpha*sna
dzetaa(2) = zetaa(1) - 2.dOalpha*zetaa(2)
psib(2) = (3.dObeta**2-1.dO)*snb - 3.dObeta*csb
dpsib(2) = psib(1)-2.dObeta*psib(2)
else
psia(n) = (2.dO*fn-1.dO)alpha*psia(n-1) - psia(n-2)
dpsia(n) = psia(n-1) - fnalpha*psia(n)
zetaa(n) = (2.dO*fn-1.dO)alpha*zetaa(n-1) - zetaa(n-2)
dzetaa(n) = zetaa(n-1) - fnalpha*zetaa(n)
psib(n) = (2.dO*fn-1.dO)beta*psib(n-1) - psib(n-2)
dpsib(n) = psib(n-1) - fnbeta*psib(n)
endif
c this formula is in Ishimaru p29
tp1 = dcmplx(psia(n)*dpsib(n),O.dO)
tp2 = dcmplx(psib(n)*dpsia(n),O.dO)
bt1 = dcmplx(psia(n),zetaa(n»*dcmplx(dpsib(n),O.dO)
bt2 = dcmplx(psib(n),O.dO)*dcmplx(dpsia(n),dzetaa(n»
a(n) = (tp1-mc*tp2)(bt1-mc*bt2)
ben) = (mc*tp1-tp2)(mc*bt1-bt2)
c when the last calculated term is small, stop working
atest = dsqrt(dreal(a(n)*dconjg(a(n»»
btest = dsqrt(dreal(b(n)*dconjg(b(n»»
test = (2.dO*fn+1.dO)*(atest+btest)
if (test.lt.tol) goto 400
300 continue
400 nc = int(fn)
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return
end
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