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RMSE feedbackAbstract Experiment design method is a key to construct a highly reliable surrogate model for
numerical optimization in large-scale project. Within the method, the experimental design criterion
directly affects the accuracy of the surrogate model and the optimization efficient. According to the
shortcomings of the traditional experimental design, an improved adaptive sampling method is pro-
posed in this paper. The surrogate model is firstly constructed by basic sparse samples. Then the
supplementary sampling position is detected according to the specified criteria, which introduces
the energy function and curvature sampling criteria based on radial basis function (RBF) network.
Sampling detection criteria considers both the uniformity of sample distribution and the description
of hypersurface curvature so as to significantly improve the prediction accuracy of the surrogate
model with much less samples. For the surrogate model constructed with sparse samples, the sample
uniformity is an important factor to the interpolation accuracy in the initial stage of adaptive sam-
pling and surrogate model training. Along with the improvement of uniformity, the curvature
description of objective function surface gradually becomes more important. In consideration of
these issues, crowdness enhance function and root mean square error (RMSE) feedback function
are introduced in C criterion expression. Thus, a new sampling method called RMSE and crowd-
ness enhance (RCE) adaptive sampling is established. The validity of RCE adaptive sampling
method is studied through typical test function firstly and then the airfoil/wing aerodynamic opti-
mization design problem, which has high-dimensional design space. The results show that RCE
adaptive sampling method not only reduces the requirement for the number of samples, but also
effectively improves the prediction accuracy of the surrogate model, which has a broad prospects
for applications.
 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Surrogate model is widely used in the interpolation, numerical
optimization and prediction. It is generally acknowledged that
experimental design, which is an important branch of statistics,
plays akey role in the constructionof a credible surrogatemodel.
1392 J. Huang et al.Through reasonable experiment arrangement and statistical
analysis, considerable reduction of the number of experiments
and improvement of the test quality can be realized. As surro-
gate model is established based on the sampling data, for a des-
ignated surrogate model, reasonable sampling distribution in
space has a significant impact on the prediction accuracy
because surrogate model is established based on the sampling
data, i.e., experimental design of samples is an important
research aspect. Random design, orthogonal design, uniform
design and Latin hypercube design are the classical experimen-
tal design methods, which have been widely used in fluid
mechanics and aerodynamics design field. However, tradi-
tional experiment design does not consider the object function
curvature and has obvious blindness in sampling process,
which causes huge cost in improving the prediction accuracy.
With the rapid development of computer, the aerodynamic
design goes into numerical optimization design stage from the
‘‘Cut and Try” generation so that the numerical optimization
becomes primary in modern aircraft design. However, in some
aerodynamic optimization problems, such as multi-object
design, refined optimization which contains large scale design
variables still needs huge workload. So it is quite requisite to
establish a reasonable sampling method which can ensure the
surrogate model prediction accuracy and reduce the number
of samples needed simultaneously. According to calculation
amount and prediction accuracy in the aerodynamic design,
in this paper, an improved adaptive sampling method is estab-
lished, both of which can ensure sample space distribution
uniformity and describe the curvature of the object function.
The improved adaptive sampling method is applied to typical
test function, airfoil and wing-body aerodynamic design.
2. An improved adaptive sampling method
In this paper, radial basis function (RBF) is used to build the
surrogate model, which is a linear combination of basic func-
tions. The concept was proposed by Buhmann and
Fasshauer1,2 and widely used in many researching domains,
such as interpolation, neural network training, data predicting
and grid deformation.3 The interpolation model based on RBF
can be expressed as:
RBFðxÞ ¼
XN
i¼1
ai/ðkx xikÞ þ pðxÞ ð1Þ
where /ðÞ and k  k represent the basis function and the Eucli-
dean norm respectively, ai is RBF coefficient. The polynomial
method was selected for pðxÞ:
pðxÞ ¼ b0 þ
Xm
n¼1
bnxi;n ð2Þ
where m is the dimension of radial center vector, and bn is
polynomial coefficient. Then the model can be expressed as a
form of matrix:
y
0
 
¼ R F
FT 0
 
b
a
 
ð3Þ
where
R ¼
/1;1 /1;2 ::: /1;n
/2;1 /2;2 ::: /2;n
/n;1 /n;2 ::: /n;n
264
375F ¼
f1;1 f1;2 ::: f1;n
f2;1 f2;2 ::: f2;n
fn;1 fn;2 ::: fn;n
264
375
where f is the monomial components, y the value vector of
evaluation point. The unknown vector of interpolation matrix
can be calculated by formulas:
a ¼ ðFTR1FÞ1FTR1y ð4Þ
b ¼ ½R1  R1FðFTR1FÞ1FTR1y ð5Þ
Then, interpolation system based on RBF can be
established:
y^ðXÞ ¼ rTbþ fTa ð6Þ
where X* is an evaluation point, and r the basis function vec-
tors. The weighted Euclidean distance used in basis function is
given by:
kX  Xk ¼ 1
R
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
j¼1
x2j ðXj  XjÞ2
vuut ð7Þ
where R is the radius of RBF.
In this paper, xj are determined by Quantum-Behaved
particle swarm optimizer (PSO)4 and leave-one-out cross-
validation (LOOCV) criterion.5
Based on the power function and the native space norm, a
standard uncertainty measure for RBF interpolation has been
constructed by Jakobsson et al.6 They quantify the component
of interpolation error which depends on the basis function and
sample locations and can be expressed as:
PðXÞ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
/ð0ÞþðFR1r fÞTðFTR1FÞ1ðFR1r fÞ rTR1r
q
ð8Þ
where PðXÞ is scaled by the native space norm ky^sk ¼ bTRb:
The sampling criteria of RBF surrogate model are further
carried out, in which curvature features of the target surface
function and a sample separation function are used. Hence,
they can achieve local refinement and distribution exploration.
The local curvature characteristics are realized by Laplace
operation and the separation function is implemented through
the energy function and the local space norm. In combination
of those two aspects, the sampling criteria are defined as
follows7:
C ¼ ðjr2y^j þ eÞP2ðxÞky^sk ð9Þ
where e is a little parameter to avoid zero value; r2y^ can be
easily calculated by formula7:
r2y^ ¼ @
2rT
@x2i
bþ @
2fT
@x2i
a ð10Þ
The maximum values of C indicate the new sample loca-
tions and can realize the balance among locations where the
data are nonlinear. At the same time, the adding points are
in unsampled regions.
The above criterion improves the effectiveness of sample
collection greatly. However, for the basic sparse samples, inter-
polation uncertainty of the model plays a key role in the initial
stage of the interpolation model training. With the number of
samples increases, accurate description of curvature for
An improved adaptive sampling and experiment design method foobjective function surface will become a more important factor
in sampling criterion. In order to improve the efficiency of the
method, the sampling criterion is rewritten as a function of
root mean square error (RMSE) and the crowdness enhance
function in this paper. The new sample location will be
detected by improved PSO method, which significantly acceler-
ates the convergence. The proposed algorithm of the new
adaptive sampling method is shown as follows:
(1) Basic sample is selected by Latin hypercube to establish
the initial interpolation model firstly.
(2) Crowdness enhance (CE) function and RMSE function
are introduced in C criterion expression. RMSE is
defined as: ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃq
RMSE ¼
1
M
PM
i¼1ðFðxÞ  F^ðxÞÞ
2
1
M
PM
i¼1jFðxÞj
ð11Þ
where M is the population number of particles, F(x) the
exact solution of objective function, F^ðxÞ the predictive
value of objective function.The following function,
which can reflect the change of prediction accuracy
and feedback to C criterion by RMSE variation, is
constructed:  
fðtÞ¼ ð1 tpÞ; gðtÞ¼ tp; t¼ RMSEiRMSE0
RMSE0
  ð12Þ
where p is an adjustable parameter. Fig. 1 gives the func-
tion curve with p equal to 3.Then the improved adaptive
sampling criterion based on RMSE feedback and CE
function (RCE) can be expressed as:CCES¼ fðtÞðjr2y^jþ eÞþgðtÞðP2ðxÞþCEÞky^sk ð13Þ
where CE function is:CE ¼ bﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPp
j¼1ðX  XjÞ2
q
þ e
e ¼ 1 105
where b is an adjustable parameter based on Euclidean
distance.(3) According to the criterion that is to maximize CRCE;
Quantum-Behaved PSO (QPSO) is used to detect the
new sample locations. The standard PSO can be
expressed as8,9:Fig. 1 Characteristics of feedback function.Vkþ1 ¼xVkþ c1 r1ðXpBestXkÞþ c2 r2ðXgBestXkÞ
(r aerodynamic optimization 1393Xkþ1 ¼XkþVk
ð14Þwhere k is the iteration steps, XpBest the best position of
each particle, XgBest the global best particle, V
k the speed
of each particle, x the inertia weights, c1 the self learning
factor, c2 the global learning factor, r1, r2 are the ran-
dom numbers vectors.Then QPSO can be expressed as4:m kbest ¼
1
M
XM
i¼1
X ki ð15Þ 
X kþ1i ¼ /X ki þ ð1 /ÞX kg  b0jm kbest  X ki j ln
1
u
ð16Þwhere mbest is the best average position of each particle,
X kg the optimal particle of the kth iteration step, and /
and u are random numbers in (0,1). The symbol ‘‘ ± ”
is selected according to the probability of 50% ran-
domly. b0 is the contraction–expansion coefficient,
which is the only control parameter in QPSO. Generally
speaking, QPSO shows more excellent global search
performance. If the training accuracy meets the
requirements, end the detecting; otherwise return to
the second steps.
3. Testing of RCE adaptive sampling method
In order to test the RCE adaptive sampling method, a typical
test function is taken as an example:
GðXÞ¼ 20þx21þx2210cosð2px1Þ10cosð2px2Þ x1;x2 2 ½0; 2
This function is a multimodal function, which is suitable for
surrogate model precision testing. The spatial surface is shown
in Fig. 2.
The Latin hypercube method is tested firstly, where the
total sampling size is 95. Initial 30 samples are obtained by
Latin hypercube as the basis points and then 65 detections
are processed by adaptive RCE adaptive technology.
Fig. 3 shows the RMSE convergence history by three meth-
ods. It can be seen that the surrogate model prediction preci-
sion based on the traditional Latin hypercube sampling
(LHS) method is much lower than the adaptive sampling
method. If RMSE = 0.0035 is taken as the benchmark, LatinFig. 2 Testing function surface.
Fig. 3 RMSE convergence of test function.
1394 J. Huang et al.hypercube needs to increase 65 samples and the adaptive sam-
pling method requires 39 to achieve the target, while the RCE
adaptive sampling method proposed in this paper, requires
only 26 points. Fig. 4 shows the different detection points of
different sampling methods. It is observed that more reason-
able points are added by RCE adaptive technology, especially
in the border area while the traditional method shows blind-
ness to some extent. The interpolation error contour betweenFig. 4 Different detection points of different sampling methods.
Fig. 5 Interpolation error contour between different methods.different methods is also compared (see Fig. 5). These data
show the effectiveness of RCE adaptive experimental design
method which significantly overcomes the blindness of
traditional methods. Moreover, the distribution of those new
sample locations detected by RCE adaptive technology is more
uniform than the initial adaptive sampling, because CE
function is introduced to the RCE adaptive sampling. The
precision of RBF model prediction is low at the initial stage
of the interpolation model training, so the second order
derivate prediction is unreliable. However, feedback function
is introduced to RCE adaptive sampling to overcome the
shortcomings of the initial adaptive sampling at the early
training stage. t ¼ RMSEiRMSE0
RMSE0
  is used to describe the
variety of predicted precision and give feedback to
ðjr2y^j þ eÞ and ðP2ðxÞ þ CEÞky^sk through fðtÞ and gðtÞ,
which also hold the prediction precision leading factors at
different stages.
4. RCE adaptive sampling for aerodynamic optimization
4.1. RAE2822 supercritical airfoil robust design
The typical RAE2822 supercritical airfoil robust design is
taken as an example to compare the prediction accuracy
between LHS sampling, adaptive sampling and RCE
adaptive sampling methods. Class-shape-transformation
Fig. 7 Drag coefficient absolute error between prediction and
CFD of test samples.
Table 1 RMSE of typical steps.
Added sample
number
LHS
(%)
Adaptive
sampling (%)
RCE adaptive
sampling (%)
5 12.91 13.25 11.19
15 11.83 9.15 7.68
25 9.63 6.55 5.65
35 7.71 5.83 4.95
60 5.51 3.32 2.25
An improved adaptive sampling and experiment design method for aerodynamic optimization 1395(CST) perturbation technique10–12 is used for airfoil parame-
terization. The original CST technique can be expressed as:
fðwÞ ¼ CðwÞSðwÞ þ wfT ð17Þ
SðwÞ  fðwÞ  wfTﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
wð1 wÞp ¼X
N
i¼1
ðAiwiÞ ð18Þ
where w is the dimensionless coordinate in x direction, SðwÞ
the shape function, and CðwÞ the class function. In shape func-
tion SðwÞ, fT is the trailing edge thickness of airfoil, coefficient
Ai is replaced by its variation DAi in CST perturbation tech-
nique in order to avoid fitting operation:
SðwÞ  fðwÞ  wfTﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
wð1 wÞp ¼X
N
i¼1
ðDAiwiÞ ð19Þ
Then, DAi is used as design variables. In Eq. (19), N= 5 is
used to describe the upper and lower surfaces of the airfoil
respectively, so it can be seen that 10 design variables are used.
Mach number uncertain factor is also regard as a design vari-
able. 130 basic samples are created by Latin hypercube
method, where aerodynamic analysis is carried out based on
Navier–Stokes equation, Harten–Lax–vanLeer–Einfeldt
(HLLE) scheme and k x shear strain transport (SST) turbu-
lence model.13,14 The computational mesh which includes
60,000 grid cells is divided into 30 regions. Optimization model
uses the following expression15:
Min l2 þ r2
Subject to : X 2 V; and CLðX;MaÞ ¼ CLcruise
s:t: tmax P 0:12
8><>:
l2 þ r2 ¼ RMamax
Mamin
eCDðX;MaÞPðMaÞdMaþZ Mamax
Mamin
ð eCDðX;MaÞ  Eð eCDÞÞ2PðMaÞdMa
where l, r are the average value and variance of drag coeffi-
cient and CLcruise is the lift coefficient in cruise state, tmax the
maximum thickness of airfoil, X the design variables, PðMaÞ
the probability of Mach number and eCD the drag coefficient
predicted by surrogate model.
Fig. 6 shows the convergence process of RMSE between
different sampling methods. It can be seen that the precision
of RCE adaptive sampling improves significantly compared
with adaptive sampling. Taking RMSE= 0.33 as theFig. 6 RMSE convergence of objective function of airfoil.standard, adaptive sampling and RCE-adaptive sampling need
to add 45 and 35 samples. In comparison to traditional
sampling method, RCE-adaptive sampling reduces more than
25 times CFD analysis with the accuracy.
Fig. 7 shows the absolute error between the predictions and
CFD results of test samples. The absolute error of RBF model
based on RCE adaptive sampling is under 3 counts entirely,
which satisfied the requirement of engineering design.
Table 1 gives prediction accuracy of RBF at the typical
detection steps, in which it can be drawn that RCE adaptive
sampling would be timesaving for the aerodynamic design
problems of three-dimensional configuration. Form Figs. 8
and 9, it can be seen that at the optimal position, optimizedFig. 8 Comparison between initial and optimized airfoils.
Fig. 9 Pressure coefficient distribution comparison between
initial and optimized airfoils (Ma= 0.735).
Fig. 11 Drag divergence curve.
1396 J. Huang et al.airfoil meets the geometric constraints. After robust design, the
sensitivity of drag has been reduced with regard to Mach num-
ber as shown in Figs. 10 and 11, where rp is the variance of
pressure coefficient.Fig. 10 Variance contour of pressure coefficient comparison
between initial and optimized airfoil.4.2. Aerodynamic optimization of transonic jet
In this section, RCE adaptive sampling has been applied to
complex configuration aerodynamic design in high-
dimensional design space. For aerodynamic optimization
design, stronger nonlinear or even discontinuous property is
a typical characteristic of aerodynamic function in high-
dimensional design space. Therefore, it is important to test
the applicability of this method in strongly nonlinear optimiza-
tion problems with multi-design variables. In this section, the
aerodynamic optimization system is built based on RCE adap-
tive sampling and LHS method.
Taking aerodynamic design of transonic jet airplane as an
example, the drag-reducing design is carried out based on
design requirements. The design condition is: Ma ¼ 0:88;
CL ¼ 0:4; H ¼ 10 km, where H is flight height.
Then, the following aerodynamic optimization mathemati-
cal model is established:
Max K1 ¼ CL=CD
Subject to : X 2 V; and CLðXÞ ¼ CLcruise
s:t: tj P ðtinitialÞj
8><>:
where tinitial is the max thickness of initial airfoil sections, K1
the lift-to-drag ratio.
The free form deformation (FFD)16–18 parameterization is
used, as shown in the Fig. 12, in which the points in blue lattice
are taken as design variables. The logic serial numbers that has
been taken as control points are as follows:
I ¼ fPoint3 Point7g; J ¼ fPoint1 Point4g;K
¼ fPoint1;Point3g:Fig. 12 Multi-FFD lattice for wing-body configuration.
An improved adaptive sampling and experiment design method for aerodynamic optimization 1397From logic serial number control index and Fig. 12, it can
be seen that 40 control points in FFD lattice are taken as
design variables in this optimization problem. Seven hundred
and fifty samples are produced by the Latin hypercube method
firstly and 600 samples are selected as the basic samples of the
RCE adaptive sampling method. Then 150 samples are
detected by RCE adaptive sampling method. The aerodynamic
characteristics are evaluated by a CFD solver based on multi-
block structured grid, Roe’s spatial scheme, Menter k x SST
turbulence model, lower upper symmetric Gauss Seidel (LU-
SGS) implicit time marching method, multi-grid and parallel
computing technique. According to parameterized deforma-
tion, transfinite interpolation and volume spline19,20 were used
to update the new grid. In order to improve the speed of
calculation, 60 CPUs are used for parallel computing. CFD
analysis of each sample needs 33 min.
The results show that only 80 samples are needed by
RCE adaptive sampling to reach the same prediction
accuracy of the LHS method (750 samples). Seventy samples
are reduced by RCE adaptive sampling method and
70 33min ¼ 2310min ¼ 38:5 h are saved. The prediction
error of the test samples is shown in Fig. 13. The prediction
error is all below 3 counts, which satisfies the requirements
of design accuracy.
Fig. 14 shows the surface pressure contours before and
after design. The shock strength decreases significantly after
optimization, which can also be seen from the pressure
distribution of typical sections in Fig. 15. Furthermore,
Fig. 16 shows that the maximum thicknesses of all airfoils
meet the geometric constraints. Table 2 shows the optimized
results by different sampling methods and CFD calibrations.Fig. 13 Drag coefficient interpolation error between predictions
and CFD of test samples (RCT adaptive sampling).
Fig. 14 Comparison of pressure coefficient contours.
Fig. 15 Pressure coefficient distribution at typical sections.Table 2 gives the drag before and after design, in which the
total drag decreases 14 counts and the lift to drag ratio
increases by 7.938%. To the drag optimized result, RBF
model based on RCE adaptive sampling gives 0.01896 and
the result is checked by CFD, which is 0.0191. The prediction
error reaches 0.733%. In summary, the RCE adaptive
sampling shows good applicability in multi-dimensional
problems for aerodynamic design.
Fig. 16 Comparison between initial and optimized wing at
typical sections.
Table 2 Comparison of aerodynamic characteristics between
initial and optimized configurations.
Configuration CL CD K1
Initial 0.40 0.0206 19.40
Prediction (LHS) 0.40 0.0183 21.85
Prediction (RCE) 0.40 0.0189 21.16
Optimized (CFD) 0.40 0.0191 20.94
Improved (%) 0 7.3 7.938
1398 J. Huang et al.5. Conclusions
Experiment design is the key factor for the surrogate predic-
tion accuracy. Traditional experimental design suffers blind-
ness to a certain extent and large wasted analysis time for
sampling. In this paper, an improved adaptive sampling
method is built based on RBF surrogate model, which obvi-
ously overcomes the shortcomings of traditional sampling
method.
(1) With the same precision request, the sample increment
by adaptive method and RCE adaptive sampling
method is less than the LHS method.
(2) Test data of typical function shows that with the same
precision request, new position sample detected by
Adaptive method and RCE adaptive sampling method
is reasonable and uniform, which can reflect the charac-
teristics of the curvature.
(3) Compared with the basic adaptive method, RCE-
adaptive sampling method can improve the sample
homogeneity and apply different dominant factors at
different stages of new sample detection due to the intro-
duction of CE function and a dynamic feedback using
RMSE. Therefore, the proposed method can reduce
the number of required samples.
(4) The aerodynamic optimization problems show that
the improved sampling method can greatly improve the
prediction accuracy of the surrogate model, enhance
its credibility in optimization process and reduce the
analysis time significantly for sampling.(5) RCE adaptive sampling method has been successfully
applied to the aerodynamic optimization problems of
airfoil and wing-body configuration. It can be seen that
the improved sampling method has broad prospects in
aerodynamic optimization applications in high-
dimensional space.
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