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Abstract
Given unipotent characters U1, . . . ,Uk of GLn(Fq), we prove that 〈U1 ⊗ · · · ⊗ Uk , 1〉 is a polynomial
in q with non-negative integer coefficients (this was observed for n ≤ 8 and k = 3 by Hiss-Lu¨beck-Mattig
[8]). We study the degree of this polynomial and give a necessary and sufficient condition in terms of the
representation theory of symmetric groups and root systems for this polynomial to be non-zero.
Contents
1 The main results 1
1.1 Generic case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.1 Connection with quiver varieties . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.2 Connection with character varieties . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Unipotent case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Preliminaries 6
2.1 Log and Exp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Partitions, types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Littlewood-Richardson coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 A technical result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5 Cauchy function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.6 Harcos inequality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3 Tensor products of unipotent characters 14
3.1 Irreducible characters of unipotent type . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2 Comet-shaped quivers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3 The generic case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.4 The unipotent case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.5 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1 The main results
Recall that the complex unipotent characters of GLn(Fq) are naturally parameterized by the irreducible
characters of the symmetric groupSn and therefore by the partitions of n. For a partition µ of n we put Uµ
1
2the corresponding unipotent character. Under our parametrization, the trivial character of GLn is U(n1) and
the Steinberg character is U(1n).
Fix an integer g ≥ 0 and consider E : GLn(Fq) → C, x 7→ qg dim CGLn (Fq)(x). If g = 1, this is the character
of the representation of GLn(Fq) in the group algebra C[gln(Fq)] where GLn acts on gln by conjugation.
Using the inner product formula
〈 f , h〉 = 〈 f , h〉GLn(Fq) =
1
|GLn(Fq)|
∑
x∈GLn
f (x)h(x)
which holds for any two class functions f , h : GLn(Fq) → C, it is not difficult to see, using the character ta-
ble of GLn(Fq) due to Green [4], that for any multi-partition µ = (µ1, . . . , µk) of n, there exists a polynomial
Uµ(t) ∈ Q[t] such that for any finite field Fq, we have
Uµ(q) =
〈
E ⊗Uµ1 ⊗ · · · ⊗ Uµk , 1
〉
.
The aim of this paper is to study the polynomials Uµ(t). They were computed for k = 3, g = 0 and
1 ≤ n ≤ 8 by F. Lu¨beck [12]. Some results of this paper can be easily observed in these tables.
1.1 Generic case
In order to state our main theorem on the polynomials Uµ(q) we need to introduce an other class of polyno-
mials Vµ(q). We say that a tuple (X1, . . . ,Xk) of irreducible characters of GLn(Fq) is of type µ = (µ1, . . . , µk)
if for all i = 1, . . . , k, there exists a linear character αi : F×q → C× such that
Xi = (αi ◦ det) · Uµi .
Such a tuple is said to be generic if the linear character α1α2 · · ·αk is of order n.
In [11, §6.10.6] (for a review see also §3.3) we define polynomials Vµ(t) ∈ Q[t] for any multi-partition µ
and prove that for any finite field Fq and any generic tuple (X1, . . . ,Xk) of irreducible characters of GLn(Fq)
of type µ we have
Vµ(q) = 〈E ⊗ X1 ⊗ · · · ⊗ Xk, 1〉 .
From a multi-partition µ = (µ1, . . . , µk), we define a comet-shaped graph Γµ together with a dimension
vector vµ as in §3.2. We then denote by Φ(Γµ) the associated root system as defined in [9].
Put
dµ := n2(2g − 2 + k) −
∑
i, j
(µij)2 + 2 = 2 − tvµCµvµ
where Cµ is the Cartan matrix of Γµ and µi = (µi1, . . . , µiri ) with µi1 ≥ µi2 ≥ · · · ≥ µiri .
Theorem 1.1.1. (i) The polynomial Vµ(t) is non-zero if and only if vµ ∈ Φ(Γµ). Moroever Vµ(t) = 1 if and
only if vµ is a real root.
(ii) If non-zero, Vµ(t) is a monic polynomial of degree dµ/2 with non-negative integer coefficients.
Remark 1.1.2. In [11] we defined the notion of generic tuples (X1, . . . ,Xk) for any types (not necessar-
ily unipotent) of irreducible characters X1, . . . ,Xk of GLn(Fq). Among these generic tuples, we defined
a subclass whose elements are called admissible generic tuples. We then proved that if (X1, . . . ,Xk) is
admissible then the inner product 〈E ⊗ X1 ⊗ · · · ⊗ Xk, 1〉 can be expressed as the Poincare´ polynomial (for
intersection cohomology) of a certain quiver variety, from which we prove a statement analogous to The-
orem 1.1.1. Unfortunately, generic tuples of irreducible characters of unipotent type are never admissible
and so we can not use the results of [11] to prove Theorem 1.1.1.
31.1.1 Connection with quiver varieties
Consider a generic tuple (C1, . . . ,Ck) of regular semisimple adjoint orbits of gln(C) (see proof of Theorem
3.3.2 for the definition of generic tuples) and consider the space V of tuples of matrices
(A1, . . . , Ag, B1, . . . , Bg, X1, . . . , Xk) ∈ gln(C)2g × C1 × · · · × Ck
which satisfy the equation
[A1, B1] + · · · + [Ag, Bg] + X1 + · · · + Xk = 0.
Put
Q := V//GLn = Spec
(
C[V]GLn
)
where GLn acts diagonally by conjugation on V. The variety Q is non-singular and the quotient map
V → Q is a principal PGLn-bundle in the e´tale topology. Denote by Hic(Q,C) the compactly supported
cohomology of Q. Recall (see for instance [5]) that Hic(Q,C) = 0 when i is odd.
We can define an action ρi of k copies Sn := Sn × · · · × Sn of the symmetric group Sn on H2ic (Q,C).
This is a particular case of Weyl group actions on cohomology of quiver varieties constructed and studied
by many authors including Nakajima [17] [18], Lusztig [13], Maffei [15]. The construction of the Weyl
group action given in [11] does not apply here (we can only construct the action of some relative Weyl
groups which are finite subgroups of Sn).
For a partition λ, denote by χλ the irreducible character of the symmetric group Sn associated with λ
as in [14]. Following the strategy of [7] (see proof of Theorem 3.3.2 for more details) we can show that for
any multipartition µ = (µ1, . . . , µk) of n we have
Vµ(t) = q−d/2
∑
i
〈
χµ
′
, ρi
〉
Sn
ti (1.1.1)
where d is the dimension of Q, µ′ denotes the dual multi-partition of µ and χµ is the irreducible character
χµ
1
⊗ · · · ⊗ χµ
k
of Sn. Formula (1.1.1) implies the positivity of the coefficients of Vµ(t). Theorem 1.1.1(i)
together with Formula (1.1.1) provides a nice criterion in terms of roots for the appearance or not of an
irreducible character of Sn in ρ∗ :=
⊕
i ρ
i
.
1.1.2 Connection with character varieties
Let us recall the conjectural interpretation of the polynomials Vµ(t) in terms of Poincare´ polynomial of
character varieties [11, §1.3].
For a partition λ of n let us denote by Cλ the unipotent conjugacy class of GLn(C) whose size of Jordan
blocks is given by the dual partition λ′ of λ.
For a multi-partition µ = (µ1, . . . , µk) of n, put
Cµ := GL2gn ×Cµ1 × · · · ×Cµk .
Fix primitive n-th root of unity ζ and consider the space Zµ of tuples
(A1, . . . , Ag, B1, . . . , Bg, X1, . . . , Xk) ∈ Cµ
which satisfy the equation
g∏
i=1
(Ai, Bi)
k∏
j=1
Xi = ζ · In
4where In is the identity matrix and (A, B) is the commutator ABA−1B−1. Put
Mµ := Zµ//GLn = Spec
(
C[Zµ]GLn
)
where GLn acts diagonally by conjugation on Zµ. By Saito [19] the compactly supported intersection
cohomology IHic(Mµ,C) is endowed with a mixed Hodge structure. Denote by {ihr,s;kc (Mµ)}r,s,k the corre-
sponding mixed Hodge numbers and consider the pure part
PPc(Mµ, t) :=
∑
s
ihs,s;2sc (Mµ)ts
of the mixed Poincare´ polynomial. Then we have the following conjecture [11, Conjecture 1.3.2]
Conjecture 1.1.3.
Vµ(t) = t−dµ/2PPc(Mµ, t).
1.2 Unipotent case
In order to see the relation between the two polynomials Uµ(t) and Vµ(t), we need to introduce some
notations. Consider k separate sets x1, x2, . . . , xk of infinitely many variables and denote by Λ(x1, . . . , xk) =
Λ(x1) ⊗Z · · · ⊗Z Λ(xk) the ring of functions separately symmetric in each set x1, . . . , xk, and put Λ =
Q(t) ⊗Z Λ(x1, . . . , xk). For a multi-partition µ = (µ1, . . . , µk), we define sµ ∈ Λ by
sµ := sµ1 (x1) · · · sµk (xk)
where for a partition λ we denote by sλ(xi) ∈ Λ(xi) the corresponding Schur symmetric function as in [14].
Denote by P the set of all partitions including the unique partition 0 of 0 and denote by P the set of
multi-partitions µ = (µ1, . . . , µk) ∈ Pk with |µ1| = |µ2| = · · · = |µk | =: |µ|. We denote by Pn and Pn the
subsets of partitions of size n.
We prove the following result (see Proposition 3.4.1).
Proposition 1.2.1. We have
Exp

∑
µ∈P−{0}
Vµ(t)sµT |µ|
 = 1 +
∑
µ∈P−{0}
Uµ(t)sµT |µ|
where Exp : TΛ[[T ]] → 1 + TΛ[[T ]] is the plethystic exponential.
Our strategy to study the polynomials Uµ(t) is to use the above proposition together with the properties
of Vµ(t).
Consider now a total ordering ≥ on the set of all partitions. Denote by Ton the set of non-increasing
sequences of partitions α1α2 · · ·αr such that
∑r
i=1 |α
i| = n. We will write the elements ωo ∈ Ton in the form
(α1)n1 (α2)n2 · · · (αs)ns with α1 > α2 > · · · > αs and with ni the multiplicity of αi in ωo. We then put
Sωo :=
s∏
i=1
(S|αi|)ni , Hωo :=
s⊗
i=1
T ni Hαi
where for a partition λ, Hλ is an irreducibleC[S|λ|]-module with character χλ, and where T mV := V⊗· · ·⊗V ,
with V repeated m times. For a partition µ of n and a type ωo ∈ Ton define
C
µ
ωo := HomSn
(
IndSn
Sωo
(Hωo ), Hµ
)
where for an inclusion of finite groups H ⊂ K, we denote by IndKH is the usual induction functor V 7→
C[K] ⊗C[H] V from the category of left C[H]-modules into the category of left C[K]-modules. In [11, §6]
5we constructed an action of the group Wωo := Sn1 × · · ·×Sns on the C-vector space C
µ
ωo and we proved that
given a partition νi = (di,1, . . . , di,ri) of ni for all i = 1, . . . , s, the coordinates of
sα1 (xd1,1) · · · sα1 (xd1,r1 )sα2 (xd2,1) · · · sα2 (xd2,r2 ) · · · sαs (xds,1 ) · · · sαs (xds,rs )
in the basis of Schur symmetric functions {sµ}µ equal Trace
(
w |C
µ
ωo
)
where w = (w1, . . . ,ws) ∈ Wωo with
wi in the conjugacy class of Sni corresponding to the partition νi. Choose once for all a total ordering on
the set of multi-partitions P and denote by Ton the set of non-increasing sequences α
n1
1 α
n2
2 · · ·α
ns
s such that
α1 > α2 > · · · > αs and
s∑
i=1
ni|αi| = n.
It will be also convenient in this paper to think of the element ωo = αn11 α
n2
2 · · ·α
ns
s ∈ Ton as a function
ωo : P → Z≥0 with ωo(αi) = ni and ωo(µ) = 0 if µ < {α1, . . . ,αs}.
The total orderings on P and P defines a natural map Ton → (Ton)k, ωo 7→ (ωo1, . . . , ωok). For µ =
(µ1, . . . , µk) ∈ Pn and ωo ∈ Ton, define
C
µ
ωo :=
k⊗
i=1
C
µi
ωoi
.
Ifωo = αn11 α
n2
2 · · ·α
ns
s , the group Wωo :=
∏s
i=1Sni acts onC
µ
ωoi
via its diagonal embedding in Wωo1×· · ·×Wωok .
We then define
Rωo ,µ :=
{
(τ1, . . . , τs) ∈ Pn1 × · · · × Pns
∣∣∣∣ 〈Hτ1 ⊗ · · · ⊗ Hτs ,Cµωo
〉
Wωo
, 0
}
.
For a partition λ, we denote by ℓ(λ) its length. We can now state the main result of this paper.
Theorem 1.2.2. Let µ ∈ Pn with n ≥ 1.
(i) The polynomial Uµ(t) has non-negative integer coefficients.
(ii) The polynomial Uµ(t) is non-zero if and only if there exists ωo = αn11 αn22 · · ·αnss ∈ Ton and (τ1, . . . , τs) ∈
Rωo ,µ such that
ℓ(τi) ≤ Vαi (1) (1.2.1)
for all i = 1, . . . , s.
By Theorem 1.1.1, the inequality (1.2.1) does not hold unless vαi is a root of Γαi . Denote by Ton+ the
subset of Ton of sequences α
n1
1 α
n2
2 · · ·α
ns
s with vαi ∈ Φ(Γαi).
Corollary 1.2.3. Let µ ∈ Pn with n ≥ 1. If there exists ωo ∈ Ton+ such that
〈
C
µ
ωo , 1
〉
, 0, then Uµ(t) , 0.
Let ωo = αn11 α
n2
2 · · ·α
ns
s ∈ Ton and µ = (µ1, . . . , µk) ∈ Pn.
Notice that if αi = ((1), . . . , (1)) for all i = 1, . . . , s, then Wωo = Sn and Cµωo = Hµ.
Note also that if n1 = n2 = · · · = ns, then Wωo = 1 and so
〈
C
µ
ωo , 1
〉
= dimCµωo
is a product of Littlewood-Richardson coefficients. If moreover s = 1 and n1 = 1, then
〈
C
µ
ωo , 1
〉
= δωo,µ.
In particular it follows from Corollary 1.2.3 that if vµ ∈ Φ(Γµ) or if 〈Hµ, 1〉 , 0, then Uµ(t) , 0.
We can actually prove the following result (see Proposition 3.4.4 and Remark 3.4.5).
Proposition 1.2.4. The term 〈Hµ, 1〉 contributes to the constant term of Uµ(t).
6For µ = (µ1, . . . , µk) put
δ(µ) = (2g − 2 + k)n −
k∑
i=1
µi1.
Then vµ is in the fundamental set of imaginary roots of Γµ if and only if δ(µ) ≥ 0. Note also that if
g ≥ 1, then δ(µ) ≥ 0 and so in this case Uµ(t) is always non-zero.
We prove the following theorem concerning the degree of Uµ(t).
Theorem 1.2.5. (i) If vµ ∈ Φ(Γµ), then the degree of Uµ(t) is at least dµ/2.
(ii) If δ(µ) ≥ 2, then the degree of Uµ(t) is exactly dµ/2.
(iii) If δ(µ) ≥ 3 or g = 0, k = 3 and δ(µ) = 2, then Uµ(t) is monic.
This theorem can be used to reduce the proof of results of the following kind to a finite number of
checks (see proof of Corollary 3.4.10).
Corollary 1.2.6. Let Stn denotes the Steinberg character of GLn(Fq). Then for all n ≥ 1, the inner product
〈Stn ⊗ Stn ⊗ Stn, 1〉 is a monic polynomial in q of degree 12 (n − 1)(n − 2).
2 Preliminaries
2.1 Log and Exp
Fix an integer k > 0. Consider k separate sets x1, x2, . . . , xk of infinitely many variables and denote by
Λ(x1, . . . , xk) := Λ(x1) ⊗Z · · · ⊗Z Λ(xk) the ring of functions separately symmetric in each set x1, . . . , xk.
Put Λ := Q(t) ⊗Z Λ(x1, . . . , xk).
Consider
ψn : Λ[[T ]] → Λ[[T ]], f (x1, . . . , xk; t, T ) 7→ f (xn1, . . . , xnk ; tn, T n)
where we denote by xd the set of variables {xd1, x
d
2, . . . }. The ψn are called the Adams operations.
Define Ψ : TΛ[[T ]] → TΛ[[T ]] by
Ψ( f ) =
∑
n≥1
ψn( f )
n
.
Its inverse is given by
Ψ−1( f ) =
∑
n≥1
µ(n)ψn( f )
n
where µ is the ordinary Mo¨bius function.
Following Getzler [3] we define Log : 1 + TΛ[[T ]] → TΛ[[T ]] and its inverse Exp : TΛ[[T ]] →
1 + TΛ[[T ]] as
Log( f ) = Ψ−1 (log( f ))
and
Exp( f ) = exp (Ψ( f )) .
Lemma 2.1.1. Let f ∈ TΛ[[T ]]. If f has coefficients in Z[t] ⊗Z Λ(x1, . . . , xk) ⊂ Λ, then Exp( f ) has also
coefficients in Z[t] ⊗Z Λ(x1, . . . , xk).
Proof. We could have defined Exp using the σ-operations instead of the ψ-operations in which case the
above lemma becomes clear, see for instance [16] for more details. 
7For g ∈ Λ and n ≥ 1 we put
gn :=
1
n
∑
d|n
µ(d)ψ n
d
(g).
This is the Mo¨bius inversion formula of ψn(g) = ∑d|n d · gd.
We have the following lemma [16].
Lemma 2.1.2. Let g ∈ Λ and f1, f2 ∈ 1 + TΛ[[T ]] such that
log ( f1) =
∞∑
d=1
gd · log (ψd( f2)).
Then
Log ( f1) = g · Log ( f2).
2.2 Partitions, types
Denote by P the set of all partitions including the unique partition 0 of 0 and by Pn the subset of partitions
of n. Partitions λ are denoted by (λ1, λ2, . . . , λr) with λ1 ≥ λ2 ≥ · · · ≥ λr ≥ 0. We will sometimes write
a partition λ as (1m1 , 2m2 , . . . , imi ) where mi denotes the multiplicity of i in λ. The size of λ is defined as
|λ| :=
∑
i λi. If d > 0 is an integer and λ = (λ1, . . . , λr) a partition of n, then d · λ := (dλ1, . . . , dλr) ∈ P is a
partition of dn. We also define the sum λ + µ of two partitions λ = (λ1, . . . , λr) and µ = (µ1, . . . , µs) as the
partition (λ1 +µ1, λ2 +µ2, . . . ). We consider on Pn the partial ordering E defined as follows. We have λEµ
if for all i, λ1 + · · ·+ λi ≤ µ1 + · · ·+ µi. We denote by P the set of multi-partitions µ = (µ1, µ2, . . . , µk) ∈ Pk
such that |µ1| = |µ2| = · · · = |µk | and we extend in the obvious way the definitions of d · µ (with d ∈ Z≥0)
and λ + µ. We denote by Pn the subset of multi-partitions in P of size n. Finally we say that λ E µ if and
only if λi E µi for all i = 1, . . . , k.
We call multi-type a function ω : Z≥0 × P → Z≥0 such that its support Sω := {(d, µ) |ω(d, µ) , 0} is
finite and does not contain pairs of the form (0, µ) or (d, 0). We denote by 0 the multi-type corresponding
to the zero function. The degrees of a multi-type ω are the integers d such that (d, µ) ∈ Sω for some µ ∈ P.
If the degres of ω are all equal to 1, we say that ω is split. We call |ω| := ∑(d,µ)∈Sω d · |µ| · ω(d, µ) the size
of ω. We denote by T the set of all multi-types as above and by Tn the subset of multi-types of size n. We
use the notation T (resp. Tn) instead of T (resp. Tn) for k = 1, and call simply an element of T a type.
Note that we have a natural map T → Tk as follows. If ω ∈ T, then for each i = 1, . . . , k, we define
its i-th coordinate ωi : Z≥0 × P → Z≥0 as ωi(d, µ) = ∑µω(d, µ) where the sum is over the elements µ ∈ P
whose i-th coordinate is µ.
Finally for ω ∈ T we define the multi-partition ω+ ∈ P as
ω+ :=
∑
(d, µ)∈Sω
(dω(d, µ)) · µ.
Given a family {aµ}µ∈P of elements of Λ, we extend its definition to multi-types ω ∈ T as
aω :=
∏
(d,µ)∈Sω
ψd(aµ)ω(d,µ).
For a multi-type ω ∈ T − {0}, define
Coω :=

µ(d)
d (−1)rω−1 (rω−1)!∏µ ω(d,µ)! if there is no (d
′, µ) ∈ Sω with d′ , d.
0 otherwise.
8where µ is the ordinary Mo¨bius function and rω :=
∑
(d,µ)∈Sω ω(d, µ).
We have the following lemma [5, §2.3.3].
Lemma 2.2.1. Let {aµ}µ∈P be a family of elements of Λ with a0 = 1. Then
Log

∑
µ∈P
aµT |µ|
 =
∑
ω∈T−{0}
CoωaωT |ω|. (2.2.1)
For a multi-type ω ∈ T, define
Aoω :=
∏
(r,µ)∈Sω
1
rω(r,µ)ω(r, µ)! .
The following lemma is also straightforward.
Lemma 2.2.2. Let {aµ}µ∈P be a family of elements of Λ with a0 = 1. Then
Exp

∑
µ∈P−{0}
aµT |µ|
 =
∑
ω∈T
AoωaωT |ω|.
The formal power series
∑
n≥0 anT n with an ∈ Λ that we will consider in what follows will all have an
homogeneous of degree n in the variables x1, . . . , xk. Hence we will typically scale the variables of Λ by
1/T and eliminate T altogether.
2.3 Littlewood-Richardson coefficients
For a partition λ ∈ P we denote by sλ(x) ∈ Λ(x) the corresponding Schur function. For a type ω ∈ T and a
partition µ ∈ P, define cµω ∈ Z by
sω =
∑
µEω+
c
µ
ωsµ.
Note that cµω = 0 unless |ω| = |µ|. If ω is split, then cµω is a so-called Littlewood-Richardson coefficient.
For an integer n > 0, we denote by Sn the symmetric group in n letters.
For a finite dimensional C-vector space V and an integer d > 0, we put T dV := V ⊗ · · · ⊗ V with V
repeated d times.
For a partition λ, we denote by Hλ an irreducible C[S|λ|]-module corresponding to the irreducible
character χλ of S|λ|. Here we use the same parametrization λ 7→ χλ as in [14]; the trivial character of Sn
corresponds to the partition (n).
Define To as the set of functions ωo : P → Z≥0 whose support S ωo := {µ |ωo(µ) , 0} is finite and does
not contain the 0 element of P.
Note that we have a natural map H : T → To that maps ω to the function ωo defined by ωo(µ) =∑
d d · ω(d, µ).
Given a type ωo ∈ To, we put
Hωo :=
⊗
µ∈Sωo
Tω
o(µ)Hµ, Sωo :=
∏
µ∈S ωo
(S|µ|)ωo(µ), Wωo :=
∏
µ∈S ωo
Sωo(µ).
The elements of the fiber H−1(ωo) are in bijection with ∏µ∈S ωo Pωo(µ) and so with the conjugacy classes of
Wωo . For ωo ∈ To and µ ∈ P we define
C
µ
ωo := HomS|ωo |
(
IndS|ωo |
Sωo
(Hωo ), Hµ
)
.
9The normalizer NS|ωo |(Sωo ) of Sωo in S|ωo | acts on the set of representations of Sωo on the left as
σ · ρ := ρ ◦ σ−1. Then we have an isomorphism
Wωo ≃
{
σ ∈ NS|ωo | (Sωo )
∣∣∣ σ · ρωo ≃ ρωo} /Sωo .
By [11, §6.2], the group Wωo acts on the space Cµωo and we have the following proposition.
Proposition 2.3.1. For all v ∈ Wωo we have
Tr
(
v
∣∣∣Cµωo
)
= c
µ
ω
where ω ∈ T is the element in the fiber H−1(ωo) which corresponds to the conjugacy class of v.
We now extend this proposition to the case of multi-partitions.
Given any family {aµ} of symmetric functions indexed by partitions µ ∈ P and a multi-partition µ =
(µ1, . . . , µk) ∈ P define
aµ := aµ1 (x1) · · ·aµk (xk).
For a multi-type ω ∈ T and a multi-partition µ ∈ P, we denote by cµω the integer defined by
sω =
∑
µEω+
c
µ
ωsµ.
Remark 2.3.2. Denote by (ω1, . . . , ωk) the coordinates of ω in Tk. Then
sω = sω1 (x1) · · · sωk (xk),
and so we see that the coefficient cµω is a product cµ
1
ω1 · · · c
µk
ωk of coefficients c
µi
ωi defined above where µ1, . . . , µk
are the coordinates of µ.
Define To as the set of functions ωo : P → Z≥0 whose support Sωo := {µ |ωo(µ) , 0} is finite and
does not contain the 0 element of P. If k = 1, then To is simply To defined above. We then have a natural
map To → (To)k that sends ωo to (ωo1, . . . , ωok) with ωoi (µ) :=
∑
µω
o(µ) where the sum is over the elements
µ ∈ P whose i-th coordinate is µ. We call ωoi the i-th coordinate of ωo.
Given a multi-type ωo ∈ To, we put
Wωo :=
∏
µ∈Sωo
Sωo(µ).
For all i = 1, . . . , k, the group Wωo is a subgroup of Wωoi .
Consider the map H : T → To that maps ω to the function ωo defined by ωo(µ) = ∑d d · ω(d, µ). The
elements of the fiber H−1(ωo) are then in bijection with ∏µ∈Sωo Pωo(µ) and so with the conjugacy classes of
Wωo .
For ωo ∈ To with coordinates (ωo1, . . . , ωok) and µ = (µ1, . . . , µk) ∈ P we define
C
µ
ωo :=
k⊗
i=1
C
µi
ωoi
The group Wωo1 × · · · × Wωok acts on C
µ
ωo and so does the group Wωo via its diagonal embedding in
Wωo1 × · · · × Wωok .
The following proposition is a consequence of Proposition 2.3.1 and Remark 2.3.2.
Proposition 2.3.3. For all v ∈ Wωo we have
Tr
(
v
∣∣∣Cµωo
)
= c
µ
ω
where ω ∈ T is the element in the fiber H−1(ωo) which corresponds to the conjugacy class of v.
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2.4 A technical result
Assume given a family {Vµ(t)}µ∈P of polynomials in Z[t] indexed by P. Let {Uµ(t)}µ∈P−{0} be the family
defined by
Exp

∑
µ∈P−{0}
Vµ(t)sµ
 = 1 +
∑
µ∈P−{0}
Uµ(t)sµ.
By Lemma 2.1.1 we have Uµ(t) ∈ Z[t].
The aim of this section is to study the properties of the polynomials Uµ(t) ∈ Z[t] in terms of those of
Vµ(t).
We have
Uµ(t) =
〈∑
ω∈T
AoωVω(t)sω, sµ
〉
=
∑
ω∈T
AoωVω(t)cµω
=
∑
ωo∈To
∑
ω∈H−1(ωo)
AoωVω(t)cµω
=
∑
ωo∈To
Wωoµ (t)
where
Wω
o
µ (t) :=
∑
ω∈H−1(ωo)
AoωVω(t)cµω.
Now fix ωo ∈ To. Write Sωo = {α1, . . . ,αs} and put ni := ωo(αi).
Recall that the elements ofH−1(ωo) are naturally parameterized by the setPn1×· · ·× Pns . Ifω ∈ H−1(ωo)
corresponds to (λ1, . . . , λs) ∈ Pn1 × · · · × Pns , then Aoω = zλ1 · · · zλs where for a partition λ = (1m1 , 2m2 , . . . )
we put
zλ :=
∏
i≥1
imi · mi!.
Recall that zλ is the cardinality of the centralizer inS|λ| of an element of type λ. For a partition λ, denote by
pλ(x) ∈ Λ(x) the corresponding power symmetric function in the infinite set of variables x = {x1, x2, . . . }.
Then p1(x) = x1 + x2 + · · · . Let y1, . . . , ys be s independent sets of infinitely many variables.
Consider
Wωoµ (y1, . . . , yk) :=
∑
(λ1,...,λs)∈Pn1×···×Pns
1
zλ1 · · · zλs
pλ1 (y1) · · · pλs (ys) Tr
(
v(λ1,...,λs)
∣∣∣Cµωo
)
where v(λ1,...,λs) ∈ Wωo is a representative of the conjugacy class of Wωo corresponding to (λ1, . . . , λs).
Lemma 2.4.1. Assume that for all i = 1, . . . , s, the polynomial Vαi (t) has non-negative integer coefficients,
then for an appropriate specialization of the variables y1, . . . , ys, we have
Wωoµ (y1, . . . , yk) = Wω
o
µ (t).
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Proof. Since the coefficients of Vαi(t) are non-negative, there is an appropriate specialization of Vαi(1)
variables in yi = {yi,1, yi,2, . . . } into monomials ti, with i ≥ 0 (the other variables being specialized to 0)
such that
p1(yi) = Vαi(t).
If ω ∈ H−1(ωo) correspond to (λ1, . . . , λs) ∈ Pn1 × · · · × Pns where λi = (λi1, λi2, . . . ) then
Vω(t) =
s∏
i=1
∏
j
Vαi
(
tλ
i
j
)
=
∏
i, j
p1(yλ
i
j
i )
=
s∏
i=1
pλi(yi).

Remark 2.4.2. By the discussion above Lemma 3.3.5, note that
∑
ω∈H−1(ωo)
Aoωc
µ
ω =
〈
C
µ
ωo , 1
〉
Wωo
and so if Vαi(t) = 1 for all i = 1, . . . , s, then Wω
o
µ (q) =
〈
C
µ
ωo , 1
〉
Wωo
.
We now decompose the character of the representation Wωo → GL(Cµωo ) as a sum of irreducible char-
acters
∑
(τ1,...,τs)∈Pn1×···×Pns
m(τ1,...,τs) χ
τ1 · · ·χτ
s
.
We thus have
Wωoµ (y1, . . . , yk) =
∑
(τ1,...,τs)∈Pn1×···×Pns
m(τ1,...,τs)
∑
(λ1,...,λs)∈Pn1×···×Pns
1
zλ1 · · · zλs
pλ1 (y1) · · · pλs (ys) χτ1λ1 · · · χτ
s
λs .
=
∑
(τ1,...,τs)∈Pn1×···×Pns
m(τ1,...,τs)
s∏
i=1
∑
λ∈Pni
1
zλ
pλ(yi) χτiλ
=
∑
(τ1,...,τs)∈Pn1×···×Pns
m(τ1,...,τs) sτ1 (y1) · · · sτs (ys).
Now a Schur function sλ decomposes as
sλ =
∑
µEλ
Kλµmµ
where mµ is the monomial symmetric function associated with µ and {Kλµ}λ,µ are the Kostka numbers which
are non-negative integers. Hence
Wωoµ (y1, . . . , yk) =
∑
(τ1,...,τs)∈Pn1×···×Pns
f(τ1 ,...,τs) mτ1(y1) · · ·mτs (ys), (2.4.1)
for some f(τ1,...,τs) ∈ Z≥0.
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Put
Rωo , µ := {(τ1, . . . , τs) ∈ Pn1 × · · · × Pns |m(τ1,...,τs) , 0}.
For a partition λ, denote by ℓ(λ) its length.
Theorem 2.4.3. Assume that for all i = 1, 2, . . . , s, the polynomial Vαi(t) has non-negative integer coeffi-
cients. Then the polynomial Wωoµ (t) has non-negative integer coefficients. Moreover it is non-zero if and
only if there exists a sequence (τ1, . . . , τs) ∈ Rωo ,µ such that for all i = 1, . . . , s, we have
ℓ(τi) ≤ Vαi(1).
Proof. The assertion (i) follows from the fact that if we specialize the variables yi according to Lemma
3.3.5 we see that the right hand side of Formula (2.4.1) is a polynomial in t with non-negative coefficients.
We have
Wω
o
µ (t) =
∑
(τ1,...,τs)∈Pn1×···×Pns
m(τ1,...,τs) sτ1 (y1) · · · sτs (ys) , 0
if and only if there exists (τ1, . . . , τs) ∈ Rωo ,µ such that for all i = 1, . . . , s we have sτi (yi) , 0. But
sτi (yi) , 0 if and only if there exists a partition λi E τi such that mλi (yi) , 0, i.e., such that ℓ(λi) ≤ Vαi(1).
Indeed, the integer Vαi (1) is the number of variables in yi that are specialized to a monomial qi, the other
variables being specialized to 0. We conclude by noticing that if λi E τi, then ℓ(τi) ≤ ℓ(λi).

For simplicity choose a total ordering ≥ on P and denote the elements of To in the form ωo =
α
n1
1 α
n2
2 · · ·α
ns
s with α1 ≥ α2 ≥ · · · ≥ αs and ωo(αi) = ni.
Theorem 2.4.4. Assume that the polynomials Vα(t), with |α| ≤ n, have non-negative integer coefficients.
Then we have the following assertions.
(i) For any µ ∈ Pn, the polynomial Uµ(t) has non-negative integer coefficients.
(ii) The polynomial Uµ(t) is non-zero if and only if there exists ωo = αn11 αn22 · · ·αnss ∈ To and a sequence
(τ1, . . . , τs) ∈ Rωo , µ such that for all i = 1, . . . , s, we have
ℓ(τi) ≤ Vαi(1).
Proof. Follows from Theorem 2.4.3 and the fact that the polynomial Uµ(t) is non-zero if and only if there
exists an ωo ∈ To such that Wωoµ (t) , 0. 
2.5 Cauchy function
Given a partition λ ∈ Pn and an integer g ≥ 0, we define
Hλ(t) := t
g 〈λ,λ〉
aλ(t) . (2.5.1)
where aλ(q) is the cardinality of the centralizer in GL|λ|(Fq) of a unipotent element with Jordan form of
type λ.
For a partition λ, let ˜Hλ(x; t) = ∑ν ˜Kνλ(t)sν(x) ∈ Λ(x) ⊗Z Q(t) where ˜Kνλ(t) are the modified Kostka
polynomials [14, Chapter III, §7].
As in [5] we consider the function Ω(t) ∈ Λ[[T ]] defined as
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Ω(t) = Ω(x1, . . . , xk; t) :=
∑
λ∈P
Hλ(t)
k∏
i=1
˜Hλ(xi; t).
When g = 0 and k = 2 this function was first considered by Garsia and Haiman [2]. Define V(t) ∈ TΛ[[T ]]
and U(t) ∈ 1 + TΛ[[T ]] by
V(t) := (t − 1) LogΩ(t), U(t) := ExpV(t)
2.6 Harcos inequality
We extend the definition of size of partitions to any sequence x = (x1, . . . , xk) of non-negative integers as
|x| :=
∑
i
xi.
For two sequences c = (c1, . . . , cr), x = (x1, . . . , xs), with c := maxi ci define
σc(x) := c|x|2 − |c|
∑
i
x2i .
Let us now state Harcos theorem [6, Appendix].
Theorem 2.6.1. Let r, s > 0 be integers. For i = 1, . . . , s, let xi = (xi1, . . . , xir) be a sequence with non-
negative numbers. Put c = (c1, . . . , cr) := ∑si=1 xi and c := maxi ci. Then
σc(c) ≥
s∑
i=1
σc(xi).
Corollary 2.6.2. Let α1, . . . , αs be s partitions and let µ be a partition of size |∑i αi| such that µ E ∑i αi.
Then
σµ(µ) ≥
s∑
i=1
σµ(αi).
Proof. We have
σµ(µ) −
s∑
i=1
σµ(αi) = σµ(µ) −
s∑
i=1
µ1|αi|2 − |µ|
∑
j
(αij)2
 .
Since µ E∑i αi, we can find x1, . . . , xk such that
1) µ = ∑i xi,
2) for all i = 1, . . . , s, |xi| = |αi| and ∑ j(xij)2 ≤ ∑ j(αij)2.
Notices that the sequences xi may not be partitions any more.
Hence
σµ(µ) −
s∑
i=1
σµ(αi) ≥ σµ(µ) −
s∑
i=1
σµ(xi)
which is non-negative by Theorem 2.6.1.

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3 Tensor products of unipotent characters
On Λ we put 〈 , 〉 := ∏i〈 , 〉i where 〈 , 〉i denotes the Hall pairing on Λ(xi) which makes the basis {sµ(xi)}
of Schur symmetric functions orthonormal.
3.1 Irreducible characters of unipotent type
To alleviate the notation, put G := GLn(Fq). Let B ⊂ G be the upper triangular matrices and let C[G/B]
be the C-vector space with basis G/B = {gB | g ∈ G}. The group G acts on C[G/B] by left multiplication.
Let us denote by IndGB (1) : G → C, g 7→ Trace (g |C[G/B]) the character of the representation G →
GL (C[G/B]). The decomposition of IndGB (1) as a sum of irreducible charaters of G reads
IndGB (1) =
∑
χ∈IrrSn
χ(1) · Uχ.
The irreducible characters {Uχ}χ are called the unipotent characters of G. The character U1 is the trivial
character of G and Uǫ , where ǫ is the sign character of Sn, is the Steinberg character of G. For a partition
λ of n, we put
Uλ := Uχλ
so that the U(1n) is the Steinberg character and U(n1) is the trivial character.
We say that an irreducible character of G is of unipotent type if it is of the form (α ◦ det) · Uλ for some
partition λ and some linear character α : F×q → C×.
3.2 Comet-shaped quivers
Given a non-negative integer g and a k-tuple µ = (µ1, µ2, . . . , µk) ∈ Pn with n ≥ 1, we denote by Γµ the
comet-shaped quiver
[1, 1] [1, 2] [1, s1]
[2, 1] [2, 2] [2, s2]
[k, 1] [k, 2] [k, sk]
0
with k legs of length s1, s2, . . . , sk (where si = ℓ(µi) − 1) and with g loops at the central vertex. The multi-
partition µ defines also a dimension vector vµ of Γµ whose coordinates on the i-th leg are (n, n−µi1, n−µi1−
µi2, . . . , n −
∑si
r=1 µ
i
r).
Let Iµ = {0} ∪ {[i, j] | 1 ≥ i ≥ k, 1 ≥ j ≥ si} be the set of vertices of Γµ and let Cµ = (ci j)i, j be the Cartan
matrix of Γµ, namely
ci j =

2 − 2(the number of edges joining i to itself) if i = j
−(the number of edges joining i to j) otherwise.
Let ( , ) be the symmetric bilinear form on ZIµ defined by
(ei, e j) = ci j.
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where for i ∈ Iµ, we denote by ei the root of Γµ with all zero coordinates except for a 1 at the indicated
vertex i. If there is no-edge loop at the vertex i, we say that ei is a fundamental root [10, Chapter 1]. For a
fundamental root ei we define the associated fundamental reflection si : ZIµ → ZIµ by
si(λ) = λ − 2(λ, ei) ei
for all λ ∈ ZI . The group W(Γµ) generated by all fundamental reflections is called the Weyl group of Γµ. A
vector v ∈ ZIµ is called a real root of Γµ if it is of the form w(ei) for some fundamental root ei and some
w ∈ W(Γµ). Recall [10, Chapter 1] that the fundamental set M(Γµ) of imaginary roots is the set of vectors
v ∈ (Z≥0)Iµ − {0} with connected support such that for all fundamental root e, we have
(e, v) ≤ 0.
The imaginary roots are the vectors v ∈ ZIµ which are of the form w(δ) or w(−δ) for some δ ∈ M(Γµ) and
w ∈ W(Γµ).
Let Φ(Γµ) ⊂ ZI be the set of all roots (real and imaginary) of Γµ and let Φ(Γµ)+ ⊂ (Z≥0)Iµ be the subset
of positive roots.
For α = (α1, . . . , αk) ∈ P, define
δ(α) := (2g − 2 + k)n −
k∑
i=1
αi1. (3.2.1)
Proposition 3.2.1. A dimension vector v of Γµ is in M(Γµ) if and only if there exists α ∈ P such that v = vα
and δ(α) ≥ 0.
Proof. For all i, j ≥ 1, we have
(v, e[i, j]) = −
(
(v[i, j−1] − v[i, j]) − (v[i, j] − v[i, j+1])
)
where for convenience [i, 0] denotes also the central vertex 0. We also have
(v, e0) = (2 − 2g)v0 −
k∑
i=1
v[i,1]
= −
(2g − 2 + k)v0 −
k∑
i=1
(v0 − v[i,1])

For all i = 1, . . . , k, put αi1 := v0 − v[i,1] ∈ Z and α
i
j := v[i, j−1] − v[i, j] for all j ≥ 1, and put αi = (αi1, αi2, . . . ).
Then v is in the fundamental domain if and only if for all i = 1, . . . , k, the tuple αi is a partition and
δ(α) ≥ 0 where α = (α1, . . . , αk). It is also clear that v = vα.

Note that if g ≥ 1, then δ(µ) ≥ 0 and so vµ is always an imaginary root.
Put
Aµ(t) :=
〈
V(t), hµ
〉
(3.2.2)
where V(t) is as in §2.5 and hµ = hµ1 (x1) · · ·hµk (xk) denotes the complete symmetric function.
For µ ∈ P, put
dµ := n2(2g − 2 + k) −
∑
i, j
(µij)2 + 2 = 2 − tvµCµvµ. (3.2.3)
Recall one of the main result of [6].
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Theorem 3.2.2. (i) For any finite field Fq, the evaluation Aµ(q) counts the number of isomorphism classes
of absolutely indecomposable representations of Γµ of dimension vµ over Fq.
(ii) If non-zero, Aµ(t) is a monic polynomial of degree dµ/2 with integer coefficients.
(iii) The polynomial Aµ(t) is non-zero if and only if vµ ∈ Φ(Γµ). Moreover Aµ(t) = 1 if and only if vµ is a
real root.
We recently proved in [7] that the coefficients of Aµ(t) are actually non-negative. The assertion (ii)
follows from (i) using the results in [9, §1.15], and the assertion (iii) follows from (i) and [9, §1.10].
3.3 The generic case
Let µ = (µ1, . . . , µk) ∈ Pn with n ≥ 1. A tuple (X1, . . . ,Xk) of irreducible characters of G is said to be of
type µ if for each i = 1, 2, . . . , k, there exists a linear character αi : F×q → C× such that
Xi := (αi ◦ det) · Uµi .
The tuple (X1, . . . ,Xk) said to be generic if the size of the subgroup of Irr (F×q ) generated by α1 · · ·αk
equals n (see [11, Definition 6.8.6]).
Fix an integer g ≥ 0 and consider E : G → C, x 7→ qg dim CGLn (x). If g = 1, note that E is the character of
the representation of G in the group algebra C[g] where G acts on g := gln(Fq) by conjugation.
Define
Vµ(t) :=
〈
V(t), sµ
〉
. (3.3.1)
I.e., the Vµ(t) are defined by the identity
∑
µ∈P
Vµ(t)sµ = V(t).
Recall the following theorem [11, §6.10.6].
Theorem 3.3.1. For any generic tuple (X1, . . . ,Xk) of type µ we have
〈E ⊗ X1 ⊗ · · · ⊗ Xk, 1〉G = Vµ(q) (3.3.2)
By definition Vµ(t) is a rational function in t with rational coefficients and by the above theorem it is an
integer for infinitely many values of t. Hence Vµ(t) is a polynomial in t with rational coefficients.
Theorem 3.3.2. (1) The polynomial Vµ(t) is non-zero if and only if vµ ∈ Φ(Γµ). Moreover Vµ(t) = 1 if and
only if vµ is a real root.
(2) If non-zero, the polynomial Vµ(t) is a monic polynomial of degree dµ/2 with non-negative integer coef-
ficients.
For α = (α1, . . . , αk), β = (β1, . . . , βk) ∈ Pn, say that α E β if αi E βi for all i = 1, . . . , k. We will need
the following lemma.
Lemma 3.3.3. If α, β ∈ Pn are such that α E β and α , β then dβ < dα.
Proof. We need to see that for two partitions λ = (λ1, . . . , λr) and µ = (µ1, . . . , µs) such that λ E µ and
λ , µ, we have
∑r
i=1 λ
2
i <
∑s
i=1 µ
2
i . This follows from the formula
l∑
i=1
µ2i −
l∑
i=1
λ2i = (µ1−λ1)(µ1−µ2+λ1−λ2)+(µ1+µ2−λ1−λ2)(µ2−µ3+λ2−λ3)+· · ·+

l∑
i=1
µi −
l∑
i=1
λi
 (µs+λs)
which is available for all l (with the convention that λi = 0 if i > r). 
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Proof of Theorem 3.3.2. We have the following relations between Schur and complete symmetric functions
[14, page 101]:
hλ =
∑
µDλ
K′λµsµ, sµ =
∑
λDµ
K∗µλhλ,
where K = (Kλµ)λ,µ is the matrix whose coefficients are Kostka numbers, K′ = (K′λµ)λ,µ is the transpose
of K and K∗ = (K∗
λµ
)λ,µ is the transpose inverse of K. By Formulas (3.2.2) and (3.3.1) we have for any
λ, µ ∈ P − {0}
Aλ(t) =
∑
µDλ
K′λµVµ(t), Vµ(t) =
∑
λDµ
K∗µλAλ(t), (3.3.3)
where Kλµ :=
∏k
i=1 Kλiµi . Assume that vµ ∈ Φ(Γµ). By Theorem 3.2.2 the polynomial Aµ(t) is monic of
degree dµ/2. Moreover K∗µµ = 1 and by Lemma 3.3.3 the degree of the polynomials Aλ(t), with λDµ, λ , µ,
are of degree strictly smaller than dµ/2. Hence we deduce from the second formula (3.3.3) that Vµ(t) is
non-zero and is a monic polynomial of degree dµ/2. Note that if vµ is real, then Aµ(t) = 1 and Aλ(t) = 0 if
λDµ, λ , µ as dλ < dµ = 0, and so Vµ(t) = 1. Assume now that Vµ(t) , 0. Recall that Kλµ are non-negative
integers and that Kµµ = 1. Moreover, for all α ∈ P−{0}, the evaluation Vα(q) of Vα(t) at q is a non-negative
integer by Theorem 3.3.1. Hence, by the first formula (3.3.3), the polynomial Aµ(t) must be non-zero and
so, by Theorem 3.2.2, the dimension vector vµ is a root.
Let us now outline the proof of the positivity which is similar to the proof of the main result of [7].
Denote by K an arbitrary algebraic closure of Fq and put gln := gln(K). Denote by F : gln → gln the Frobe-
nius endomorphism that raises coefficients of matrices to their q-th power. Say that a tuple (C1, . . . ,Ck) of
adjoint orbits of gln is generic [11, §5.1] if ∑ki=1 Tr (Ci) = 0 and if for any subspace V ⊂ Kn stable by some
Xi ∈ Ci for each i = 1, . . . , k, such that
k∑
i=1
Tr (Xi|V ) = 0
then either V = 0 or V = Kn. Generic tuples of semisimple regular adjoint orbits always exists [5, §2.2][11,
§5.1]. Recall that the G-conjugacy classes of F-stable maximal tori of GLn = GLn(K) are parametrized
by the conjugacy classes of Sn. For w in the symmetric group Sn we denote by Tw a representative of
the corresponding G-conjugacy class of maximal tori. Say that an F-stable regular semisimple adjoint
orbit of gln is of type w ∈ Sn if it has a non-empty intersection with tFw where tw := Lie(Tw). Denote
by Sn = Sn × · · · × Sn the Cartesian product of k copies of Sn. Now for each conjugacy class of Sn
with representative w = (w1, . . . ,wk) choose a generic tuple (Cw1 , . . . ,Cwk) of F-stable semisimple regular
adjoint orbits of gln of type w (such a choice is possible for any w assuming that q is sufficiently large
which we now assume). Consider the space
Vw :=
(A1, B1, . . . , Ag, Bg, X1, . . . , Xk) ∈ gl
2g
n × C
w1 × · · · × Cwk
∣∣∣∣∣∣∣∣
∑
i
[Ai, Bi] +
∑
j
X j = 0
 ,
and the affine GIT quotient
Qw := Vw//GLn := Spec
(
K[Vw]GLn
)
where GLn acts on Vw diagonally by conjugation. It is well-known (see for instance [5]) that Qw is non-
singular, irreducible and has vanishing odd cohomology. If w = 1, we will simply write Q instead of Q1.
We know by Lemma 7.2.1, Theorem 6.9.1 and Theorem 6.10.1 in [11] that
ǫ(wλ) #Qwλ(Fq) = qd/2 〈V(q), pλ〉 (3.3.4)
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where
d := n2(2g − 2 + k) − kn + 2
is the dimension of Q, ǫ is the sign character of Sn and where wλ ∈ Sn is in the conjugacy class correspond-
ing to the multi-partition λ ∈ P. By definition Xλ(t) := 〈V(t), pλ〉 is a rational function in t and by (3.3.4)
the function td/2Xλ(t) is an integer for infinitely many values of t, therefore td/2Xλ(t) must by a polynomial
in t with rational coefficients.
On the other hand, exactly as in [7, §2.2.1] we can prove (assuming that the characteristic is large
enough) that there exists, for each i, a representation ρi : Sn → GL(H2ic (Q)), where H2ic (Q) denotes the
compactly supported ℓ-adic cohomology of Q, such that
#Qw(Fq) =
d∑
i=d/2
Trace
(
ρi(w) |H2ic (Q)
)
qi. (3.3.5)
Note that the characterψi : Sn → Q, w 7→ Trace
(
ρi(w) |H2ic (Q)
)
of the representation ρi does not depend on
q. A priori it should depend on the characteristic of K but it does not because it follows from the identities
(3.3.4) and (3.3.5) that the values of the characters of the representations ρi are given by the coefficients of
the polynomials td/2Xλ(t) ∈ Q[t]. If Q/C denotes the complex analogue of Q (see 1.1.1), then we know by
[15, see below Lemma 48] that there is a representation ρi
C
of Wv on H2ic (Q/C,C). We can actually prove
(as in [7, §2.2.1]) that ψi is also the character of ρi
C
. From the identity sµ =
∑
λ z
−1
λ
χ
µ
λ
pλ we find that
Vµ(q) =
∑
λ
z−1λ χ
µ
λ
〈V(q), pλ〉 .
Combining Formulas (3.3.5) and (3.3.4) we get that
Vµ(q) = q−d/2
∑
i

∑
λ
z−1λ χ
µ
λ
ǫ(wλ)ψi(wλ)
 qi
= q−d/2
∑
i
〈
χµ
′
, ψi
〉
Sn
qi,
where µ′ denote the dual multi-partition of µ. Since these identities are true for infinitely many values
of q, the coefficients of the polynomial Vµ(t) coincide with the multiplicities
〈
χµ
′
, ψi
〉
Sn
and therefore are
non-negative integers. 
3.4 The unipotent case
For µ ∈ P − {0}, define
Uµ(t) :=
〈
U(t), sµ
〉
where U(t) is as in §2.5 and put Uµ(t) := 1 if µ = 0.
Proposition 3.4.1. For all µ ∈ P − {0}, we have
Uµ(q) =
〈
E ⊗Uµ1 ⊗ · · · ⊗ Uµk , 1
〉
. (3.4.1)
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Recall the following relation between Vµ(t) and Uµ(t),
∑
µ
Uµ(t)sµ = Exp

∑
µ
Vµ(t)sµ
 . (3.4.2)
To prove Proposition 3.4.1 we recall the definition of the type of a conjugacy class of G. Let F : Fq → Fq,
x 7→ xq be the Frobenius endomorphism and let O be the set of 〈F〉-orbits of F×q . The conjugacy classes of
G corresponds to the maps f : O → P such that
∑
γ∈O
|γ| · | f (γ)| = n.
Let C be a conjugacy class of G corresponding to such a function f . The type of C is the function ωC =
ω f ∈ Tn defined by
ωC(d, λ) := # {γ ∈ O | (d, λ) = (|γ|, f (γ))} .
Proof of Proposition 3.4.1. We have
〈
E ⊗Uµ1 ⊗ · · · ⊗ Uµk , 1
〉
=
1
|G|
∑
g∈G
E(g)Uµ1(g) · · ·Uµk (g)
=
∑
C
E(C)
aC(q)
k∏
i=1
Uµi (C)
where the last sum is over the conjugacy classes of G and where aC(q) denotes the cardinality of the
centralizer in G of an element of C. It is well-known (see for instance [6, Theorem 2.2.2]) that for any
conjugacy class C of G and any partition µ of n we have
Uµ(C) =
〈
˜HωC (x; q), sµ(x)
〉
.
By Formula (2.5.1) we also have
HωC (q) =
E(C)
aC(q) .
Let Cn be the set of conjugacy classes of GLn(Fq) and put C = ∪n≥1Cn. Denote also by PO the set of
all function O → P with finite support. If 0 denotes the function that take the value 0 everywhere, we put
Hω0 (q) = ˜Hω0 (x; q) = 1.
∑
µ∈P
〈
E ⊗Uµ1 ⊗ · · · ⊗ Uµk , 1
〉
sµ = 1 +
∑
C∈C
HωC (q)
∏
i
˜HωC (xi; q)
=
∑
f∈PO
Hω f (q)
∏
i
˜Hω f (xi; q)
=
∏
γ∈O
Ω
(
x
|γ|
1 , . . .x
|γ|
k ; q
|γ|
)
=
∞∏
d=1
Ω
(
xd1, . . . , x
d
k ; q
d
)φd(q)
where φd(q) denotes the number of elements in O of size d. Recall that
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φn(q) = 1
n
∑
d|n
µ(d)(qn/d − 1).
By Proposition 2.1.2 we deduce that
Log

∑
µ∈P
〈
E ⊗ Uµ1 ⊗ · · · ⊗ Uµk , 1
〉
sµ
 = (q − 1) LogΩ(q).

From Proposition 3.4.1, Theorem 2.4.4 and Theorem 3.3.2(2) we deduce the following one.
Theorem 3.4.2. Let µ ∈ P − {0}. We have the following assertions.
(i) The polynomial Uµ(t) has non-negative integer coefficients.
(ii) The polynomial Uµ(t) is non-zero if and only if there exists ωo = αn11 · · ·αnss ∈ To and (τ1, . . . , τs) ∈
Rωo ,µ such that for all i = 1, . . . , s we have
ℓ(τi) ≤ Vαi(1). (3.4.3)
Remark 3.4.3. Note that, by Theorem 3.3.2 (1), the inequality (3.4.3) does not hold unless vαi is a root of
Γαi .
We are now going to give a simple sufficient condition for Uµ(t) to be non-zero.
Denote by To+ the set of ωo = α
n1
1 · · ·α
ns
s ∈ To such that vαi is root of Γαi . By Proposition 3.4.1, §2.4
and Remark 3.4.3 we have a decomposition
Uµ(t) =
∑
ωo∈To+
Wωoµ (t) (3.4.4)
where
Wωoµ (t) =
∑
ω∈H−1(ωo)
AoωVω(t)cµω.
For ωo = αn11 · · ·α
ns
s ∈ To+, put
dωo :=
s∑
i=1
nidαi
where dα, with α ∈ P, is given by Formula (3.2.3).
For all ω ∈ H−1(ωo), the degree of the polynomial Vω(t) is dωo/2 by Theorem 3.3.2 (2).
By Remark 2.4.2 we have
∑
ω∈H−1(ωo)
Aoωc
µ
ω =
〈
C
µ
ωo , 1
〉
Wωo
.
We deduce the following proposition.
Proposition 3.4.4. Let ωo = αn11 · · ·α
ns
s ∈ To+. If
〈
C
µ
ωo , 1
〉
Wωo
, 0, then
〈
C
µ
ωo , 1
〉
Wωo
qdωo
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is the term of Wωoµ (t) of highest degree. In particular, if for all i = 1, . . . , s the vector vαi is a real root (in
which case dαi = 0), then
Wωoµ (t) =
〈
C
µ
ωo , 1
〉
Wωo
.
Remark 3.4.5. Let µ = (µ1, . . . , µk) ∈ P and ωo = αn11 · · ·αnss ∈ To be of same size n. Notice that if
αi = ((1), . . . , (1)) for all i, then Wωo = Sn and
〈
C
µ
ωo , 1
〉
= 〈Hµ, 1〉
where Hµ is the C[Sn]-module Hµ1 ⊗ · · · ⊗ Hµk . Note also that if n1 = n2 = · · · = ns = 1 then Wωo = 1 and
〈
C
µ
ωo , 1
〉
= dimCµωo .
Hence in this case
〈
C
µ
ωo , 1
〉
is a product of Littlewood-Richardson coefficients. If moreover s = 1 and
n1 = 1, then
〈
C
µ
ωo , 1
〉
= δωo,µ.
Corollary 3.4.6. Let µ ∈ P − {0}. If there exists ωo ∈ To+ such that
〈
C
µ
ωo , 1
〉
, 0, then Uµ(t) , 0. In
particular, if vµ is a root or if
〈
Hµ, 1
〉
, 0, then Uµ(t) , 0.
Proof. By Theorem 3.4.2 (i), the polynomials Wωoµ (t) have non-negative integer coefficients and so there
are no cancellation in the decomposition (3.4.4). We can now apply Proposition 3.4.4 to deduce that if〈
C
µ
ωo , 1
〉
, 0 for some ωo, then Uµ(t) , 0. 
Note that Corollary 3.4.6 is also a straightforward consequence of Theorem 3.4.2. Indeed if
〈
C
µ
ωo , 1
〉
,
0 with ωo = αn11 · · ·α
ns
s ∈ To+, then the multi-partition ((n1)1, . . . , (ns)1) belongs to Rωo ,µ and clearly
ℓ((ni)1) = 1 ≤ Vαi(1) as αi is a root.
Theorem 3.4.7. Let µ ∈ P − {0}.
(i) If vµ is a root of Γµ, then the degree of the polynomial Uµ(t) is at least dµ/2.
(ii) If δ(µ) ≥ 2, then the degree of Uµ(t) is exactly dµ/2.
(ii) If δ(µ) ≥ 3 or g = 0, k = 3 and δ(µ) = 2, then Uµ(t) is a monic polynomial.
Remark 3.4.8. The degree of Uµ(t) may be strictly larger than dµ/2. Indeed, assume that g = 0, n = 6 and
k = 3, and take µ = ((23), (23), (23)). Note that vµ = 2 · α1 where α1 is the indivisible imaginary root of
˜E6. A direct calculation shows that dµ = 2 = dα1 . Consider ωo = α21. Then a direct calculation, using that
Vα1(t) = t (see Section §3.5) shows that Wω
o
µ (t) = t2 while dµ/2 = 1.
For µ = (µ1, . . . , µk) ∈ P, put
∆(µ) := 12dµ − 1 =
1
2(2g − 2 + k)n
2 −
1
2
∑
i, j
(µij)2.
Notice that if α = (α1, . . . , αk) ∈ P (possibly of size different from |µ|), then
2|µ|∆(α) = δ(µ)|α|2 + σµ(α).
where σµ(α) := ∑ki=1 σµi (αi).
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Proposition 3.4.9. Let µ,α1, . . . ,αs ∈ P − {0} such that |µ| = |
∑s
i=1 αi| and µ E
∑s
i=1 αi.
(i) Assume that for all i = 1, . . . , s, we have δ(µ)|αi| ≥ 2. Then
dµ ≥
∑
i
dαi (3.4.5)
If moreoever δ(µ)|αi| > 2 for some i = 1, . . . , s, then the inequality (3.4.5) is strict.
(ii) Assume that g = 0, k = 3 and δ(µ) ≥ 2. Then the inequality (3.4.5) is strict.
Proof. Put n := |µ|. Let us first prove (i).
2n∆(µ) − 2n
s∑
i=1
∆(αi) = δ(µ)
n2 −
∑
i
|αi|
2
 + σµ(µ) −
s∑
i=1
σµ(αi).
We thus have
ndµ − n
s∑
i=1
dαi = 2n∆(µ) − 2n
s∑
i=1
∆(αi) − 2n(s − 1)
= δ(µ)

∑
i, j
|αi| |α j|
 − 2n(s − 1) + σµ(µ) −
s∑
i=1
σµ(αi)
=
s∑
i=1
∑
j,i
|αi|
(
δ(µ)|α j| − 2
)
+ σµ(µ) −
s∑
i=1
σµ(αi)
By Theorem 2.6.1 we have σµ(µ) −∑si=1 σµ(αi) ≥ 0 hence the assertion (i).
We now prove (ii). If |α| ≤ 2 then a straightforward calculation shows that dα ≤ 0, hence if for all
i = 1, . . . , s, we have |αi| ≤ 2, then clearly dµ −
∑
i dαi is strictly positive.

Proof of Theorem 3.4.7. By the decomposition (3.4.4), we have
Uµ(t) = Vµ(t) +
∑
ωo,µ
Wω
o
µ (t).
Recall that when vµ is a root, the polynomial Vµ(t) is non-zero monic of degree dµ/2 by Theorem 3.3.2.
Hence (i). The assumption δ(µ) ≥ 2 implies (by Proposition 3.4.9) that the degree of Wωoµ (t) is smaller or
equal to dµ/2. Since the leading coefficients of Wω
o
µ (t) are non-negative we get assertion (ii). The assertion
(iii) is also a consequence of Proposition 3.4.9. Indeed, in this case the degrees of Wωoµ (t) are strictly smaller
than dµ/2.

Corollary 3.4.10. Denote by Stn the Steinberg character of GLn(Fq). Then 〈Stn ⊗ Stn ⊗ Stn, 1〉 is a monic
polynomial of degree 12 (n − 1)(n − 2) for all n ≥ 1.
Proof. We have 〈Stn ⊗ Stn ⊗ Stn, 1〉 = Uµ(q) with µ = ((1n), (1n), (1n)). We find that dµ = (n − 1)(n − 2).
Now δ(µ) = n − 3. Hence by Theorem 3.4.7 the corollary is true for n ≥ 5. The cases n = 2, 3, 4 are not
difficult to work out with the above results (see §3.5 to see how to apply the above results) and we find that
〈St2 ⊗ St2 ⊗ St2, 1〉 = 1
〈St3 ⊗ St3 ⊗ St3, 1〉 = q + 1
〈St4 ⊗ St4 ⊗ St4, 1〉 = q3 + 2q + 1
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Note that for n ≥ 3, we have δ(µ) ≥ 0 and so vµ is in the fundamental domain of imaginary root (see
Proposition 3.2.1). For n = 2, the vector vµ is a real root of D4.

3.5 Example
Assume that n = k = 3 and g = 0. We first need to list the Vα(t) where |α| ≤ 3 and vα ∈ Φ(Γα). This is
given in the left column of the table below (up to permutation of the coordinates of α).
α |α| Γα vα Vα(t)
α1 := ((13), (13), (13)) 3 ˜E6 (3, (2, 1), (2, 1), (2, 1)) t
α2,1 := ((2, 1), (13), (13)) 3 E6 (3, (1), (2, 1), (2, 1)) 1
α3 := ((12), (12), (12)) 2 D4 (2, (1), (1), (1)) 1
α4 := ((1), (1), (1)) 1 A1 (1) 1
(3.5.1)
where in the second column we only put the underlying graph of Γα (as the orientation does not matter)
and where vα is written in the form (v0, (v[1,1], v[1,2], . . . ), (v[2,1], v[2,2], . . . ), . . . , (v[k,1], v[k,2], . . . )). Note that
vα2,1 , vα3 and vα4 of the last three rows are real roots and so by Theorem 3.3.2 we have Vα(t) = 1 in these
cases. Notice that vα1 of the first row is the unique indivisible positive imaginary root of ˜E6. We can see
that Vα1(t) = t either by computing directly Vα1 (t) with Formula (3.4.1) or by proceeding as follows. Put
α2,2 := ((13), (2, 1), (13)) and α2,3 := ((13), (13), (2, 1)) . Applying Formula (3.3.3) we find that
Aα1 (t) = Vα1(t) +
3∑
i=1
2 Vα2,i(t)
= Vα1(t) + 6
On the other hand the polynomial Aα1 (t) is monic of degree 1 by Theorem 3.2.2 and we know by [1] that
the constant term of the polynomials Aα1(t) is the multiplicity of the root vα1 . Now the multiplicity of vα1
is 6 (see [10, Chap. 7, Corollary 7.4]) and so Aα1(t) = t + 6. Hence Vα1 (t) = t.
The set of types ωo ∈ To+ of size 3 are thus
α1, α2,1, α2,2, α2,3, α3α4, α
3
4.
and so the decomposition (3.4.4) reads
Uµ(t) = Wα1µ (t) +Wα2,1µ (t) +Wα2,2µ +Wα2,3µ + Wα3α4µ (t) +Wα
3
4
µ (t).
Since the dimension vectors associated to α2,1, α2,2, α2,3, α3, α4, α4 are real roots, by Proposition 3.4.4
and Remark 3.4.5 we have
Uµ(t) = δα1, µVα1(t) + δα2,1,µ + δα2,2, µ + δα2,3,µ + cµ(12)(1) +
〈
Hµ, 1
〉
= δα1, µt + δα2,1,µ + δα2,2,µ + δα2,3,µ + c
µ
(12)(1) +
〈
Hµ, 1
〉
where cµ(12)(1) := c
µ1
(12)(1)c
µ2
(12)(1)c
µ3
(12)(1) with (µ1, µ2, µ3) = µ.
Recall that cµ(12)(1) = 1 if µ ∈ {(2, 1), (1, 1, 1)} and c
µ
(12)(1) = 0 otherwise.
Hence
24
µ δα1,µ δα2,1,µ c
µ
(12)(1)
〈
Hµ, 1
〉
Uµ(t)
((31), (31), (31)) 0 0 0 1 1
((31), (31), (2, 1)) 0 0 0 0 0
((31), (31), (13)) 0 0 0 0 0
((31), (2, 1), (2, 1)) 0 0 0 1 1
((31), (2, 1), (13)) 0 0 0 0 0
((31), (13), (13)) 0 0 0 1 1
((2, 1), (2, 1), (2, 1)) 0 0 1 1 2
((2, 1), (2, 1), (13)) 0 0 1 1 2
((2, 1), (13), (13)) 0 1 1 0 2
((13), (13), (13)) 1 0 1 0 t + 1
References
[1] Crawley-Boevey, W. and Van den Bergh, M.: Absolutely indecomposable representations and Kac-Moody Lie
algebras. With an appendix by Hiraku Nakajima. Invent. Math. 155 (2004), no. 3, 537–559.
[2] Garsia, A.M. and Haiman, M.: A remarkable q,t-Catalan sequence and q-Lagrange inversion, J. Algebraic
Combin. 5 (1996) no. 3, 191-244.
[3] Getzler, E.: Mixed Hodge Structures of configuration spaces, preprint, arXiv:alg-geom/9510018.
[4] Green, J.A.: The characters of the finite general linear groups. Trans. Amer. Math. Soc. 80 (1955), 402–447.
[5] Hausel T., Letellier, E. and Rodriguez-Villegas, F.: Arithmetic harmonic analysis on character and quiver vari-
eties, Duke Math. J., 160 (2011) no. 2, 323–400.
[6] Hausel T., Letellier, E. and Rodriguez-Villegas, F.: Arithmetic harmonic analysis on character and quiver vari-
eties II, preprint arXiv:1109.5202.
[7] Hausel T., Letellier, E. and Rodriguez-Villegas, F.: Positivity of A-polynomials and DT-invariants of quivers,
preprint (to be posted on arXiv soon).
[8] Hiss, Gerhard and Lu¨beck, Frank: Some observations on products of characters of finite classical groups. Finite
groups 2003, 195–207, Walter de Gruyter GmbH & Co. KG, Berlin (2004).
[9] Kac, V.: Root systems, representations of quivers and invariant theory. Lecture Notes in Mathematics, vol. 996,
Springer-Verlag (1982), 74–108.
[10] Kac, V.: Infinite dimensional Lie algebras. Third edition. Cambridge University Press, Cambridge (1990),
xxii+400 pp.
[11] Letellier, E.: Quiver varieties and the character ring of general linear groups over finite fields. To appear in
Journal of the European Math. Soc., preprint arXiv:1103.2759.
[12] Lu¨beck, F.: Generic decomposition of tensor products.
http://www.math.rwth-aachen.de/∼Frank.Luebeck/preprints/tprdexmpl/tendec.html
[13] Lusztig, G.: Quiver varieties and Weyl group actions, Ann. Inst. Fourier (Grenoble) 50 (2000), 461–489.
[14] Macdonald, I.G: Symmetric Functions and Hall Polynomials, Oxford Mathematical Monographs, second ed.,
Oxford Science Publications. The Clarendon Press Oxford University Press, New York, 1995.
25
[15] Maffei, A.: A remark on quiver varieties and Weyl group, Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) 1 (2002), no. 3,
649–686.
[16] Mozgovoy, S.: A computational criterion for the Kac conjecture, J. Algebra 318 (2007), no. 2, 669–679.
[17] Nakajima, H.: Instantons on ALE spaces, quiver varieties, and Kac-Moody algebras, Duke Math. J. 76 (1994),
365–416.
[18] Nakajima, H.: Reflection functors for quiver varieties and Weyl group actions. Math. Ann. 327 (2003), no. 4,
671–721.
[19] Saito, M.: Mixed Hodge Modules. Publ. Res. Inst. Math. Sci., 26 (1990), 221–333.
