This paper explores some applications of a twomoment inequality for the integral of the r-th power of a function, where 0 < r < 1. The first contribution is an upper bound on the Rényi entropy of a random vector in terms of the two different moments. When one of the moments is the zeroth moment, these bounds recover previous results based on maximum entropy distributions under a single moment constraint. More generally, evaluation of the bound with two carefully chosen nonzero moments can lead to significant improvements with a modest increase in complexity. The second contribution is a method for upper bounding mutual information in terms of certain integrals with respect to the variance of the conditional density. The bounds have a number of useful properties arising from the connection with variance decompositions.
I. INTRODUCTION
Measures of entropy and information play a central role in applications throughout information theory, statistics, computer science, and statistical physics. In many cases, there is interest in understanding maximal properties of these measures over a given family of distributions. One example is given by the principle of maximum entropy [1] .
Entropy-moment inequalities can be used to describe properties of distributions characterized by moment constraints. Perhaps the most well known entropy-moment inequality follows from the fact that the Gaussian distribution maximizes differential entropy over all distributions with the same variance [2, Theorem 8.6.5] . This inequality leads to remarkably simple proofs for fundamental results in information theory and estimation theory.
A variety of entropy-moment inequalities have also been studied in the context of Rényi entropy [3] - [7] , which is a generalization of Shannon entropy. Recent work has focused on the extremal distributions for the closely related Rényi divergence [8] - [12] .
Another line of work focuses on relationships between measures of dissimilarity between probability distributions provided by the family of f -divergences [13] , [14] , which includes as special cases, the total variation distance, relative entropy (or Kullback-Leibler divergence), Rényi divergence, and chi-square divergence. One application of these results is to provide bounds for mutual information in terms of divergence measures that dominate relative entropy, such as the chi-square divergence; see e.g., [13] , [14] .
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A. Overview of results
The starting point of our analysis (Proposition 2) is an inequality for the integral of the r-th power of a function. Specifically, for any numbers p, q, r with 0 < r < 1 and p < 1 − r r < q, the following inequality holds:
for all non-negative functions f : R + → R + where C and 0 < λ < 1 are given explicitly in terms of the tuple (p, q, r).
An extension to functions defined on an arbitrary subset of R n is also provided (Proposition 3).
The remainder of the paper shows how this inequality can be used to provide bounds on information measures such as Rényi entropy and mutual information. Some useful properties of the bounds include:
• Simplicity: Beyond the existence of a density, these bounds do not require further regularity conditions such as boundedness or sub-exponential tails. As a consequence, these bounds can be applied under relatively mild technical assumptions. • Tightness: For some applications, the bounds can provide an accurate characterization of the underlying information measures. For example, a special case of Proposition 9 in this paper played a key role in the author's recent work [15] , [16] , where it was used to bound the relative entropy between low-dimensional projections of a random vector and a Gaussian approximation. • Geometric Interpretation: Our bounds on the mutual information between random variables X and Y can be expressed in terms of the variance of the conditional density of Y given X. Specifically, the bounds depend on integrals of the form:
For s = 0, this integral is the expected squared L 2 distance between the conditional density f Y |X and the marginal density f Y . Due to space constraints, we are only able to provide an overview of some of the main ideas. An extended version of the paper contains the full details [17] .
II. MOMENT INEQUALITIES
Let f be a real-valued Lebesgue measurable function defined on a measurable subset S of R n . For any positive number p, the function · p is defined according to
The s-th moment of f is defined according to
where · denotes the standard Euclidean norm on vectors. Given a number 0 < r < 1 and vectors s ∈ R k and ν ∈ R k + the function c r (ν, s) is defined according to
if the integral exists. Otherwise, c r (ν, s) is defined to be positive infinity. It can be verified that c r (ν, s) is finite provided that there exists i, j such that ν i and ν j are strictly positive and
Our first result shows that c r (ν, s) provides a upper bound on f r in terms of the moments of f . 
where the second step follows from Hölder's inequality with conjugate exponents 1/(1 − r) and 1/r.
The next result follows from optimizing the bound in Proposition 1 as a function of ν for the case of two moment constraints.
Proposition 2. Let f be a nonnegative Lebesgue measureable function defined on the positive reals R + . For any numbers p, q, r with 0 < r < 1 and p < 1/r − 1 < q, we have
where
Using Euler's reflection formula for the Beta function, the case r = 1/2 can be expressed as
Next, we consider an extension of Proposition 2 for functions defined on R n . Given any measurable subset S of R n we define
Euclidean ball of radius one and
The function ω(S) is proportional to the surface measure of the projection of S on the Euclidean sphere and satisfies
,
Proposition 3. Let f be a nonnegative Lebesgue measurable function defined on a subset S of R n . For any numbers p, q, r with 0 < r < 1 and p < 1/r − 1 < q, we have
where λ = (q + 1 − 1/r)/(q − p) and ψ r (p, q) is given by (1) .
III. RÉNYI ENTROPY BOUNDS
Let X be a random vector that has a density f (x) on R n . The differential Rényi entropy of order r ∈ (0, 1) ∪ (1, ∞) is defined according to [2] :
The Rényi entropy is continuous and non-increasing in r. If the support set S = {x ∈ R n : f (x) > 0} has finite measure then the limit as r converges to zero is given by h 0 (X) = log Vol(S). The case r = 1 is given by the Shannon differential entropy:
Given a random variable X that is not identically zero and numbers p, q, r with 0 < r < 1 and p < 1/r − 1 < q, we define the function
The next result, which follows directly from Proposition 3, provides an upper bound on the Rényi entropy.
Proposition 4. Let X be a random vector with a density on R n . For any numbers p, q, r with 0 < r < 1 and p < 1/r − 1 < q, the Rényi entropy satisfies
where ω(S) is defined in (3) and ψ r (p, q) is defined in (1) .
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The relationship between Proposition 4 and previous results depends on whether the moment p is equal to zero:
• One-moment inequalities: If p = 0 then there exists a distribution such that (4) holds with equality. This is because the zero-moment constraint ensures that the function that maximizes the Rényi entropy integrates to one. In this case, Proposition 4 is equivalent to previous results that focused on distributions that maximize Rényi entropy subject to a single moment constraint [3] - [5] .
With some abuse of terminology we refer to these bounds as one-moment inequalities 1 . • Two-moment inequalities: If p = 0 then the right-hand side of (4) corresponds to the Rényi entropy of a non-negative function that might not integrate to one. Nevertheless, the expression provides an upper bound on the Rényi entropy for any density with the same moments. We refer to the bounds obtained using a general pair (p, q) as two-moment inequalities. The contribution of two-moment inequalities is that they lead to tighter bounds. To quantify the tightness, we define Δ r (X; p, q) to be the gap between the right-hand side and left-hand side of (4) corresponding to the pair (p, q), that is
The gaps corresponding to the optimal two-moment and onemoment inequalities are defined according to:
A. Some consequences of these bounds
By Lyapunov's inequality, the mapping s → 1 s log E[|X| s ] is nondecreasing on [0, ∞) and thus
In other words, the case p = 0 provides an upper bound on L r (X; p, q) for nonnegative p. Alternatively, we also have the lower bound
which follows from the convexity of log E[|X| s ].
A useful property of L r (X; p, q) is that it is additive with respect to the product of independent random variables. Specifically, if X and Y are independent, then L r (XY ; p, q) = L r (X; p, q) + L r (Y ; p, q).
One consequence is that multiplication by a bounded random variable cannot increase the Rényi entropy by an amount that exceeds the gap of the two-moment inequality with nonnegative moments.
Proposition 5. Let Y be a random vector on R n with finite Rényi entropy of order 0 < r < 1, and let X be an independent random variable that satisfies 0 < X ≤ t. Then,
B. Example with lognormal distribution
If W ∼ N (μ, σ 2 ) then the random variable X = exp(W ) has a lognormal distribution with parameters (μ, σ 2 ). The Rényi entropy is given by
and the logarithm of the s-th moment is given by
With a bit of work, it can be shown that the gap of the optimal two-moment inequality does not depend on the parameters (μ, σ 2 ) and is given by
Meanwhile, the gap of the optimal one-moment inequality is given by
The functions Δ r (X) and Δ r (X) are illustrated in Figure 1 as a function of r for various σ 2 . The function Δ r (X) is bounded uniformly with respect to r and converges to zero as r increases to one. The tightness of the two-moment inequality in this regime follows from the fact that the lognormal distribution maximizes Shannon entropy subject to a constraint on E[log X]. By contrast, the function Δ r (X) varies with the parameter σ 2 . For any fixed r ∈ (0, 1), it can be shown that Δ r (X) increases to infinity if σ 2 converges to zero or infinity.
C. Example with multivariate Gaussian distribution
Next, we consider the case where Y ∼ N(0, I n ) is an n-dimensional Gaussian vector with mean zero and identity covariance. The Rényi entropy is given by
and the s-th moment of the magnitude of X is given by
.
As the dimension n increases, it can be shown that the gap of the optimal two-moment inequality converges to the gap for the lognormal distribution. The solid black line is the gap of the optimal two-moment inequality for the lognormal distribution.
where X has a lognormal distribution.
The functions Δ r (Y ) and Δ r (Y ) are illustrated in Figure 2 . Both functions are increasing in the dimension n. However, while Δ r (Y ) converges to a finite limit, Δ r (Y ) increases without bound. For any fixed integer n, it can be shown that both Δ r (Y ) and Δ r (Y ) converge to zero as r increases to one. This behavior follows from the fact that the Gaussian distribution maximizes Shannon entropy under a second moment constraint.
IV. MUTUAL INFORMATION BOUNDS

A. Mutual information and variance of conditional density
Let (X, Y ) be a random pair such that the conditional distribution of Y given X has a density f Y |X (y|x) on R n . Note that the marginal density of Y is given by f Y (y) = E f Y |X (y|X) . To simplify notation, we will write f (y|x) and f (y) where the subscripts are implicit. The support set of Y is denoted by S Y .
The measure of the dependence between X and Y that is used in our bounds can be understood in terms of the variance of the conditional density. For each y, the conditional density f (y|X) evaluated with a random realization of X is a random variable. The variance of this random variable is given by
where we have used the fact that the marginal density f (y) is the expectation of f (y|X). The s-th moment of the variance of the conditional density is defined according to
The function V s (Y |X) is nonnegative and equal to zero if and only if X and Y are independent.
For t ∈ (0, 1] the function κ(t) is defined according to
It can be shown that 1/(e t) < κ(t) ≤ 1/t with equality on the right when t = 1.
Proposition 7. For any 0 < t ≤ 1, the mutual information satisfies
Evaluating Proposition 7 with t = 1 recovers the well-known inequality Q) is the chi-square distance between P and Q. The next two results follow from the cases 0 < t < 1/2 and t = 1/2, respectively. Proposition 8. For any 0 < r < 1, the mutual information satisfies
where t = (1 − r)/(2 − r). Proposition 9. For any p < 1 < q, the mutual information satisfies
where λ = (q − 1)/(q − p) and
Proof. This result follows from evaluating Proposition 7 with t = 1/2 and then applying Proposition 3 and (2). Propositions 8 and 9 provide bounds on the mutual information in terms of quantities that can be easily to characterized. One application of these bounds is to establish conditions under which the mutual information corresponding to a sequence of random pairs (X k , Y k ) converges to zero. In this case, Proposition 8 provides a sufficient condition in terms of the Rényi entropy of Y n and the function V 0 (Y n |X n ), while Proposition 9 provides a sufficient condition in terms of V s (Y n |X n ) evaluated with two difference values of s.
B. Properties of the bounds
The function V s (Y |X) has a number of useful properties. The variance of the conditional density can be expressed in terms of an expectation with respect to two independent random variables X 1 and X 2 with the same distribution as X via the decomposition:
Combining this expression with (10) yields
where K s (x 1 , x 2 ) = y s f (y|x 1 )f (y|x 2 ) dy is a positive definite kernel that does not depend on the distribution of X.
The variance of the conditional density also satisfies a dataprocessing inequality. Suppose that U → X → Y forms a Markov chain. Then, the square of the conditional density of Y given U can be expressed as
where we recall that (X 1 , X 2 ) are independent copies of X.
C. Illustrative example
Let U → X → Y be a Markov chain defined according to
where U is nonnegative. In this case, the conditional density of Y given X satisfies
where φ(x) = (2π) −1/2 exp(−x 2 /2). Therefore,
where W ∼ N (0, 1). Combining this expression with (11) and (12) leads to
where (U 1 , U 2 ) are independent copies of U .
In conjunction with Propositions 8 and 9, the functions V s (Y |X) and V s (Y |U ) provide simple bounds on I(X; Y ) and I(X; U ) in terms of the distribution of U . Figure 3 illustrates the upper bound in Proposition 9 for the case where U is a discrete random variable supported on two points. This example shows that there exist sequences of distributions for which our upper bounds on the mutual information converge to zero while the chi-square divergence χ 2 (P UY , P U ⊗ P Y ) is bounded away from zero. (13) . The bound from Proposition 9 is evaluated with p = 0 and q = 2.
V. CONCLUSION
This paper provides bounds on Rényi entropy and mutual information that are based on a relatively simple two-moment inequality. Extensions to inequalities with more moments are also worth exploring.
