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In this paper, we consider the stochastic discrete equation -AlJ(x)+f( U(x)) = A(x) where x runs over 
a finite domain 0 of Hd, A is a discretization of the Lapfacian operator, {A(x)> is a sequence of i.i.d. 
Gaussian variables, and we impose the Dirichlet condition U(X) = 0 for xg 0. We prove existence and 
uniqueness of a solution assuming monotonicity condition on f; and we study the Markov property of 
the solution. 
stochastic differential equation * equation with boundary condition * Markov field 
1. Introduction 
L’Ctude des Cquations diffCrentielles stochastiques avec conditions au bord montre 
qu’en g&&al, la solution n’est pas un champ markovien. 
Rappelons les r&hats obtenus dans ce sens. Dans [4], Nualart et Pardoux 
Ctudient une EDS du premier ordre quasi-lintaire du type 
dx, dW 
~+f(X,)=~’ OGC61 (1) 
soumis 2 une condition au bord de la forme h( X,, X,) = h,; { W,} est un mouvement 
brownien dans F@. Sous des hypothbes adkquates sur f et h, (1) admet une solution 
unique. Concemant la propri& de Markov de la solution, les auteurs obtiennent 
le r&&at suivant: Iorsque d = 1, la solution X de (1) est un champ markovien si 
et seulement si f est affine. Dans [2], nous avons Ctudi6 le m$me problkme dans le 
cas d’une EDS avec conditions au bord lorsque le coefficient de diffusion est linkaire. 
Nualart et Pardoux [5] obtiennent la m&me dichotomie pour des EDS du second 
ordre avec condition de Dirichlet du type 
d2x, 
dt2 (2) 
X”=a, X, = b, 
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a savoir: (X,, dX,/dt) est un processus de Markov si f est affine et n’est pas un 
champ markovien sinon. 
L’une des questions etudiees dans le present article est la suivante: cette dichotomie 
se produit-elle uniquement pour des EDS en temps continu ou bien obtient-on 
un resultat analogue dans le cas des EDS en temps discret? Nous montrons que la dichotomie 
se produit Cgalement dans le cas des equations en temps discret. 
Nous ttudions aussi la propriete de Markov des solutions d’equations disc&es 
lorsqu’on ne se restreint plus a un parametre de temps unidimensionnel n EN, mais 
oti I’on considere plus gentralement un parametre XEZ~. Plus precisement, nous 
Ctudions des equations de la forme 
-au(x) +f( U(x)) = A(x), x E 0 fini cZ“, 
(3) 
U(x) = 0, XG 0, 
oti a est une discretisation du Laplacien, {A(x)},,, est une famille de v.a. indepen- 
dantes de loi N(0, 1). 
Dans le cas continu, l’equation (3) est remplacee par une EDPS elliptique 
quasi-lineaire de la forme 
-Au(x)+f(n(x)) = W(x), x E D borne c[Wd, 
(4) 
UI =o, <? n 
oti ti designe le bruit blanc. Buckdahn et Pardoux [l] ont obtenu des resultats 
d’existence et unicite d’une solution de (4) sous des hypotheses de monotonie de f. A notre 
connaissance,’ il n’existe pas de resultat sur la propriete de Markov sauf dans le cas lineaire 
gaussien (voir par exemple Rozanov 161). Dans le cadre de l’equation (3) nous obtenons 
une quasi-caracterisation de la propriete de Markov. 
Le plan de cet article est le suivant. Dans le paragraphe 2, nous etudions les 
equations disc&es (3) dans le cadre general d’un parametre multidimensionnel 
x E Z“. La section 2.1 est consacrte a l’existence et l’unicite d’une solution de (3) 
sous des hypotheses de monotonie de fi dans le cas continu, cette question est trait&e dans 
[l]. Nous Ctudions dans la section 2.2 la propriete de Markov de la solution de (3). Notre 
principal resultat est le suivant: si la solution U, de 
-&Y,(x) + hf( U,(x)) =A(x), XE 0, 
U,(x) =O XEf, 
est markovienne (dans un sens precise ulttrieurement) pour tout A E [0, AO], alors f 
est affine. 11 n’existe pas pour l’instant de resultat analogue pour les EDPS elliptiques 
(4).’ Dans le cas particulier ou d = 1, l’introduction du parametre h devient inutile et nous 
obtenons un resultat analogue 5 celui obtenu en temps continu par Nualart et Pardoux I51 
pour l’equation (2). 
Enfin, le troisieme paragraphe montre que la dichotomie obtenue pour les EDS 
du premier ordre par Nualart et Pardoux [4] (voir aussi [2]) persiste pour des 
’ Des rhltats ont CtC obtenus par I’auteur en (71 (voir aussi LX]) 
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Cquations disc&es: nous ktudions done ici des Cquations disc&es du premier ordre de la 
forme 
X tit, -X,=f(X,)+a,, O<nGN-1, 
soumis 5 une condition au bord h(X,, X,) = h,, oti (a,) est une suite de variables 
alkatoires i.i.d. 
2. Equations stationnaires non linkaires SW Z” 
On considkre I’tquation stationnaire avec condition au bord de type Dirichlet, 
1 
U(x) -I%‘(x) +f( U(x)) = A(x) x E 
(S) 
N(0, 1) indipendantes. l7 est la matrice de transition sur Zd donnCe par 
fl(x,y)= o 1 1/(2d) si (x-y1 = 1, sinon. 
Nous faisons l’hypothkse suivante: 
(Hl) f:R +Iw est une fonction continue, croissante. 
2d(II - I) est l’analogue discret du Laplacien. 
Remarquons que l’existence d’une solution de (S) est Cquivalente $ l’existence 
d’un vecteur U = (U(x)) de Iw” vkrifiant 
U-fiU+f(U)=A, (6) 
oh l’on a not6 A = (A(x)),,,, f(U) = (f( U(x))),,, et fi la restriction de 17 A 0. 
Pour simplifier, dans la suite, nous noterons encore II’ la matrice sur Iwo. On 
dksignera par des lettres majuscules X, Y des vecteurs de [w” et par x, y, z des 
ClCments de 0. 
2.1. Existence et unicite’ d’une solution 
Lemma 2.1. La matrice I - 17 est dkjiniepositive. Par consbquent, il existe h > 0 tel que 
vx E R”, ((I -II)X, X) 2 A J1x))2. (7) 
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Dgmonstration. Notons (ei)i=,,,,.,d la base canonique de Zd. Soit X E R”, 
Zd((Z-ZI)X,X>= i C [2X(x)-X(x+e,)-X(x-ei>lX(x> 
i-l xte 
ob, par convention, X(X * ei) = 0 si X * e, & 0. 
C [2X(x) -X(x + e,) -X(x - ei)]X(x) 
xc (9 
= 1 (X(x)-X(x+e,))X(x)+ C [X(x+ei)-X(x)]X(x+e,) 
xtN ric<+--e, 
= C [X(x)-X(x+ei)12+,~D (X(x))‘==0 .XCOn(@-P,) 
oti D,=(@n(O-e,)‘). On obtient done ((I-IT)X,X)aO et ((1--17)X,X)=0 
entraine X = 0. 0 
Proposition 2.1. Notons I,!J l’application continue de R” duns IFB” don&e par I++(X) = 
(I - l7)X -!-f(X); alors I/I est bijective. 
DCmonstration. (i) Soient X,, XZ~[W” verifiant $(X,)=$(X,) alors 
((z-n)(X,-X2),X1-XZ)+(S(X,~-f(Xzf,X,-X*~=O. 
Le premier terme est positif d’apres le lemme 2.1, le deuxiime est positif d’apres 
(Hl). D’oti ((I-II)(X,-X,),X,-X,)=Oet X,=X,. 
(ii) Soit VER”, posons r&“(X) = e(X)- V 
(&(X), X) = ((I -n)X, X)+ (f(X) -f(O)l, X) -( V-f(O)% X) 
~~llXl12-(V-f(0)~, X) 
d’oh I’existence de pv > 0 tel que 
vx E R’“, IlXll = Pv 3 (&(X),X)30. 
9” est continue, d’apres Lions [3, chap. 1, femme 4.31, 3X, E R* tel que 
G&(X”) = 0, i.e. +(X,) = V q 
Corollaire 2.1. Le systPme (S) (ou de faGon kquivalente (6)) admet une unique solution 
U = J/-.-‘(A). Cl 
Pour indiquer la dependance en f de l’application I/J, nous noterons X = S( V; f) 
I’unique solution de (cl(X) = V. Pourf= 0, la solution S( V; 0) est donnee par X = GV 
oil G est la matrice inverse de (I - II). 
Afin d’itudier la praprieti de Markov de la solution U de (S), nous donnons 
une expression de U en fonction de S( * ; Cl). Soit T ~‘appl~cat~on de n;P* d&tie par 
T:iW@+R” 
x!+x+f(Gx). (8) 
On a alors: 
Proposition 2.2. Sous (HI), T esf ~~~e~~~e et la sol~iiun de (S) est do~n~e par 
U = S(A;f) = S( T-IA; 0) = G( T-‘(A)). (9) 
Dhmonstratimt. Suit V & Iwo, X = S( V, f) vt%ifie 
X(X> -27X(x) = V(x j -f(X(x)) = W(X) 
d’oli X = G W et W vdrifie W = V -f( G W), i.e. TW = V, T est surjective. 
Soient W, , W, deux solutions de TW = V. Notons X, = S( W, ; 0) = C Wz ) X2 = 
S(W2;O)=GW2, aIors X,=S(V;f) et X2=S(V;fj. 
Par unicit6 des solutions, X, = X, et W, = W,. T est done bijective et S( V; f) = 
G( T’V). 
La solution de (S) est done donnee par 
Li = G(T-‘(A)) ou A = (A(x)),,,. U 
Dans taute la suite, nous notons U la solution de (S) et U0 la solution de (S) 
pour f = 0, i.e. i& = G(A). 
2.2. Etude de la prop&& de Markov 
Dans ce paragraphe, nous faisons I’hypothese suivante: 
(HZ) .f est une fonction de cfasse C’. 
Nous prtcisons d’abord la notion de propried de Markov adapt&e B notre 
probltme. 
Difinition 2.1. Un processus {V(x), x E 0) est un champ markouien germe d’ordre 
k (k E N*) si: pour tout D c 0; Di = O\D, pour toute variable born&e n 3(D) 
mesurable, 
?‘“k(L))=(y~ 0, AXED, /y-xls k) 
et pour AC 0, B(A)=a{V(y), YE&~). 
Nous donnons une autre caracterisation de la propriite de Markov germe que 
nous utiliserons dans la suite. 
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Lemme 2.2. Avec fes notations de la de$zition 2.1, {V(x), x E 0) est un champ 
markovien germe d’ordre k si et seulement si il verij’ie I’une des propriMs ~quiva~entes 
suivantes: 
(i) V satisfait (10). 
(ii) Pour tout DC 0, D”= O\D, D, = ?‘fk(Dt)n D, les tribus S”,, @,, et 9” 
dt@zies par .?F$= %I(D’u D,), gy= B(D), .9%, = .%‘(D,) satisfont: 9; et 9’” sont 
conditionne~lement independantes sachant 9\,. 
(iii) Pour toute variable born&e q 9’” mesurable, 
Nous Ptudions d’abord la propriete de Markov du processus U,. 
Theo&me 2.1. Le processus (U,(x), x E 0) solution de (S) pourf=O est un champ 
markovien germe d’ordre 2. 
DCmonstration. ( UO(x)),,o est un processus gaussien cent& de covariance R, 
R(X, y) = E[ z&(x) U,(y)1 = HGA(x)GA(Y)I 
= C G(x, z)Giy, z) = G2(x, Y). 
:ie 
La loi de ( UJx)),,,, est la loi gaussienne 
(det(R-‘))“’ 
(V%+(9’ 
exp( -fX’R-IX) dX, 
avec R-’ = (I --II)“. La matrice R-’ verifie 
R-‘(x, y) =0 si yE7/‘7({x}), 
ou I “? est d&ini en ( 1 I). G&e a (13), on verifie aisement que 
(13) 
EC U,(x) 1 G(Y), Y E @\{xll = E[ U,(x) 1 G(Y 1, Y E r/;(x)\Cx}l. 
La loi conditionnelle de Zl,(x) sachant {U,(y), y # x) est une loi gaussienne 
d’esperance CT{ U,(y), y E c1T2(x)} mesurable et de variance deterministe. Le processus 
( Uo(x)),-it-, verifie done (10). 0 
Nous allons voir que, sauf dans le cas lineaire, la solution U de (S) n’est pas un 
champ markovien germe. Notre resultat principal est le suivant: 
ThCor&me 2.2. Nous supposons f de classe C”, avec f ‘> 0. 
(a) Si f est afine, U est un champ markovien germe d’ordre 2. 
(b) R&%proquement, supposons qu’il existe A,> 0 tel que pour tout A E [IO, h,], la 
solution U, de (Sh), 
(SA 1 
U,(x)-l7U,(x)+Af(r/h(x))=A(x) pourxE@, 
U,(x)=0 pourxEr, 
est un cramp markovien germe d ‘ordre 2, alors f est afine. 
Nous plaqons sur I’espace canonique fl= R”, P est la probabilite sur R d&tie par 
dP(X) = JJ o(X(x)) dX (14) 
.x F C-I 
oti (Y est la densite gaussienne cent&e reduite. On note 
p(X) = n ff(X(xf) pour X EIW”. 
1 i (9 
(1% 
Ainsi le processus canonique {A(x)(X) = X(. Y , x E 0) sur R d6finit une fan-title de ) 
v.a. ind~pendantes N(0, 1). 
Afin de prouver le thtoreme 2.2, now allons introduire une nouvelle probabilitk 
Q sur 0, image de P par T-r ou T est difini par (8). Des relations U = G( T-‘(A)) 
et U,= G(A), nous deduisons que la loi de U sous P est identique a la loi de U,, 
sous Q. Notre probleme se ram&e done a 1’Ctude de la propriete de Markov de LJ,, 
sous Q, problbme que nous allons rCsoudre en explicitant la densite dQ/dP. 
Avant de demontrer le th6oreme 2.2, nous presentons quelques lemmes pri- 
liminaires et quelques notations. 
Pour D fix6 c 0, Dt = O\D, D, = 7f2( D+) n D, on note 
F=cT{Uo(x), XED+uD,}, 
~=cT{Uo(x), XED), (16) 
9= a{ U{,(X), x E D,}. 
Lemme 2.3. Soit T l’applicution d&$inie par (8) et Q la probabilite’ sur W” teile que 
P=Qo T-l. Alors, 
(i) P et Q sont ~quiv~~e~~tes et 
$$(X)=det(I+F,G)$t$$-) (17) 
oic F, esf fa matrice diagonale de coordonn&e F,(x, x) =f’((GX)(x)). 
(ii) La variable al~ato~re~( TA)/P(A) sefactorise sous la forme K,K, avec Ki E pi, 
K Es c . 
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DCmonstration. (i) Soit cp une fonction borklienne bornke sur R’“. 
J DB” (P(X) W(X) = ~8” dT-‘W WW = Rc) dT-‘X)P(W dX J J 
= J iw” d VP( TY)lDJd WI d Y 
= J p(Y) P(TY) RN p(y)IuJ,W)/ df’(Y) 
oi D>J, dksigne le jacobien de T. TX(x) =X(x)+_f(&,, G(x,y)X(y)), alors 
LIJ,(X) = det(l+ F,G) oh Fx est la matrice diagonale de coordonnke F,(x, x) = 
f’(( GX)(x)). Par conskquent, 
s(X)=ldet(l+F,C)Iz. 
11 reste B vkifier que 
DJT(X) > 0. (18) 
En effet, DJ,(X) = (l/det(l- n)) det(1 -II + Fx). Or, d’aprks le lemme 2.1, la 
matrice I - T7 est d6finie positive; d’autre part Fx est diagonale 2 coefficients positifs 
d’oti (18). 
(ii) P(A) =T-I.,,c-~~(A(~)). 
Or, 
A(x)=(I-II)U~(~)= U”(x)-& ,$ (U,(x+e,)+ Uo(x-ei)). 
I 1 
Si XED+, A(x)E~‘, 
x~:aD, A(x)EP oti dD= V,(D+)nD, 
XED-, A(x) E 9’ 06 D- = D\aD, 
done p(A) =Kf Ki avec Ki ~9’ et Kl E.Ye. P(T(A)) =riyEe> cr(A(x) i-f{ U,,(x))) = 
KfKz avec Kf E.F’, K: E,Y, d’oti ~(TA)~~~A~ =KiKe avec IY,EF-‘, Ke~Fe. q 
Nous terrninons ces priliminaires en prhentant un lemme qui relie des propriCt&s 
de mesurabiliti de v.a. 5 des conditions algebriques dans l’espace vectoriel Iwo par 
l’intermediaire d’un opkrateur de dkrivation. 
Lemme 2.4. Soit {Xi, i E I} une f~mille~~ie de vecteurs de 1w@ et ‘3 la tribu engendrke 
par la &milk gaussienne {&.,s X,(x)A(x), iE I}. On note N le sous espace de R’;’ 
engendre’ par {Xi, i E Z>. Soit X une variable akhtoire mesurable par rapport ci 
a(A(x), x E 01, X = h(A(x), x E 0) avec h dkrivable. Soit BE %‘, on suppose que la 
v.a. lBX est 3 mesurable, alors 
I,D.XEH p.s. 
ori 9, dksigne la d&iv&e par rapport (j: A(x), i.e. 
(19) 
D 
x 
x = ~WVY), Y E 0) 
ax . (20) 
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D~moRstr~tion. La demonstration de ce lemme dans Ie cas continu est donnee en 
[2]; rappelons que cette preuve utilise la dual&e entre l’operateur de derivation Z? 
et l’inttgrale de Skorohod 6. Les m8mes arguments s’adaptent au cas discret, 
l’intigrale de Skorohod d’un processus Y &ant definie par 
S(Y) = 1 Y(x)A(x)-Tr(DY) 
Xt (3 
ou Tr(DY) = CliC(-) Z&Y(x). On a alors la formule 
E[X6( Y)] = E 
[ 
C D,XY(x) 
xc (9 I 
pour X v.a. rtguliere. cl 
Dimonstration du thkorkme 2.2. (a) Soit Q la probabihtt introduite dans ie femme 
2.3, nous devons prouver que U,, est un Q champ markovien. 
Soit n une v.a. 9’ mesurable born&e (ou positive), 
ou J = (dQ/dP)(A) = det( I+ F,G)KiK, d’apres le Iemme 2.3 avec FA(x, x) = 
f’( GA(x)), FA(x, y) = 0 si x f y; Ki E @, I(, E ge. Sif est affine, FA est deterministe, 
d’oii 
= EPCrlKi191 
&Wil~l 
d’apres le theoreme 2.1. 
Par consequent, Eo[ 7) (se] = Eo[ 9 1 S] ce qui caracterise la propriM de champ 
markovien de U, sous Q. 
(b) On note QA la probabiliti image de P par T;’ oti l’application T, est definie 
par (8) associte a I’application croissante fA = Af: Nous supposons que pour tout 
h E [O, A,], ZJ,, est un champ markovien germe d’ordre 2, c’est a dire que U, est un 
Q,, champ markovien germe d’ordre 2. Alors pour toute v.a. 5 9 mesurable, 
Pour simplifier, la matrice Fk definie ci-dessus sera dbormais notee F. 
$$=det(Z+hFG) 
P(T,A) 
------=det(Z+AFG)KiK’, 
P(A) 
avec Kh E 9’, K; E P, d’oti 
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On notera pour simplifier E I’esperance sous P. En considerant 5 = If K h et .$ = n/ K h 
avec n 9’ mesurable positive, on se ramene a la proprietd suivante: pour tome 
variable n 9”’ mesurable bornie (ou positive), pour tout A f [O, A,,], 
Notons P(h) le polyn6me (a coefficients aleatoires) de degre N = card 0: P(A) = 
det( J + AFG). 
P(A)=hN det(iI+FG) (A #O) 
R,(h) est une fraction rationnelle en A; d’aprits (211, R’,(O) et R;(O) sont 9 
mesurables. Or, 
avec 
P'(O)= ; F;G,, (F;-AF(i, if), 
z=, 
P"(O)= 2 C ~F,(G,,C,, - Gfj). 
i.:j 
En effet, P’(O) = a, et P”(O) = 24. 
oti XN designe 1’ ensemble des permutations de 11,. . . , N}. Le terme en (l/A)N-l 
est obtenu pour CT = id d’oti 
a, = i FiGi, =Tr(FG). (22) 
i=, 
Les termes en (l/h)“-’ apparaissent d’une part pour u= id et pour toutes les 
transpositions Ti..,  i # j. On trouve alors 
a, = C F;F,GiiGjj - C F;F;G;iGp 
i<j i<j 
= C F;F;(Gi,Gjj- Gf,). IJ (23) 
i<i 
Choisissons le domaine D de 0 de la fagon suivante: 
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l Soit x,, E 0, D = {x E 8,/.x -x0/ G 2}, Dt = O\D alors D, = D\{x,). On numtrote 
0 en commencant par x0 (i.e. x0= l), alors 
P’(O)=G,,F,+ f F,G,,aG,,F,+H, 
j=p 
avec F, E 9’, H,E.:~‘, 
P”(O)=2F, f (G,,Gjj-G:,)F, +2 1 EF;(G,,Gij-Gf;) 
( j=2 > ZGi.<j 
p F,L,+K, 
avec .?I,, , Kc E 4”. On note 
%= E(& IF) pour tout 5 ,@ mesurable 
=WlW d’ a P rts la propriete de Markov getme de U, sous l’, 
alors, 
-- 
C,(O)=G,,(F,rl-F,rl), 
- - - - 
R::(O)=L,(F,rl_F~rl)-2(G,1_i;;;+H,)G1,(F,rl_Firt). 
R:(O) 9 mesurable entraine 
-- 
(L,-2G,,H,)(F,r] - F,T) est 9 mesurable, 
ou encore 
LIZ = ) 
1 Glifi (G--_F,rl) est 9 mesurable. (24) 
On choisit n = l/F, 09 F, =f’( U,,(x,))>O par hypothese, on difinit I’ensemble 9 
mesurable: 
- - 
D’ apres l’inegalite stricte de Jensen, Ist,F, est .F mesurable. D’apres (24), 
If,; (;l GjiF) est .F mesurable. (25) 
Soit H le sous espace de R” engendre par { G(x, . ), x E D,}. 9 est la tribu engendrte 
par la famille gaussienne {CFtr,, G(x, y)A(y), x E 0,). Appliquons le lemme 2.4 a 
la tribu 3 = 9, X = F, =f’( U,(x,)) et B = a,. 
D-F, =.f”CLl,,(xo) )~.c/o(~o) =I-“( D;,~~,,) )W.%v . ). 
Or xoe D\D,, done Gfx,, .f n’est pas combinaison lineaire de { G(z, * ), z E D,} (G 
est inversible). (19) entrainef”( U,,(x,)) = 0 p.s. sur a2,. Or si P(0,) > 0, eeci entraine 
f= 0 (la loi conditionnelle de U,(x,) sachant 9 a pour support R). Si P(L?,) = 0, 
on applique le lemme 2.4 a la v.a. X = (I;“_, G:, Fi). On obtient 
G’( 1, y)f”( U,(y)) = 0 p.s. pour y E D+. (26) 
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Or, les coefficients de la matrice G sont strictement positifs. En effet, d’apres (7), 
il existe p < 1 tel que 
(~Xw~~llxl12, 
de mcme, il existe v < 1 tel que 
(17X, X)2 -VIIXl12 
(car I + I7 est dtfinie positive). Ainsi la matrice II verifie /ZI[1< 1, done G = 
(I -II)’ a l’expression suivante G = CnZO II” et pour n assez grand, II” est a 
coefficients strictement positifs. On deduit alors de (26) que f”- 0. q 
2.3. Cas de la dimension 1 
Nous reprenons l’ttude de la propriete de Markov de la solution de (S) lorsque 0 
est une partie de Z. En effet, dans ce cas particulier, nous obtenons une formule explicite 
de la densite dQ/dP introduite dans le lemme 2.3, ce qui nous permet d’ameliorer le 
theoreme 2.2. 
On considere le systeme: 
(S,) 
x,-$(x,_,+x,+,)+f(x,)=a,, lCnsN-1, 
xg=(Y, x,=P, 
oti (a,,),, est une suite de v.a. independantes de loi N(0, 1); CX, p E R, N 26. On 
suppose f continue, croissante; d’apres le paragraphe 2.1, (S,) admet une unique 
solution donnee par x, = G( T-‘(A)),, oti G est la matrice inverse de I - I7, T est 
definie en (8) et 
Proposition 2.3. Soit y, la solution de (S,) pour f = 0. Le processus Y, = 
(Y,, Y”iI - Y,,)~~~~~_, est un processus de Markov. 
DCmonstration. On note 9,, = a( Y,,, p c n) = a(~,,, p G n + 1). D’apres la propriete 
de Markov germe de y,, appliquee 1 D = [p, IV], pour tome variable aleatoire born& 
C(Y,, . . ., yN) mesurable 7, 
-w?lYl?.. ., Y/I+,1 = EL77 IYP> Y,+J 
Pour n 2 p, choisissons n = cp(y,, yntl - y,,) avcec cp borelienne bornee sur R2. 
L’CgalitC precedente entra?ne 
EhO’J~~,,l=EbO’~)~ 51. q 
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Nous reprenons maintenant l’etude de la propriete de Markov de x, solution de 
(S,) pour f quelconque. Nous supposons pour simplifier (Y = /3 = 0; nous gardons 
les notations du paragraphe 2.2. On note pour p G N - 1, 
X, =(x,, x,+, -x,) oh x, est la solution de (S,) 
et 
yn = (vn, Yn+, -y,,) ou y, est la solution de (S,) pourf= 0. 
ThCor&me 2.3. (a) Si f est a&e, X est un processus de Markov. 
(b) Supposons f de classe C2 et N > 6, alors X est un champ markovien germe 
d’ordre 1 entraine que f est afine. 
Remarque. Nous nous interessons ici a la propriete de Markov du couple (x,, x,+, - 
x,), qui correspond dans le cas continu a la propritte de Markov du couple 
(X,, dX,/dt) (voir [5]). La mcme demonstration prouve que (x,), est un champ 
markovien germe d’ordre 2 si et seulement si f est affine. 
La demonstration du theoreme 2.3 suit la m&me demarche que celle du theoreme 
2.2 i.e. nous introduisons Q image de P par T-‘; la loi de (X,), sous P est alors 
identique a la loi de (Y,), sous Q. Nous presentons dans le lemme suivant 
I’expression de la densitt dQ/dZ? Notons F,, =f’(y,,), 0~ n 5 N. 
Lemme 2.5. Soit Q la probabilite’ image de Ppar T-‘, alors 
dQ ~NPI P(TA) -=- 
dP N P(A) 
(27) 
olipestdc;Jinien(15)et~N_,estletermed’indiceN-1delasuite(cu,,O~n~N-1) 
d&nie par la relation de r&urrence 
$LY,,+,++,,_, -(l+F,,+,)cw,,=O, l,<n,<N-2, 
(28) 
a”= 1, Cr,=2(1+F,). 
La suite de ~‘.a. ( a,,) d+nie ci-dessus est stricternent cmissante p.s. 
DCmonstration. D’apres le lemme 2.3, 
P(W 
$z=det(Z+FG)- 
P(A) ’ 
G-‘=I--Z7, d’ou det(Z-tFG)=(l/det(Z-ZZ))det(Z-ZZ+F). 
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l+F, -4 0 .*. 0 
I 
2 l+F* -4 
0 ..* ..* . . . 
det(l-IT+F)= f 
b 
. . I . . . . 2 
0 . . . 0 -4 l+F&, 
Notons MN-,(F,, . . . , FN-,) ce dbterminant; en dkveloppant suivant la dernikre 
ligne, on obtient 
MN--L(FI 9.. . , FN-1) = cl+ FN-I)MN--Z(h, . . . , FN-2) 
+$X(-_t)MN-3(F I,..., FN_3). 
(29) 
G&e A la relation de rtkurrence (29); on obtient 
MN-,(%. . f , 0) = det( I - I7) = N(i)N-‘. 
Notons cq,=M,,(F,,..., F,,)2”, 1 c n =Z N - 1; la suite cy, est solution de (28) et 
det(Z+FG)=a,_,/N. (30) 
La suite (a,) vkrifie 0 < cu,< LY, . On vkrifie alors par rtcurrence que (a,) est une 
suite strictement croissante en utilisant la positivitC des coefficients F,,. 0 
Soit p < N, on dCfinit les tribus suivantes 
S,=u(YkrkGp), .P = (T( Yk, ksp), sg = 9” v a( Y(J. 
Nous allons maintenant ttablir une d&composition de la variable alCatoire (Ye-, en 
v.a. mesurables par rapport aux tribus fFP et Sp. 
Lemme 2.6. Soit M,, la matrice 
M,, = Osn=sN-2, 
et 
la solution du systtime 
@ ,,+,-@,,=M,,@,+,, OsnsN-2, 
QN-, = 
0 0 1 ’ 
alors, 
(31) 
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(i) p, et y,, sent 9;” mesurahles pour p < N; ‘yr > 0 pour p < N et P, > 0 pour 
p<N-1. 
(ii) tip < N, aN-l==&tLy,,+l- p * )+ypql (32) 
et /es variables (aPi-, - (-up) et oP sont SP meswabies. 
Demonstration. (i) @,, = (I - M,,)@,,+, , d’oti 
~p=(~-Mp)(~-Mp+,)~~‘(~-~N-,f ; . 0 
Par conskquent, 
p < N et p,, > 0 pour p < N - 1 rksultent de la positivitk des coefficients des 
matrices I-M,,O<kkN-2. 
(ii) Notons U, la suite 
~~=~~(tx~+,-a,,)+~~~,,, Os:psN-l> 
Upi1 - U,,=~P+,(CYp+2-~p+l)+Yii+l~~+l-Pp(~,~+I-~,~)-~,~~ 
=p,+,(cy,,+2+QIp-2~p+1)+(Pp+I-PP~(~P+I-~P) 
+ fY,+1 - Y,b,+, + r,(q?+1 -QPl 
= (2Fp+Z&+, + r,+1- ?$)a,+, + (P,+l --PI,+ YlJ)(%‘l- %J) 
d’aprb (28). Or, d’aprh (31), 
P pi-l - p, = -2Fp*2Ppt, - Yp+i 1 
y,+, - Yp = --24+2PP+l? 
qui entraine 
P p+t -P* = -Yp, 
rp+i - Y, = -2&,P,+, , 
d’oti u/,+, - u,, = 0. La suite (u,,) est done stationnaire, d’oti I+, = u,,,-, = a,,,-, ce qui 
prouve (32). La suite (a,,) dhinie par (28) est u@ ,,..., y,,) mesurable pour 1 <n< N- I 
done a,,, a,,+ , sond T,, mesurables. Cl 
Dkmonstration du thCori?me 2.3. La loi de X sous P est identique B la loi de Y sow 
Q. Soit v une v.a. Q intigrable, 
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D’apres le lemme 2.5, 
dQ aN--l P(TA) 
dp=- A’ P(A) ’ 
Or, fl( TA)/P(A) se factorise sous la forme K,,K” avec KP (resp. K”)P” (resp. 9”) 
mesurable. Done, 
(33) 
(a) Si f est afhne, a,?,_I est deterministe. Dans ce cas pour tome v-a. 17 9” 
mesurable, 
est CT( Y,) mesurable d’apres la proposition 2.3. 
(b) Nous supposons que X est un champ markovien. La propriete de champ 
markovien appliquee 1 D = (0, p,, . . . , N} entraine que pour tout 0 C p < N, pour 
toute variabIe r] 9: mesurable positive (ou Q integrable), 
&(77j~~)E$==(Yo, Y,)=~(Y,,Yp,Yp-+,). 
Dans la suite, on note A, la v.a. E,[ n 1 F,,] et pour toute v.a. K, I? designe la v-a. 
Ep(K ( S,,,>. Soit 77 9; mesurable, en utilisant la decomposition (32) de tyN_$ et la 
propriete de markov de Y sous P, l’expression (33) s’ecrit 
- - 
(34) 
Nous obtenons done l’equation suivante 
-___ - - 
(A,P,Kp - rlPpKP)(ff,+, - a,,) + (~A,,Y&~ - rt~,A%, = 0 (351 
ou, par hypothtse, A, est 9$ mesurable pour toute v.a. n 9; mesurable positive 
(ou Q integrable). Nous choisissons deux variables particulieres: soit p < iV - 1, 
(&, y, > 0 pour p < N - 1). Defnissons 
- - - ~ 
fi = IA,$,K* = rJ,P,KPIn {A$,&” = ~I~P,J~I, 
0 E ‘,e,. Sur fi, nous obtenons en utilisant I’equation (35) et LY,, f 0, 
- - ___ - 
n =w#” rl,P&” 
V, -==, 
n = TW&” n&K” 
ypKP PpKP 
72 -=-, 
Y$’ PpKP 
c’est a dire, sur fi, 
___ ~- 
UP&” = P,‘Y,,J’Y,K” 3 
P,r,‘lp,KP= IlypK”, 
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- - 
d’oti &y,’ = @,‘y,)-’ sur fk Par l’inegalite stricte de Jensen, l&,/y, est ‘45;, 
mesurable. 
Sur d”, now obtenons d’apres la relation (35) que la v,a. ((Ye+, - cyp)/cyp est ‘?$ 
mesurable. D’apres le lemme 2.4, 
(36) 
H = e.v.{D.y,, D.y,, ~?.y,,+~l= e.v.{G(l, - ), G(P, * 1, G(P+ 1, .>I. 
11 nous reste a expliciter D(p,/y,) et D(cY,,+~/cQ,). Notons u,, = CY~+,/LX,, et V,, =/3,/r,,. 
D’apres les relations de recurrence (28) et (31), 
Up+1 = -1/u,+2(1+&J+A u,=2(lfF,), (37) 
v,=1+ 
V,+t 
2F,+zV,+, + 1’ 
VN-, =o. (38) 
Soit k E (1,. . . , N - 1) fix&, appliquons I’operateur Dk aux equations (37) et (38) 
pour obtenir 
DkUpif =‘D,u,+2D,F,+,, 
2.d; 
Dku, = 2 DkF, , 
&VP+, 
2 
Dkvp=(,+2Fp+2vp+,)‘-2(1+2;.::u,.,,)2Dk~+2’ f)kf&, = 0, 
d’oti 
D,U, =2 i 10; $ DkFJ+,t 
,=O (:) 
> 
2 
(I +2~~~Vj+~)’ DkF;+z 
> 
2 
V.;t1 
i-l) (1+2F;+~V(+~)’ (1+24*2Vj+*)* Dk’+z 
car vN-, = 0. C’est B dire 
xf”ty,+2)G(j+2, .>. 
Choisissons 2 < p < N - 2, la condition (36) entra?ne 
f”(y,+,)=O p.s. sur fit pour lGjGp--2, 
f”(yj)=O p.s. sur fI pourp+2GjGjV-l, 
d’ou f”= 0. Cl 
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Remarque. Dans le cas particulier de la dimension 1, on peut donner une formule 
explicite de la solution de (S,) pourf-0: 
d’oti l’expression de la matrice G, 
G,,=$inf(i, j)(N-sup(i, j)). (39) 
Nous avons volontairement calcule det( I + FG) sans utiliser l’expression explicite 
(39) des coefficients de G, dans l’espoir de generaliser ces calculs en dimension 
superieure. 
Cependant, nous avons obtenu det( I + FG) comme la valeur terminale de la 
solution d’une equation du ZemC ordre avec condition initiale (cf. (28) et (30)) et 
nous ne voyons pas quel pourrait &tre le resultat analogue pour d > 1. 
3. Equation du ler ordre sur Z 
On considere l’tquation discrete avec condition au bord: 
X *+I =x+f(x)+%, OsncN-1, NEIW*, 
h(&, X,) = hII, 
(40) 
oti (a,),, ,,-; N _, est une suite de variables i.i.d., S une application de R dans R, h, E R. 
La propriete de Markov qui nous interesse ici est la propritte de champ markovien 
germe d’ordre 1 que nous designerons simplement par champ markovien. 
3.1. Existence et unicitt d’une solution 
On note Y,, la solution de (40) pour f = 0, 
Y, = Y,_,+a,_, = Yo+ 1 Uk, 
k=O 
et 
n-1 
S,= 1 ak pour nsl, &=O. (41) 
k=O 
On suppose: 
l (Hl) Pour tout y E R, il existe un unique z, note g(y), tel que h(z, z + y) = ho. 
Sous (Hl), (40) avec f- 0 admet une unique solution donnee par 
Y, = g(S,) + .%I = $(S), 
oti (cr est l’application de [WON+‘= {(Y,)~~.,~, y,=O) dans x ={(Y,)~,,~N avec 
h(y,, yN) = h,} definie par 
!HY)m =g(YN)+Yw (42) 
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On definit I’application T par 
(43) 
Lemme 3.1. Si T est bijective, alms (40) admet me unique solution don& par 
X = +( T-‘(S)) oti S est dt!jini en (41). Cl 
La demonstration est semblable au cas continu [2]. 
Nous donnons maintenant des conditions assurant la bijectiviti; de T. 
Proposition 3.1. Sous l’hypothise suivante: 
(H2) f Zipschitzienne de rapport K, g d&ivable ci d&iv&e born&e par M avec K (M + 
I)N<l, 
Test bijective. 
La demonstration est tres voisine des resultats obtenus dans le cas continu (cf. 
f2f). Nous indiquons settlement les deux Ctapes de la preuve: 
(i) Soit T l’application difinie par r(y) = T(y) -y, et pour y E IT!:+‘, 
h+-++h + y). 
Sous (H2), #_,, est contractante, pour tout y E iI%:+‘, (@“+r est muni de la norme 
lih//=C~=;‘(h~+,-M*). 
(ii) & contractante pour tout YE&$‘+’ entraine T bijective. Cl 
3.2. Etude de la proprie’te’ de Markov 
NOUS supposons l’hypothbse (Hl) verifiee ainsi que l’hypothese: 
(H3) Les variables (ak) ont une loi a densite Q(X) > 0 Vx E R. 
Proposition 3.2. Soit Y,, la solution de (40) pourf = 0, alors Y,, est un champ markovien 
i.e. pour tout OGp<nGN, 
pour toute fonction C$ borblienne born&e. 
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n--l 
T(x), =xn- c fMxN)+xk) (x0=0), 
k=O 
1 0 . . . 0 Fo(x)g’(x,) 
F,(x) 1 0 0 (FO+F,)(Xk’(XN) ! 
F,(x) 
D&(x)= 
F*(x) 1 ; (~,+~,+F,)(x)g’(+) I ’ 
F,(x) F*(x) ‘.. ... F+,(x) l+(F,,+. ..+F,,m,)(x)g’(xN) 
06 Fi(x) = -f’(g(xN) + xi). En soustrayant a la dernikre colonne la somme des N - 1 
premikres colonnes multiplike par le facteur g’(xN), 
1 0 . . . . . . 0 (F”(X) - l)g’(x,) 
F,(x) 1 0 .a. 0 (h(x) - l)g’(x,) 
F,(x) h(x) 1 . . . 
D&(x)= . 
j (F,,(x) - l)g’(x,) 
. . 
. . 
F,(x) F,(x) . . . . . . FNpI(X) 1+ Fo(&‘(x,) 
1 0 . . . . . . 0 (F,,(x)- l)g’(xTv) 
F,(x)-1 1 0 ‘.. 0 0 
F,(x)-1 F*(x) 1 . . . ; 0 = 
. . 
F&l F,(x) . . . . * . F+,(x) 1 +g’(hJ) 
=(l+g’(XN))+(-l)N+‘g’(XN)(l-Fo(x)) 
F,(x)-1 1 0 ... 0 
F,(x)-1 F?(X) 1 0 
X 
F,(i)- 1 F,(x) . . . . . . F,+,(x) 
Soit Osp<n~N, notons @=a( Yk, kE[p, n]), F=cT( Yk, kE[O, p]u[n, N]) et 
9= a( Y,, Y,). 
Soit 7j E 9, 
5?[77 I9’1= 
EP[ VJ 1 Fe1 
WJ IW 
oti J = p(T(s)) DJ (S). 
P(S) T 
- - 
/3( T(S))/P(S) s’krit KiK, avec Ki E 9’, K, E F. 
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n-1 
T(x), =xn-.!I’ fk(xN)+xk) (x0=0), 
k=O 
1 0 .,. . . . 0 Fo(x)g’(%v) 
F,(x) 1 0 0 (Fo+ FI)(Xk’(%J) 
F,(x) 
D&(x)= 
F*(x) 1 ‘, ; (~o+~,+c?)(xk’(xN) 
F,(x) F*(x) ‘. . F,,-,(x) l+(Fo+...+FN-,)(x)g’(xN) 
oh Fi(x) = -f’(g(xN) +q). En soustrayant B la dernikre colonne la somme des N - 1 
premikres colonnes multiplike par le facteur g’(xN), 
1 0 . . . . . . 0 (F”(X) - l)g’(x,) 
F,(x) 1 0 .a. 0 (F,,(x) - l)d(XN) 
F,(x) h(x) 1 . . . 
D&(x)= . 
: (F,,(x) - l)d(XN) 
. . 
, . 
F,(x) F,(x) *. . . . . FN-I(X) 1+ J%&‘(XN) 
1 0 . . . . . . 0 (F,,(x) - l)g’(xN) 
F,(x)-1 1 0 ‘.. 0 0 
F,(x)-1 F,(x) 1 ’ . . 1 0 = 
. . 
F,(x)-1 F,(x) . . . . . . F+,(x) 1 +g’(hJ) 
=(l+g’(XN))+(-l)N+‘g’(XN)(l-Fo(x)) 
F,(x)-1 1 0 ... 0 
F,(x)-1 F,(x) 1 0 
X 
F,(x)-1 F,(x) . . . . . . FN-I(x) 
=(l+g’(xN))-g’(xN)(l-Fo(x)). .*(1-F,+,(x)). 
Soit Osp < n s N, notons @ = a( Yk, k E [p, n]), F = a( Yk, k E [0, p] u [n, N]) et 
9= a( Y,, Y,). 
Soit 7j E 9, 
p( T( S))/p(S) s’krit Kil?, avec Ki E 9’, K, E Fe. 
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avec 
fii= n (l+f’(Yk))E@, H,= n (l+f’(Yk))EF=, 
kslp,n[ kglp.nl 
et g’(S,) E 9’. 
(i) Si f est affine, pi et IT, sont constants et 
d’apres la proposition 3.2. - - - - 
(ii) On note Hi=-‘, H,=(~~)~‘(Hi, H,>O) et Ki=HiKi, K,=H,K,; alors 
et 
E ,~~~~l=(1+g’(S,))H~E,[~Ki~I~I-g’(S~)E~[K~~141 
Q (l+g’(S,))H~E,[K,H,(~l-g’(S,)E,[KiI~l ’ 
(45) 
Supposons que X est un champ markovien i.e. 
A, A EQ[TJ 1 F] E 9 pour tout n E 9”‘. 
Prenons 7, = I/ Ki et n2 = l/ (Ki Hi) E 9’, on montre alors, comme dans la demonstra- 
tion du theorbme 2.3: 
. 1 AHi est 9 mesurable, (46) 
. 1 A~~Ms~)#o~ ’ iTgs;, H, est 9 mesurable, 
N 
(47) 
Oil 
et 
A’n{g’(SN)fO}= U (Acn{E,[KiHi77k)~]fEP[KiHi(sIn,,})’~ 
kc(l.2) 
La derniere egalite resulte de l’expression de A, donnee par (45). 
Soit 
et 
4=Cr(Yp, Y,, YN)=)F, 
H =e.v.(D.Y,, D.Y,,, D.YN), 
oii D, designe la dtrivee par rapport a a,, i E (0,. . . , N - 11, 
Di’; = li<j+g’(S,). 
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H est deterministe, H = e.v.{e,, e,,, e,+,} ou eh est le vecteur de RN--’ dont les k - 1 
premieres composantes sont egales a 1, les autres sont nulles. D’apres le lemme 2.4, 
DHi E N p.s. sur A. Prenons par exemple n = p + 2, alors 
Hi= 
1 -f”( yp+,, 
l+f’(y,,+,) et D.H~=(l+~‘(Yp,,)!‘D.~t~. 
Or D. Y,,, , ,@ H p.s., d’ou f”( Y,],,) = 0 p.s. sur A. 
l Si P(A j > 0, on en deduit f’“= 0 (la loi conditionnelle de Yp.+, sachant 9 a 
pour support R). 
l Si P(A) = 0, (alors P(A’) = 1) on utilise (47), on obtient 
f”‘(Y,)=O p.s. sur A’n{g’(S,)#O} 
pour kE{l,p-l}u{n+l, N-l}. 
Or P(A’n{g’(S,)#O})>O (car g’+O), d’ouf”=O. Cl 
Remarque. Considerons le cas particulier oti les variables (a,) sont des gaussiennes 
centries reduites. 
n--l 
ns), =s,,+ c IcnfS) o-it Kk =-f(yk)=-f(g(sN)+sk) 
k-0 
On note DK la matrice (DjK,),,c-i.;N~,,(l_j_- N-i = (aK,/&z,). 
Si d,( - DK ) designe le determinant de Carleman Fredholm de DK, on a 
d,(-DK) =det(Z+DK) exp(Tr(-DK)) 
-o,,cS,,xp[(~~~i~(Y,))g75,)]. 
La densitt J s’tcrit alors 
N-1 N-l 
J=d,(--DK)exp - C Kt~k-g’fS~) C f’(Ykj-~~~~ tftyk))’ . 
k=O k =O 1 
On retrouve une formule analogue au cas continu: les deux premiers termes de 
l’exponentielle representent l’integrale de Skorohod de K. 
Pour un processus X = (Xk)Osk_sN _, regulier, ~(a;, 0 c i 6 N - 1) mesurable, 
l’integrale de Skorohod 6(X) est definie par 
N-l 
S(X) = 1 X& -Tr(DX) 
k=O 
(si X est prkisible, 6(X) =c Xko,). 6(X) verifie 
pour F, X regulieres. 
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