Inspired by the multicanonical approach to simulations of rst-order phase transitions we propose for q-state Potts models a combination of cluster updates with reweighting of the bond con gurations in the FortuinKastelein-Swendsen-Wang representation of this model. Numerical tests for the two-dimensional models with q = 7; 10 and 20 show that the autocorrelation times of this algorithm grow with the system size V as / V , where the exponent takes the optimal random walk value of 1.
Since by construction the multicanonical energy distribution is constant over the interesting energy range, a random walk argument would imply an exponent = 1 for an optimally designed update algorithm. Here we present for Potts models a variant of the multicanonical approach based on non-local cluster updates which turns out to be optimal in this sense 6]. Basically the idea is to treat the cluster ips in the W.J. would like to thank the DFG for a Heisenberg fellowship and S.K. gratefully acknowledges a fellowship by the Graduiertenkolleg \Physik und Chemie supramolekularer Systeme". Work supported by computer grants HLRZ hkf001 and NVV bvpf03. rst place and to reweight the bond degrees of freedom instead of the energy. the transition point t a double-peak structure similar to the energy histogram P e (E). In fact, as is illustrated in Fig. 1 In terms of P b the slowing down of canonical simulations is thus caused by the strongly suppressed con gurations between the two peaks, analogous to the well-known argument for P e . To enhance these probabilities we therefore introduce in analogy to multicanonical simulations a \multibondic" partition function 
RESULTS
To evaluate the performance of the multibondic (mubo) cluster algorithm we performed simulations of the 2D Potts model (1) with q = 7; 10 and 20 on di erent lattice sizes for temperatures where the peaks of P e (E) have approximately the same height 6]. For comparison we ran standard multicanonical (muca) simulations using the heat-bath update algorithm with the same parameters. In each run we recorded 100 000 measurements of E and B in a time-series le. Between the measurements we performed several lattice sweeps to ensure that the autocorrelation times in units of measurements and thus the effective statistics of practically uncorrelated data was roughly the same in all simulations.
For direct comparison with previous work we de ne ipping times 4 ip E by counting the number of update sweeps that are needed to travel from E < E min to E > E max and back. The cuts E min;max are chosen as the peak locations E o;d (L) of P e (E). In our simulations we have tested if E has passed the cuts after each sweep. Our results for ip E obtained in multicanonical and multibondic simulations for q =7 and 10 are shown in the log-log plots of Fig. 2 . Let us rst concentrate on the results for q =7 where we show for comparison also the data from previous multicanonical simulations 4] and from Rummukainen's hybridlike two-step algorithm which combines microcanonical cluster updates with a multicanonical demon refresh 9]. Both cluster update versions show qualitatively the same behavior and, for L > 20, perform much better than the standard multicanonical algorithm. From least-square ts to ip E =aV we estimate 1:3 for multicanonical heat-bath and 1 for multibondic cluster simulations; see Table 1 . Unfortunately, for q = 10 and 20 the situation is less favorable for the multibondic algorithm. While we still nd an Table 1 Results for the dynamical exponent in multicanonical and multibondic simulations. exponent of 1, the prefactor a turns out to be so large that we can take advantage of this asymptotic improvement only for very large lattice sizes. As can be seen in Fig. 2 , for q =10 the cross-over happens around L=50. Extrapolating to L = 100 we estimate that the multibondic algorithm would perform for this lattice size about 1.5 times faster than the standard multicanonical heat-bath. For q = 20 the same comparison clearly favors the standard algorithm for all reasonable lattice sizes { and we certainly cannot recommend the new algorithm for large q.
CONCLUSIONS
The multibondic cluster algorithm provides a combination of cluster update techniques with reweighting in the random bond representation. It is technically not more involved than the multicanonical approach and one lattice sweep takes about the same CPU time. This new algorithm is optimal in the sense that the exponent is consistent with the optimal random walk value of =1 and it clearly outperforms the multicanonical heat-bath algorithm. Compared to Rummukainen's intricate algorithm ip E is smaller by a factor of 1:5. For larger values of q, however, the prefactor a turns out to be relatively large, rendering the new algorithm for reasonable lattice sizes more e cient than multicanonical simulations only for q <q 0 with q 0 somewhat above 10.
