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Abstract
We introduce a new ideal D of the p-adic Galois group-ring associated to a real abelian
field and a related ideal J for imaginary abelian fields. Both result from an equivariant,
Kummer-type pairing applied to Stark units in a Zp-tower of abelian fields and J is
linked by explicit reciprocity to a third ideal S studied more generally in [So3]. This
leads to a new and unifying framework for the Iwasawa Theory of such fields including a
real analogue of Stickelberger’s Theorem, links with certain Fitting ideals and Λ-torsion
submodules, and a new exact sequence related to the Main Conjecture.
1 Introduction
Let K/k be any Galois extension of number fields and p any odd prime number. For each
n ≥ −1, we set Kn = K(µpn+1) and Gn = Gal(Kn/k). Let K∞ =
⋃
n≥−1Kn, G∞ =
Gal(K∞/k) and X∞ = Gal(M∞/K∞) where M∞ is the maximal abelian pro-p extension of
K∞ unramified outside p. For each n ≥ 0 we shall write Γn for Gal(K∞/Kn).
Now suppose that k = Q and Gal(K/Q) is abelian. Let K+n and K
+
∞ be the maximal
real subfields and let G+n = Gal(K
+
n /Q). By applying Kummer theory to a particular
sequence of cyclotomic ‘units’ {εn}n≥0 of the fields K
+
n we obtain a pair of related G∞-
(semi)linear maps denoted d∞ and j∞, defined on X∞ and taking values in the ‘plus’ and
‘minus’ parts respectively of the completed group ring Zp[[G∞]]. The main purpose of this
paper is to explore systematically the properties of these maps and their images, the latter
being ideals of Zp[[G∞]] which we denote D∞ and J∞ respectively. In so doing, we establish
precise links with, and/or applications to, the following areas, among others: the Galois
structure of the class group and also (units)/(cyclotomic units) for a real, absolutely abelian
field; Greenberg’s and Vandiver’s Conjectures; explicit reciprocity laws and the map ‘s’
introduced in [So2, So3]; the ‘Λ-torsion’ submodule of X∞; the Main Conjecture over Q.
(These connections are dealt with in successive sections whose content is described in more
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detail below.) As well as producing new results, we therefore feel that these maps and ideals
provide a unifying approach to several significant areas of the Iwasawa Theory of abelian
number fields, and one that has so far been largely overlooked. (We also mention in passing
a technical advantage of this approach as compared to some others, namely the way it works
naturally at the the group-ring level. This means that we never need to decompose using
p-adic characters of Gal(K/Q) in the present paper. Consequently no exceptions or special
treatments are necessary for the ‘non-semi-simple’ case, i.e. when p divides [K : Q].)
In Section 2 of this paper we consider general K/k as above and define the basic Kummer-
theoretic pairing between X∞ and norm-coherent sequences of (global) p-units, taking values
in Zp[[G∞]].
In Section 3 and from there on, K is almost always taken to be an (absolutely) abelian
field and k = Q. The pairing applied to the above sequence {εn}n≥0 then produces both the
map d∞, and the map j∞ (which is its ‘mirror-twist’) and hence the ideals D∞ and J∞. The
images of the latter in Zp[Gn] are ideals denoted Dn and Jn respectively. We give a concrete
description of Dn (modulo p
n+1) using power-residue symbols. This dovetails perfectly with
Thaine’s methods to show that Dn annihilates the p-part of the class group Cl(K
+
n ) (at least
if K∞/Kn is totally ramified). In this sense it can be seen as an analogue in the plus-part
of Zp[Gn] of the (p-adified) Stickelberger ideal in the minus-part. We also give an abstract
characterisation of Dn in terms of the Zp[Gn]-dual of p-units.
In Section 4 we study the behaviour of j∞ and d∞ when we replace K by a subfield. This
contributes to the proof of the main result of this section, namely that the common kernel
of d∞ and j∞ is precisely the subgroup Gal(M∞/N
0
∞) of X∞. Here, N
0
∞ denotes the field
obtained by adjoining to K∞ all p-power roots of those units whose local absolute norms
above p are trivial. This implies in particular that if K+∞ has only one prime above p then
d∞ and j∞ are injective iff Greenberg’s conjecture holds for the extension K
+
∞/K
+.
Section 5 gives more precise results in the case K = Q i.e. Kn = Q(µpn+1). We show that
Zp[G+n ]/Dn is then naturally isomorphic to the Pontrjagin dual of the p-part of the quotient
of units by cyclotomic units in K+n . In particular, Dn is precisely the Fitting ideal of this
dual and also, by a result of Cornacchia and Greither, that of the p-part of Cl(K+n ). Further
links between d∞ and the Conjectures of Greenberg and Vandiver then follow naturally.
Back in the case of general abelian K, Section 6 starts by considering the restriction of
j∞ to the product of inertia subgroups in X∞. An explicit reciprocity law due to Coleman
connects this restriction with the projective limit s∞ of certain maps sn defined in terms of
p-adic logarithms and complex L-values at s = 1 for odd Dirichlet characters. (The latter
maps were introduced and studied in a more general context in [So2, So3].) This connection
has many consequences. For instance, we show that ker(j∞) = ker(d∞) = Gal(M∞/N
0
∞) is
also precisely the torsion submodule of X∞ as a module over the Iwasawa algebra Λ. We
also deduce a new 4-term exact sequence of torsion Λ-modules, involving both D∞ and S∞
(the image of s∞).
For Section 7 we return to the special case K = Q of Section 5 and use results of [I1]
on the image of the p-adic logarithm to show that S∞ is then precisely the limit of the
(p-adified) Stickelberger ideals. The above-mentioned exact sequence then shows that for
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a given even, non-trivial power ωj of the Teichmu¨ller character ω, the Main Conjecture
over Q can be rephrased as an equality between the characteristic power series in Λ of the
ωj-components of ker(d∞) and coker(d∞).
We have become aware of a few previous papers containing constructions having some-
thing is common with our D∞, d∞ and j∞. Of these, the closest to ours in spirit seems to
be [KS]. Its aims are, however, much narrower than ours and relate principally to computing
the structure of certain Iwasawa modules in the case where K is real-quadratic (and p = 3,
assumed not to split in K. See also [Sc] for different but related techniques and compu-
tations.) In Remark 8 we outline the connections between some of the results of [KS] and
some of those in our Sections 3 and 5. Next, if we restrict to K = Q and let m be an odd
integer, then the value of the so-called Soule´ character χm : X∞ → Zp at h ∈ X−∞ turns out
to be simply the integral of the (1 − m)th power of the cyclotomic character with respect
to d∞(h), regarded as a Zp-valued measure on G∞. See [IS] p. 54. It might therefore be
interesting to compare the results of our Section 7 with some of those mentioned in [IS, §3].
Finally, we mention that, in a different context and for different purposes, Section 6.2 of [Sh]
contains the construction of a map ‘φ2’ which is related to our j∞ for cyclotomic fields K.
Looking to the future, the first problem is to generalise to any abelian K the results
obtained in Sections 5 and 7 for K = Q. Beyond this, one might like to consider abelian
extensions K/k with r := [k : Q] > 1. For imaginary quadratic k, elliptic units might
substitute for the εn’s but, in some ways, a stronger analogy with the present case can be
expected when k is totally real and the Kn’s are CM. The best available substitutes for
the εn’s are then ‘Rubin-Stark elements’ for K
+
n /k. Unfortunately, not only do these lie a
priori in a certain rth exterior power of S-units of K+n tensored with Q but their existence
is only conjectural. It is, however, strongly supported by computations e.g. [RS, §3.5] which
also suggest that for n ≥ 0 one can use p-units and tensor only with Z(p) = Q ∩ Zp. By
assuming this, one could mimic some of Sections 2 to 5, replacing X∞ by an appropriate rth
exterior power, etc. On the other hand, the map sn is already defined unconditionally in this
case in [So2, So3]. To connect it with a generalised j∞, the Congruence Conjecture (formu-
lated in [So3] and tested numerically in [RS]) would be precisely the required substitute for
Coleman’s reciprocity law mentioned above.
My thanks are due to Jean-Robert Belliard, Ralph Greenberg and Romyar Sharifi for
their comments and particularly to Thong Nguyen Quang Do for helpful discussions and for
pointing out [KS], [IS] and the possibility of some connection with [NN], yet to be determined.
I am also very grateful to the anonymous referee for his/her useful comments on an earlier
version of this paper.
Some notation: If F is any field then µ(F ) denotes the group of roots of unity in F×
with the subgroup µm(F ) (resp. µp∞(F )) consisting of those of order dividing m > 0 (resp.
of p-power order). We write ξm for the generator exp(2πi/m) of µm := µm(C) and µp∞ for
µp∞(C). A ‘number field’ L is always a finite extension of Q contained it its algebraic closure
Q¯ ⊂ C. We write OL, E(L) = O
×
L and Sr(L) respectively for its ring of integers, its unit
group and the set of its places (or prime ideals) dividing an integer r > 1. If F/F ′ is an
abelian extension of number fields and q is a prime ideal of OF ′ unramified in F then σq,F/F ′
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denotes the (unique) Frobenius element attached to q in Gal(F/F ′).
2 A General Construction
Let K/k be any Galois extension of number fields and let Kn and other notations be as
above. (Thus K = Kn for n = −1 and possibly for some n ≥ 0.) Throughout this paper we
shall write πmn for the natural restriction map Gm → Gn (where m ≥ n ≥ −1) or indeed for
the homomorphism of group rings R[Gm]→ R[Gn] obtained by R-linear extension, for any
commutative ring R. We identify G∞ with the projective limit of the Gn’s w.r.t. the π
m
n ’s.
Let Pn denote the maximal abelian extension of Kn of exponent dividing p
n+1 and un-
ramified outside Sp(Kn). (It contains K2n+1 and is finite over Kn). Let Mn be the maximal
abelian pro-p-extension of Kn unramified outside Sp(Kn). Thus Mn contains PnK∞ and
M∞ =
⋃
n≥−1Mn =
⋃
n≥−1 Pn. Both M∞/k and Mn/k (for all n) are (infinite) Galois exten-
sions. We write Xn for the profinite group Gal(Mn/Kn) (so that X∞ = lim
←
Xn) and X¯n for
the quotient Xn/X
pn+1
n which identifies with Gal(Pn/Kn) and hence is finite.
Set Vn = ESp(Kn) := O
×
Kn,Sp(Kn)
(the group of ‘p-units’ of Kn) and V¯n := Vn/V
pn+1
n .
Kummer theory gives a unique, well-defined pairing 〈 , 〉n : V¯n × X¯n → Z/pn+1Z satisfying
h(α1/p
n+1
)/α1/p
n+1
= ζ 〈α¯,h¯〉nn for all α ∈ Vn and h ∈ Xn
where ζn denotes ξpn+1 and α
1/pn+1 is any of the pn+1th roots of α (all lying in Pn). We
abbreviate Z/pn+1Z to Rn so that 〈 , 〉n is Rn-bilinear. We shall write χcyc : G∞ → Z×p
for the p-cyclotomic character, determined by g(ζ) = ζχcyc(g) for any g ∈ G∞ and ζ ∈ µp∞ ,
so that χcyc(Γn) ⊂ 1 + p
n+1Zp for all n ≥ 0. Reducing χcyc modulo pn+1 gives a character
χcyc,n : Gn → R
×
n for all n ≥ 1. For any g ∈ Gn and h ∈ Xn we define g.h to be g˜hg˜
−1 for
any lift g˜ of g to Gal(Mn/k). This determines a left Gn-action on Xn, hence on X¯n, and it
follows easily from the definition that
〈gα¯, g.h¯〉n = χcyc,n(g)〈α¯, h¯〉n for all α ∈ Vn, h ∈ Xn and g ∈ Gn. (1)
Next, 〈 , 〉n gives rise to a group-ring-valued pairing { , }n : V¯n × X¯n →Rn[Gn] defined by
{α¯, h¯}n =
∑
g∈Gn
〈α¯, g−1.h¯〉ng =
∑
g∈Gn
χcyc,n(g)
−1〈gα¯, h¯〉ng (2)
for all α ∈ Vn and h ∈ Xn, which is Rn[Gn]-linear in the second variable and Rn[Gn]-
semilinear in the first. More precisely, there is an involutive automorphism ιn of Rn[Gn]
sending
∑
g∈Gn
agg to
∑
g∈Gn
agχcyc,n(g)g
−1 and equations (1) and (2) show that
{xα¯, y.h¯}n = ιn(x)y{α¯, h¯}n for all α ∈ Vn, h ∈ Xn and x, y ∈ Rn[Gn]. (3)
Clearly, ιn({α¯, h¯}n) is Rn[Gn]-linear in α¯ and ιn-semilinear in h¯ and (2) gives
ιn({α¯, h¯}n) =
∑
g∈Gn
〈g−1α¯, h¯〉ng (4)
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If m ≥ n ≥ −1 then Mm ⊃ Mn and we write ρ
m
n for the restriction Xm → Xn and ρ¯
m
n :
X¯m → X¯n. We also write N
m
n for the norm map K
×
m → K
×
n inducing N¯
m
n : V¯m → V¯n, and
π¯mn for the ring homomorphism Rm[Gm]→Rn[Gn] which acts as π
m
n on the elements of Gm
and as the reduction Rm →Rn on the coefficients. From (1) and the fact that χcyc,m(g) ≡ 1
(mod pn+1) for all g ∈ Gal(Km/Kn), we deduce:
Proposition 1 If m ≥ n ≥ −1 then the diagram
V¯m × X¯m
N¯mn ×ρ¯
m
n

{ , }m
//Rm[Gm]
π¯mn

V¯n × X¯n
{ , }n
//Rn[Gn]
commutes. ✷
Passing to projective limits with respect to N¯mn , ρ¯
m
n and π¯
m
n for m ≥ n ≥ 0, we obtain a
pairing
{ , }∞ := lim←−
n≥0
{ , }n : lim←−
n≥0
V¯n × lim←−
n≥0
X¯n −→ lim←−
n≥0
Rn[Gn]
5
Each of the last three limits above has another interpretation. The third identifies (as a
compact topological ring) with the completed group-ring ΛG := Zp[[G∞]] = lim
←−
Zp[Gn]. For
future reference, it may help to make this identification explicit: Decompose π¯mn as βm,n;n◦φ
m
n
where φjk : Rj [Gj ]→ Rj [Gk] (for j ≥ k ≥ 0) is Rj-linear, acting as π
j
k on the elements of Gj ,
and βi,j;k : Ri[Gk] → Rj [Gk] (for i ≥ j ≥ k ≥ 0) simply reduces coefficients modulo p
j+1.
Then a sequence (xn)n of lim
←−
Rn[Gn] gives rise to a sequence yk := (φ
j
k(xj))j for each k ≥ 0
lying in the limit lim
←−
Rj [Gk] w.r.t. the βi,j;k’s (k fixed). Thus we get a sequence
(yk)k ∈ lim←−
k≥0
(lim
←−
j≥k
Rj [Gk]) = lim←−
k≥0
(Zp[Gk]) = ΛG
Conversely, an element (zk)k ∈ lim
←−
(Zp[Gk]) gives rise to the element (zn (mod pn+1))n of
lim
←−
Rn[Gn]. Similar decompositions of ρ¯
m
n and N¯
m
n respectively identify lim
←−
X¯n with
lim
←−
k≥0
(lim
←−
j≥k
Xk/p
j+1Xk) = lim←−
k≥0
Xk = X∞
and lim
←−
V¯n with
lim
←−
k≥0
(lim
←−
j≥k
Vk/p
j+1Vk) = lim←−
k≥0
(Zp ⊗ Vk) =: V∞
Thus we may regard { , }∞ as a continuous ΛG-valued pairing between the compact, topologi-
cal ΛG-modules V∞ and X∞. If ι∞ = lim
←−
ιn denotes the continuous, involutive automorphism
of ΛG sending g ∈ G∞ to χcyc(g)g
−1, then (3) leads to
{xα, y.h}∞ = ι∞(x)y{α, h}∞ for all α ∈ V∞, h ∈ X∞ and x, y ∈ ΛG (5)
Fix n ≥ −1 and let q be a prime of Kn not dividing p. Then µpn+1 injects into (OKn/q)
×,
so that pn+1 divides Nq − 1 and the image of µpn+1 is precisely the subgroup of ((Nq −
1)/pn+1)th powers in (OKn/q)
×. If β ∈ K× is a local unit at q we write
{
β
q
}
n
for the
additive pn+1th power-residue symbol mod q, i.e. the unique element of Rn satisfying
β(Nq−1)/p
n+1
≡ ζ
{βq}n
n (mod q)
Now any h¯ ∈ X¯n can be written as σq,Pn/Kn for some such ideal q, so the following charac-
terises the pairing { , }n.
Proposition 2 Let n ≥ −1, let q be a prime of Kn not dividing p and α ∈ Vn. Then
{α¯, σq,Pn/Kn}n =
∑
g∈Gn
{
α
g−1(q)
}
n
g and ιn({α¯, σq,Pn/Kn}n) =
∑
g∈Gn
{
g−1(α)
q
}
n
g
Proof A well-known argument gives 〈α¯, σq,Pn/Kn〉n =
{
α
q
}
n
so the second equation follows
from (4). Since also g−1.σq,Pn/Kn = σg−1(q),Pn/Kn for all g ∈ Gn, the first follows from (2). ✷
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3 Cyclotomic Units and the Annihilation of Real Classes
We shall suppose henceforth that k = Q and Gal(K/k) is abelian so thatKn is an (absolutely)
abelian field for all n ≥ −1. We shall also suppose n ∈ Z, n ≥ 0 unless explicitly stated
otherwise. We write c for the element of Gal(Q¯/Q) induced by complex conjugation and also
for its restriction to Kn for any n. In the notation of the Introduction, its fixed field is K
+
n ,
G+n
∼= Gn/{1, c} and K
+
∞ =
⋃
n≥−1K
+
n . If M is any module for one of the (commutative)
rings Rn[Gn], Zp[Gn], ΛG, etc. we shall also write M+ (resp. M−) for the submodule of M
on which c acts trivially (resp. by −1). Since p 6= 2, we have M = M+⊕M−, corresponding
to the decomposition m = m+ +m− := 1
2
(1 + c)m+ 1
2
(1− c)m for each m ∈M .
For any abelian field F we shall write fF for its conductor (i.e. the smallest integer f ≥ 1
such that F ⊂ Q(µf)) so a prime number r divides fF iff it ramifies in F . If F 6= Q then f ≥ 3
and we write εF for the cyclotomic ‘unit’ attached to F namely NQ(µfF )/F (1 − ξfF ) ∈ OF .
We shall need the following result, see e.g. Lemma 2.1 of [So1].
Lemma 1 Suppose F, F ′ are abelian fields with F ⊃ F ′ ) Q. Using an additive notation
for Galois action on the mutiplicative group of F ′
NF/F ′εF =
(∏
r
(1− σ−1r,F ′/Q)
)
εF ′
where the product (in Z[Gal(F ′/Q)]) runs over prime the numbers r dividing fF but not fF ′.
Moreover if fF is a power of some prime number, say r, then NF/QεF = r (so εF is an r-unit
of F ). Otherwise NF/QεF = 1 (so εF is a unit of F ). ✷
For brevity, we shall write fn for fKn for any n ≥ −1, so fn is the l.c.m. of p
n+1 and f−1. If
n ≥ 0 then K0 6= Q and we set
εn := NKn/K+n εKn = ε
1+c
Kn
∈ V+n and ηn :=
1
2
⊗ εn ∈ (Zp ⊗ Vn)
+
(Notice that εn coincides with εK+n provided fn equals fK+n . Since Kn = K
+
n (µp), this holds
iff p|fK+n , e.g. if p > 3 or n > 0.) Let η¯n denote the image of ηn in (Zp ⊗ Vn)/p
n+1(Zp ⊗ Vn)
which identifies canonically with V¯n so that η¯n =
1
2
ε¯n ∈ V¯
+
n . Taking x = y = c in equation (3)
gives {η¯n, c.h¯}n = −{η¯n, h¯}n for all h ∈ Xn and hence
{η¯n, h¯}n = {η¯n, h¯
−}n ∈ Rn[Gn]
− (6)
so that ιn({η¯n, h¯}n) ∈ Rn[Gn]
+. The Rn-linear extension of the restriction map Gn → G
+
n
identifies the Rn[Gn]
+ with Rn[G
+
n ] so Cl(K
+
n )/p
n+1Cl(K+n ) becomes an Rn[Gn]
+-module.
Theorem 1 If n ≥ 0 and h ∈ Xn then ιn({η¯n, h¯}n) annihilates Cl(K
+
n )/p
n+1Cl(K+n ).
(We shall shortly use this to construct explicit annihilators without prior knowledge of Xn.)
Proof The Theorem will follow from the following, apparently much weaker statement.
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Claim 1 Let q be a prime of Kn dividing a rational prime q which splits completely in Kn.
Then the element 1
2
∑
g∈Gn
{
g−1(εn)
q
}
n
g of Rn[Gn]
+ annihilates the image of the class [q+]
in Cl(K+n )/p
n+1Cl(K+n ), where q
+ is the prime of K+n below q.
Assume this for the moment. Let H+n be the maximal unramified abelian extension of K
+
n of
exponent dividing pn+1 so that the Artin map defines an isomorphism Cl(K+n )/p
n+1Cl(K+n )→
Gal(H+n /K
+
n ) sending the class of c ∈ Cl(K
+
n ) to σc, say. Since p 6= 2 = [Kn : K
+
n ], the re-
striction map Gal(Kn.H
+
n /Kn)→ Gal(H
+
n /K
+
n ) is an isomorphism. Moreover, Kn.H
+
n ⊂ Pn
so the restriction map φ : X¯n = Gal(Pn/Kn) → Gal(H
+
n /K
+
n ) factors through the previous
one and is surjective. But Kn.H
+
n /K
+
n is abelian so c acts trivially on Gal(Kn.H
+
n /Kn) from
which it follows that φ(X¯−n ) = {0} and φ(X¯
+
n ) = Gal(H
+
n /K
+
n ). Now choose any c ∈ Cl(K
+
n )
and any element h ∈ Xn. Since X¯n = X¯
+
n ⊕ X¯
−
n , Cˇebotarev’s Theorem implies the existence
of q satisfying the hypotheses of the Claim such that σ−q,Pn/Kn = h¯
− ∈ X¯−n and such that
σ+
q,Pn/Kn
∈ X¯+n maps to σc by φ, hence so does σq,Pn/Kn . On the one hand it follows from (6)
and Proposition 2 that ιn({η¯n, h¯}n) = ιn({η¯n, σq,Pn/Kn}n) =
1
2
∑
g∈Gn
{
g−1(εn)
q
}
n
g. On the
other hand it follows from the properties of the Artin map (and the fact that q+ splits in
Kn) that c and [q
+] have the same image in Cl(K+n )/p
n+1Cl(K+n ). Thus the Claim implies
that ιn({η¯n, h¯}n) annihilates the image of c for all h and c.
Our proof of Claim 1 is close to that of Thaine’s Theorem as given in [W, §15.2]. The
splitting condition implies q ∤ fn and that µpn+1 injects into (OKn/q)
× = (Z/qZ)×. In partic-
ular, pn+1|(q−1) so we may choose a primitive root t ∈ Z modulo q such that t(q−1)/p
n+1
≡ ζn
(mod q). We denote by Kn,q the field Kn(ξq) which is easily seen to be unramified over K
+
n,q
at all finite primes. Since q 6= 2 both Kn,q and K
+
n,q have conductor qfn. The extension
Kn,q/Kn is totally tamely ramified at all primes above q hence so is K
+
n,q/K
+
n (and Kn,q/Kn
is unramified elsewhere). Therefore Q(µfn) and K
+
n,q are linearly disjoint over K
+
n with com-
positum Q(µqfn). Gal(Kn,q/Kn) identifies by restriction with Gal(K
+
n,q/K
+
n ) and is cyclic of
degree q−1 generated by τ : ξq → ξ
t
q. Set εn,q = NQ(µqfn )/K
+
n,q
(1−ξqξfn) which is clearly con-
jugate over Q to εK+n,q . Lemma 1 implies that it is a unit of K
+
n,q and that NK+n,q/K+n (εn,q) = 1,
since σq,K+n /Q = 1. By Hilbert’s Theorem 90, we can therefore choose β ∈ K
+,×
n,q such that
τ(β)/β = εn,q. It follows that ordR+(β) = ordR+(τ
i(β)) for any prime R+ of K+n,q and for
i = 1, . . . , q−1, so ordR+(NK+n,q/K+n β) = (q−1)ordR+(β). If R
+ ∤ q then R+ has ramification
index 1 or 2 over K+n (the latter case if Kn/K
+
n is ramified at the prime below R
+, which
requires R+|p and fn a power of p). We deduce that the principal fractional ideal of K
+
n
generated by NK+n,q/K+n β is of the form aI
(q−1)/2 where I is a fractional ideal prime to q and
a has support above q. For each g ∈ Gn, we write Qg for the unique prime of Kn,q dividing
g(q) and Q+g for the prime of K
+
n,q below it (dividing g(q
+)), so Qg is split over Q
+
g . We set
ag := ordg(q+)(a) =
1
q − 1
ordQ+g (NK+n,q/K+n β) = ordQ+g (β) = ordQg(β) ∈ Z
The stabiliser of q+ in Gn is {1, c} so in Cl(K
+
n ) we have
∑
g∈Gn
agg[q
+] = 2[a] = (1−q)[I] ∈
8
pn+1Cl(K+n ). Thus the Claim, and hence the Theorem, will follow once we have proven that
ag ≡
{
g−1(εn)
q
}
n
(mod pn+1) for every g ∈ Gn (7)
Since ordQg(1− ξq) = 1 we can write β = (1− ξq)
agv for some v ∈ K×n,q, a local unit at Qg.
Therefore εn,q = ((1− ξ
t
q)/(1− ξq))
agτ(v)/v = (1 + ξq + . . .+ ξ
t−1
q )
agτ(v)/v and since τ acts
trivially on the residue field at Qg by total ramification, we deduce εn,q ≡ t
ag (mod Qg).
On the other hand, 1 − ξqξfn is congruent to 1 − ξfn modulo all primes of Q(µqfn) dividing
q, from which it follows easily that εn,q ≡ εn (mod Qg). Thus εn ≡ t
ag (mod g(q)) so that
g−1(εn)
(q−1)/pn+1 ≡ tag(q−1)/p
n+1
≡ ζ
ag
n (mod q), giving (7). ✷
Remark 1 One can in fact deduce Theorem 1 from Theorem 1.3 of [R] (a far more general
elaboration of Thaine’s method). This is explained briefly below. A minor complication
occurs if fn is a power of p but the main virtue of our ab initio proof is its much greater
simplicity and directness compared to Rubin’s proof of Theorem 1.3. This is natural enough
given the specialness of our situation.
In Rubin’s Theorem 1.3, take ‘K’, ‘F ’, ‘N ’ and ‘G’ in to be Q, K+n , p
n+1 and G+n re-
spectively. Let his ‘V ’ and ‘A’ be E(K+n )/E(K
+
n )
pn+1 and Cl(K+n )/p
n+1Cl(K+n ) respectively.
Given any h¯ ∈ X¯n, we may take ‘α’ to be the map αh¯ : v 7→ ιn({v, h¯}n). It follows easily
from [R, Lemma 1.6(ii)] that Rubin’s ‘A′’ also equals Cl(K+n )/p
n+1Cl(K+n ) in this situation.
So Rubin’s Theorem. 1.3 implies that ιn({ε¯n, h¯}n) annihilates the latter (giving our Theo-
rem 1) provided εn lies in Rubin’s ‘C’ i.e. it is a ‘special’ unit. If fn is not a power of p then
it is certainly a unit and the proof that it is special is similar to that of Rubin’s Theorem 2.1.
(Take u := NQ(ξqfn )/K
+
n Q(ξq)+
(1−ξqξfn) for each prime q 6= 2 splitting in K
+
n .) If fn is a power
of p then εn is only a ‘special number’ but see Rubin’s Remark 2, p. 513.
Let us define a subset D¯n of Rn[Gn]
+ for n ≥ 0 by
D¯n :=
{
ιn({η¯n, h¯}n) : h¯ ∈ X¯n
}
=
{
ιn({η¯n, h¯}n) : h¯ ∈ X¯
−
n
}
(8)
which is clearly an ideal since h¯ 7→ ιn({η¯n, h¯}n) is Rn[Gn]-semilinear w.r.t. ιn. Since every
h¯ ∈ X¯n is a Frobenius element in Pn/Kn. we can use Proposition 2 to reformulate Theorem 1
as the following remarkable strengthening of Claim 1.
Corollary 1 If n ≥ 0 then
D¯n =
{
1
2
∑
g∈Gn
{
g−1(εn)
q
}
n
g : q a prime of Kn not dividing p
}
. (9)
Moreover, D¯n is an ideal of Rn[Gn]
+ annihilating Cl(K+n )/p
n+1Cl(K+n ). ✷
We now pass to limits as n → ∞, as explained in Section 2. If m ≥ n ≥ 0 then Lemma 1
implies Nmn εKm = εKn so N
m
n εm = εn. Thus η := (ηk)k≥0 lies in V
+
∞ and we may define a
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(continuous) ΛG-linear map j∞ by
j∞ : X∞ −→ ΛG
h 7−→ {η, h}∞
Since cη = η, equation (5) shows as before that j∞ takes values in Λ
−
G and factors through
the projection of X∞ on X
−
∞. We write J∞ for the (closed) ideal im(j∞) of Λ
−
G.
For each n ≥ 0, we may also consider the composite map φ∞n ◦ j∞ : X∞ → Zp[Gn] where
φ∞n is the natural map ΛG → Zp[Gn]. Clearly, this factors through the module X∞,Γn of Γn-
covariants. Now Γn is pro-cyclic, generated by γn, say, so that X∞,Γn = X∞/(1−γn).X∞ and
a well-known argument shows that (1−γn).X∞ is the (closure of the) commutator subgroup
of Gal(M∞/Kn), namely Gal(M∞/Mn). It follows that the natural map X∞,Γn → Xn is
injective with image X0n := Gal(Mn/K∞) ⊂ Xn. Therefore, φ
∞
n ◦ j∞ factors through a unique
Zp[Gn]-linear map
jn : X
0
n −→ Zp[Gn]
Unravelling the above definitions, that of { , }∞ and the identification of ΛG with lim
←
Rn[Gn]
in Section 2, we obtain the following, more explicit description of jn(h) for any h ∈ X
0
n:
jn(h) = lim
m→∞
φmn ({η¯m, h¯m}m)
where, for each m ≥ n, hm is any lift of h to X
0
m (the choice does not matter) and φ
m
n :
Rm[Gm] → Rm[Gn] is as in Section 2. Clearly, jn factors through the projection of X
0
n on
(X0n)
− = X−n and im(jn) = φ
∞
n (J∞) is an ideal of Zp[Gn]
− which we shall denote Jn. We shall
examine j∞, J∞, jn and Jn more closely in Section 6.
Now let us write X†∞ for the module X∞ with the ΛG-action twisted by ι∞. The composite
map d∞ := ι∞ ◦ j∞ : X
†
∞ → ΛG (taking h to ι∞({η, h}∞)) is then continuous and ΛG-linear
and factors through the projection on (X−∞)
† = (X†∞)
+. We set D∞ := im(d∞) = ι∞(J∞),
which is a (closed) ideal of Λ+G and for each n ≥ 0 we write Dn for im(φ
∞
n ◦ d∞), i.e.
Dn = φ
∞
n (D∞) = {φ
∞
n (d∞(h)) : h ∈ X
−
∞} ⊂ Zp[Gn]
+ (10)
Clearly, Dn is an ideal of Zp[Gn]+ and the latter will henceforth be identified with Zp[G+n ].
Since the map h 7→ h|Pn sends X
−
∞ onto X¯
−
n , the reduction of Dn modulo p
n+1 in Rn[Gn]
+
is the ideal previously denoted D¯n. If J¯n denotes the corresponding reduction of Jn in
Rn[Gn]
− then clearly ιn(J¯n) = D¯n but there appears to be no direct relation between Jn and
Dn themselves.
We now give an abstract description of Dn. If h ∈ X∞ then
(coefficient of g in φ∞n (d∞(h))) = (coefficient of g in φ
∞
n (ι∞({η, h}∞)))
= (coefficient of g in lim
m→∞
φmn (ιm({η¯m, h|Pm}m)))
= lim
m→∞
∑
πmn (g˜)=g
〈g˜−1η¯m, h|Pm〉m
= lim
m→∞
〈g−1η¯n, h|Pm〉m (11)
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using (4) and the fact Nmn ηm = ηn. Of course, any element α of Zp ⊗ Vn gives an element
α¯ ∈ V¯m for all m ≥ n and it is easy to see for any h ∈ X∞ the limit
⌊α, h⌉∞n := lim
m→∞
〈α¯, h|Pm〉m
is a well-defined element of Zp which is Zp-bilinear as a function of α and h. So (11) gives:
φ∞n (d∞(h)) =
∑
g∈Gn
⌊g−1ηn, h⌉
∞
n g (12)
Proposition 3 Dn = {F (ηn) : F ∈ HomZp[Gn]((Zp ⊗ Vn)
+,Zp[Gn])} for all n ≥ 0.
Proof For any Zp[Gn]-module M , there is a functorial isomorphism from HomZp(M,Zp)
to HomZp[Gn](M,Zp[Gn]) sending f to the map F : m 7→
∑
g∈Gn
f(g−1m)g ∀m ∈ M . Thus
by (10) and (12), it suffices to show that any element of HomZp((Zp ⊗ Vn)
+,Zp) is of form
α 7→ ⌊α, h⌉∞n for some h in X
−
∞. Using the compactness of X
−
∞ and the definition of ⌊·, ·⌉
∞
n ,
we are reduced to showing the surjectivity of the following composite map for all m ≥ n:
X−∞
am−→ HomRm(V¯
+
m,Rm)
bm,n
−→ HomRm((Vn/V
pm+1
n )
+,Rm)
where am(h) is the homomorphism α¯ 7→ 〈α¯, h|Pm〉m and bm,n is induced by the restriction of
the natural map Vn/V
pm+1
n → Vm/V
pm+1
m = V¯m to plus-parts. But it is an easy exercise to
see that the latter restriction is injective and since Rm is injective as a module over itself,
it follows that bm,n is surjective for all m ≥ n. Furthermore, the surjectivity of am for all
m ≥ n is an immediate consequence of that of X−∞ → X¯
−
m and Kummer theory, taking into
account the fact that Vp
m+1
m = Vm ∩ (K
×
m)
pm+1. The result follows. ✷
Remark 2 Since Zp ⊗ ESp(K
+
n ) = (Zp ⊗ Vn)
+ is a Zp[Gn]-direct summand of Zp ⊗ Vn, we
can of course replace the former by the latter in the statement of the Proposition. If fn
is not a power of p then ηn actually lies in Zp ⊗ E(K+n ) which is a Zp-direct summand of
Zp ⊗ ESp(K
+
n ). By the functoriality mentioned in the proof, it follows that in this case we
can also replace (Zp ⊗ Vn)+ by Zp ⊗ E(K+n ) in the Proposition.
For each prime number r we write Dr(Kn/Q) for the common decomposition subgroup of
Gn at primes of Kn above r and NDr(Kn/Q) for the norm element
∑
d d ∈ Z[Gn] where d
runs through Dr(Kn/Q). If r|fn and fn is not a prime power (i.e. not a power of p) then
Lemma 1 implies NDr(Kn/Q)ηn = 1 and Prop. 3 gives
Proposition 4 Suppose n ≥ 0 and fn is not a power of p. Then NDr(Kn/Q)Dn = {0} for
every prime number r dividing fn ( e.g. r = p). In particular, Zp[G+n ]/Dn is infinite. ✷
Let n0 be the smallest value of n ≥ 0 such that K∞/Kn is ramified at one (hence any) prime
above p. Thus Γn0 is precisely the inertia subgroup of Γ0
∼= Zp at any prime above p. For each
n ≥ −1 we let Ln denote the maximal unramified abelian p-extension of Kn, so Ln ⊂ Mn
11
and we write L∞ for
⋃
n≥−1 Ln ⊂ M∞. Then Xn := Gal(Ln/Kn) and X∞ := Gal(L∞/K∞)
are isomorphic via the Artin maps to An := Cl(Kn)p and lim
←
Am (limit w.r.t. the norm maps
Nmn ) respectively, as modules for Zp[Gn] and ΛG. We may identify A
+
n with Cl(K
+
n )p and
consider it as a Zp[G+n ]-module. If R[H ] is any group-ring, we shall write I(R[H ]) for its
augmentation ideal. We can now state our main annihilation result.
Theorem 2 Let K be as above and n ≥ 0. Then
(i). D∞ annihilates lim
←
A+m (or, equivalently, X
+
∞).
(ii). If n ≥ n0 then Dn annihilates A
+
n (or, equivalently, X
+
n ).
(iii). In any case I(Zp[G+n ])Dn annihilates A
+
n (or, equivalently, X
+
n ).
Proof Suppose h ∈ X†∞ and (cm)m ∈ lim
←
A+m and set d∞(h)(cm)m = (bm)m. By definition
bm = φ
∞
m (ι∞({η, h}∞))cm where φ
∞
m (ι∞({η, h}∞)) ∈ Zp[G
+
m] is congruent modulo p
m+1 to
ιm({η¯m, h|Pm}m). So Theorem 1 implies bm ∈ p
m+1A+m for all m. Thus, for any n ≥ 0,
bn = N
m
n bm ∈ p
m+1A+n for any m ≥ n so bn = 0 ∀n. This proves part (i). If n ≥ n0
then K∞/Kn is totally ramified above p so the restriction X∞ → Xn is surjective and (ii)
follows from (i). Part (iii) follows similarly (for n ≤ n0) using the fact that the cokernel of
X∞ → Xn is Gal((K∞ ∩ Ln)/Kn) = Gal(Kn0/Kn), on which Gn clearly acts trivially. ✷
Remark 3 To clarify the picture, define integers i0, f
′ and m0 by µp∞(K0) = µpi0+1 and
f0 = f
′pm0+1 with p ∤ f ′. It is easy to see that m0 ≥ i0 ≥ 0 and that K0 = K1 = . . . = Ki0
while [Kn : K0] = p
n−i0 for n > i0. One shows that Q(µf0)/K0 is unramified above p, hence
also Km0/K0. On the other hand, if F is the inertia subfield of Km0 at p, one can show that
Km0 = Fm0 , so K∞/Km0 = F∞/Fm0 is totally ramified above p. Hence Kn0 = Km0 . Thus
n0 equals m0 or 0 according as m0 > i0 or m0 = i0, and [Kn0 : K0] = p
m0−i0 in both cases.
Remark 4 The module (X+∞)Γn = X
+
∞/(1−γn)X
+
∞ is finite since it is a quotient of (X
+
∞)Γn
∼=
X0,+n which is finite by Leopoldt’s Conjecture for K
+
n (which holds e.g. by [W, Thm. 5.25].)
Suppose for simplicity that n ≥ n0. Then the map X
+
∞ → X
+
n factors through a surjection
y+n : (X
+
∞)Γn → X
+
n . Part (i) of the Theorem clearly implies that Dn annihilates (X
+
∞)Γn as
Zp[G+n ]-module, which is a priori a stronger statement than part (ii) whenever ker(y
+
n ) =:
Y +n /(1 − γn)X
+
∞ is non-trivial. However, one can show that ker(y
+
n ) = {0} if |Sp(K
+
n )| = 1
and that Y +n+1 = (1 + γn + γ
2
n + . . .+ γ
p−1
n )Y
+
n in general (see e.g. [W, Lemma 13.15]). The
latter implies that ker(y+n+1) is a quotient of ker(y
+
n ) and hence that ker(y
+
i ) is finite and
decreasing in size as i→∞. In particular, it must stabilise.
Remark 5 If m ≥ n ≥ 0 then following generalisation of (9) can be deduced from (11) (for
example).
β∞,m;n(Dn) = φ
m
n (D¯m) =
{
1
2
∑
g∈Gn
{
g−1(εn))
q
}
m
g : q a prime of Km not dividing p
}
(13)
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If also n ≥ n0 and p
m+1 kills A+n then the R.H.S. above provides an explicit annihilator of
A+n in Rm[G
+
n ]. (If n < n0 we may have to multiply by I(Rm[G
+
n ]).) One would like to ‘let
m tend to infinity’ and obtain a similar expression for Dn itself. Unfortunately, this cannot
be done, essentially because the limited splitting of finite primes in the extension K∞/Kn
means that the sequence {σqm,Pm/Km}m≥n for a ‘coherent’ sequence of such primes qm (of
Km) can never cohere to give an element of X∞ as m→∞.
4 Variation of K, the Kernels of j∞ and d∞, and Green-
berg’s Conjecture
First we compare the maps and objects defined above for an abelian field K with the cor-
responding ones defined identically for a subfield F ⊂ K. To distinguish them we shall
sometimes need to include the field in the notation, using a subscript for maps and paren-
theses for objects. (If omitted, the field is K.) For each n ≥ 0, and also ‘for n = ∞’, the
fields Kn and Mn(K) contain Fn and Mn(F ) respectively, so we get continuous restriction
maps of Galois groups πKn/Fn : Gn(K) → Gn(F ) and rn,K/F : Xn(K) → Xn(F ). Extending
the former by Zp-linearity, we get ring homomorphisms πKn/Fn : Zp[Gn(K)]→ Zp[Gn(F )] for
every integer n ≥ 0 whose limit is a continuous homomorphism ΛG(K)→ ΛG(F ) extending
πK∞/F∞ and denoted by the same symbol. The prime factors of fF0 (which include p) coin-
cide with those of fFn for all n ≥ 0. For any other prime r, the Frobenius elements σr,Fn/Q
for n ≥ 0 cohere to give an element σr,F∞/Q of G∞(F ) satisfying χcyc,F (σr,F∞/Q) = r ∈ Z
×
p .
Define elements x∞,K/F and y∞,K/F of ΛG(F ) by setting
x∞,K/F :=
∏
r|fK0
r∤fF0
(1− σ−1r,F∞/Q) and y∞,K/F := ι∞,F (xK/F ) =
∏
r|fK0
r∤fF0
(1− r−1σr,F∞/Q)
For any integer n ≥ 0, their images in Zp[Gn(F )] under φ∞n,F are denoted xn,K/F and yn,K/F
respectively and are given by the same products with σr,Fn/Q replacing σr,F∞/Q.
Proposition 5 Let K, F and notations be as above. Then
πK∞/F∞ ◦ d∞,K = x∞,K/F d∞,F ◦ r∞,K/F and πK∞/F∞ ◦ j∞,K = y∞,K/F j∞,F ◦ r∞,K/F (14)
Moreover, rn,K/F maps Xn(K)
− onto Xn(F )
− for any n ≥ 0 and for n =∞.
Proof For every n ≥ 0 the norm NKn/Fn induces a map N¯Kn/Fn : V¯n(K) → V¯n(F ) and it
follows from Lemma 1 that N¯Kn/Fn η¯n,K = xn,K/F η¯n,F . If h ∈M∞(K) then equation (4) gives
πKn/Fn(ιn,K{η¯n,K , h|Pn(K)}n,K) =
∑
g′∈Gn(F )
∑
g∈Gn(K)
piKn/Fn
(g)=g′
〈g−1η¯n,K , h|Pn(K)〉n,Kg
′
=
∑
g′∈Gn(F )
〈g′
−1
N¯Kn/Fn η¯n,K, h|Pn(F )〉n,Fg
′
= ιn,F{xn,K/F η¯n,F , h|Pn(F )}n,F
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Taking the inverse limit over n, using the definition of d∞,F and equation (5) then gives
πK∞/F∞(d∞,K(h)) = ι∞,F{x∞,K/F ηF , r∞,K/F (h)}∞,F = x∞,K/F dF,∞(r∞,K/F (h))
whence the first equation in (14). The second follows on applying ι∞,F since ι∞,F ◦πK∞/F∞ =
πK∞/F∞ ◦ ι∞,K . For the final statement, use the fact that c acts trivially on coker(rn,K/F )
since the latter is isomorphic to Gal((Mn(F ) ∩Kn)/Fn) and Kn is abelian over Q. ✷
It is a simple exercise to deduce the
Corollary 2 For each integer n ≥ 0:
(i). πKn/Fn(Dn(K)) equals xn,K/FDn(F ) ⊂ Zp[Gn(F )]
+.
(ii). πKn/Fn◦jn,K equals yn,K/F jn,F◦rn,F/K as a map Xn(K)
− → Zp[Gn(F )]− and πKn/Fn(Jn(K))
equals yn,K/FJn(F ) ⊂ Zp[Gn(F )]−. ✷
Note that part (i) also follows from Prop. 3 and implies Prop. 4 for r 6= p. (Take F to be
the splitting field of r in K etc.)
Remark 6 In contrast to Prop. 4, we shall see later (Cor. 7) that the index of Jn(K) in
Zp[Gn(K)]− is often (perhaps always) finite for all n ≥ 0. Nevertheless, Corollary 2 suggests
the idea of ‘enlarging’ both Dn(K) and Jn(K) by a method similar to that often used for
the Stickelberger ideal (see e.g. [Gt, §2]): one should add to each of them (Zp-multiples of)
the images under coresKnFn of the corresponding ideals for all subfields F of K. Here cores
Kn
Fn
denotes the additive homomorphism from Zp[Gn(F )] to Zp[Gn(K)] which sends g ∈ Gn(F )
to the sum of its pre-images in Gn(K) under restriction. The same can be done at the infinite
level. (Indeed, if K/F is not linearly disjoint from F∞/F , one should do this first, then get
the ‘enlarged’ ideals at finite levels as images under φ∞n .) Annihilation statements similar to
those of Theorem 2 can be proven for the enlarged ideals D˜ using the original versions for
all subfields F of K.
For any F ⊂ K we write E0(F ) for the subgroup of E(F ) consisting of those units whose local
absolute norms are trivial at all primes dividing our fixed prime p. Since F is abelian, this is
simply the kernel of NDp(F/Q) acting on E(F ). Now let N∞ = N∞(K) (resp. N
0
∞ = N
0
∞(K))
denote the infinite abelian extension of K∞ obtained by adjoining to it all p-power roots of
all elements of E(K+n ) (resp. of E
0(K+n )) for all n ≥ 0. Both N
0
∞ and N∞ are Galois over Q
and it is easy to see that N0∞ ⊂ N∞ ⊂ M
−
∞. (Here, M
−
∞ is defined by Gal(M∞/M
−
∞) = X
+
∞
so that X−∞ maps isomorphically onto Gal(M
−
∞/K∞).) Since Kn is CM it is well known that
|E(Kn) : µ(Kn)E(K
+
n )| = 1 or 2. It follows that we could have used E(Kn) in place of
E(K+n ) (resp. E
0(Kn) in place of E
0(K+n )) in the definition of N∞ (resp. of N
0
∞).
Theorem 3 ker(d∞) = ker(j∞) = Gal(M∞/N
0
∞) as subgroups of X∞.
Before giving the proof, we deduce a first link with Greenberg’s Conjecture for the extension
K+∞/K
+, i.e. the statement that |A+n | is bounded as n → ∞ or, equivalently, that X
+
∞ is
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finite. Proposition 2 of [Gn] shows that this is also equivalent to the triviality of A+∞ where
A∞ denotes direct limit of the An’s as n → ∞ w.r.t. the maps coming from extension of
ideals. Now, Kummer Theory gives a non-degenerate, Galois-equivariant pairing
Gal(M∞/N∞)×A∞ → µp∞ (15)
(This follows from [W] pp. 294-295. See also [I2, Thm. 14] using roots of p-units and
p-class groups instead.) Hence Greenberg’s Conjecture for K+∞/K
+ is also equivalent to
Gal(M∞/N∞)
− = {0} i.e. M−∞ = N∞.
Corollary 3 Suppose |Sp(K
+
n0
)| = 1. Then N0∞ = N∞ and
ker(d∞) ∩ (X
†
∞)
+ = (ker(j∞) ∩ X
−
∞)
† = (Gal(M∞/N∞)
−)† ∼= HomZp
(
A+∞,Qp/Zp
)
(16)
as Λ+G-modules. In particular, Greenberg’s Conjecture holds for K
+
∞/K
+ if and only if d∞ is
injective on (X†∞)
+ (or, equivalently, j∞ on X
−
∞).
Proof By total ramification, |Sp(K
+
n0
)| = 1 is equivalent to |Sp(K
+
n )| = 1 for all n ≥
0. This implies Dp(K
+
n /Q) = G
+
n so that E(K
+
n )
2 ⊂ E0(K+n ) for all n ≥ 0, and hence
N0∞ = N∞. The second equality now follows from the Theorem, as does the first (since
X−∞ = (X
†
∞)
+ as groups). The isomorphism follows from the above pairing and the rest is a
direct consequence. ✷
In Section 6, equation (30) will show that ker(j∞) ∩X
−
∞ = Gal(M
−
∞/N
0
∞) contains a specific
submodule which is non-trivial (and infinite) whenever |Sp(K
+
n0
)| > 1, regardless of Green-
berg’s Conjecture. Nevertheless, Theorem 7(iii) will show that ker(j∞) is still as small as
possible for a map X∞ → ΛG.
Proof of Theorem 3. The first equality follows from the injectivity of the involution ι∞.
For any abelian field F we temporarily denote by B∞(F ) the fixed field of ker(j∞,F ) acting
on M∞(F ). The second equality thus amounts to B∞(K) = N
0
∞(K) which we now prove.
Lemma 2 Let F be any abelian field, n ≥ 0 and write ESp(F
+
n ) as a left Z[Gn(F )]-module
(under multiplication). The field B∞(F ) is obtained by adjoining to F∞ the following subset
of M∞(F )
−
S∞(F ) := {α
1/pm : α ∈ I(Z[Gn(F )])εn(F ) and m,n ≥ 0}
Furthermore, I(Z[Gn(F )])εn(F ) is contained in E0(F+n ).
Proof If h ∈ X∞,F , then j∞,F (h) = 0 iff {η¯n(F ), h|Pn(F )}n,F = 0 for all n ≥ 0. This is
equivalent to h fixing all conjugates of εn(F )
1/pn+1 over Q for all n ≥ 0 and hence to h fixing
all conjugates of εn(F )
1/pm for all m,n ≥ 0, since εn(F ) = NGal(Fm/Fn)εm(F ) for m ≥ n.
This shows that B∞(F ) is obtained by adjoining the larger set with I(Z[Gn(F )]) replaced
by Z[Gn(F )] in the definition of S∞(F ). The fact that this gives the same field follows from
the relation εn(F ) ≡ (NGal(Fm+n/Fn)−p
m)εm+n(F ) (mod (K
×
m+n)
pm) (whenever m ≥ 0) since
NGal(Fm+n/Fn)− p
m ∈ I(Z[Gm+n(F )]). This proves the first statement. For the second, if fFn
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is a power of p then |Sp(F
+
n )| = 1, so it follows from εn(F ) ∈ ESp(F
+
n ). Otherwise, Lemma 1
gives εFn ∈ E(Fn) and easily implies NDp(Fn/Q)εFn = 1. Hence εn(F ) ∈ E
0(F+n ). ✷
The norm relations mean that the index |E0(K+n ) : I(Z[Gn(K)])εn(K)| is usually infinite for
every n ≥ 0. So the equality B∞(K) = N
0
∞(K) does not follow immediately from the above
Lemma. We also need the less obvious
Lemma 3 Suppose F is a subfield of Kn for some n ≥ 0. Then B∞(K) contains B∞(F ).
Proof First, the map j∞,Kn : X∞(Kn)→ ΛG(Kn) is formally identical to j∞,K : X∞(K)→
ΛG(K). Thus B∞(K) = B∞(Kn) and, replacing K by Kn, we may reduce to the case
F ⊂ K. We need to prove that h ∈ ker(j∞,K) implies that r∞,K/F (h) fixes B∞(F ), i.e. that
j∞,F ◦ r∞,K/F (h) = 0. But if h ∈ ker(j∞,K) then (14) implies y∞,K/F j∞,F ◦ r∞,K/F (h) = 0 so it
suffices to show that y∞,K/F is a non-zero-divisor of ΛG(F ). This follows from the fact that
its image yn,K/F is a non-zero-divisor of Zp[Gn(F )] for all n ≥ 0. (E.g. because it divides∏
r(1− r
−ar,n) ∈ Zp \ {0} where ar,n ≥ 1 is the order of σr,Fn/Q in Gn(F ).) ✷
By Lemma 2, the following defines a Z[Gn(K)]-submodule of E0(K+n ) for each n ≥ 0
C0n(K) :=
∑
F⊂Kn
I(Z[Gn(F )])εn(F )
(where F ranges over the (finitely many) subfields of Kn). Now consider the subfield
K∞(S˜∞(K)) of N
0
∞(K) obtained by adjoining to K∞ the set
S˜∞(K) := {β
1/pm : β ∈ C0n(K) and m,n ≥ 0}
Lemma 2 for F = K and the obvious containment S∞(K) ⊂ S˜∞(K) imply B∞(K) ⊂
K∞(S˜∞(K)). The reverse inclusion follows from the fact that every element of S˜∞(K) is a
product of elements of the sets S∞(F ) ⊂ B∞(F ) for F ⊂ Kn, and hence lies in B∞(K), by
Lemma 3. Thus K∞(S˜∞(K)) = B∞(K) and to prove Theorem 3 it only remains to show
that the inclusion K∞(S˜∞(K)) ⊂ N
0
∞(K) is an equality. But in view of the definitions of
S˜∞(K) and N
0
∞(K), this is an easy deduction from
Lemma 4 The index |E0(K+n ) : C
0
n(K)| is finite for all n ≥ 0.
Proof This is a variant of the proof that the (full) group of cyclotomic units of an abelian
field is of finite index in its unit group, so we leave out some details. It suffices to show
that the natural inclusion of C ⊗ C0n(K) in C ⊗ E
0(K+n ) is an equality. We consider these
as nested C[Gn]-submodules of C⊗E(K+n ) and show that rχ := dimC(eχ(C⊗C
0
n(K))) is at
least r′χ := dimC(eχ(C⊗E
0(K+n ))) for every (irreducible) complex character χ of Gn (whose
idempotent in C[Gn] is eχ). Dirichlet’s Theorem shows that the map
λ : E(K+n ) −→ C[Gn]
ε 7−→
∑
g∈Gn
log |g(ε)|g−1
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extends to a C[Gn]-isomorphism λC : C ⊗ E(K+n ) → I(C[Gn])
+. Since C ⊗ E0(K+n ) is
the kernel of NDp(Kn/Q) acting on C ⊗ E(K
+
n ), it follows that r
′
χ = 0 unless χ(c) = 1 and
χ(Dp(Kn/Q)) 6= {1} in which case r′χ = 1. So it suffices to show that eχ(C⊗C
0
n(K)) 6= {0}
in this latter case. Fix such a χ and let F be the (real) subfield of Kn fixed by ker(χ) so
p does not split completely in F . We can also regard χ as an even, non-trivial Dirichlet
character modulo its conductor f = fF such that χ(p¯) 6= 1 if p ∤ f . Choose also g0 ∈ Gn
such that χ(g0) 6= 1 so that zχ := eχ(1 ⊗ (1 − g0)εn(F )) lies in eχ(C⊗ C0n(K)). If p|f then
Lemma 1 shows that NF+n /F εn(F ) = εF and a calculation gives
λC(zχ) = [Kn : F
+
n ](1− χ(g0))
f∑
a=1
(a,f)=1
log |1− ξaf |χ
−1(a¯) = [Kn : F
+
n ](χ(g0)− 1)τ(χ
−1)L(1, χ)
where L(s, χ) is the complex (primitive) L-function and τ(χ−1) is the Gauss Sum attached
to χ−1. (See, for example, Theorem 4.9 and the preceding pages in [W].) If p ∤ f then
NF+n /F εn(F ) = (1 − σ
−1
p,F/Q)εF , giving an extra factor of (1 − χ
−1(p¯)) in the second two
members above. In either case the third member is a product of nonzero terms, so zχ 6= 0. ✷
This completes the proof of Theorem 3. ✷
5 The Case K = Q : the Ideals Dn and the Map d∞
If K = Q then Kn = Q(µpn+1), fn = pn+1, n0 = i0 = 0 and Kn (resp. K+n ) has a unique prime
ideal dividing p, generated by 1 − ζn (resp. by εn). We abbreviate ESp(K
+
n ) and E(K
+
n ) to
E˜n and En respectively. We write C˜n for the Z[G+n ]-submodule of E˜n generated by εn and
Cn for C˜n ∩ En. (This is the group of cyclotomic units of K
+
n and coincides with the group
C0n(K) defined above, in this case.) Since E˜n = C˜nEn, the natural map En/Cn → E˜n/C˜n is
an isomorphism. It follows from e.g. Theorem 8.2 of [W] that E˜n/C˜n is finite, of cardinality
a power of 2 times |Cl(K+n )|. In particular, C˜n has the same Z-rank as E˜n, namely [K
+
n : Q]
so that C˜n is Z[G+n ]-free with basis {εn}.
Since p is odd, Zp⊗ E˜n is Zp-torsionfree so may be regarded as a submodule of Qp⊗ E˜n.
We may also regard Zp ⊗ C˜n as a Zp[G+n ]-free submodule with basis {ηn} and spanning
Qp ⊗ E˜n over Qp. It follows that there exists a a (unique) fractional ideal Jn of Qp[G+n ]
(by which we mean a Zp[G+n ]-submodule of Zp-rank equal to |G
+
n |) such that the map
Jn → Zp ⊗ E˜n sending j to jηn is an isomorphism. For each x ∈ Zp[G+n ] we let tn,x ∈
HomZp
(
(Zp ⊗ E˜n)/(Zp ⊗ C˜n),Qp/Zp
)
be the homomorphism sending the class of jηn to
that of the coefficient of 1 in xj, for all j ∈ Jn. If H is any abelian group and M any
Zp[H ]-module we shall sometimes write the Pontrjagin dual HomZp (M,Qp/Zp) as M
∨ for
brevity. We emphasise that it is always endowed with the Zp[H ]-action for which h.f is the
homomorphism f ◦ h (not f ◦ h−1 as in [KS] etc.) for any h ∈ H and f ∈ M∨.
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Theorem 4 Suppose K = Q, n ≥ 0 and notations are as above. The map
tn : Zp[G+n ]/Dn −→ HomZp
(
(Zp ⊗ E˜n)/(Zp ⊗ C˜n),Qp/Zp
)
x mod Dn 7−→ tn,x
is a well-defined isomorphism of Zp[G+n ]-modules.
Proof The injection (Zp ⊗ E˜n)/(Zp ⊗ C˜n)→ (Qp[G+n ]/Zp[G
+
n ]) sending the class of jηn to
that of j (for j ∈ Jn) induces a surjection from (Qp[G+n ]/Zp[G
+
n ])
∨ to ((Zp⊗E˜n)/(Zp⊗C˜n))∨.
On the other hand, it is easy to see that every element of (Qp[G+n ]/Zp[G
+
n ])
∨ sends the class
of y ∈ Qp[G+n ] to that of the coefficient of 1 in xy for some fixed x ∈ Zp[G
+
n ]. It follows
that the map t˜n from Zp[G+n ] to ((Zp ⊗ E˜n)/(Zp ⊗ C˜n))
∨ sending x to tn,x is surjective. It
is easy to check that t˜n is Zp[G+n ]-linear so it only remains to prove that Dn = ker(t˜n). But
ker(t˜n) is precisely the set {x ∈ Zp[G+n ] : xj ∈ Zp[G
+
n ] ∀j ∈ Jn}. It follows easily that
HomZp[G+n ](Zp ⊗ E˜n,Zp[G
+
n ]) = HomZp[Gn]((Zp ⊗ Vn)
+,Zp[Gn]) is precisely the set of maps
jηn 7→ xj for x ∈ ker(t˜n). Taking j = 1, Proposition 3 implies Dn = ker(t˜n), as required. ✷
From the above – and elementary properties of duals etc. – we deduce:
Corollary 4 If K = Q and n ≥ 0 then
(i). Zp[G+n ]/Dn is finite and |Zp[G
+
n ]/Dn| = |Zp ⊗ (E˜n/C˜n))| = |A
+
n |.
(ii). Dn is precisely the Zp[G+n ]-annihilator of (Zp ⊗ (E˜n/C˜n))
∨ ∼= (Zp ⊗ (En/Cn))∨, hence
also of Zp ⊗ (E˜n/C˜n) ∼= Zp ⊗ (En/Cn).
(iii). Dn is precisely the (initial) Zp[G+n ]-Fitting ideal of (Zp⊗(E˜n/C˜n))
∨ ∼= (Zp⊗(En/Cn))∨.
✷
Remark 7 Part (ii) above combines with Theorem 2 (ii) to show that
AnnZp[G+n ](Zp ⊗ (En/Cn)) ⊂ AnnZp[G+n ](A
+
n ) (17)
This may be compared with statement of Thaine’s theorem in [W, Thm 15.2] (as well as the
general results of [R] already cited). The former is essentially (17) generalised to allow any
real abelian field F in place of K+n but also restricted to p (possibly 2) not dividing [F : Q].
Since G+n is cyclic, Fitting ideals of Zp[G
+
n ]-modules and their duals coincide (this follows
from point Prop. 1 and point 4 of [MW, Appendix]) so we have the interesting equalities
Dn = FittZp[G+n ](Zp ⊗ (En/Cn)) = FittZp[G+n ](A
+
n ) (18)
where the first follows from part (iii) above and the second from [CG, Thm. 1].
It is not clear to the author whether to expect generalisations of (17) and/or the equalities
between each pair of the three members in (18), when En is replaced by E(F ) for arbitrary
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real, abelian F and Cn by a suitably defined group of cyclotomic units C(F ). (Before even
considering first equality in (18) one would have to enlarge Dn, perhaps as in Remark 6.)
However, our approach certainly suggests that it might be more natural to consider the
Pontrjagin dual of Zp⊗(E(F )/C(F )). This might even be necessary in (18) when Gal(F/Q)
is not p-cyclic. Note also that the case p ∤ [F : Q] may not be indicative here. Not only
is Zp ⊗ (E(F )/C(F )) then Zp[Gal(F/Q)]-isomorphic to its dual but its Fitting ideal and
annihilator coincide since Zp ⊗E(F ) is cyclic over Zp[Gal(F/Q)] in this case.
It is easy to check that the following diagram commutes for all m ≥ n ≥ 0:
Zp[G+m]/Dm

∼
−
// HomZp
(
Zp ⊗ (E˜m/C˜m),Qp/Zp
)

Zp[G+n ]/Dn
∼
−
// HomZp
(
Zp ⊗ (E˜n/C˜n),Qp/Zp
)
Here, the horizontal isomorphisms are (essentially) tm and tn, the left-hand vertical map is
the natural surjection and the right-hand map is induced by the natural map (E˜n/C˜n) →
(E˜m/C˜m). It follows that the transition maps on the R.H.S. are also surjections. (This
can also be seen the injectivity of (E˜n/C˜n) → (E˜m/C˜m) which follows in turn from the
Z[G+m]-freeness of C˜m.) Passing to inverse limits, we obtain continuous Λ
+
G-isomorphisms
Λ+G/D∞
∼= lim
←−
n≥0
(Zp[G
+
n ]/Dn)
∼= lim
←−
n≥0
((Zp ⊗ (E˜n/C˜n))
∨) (19)
(The first follows from compactness arguments.) Finally, the R.H.S. of (19) is easily seen to
be isomorphic to HomZ
(
E˜(K+∞)/C˜(K
+
∞),Qp/Zp
)
where E˜(K+∞) :=
⋃
n≥0 E˜n and C˜(K
+
∞) :=⋃
n≥0 C˜n.
Remark 8 We point out the connections mentioned in the Introduction between our results
and those of [KS]. Let K be real quadratic so that G+n = G
+
0 ×Gal(K
+
n /K
+
0 ) and let χ denote
non-trivial character of Gal(K/Q) inflated to G+0 . The aim of Kraft and Schoof is to study
modules for such K which they denote ‘An’ and ‘Cn’ and are essentially the χ-components
of our A+n and (Zp⊗ (E(K
+
n )/C(K
+
n )))
∨ respectively. Now, using our Cor. 1, one can obtain
a precise relation between the χ-component of our D¯n and the denominator on the R.H.S.
of the last equation on p. 141 of [KS], with k = n+ 1. (Use the description of their fr given
on p. 144, not the vaguer one on p. 140.) Combining this relation with [KS, Prop. 2.5]
gives a sort of mod-pk analogue of our Prop. 3. The above-mentioned equation itself may
be compared with our Thm. 4 modulo pk (where, of course, K = Q) and the first statement
of [KS, Theorem 2.4] with our equation (19). The ideal I in this statement is essentially the
χ-component of our D∞. Note that the Galois action on Pontrjagin duals defined in [KS]
must be changed to ours to make it consistent with their own identification at the end of
the proof of [KS, Thm. 2.4].
Vandiver’s Conjecture for p states that A+0 = {0} or, equivalently, A
+
n = {0} ∀n ≥ 0. (For
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the non-trivial implication, use [W, Thm. 10.4] .) Thus, Vandiver’s Conjecture strengthens
Greenberg’s Conjecture for K+∞/K
+ and each corresponds to certain properties of d∞:
Proposition 6 Suppose K = Q.
(i). The following are equivalent:
(a) Greenberg’s Conjecture holds for K+∞/K
+,
(b) d∞ is injective on (X
†
∞)
+,
(c) coker(d∞) ( i.e. Λ
+
G/D∞) is finite.
(ii). The following are equivalent:
(a) Vandiver’s Conjecture holds for p,
(b) d∞ is an isomorphism from (X
†
∞)
+ to Λ+G,
(c) d∞ is surjective ( i.e. D∞ = Λ
+
G).
Proof In part (i), the equivalence (a) ⇔ (b) is from Cor. 3. For (a) ⇔ (c), Greenberg’s
conjecture is equivalent to the boundedness of |Zp[G+n ]/Dn| by Cor. 4 (i). Now use (19)
noting that the transition maps in the limits are surjective. The equivalence (a) ⇔ (c) of
part (ii) is proved in a similar way. The implication (b)⇒ (c) is trivial in (ii) and (c)⇒ (b)
follows from the same implication in (i). ✷
Remark 9 The argument (a)⇔ (c) in (i) shows that if Greenberg’s Conjecture holds then
|Λ+G/D∞| = |X
+
∞| (since then X
+
∞
∼= A+n for all n >> 0).
The kernel and cokernel of d∞ can also be related without Greenberg’s Conjecture, using
instead the Main ‘Conjecture’ of Iwasawa Theory over Q (a Theorem, of course!). See
Thm. 9.
6 Inertia Subgroups, the Map s∞ and ΛΓ-torsion
When j∞ is restricted to the product of inertia subgroups in X∞ we shall see that it is given
by a limit of certain rather explicit p-adic maps sn as n → ∞. These are specialisations of
the map sF/k,S defined in [So3, §2.4] for any abelian extension of number fields F/k with F
of CM-type and k totally real, and for any finite set S of places of k containing S0(F/k)
(i.e. the infinite ones and those ramified in F ). We start by giving the particularly simple
definition of sF/k,S in the relevant case, namely k = Q and F any imaginary abelian field.
For each irreducible, complex character χ ∈ ̂Gal(F/Q) we define the S-truncated L-
function LF/Q,S(s, χ) to be the unique meromorphic continuation of the function defined for
ℜ(s) > 1 by the Euler product
∏
q 6∈S
(
1− q−sχ(σq,F/Q)
)−1
. Let
a−F/Q,S :=
i
π
∑
χ∈ ̂Gal(F/Q)
χ odd
LF/Q,S(1, χ)eχ−1 ∈ C[Gal(F/Q)]
−
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where eχ−1 denotes the idempotent |Gal(F/Q)|−1
∑
g∈Gal(F/Q) χ
−1(g)g−1 of C[Gal(F/Q)]. We
shall also write a−,∗F/Q,S for the image of a
−
F/Q,S under the C-linear involution of C[Gal(F/Q)]
sending g ∈ Gal(F/Q) to g−1.
For any integer l ≥ 1 we write G(l) for Gal(Q(µl)/Q) = {σa,l : (a, l) = 1} where
σa,l(ξl) = ξ
a
l . If l ≥ 3 we may take F = Q(µl) and S to be Sl =: {∞} ∪ Sl(Q). In this
case we record here (for use in Section 7) a relatively simple ‘equivariant functional equation’
relating a−,∗Q(µl)/Q,Sl to the Stickelberger elements defined for any integer r > 1 by
θQ(µr)/Q,Sr :=
∑
χ∈Ĝ(r)
LQ(µr)/Q,Sr(0, χ)eχ−1 = −
r∑
a=1
(a,r)=1
(
a
r
−
1
2
)
σ−1a,r ∈ Q[G(r)]
− (20)
(For the second equality above see e.g. [W, p. 95].)
Proposition 7 Suppose l ≥ 3 and for each, r|l, let cores
Q(µl)
Q(µr)
: C[G(r)] → C[G(l)] be the
corestriction map defined as in Remark 6. Then
a−,∗Q(µl)/Q,Sl =
1
l
∑
r|l
r 6=1
cores
Q(µl)
Q(µr)
(ArθQ(µr)/Q,Sr) (21)
where Ar denotes the ‘equivariant Gauss Sum’
∑
g∈G(r)
g(ξr)g =
r∑
a=1
(a,r)=1
ξarσa,r ∈ C[G(r)].
Proof We sketch two alternatives. The first uses the much more general equivariant
functional equation coming from Thms. 2.2 and 2.1 of [So2]: In the notations of that paper,
take k = Q and m to be the cycle (lZ)∞. Then, equations (13) and (9) of ibid. with s = 1
and 0 respectively, show that a−,∗Q(µl)/Q,Sl =
1
l
1−c
2
Φm(0)
∗ (if l = 2l˜ with l˜ odd, we need also (8)
of ibid.). The reader may check that equation (15) of ibid. with s = 0 then gives (21) above.
Alternatively, and more directly, let χ be any odd character of G(l) linearly extended to
C[G(l)], let χˆ be the associated, primitive Dirichlet character modulo fχ (which divides l)
and let Tχ denote the set or primes q dividing l but not fχ. One shows that if r is of the
form fχ
∏
q∈T q for some T ⊂ Tχ then
χ
(
cores
Q(µl)
Q(µr)
(Ar)
)
=
ϕ(l)
ϕ(r)
∏
q∈T
(−χˆ(q))τ(χˆ)
(where τ(χˆ) is the usual Gauss Sum and ϕ is Euler’s function) and otherwise χ(cores
Q(µl)
Q(µr)
(Ar)) =
0. Using this fact and some further manipulation, one can evaluate χ(R.H.S. of (21)) in terms
of L(0, χˆ−1). The usual functional equation for L(s, χˆ) then shows that it is precisely equal
to (i/π)LQ(µl)/Q,Sl(1, χ) = χ(L.H.S. of (21)). Since χ was an arbitrary odd character and
both sides of (21) lie in C[G(l)]−, the result follows. ✷
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We now specialise to the case F = Kn for n ≥ 0 for our fixed but general abelian field K. We
shall always take S to be S0(Kn/Q) which equals Sfn∪{∞} and contains p. It is independent
of n ≥ 0 so we drop it from the notation. It follows easily from the definition that a−Kn/Q is
the image of a−Q(µfn )/Q
under the restriction map C[Gal(Q(µfn)/Q)] → C[Gn] coming from
the inclusion Kn ⊂ Q(µfn). In principle, a rather complicated formula for a
−
Kn/Q
then follows
from (21). A much simpler one – which is also better suited to present purposes – is easily
obtained by the same process from a different formula for a−Q(µfn )/Q
proved in [So3, Lemma
7.1 (ii)]. (Note: a−Q(µfn )/Q
would there be denoted a−Kfn/Q,S
.) The reader may check that this
results in the following expression, which shows in particular that a−Kn/Q lies in Kn[Gn]
−.
a−Kn/Q =
1
2fn
(1− c)
∑
g∈Gn
g
(
TrQ(µfn )/Kn
(
ξfn
1− ξfn
))
g−1 (22)
For each P ∈ Sp(Kn) we shall write Kn,P for the (abstract) completion of Kn at P. We shall
usually regard the canonical embedding iP : Kn → Kn,P as an inclusion. We write Kn,p for
the product
∏
P∈Sp(Kn)
Kn,P in which we shall usually consider Kn to be diagonally embedded
(via
∏
P iP). Let πP denote the projection from Kn,p to Kn,P and U
1(Kn,p) the group of
‘principal p-semilocal units of Kn’ i.e.
∏
P∈Sp(Kn)
U1(Kn,P) considered as a multiplicative
pro-p group under the product topology. (Warning: we shall sometimes write it additively.)
Kn,p is equipped with a natural Gn-action extending that on Kn (see e.g. [So3, §2.3]) and
such that U1(Kn,p) identifies as a finitely-generated, topological Zp[Gn]-module with the
Sylow pro-p subgroup of (OKn ⊗Z Zp)
×. We fix once and for all an algebraic closure Q¯p
of Qp and an embedding j : Q¯ → Q¯p whose restriction to Kn extends to an embedding
j : Kn,P0 → Q¯p for some P0 ∈ Sp(Kn). We shall also write j for the composite j ◦πP0 taking
Kn,p onto j(Kn) (topological closure). We write logp for the p-adic logarithm defined by the
usual convergent series on U1(j(Kn)) and on U
1(Kn,P) for any P. Given any u ∈ U
1(Kn,p)
we set λp,n(u) :=
∑
g∈Gn
logp(j(gu))g
−1 ∈ j(Kn)[Gn]. Applying j coefficientwise to a
−,∗
Kn/Q
,
we get an element j(a−,∗Kn/Q) of j(Kn)[Gn]
− and a a map
sn : U
1(Kn,p) −→ Qp[Gn]−
u 7−→ j(a−,∗Kn/Q)λp,n(u)
This is the map sKn/Q,S0(Kn/Q) of [So3] (taking ‘τ1’ to be 1 ∈ Gal(Q¯/Q)). The fact that sn(u)
has coefficients in Qp and is independent of j therefore follows from [So3, Prop. 2.16] (or, in
our special case, from (23) below). It is clearly is Zp[Gn]-linear on U1(Kn,p) and so factors
through the projection on U1(Kn,p)
−. Assuming u lies in U1(Kn,p)
−, the formula (22) gives
sn(u) =
∑
g∈Gn
∑
P∈Sp(Kn)
1
fn
TrKn,P/Qp
(
TrQ(µfn )/Kn
(
ξfn
1− ξfn
)
logp(πP(g
−1u))
)
g (23)
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The next result gives the properties of sn that are crucial to the present paper. For each
P ∈ Sp(Kn) we write (·, ·)Kn,P,pn+1 for the Hilbert symbol on K
×
n,P × K
×
n,P with values in
µpn+1 (regarded as a subgroup of K
×
n,P) defined as in [Ne]. This gives rise to a Rn-valued
pairing [·, ·]P,n on K
×
n,P ×K
×
n,P defined by
ζ
[α,β]P,n
n = (α, β)Kn,P,pn+1
and hence, letting P vary, to a pairing
[·, ·]n : K
×
n,p ×K
×
n,p −→ Rn
(α, β) 7−→
∑
P∈Sp(Kn)
[πP(α), πP(β)]P,n
Properties of the Hilbert symbol give the following (see [So3, eq. (18)])
[gα, gβ]n = χcyc,n(g)[α, β]n for all α, β ∈ K
×
n,p and g ∈ Gn (24)
Now write µp∞(Kn,p) for
∏
P∈Sp(Kn)
µp∞(Kn,P) = torZp(U
1(Kn,p)) and Sn for the image of
sn in Qp[Gn]− (denoted SKn/k,S0(Kn/Q) in [So3]).
Proposition 8 For all n ≥ 0 we have
(i). ker(sn|U1(Kn,p)−) = µp∞(Kn,p)
−
(ii). Sn is contained in Zp[Gn]− with finite index and
sn(u) ≡ −
1
2
∑
g∈Gn
[εn, g
−1u]ng modulo p
n+1, for all u ∈ U1(Kn,p)
−. (25)
Proof Part (i) follows easily from the fact a−,∗Kn/Q is a unit of Q¯[Gn]
− (since χ(a−,∗Kn/Q) =
(i/π)LKn/Q(1, χ) 6= 0 for all odd χ ∈ Gˆn) or as a special case of [So3, Prop. 2.17] with
d = [k : Q] = 1. The latter also shows QpSn = Qp[Gn]−. It remains to show Sn ⊂ Zp[Gn]−
and (25). But it is easy to see that these amount precisely to the case of the ‘Congruence
Conjecture’ of [So3, §3] with data Kn/Q, S = S0(Kn/Q) = S1(Kn/Q), p and n, which was
proven in ibid., Theorem 4.3. In particular, (25) follows from equations (24) and (20) of [So3],
taking d = 1 and τ1 = 1 and noting that ‘ηK+n /Q,S1(Kn/Q)’ equals our −
1
2
⊗ εn. (This last
equation is established in the case Kn = Q(µfn) during the course of the proof of ibid.,
Theorem 4.3, see pp. 177-178. The general case follows on applying NQ(µfn )+/K
+
n
to both
sides and using [So3, Prop. 5.7].) ✷
Remark 10 For those unfamiliar with [So3], the following may shed some light on (25).
(i) The R.H.S. is Gn-equivariant in u ∈ U
1(Kn,p) and lies in the minus-part of Rn[Gn].
(Use (24) with g = c). Thus (25) would read ‘0 ≡ 0’ for u ∈ U1(Kn,p)
+.
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(ii) If K = Q then Kn = Q(µpn+1) and εn = (1 − ζn)(1 − ζ−1n ). In this case the reader
can easily check that (25) follows immediately from (23) and the explicit reciprocity law of
Artin and Hasse, [AH]. Coleman’s generalisation of this law in [C] is an essential ingredient
in the proof of Theorem 4.3 of [So3] which establishes (25) in the general case.
For each m ≥ n ≥ 0, the norm Nmn : K
×
m → K
×
n is the restriction of the map K
×
m,p → K
×
n,p
which is given by the products of local norms (and also denoted Nmn ). Proposition 5.5 of [So3]
gives a commuting diagram
U1(Km,p)
Nmn

sm
// Zp[Gm]−
πmn

U1(Kn,p)
sn
// Zp[Gn]−
We write U1∞ for the projective limit of the groups U
1(Kn,p) for all n ≥ 0 with respect to
the maps Nmn , considered as a natural ΛG-module. The maps (sn)n≥0 give rise to a ΛG-
linear map s∞ : U
1
∞ → Λ
−
G factoring through U
1,−
∞ . The image of s∞ is precisely S∞ :=
lim
←
Sn considered as a submodule of Λ
−
G. (This follows from the finiteness of µp∞(Kn,p)
and Lemma 15.16 of [W] or the fact that Nmn : µp∞(Km,p) → µp∞(Kn,p) is surjective for all
m ≥ n ≥ 0.) So, by Prop. 8 (i) we obtain an exact sequence of ΛG-modules
0→ µ−local,∞ →֒ U
1,−
∞
s∞−→ Λ−G −→ Λ
−
G/S∞ → 0 (26)
where µlocal,∞ denotes the projective limit of µp∞(Kn,p) with respect to N
m
n for allm ≥ n ≥ 0.
On the other hand, for each P ∈ Sp(Kn) the reciprocity map of local class field theory
restricts to a map ψn,P from U
1(KP) onto the inertia subgroup above P in Xn so that
the product
∏
P∈Sp(Kn)
ψn,P defines a Zp[Gn]-equivariant map ψn : U1(Kn,p) → Xn with
image Gal(Mn/Ln). Global class field theory (and the fact that Kn is CM) show that
ker(ψn|U1(Kn,p)−) = µp∞(Kn) ⊂ µp∞(Kn,p)
− so we get an exact sequence of Zp[Gn]-modules
0→ µp∞(Kn) →֒ U
1(Kn,p)
− ψn−→ X−n −→ X
−
n → 0
for each n ≥ 0. Furthermore, ifm ≥ n, one has ρmn ◦ψm = ψn◦N
m
n so, on passing to limits, we
obtain a ΛG-linear map ψ∞ : U
1
∞ → X∞. It is easy to see that ψ∞(U
1,−
∞ ) = Gal(M∞/L∞)
−
so we get an exact sequence of ΛG-modules
0→ µglobal,∞ →֒ U
1,−
∞
ψ∞
−→ X−∞ −→ X
−
∞ → 0 (27)
where µglobal,∞ denotes the projective limit of µp∞(Kn) with respect to N
m
n for all m ≥ n ≥ 0.
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Theorem 5 The following diagram commutes.
U1∞
ψ∞

s∞
**UU
UU
UU
UU
UU
UU
UU
UU
UU
UU
UU
UU
Λ−G
X∞
j∞
44iiiiiiiiiiiiiiiiiiiiiiii
Proof Suppose m ≥ 0 and let v = (vP)P∈Sp(Km) be an element of U
1(Km,p). Then
ζ 〈ε¯m,ψm(v)〉mm = ψm(v)(ε
1/pm+1
m )/ε
1/pm+1
m
=
∏
P∈Sp(Km)
(
ψm,P(vP)(ε
1/pm+1
m )/ε
1/pm+1
m
)
=
∏
P∈Sp(Km)
(vP, εm)Km,P,pm+1
=
∏
P∈Sp(Km)
(εm, vP)
−1
Km,P,pm+1
= ζ−[εm,v]mm
(where the third equality comes from the definition of the Hilbert symbol (·, ·)Km,P,pm+1
that we are using and the fourth from one of its basic properties). Thus 1
2
〈ε¯m, ψm(v)〉m ≡
−1
2
[εm, v]m modulo p
m+1 and it follows from (2) and (25) that
{η¯m, ψm(u)}m ≡ sm(u) (mod p
m+1) ∀ u ∈ U1(Km,p)
− (28)
Hence if u = (um)m≥0 lies in U
1,−
∞ , we find
φmn ({η¯m, ψm(um)}m) ≡ π
m
n (sm(um)) ≡ sn(un) modulo p
m+1 for all m ≥ n ≥ 0.
Fixing n and letting m→∞ gives φ∞n (j∞ ◦ψ∞(u)) = sn(un) = φ
∞
n (s∞(u)) in Zp[Gn]
−. Since
n is arbitrary and both j∞ ◦ ψ∞ and s∞ factor through U
1,−
∞ , the result follows. ✷
Considering images and using d∞ = ι∞ ◦ j∞ and Theorem 2 (i), we deduce
Corollary 5 (i). J∞ ⊃ S∞ and D∞ ⊃ ι∞(S∞).
(ii). ι∞(S∞) annihilates lim
←
A+m (or, equivalently, X
+
∞). ✷
(For comments on part (ii) in the case K = Q, see Remark 16.) Let U1(Kn,p)0 :=⋂
m≥nN
m
n (U
1(Km,p)) ⊂ U
1(Kn,p). For any u ∈ U
1(Kn,p)
− ∩ U1(Kn,p)
0 a compactness argu-
ment shows that we can find u = (um)m ∈ U
1,−
∞ with un = u. Then sn(u) = φ
∞
n (s∞(u)) =
φ∞n (j∞(ψ∞(u))) by the Theorem. Using the definition of jn we deduce
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Corollary 6 jn(ψn(u)) = sn(u) for any n ≥ 0 and u ∈ U
1(Kn,p)
− ∩ U1(Kn,p)
0. ✷
One might ask whether jn ◦ ψn = sn on the whole of U
1(Kn,p)
− and in particular whether
Jn ⊃ Sn. (In general, (28) yields only the congruence jn◦ψn ≡ sn (mod p
n+1) on U1(Kn,p)
−.)
A sufficient (but possibly unnecessary) condition is that U1(Kn,p)
− ⊂ U1(Kn,p)
0. This clearly
also guarantees that φ∞n (S∞) = Sn.
Lemma 5 Suppose m > n ≥ 0. Then Nmn : U
1(Km,p)
− → U1(Kn,p)
− is surjective iff
m ≤ n0 or c ∈ Dp(K0/Q).
Proof let Tmn denote the (wild) inertia subgroup of Gal(Km/Kn) at primes of Kn above
p, on which Dn := Dp(Kn/Q)-acts trivially. Local class field theory gives an isomorphism of
Zp[Gn]-modules between U1(Kn,p)/Nmn U
1(Km,p) and T
m
n ⊗Zp[Dn]Zp[Gn] ∼= T
m
n ⊗ZpZp[Gn/Dn]
with Gn acting via the second factor. If m ≤ n0 then T
m
n = {0}. Otherwise T
m
n 6= {0} and
Zp[Gn/Dn]− = {0} ⇔ c ∈ Dn ⇔ c ∈ D0 (since [Kn : K0] is a power of p 6= 2). ✷
Thus U1(Kn,p)
− ⊂ U1(Kn,p)
0 for some n ≥ 0 if and only if c ∈ Dp(K0/Q) which implies in
turn that U1(Kn,p)
− ⊂ U1(Kn,p)
0 for all n ≥ 0. From the above arguments, we deduce:
Corollary 7 Suppose c ∈ Dp(K0/Q) i.e. the primes of K
+
0 above p do not split in K0. Then
Sn equals φ
∞
n (S∞) and is contained in Jn. In particular, Jn is of finite index in Zp[Gn]
−. ✷
Next, passing to the quotient in the exact sequences (26) and (27) gives injective maps
U1,−∞ /µ
−
local,∞ → Λ
−
G and U
1,−
∞ /µglobal,∞ → X
−
∞ which we denote s¯∞ and ψ¯∞ respectively.
Theorem 6 There is a commuting diagram of ΛG-modules with exact rows and columns:
0

0

0

0 // µ
−
local,∞/µglobal,∞

// U1,−∞ /µglobal,∞
ψ¯∞

// U1,−∞ /µ
−
local,∞
s¯∞

// 0

0 // Gal(M∞/N
0
∞)
−

// X−∞

j∞
// Λ−G

// Λ−G/J∞
// 0
0 // Gal(L∞/L∞ ∩N
0
∞)
−

// X−∞

j′∞
// Λ−G/S∞

// Λ−G/J∞

// 0
0 0 0 0
(29)
Proof The exactness of the second and third columns follows from (27) and (26) respec-
tively. The commutativity of the top, middle square is Theorem 5. There is therefore a
unique map j′∞ : X
−
∞ → Λ
−
G/S∞ making the bottom, middle square commute. The ex-
actness of the top row is tautologous and that of the middle row follows from Thm. 3. A
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diagram chase then shows that the isomorphism U1,−∞ /µglobal,∞ → Gal(M∞/L∞)
− induced
by ψ¯∞ takes µ
−
local,∞/µglobal,∞ onto Gal(M∞/L∞)
− ∩ Gal(M∞/N
0
∞)
− = Gal(M∞/L∞N
0
∞)
−.
The rest follows easily. ✷
Let M−∞ be as in Section 4. Similarly, let L
−
∞ denote the fixed field of Gal(L∞/K∞)
+ acting
on L∞, so that Gal(M∞/L∞N
0
∞)
− maps isomorphically onto Gal(M−∞/L
−
∞N
0
∞). The above
proof then gives the following (implicit in (29)).
Corollary 8 ψ¯∞ induces a ΛG-isomorphism µ
−
local,∞/µglobal,∞
∼= Gal(M−∞/L
−
∞N
0
∞). ✷
We now give an explicit description of µ−local,∞/µglobal,∞ as a ΛG-module. Recall that
Kn0 = Km0 = Fm0 for an integer m0 ≥ n0 and an abelian field F unramified over Q above
p. (See Remark 3.) Suppose that n ≥ m0. It follows that Kn = Fn, µp∞(Kn) = µpn+1 and
also µp∞(Kn,P) = iP(µpn+1) for all P ∈ Sp(Kn). Hence
νn : Zp[Sp(Kn)]⊗Zp µpn+1 −→ µp∞(Kn,p)∑
P∈Sp(Kn)
aPP⊗ ζP 7−→ (iP(ζP)
aP)P
is an isomorphism of Zp[Gn]-modules (where g(
∑
P aPP⊗ ζP) =
∑
P aPg(P)⊗ g(ζP) for all
g ∈ Gn). Note that µp∞(Kn) is the image of Zp(
∑
P P)⊗ µpn+1 under νn and µp∞(Kn,p)
− is
that of (Zp[Sp(Kn)]⊗µpn+1)− = ((1+c)Zp[Sp(Kn)])⊗µpn+1. Since K∞/Kn0 is totally ramified
above p, we can identify Zp[Sp(Kn)] with Zp[Sp(Kn0)] and, hence, (1 + c)Zp[Sp(Kn)] with
Zp[Sp(K+n0)] for any n ≥ m0. Moreover, if m ≥ n ≥ m0 then N
m
n : µp∞(Km,p) → µp∞(Kn,p)
is simply the pm−nth power map. Passing to the limit and then the quotient we find easily(
Zp[Sp(K+n0)]
Zp(
∑
P P)
)
⊗Zp Zp(1) ∼= µ
−
local,∞/µglobal,∞
∼= Gal(M−∞/L
−
∞N
0
∞) (30)
as ΛG-modules, where Zp(1) is a rank-1 Zp-module with G∞ acting through χcyc. Using also
Corollary 3 we deduce:
Corollary 9 (i). |Sp(K
+
n0)| = 1⇔M
−
∞ = L
−
∞N
0
∞
(ii). Suppose |Sp(K
+
n0
)| = 1. Then N0∞ = N∞, M
−
∞ = L
−
∞N∞ and
(Gal(L∞/L∞ ∩N∞)
−)† ∼= (Gal(M∞/N∞)
−)† ∼= HomZp
(
A+∞,Qp/Zp
)
(31)
as Λ+G-modules. In particular, Greenberg’s Conjecture holds for K
+
∞/K
+ if and only if
L−∞ ⊂ N∞. ✷
Note that the equality M−∞ = L
−
∞N
−
∞ appears to be known already in certain cases, even
without the condition |Sp(K
+
n0
)| = 1.
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We write ΛΓ for Zp[[Γ0]] which is isomorphic to Zp[[Zp]] ∼= Zp[[X ]] and so is a noetherian
integral domain (often denoted Λ). Clearly, ΛG is a ΛΓ-algebra and it is easy to see that Λ
−
G
is free of rank 1
2
[K0 : Q] over ΛΓ. We may consider (29) and (30) over ΛΓ by restriction of
scalars. Using also some ‘classical’ results from Iwasawa Theory, this yields:
Theorem 7 (i). All the modules in diagram (29) are finitely generated over ΛΓ.
(ii). Those in the left-hand column and the bottom row are ΛΓ-torsion.
(iii). Gal(M∞/N
0
∞) = ker(j∞) is precisely torΛΓ(X∞) (the ΛΓ-torsion submodule of X∞).
Proof Recall that a ΛΓ-module A is said to be pseudo-isomorphic to another, B (written
A ∼ B) iff there exists a ΛΓ-homomorphism A → B with finite kernel and cokernel. It is
shown in [W] that X∞ is finitely generated over ΛΓ (see p. 292-293) and that
X∞ ∼ Λ
1
2
[K0:Q]
Γ ⊕ C
for some finitely generated torsion ΛΓ-module C (see Theorem 13.31 ibid.). Thus both X
−
∞
and Λ−G are finitely generated and (i) follows. Next, it is well-known that X∞ is finitely
generated and torsion over ΛΓ (see e.g. [W, §13.3]). Furthermore, we have
X∞ ∼ HomZp(A∞,Qp/Zp) ∼= Gal(M∞/N∞)
† (32)
as ΛΓ-modules, where the isomorphism follows from our (15) and the pseudo-isomorphism
from [W, Prop. 15.34] (Note: Washington’s ‘X˜ ’ instead of ‘X ’ comes about because be-
cause of his different action on Hom’s.) Since N∞ is contained in M
−
∞ we have X
+
∞ ⊂
Gal(M∞/N∞) and it follows from (32) that X
+
∞ is also ΛΓ-torsion. Finally, eq. (30) shows
that µ−local,∞/µglobal,∞ is killed by (γn0 −χcyc(γn0)) ∈ ΛΓ. It follows from the above facts that
X−∞ and all the modules in the L.H. column of (29) are ΛΓ-torsion so part (ii) will follow if
we can show that Λ−G/J∞ is too, i.e. that (Λ
−
G/J∞)⊗ΛΓ FΓ = {0} where FΓ denotes the field
of fractions of ΛΓ. Consider the exact sequence obtained by applying ⊗ΛΓFΓ to the middle
row of of (29). From the torsion results proved so far, the first term of this sequence vanishes
and so does X+∞ ⊗ΛΓ FΓ. Thus j∞ ⊗ 1 is injective and
dimFΓ(X
−
∞ ⊗ΛΓ FΓ) = dimFΓ(X
−
∞ ⊗ΛΓ FΓ) + dimFΓ(X
+
∞ ⊗ΛΓ FΓ)
= dimFΓ(X∞ ⊗ΛΓ FΓ)
=
1
2
[K0 : Q] = dimFΓ(Λ
−
G ⊗ΛΓ FΓ)
Hence j∞ ⊗ 1 is also surjective and (ii) follows. For part (iii), we already know that
Gal(M∞/N
0
∞)
+ = X+∞ and Gal(M∞/N
0
∞)
− are ΛΓ-torsion, so ker(j∞) = Gal(M∞/N
0
∞) ⊂
torΛΓ(X∞). The reverse inclusion, torΛΓ(X∞) ⊂ ker(j∞), is clear, since Λ
−
G is ΛΓ-torsionfree.✷
Remark 11 The equality Gal(M∞/N
0
∞) = torΛΓ(X∞) appears to be known already if f−1
is a power of p (so K∞ = Q(µp∞) and N0∞ = N∞) but to be new for general abelian K.
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It’s also worth pointing out that since ΛG is ΛΓ-torsionfree and ker(j∞) = Gal(M∞/N
0
∞) is
ΛΓ-torsion, the latter must be the full right kernel of the pairing { , }∞. In other words, if
h ∈ X∞ then {α, h}∞ = 0 holds for all α ∈ V∞ iff {η, h}∞ = 0.
Remark 12 Suppose for a moment that K is a general number field, not necessarily abelian
over Q. We can still define N∞, N0∞, ΛΓ etc. in much the same way, and also a subfield T∞
of M∞ by Gal(M∞/T∞) = torΛΓ(X∞). The generalisation of (32) implies T∞ ⊂ N∞ and it
would be interesting to know whether one has T∞ = N
0
∞, as in the abelian case.
In the general case, the fixed field of ψ¯∞(µlocal,∞/µglobal,∞) acting on M∞ is the field of
Bertrandias-Payan denoted KBP∞ (see e.g. [Ng]). For K abelian, Cor. 8 and Theorem 7 (iii)
give respectively
KBP∞ ∩M
−
∞ = L
−
∞N
0
∞ = L
−
∞T∞
For K general (but CM) the equality of the first and last terms is clearly equivalent to the
ΛΓ-torsionfreeness of U
1,−
∞ /µ
−
local,∞. The latter follows (at least in certain cases) from work
of Coleman. If K is abelian, then of course it is a consequence of the injectivity of s¯∞ in (29)
which was also crucial to Cor. 8 etc. We stress that this injectivity was in turn deduced from
Prop. 8 (i) and hence, at base, from the non-vanishing of complex L-functions at s = 1.
Finally, we can apply † to the bottom row of (29). Since ι∞ induces ΛG-isomorphisms
(Λ−G/S∞)
† → Λ+G/ι∞(S∞) and (Λ
−
G/J∞)
† → Λ+G/D∞, we deduce:
Corollary 10 There is an exact sequence of Λ+G-modules which are f.g. and torsion over ΛΓ:
0 // (Gal(L∞/L∞ ∩N
0
∞)
−)† // (X−∞)
†
ι∞◦j′∞
// Λ+G/ι∞(S∞)
// Λ+G/D∞
// 0
(33)
✷
In the next section we shall analyse this sequence under the assumption K = Q which
eliminates at a stroke many of the complicating (but also interesting) phenomena of the
general case. The weaker assumption p ∤ [K : Q] would allow us to decompose (29) and (33)
using (p-adic) characters of G0 and hence ‘isolate’ these phenomena – e.g. the possible non-
triviality of µ−local,∞/µglobal,∞ and/or Gal(N∞/N
0
∞) – at certain ‘troublesome’ characters.
7 The Case K = Q: Computation of Sn and S∞, and
the Main Conjecture
We return to the situation and notations of Section 5, so that Kn = Q(µpn+1). We start
by determining Sn for n ≥ 0 showing that in this case it is exactly the Zp-span of the
Stickelberger ideal. Firstly, Kn,p is simply the completion of Kn at its unique prime above
p, so that the embedding j induces an isomorphism from Kn,p to Kˆn := Qp(j(ζn)). For
convenience we regard this as an identification and suppress j from the notation. Thus,
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Gn = Dp(Kn/Q) identifies with Gal(Kˆn/Qp) whose action commutes with logp, giving
sn(u) = a
−,∗
Kn/Q
∑
g∈Gn
g(logp(u))g
−1 for all u ∈ U1(Kˆn) (34)
Let us write simply θn for the element θQ(µpn+1 )/Q,Spn+1 of Q[Gn]
−, bn for the element
1
pn+1
∑n
i=0 ζn of Kn ⊂ Kˆn and Tn for the trace pairing Kˆn × Kˆn → Qp that is, Tn(v, w) :=
TrKˆn/Qp(vw) ∀ v, w ∈ Kˆn. Tn is symmetric, non-degenerate and clearly satisfies
Tn(xv, yw) = Tn(y
∗xv, w) = Tn(v, x
∗yw) for all v, w ∈ Kˆn and x, y ∈ Qp[Gn] (35)
We define a Zp[Gn]-equivariant map wn by
wn : U
1(Kˆn) −→ Qp[Gn]
u 7−→
∑
g∈Gn
Tn(bn, g(logp(u)))g
−1
Proposition 9 sn(u) = θnwn(u) for all u ∈ U
1(Kˆn).
Proof The first equality in (20) (together with the fact Spi+1 = Sp ∀i) implies
πij(θi) = θj For each i > j ≥ 0 (36)
It follows easily from this, equation (21) with l = pn+1 and the definition of Api+1 that
a−,∗Kn/Q =
1
pn+1
n∑
i=0
coresKnKi (Api+1θi)
= θn
1
pn+1
n∑
i=0
coresKnKi (Api+1)
= θn
∑
h∈Gn
h(bn)h
Substituting this in (34) and rearranging gives the result. ✷
The determination of the image of wn is a formal consequence of a ‘classical’ result from [I1]:
Let Ln denote logp(U
1(Kˆn)). This is easily seen to be a Zp[Gn]-submodule of Kˆn of Zp-rank
equal to [Kˆn : Qp] = |Gn|. Let L⋆n denote the Zp-dual of Ln w.r.t. Tn, namely the set
{v ∈ Kˆn : Tn(v, w) ∈ Zp ∀w ∈ L}. To determine L⋆n (which he denotes ‘Xn’) Iwasawa
defines a fractional ideal An of Qp[Gn] which, in our notation, is given by
An := Zp[Gn]
(
−θ∗n +
2
pn
∑
g∈Gn
g
)
+ I(Zp[Gn]) (37)
30
(See [I1, p. 44]. The element in large parentheses coincides with that denoted ‘ξn’ by Iwa-
sawa.) He also shows that there is a Qp[Gn]-isomorphism Qp[Gn] → Kˆn which he denotes
‘ϕn’ and which sends x to xcbn in our notation. (See the start of §1.6, ibid., noting that
Iwasawa’s ‘θn’ is our c(bn).) Theorem 1 of [I1] thus amounts in our notation to the equation
L⋆n = Anbn (38)
For any fractional ideal C of Qp[Gn], we define another fractional ideal C⋆ by
C⋆ := {y ∈ Qp[Gn] : x
∗y ∈ Zp[Gn] ∀ x ∈ C}
The reason for the similarity of notation is that C⋆ is easily seen to be the Zp-dual of C w.r.t.
the symmetric, non-degenerate pairingBn : Qp[Gn]×Qp[Gn]→ Qp taking (
∑
g∈Gn
agg,
∑
g∈Gn
bgg)
to
∑
g∈Gn
agbg, i.e. the coefficient of 1 in
(∑
g∈Gn
agg
)∗ (∑
g∈Gn
bgg
)
. We can now prove
Proposition 10 im(wn) = A
⋆
n.
Proof Eq. (38) shows that {gbn : g ∈ Gn} is a Qp-basis of Kˆn and it follows from (35)
that the dual basis w.r.t. Tn is of form {hb
′
n : h ∈ Gn} for some b
′
n ∈ Kˆn. More precisely
Tn(gbn, hb
′
n) = δg,h so that Tn(xbn, yb
′
n) = Bn(x, y) ∀ x, y ∈ Qp[Gn]. Now, clearly, Ln must
be of form Cb′n for some fractional ideal C of Qp[Gn]. Since also Ln is the Zp-dual of L
⋆
n w.r.t.
Tn, equation (38) gives, for any y ∈ Qp[Gn],
y ∈ C⇔ yb′n ∈ Ln ⇔ Tn(xbn, yb
′
n) ∈ Zp ∀ x ∈ An ⇔ Bn(x, y) ∈ Zp ∀ x ∈ An ⇔ y ∈ A
⋆
n
Thus Ln = A
⋆
nb
′
n. Finally, the map α : Kˆn → Qp[Gn] sending v to
∑
g∈Gn
Tn(bn, g(v))g
−1 is
clearly Qp[Gn]-equivariant, so im(wn) = α(Ln) = α(A⋆nb
′
n) = A
⋆
nα(b
′
n) = A
⋆
n.1 = A
⋆
n. ✷
Propositions 9 and 10 imply Sn = im(sn) = θnim(wn) = θnA
⋆
n. Now definition (37) shows
that An and Zp[Gn]θ∗n+Zp[Gn] have the same minus parts, hence so do A
⋆
n and (Zp[Gn]θ
∗
n+
Zp[Gn])⋆ = (Zp[Gn]θ∗n)
⋆ ∩ Zp[Gn]⋆. Since also θn lies in Qp[Gn]−, we deduce
Sn = θn (Zp[Gn]θ
∗
n + Zp[Gn])
⋆ = θn{y ∈ Zp[Gn] : θny ∈ Zp[Gn]} (39)
(Incidentally, this proves Sn ⊂ Zp[Gn]− independently of Prop 8.) Since χcyc : G∞ → Z×p is
an isomorphism, G∞ is pro-cyclic and we fix henceforth a topological generator g∞ whose
image gn in Gn generates the latter.
Lemma 6
Zp[Gn](gn−χcyc(g∞)) = 〈σa,pn+1−a : (a, 2p) = 1〉Zp[Gn] = {y ∈ Zp[Gn] : θny ∈ Zp[Gn]} (40)
Proof (Sketch). Denote the sets by (1), (2) and (3) respectively. One checks directly that
(2) ⊂ (3) and that (3)/(2) is represented by elements of (3) lying in Zp, which must clearly
be divisible by pn+1. Since −2pn+1 = σ1+2pn+1,pn+1 − (1 + 2p
n+1), we deduce pn+1 ∈ (2) so
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(3) = (2). Clearly, (1) is generated over Zp[Gn] by the elements gln − χcyc(g
l
∞) for l ≥ 1.
Taking l = (p− 1)pn we find easily pn+1 ∈ (1) so it suffices to show (1) ≡ (2) mod pn+1. But
gln = σa,pn+1 implies χcyc(g
l
∞) ≡ a mod p
n+1 so the generators are the same mod pn+1. ✷
Remark 13 In fact, if G(r) denotes Gal(Q(µr)/Q) for some r > 1, it is well known that
annZ[G(r)](µ(Q(µr))) = 〈σa,r − a : (a, 2r) = 1〉Z[G(r)] = {y ∈ Z[G(r)] : θQ(µr)/Q,Sry ∈ Z[G(r)]}
The argument for the second equality above is similar to that for the second equality of (40).
For more details, see [W, Lemma 6.9] but note that the element ‘θ’ there is our −θQ(µr)/Q,Sr+
1
2
∑
g∈G(r) g. The Stickelberger ideal StQ(µr) of Z[G(r)] is θQ(µr)/Q,SrannZ[G(r)](µ(Q(µr))).
(This is the ‘unenlarged’ ideal, but for r = pn+1 it makes no difference.) Thus eq. (39), the
second equality in (40) and the first equality in the last equation imply Sn = ZpStQ(µpn+1 ).
Let θ˜n = (gn − χcyc(g∞))θn. Then θ˜n ∈ Zp[Gn]− by (40) and the sequence (θ˜n)n defines an
element θ˜∞ of Λ
−
G by (36). Equations (40) and (39) give
Theorem 8 If K = Q then Sn (for any n ≥ 0) and S∞ are the principal ideals of Zp[Gn]−
and Λ−G generated by θ˜n and θ˜∞ respectively. ✷
Remark 14 It is worth noting that a similarly simple description of Sn cannot be expected
for general abelian K. Indeed, if θKn denotes the Stickelberger element of Qp[Gn]
− generalis-
ing θn then the phenomenon of ‘trivial zeroes’ means that Zp[Gn]−∩Zp[Gn]−θKn is frequently
of infinite index in Zp[Gn]− and so cannot contain Sn which is always of finite index.
Our assumption K = Q implies |Sp(K
+
0 )| = 1 so, using Corollary 9 and Theorem 8, the
sequence (33) can be rewritten as
0→ A+,∨∞ −→ (X
−
∞)
† −→ Λ+G/(ι∞(θ˜∞)) −→ Λ
+
G/D∞ → 0 (41)
Since p ∤ |G0| = p−1, there is a is a unique splitting G∞ = G0×Γ0 and we can decompose (41)
using (even) characters of G0. Let ω : G0 → Z×p be the Teichmu¨ller character (the restriction
of χcyc) and let ej be the idempotent of Zp[G0] associated to ωj for j ∈ Z. Any Zp[G0]-module
M is the direct sum of its componentsM (j) := ejM for j = 0, . . . , p−2. For Zp[G
+
0 ]-modules,
we restrict to j even. It follows that (41) is the direct sum of the exact sequences:
0→ A(j),∨∞ −→ (X
(1−j)
∞ )
† −→ Λ
(j)
G /(ι∞(θ˜∞))
(j) −→ Λ
(j)
G /D
(j)
∞ → 0 (42)
of f.g. torsion ΛΓ-modules for j = 0, 2, 4, . . . , p− 3. The fact that the generalised Bernoulli
number B1,ω−1 lies in p
−1Z×p implies that the image of e0ι∞(θ˜∞) in e0Zp[G0] = Zpe0 lies in
Z×p e0. It follows easily that Λ
(0)
G /(ι∞(θ˜∞))
(0) vanishes; but the same fact also implies that
A
(1)
0
∼= (X
(1)
∞ )Γ0 vanishes (by Stickelberger’s Theorem) hence so does X
(1)
∞ . Thus (42) is
trivial for j = 0 and we suppose henceforth j 6= 0 unless otherwise stated. To analyse the
third non-zero term in (42) we first write g∞ = g0γ so that γ and κ := χcyc(γ) topologically
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generate Γ0 and 1 + pZp respectively. Similarly gn = g0γ(n) where γ(n) is the image of γ in
Γ(n) := Gal(Kn/K0) ∼= Γ0/Γn and Gn = G0 × Γ(n). Define θ˜n,j, θn,j and vn,j ∈ Qp[Γ(n)] by
e1−j θ˜n = θ˜n,je1−j e1−jθn = θn,je1−j e1−j(gn − χcyc(g∞)) = vn,je1−j
so that θ˜n,j ∈ Zp[Γ(n)] and θ˜n,j = vn,jθn,j . Since j 6= 0, the augmentation of vn,j =
ω(g0)(ω
−j(g0)γ(n) − κ) lies in Z×p so that vn,j ∈ Zp[Γ(n)]
× and θn,j ∈ Zp[Γ(n)]. Thus
e1−j θ˜∞ = v∞,jθ∞,je1−j where v∞,j := lim
←
vn,j ∈ Λ
×
Γ and θ∞,j := lim←
θn,j ∈ ΛΓ. It follows that
Λ
(j)
G /(ι∞(θ˜∞))
(j) = ΛΓej/ι∞(θ∞,j)ΛΓej . Next, we identify ΛΓ as usual with Λ := Zp[[T ]] by
sending γ to 1 + T . Then θ∞,j goes to the unique power series fj(T ) ∈ Λ such that
Lp(s, ω
jψ) = fj(ψ(γ(n))
−1κs − 1) (43)
for all s ∈ Zp and any character ψ : Γ(n)→ Q¯×p for any n ≥ 0, where Lp(s, ω
jψ) denotes the
p-adic L-function. (See [W] pp. 119 and 122-123: take γ(n) to be ‘γn(1+q0)’ for all n so that
ψ(γ(n))−1 equals ‘ζψ’ and check that θn,j equals ‘ξn(ω
j)’ by (20).) Thus Λ
(j)
G /(ι∞(θ˜∞))
(j) ∼=
Λ/(fj(κ(1+ T )
−1− 1)). But the ‘Main Conjecture’ states in this case that fj(T ) also equals
charΛ(X
(1−j)
∞ ) (the characteristic power series of X
(1−j)
∞ as a f.g. torsion Λ-module, defined
up to a unit of Λ). This is clearly equivalent to the two middle terms of (42) having the
same characteristic power series (up to a unit). The Main Conjecture is, of course, proven
(see e.g. [W, Thm. 15.14], where characteristic polynomials are used, for unicity). From the
multiplicativity of characteristic power series in exact sequences we deduce
Theorem 9 If K = Q then
charΛ
(
(A(j)∞ )
∨
)
= charΛ(Λ
(j)
G /D
(j)
∞ ) (up to a unit of Λ). (44)
for all j is even, 0 ≤ j ≤ p− 3. ✷
Note that both sides of (44) are units for j = 0 and Greenberg’s Conjecture is equivalent to
the same for all even j. (See also Prop. 6(i) for the R.H.S.)
Remark 15 Let D∞,j be the ideal of ΛΓ determined by D
(j)
∞ = D∞,jej . Identifying ΛΓ
with Λ (a noetherian U.F.D.) we find that charΛ(Λ
(j)
G /D
(j)
∞ ) is simply the l.c.m. of any set of
Λ-generators of D∞,j. Equation (44) is equivalent to the statement that D∞,j is contained
with finite index in the principal ideal generated by charΛ((A
(j)
∞ )∨) and the Main Conjecture
for K = Q would follow by converse arguments if we could give an independent proof of this
statement for all even j. Consider the extra hypothesis that (A
(j)
∞ )∨ is pseudo-isomorphic
to a cyclic Λ-module Λ/(cj), so cj = charΛ((A
(j)
∞ )∨). The inclusion D∞,j ⊂ (cj) then fol-
lows from Theorem 2 and the finiteness of the index should follow from Cor. 4. Without
this hypothesis however, a new ingredient would probably be required to re-prove the Main
Conjecture by this route, perhaps an ‘Euler Systems’-type elaboration of Theorem 1.
Remark 16 By Thm. 8 and the foregoing calculations, we have ι∞(S∞)ej = ι∞(θ∞,j)ΛΓej
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for each j 6= 0, so ι∞(θ∞,j) annihilates X
(j)
∞ by Cor. 5 (ii). For n ≥ 0, let dn,j denote
the image of ι∞(θ∞,j) in Zp[Γ(n)]. Since θ∞,j corresponds to fj(T ) we find ψ(dn,j) =
fj(κψ(γ(n))
−1 − 1) = Lp(1, ω
jψ) for every character ψ : Γ(n) → Q¯×p , giving the formula
dn,j =
∑
ψ Lp(1, ω
jψ)eψ (where ψ ranges over all such characters and eψ is the correspond-
ing idempotent in Q¯p[Γ(n)]). Clearly, dn,j annihilates (X
(j)
∞ )Γ(n) which is isomorphic to
X
(j)
n
∼= A
(j)
n (see Remark 4, using K = Q). This is a weakening of the annihilation results of
Gras and Oriat (see [O]). The latter hold for more general real abelian fields and even in the
present case amount (more or less) to the annihilation by dn,j of the much bigger module X
(j)
n .
(Indeed, if p divides the numerator of the jth Bernoulli number, one can show that |X
(j)
n | is
finite but unbounded as n → ∞, whereas A
(j)
n = {0} in all known cases.) This, of course,
correponds to the fact that ι∞(S∞) is usually a much smaller ideal than D∞. Considerable
generalisations of Gras’ and Oriat’s annihilation results appear in [BB]. See also [BN].
Remark 17 There is a more familiar exact sequence featuring both in a formulation of the
Main Conjecture essentially due to Iwasawa in [I1] and in its proof by Rubin (see e.g. [W,
§§15.4-7]). Still in the case K = Q it reads (for each even j):
0→ (Eˆ1∞/Cˆ
1
∞)
(j) −→ (U1∞/Cˆ
1
∞)
(j) −→ X(j)∞ −→ X
(j)
∞ → 0 (45)
Recall that Eˆ1n (resp. Cˆ
1
n) denotes the closure in U
1(Kn)
+ of the group E1n (resp. C
1
n) which
in turn consists of the embeddings of those elements of En (resp. of Cn, see Section 5) which
are congruent to 1 modulo the unique prime above p in K+n . Then Eˆ
1
∞ (resp. Cˆ
1
∞) is obtained
by taking the projective limit w.r.t. norms. The middle map comes from the map ψ∞ used in
Section 6 (but here in the plus part). We assume for simplicity that j 6= 0 and compare the
non-zero terms of this sequence with those of (42). First, Iwasawa proved that (U1∞/Cˆ
1
∞)
(j)
is Λ-isomorphic to Λ/(fj(κ(1 + T )
−1 − 1)). Hence
(U1∞/Cˆ
1
∞)
(j) ∼= Λ
(j)
G /(ι∞(θ˜∞))
(j)
For the remaining terms we use the notion of the adjoint α(M) of a torsion Λ-module M
(see [W, §15.5]). In the special case where MΓn is finite for all n ≥ 0 we have α(M)
∼=
lim
←
(MΓn)
∨, where the map (MΓn+1)
∨ → (MΓn)
∨ is dual to the map MΓn → MΓn+1 given by
multiplication by 1 + γn + γ
2
n + . . .+ γ
p−1
n . (See [I2].) From the isomorphism (X∞)Γn → Xn
we deduce α(X
(i)
∞ ) ∼= A
(i),∨
∞ ∀ i. Also, α commutes with † and (32) gives A
(1−j),∨
∞
∼= (X
(j)
∞ )†
for j even. Therefore
α(X(j)∞ )
∼= A(j),∨∞ and α((X
(1−j)
∞ )
†) ∼= X(j)∞ .
Finally, from (Λ
(j)
G /D
(j)
∞ )Γn
∼= (Zp[Gn]/Dn)(j) and Thm. 4 one deduces that α(Λ
(j)
G /D
(j)
∞ ) is
the projective limit of the groups Zp⊗(E˜n/C˜n) ∼= (Zp⊗E1n)/(Zp⊗C
1
n) w.r.t. the norm maps.
Now, since Leopoldt’s Conjecture holds forKn, there is an isomorphism Zp⊗E1n → Eˆ
1
n taking
Zp ⊗ C1n to Cˆ
1
n. Hence (Zp ⊗E
1
n)/(Zp ⊗ C
1
n)
∼= Eˆ1n/Cˆ
1
n and the compactness of Eˆ
1
n, gives
α(Λ
(j)
G /D
(j)
∞ )
∼= (Eˆ1∞/Cˆ
1
∞)
(j)
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Despite these relations between the terms of (45) and (42), it is not obvious to the author
that one sequence follows directly from the other or even whether such neat relations are to
be expected between the terms of appropriately generalised sequences for any abelian K.
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