Abstract. We use stable graphs to package the NMSP relations. Our tools are the S matrix of the O(5)-twisted P N+4 equivariant GW theory, and the R matrix obtained from the stablization of the theory's localization formula.
Introduction
This is the second of a three-paper series. In this paper, we will prove a structure result relating the Gromov-Witten (in short GW) potential function of quintic Calabi-Yau (in short CY) threefolds and the NMSP potential functions defined in the first paper. As a consequence, we will prove that the genus g GW potential F g of quintic CY threefolds lies in the Yamaguchi-Yau ring generated by five specified generators.
In the first of this three-paper series, for a fixed integer N > 1, we construct the moduli space W g,γ,d of NMSP fields of numerical data (g, γ, d); construct its G = (C * ) Nequivariant virtual cycle [W g,γ,d ] vir , and prove a vanishing that implies that the NMSP invariants have a desired graph sum formula.
For notational simplicity, in this and the subsequent paper we will only consider NMSP fields with n scheme markings decorated with (1, ρ). Accordingly we write such numerical data as (g, n, d) = (g, n, (d 0 , d ∞ )), and write the associated moduli space as W g,n,d .
For the given (g, n, d), an NMSP field is (cf. be the i-th marking, then we have a G-equivariant evaluation morphism
where G acts on P 4+N via scaling the last N-homogeneous coordinates.
Convention. We let F = Q(ζ N )(t), where ζ N = e 2π √ −1/N and t is a formal variable. We set
3) which will be the coefficient ring to be used throughout this paper.
The ring H * G (pt) is generated by standard generators t α , with α ∈ [N] := {1, · · · , N}. Our convention is that after equivariant integration we always substitute t α by
We will reserve Greek letters α, β, etc., to mean indices in [N] . One useful formula is
, 1 ≤ i ≤ n, we define the NMSP correlators:
As vir. dim W g,n,(d,d∞) = N(d+1−g)+d ∞ is linear in d, this is a polynomial in q ′ := −q/t N with coefficients in F, after substituting t α by −ζ α N t. The structure of this series will be studied via virtual localizations [GP99] . The structure of these graphs will be recalled in Section 1. Here we briefly state some important features of such graphs.
Firstly, there is a subclass G
We now fix the space of insertions. We form the fixed locus (P 4+N ) G , which is a union of P 4 ⊂ P 4+N with N isolated fixed points pt α , α ∈ [N], where P 4 = (z i>5 = 0), and pt α has z j = δ j,5+α . Let Q ⊂ P 4 be the Fermat quintic threefold. We abbreviate Npt = {pt 1 } ∪ · · · ∪ {pt N } and let ℵ = Q ∪ Npt = Q ∪ {pt 1 } ∪ · · · ∪ {pt N }. We set our state space H = H * G (ℵ, F). Let p ∈ H 2 G (P 4+N ) be the hyperplane class (z 1 = 0); H = p| Q . Let (g, n) be in stable range, meaning that 2g − 2 + n > 0. In this paper, we adopt the convention that τ n (ψ n ) = i τ i (ψ i ) , where i = 0, · · · , n . Definition 0. where A be defined in (0.3). We form the NMSP-[0, 1] theory
taking values in H * (M g,n , A), where pr g,n : W g,n,d → M g,n is the projection.
Pullback the psi-class on M g,n , we get the ancestor classesψ i . We define τ n (ψ n ) g,n takes a concise form when phrased as an R-matrix action on Cohomological Field Theory(CohFT), which is introduced in [PPZ15, NMSP3] . The precise meaning of this theorem will be explained in the last part of this introduction. This theorem will be restated in the third paper of this three-paper series, after the notion of CohFT is recalled.
Further, the NMSP-[0, 1] theory has a similar degree bound as the total NMSP theory. is a polynomial in q ′ := −q/t N , of degree bounded by
Remark 0.2. Theorem 1 and Theorem 2 together give us the explicit relations between global and local generating functions via the R-matrix, which improves the number version of the algorithm in [CLLL16] . For each g > 0, these relations determine the GW potentials
from the lower genus GW potential {F h , h < g}, up to g − 1 initial condition. This will be the starting point of our third paper [NMSP3] .
Let I(z) be the I-function of quintic threefolds; we write
m=1 (5H + mz) It was argued in [YY04] , based on [BCOV93] , that the ring
is generated by A 1 , Y, B 1 , B 2 and B 3 , and is closed under the differential operator D.
Using the structure results proved, we provide a mathematical proof of Note that, we have not used the algebraic independence of the five generators here, though we expect it is true. Indeed in the proof of Theorem 3, we give a canonical way to represent P g,n as an element in R.
As a direct consequence, we prove that these potentials are germs of analytic functions.
Theorem 4. For all g > 1, the GW potential F g (Q) is an analytic function of Q in an analytic neighborhood of 0 ∈ C.
The convergence result is shown in [CI15] for toric varieties. Our result provides the first non-toric example.
Restatement of Theorem 1. Let S M , S pt α and S Q be the S-matrix (cf. Section 1.3) of the NMSP-theory, the GW theory of point pt α and of the GW theory of quintic threefolds at the base point 0, τ α (q) and τ Q (q), respectively , where
Our R-matrix is defined by the following Birkhoff factorization (c.f. Section 1.4) Definition 0.3. We define the translated classes at fixed loci F to be
Notice that since each term inT α (z) is divisible by z 2 , the summation of [−] pt α ,T g,n is finite.
Theorem 5. Let G N g,n be the set of stable (dual) graphs of n legs and total genus g so that each vertex v is decorated by
where ξ Γ : M Γ → M g,n is the tautological map, and Cont Γ is defined via:
(1) at each stable vertex v, we place a linear map
(2) at each edge, we place a bi-vector valued series
(3) at each leg, we place a vector valued series
Here in (3), f (z − ) means that we expand f (z) near z = ∞, and [−] + means that we take the nonnegative-power part of a formal series. Note that if
The organization of this paper is as follows. In §1, we recall NMSP localizations and use Givental's theory to study g = 0 generating functions of NMSP-[0, 1] theory. In §2, we package NMSP localization graphs to "bipartie graphs" and decompose (Theorem 2.1) NMSP potentials into [0, 1] and (1, ∞] potentials. In §3, we package [0, 1] theory by using the stabilization to prove the R-matrix action formula (Theorem 1, or more precisely Theorem 5). In §4, we prove [0, 1]'s polynomiality (Theorem 2) by using NMSP's polynomiality established in [NMSP1] and Theorem 2.1 in §2. In §5, we prove YamaguchiYau's polynomial structure by using Theorem 2, Theorem 1 and the polynomiality of R-matrix. In §6, we prove a key property of the R matrix.
The NMSP correlators and genus zero structures
We recall the technical details of the NMSP moduli space necessary for this paper. An NMSP field (of the Fermat quintic) to be used in this paper are ξ in (0.1) so that Σ C ⊂ C is a genus g, n-pointed twisted curve where all markings are scheme points over which the field ρ must vanishes; L and N are invertible sheaves of O C -modules so that L ⊕ N is representable; and the fields are
satisfying properties that (ϕ, µ), (ρ, ν), and (µ, ν) are nowhere vanishing. It is called stable if Aut(ξ) is finite. It is called an MSP field if N = 1.
The field ξ has numerical data: the genus g, the number of markings n, and the degrees
, the moduli of stable NMSP fields of given data forms a DM stack W g,n,d , acted on by G = (C * ) N via tautological scaling the N factors of the µ fields. It has a cosection localized G-equivariant virtual cycle
is the degeneracy locus of the cosection used to defined the cosection localized
Apply virtual localization formula [GP99, CKL17] , for insertions from
, where the summation is over all regular graphs Θ ∈ G reg g,n,d . To proceed, we list the relevant part of the definition of a flat decorated graph Θ ∈ G fl g,n,d . For its precise definition, please see [NMSP1] . The graph Θ consists of vertices V , edges E, and legs L, plus decorations on them. (We will use E(Θ) to emphasize the dependence of E(Θ) on Θ; when Θ is understood, we abbreviate it to E.) We say an edge e ∈ E is incident to v ∈ V if e is attached to v, etc.. The decorations of Θ are level, hour, genus, and degrees.
level: Level is a map ℓ · : V → {0, 1, ∞}; we agree v ∈ V ℓv ; when e ∈ E is incident to v, v ′ ∈ V , we say e ∈ E ℓvℓ v ′ .
hour: Hour is a map α • :
genus and degree: Genus is as usual; degree is a map
For e ∈ E 1∞ we let α e = α v for v a vertex incident to e; it is well-defined. We let E α
1∞
be the set of e ∈ E 1∞ with hour α, likewise V α ℓ . The total degree of a graph Θ is
We adopt the convention that for v ∈ V , L v (resp. E v ) is the set of legs (resp. edges) incident to v. We say v is unstable if g v = d 0v = d ∞v = 0 and
When the graph is regular, among other things, its E 0∞ = ∅. Thus every Θ ∈ G reg g,n,d can be decomposed along level 1 vertices to its [0, 1]-part and its (1, ∞]-part. It is proved in [NMSP1] that only regular graphs will possibly have non-zero contribution to localizations.
1.1. The state spaces. The state space, along with its even degree part, is
they are F-vector spaces. The H has its unit 1 = 1 Q + 1 α ∈ H 0 G (ℵ, F), where 1 Q and 1 α are units of H * (Q) and H * (pt α ), respectively. Note that H ev is the image of H * G (P 4+N , F) in H. We now introduce a bilinear pairing on H.
We denote by W
, the degeneracy locus of the cosection used to defined the cosection localized virtual cycle [W g,n,d ] vir . Then over each G fixed loci F Θ ⊂ W g,n,d the evaluation map (0.2) restricts to
Since the cycles [ 
where the sum is over all Θ ∈ G fl g,n,d (cf. [NMSP1] ). By localization formula, (1.1) reproduce (0.4).
In case
equivariantly identifies the obstruction sheaf (bundle) as the dual of
together with their torus localization formulas.
Principle (⋆). The genus zero NMSP theory equals the genus zero L ⊗5 p -twisted Gequivariant GW theory of P 4+N . In particular
This is how we employ Givental's theory in NMSP.
We now define the mentioned pairing on H:
Our state space is the triple H, ( , ) tw , 1 as an inner product space with unit. The pairing can be further calculated by applying localization (1.4) to (1.1):
where ·| Q : H → H Q := H * (Q) and ·| α : H → H pt α := H * (pt α ) are projections, and
Let p be the equivariant-hyperplane class (
over which the pullback pairing equals (by applying (1.3))
In terms of the basis {p i } of H, the pairing is given by (for 0 ≤ i, j ≤ N + 3)
Denote by Q ⊂ P 4 ⊂ (P 4+N ) G the tautological embedding where the latter is given by x i≥6 = · · · = 0. Then the restriction gives a ring homomorphism preserving the intersection-pairing
that send p to p| Q = H ∈ H 2 (Q) and p| pt α = −t α ∈ H 2 (pt α ). Further, the kernel of (1.5) is spanned by p 4 α (p + t α ). Considering the natural decomposition
We take the basis {φ i := p i }
N+3
i=0 of H ev ; let {φ i } be its dual basis. Then {φ i } ⊂ H ev , and
Convention 1.1. In the remainder of this paper, we will view p i as its image in H ev under (1.5). This way, we have
Under the twisted pairing, the Poincare dual of {1, H,
1.2. Correlators of NMSP theory and local theory. Definition 1.2. We introduce the qunitic twisted classes
we introduce the pt α twisted classes
We define topological twisted classes [M g,n (Q, d)] ω and [M g,n ] α,ω to be the top degree component of corresponding twisted classes.
By dimension reason, for quintic Q, pt α ,ω g,n . We define the local classes to be
We define the correlators for 2 • ="loc","Q, tw","pt α , tw","Q","pt α ",
[−]
• g,n .
1.3. The genus zero theory and mirror formula. For "•" to be "M " or "loc",
where {e α } is a basis of H, and {e α } is its dual basis under the pairing (, ) tw . We remark that whenever
is rational in z whenever t is rational in z, so is S • τ (z)τ for any τ ∈ H. We make the following very important conventions: Convention 1.3. In this paper, we will always expand the NMSP functions J M (t, z) and S M τ (z) near z = 0 when it is computed by localizations, and we will always expand local functions J loc (t, z) and S loc τ (z) near z = ∞. Remark 1.4. Applying localization, for x ∈ H 3 (Q) one shows that, for
When τ = 0 and x ∈ H 3 (Q), one has S M (z)x = x. On the other hand, for x ∈ H 3 (Q), one has S loc τ (z)x = x whenever τ | Q = yH for some y ∈ A ⊗ H * (Q). Set formally H • = H •,tw := H * (•, F) for • = Q or pt α . For • equals "Q" , "Q, tw" , "pt α ", or "pt α , tw", and for τ ∈ A ⊗ H • and
via the same formula (1.8) and (1.9), where the dual basis are taken under the respective pairing (, ) • , where (, ) Q and (, ) pt α = (, ) pt are the ordinary Poincare pairings.
One calculates
( 
and define the NMSP I-function
The following mirror theorem holds
1.4. Givental's Lagrangian cone. The Lagrangian cone in GW theory was introduced in [Ba00, CG07, Gi03] . We consider the Lagrangian cone defined by the local theory 
is the genus zero twisted descendent potential. Applying the localization formula for the MSP two point function, we have Lemma 1.6. For any ǫ ∈ H ev ⊗ A and τ ∈ H
Proof. We compute the J M (t, −z) by localization. This will give us the expansion of the J M (t, −z) as a Laurent series at z = 0. The reason is as follows. Suppose v is the vertex with the insertion in the localization graph. There are two possibilities:
(1) v is an unstable vertex, i.e. there are at most one more edge adjacent to v and d v = 0: then the ψ class at v is invertible, the localization graph will contribute terms with only non-negative powers of z to J M (t, −z); (2) v is stable vertex, i.e. there are at least two more edges adjacent to v or d v > 0: then the ψ class at v is not invertible, the localization graph will contribute terms with only negative powers of z to J M (t, −z). To summarize, the non-negative part
is given by the sum of the contributions of the graphs which are tails with the unstable starting vertex v; the negative part [J M (t, −z)] − is the sum of the contributions of tails with stable starting vertex, which is given by
.
Hence we have
Moreover, for τ ∈ H, ǫ := ǫ(t) ∈ H ev with some parameter t (for example t is the flat coordinate), we consider zS M ǫ (z) −1 τ . Let ⋆ ǫ be the quantum product of the L ⊗5 p -twisted GW theory (Principle (⋆)). Then the S-function satisfies the QDE (see [CG07, LeP04] )
Suppose τ lies in the subring of the quantum coholomogy ring generated by
Then it is of the form
Since the Lagrangian cone L loc is closed under the operation z
Notice that by divisor equation, when ǫ = tp the operator
And it is clear in our case the hyperplane class p generates even part of the quantum cohomology ring. At the point ǫ = 0, the explicit form of the QDE is given in Lemma 5.1. By Givental's result on Lagrangian cone (cf. [Gi03] ), the Lagrangian cone L loc consists of a family of linear spaces zS
which gives us the Birkhoff factorization, defining us the desired R loc -matrix.
Definition 1.7. There exists a unique R loc
(1.12)
where τ loc = τ loc (ǫ) is defined by the Dijkgraaf-Witten map
By the localization formula, we have
Remark 1.8. We will see that, with the formula of τ Q and τ α given in (0.11),
(1.14)
See Lemma 5.3 and Corollary 5.6 respectively for the proof.
Convention 1.9. In the remainder of this paper, we will abbreviate
By convention 1.9, we see
Since both the local and global S-matrices
] is symplectic as well.
Remark 1.10. By Remark 1.4 and (1.14), for any
Thus we have R loc (z)x = x. The symplectic property then implies S M , S loc
, R loc all preserve H ev .
since ∆ pt α commutes with S pt α ,tw = e τα(q ′ )/z .
Bipartie graphs and NMSP generating functions
Our goal in this section is to show that the contribution of a NMSP localization graph can be obtained by combining its contributions from "(1, ∞] parts" with those from its "[0, 1] parts". We use bipartie graphs to organize such decompositions.
A bipartite graph is a connected graph whose vertices are colored white or black, and the two vertices of each edge have different colors. Definition 2.1. A decorated bipartite graph (referred to in this paper) is a bipartite graph with decorations: vertices: each vertex v is decorated by an integer g v ≥ 0; in addition each black vertex v is decorated by d ∞[v] ∈ Z; edges: each edge e is decorated by an integer a e > 0; and has its hour α e ∈ [N]; legs: all legs are incident to white vertices; constraint: each white vertex v having g v = 0 must have
For a decorated bipartite graph Λ, we denote by V w (Λ) (resp. V b (Λ)) its white (resp. black) vertices. We define its genus
, and n the number of its legs.
The bipartie graphs we are working with has one additional constraint: each black vertex v must satisfy
We let Ξ r g,n be the set of all decorated bipartite graphs of genus g, degree r = d ∞ , n legs, and satisfying (2.1). It is direct to check that, for given g, r and n, the set Ξ r g,n is finite.
For each bipartie graph Λ we can perform the standard "stablization" operation described in Appendix B.
3 The process induces a map cl : L(Λ) → V (Λ), sending each leg to its associated stable-graph-vertex of Λ (cf. Appendix B). For each vertex v of Λ, we define
We now make sense of the ancestor classes in the localization formula. Like in [CLLL16] , we denote by F S be the set of flags in Λ: (e, v) ∈ F S if e is an edge incident to v. As usual, we denote by ψ (e,v) the psi-class associated with the mentioned flag.
Let Λ be a bipartie graph; let l be a leg of Λ, incident to the vertex v. The "stablization" of Λ will make l incident to
There are two cases. In the first case, l is a leg incident to v • l , we set c(l) = l. In the second case, there is a unique pure subchain of Λ connecting v l and v • l ; let e • l be the edge in this subchain that is incident to v • l ; we set c(l) = (e • l , v • l ). Then in both casesψ c(l) is the ancestor class that can be inserted at the vertex cl(l).
Theorem 2.1. Suppose each τ i = τ i (z) is even. We have the following formula that expresses the total NMSP correlators via NMSP-[0, 1] correlators and some q-polynomials:
1 α(e),tw
Here for each v ∈ V b (Λ), its contribution is a q-polynomial with degree bound
and for any x, y ∈ H the unstable correlators are defined by
2.1. From localization graphs to bipartite graphs. To each regular decorated graph
, we associate a decorated bipartie graph as follows. Let v ∈ V ∞ (Θ). A restricted-tail of Θ rooted at v is a rational tail of Θ rooted at v so that the only vertex of the tail that lies in V ∞ (Θ) is the root v. To get the bipartie graph Λ(Θ), we first remove all restricted-tails of Θ rooted at vertices in V ∞ (Θ), resulting a graph Θ ′ . We then collapse each maximal connected subgraph of Θ ′ supported 4 in [0, 1] (resp. ∞) to a white vertex (resp. a black vertex); we decorate the resulting vertices by the total genera of the subgraphs collapsed. These vertices form the vertices of the bipartie graph Λ(Θ) we are constructing.
The edges of Λ(Θ) is the same as E 1∞ (Θ ′ ), with the incidence relation the induced one. The legs of Λ(Θ) is the same as L(Θ), with the incidence relation the induced one. (If l ∈ L(Θ) is incident to v ∈ V (Θ) and v lies in the subgraph collapsed tov ∈ V (Λ(Θ)), then in Λ(Θ) l is incident tov.) This way, each edge is incident to one white and one black vertex, giving us a bipartie graph Λ(Θ).
For an edge e of Λ(Θ), we assign its hour α e to be the same hour α e by viewing e ∈ E 1∞ (Θ), along the way we assign a e := −5d e ∈ N. To a black vertex v of Λ(Θ)), letting Θ v ⊂ Θ be the subgraph (supported in ∞) contracts to v, we assign (cf. Definition 2.1)
where the summation is over all edges e ∈ E 1∞ (Θ) incident to Θ v . One checks that the inequality (2.1) holds true (cf. (2.9)). This completes the construction of the bipartie graph Λ(Θ) ∈ Ξ d∞ g,n associated to Θ.
Example 2.2. From a localization graph Θ to a decorated bipartite graph Λ Θ (we omit the decorations d 0 , d ∞ here).
where the integer next to a vertex (an edge) is its genus (its a e ), and each vertex of Θ is indexed, including the indices u, w ∈ {1, · · · , N}.
Example 2.3. We list decorated bipartite graphs of some specified (g, n, d ∞ ), where in the first three Figures each vertex has zero d ∞ and is decorated by genus, and every edge is decorated by some "hour" α ∈ {1, · · · , N} which we omit in the graphs. ◮ Figure: The list of all (g, n, d ∞ ) = (1, 1, 0) bipartite graphs.
The list of all (g, n, d ∞ ) = (2, 0, 0) bipartite graphs.
Some bipartite graphs of (g, n, d ∞ ) = (10, 0, 0), where the numbers in the top row denotes the d ∞ of each vertex right below.
2.2. The contribution from a black vertex. We now construct the contribution from a black vertex to NMSP correlators. We first fix the notation we will be using.
be a bipartie graph with one black vertex v, n edges e 1 , · · · , e n , n genus 0 white vertices v 1 , · · · , v n , and n (1, ρ)-legs l 1 , · · · , l n , so that each v i is incident to e i and each l i is incident to v i . We then set the degree d ∞ [v] to be the same d ∞ [v] when viewing v as the vertex in Λ. We set α i := α e i , which is the hour of e i , the hour e i as an edge in Λ. This way, [v 
gv,n . For the [v] of the shape just described, we say a regular decorated graph Θ strongly contracts to [v] 
, and for each i the subgraph of Θ that is collapsed to v i (in [v] ) has total d 0 -degree zero.
5 We let B [v] be the set of all regular graphs Θ strongly 5 If we denote the subgraph collapsed to vi by Θv i , then it is a one vertex no edge graph.
contracting to [v] . We define
to be the sum of contributions to 1
Example 2.4. Following Example 2.2, the contributions of the graph Θ can be partitioned into a product of the contributions of three subgraphs. The smaller black dots are unstable vertices; u and w are hours.
The R.H.S is the partition of Λ(Θ) into three parts:
To proceed, we define Θ ∞ for any Θ ∈ G reg g,γ,d . Indeed, the vertices of Θ ∞ is the set V ∞ (Θ), its edges are edges in E ∞∞ (Θ), and its legs are elements in
with incidence relations the induced one. For l e ∈ L(Θ ∞ ) associated to e ∈ E 1∞ (Θ), we assign its monodromy to be ζ we 5 satisfying w e + 5d ∞e ≡ 0(5). Because Θ is regular, we can choose w e ∈ [1, 4].
We
so that Γ ∞ = Γ. Let l 1 , · · · , l n be the legs of Γ, of (narrow) monodromy assignments γ = (ζ
, which is the image of
Over W (Γ) we denote the coarse-psi classes by ψ i , and its ancestors byψ i , which are pullback of the i-th psi class via the forgetful map
Let α i = α v i be the hour of the vertex v i to which l i is incident; let a = (a 1 , · · · , a n ) ∈ (Z + ) n be such that a i ≡ w i (5). We define
LG,tw Γ
In case all c i = 0, we denote (2.4) by F • Γ, a . 2.3. The specialized S-function. We introduce the specialized S-functions:
, and S α a;i :
Lemma 2.5. We have the identity
Proof. By definition of S α a;0 and the relation J(z) = zS M (z) * 1, we see
Together with the Mirror theorem 1.1, we obtain 5t
A direct computation then proves this lemma. Proof. Item (1) is a direct consequence of Lemma 2.5. We now prove (2) and (3). By the explicit QDE for the S-matrix that we will compute later (see Lemma 5.1), we have
where (c j ) j=N,··· ,N+3 = (120, 770, 1345, 770). We see that (2) and (3) follow from inductions via (2.7), with initial conditions given by Lemma 2.5. Let Θ ∈ B [v] ; it has the shape given by Figure 1 . Here the infinity line represents the part of Θ lies at ∞. The edges E 1∞ (Θ) are divided into two types: Type-I are edges e 1 , · · · , e m so that the vertex v i ∈ V 1 (Θ) incident to e i is unstable and has one leg l i incident to it; Type-II are edges e ′ 1 , · · · , e ′ ℓ so that the maximal connected subgraph Γ j of Θ [0, 1] attached to e ′ j has total genus zero and no legs. 
We first make the following simplification. In case b j = 1, by Lemma 2.5, then the summation of the contributes of all possible [0, 1] tails Γ j is
Thus from now on we assume b i ≥ 2 for all i = 1, · · · ℓ.
We claim that 
We denote | b| := b 1 + · · · + b ℓ . Applying the localization formula we have
( 0, 1, 0) .
Notice the case (m, ℓ) = (0, 2) is negligible. Using localization formula of [CLLL16, NMSP1] we obtain their contributions as follows.
•
• (m, ℓ) = (1, 1): The only nontrivial case is when 5 ∤ a 1 and a 1 + b 1 ≡ 0(5). Its contribution is calculated to be
• (m, ℓ) = (1, 0): The only notrivial case is n := a 1 5 ∈ N. The contribution is calculated to be
Lemma 2.7. The contribution
is a polynomial in q whose degree is bounded by
This proves the lemma.
Then Theorem 2.1(2), in case k 1 = · · · = k n = 0, follows from (2.10). For case with nonzero k i , one needs to integrate each ancestorψ 
Proof of Theorem 1
In this section, we will prove Theorem 5. We begin with providing a stable graph description of [0, 1]-class in descendent form.
Stable graphs from localization graphs. Let
is the sum of contributions of all NMSP localization [0, 1]-graphs Θ of n markings and genus g (see Definition 0.1)
Given a connected localization [0, 1]-graph Θ, we can stablize it (c.f. Appendix B) to get a stable graph Γ = Θ st , together with decoration g v for v ∈ V (Θ), and its level lev v ∈ {0, 1} and F v ∈ {Q} ∪ {pt α } N α=1 . Here since each v ∈ Θ st corresponds to a unique stable vertex, denoted by the same v, in Θ, the level of v is the same level of v, and F v = {Q} when lev v = 0, and F v = {pt α } when lev v = 1 and α v = α. Then Γ ∈ G N g,n by the definition of G N g,n above Theorem 5. 3.2. Tail contribution via NMSP J-function. The tail contributions naturally appear at each stable vertex by the localization formula. For example, among all decorated graphs appearing in the localization formula calculating genus g no marking NMSP correlator
Then there is a class of graphs, call "leading" graphs, each of which has a single genus g vertex v with "tails" attached to it. We will view such graph as a vertex with legs so that each leg is then replaced by a tail. By the argument in Lemma 1.6, the total contribution of all possible tails attached to a leg l is (ψ l is the psi classes of the marking l)
3.3. Chain contributions via two-point functions. We introduce the following twopoint function:
By Principle (⋆) it is equal to the two point function of L ⊗5 p twisted P 4+N theory. From the string and WDVV equations, a standard argument shows Lemma 3.1. We have
The two point NMSP correlator can be computed by using NMSP localization as a graph sum, and we can see that each localization graph is a chain that connects two (localization) vertices v 1 and v 2 (which could be the same one).
At each vertex v i (i = 1, 2), there are two types of graph contributions:
(1) when the vertex v i is unstable, ψ i is invertible and the graph will contribute to W M (z 1 , z 2 ) of terms with non-negative power of z i ; (2) when the vertex v i is stable, ψ i is not invertible and the graph will contribute to W M (z 1 , z 2 ) of terms with negative power of z i . These contributions can be computed by expanding W M (z 1 , z 2 ) as a Laurent series of z i (at z i = 0), and taking the part of non-negative or positive powers of z i .
On the other hand, for each z i we can expand W M (z 1 , z 2 ) as a power series of z −1 i , namely expanding at z i = ∞. The coefficient of e α z −k−1 i corresponds to the correlator with insertion e α ψ k i at v i . Recall that the notation f (z − ) means we expand f (z) near z = ∞.
The following two situations will be used consistently.
(a) An edge in the stabilization: Let e be an edge in the graph after stablization, with vertices v and v ′ incident to it. We consider the two side truncation
as a bi-vector insertion at the edge e. It gives total contributions from all possible chains that contracts to e. (b) A leg : Let l be a leg connected via a chain e (in the localization graph) to a stable graph vertex v. As in Appendix B we call such chain an "end". We can consider the class with one side truncation
as an insertion at the vertex v. It gives the total contributions from all possible "ends" between v and l. Here for ψ l the descendent at l, τ (ψ l ) is the insertion at the leg l; and ψ v denotes the descendent of v at the flag (e, v). By using (3.2), the contribution (3.4) can be computed to be
3.4. Stable graphs contribution in descendents. By Section 3.2 and 3.3, the contribution from a stable [0, 1]-graphs Γ to (3.1), which we denote by Cont Γ , is given by the following construction:
(1) at each vertex v of Γ, we place a linear map
(2) at each edge of Γ, we place a bi-vector valued series(viewing z = ψ (e,v) , w = ψ (e,v ′ ) )
The infinite summation is convergent in the q-adic topology. See remark 3.3.
this is the contribution of chains in the localization graph that stabilize to e: the second term comes from (3.2) and (3.3), and the first term comes from the case that v = v ′ is the chain itself, which is not allowed; (3) at each leg l incident to v of Γ, we place a vector valued series
; this is from (3.5), the total contribution of chains connecting v and the leg l, with insertions τ i at l in the localization graph. (Note that unlike (2), the "length" of this chain can be 0.) This way the
Note here that the automorphisms of the tails are part of the definition of Cont Θ , hence only | Aut Γ| is in the identity.
Remark 3.2. The argument here is essential the idea of Givental [Gi01b] , and is close to the treatment in [CGT15] .
Stable graph contribution in ancestors.
To prove Theorem 5, we need to convert descendent classes to an ancestors classesψ i ∈ H * (M gv,nv ), at stable-graph-vertex v.
be the insertions to v from the two types of chains (3.3) and (3.5). Here n v is the valence of v in the graph after stablization. By Kontsevich-Manin's descendent-
, where ψ i 's are the psi-class of M gv,nv+k+l (F v , d)'s;ψ's are the ancestor classes pullback from M gv,nv+k . Here we have used
Here we choose the coordinate u = τ loc (0) (c.f. Definition 1.7 and (1.14)), and as in Convention 1.9 we omit the subscript in S loc ,R loc and T loc with this choice of u. Since T loc (z) has no z n≤0 terms, namely z|T loc (z), the formula still holds if we replace the first n v .ψ i 's by the ancestor classesψ i 's from M gv,nv , and (3.6) is equal to
Remark 3.3. Note that by the localization formula, each term in L loc has positive qdegree. Since u = τ loc (0) also has the same property (c.f. Definition 1.7), T loc also only has positive q-degree. Hence for fixed d, there are only finite terms that contribute to the coefficient of q d in the infinite sum. This implies that the infinite sum is well-defined.
By using the Birkhoff factorization (cf. (1.12))
we see the contribution of a stable graph Γ is given by the following construction which can be realized as an R-matrix action:
(1) at each vertex v, we place a linear map
(2) at each edge e with E v = {v 1 , v 2 }, we place a bi-vector valued series
(3) at each leg l incident to v, we place a vector valued series
Recall that Grothendieck-Riemann-Roch theorem is used by Mumford to express the twisted class [−] •
and replace T loc in (3.8) by
Remark 3.4. The formula T (z) comes from, for ∆(z) :
Remark 3.5. The equation (3.9) can also be understood as a composition of R-matrix actions on CohFTs. By the theorem of [PPZ15] , the R-matrix action on CohFT is a left group action. Hence by first applying the constant R-matrix action ∆ pt α (z) at the fixed loci pt α , and then applying the R loc which is from the localization, the composition gives us the R-matrix R(z). For more details of this point of view, see Section 1.5.1 in the sequent paper [NMSP3] .
7 Here ∆ pt α are defined in (0.13); they can be viewed as the R matrices of Grothendieck-Riemann-Roch formula reducing [−] pt α ,tw to its topological part [−] pt,ω .
Complete the proof of Theorem 5. We will finish the proof by applying the Divisor and Dilaton equations. Notice that we need to evaluate the vertex contribution
For our case, this gives the mirror map q → q · e I 1 /I 0 . At F v = pt α , we have
with q ′ := −q/t N and
FvT v (z). Using the class-version of Dilaton equation,
(
(3.14)
Together with the explicit formula
(c.f. Lemma 5.3 and Corollary 5.6) we obtain (using (3.13) for definition ofT v )
Applying the discussions to (3.12), we see that when
) be the forgetful map, let η be a homology class of Mg,n(X, d).
Then π1 * (π * 1 η ∩ ψn+1) = (2g − 2 + n)v. 9 T (z)|Q = T loc (z) because ∆ * |Q is identity and ∆ * preserves H * (Npt) in (3.11).
(3.12) matches the vertex contribution in Theorem 5. This completes the proof of Theorem 5. Note that in the above proof, the condition N ≫ 3g − 3 + n is only used for (3.15). This allows us to define the translated classes at Q as in Definition 0.3, which has no tails contributions. For general N the proof still works, with the translated classes defined by the translation action on the local CohFT (see [PPZ15, NMSP3] for the translation action, see also Remark 3.5). The CohFT formula in Theorem 1 holds for general N.
Proof of Theorem 2
First, we replace the descendants in 4.1. Unstable cases. Let v ∈ V w (Λ) be unstable, which is when (g v , n v ) = (0, 2).
Proof. Using the definition of W and (3.2), we have
where every "w" in the formula means "w − ". Also, in the last step we have used Res w=0 f (w) w−z = f (z) + . Example 4.2. For every genus zero white vertex with two edges e 1 and e 2 , of hours α 1 and α 2 , respectively, the unstable contribution is (cf. (3.2))
For genus zero white vertex with one edge and one insertion, we have 
Lemma 4.3 (KM formula for classes). For stable vertex
Proof. Notice that by equation (3.5), for an insertion τ j (ψ j ) ∈ H[ψ j ], the corresponding contribution in the stable graph localization formula at the fixed loci is given by
Via the descendent-ancestor relation for the fixed loci, as an ancestor insertion it becomes
On the other hand, if we consider an ancestor insertionτ ′ j (ψ) in the master space, the corresponding contribution at the fixed locus is
we finish the proof. By this lemma and the definition of S α a (cf. (2.5)), we see that the ancestor version of the white vertex contribution in Theorem 2.1, after letting c α(e) ∈ F * be the constant making 1 α = c α(e) 1 α , becomes
(4.1)
Here we use that, for
Finish the proof of Theorem 2. By dimension reasons (0.8) lies in
Observe that the localization 0.7 used to define (0.8) is symmetric under the permutations group S N , which acts on the last N coordinate of P 4+N . This implies (0.
Therefore it is sufficient to show that (0.8) lies in F[q] with the desired q-degree bound.
Recall our convention that deg p i = i, i ≤ N+3. In this proof we will use the convention that the degree of
10 By definition, for each i,
Thus for pure degree insertion {τ i },
vanishes when i deg τ i + k i < N(d + 1 − g) + n; becauseψ are ancestor classes, the vanishing of (4.3) also holds when 3g − 3 + n < i k i . Adding the two inequalities, the vanishing holds when
This proves that (4.3) is a polynomial in F[q] of degree bounded by
We now prove the desired bound of the q-degree of −
the stated bound holds. We now suppose that the stated bound holds for all genus h < g with arbitrary many insertions. We apply Theorem 2.1 to the genus g, n insertions case. Note that the set of bipartite graphs Ξ g,n contains a "leading" one, the graph Λ g with a single genus g white vertex and n markings. We let (Ξ g,n ) • = Ξ g,n − {Λ g }, its complement. By Theorem 2.1,
Here the first term on the R.H.S. of the identity is the contribution from Λ g . As was argued at the beginning, the L.H.S. of the identity is a q-polynomial of degree bound by (4.4), thus to prove the theorem, we only need to show that each term in the summation is a q-polynomial of degree bounded from above by the same quantity. Let Λ ∈ (Ξ g,n )
• . The contribution from Λ is, up to a constant multiple,
(4.5)
If (4.5) vanishes there is nothing to prove. Assume (4.5) is not zero. Then
a;i φ i and apply inductions.
• At each stable vertex v ∈ V w (Λ), an easy argument shows that the total genus of all black vertices of Λ is at least one, thus we have g v < g. Consequently, by induction hypothesis the term −
is a polynomial of degree no more than
where we have used that (2.6) and (4.2) imply that each insertion from edge contributes degree
• At each unstable white vertex v ∈ V w (Λ), by Example 4.2:
(1) if there are one edge e and one insertion τ (ψ), the [0, 1]-correlator is a polynomial of degree
(2) if there are two edges e 1 , e 2 , the [0, 1]-correlator is a polynomial of degree
where we have used (2.6) and that (φ i , φ j ) tw = 0 whenever i, j ≥ N.
This proves that the total q-degree is no more than
where in the last step we have used
This proves the theorem.
Proof of Theorem 3 and 4
5.1. Explicit formula for NMSP S-function.
The S-matrix of NMSP theory S M (z) * satisfies the following quantum differential equation
Here we use the same notation S M (z) * to mean the restriction of S M (z) * to H ev , which thus is from H ev to H ev . And, w.r.t. the basis {φ i = p i } in order i = 0, · · · , N + 3,
Proof. The QDE matrix can be computed via Birkhoff factorization, which is an algorithm starting from J-functions to get S-matrices. The S * (z)φ i can be computed recursively.
(1) By definition, for φ 0 = 1, we have
(2) Suppose we already obtain closed formulas of
It will keep the element in the Lagrange cone. We search for a linear combination of
(with coefficients in A) such that the combination takes the form
By Coates-Givental's result such linear combination is exactly S M (z) * φ k+1 . (3) The process stops when no new φ k appears. Whenever φ 1 generates the even part of quantum cohomology ring, this algorithm provides us the full S M (z) * .
Applying this algorithm to the I-function I M (z), we obtain exactly (5.2).
Recall that the tail contribution at the fixed loci Q is given by (c.f. Sect. 3.2)
By H 4 = 0 and the explicit formula of I Q (0.9), we have
Convention 5.2. In this and next section, we will always regard the symbols
as their original definition with q substituted by q ′ = −q/t N . For example, in section five and six,
Lemma 5.3. Suppose N > 5. 11 We have the following formula for τ loc (0)| Q and T loc (z)| Q (see (1.13) and (3.7) for their definitions) 
(here I2,2 is defined in (A.3) ).
Proof. By (1.13), (5.3), and the method deriving (3.14), we have
For the second equality, we use (5.3), (A.5), and (1.10) to obtain
Example 5.4. Similar to 5.3, we have
Applying (5.1) to φ 0 = p 0 = 1, we get
Recall (0.12) and (1.10) give formally
Together with (A.5) they lead to the first two R matrix entries:
where in the last equality we have used I 1,1 = 1 + D(I 1 /I 0 ).
Key Lemmas.
We define the normalized basis for H * (Q) and its dual by
We define the normalized basis for H * (pt α ) and its dual bȳ
We set
Lemma 5.5. Suppose k < N − 3. At the fixed loci Q, we have At the fixed loci pt α , we have
which is independent of α.
12 The same normalized basis has been used in [GR17, Sect. 6 .2], which naturally appear in the computation of the canonical basis for the twisted theory (see also [GR16, Sect 6 .3]).
Proof. First we prove the vanishing property (5.5) and polynomiality (5.6) of the R-matrix restricted at the fixed loci Q. By Example 5.4, we have
To compute the other columns, recall that the QDE for S M and S Q are (c.f. (5.1), (A.1))
Together with the Birkhoff factorization (5.4), we obtain the QDE for R 0 (z) * :
This implies, under the basis {ϕ i }, for j = 1, · · · , N + 3
10) Next, we prove the property (5.7) of the R-matrix restricted at the fixed loci Npt. The j = 0 case is proved in Section 6. We now prove j > 0 case. Apply (5.1) to (0.12):
we see that for j > 1, the entries (1 α , R(z) * φ j ) can be recursively computed via
where (c j ) j=1,··· ,N+3 is defined as in (5.12). Namely,
By induction on j, using D(Y ) = Y (Y − 1) and the initial result (j = 0), we conclude (R k ) j α does not depend on α and (
Corollary 5.6. The Dijkgraaf-Witten map at pt α is given by
and the tail contribution at pt α is given by
13 By Convention 5.2, to entries of S Q , A Q ((A.4), (A.5)), we apply q → q ′ , and still denoted them as
Then the coefficients V kl can be written in the following form
, Y ] are indepedent of α, β. Further, the edge contribution V (z, w) is homogeneous of degree 2.
Proof. Recall that we have the relations
Hence for each k, l, V kl is a linear combination of
Then the lemma follows from Lemma 5.5.
Proof of Theorem 3.
To simplify the computation, we pick t such that t N = −1. This makes q ′ = q, By definition, it is clear that for 2g − 2 + n > 0
(5.14)
Hence if P g,n ∈ R, so does P g,n+1 .
By Theorem 5, for any [0, 1]-theory, it is equal to a summation over stable graphs. We define the leading graph of the stable graphs in G N g,0 to be the single genus g vertex labeled by Q (quintic fixed loci). We now prove the theorem by induction:
First by using (A.2) and genus 1 mirror theorem [Zi09] 15 P 0,3 = 1 and P 1,1 = − are both in R. Thus by (5.14)
P 0,n (n ≥ 3), and P 1,n (n ≥ 1) ∈ R.
We next assume g ≥ 2. Assume for any genus h < g, and any 2h − 2 + n > 0 one has P h,n ∈ R. We consider the normalized NMSP-
. By Theorem 2,
On the other hand, we have the graph sum formula by Theorem 5. The leading stable graph of the leading bipartite graph is a single genus g vertex labelled by 0, with contribution
2g−2 0 F g = P g . For the rest of the graphs, via the relation
For genus 1 case, Zinger's theorem can be recovered by considering the genus 1 NMSP-theory with one φ1-insertion (see [NMSP3] ).
we put the factor Y g−1 into vertices and edges. Together with Lemma 5.5 and 5.7, the contribution of each non-leading graph is given by the followings:
• At each edge, the contribution is of the form (by (5.13))
which lies in the ring R. We pick (any) one of them from (5.13), and vary the hour α = 1, · · · , N of each level 1 vertex. The variation provides a multiplicative factor below, since (5.15) are independent of hours (c.f. Lemma 5.7).
• At each quintic vertex v, the contribution is
Here we recall the translated correlators are defined by the equation in Definition 0.3. It vanishes unless a i + k i = n v . By using string and dilation equations once and again, this correlator will reduce to P gv,m multiplied by a constant 16 . Since g v < g, by induction hypothesis we have P gv, a, k ∈ R.
• At each pt α vertex, the contribution is
gv ,nv
We claim that, after summing over α = 1, · · · , N, the contribution lies in R.
(1) For s = 1, · · · , m, if each monomial iñ
, the correlator is non-zero only if
a multiplicative factor of the contribution. Since N may be chosen to be a prime, we do such assumption in the beginning. Then this multiplicative factor is non-zero only if
The total factors in the graph Γ becomes
Here we have used that for each edge, if at one end it contributes L j α then in the other end it contributes L 2−j β . We conclude that the summation of the rest graph contributions lies in the ring R, thus
Finally, by (5.14) we have P g,n ∈ R for any n > 0. This proves Theorem 3. is an analytic homeomorphism between neighborhoods of zeros. Hence, we have any element in R is an analytic function near Q = 0 as a function of Q.
Proof of a key property
We consider the R(z) * 1 restricted at the fixed loci Npt. We will prove 
where D := q d dq and D p := zD + p. By (0.12), (1.10) and (1.14) we also have
Via the mirror theorem (Theorem 1.1) we obtain
The LHS of equation (6.3) satisfies the PF equation (6.2) as well since ∆ pt α (z) is a constant in q . Hence we see R * (z)1| pt α satisfies
where
By solving this equation we obtain both L α and R * (z)1| pt . We solve them recursively as follows: First we look at the coefficient of z 0 of (6.4), which gives us
This equation has two types of solutions: L α = 0 with multiplicity 5 and L α = ξ α N t(1 + 5 5 q/t N ) 1/N with multiplicity 1. The first solution corresponds to the matrix S Q which is not diagonalizable, while the second solution corresponds to the diagonalizable part S pt α = e τα/z , which is what we need. We then obtain
17 in this section we always brief τα = τα(q ′ );
where we have used the initial condition τ α | q=0 = 0. Next we look at the coefficient of z 1 of (6.4), and use the value of L α we compute
The coefficient of z 1 of the equation (6.4) becomes
Solving it we obtain
where L = (1 + 5 5 q/t N ) 1/N . Here we have used the initial condition
Then we look at the coefficient of z 2 of this equation, and solve R 1 1| pt α up to a constant. Repeating the steps, we can solve R * k 1| pt α for any k. Note that at each step we have one constant to fix. The constant can be fixed by the ∆ pt α -matrix. By using the above idea, we now prove (6.1). We write
The equation (6.4) becomes of the form
where we denote the operator on LHS of (6.4) by L N+5 α · PF . Recall q ′ = −q/t N and let
By the explicit formula of (6.4), we see the operator
Here we have used the following observations:
(1) acting on L α or X, the operator D increases the X-degree by 1:
(2) in each monomial of PF n , the operator D Lα appear at most n-times; (3) for any n, by using (6.8) the operator L −n α D n Lα has the following form
where c k,0 = n k and for j > 0, c k,j ∈ XQ[X] j−1 ( See (6.5) for the leading terms). For example, we have By the shape of (6.7), we know that any transformation
a ∈ Q will not change the degree estimate of the coefficients f k,j . Hence the operator PF 1 has exactly the same properties as (6.7). We observe that the coefficient of z k+1 in (6.6) can be always written in the form
where r 0 = 1 and P k are differential polynomials in r i and X: Hence equation (6.6) can be solved by induction: Suppose for any i < k, r i is a polynomial in X of degree i, and does not depend on α. Then P k (r 0 , · · · , r k−1 ) is a polynomial degree k + 1. Further by the property of c k,j in (6.9), and by the fact Df (X) is divided by X for any polynomial f (X), it is divided by X. By using
Notice X −1 P k ∈ Q[X] k and X = 1 + L −N α . Thus the integrand is a polynomial of L −1 α . Further, we obtain r k ∈ Q[X] k and independent on α. By initial data r 0 = 1 and the following initial condition used in the integration " r k · L This completes the induction. We will prove (6.10) in Section 6.2.
6.2. Asymptotic expansion. Following [Gi96, CG07] , we introduce the Landau-Ginzburg potential W : (C * ) n+1 → C for the equivariant GW theory of Fano hypersurface X m ⊂ P n , or equivalently, O(m)-twisted GW theory of P n with m < n + 1:
W (x 0 , · · · , x n ) := n i=0 (x i − λ i ln x i ) + y, y m q = n i=0 x i . We consider the critical points of W x α : ∂W ∂x i (x α ) = 0
There are n + 1-critical points for generic equivariant parameters {λ i }:
with critical value u α = W (x α ), where {L α } are n + 1-solutions 19 of i (L + λ i ) = (−mL) m q. Near each critical point x α we have a Lefschetz thimble γ α , which is a real ndimensional cycle in C n such that restricted to the Milnor fibre W −1 (u) it is the vanishing cycle. 18 We can see if we let deg X = 1, deg ri = i, deg D = 1, then we have deg P k = deg PF k+1 = deg PF k+1 = k + 1.
19 At the critical point, the condition xi∂x i W = 0 implies xi − λi = −y/m for all i. Hence by using i (− y m + λi) = y m q we solve yα and then (xi)α.
We consider the oscillatory integral I α (q, z) :=ˆγ α⊂(C * ) n e W/z dx 0 ∧ · · · ∧ dx n x 0 · · · x n .
We assume z < 0 and study its asymptotic expansion as z → 0 − , from the negative real axis. By the result of [Gi96, CCIT16] , the asymptotic expansion of I α coincides with 20 I α (q, z) ≍ e uα/z (−2πz) n+1 2 R λ (z) * 1| pt α .
Here let S λ (z) be the S-matrix of the equivalently O(m)-twisted GW theory of P n , and R λ (z) is defined via the Birkhoff factorization . We now use the saddle point method to compute the asymptotic expansion. We consider the Taylor expansion of W near critical point x α :
where ξ = x − x α is the local coordinate and
is a non-degenerate quadratic form. Q(ξ) dξ 1 · · · dξ n . By using x i ∂ x i y = m −1 y, we have for k ≥ 3. At the critical point, by (6.11) we see ∂ x I W (x α ) are rational function of L α with the following property
α → 0 (6.14) 20 Here the critical value uα =´(Lα + tα) ddiffer from the τα defined in (0.11) by some constant.
By combining the estimate proved by the lemma below, one obtain the LHS of (6.13) has leading term (lowest order of L −1 α expansion) (−z) At these N critical points, the Hessian (∂ x i ∂ x j W ) is non-degenerate and then all the argument in Section 6.2 can be applied. The equation (6.12) gives us exactly (6.10).
