Abstract. Person re-identification (re-id) has become increasingly popular in the community due to the importance of surveillance and security. Some re-id benchmark datasets have been provided to evaluate re-id algorithms, such as VIPeR, CUHK01, CUHK03. These datasets are often labeled by human operators and there are no error labeling under ideal conditions. However, when we apply re-id algorithm in practice, the detector must be used and the detected pedestrians are usually labeled by machine automatically to augment training datasets for promoting re-id performance. In this situation, error labels may be brought into the dataset. The VIPeR dataset is a small scale that has been evaluated mostly. When we use it as the basic training dataset, error labels will make a big effect on the re-id precision. As an important hand-crafted algorithm, XQDA (Cross-view Quadratic Discriminant Analysis) focuses on handling the multiple cameras for the same identity under the different point of views. It can achieved a good performance with fast computing speed and high precision on the datasets mentioned above. In this paper, we focus on studying robustness of XQDA under different levels of noise on VIPeR. Then we try to propose some methods to relieve the bad effect due to the error labels, enhancing the robustness further.
Introduction
Person re-identification aims at finding a person for interest in cameras. It is a challenging problem due to the variations in viewpoint, illumination and pose. A complete person re-id system usually contains pedestrian detection, feature representation, metric learning and evaluation. Among these components, feature representation and metric learning are critical. It is necessary to get a robust feature representation to reduce the effect caused by the changes of viewpoint and illumination. Many effective approaches have been proposed, such as the ensemble of local features (ELF) [6] , Local Maximal Occurrence (LOMO) [1] , Gaussian of Gaussian (GOG) [4] . These hand-craft descriptors are able to extract discriminative and robust features. A discriminant metric can make it easier to distinguish the positive and negative sample. The most commonly used formulation is based on the class of Mahalanobis distance functions. A number of metric learning methods have been proposed based on it, the large margin nearest neighbor learning (LMNN) [7] , information-theoretic metric learning (ITML) [8] , local fisher discriminant analysis (LFDA) [9] . When evaluating re-id algorithms, the cumulative matching characteristics (CMC) [1] curve is used. CMC represents the probability that a query identity appears in candidate lists. The CMC Rank 1 is the probability that the query identity appears in the first place of the candidate lists. It usually can be considered as a measure of performance for the re-id algorithms. In this paper, we call it matching precision.
XQDA is an outstanding algorithm in the aspect of metric learning. It is extended from Bayesian face [3] and KISSME [4] . It has many advantages compared with similar algorithms, higher matching rate, stronger robustness and lower computing time. XQDA have an impressive performance on small scale datasets. It is a good choice to build a practical re-id system with XQDA. For the VIPeR [2] dataset, the scale is a little bit small. It contains 632 pairs of person images from two cameras and each person just has 2 images. If some error labeled images are mixed up, it will have a large impact on matching precision. So, in this paper, we have a research on XQDA robustness and propose two methods to reduce the bad effect partly caused by the mixed error labels. We try to explore XQDA performance and want to know if it is good enough to apply in weak supervised or unsupervised learning.
XQDA Revisit
We denote the sample feature vector as x ୧ , the label as y ୧ , defining a sample difference Δ = x ୧ − x ୨ .Δ is called the intrapersonal difference if y ୧ = y ୨ , while it is called the extrapersonal difference if y ୧ ≠ y ୨ [2] . As a result, it can define two classes of variations: the intrapersonal variations Ω ୍ and the extrapersonal variationsΩ . Then the multiclass classification problem is turned into two-class classification problem. It was noticed in [3] that both Ω ୍ and Ω can be modeled with multivariate Gaussian distributions which have zero mean. The likelihoods of observing Δ in Ω ୍ and Ω are defined as
where Σ ୍ and Σ are the covariance matrices of Ω ୍ and Ω ୍ . Using Bayesian rule and the log-likelihood ration test, the decision function can be simplified as
so the distance between x ୧ and x ୨ can be represented as
In XQDA, the training images are from two cameras. We suppose that there is a cross-view training set ሼX, Zሽ of c classes [2] , where X = ሺx ଵ , x ଶ , … , x ୬ ሻ ∈ ℝ ୢ×୬ contains n samples in a Considering Ω ୍ and Ω are two multivariate Gaussian distribution with zero mean. The projected samples of two classes will still have zero mean, but the variances σ ୍ and σ can be used to distinguish the two classes. We can optimize the projection direction w such that σ ሺwሻ/σ ୍ ሺwሻ is maximized [2] . Notice that σ ୍ ሺwሻ = w Σ ୍ w , σ ሺwሻ = w Σ w , therefore, the objective σ ሺwሻ/ σ ୍ ሺwሻ corresponds to the Generalized Rayleigh Quotient
The maximization of Jሺwሻ is equivalent to max ୵ w Σ w , s. t. w Σ ୍ w = 1
(7)

Experiments
VIPeR Dataset
VIPeR is a commonly used dataset for benchmark evaluation. It is a challenging dataset because of the large variations in illumination, viewpoint and background. VIPeR contains 632 identities. Each identity just has two captured images. The widely adopted experimental protocol on this database is to randomly divide the 632 pairs of images into half for training and the other for testing. The training set as well as the testing set both contains two parts, the first part is from camera A called Probe set and the second part is from camera B called Gallery set. When computing CMC, we can calculate the distances between each sample in Probe set and all the samples in the Gallery set. Then we sort the distances and get the ranking.
Robustness Testing of XQDA
To test the Robustness of XQDA, we need to gradually increase the ratio of noise in the training set and get the matching precision under different situations. We pick out samples randomly by some ratio and mix up their labels randomly, then we put them back. In this way, we get the dataset with error labels. We test the error rate from 0% to 80%, as shown in Figure 1 . We can see that the performance on the robustness of XQDA is good in itself. As there are a few error labels in the training set, the decline of matching precision is inconspicuous. As the ratio of noise increases to 10%, the matching precision just decreases by 3%. The decreasing line is almost along fixed slope. We use this result as the baseline to propose some improvement approaches.
Improvements Approaches
Methods Based on Euclidean Distance Sorting. It is important for XQDA to figure out the subspace W which is related to the covariance matrices of Ω ୍ and Ω . Considering only one intrapersonal difference for each identity, it will have a great effect when error labels are mixed up in Ω ୍ . So the labels are not credible. Unable to determine the correctness of the sample labels, so we try to relax some restriction on the threshold of the positive samples, not by the labels but the Euclidean distance sorting.
First, we mix up the training set like Robustness testing, and then compute the Euclidean distance between each sample in Probe and all the samples in Gallery. Now we have got a sort list that each column is the sorted sample for the target sample in the Probe. We take the first 3 samples as the positive samples for the target, computing difference with the target and put them into Ω ୍ . Then we take the following samples after the first 3 as the negative samples. For the test, we choose 60,180,240 samples in the rank list as the negative samples respectively. The results with different negative samples are shown in Figure 2 We can see that this approach can reduce the bad effect caused by the error labels in a certain extent, especially when the error rate is less than 40%. The curve rd-3-60 is relatively stable before the 40% error rate.
Methods Based on Learned Subspace Sorting. XQDA can learn a subspace W and it can make the similar features closer, so we hope the projected features are able to have a better sorting performance. In this test, we try to use XQDA to train the dataset first, and then compute the sort list.
Like the tests above, we add error labels first, then train the training set by XQDA and we get the subspace W. Under this space, features are projected and the sort list is computed. In this approach, we also take the first 3 samples as the positive samples to calculate the differences with the target and we respectively choose the following 30, 60, 90 samples as the negative samples. The results are shown in Figure 3 The results are not as good as expected. The performance of the approach is even worse than the baseline. We analyze the process and find some reasons. As XQDA is a supervised learning method, it highly relies on the labels of samples. In the process of learning subspace, those features which have the same labels(some labels are right and some labels are wrong) will be projected closer so that they will have smaller Euclidean distance in the computation. If the label is false, the process of XQDA can also be misguiding. It will force features from the right labeled samples and wrongly Matching Precison/% labeled samples together, if they have the same labels. Therefore, the learned subspace is not discriminative as expected. The first place of each column in the sort list is the sample with the same label as the target. Even if it is in fact the wrongly labeled sample, it is still deemed to be a true match for the probe sample and is joined to calculate the intra-personal covariance. Although we try to take out the first and just choose the second and third samples as the positive samples, it still does not work. Once there are false labeled samples in the positive samples set, it is hard for XQDA to learn a correct subspace.
Conclusion
In this paper, we have studied the robustness of XQDA by testing its performance under different rates of noise. Then we propose two approaches based on sorting to decrease the decline of matching precision. Although the second approach does not work as well as expected, we can also get valuable conclusions. XQDA is a great metric learning algorithm and it has a good performance in supervised re-id training but it may not have the same performance in unsupervised learning because of the weakened label information.
