Emerging adulthood researchers are often interested in the effects of developmental tasks. The majority of transitions that occur during the period of early/emerging adulthood are not randomized; therefore, their effects on developmental trajectories are subject to potential bias due to confounding. Traditionally, confounding has been addressed using regression adjustment; however, there are viable alternatives, such as propensity score matching and inverse probability of treatment weighting. Propensity scores are probabilities of selecting treatment given values on observed covariates. Inverse probability of treatment weights are also based on estimated probabilities of treatment selection and can be used to create so-called pseudo-populations in which confounders and treatment are unrelated to each other. In longitudinal models, such weighting can occur at multiple time points. This article provides a primer on these weighting methods and illustrates their application to studies of emerging adulthood. We provide annotated computer code for both SPSS and R, for both binary and continuous treatments.
Adjustment for Confounding
Traditionally, researchers in the social sciences have predominantly used regression adjustment to control for observed confounders. This typically amounts to estimating an analysis of covariance model, or more generally a multiple regression model in which the effect of interest (or the putative cause) is represented by a predictor or set of predictor variables, alongside a potentially larger number of covariates. In research in the social sciences, it is customary to include only linear terms of covariates that are not expected to be influenced by the treatment (e.g., mediators; Rosenbaum, 1984) . This type of regression adjustment is ubiquitous in both cross-sectional and longitudinal investigations to a degree that thinking about ''adjustment'' or ''control'' is often synonymous with the act of adding another variable in a regression model. Adjustment through regression is theoretically sound practice, but it is not without criticism (e.g., Berk, 2004; Schafer & Kang, 2008) .
A key criticism of regression adjustment is that researchers typically rely on a linear functional form between the covariate and the outcome. This linearity assumption is often untested, especially in the presence of a large number of covariates. It is possible to test for nonlinear effects, for example, through examination of scatterplots, or so-called added-variable plots (Cook & Weisberg, 2009 ), but it becomes exceedingly difficult to also rule out any interactive effects between the covariates and the putative cause, thereby making regression adjustment potentially more dependent on modeling choices (i.e., results may differ depending on whether a linear or different type of model is chosen for adjustment). The problems that arise when relationships between covariates and outcomes are nonlinear and incorrect linear models are used for adjustment are discussed by Rubin (1979) or more recently by Gutman and Rubin (2015) . These authors argue that under departures from linearity, the classic regression adjustment fails to remove bias and can in fact increase biases in treatment effect estimates, if a misspecified model (e.g., a linear model) is used for adjustment.
Additionally, in regression adjustment, it is very difficult for researchers to know whether the adjusted effect is based on extrapolation. If the (multivariate) covariate distributions of participants in different treatment conditions are very different from each other, then overlap in multidimensional space might be sparse. In other words, there are no treated participants who are similar or comparable to any of the untreated participants on the totality of the observed covariates, and any comparison between the two groups might be due to extrapolation (King & Zeng, 2006) .
Finally, as others have noted (Rubin, 2001) , the ease with which regression models with different numbers of covariates can be estimated and evaluated may introduce biases through cherry-picking models that produce desired outcomes. This criticism is not aimed at the method of regression per se, but rather at the way it is potentially applied in practice.
Inverse Probability of Treatment Weighting
An alternative to regression adjustment is to utilize so-called inverse probability of treatment weights (IPTWs) to account for biases due to observed confounders. IPTWs are currently not widely used in psychology but are more frequently seen in epidemiological research. IPTWs share some features with propensity scores (Rosenbaum & Rubin, 1983b) . We will use the propensity score as a springboard for our introduction to IPTW but will not discuss propensity score matching strategies in much detail, as there are a large number of well-written introductory pieces (Austin, 2011; Caliendo & Kopeinig, 2008; D'Agostino, 1998; Dehejia & Wahba, 2002; Luellen, Shadish, & Clark, 2005; Stuart, 2010) , in addition to papers that have reviewed the literature on best practices (Austin, 2008; Thoemmes & Kim, 2011) or contrasted matching with more traditional approaches (West & Thoemmes, 2008) . Many of the introductory papers on this topic also include expositions on the so-called potential outcomes model. Readers interested in the formal definition of causal effects using potential outcomes are referred to Rubin (2005) .
The fact that we are using the propensity score to introduce IPTW should not give the impression that IPTW originated from the propensity score literature. On the contrary, they were developed independently by Robins (1986) in a paper that has been described as ''revolutionary'' (Vansteelandt & Daniel, 2014, p. 740) . Our own discussion of IPTW and their use benefited greatly from several papers that explained this method previously (Bray, Almirall, Zimmerman, Lynam, & Murphy, 2006; Coffman & Zhong, 2012; Daniel, Cousens, De Stavola, Kenward, & Sterne, 2013; Daniel, De Stavola, & Cousens, 2011; Hogan & Lancaster, 2004; .
The propensity score is a conditional probability of being assigned (or selecting) a treatment condition, given an observed set of covariates. This is formally expressed as eðxÞ ¼ PðZ ¼ 1jXÞ, where Z is a binary treatment indicator and X is a vector of observed covariates. We should add that this vector X must contain all confounders (a condition sometimes called ignorability, Rosenbaum & Rubin, 1983b , or more colloquially the assumption of no unmeasured confounders) to remove confounding bias completely. If unobserved confounders are present, ignorability does not hold, and residual bias can remain no matter which method (regression adjustment, propensity score matching, and IPTW) is used.
The fundamental difference between regression adjustment and approaches using propensity scores (which includes IPTW) is that the former models the relationship between a covariate and the outcome, whereas the latter models the relationship between the covariate and the putative cause (i.e., treatment assignment). In the case of matching, the propensity score is used directly to form matches within a data set. Under some matching schemes, this can result in some participants being discarded. The retained participants are expected to be well matched and exhibit balance on the covariates, a property that would also be expected under randomization. Balanced covariates cannot be confounders anymore (as they are unrelated to treatment assignment), and it is through this balance property that propensity score matching addresses issues of bias due to observed confounders. IPTW on the other hand uses the propensity score to form a weight. Weighting is a strategy that has long been used in survey sampling (Horvitz & Thompson, 1952) . IPTWs are used to create a pseudo-population in which the covariates and the treatment assignment are independent of each other (a property that we would expect under randomization). The term pseudo-population reflects the fact that the weighted groups are not identical to the population that was actually observed but that this weighted group could have been sampled from a population in which there was no confounding. Such an approach may seem strange at first, after all we are creating weighted groups that did not exist in this way when we sampled our participants. At worst, it seems like that we are cheating and are not using the actually observed data, but some idealized form of it. However, as it turns out, both regression adjustment and propensity score matching can be conceptualized as types of weighting. Consider first, propensity score matching in which, due to a particular matching scheme, some participants are matched and others are discarded. This can be recast as a simple weighting scheme in which each matched participant receives a weight of 1 and each unmatched participant receives a weight of 0. We should add that dropping participants in propensity score matching is neither guaranteed to happen (some matching schemes retain more or all units) nor necessarily a bad thing (because dropped participants are usually so dissimilar from other individuals that causal comparisons would be a moot point). Angrist and Pischke (2008) explain in a very detailed and mathematically rigorous way that regression is also a special weighted matching scheme. In that sense, regression adjustment, matching, and weighting are all in the same class of methods.
How are the IPTWs formed? In the simplest case of IPTW in which we have a single treatment with two conditions observed one single time, we construct the IPTWs by estimating each person's probability of having received their respective treatment, based on the observed covariates, and then weight by the inverse of this estimated probability. That is, participants in the treatment condition receive a weight of 1=PðZ ¼ 1jXÞ, and participants in the control condition receive a weight of 1= 1 À PðZ ¼ 1jXÞ . These weights are also referred to as unstabilized weights. Note that the denominator term for the treated subject is identical to the propensity score. The denominator terms of the weights are often derived from a logistic regression model, in which the treatment selection is being predicted by the observed covariates. However, other models (e.g., regression trees and boosting algorithms, Zhu, Coffman, & Ghosh, 2015, or other data mining approaches) are possible. The so-called unstabilized weights can have the disadvantage that large weights can emerge. For example, a participant who is highly unlikely to select the treatment (based on the observed covariates) and ends up taking the treatment will get a very large weight. Analyses will thus become heavily dependent on a single or few individuals. This often increases the variance (and hence the associated uncertainty of estimates), sometimes dramatically so. To counter these ill effects, one may use socalled stabilized weights. As a general rule, stabilized weights should always be preferred over regular weights Robins et al., 2000) . Stabilized weights only differ from the weights described above in that they do not take a simple inverse but instead divide the baseline probability of selecting a treatment (estimated from a model with no covariates) by the probability of selecting treatment given the covariates. In other words, in cases of binary treatments, the numerator of the unstabilized weights, which is 1, is replaced by the proportion of participants who selected the treatment. Thus, the weights are PðZ ¼ 1Þ=PðZ ¼ 1jXÞ for treated participants and 1 À PðZ ¼ 1Þ= 1 À PðZ ¼ 1jXÞ for participants in the control condition. Stabilized weights tend to produce estimates that have smaller variance.
An additional strategy to deal with large weights is to set them to a less extreme value (e.g., by recoding all weights that are outside the 5th and 95th percentiles). Cole and Hernán (2008) refer to this as truncation or trimming. In other fields, this is also known as winsorizing. Truncation may be done after stabilizing the weights.
So far we have only considered weights for binary treatments, but an advantage of weights is that they easily generalize and can be constructed for nonbinary treatments, including continuous variables that are assumed to be putative causes. Instead of estimating predicted probabilities of group membership, conditional densities are used. This is typically achieved by fitting a (linear) regression model that predicts the continuous putative cause based on a set of covariates and then obtaining the conditional density of the predicted value for each person based on a normal probability density function. Denoting the normal probability density function as j, and the expectation operator as E, we may denote the stabilized weights for a continuous putative cause as j EðZÞ =j EðZjXÞ . While this formula appears a little more daunting, it can be easily broken down into comprehensible pieces. To obtain the numerator, we run a regression without any predictors in which the outcome is the continuous cause. This regression therefore only includes the intercept. The predicted values of this regression are constant, and they are all simply the mean of the continuous variable. We then compute for each single individual value of the continuous cause the conditional density based on a normal distribution with mean equal to the intercept and standard deviation equal to the standard deviation of the residuals of this regression. This is the numerator of the weight. To obtain the denominator, we run a regression in which we use all covariates that we have selected as confounders to predict the continuous treatment in a linear regression model. We again derive conditional densities for each individual based on their observed value on the continuous cause based on a normal distribution with mean equal to the predicted value of the regression mentioned above and standard deviation equal to the residuals of the standard deviation of this same regression. This is the denominator of the weight. The final weight is the ratio of numerator and denominator. As explained in more detail in Robins, Hernán, and Brumback (2000) , weights for continuous variables always need to be stabilized. Coffman and Zhong (2012) provide a great introduction with easily accessible formulas along with detailed computer code to estimate weights in the case of continuous putative causes.
Once IPTWs are obtained, treatment effects are estimated using whichever outcome model was desired (e.g., a regression model), by incorporating the weights, for example, in a weighted regression. Performing this type of weighted regression on the data is conceptually identical to running an unweighted, regular regression model in the pseudo-population in which confounders and treatment are independent of each other. One complication is that the weights themselves are also estimated and thus have sampling variability. To account for the uncertainty that the weights are not fixed but were estimated from data, it is common to use robust sandwich standard errors (Huber, 1967; White, 1980) . Alternately, one may bootstrap the standard errors (i.e., empirically approximate a sampling distribution through repeated sampling) and form confidence intervals (or hypothesis tests) based on the bootstrap distribution.
The success of using weighting to control for bias due to confounding rests on several assumptions, some of them untestable, others at least in theory refutable. The following key assumptions must be met (Cole & Hernán, 2008 ):
1. No unmeasured confounding: We have already mentioned the ignorability assumption, which essentially is an assumption that there are no unobserved confounders. This assumption is critical and unfortunately not testable. It is an assumption that is shared by all methods that try to adjust on observed confounders. It is immediately apparent that such an assumption is untestable, because if a confounder has not been observed, its potentially biasing effect on the estimate cannot be computed. Researchers are thus encouraged to make a theoretical argument as to why they believe that they have collected all important confounders. Some authors (Pearl, 2009; Sjölander, 2009 ) recommend the use of a causal graph to help researchers think about which variables are potential confounders and should, therefore, be controlled in analyses. In addition, a so-called sensitivity analysis (Rosenbaum & Rubin, 1983a; VanderWeele, 2008; VanderWeele & Arah, 2011) can bolster faith that even in the presence of an unmeasured confounder, the results would not change dramatically. In a sensitivity analysis, the researcher makes certain assumptions about the magnitude of the unobserved confounder and then computes how much the effect would change if such a confounder was present. If the effect does not change much, even in the presence of a strong confounder, we have increased faith that our results are robust against unmeasured confounders. 2. Positivity: The positivity assumption states that every unit must have at least a nonzero probability to receive either treatment. Statistically speaking, it means that none of the predicted values that are used to compute the propensity score (and thus the IPTW) can be 0 or 1. This would happen every time when there are participants with certain values on the covariates that were all assigned to the treatment or all assigned to the control condition. Note that with continuous variables, or in general with many covariates, this is very likely to happen, because continuous variables have by definition an infinite number of values that they can take on, even though in practice those are not all observed. When this occurs, researchers can either simply discard these participants with the understanding that a causal effect would be undefined for the discarded subjects-after all, there are simply no participants with these particular covariate combinations that were observed in both treatment and control, thus any causal effect estimate would necessarily be based on extrapolation. This is especially defensible when the excluded participants can be reasonably argued to be an unusual subset of participants. Describing these excluded participants may also be informative to explore the generalizability of the results (Stuart, Cole, Bradshaw, & Leaf, 2011) . However, this argument for exclusion may not always be convincing, for example, when there are participants who would have to be excluded simply because they take on a unique (but otherwise comparable) value on a continuous covariate. An alternative in such a case is to use a parametric model (e.g., a logistic regression) when estimating the propensity score to smooth over these cases. The use of parametric models may mask violations of positivity to an applied researcher, and thus positivity checks in conjunction with the estimation are recommended. One possible check is the examination of cross-tables to see whether each combination of covariate values contains both treated and untreated participants. This becomes cumbersome with many covariates, and an alternative is to inspect the so-called convex hull (Iacus, King, & Porro, 2011; King & Zeng, 2006) , which is a method that specifically constructs areas of multidimensional overlap and informs the researcher of all participants in one group that fall outside an observed range on all covariates of participants of the other group. 3. Correct specification of the IPTW: When estimating the IPTW, we often use a logistic regression to estimate the propensity score that is later used to form the weights. Although other methods are possible, the use of parametric models (such as logistic regression) is quite widespread. Any parametric model may be misspecified (e.g., omission of a nonlinear or interactive term). If such a misspecification occurs, the resulting propensity scores and the IPTWs will not remove all confounding bias. In some cases, residual bias may remain, or worse, misspecifications can increase bias. There are several strategies to address misspecification. One strategy is to form potentially fine-grained categories out of all continuous covariates, and then fit models that allow for interactions between the categorical variable. If all possible interactions are included, we refer to this as a saturated model. This strategy can help alleviate bias due to omitted nonlinearities but can result in highly parameterized models that are potentially much more variable. Another strategy is to use smoothing techniques, such as splines or general additive models that account for nonlinear relationships. When Is This Method Applicable in Emerging Adulthood Research?
As outlined above, IPTW can be used to adjust for observed confounding, thereby making it applicable in any situation in which a nonrandomized treatment is being evaluated. IPTW can be used with binary treatments but also multinominal treatments or even continuous putative causes. In short, it can be used whenever regression adjustment is an option. Does that mean that IPTW should always be preferred over regression adjustment or propensity score matching? Not necessarilyin situations in which the assumptions of linear regression adjustment are fulfilled and a parametric functional form between covariates and outcome can be specified, it is possible that regression adjustment will perform just as well or better than IPTW. On the other hand, if the covariate-outcome relationship cannot be easily approximated with parametric models, but the relationship between covariates and treatment selection can, it might be preferable to use IPTW. An applied researcher might use both methods of adjustment in the hope that the two methods would agree on their respective conclusions. If so, this would bolster faith in the robustness toward model choice. If not, this may be a hint that one of the models is misspecified. One domain where IPTW is arguably superior over regression adjustment are problems with longitudinal data with time-varying confounders, and time-varying treatments, which we will discuss later.
Simulated, Numerical Example of IPTW With Treatments at Single Time Points
We now provide a numerical example using simulated data. Replication code for this example in R and SPSS is available in the Appendix and can be downloaded at http://www.human.cornell.edu/hd/qml/replication-code.cfm. The example is purposefully kept as simple as possible to highlight the underlying mechanisms. Consider first a single binary putative cause X, for example, treatment versus control, a continuous outcome Y, for example, the level of depression at posttest, a single binary confounder C 1 , for example, the presence or absence of a risk factor, such as drug abuse, and a single continuous confounder C 2 , for example, the level of anxiety measured before treatment administration. We are interested in the effect of the treatment on depression, but the treatment is not randomized, and participants with and without a history of drug abuse, and different levels of anxiety, are selectively choosing the treatment. Both covariates are also affecting depression at posttest, thus making them confounders. We simulated a data set of 2,000 participants (sample size was set high to avoid results that are unduly influenced by the particular random sampling) in which this confounding structure was present, and the true causal treatment effect was 0.1 on an unstandardized metric. However, participants with a history of drug abuse were less likely to select the treatment, and drug abuse had a positive effect on depression (increasing depression), thus biasing the relationship. Likewise, participants who were more anxious were less likely to take the treatment and also had increased depression at posttest, again biasing the relationship. An unadjusted effect (i.e., computing a t-test of the difference on the outcome using just treatment assignment) yielded an effect of .03, with a standard error (SE) of .026, suggesting a very small or no (statistically significant) effect of the treatment. We then estimated the stabilized and truncated weights (with truncation at both 1% and 5% most extreme scores), using the formulas mentioned above. Results for all three weighting schemes and for regular regression adjustment (for comparative purposes) are reported in Table 1 . We observe that all methods (including regression) perform quite well in this scenario. The unbiased effect of .10 is essentially recovered by all methods. In fact, the differences in both estimates and standard error are absolutely minimal. Given that this was a very simple example (two confounders, only linear relationships), this was expected. We further observe that all weights were approximately centered on 1, indicating that there was no misspecification in the weights. Lastly, we observe that results from regression and weighting with and without truncation were quite similar. It is important to repeat that this was an idealized situation, and actual data analysis will not necessarily yield results that align so closely with each other (see however Cole & Hernán, 2008 , for a real example in which results are also quite consistent across different specifications). In addition to the effect estimate, it is informative to look at differences on the covariates between treatment conditions before and after weighting. Before weighting, the covariates differed quite a bit in their propensity to either take the treatment or not. The differences on the binary covariate in the percentage of participants taking the treatment were about 20%, and for the continuous covariate, this difference was 5% for each unit increase in the covariate. After weighting, the difference was 0% for both covariates-an expected result under a correctly specified weighting model. This highlights again the property of IPTW to create pseudo-populations in which confounders and treatment assignment are independent of each other.
Extending the Method to Longitudinal Data
Emerging adulthood researchers are almost always interested in estimating effects that span more than one time point. An added complication of this type of research is that participants may move in and out of a treatment. For example, Jonkmann et al. (2014) investigated the effect of changes in living situations on personality development in young adults. Some of the young adults changed their living arrangement during the 3 years of data collection.
In addition, confounders of relevant relationships may be time variant, meaning that they take on different values at different points in time, and confounders at later points in time may be affected by previous confounders, previous treatment assignments, or previous outcome variables. This entangled structure in longitudinal data makes it impossible to use regression adjustment to estimate certain types of effect (Robins, 1986) . Specifically, conditioning on variables that are confounders for later outcomes (as would be done in regression with longitudinal data), but are at the same time also caused by earlier treatment variables, has the potential to increase bias for two reasons. First, any variables whose causal effect was of interest that had an effect on one of the covariates that we conditioned on will incur bias because a causal pathway of this variable is now blocked (sometimes referred to as overadjustment). Second, unobserved covariates (even if they were not confounders) that have an effect on the variable that we conditioned on in the regression, and also have an effect on other variables of interest in our model, will now bias effects of interest (sometimes referred to as endogenous selection or collider bias). This type of collider bias has been explored in the causal inference literature (Cole et al., 2010; Greenland, 2003) and recently also in the missing data literature (Mohan, Pearl, & Tian, 2013; Thoemmes & Mohan, 2015; Thoemmes & Rose, 2014) . Likewise, the use of propensity score matching is infeasible if the treatment itself is time varying because this would involve repeatedly matching at every time point, potentially with different participants, making it impossible to actually describe longitudinal change. There is in fact currently no implementation for propensity score matching for longitudinal data with time-varying treatments.
To illustrate the type of data situations that we would encounter in such a setting, consider a study designed to investigate the effects of a hypothetical intervention to reduce subsequent levels of depression over time (e.g., Vander-Weele, Hawkley, Thisted, & Cacioppo, 2011) . Consider further that the intervention is offered over 3 years, and data are collected longitudinally for a total of 4 years that includes a year of posttest data. The decision to participate in the program is not randomized, meaning that participants can self-select at any time in the program. Because of this nonrandomized self-selection into the treatment, we may assume that existing personality traits, prior depression (and many other covariates) are potential confounders for the treatment effect on depression. In addition to depression levels, we measure a potentially large array of confounding variables across all time points. These covariates, just like the outcome and treatment status, are time varying. In this particular data structure, several research questions of interest could be posed. A natural question might be to ask: What is the causal effect of the treatment at each time point on the outcome at the latest time point? Another question might be: What is the causal effect of any given particular sequence of being treated or untreated on the outcome, for example, what is the effect of being treated at every single time point versus only being treated at the first time point and then never again? A similar question might be what is the cumulative causal effect of being treated at various time points, for example, what is the effect of being treated at least once versus being treated at all times, or not at all? All of these questions can be reasonably asked, and they can be answered using IPTW and marginal structural models (MSMs).
MSMs are essentially a way to formulate causal research questions. An MSM describes the causal relationships of interest among the treatment and potential outcomes. An MSM may look on the surface like a regression model that relates certain treatment assignments over time to an outcome of interest; however, instead of considering the observed outcome, it considers the potential outcomes that could have been observed under different potential time-varying treatment regimes.
Earlier we established that IPWT can deconfound relationships by creating pseudo-populations in which confounders and treatment assignment are unrelated to each other. In the longitudinal case with time-varying variables, we will try to do the same thing. Specifically, we will weight in such a way that the time-varying treatment is independent of all stable and timevarying covariates that preceded it, at every time point. How are the weights formed that will achieve such independence of treatment assignment at every point and all preceding confounders? The way to form IPTWs in the time-varying case is to essentially repeat the process of weighting at every single time point. That means that at the first treatment occurrence, an initial set of weights is formed, just as outlined in the previous section (including potential stabilization and truncation), to make the treatment at the first time point independent of all covariates that preceded it. Just as previously, logistic regression (or other models) can be used to predict binary treatment selection at this time point, given the observed history of covariates. At the next time point, another set of weights are formed that make the treatment selection at Time 2 independent of all observed covariates that are causally prior to this treatment selection. Importantly, this includes the treatment selection at the previous time points. By repeating this step for all time points, each participant gets a weight for each time point. Once these weights are available, they are simply multiplied to form a single final weight. This weight is then used in whatever outcome model of interest (e.g., looking at the effect of the treatment at each time point, or looking at effects of particular treatment sequences, or looking at the effect of number of treatment occurrences over time, etc.). Of course, the selection of the covariates that ensure an unbiased effect is potentially even more difficult, as more treatments and more potential confounders over time need to be considered. And just like in the previous section, the weights should be stabilized, inspected, and then potentially truncated, if extreme weights are present. A minor wrinkle in the estimation and stabilization of these weights is that the numerator of weights of later time points (which used to be the predicted value of treatment assignment) is now chosen to be the predicted value of treatment assignment, given the complete treatment history of each person . Taking all this together, we end up with a definition of the weights in longitudinal settings for binary treatments as follows, following the notation of Bray, Almirall, Zimmerman, Lynam, and Murphy (2006) :
where w is the weight, j an index of time ranging from j ¼ 1 to T, Z a binary treatment indicator, taking on values z, Z jÀ1 , is the history of the participant on previous treatment variables Z that occurred at all previous times up until j À 1, meaning all time points up until the one that is currently being weighted, and finally C jÀ1 is the set of time-varying or constant (baseline) confounders up until the time point j À 1. Weights for continuous treatments would be formulated as a similar extension of the weights for continuous treatments at a single point, described in the previous section. We will present weights for continuous treatments in longitudinal settings in the later example.
When Is This Method Applicable in Emerging Adulthood Research?
Whenever nonrandomized treatments (and covariates and outcomes) are time varying, MSMs with IPTW can be usefully applied. That is, any time it is of interest to examine how a nonrandomized treatment in a longitudinal setting has an effect on a posttest outcome variable, these models can be used. The resulting estimates inform researchers about the effects of being treated at each of the single time points. In addition, researchers can estimate cumulative effects, which often is relevant if a dose-response and/or continuing exposure to a treatment is expected.
Examples in emerging adulthood research are very sparse. VanderWeele, Hawkley, Thisted, and Cacioppo (2011) examined the link between depression and loneliness (both time varying) using these methods. Coffman and Zhong (2012) examined relationships between job training, job selfefficacy, and depression in the Job Search Intervention Study (JOBS II; Vinokur, Schul, Vuori, & Price, 2000) . Bray et al. (2006) presented an illustrative example on the relationship between alcohol and marijuana initiation in young adults.
Simulated, Numerical Example of IPTW in Longitudinal Designs
To illustrate the technique, we again use a small simulated numerical example. The model of interest is shown in Figure 1 and is, despite its size, among the smallest possible models of a nonrandomized longitudinal study with time-varying confounding. A continuous treatment T is being observed at two time points, yielding TREAT 1 and TREAT 2 . A continuous baseline covariate C confounds all relationships between all treatments, covariates, and outcomes. The outcome variable DEP is also measured 2 times. DEP 1 is therefore the pretest of the final outcome DEP 2 . Further note that the pretests are confounding some of the later relationships, for example, DEP 1 is a confounder of the relationship between TREAT 2 and DEP 2 .
The labeled paths in Figure 1 are set to simple values in this example. The baseline confounder C always has a small effect of a ¼ .1 on all other later variables. The direct effects of treatment (TREAT 1 and TREAT 2 ) on subsequent depression scores (DEP 1 and DEP 2 ) are all set to b ¼ .4. Likewise, the path from intermediate depression DEP 1 to subsequent treatment TREAT 2 is also set to b ¼ .4. The autoregressive effects among the variables DEP 1 and DEP 2 and the two treatments TREAT 1 and TREAT 2 are all set to b ¼ .4. All variances of all continuous variables were set to 1, essentially standardizing them.
In this particular model, we may be interested in the joint effect of the treatments at various time points on our final outcome. If we could assume no confounding (which of course is incorrect in this model), we could fit a simple regression model predicting DEP 2 from both TREAT 1 and TREAT 2 . This however will not work if confounding is present. Somewhat surprisingly, what will also not work is to estimate a regression model predicting DEP 2 from both TREAT 1 and TREAT 2 and all of the observed confounders, here C, DEP 1 . The reason for this is that some of the variables, in particular DEP 1 , are at the same time confounders (that need to be conditioned on) but also mediators of causal effects (here in particular the effect of TREAT 1 on DEP 2 ) and should therefore not be conditioned on. This general inability of regression models to properly adjust for confounding in time-varying contexts is well-documented (Bray et al., 2006; Robins et al., 2000) . What does work though is to form weights that make both TREAT 1 and TREAT 2 independent of the confounders that preceded them. In this particular example, we would estimate the following weights for the continuous treatment variable TREAT 1 :
where t is an indicator of the actual treatment that was received, either 0 or 1, and j and E, the normal density and expectation operator, respectively. Note that this is simply a weight, just as we have used previously, that uses all variables in the weighting formula that occur prior to treatment at Time 1. 
Again, this is a weight that uses all variables that are causally prior to treatment at Time 2. Note that the numerator is now the conditional probability of receiving the respective treatment, given the actually observed treatment history. Here, the complete treatment history is simply the one previous measure TREAT 1 . In general, the weights for later time points will always include all previous variables on the right of the conditioning bar in the denominator term, and all previous treatment assignments in the numerator term on the right of the conditioning bar. In general, this is how weights in longitudinal settings are always constructed. The product of these two weights, w 1 Â w 2 , is the final analysis weight.
Given the data-generating model in Figure 1 , we can derive the true causal effects of TREAT 1 and TREAT 2 on DEP 2 . The individual effects are .16 for TREAT 1 and .40 for TREAT 2 . Table 2 reports the results of the numerical example using a large sample size of 2,000 (to minimize sampling variability). We report results of a regression model with no covariates and either TREAT 1 or TREAT 2 alone, a regression model with both treatment variables, but no covariates, and a model with both treatment variables and all covariates. Finally, we present results using IPTW, with stabilized weights, and with truncations of 1% and 5% of the most extreme weights. All outcome models were estimated using generalized estimating equations to account for the repeated measures structure. These models yield robust standard errors.
We observe that the true values of .16 and .40 for the two direct treatment effects are not recovered in any of the models without any adjustment. This includes the regression models with only one treatment variable or both treatment variables.
Substantial biases are observed in all of these simple regression models. Interestingly, the bias for TREAT 1 in a simple model is positive (overestimating the effect), but once the second treatment is also entered into the regression, the bias becomes negative (underestimating the effect). This pattern is based on the particular bias structure of the confounder but also the collider bias that emerges once we enter the second treatment in the regression. Importantly, the true effect for TREAT 1 was also not recovered in a regression model that included all observed covariates. The effect of TREAT 2 was successfully recovered in the model that included all covariates, as would have been expected based on this data-generating model.
The IPTW estimator with stabilized weights (without truncation) recovered both effects with only slight biases. Both effects are slightly overestimated. This may be due to the particular random sampling that we chose-in the long run, over repeated samples, the IPTW estimator is expected to be free of bias. The truncated estimators lowered the estimate of TREAT 1 slightly, up to a point where the effect was underestimated, and the effects of TREAT 2 were increased, thus overestimating the true effect. Note that standard errors of the IPTW estimator are much larger than the ones from regression adjustment, a result often observed with IPTW. Note also that the variance of the weights decreased with truncation but that also the mean weights shifted further away from 1.0, when more of the weights were truncated. This is a typical observation with truncation of weights. Truncated weights tend to have a bit more bias than untruncated weights but can make up for this bias by having smaller standard errors, that is, being more precise. This has also been described as a bias-variance trade-off.
An important caveat to the example above is that during our analyses we observed that the results from the IPTW analyses had relatively large sampling variability, despite the large sample size. The example above was chosen based on a random seed that seemed to yield results that were often observed across different random seeds, and in that sense were typical. While other random seeds sometimes gave worse results, IPTW was still better than regression adjustment for many different random seed values.
Example of a Real Data Analysis Using IPTW in Longitudinal Designs
Because simulated examples sometimes lack certain intricacies of real data, we also present a real, published example of IPTW in longitudinal designs. Due to the sparseness of examples in social sciences, we rely on the study by that examined the relationship between loneliness and depression. The actual study did not sample from a population of emerging adults; however, we still used it as an illustration, because it is one of the few well-executed examples of MSMs with IPTW in the social sciences.
The researchers had a sample of 229 individuals who were assessed for a total of 5 years. Assessed variables included scores on loneliness, depression, along with a modest set of covariates to be used as potential confounders. The researchers were interested in the expected change in depression in Year 5, if loneliness were to be changed (e.g., through a hypothetical intervention) in Years 2, 3, and 4 of the study, by one point on the loneliness scale. To address this question, MSMs with IPTW were estimated. First, weights were computed for each time point. Specifically, for each year, a linear regression was computed predicting loneliness scores, both from previous loneliness alone and from previous loneliness and including all timevarying covariates up to this point. Based on the predicted values of these regression equations, stabilized weights were formed. With continuous treatments, these weights are based on conditional densities, as described in the appendix of the original paper. After estimation of these weights, the researchers ran a regression using the loneliness value at each time point as a predictor of the depression at the end of the study. Importantly, the estimated weights were used in this regression. This analysis yielded parameter estimates for hypothetical interventions that reduce the loneliness score form its existing level to a single unit below this level. The researchers found that such hypothetical interventions in Years 3 and 4 but not in Year 2 would yield significant decreases in depression at posttest (Year 5).
Software Options
The successful adoption of a statistical method often hinges on the availability of software to implement this new method. IPTW and MSMs are reasonably well developed. A wide range of SAS and Stata macros are available Sterne & Tilling, 2002) . Crowson, Schenck, Green, Atkinson, and Therneau (2013) provide a more detailed account of the SAS macro. The R package ''ipw'' performs some of the possible IPTW analyses (van der Wal & Geskus, 2011) . In addition, the package ''tmle,'' which stands for targeted maximum likelihood, handles some IPTW models (Gruber & van der Laan, 2009 , with a focus on dataadaptive estimation algorithms. The advantage of macros and packages is that applied researchers can readily use the method with little effort. It is however also possible to compute the weights manually, using the formulas provided. As mentioned earlier, all of our analyses can be replicated (and adapted) using the computer code provided in the Appendix and online at http://www.human.cornell.edu/hd/qml/replication-code.cfm. All of our code is available in both R and SPSS. To our knowledge, this is the first implementation of these methods in SPSS.
Discussion
IPTW and MSMs are an alternative to more traditional regression-based adjustment methods in situations with cross-sectional data and are a viable option for adjustment in longitudinal models. In the case of cross-sectional data, regression adjustment, propensity score matching, or IPTW may yield very similar results. Angrist and Pischke (2008) write: ''the differences between regression and matching estimates are unlikely to be of major empirical importance'' (p. 70). One could easily add IPTW to this list of methods that will yield similar results in empirical settings. However, that does not mean that all methods will always work equally well. One could identify situations in which one may be preferable over another. Recall that one important distinguishing feature between regression adjustment and matching, and IPTW, is that the former models the relationship between covariates and the outcome, and the latter two methods model the relationship between covariates and treatment. In situations in which misspecification is more likely to occur in the model for the weights, it is possible that regression adjustment might work just as well, or better, than IPTW (Kang & Schafer, 2007) . Likewise, in situations in which the covariate treatment relationship is easily modeled, propensity scores and IPTW will perform well. Unfortunately, it is often not easy for an applied researcher to know beforehand which of these relationships might be harder to model. One advantage of matching and IPTW is that they both have the ability to detect misspecification, for example, through examination of weights or balance in matching. This can make it potentially easier to discover misspecifications (something that is more difficult to do in multivariate regression adjustment).
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