The generating functional for hard thermal loops in Quantum Chromodynamics is important in setting up a resummed perturbation theory. I review how this functional is related to the eikonal for a Chern-Simons gauge theory, and using an auxiliary field, to the gauged Wess-Zumino-Novikov-Witten action. The induced current due to hard thermal loops, properly incorporating damping effects, is also briefly discussed.
Witten (WZNW) theory. The elimination of the auxiliary field G will lead us back to Γ[A] .
The starting point of my discussion will be the following two key properties of Γ [A] which one can show by power-counting analyses of hard thermal loops 3, 4, 5 
We consider an SU (N ) gauge theory with N F flavors of quarks. The gauge potential ab ; they are a basis of the Lie algebra of SU (N ) in the fundamental representation. Q µ is a null vector, Q µ Q µ = 0; we will parametrize Q µ as (1, Q) with Q · Q = 1. The dΩ-integration in Eq. (1) is over all orientations of the unit vector Q. The first term in Eq. (1) is a mass term for time-component A a 0 ; it is essentially the Debye screening effect. The significant feature of Eq. (1) is that the second term of Γ[A] is given by a functional of A · Q; there is integration over all the orientations of Q but for each Q, only one component of the potential, viz. A · Q, enters. The dΩ-integration is part of the loop-integration; we carry out the p 0 -and | p|-integrations of the loop-momentum p µ , leaving the angular integrations.
The gauge invariance and special structure of Γ[A] as in Eq. (1) 
The variation of the terms in Eq.
(1) are
The property of gauge invariance of Γ[A] then becomes the following equation for
We also define
It is also convenient to do a Wick rotation (to the Euclidean space R 4 ); we then have u → z, v →z, A + → A z . Let us also rename −f as az. Eq. (3) then becomes
and 6a) or equivalently
We must solve Eq. (5) for az in terms of A z , use this in Eq. (6b) and solve for W . If for a moment, we think of (A z , az) as the z-andz-components of the potential of (some other) gauge theory, we see that Eq. (5) is the statement that the field strength F zz vanishes. This is where Chern-Simons theory can give us some insights, for Chern-Simons gauge theory is the one for which the equations of motion say that the field strength is zero. (The mysterious renaming of variables was to bring out this analogy.) We shall therefore keep aside Eqs. (5, 6) for the moment and have a short digression on Chern-Simons gauge theory.
Chern-Simons theory is a gauge theory in three dimensions, i.e. two spatial dimensions. The action for the theory can be written as
(Here a µ = (−it a )a a µ .) We shall use complex coordinates z = x + iy,z = x − iy for the spatial dimensions. The equations of motion for the action in Eq. (7) are, as I mentioned before, F µν = 0. The gauge choice a 0 = 0 is best suited to our purposes. In this gauge, the equations of motion F µν = 0 become
Eqs. (8a) say that the fields are independent of time; the dynamics of the ChernSimons theory (without sources) is trivial. The (equal-time) constraint (8b) thus defines the theory. There are many ways to solve Eq. (8b). We shall first take a z as the independent variable and solve for az. The solution is
(a z (1) = a z (z 1 ,z 1 ), etc.) It is easy to check that this is indeed a solution to Eq. (8b) using the identity
( This latter identity is essentially Cauchy's integral formula. We can also interpret this as saying that 1 (z−z ′ ) is the Green's function for ∂ z , convert Eq. (8b) into an integral equation and iteratively solve it. This will lead us back to Eq. (9). )
We now define a quantity I(a z ) by the equation
It is trivial to check that I(a z ) is given by (11) wherez ij =z i −z j . This quantity I, mathematically defined by Eq. (10), has a very nice interpretation in the language of analytical dynamics. In the a 0 = 0 gauge, the action becomes
which shows that az and a z are canonically conjugate variables. Thus δI is the analogue of p dx of point-particle mechanics. We can integrate p dx if we express p in terms of x. In one dimension, a familiar constraint is the condition of fixed energy, say
). The integral of p dx is the eikonal or Hamilton's characteristic function for the system, familiar as the exponent of the WKB wave functions in quantum mechanics. For us, Eq. (8b) is the constraint relating the conjugate variables a z and az and I, as defined by Eq. (10) 
The action (13) defines the Wess-Zumino-Novikov-Witten theory used extensively in studies of two-dimensional conformal field theories 8 . The second term in Eq. (13) involves an extension of M into a three-dimensional space M 3 , the boundary of which is the two-dimensional world of interest (spacetime). Eventually, physical results are independent of how this extension is carried out. The action (13) obeys the composition rule, as can be verified directly,
The infinitesimal version of this rule gives
with ξ] . This gives the identification I = −iS W ZN W (M ) using Eq. (10) and the expressions for a z , az in terms of M .
We can now return to the plasma problem. From comparing Eqs. (5, 6) to Eqs. (8b) and (10), we see that A z now plays the role of the a z of the Chern-Simons theory and W is essentially I. The potential A z (and so az) in Eq. (5) 
(Strictly speaking az and A z are not complex conjugates; the analogy holds better with a Chern-Simons theory of complex gauge group. However, we are only using the Chern-Simons analogy to obtain Eq. (16). The expression for Γ [A] can also be directly checked to be a solution to Eq. (5).) The n-point functions can be directly evaluated in the kinematic regime appropriate to hard thermal loops, at least for n = 2, 3, 4. Needless to say, the results agree with the n-point functions as given by Eq. (16).
Using the properties of the dΩ-integration, we can write Eq. (16) as
where
. Since the Chern-Simons action is not even under parity, its relevance to QCD might be, at first sight, worrisome. But actually, from Eqs. (17a) and (17b), we see that the result is parity even. (A z → A + , Az → A − when we continue to Minkowski space.) We use Eq. (14) to obtain Eq. (17c); the requirement that physics be independent of the extension of M into M 3 usually requires that the coefficient k multiplying the action must be quantized. This is for groups with nontrivial third homotopy group. Eq. (17c) shows that the hermitian matrix M † M is what is relevant; for hermitian matrices, the homotopy groups are trivial and there is no requirement of quantization of k. We see that QCD neatly avoids what may appear, a priori, as difficulties in using Chern-Simons or WZNW theories. We can also write In writing the above formulae in Minkowski space, most of the changes to be made are obvious. The subtlety is in choosing the physically correct iǫ-prescription in writing down the inverses of ∂ ± 2 . A simple way to understand this is by writing the equations of motion (for a U (1) gauge theory) as
where S is the scattering operator as a function of the in-fields. This is a standard formula that goes back to the LSZ-fromulation of field theory. If we expand out the current on the right hand side of Eq. (18), we see that it involves multiple retarded commutators. Thus the iǫ-prescription we choose must give a current which has the same retardation properties as the multiple retarded commutators. With this understanding, we can write the equations for the evolution of field configurations with soft momenta as
We may reexpress the current as
where a + is defined by
The kinetic theory calculation recently carried out by Blaizot and Iancu also gives these equations 10 . There are two related but different contexts in which we need the expression for Γ [A] . The first is in setting up thermal perturbation theory. The version of Γ [A] as given in Eqs. (17a,b) is probably best suited for this purpose. We can also use Γ[A] added to the usual Yang-Mills action as an effective action for the soft modes. (This is the spirit of Eqs. (19) .) The nonlocality of Γ[A] makes it somewhat difficult to handle in this context. It is useful to rewrite Γ[A] using an auxiliary field which makes the equations of motion local 11 . The auxiliary field we use will be an SU (N )-matrix field G(x, Q) which is a function of x and Q, i.e. defined on M 4 × S 2 , M 4 being Minkowski space. Further G(x, Q) must satisfy the condition G † (x, Q) = G(x, − Q). The action is given by
where 
The equations of motion are
Clearly these equations are equivalent to Eqs. (19a, 21, 22) ; the only difference is that the equation defining a + in Eq. (22) (19, 20) . Actually, from the Minkowski version of Eq. (14) we see that S W ZN W (G) has an additional gauge symmetry G → B(u)G C(v). This is the Kac-Moody symmetry of the WZNW-theory. This gauge symmetry eliminates the possible 'extra' solutions.) One can also check easily that the Hamiltonian corresponding to the action (23) is
where G a is the Gauss law function, i.e. G a = 0 for all physical field configurations 11 . We see that H ≥ 0 for such configurations.
The auxiliary field and the positive Hamiltonian help in the analysis of classical solutions. Clearly G = 1, E = B = 0 is the vacuum solution with H = 0. Certainly, wavelike solutions also exist. This is seen by taking, as an ansatz, the fields to be in a U (1) subgroup of SU (N ), whereupon the standard plasma wave solutions of electrodynamics are reproduced. Presumably more general solutions, capturing the full non-Abelian features of the theory also exist. These will be the genuine non-Abelian plasmons of the quark-gluon plasma. Other physically interesting possibilities are static (perhaps unstable ) solutions corresponding to local minima of H and nontopological solitons.
