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Abstract
Sequential Monte Carlo samplers provide consistent approximations of sequences of prob-
ability distributions and of their normalizing constants, via particles obtained with a com-
bination of importance weights and Markov transitions. This article presents this class of
methods and a number of recent advances, with the goal of helping statisticians assess the
applicability and usefulness of these methods for their purposes. Our presentation empha-
sizes the role of bridging distributions for computational and statistical purposes. Numerical
experiments are provided on simple settings such as multivariate Normals, logistic regression
and a basic susceptible-infected-recovered model, illustrating the impact of the dimension,
the ability to perform inference sequentially and the estimation of normalizing constants.
1 Introduction
1.1 Motivation
Consider the task of sampling from a target distribution pi(dx) = γ(x)dx/Z defined on a measur-
able space (X,X ), with unnormalized density γ(x) that can be evaluated exactly, and unknown
normalizing constant Z =
∫
X γ(x)dx. This is the standard setting for various Markov chain
Monte Carlo (MCMC) methods [Brooks et al., 2011]. An MCMC strategy starts by initializing
the Markov chain x0 from an initial distribution pi0 on X, and subsequently sampling the next
state xt given the current state xt−1 fromM(xt−1, ·), whereM is a Markov kernel on X designed
to be pi-invariant. The Markov chain (xt)t≥0 is generated for some time, and an initial por-
tion of the chain is typically discarded as “burn-in”, perhaps based on some visualizations and
quantitative diagnostics. The subsequent T ∈ N states constitute an empirical approximation
T−1
∑T
t=1 δxt(·) of the target distribution pi, with convergence guarantees as T →∞.
Another classical method to approximate pi starting from an initial distribution pi0 is called
importance sampling. One draws N independent samples (xn)n∈[N ] from pi0, and computes
weights (wn)n∈[N ] with wn = γ(xn)/pi0(xn) for each n ∈ [N ] = {1, . . . , N}. The weights correct
for the discrepancy between pi0 and pi. The quantity ZN = N−1
∑N
n=1 w
n approximates Z
as N → ∞, and the weighted empirical measure (NZN )−1∑Nn=1 wnδxn(·) provides consistent
approximations of pi as N →∞.
In this article, we describe sequential Monte Carlo samplers (SMC, Del Moral et al. [2006]), as
a combination of MCMC and importance sampling and as an alternative to either. An SMC
sampler generates N draws, termed particles due to historical connections with particle filtering
[Gordon et al., 1993, Chopin, 2002], that provide consistent approximations of Z and pi as
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N →∞, just like importance sampling. These algorithms employ a combination of importance
sampling and Markov kernels, which can allow them to tackle much more challenging problems
than plain importance sampling, and presents various potential advantages compared to plain
MCMC. The goal of this article is to help statisticians assess the applicability and usefulness of
SMC strategies.
This article also serves as a review of selected advances since the germinal works of Chopin [2002],
Del Moral et al. [2006]. One such advance is the realization that particle methods form a generic
object that can be used as part of larger algorithms. An example is the use of SMC to generate
proposals in Metropolis–Hastings and Gibbs samplers [Andrieu et al., 2010], which itself can
become part of a larger SMC sampler [Chopin et al., 2013, Fulop and Li, 2013]. Such assembly
of algorithms leads to estimators with new properties, for example lack of bias [Middleton et al.,
2019]. Another thread of advances has been on the quantification of errors associated with
SMC estimates [Chan and Lai, 2013, Lee and Whiteley, 2018, Olsson and Douc, 2019, Du and
Guyader, 2019], which was crucially missing until recent years. These advances and ever broader
applications have helped establish SMC samplers as a key part of the statistics toolbox.
1.2 Generic SMC sampler
We begin with a description of SMC samplers following closely Del Moral et al. [2006]. It will
be apparent that SMC samplers require the specification of numerous objects, in comparison
with MCMC methods that can be succinctly described by a choice of initial distribution and a
(single) Markov transition kernel. This presentation makes the design choices one faces when
implementing SMC samplers apparent; we will later describe how many of these choices can be
implicitly or adaptively made.
Firstly, a sequence of T ∈ N distributions pit(dx) = γt(x)dx/Zt defined on the same state space
(X,X ) is introduced, where γt(x) denotes an unnormalized density, which can be evaluated
pointwise, and Zt =
∫
X γt(x)dx a normalizing constant. We assume that pi0 can be sampled from
and that the terminal distribution piT is precisely the target distribution pi. For t ∈ [T ], one can
informally think of two successive distributions, pit−1 and pit, as similar to one another.
Next we introduce two sequences of Markov kernels. The first one is a sequence (Mt)t∈[T ] of
“forward” kernels, with each Mt designed to target pit exactly or approximately. In the sampler,
the forward kernelMt is used to sample variables xt given realizations xt−1 at the t-th step of the
algorithm. One can think of Mt as an MCMC kernel leaving pit invariant, although other choices
are possible and useful. The second sequence, denoted by (Lt−1)t∈[T ], consists of “backward”
kernels. These backward kernels might not necessarily appear in practical implementations
of the algorithm, but they play an important conceptual role by allowing proposal and target
distributions to be defined on a common space. Overall, the SMC sampler propagates N particles
using the forward kernels (Mt), and assigns to the particles some weights that depend on (pit),
(Mt) and (Lt−1). These weights trigger interactions between the particles via resampling steps.
Indeed an SMC sampler with N particles also requires the specification of a resampling mech-
anism, by which some particles are discarded and others duplicated, typically maintaining a
fixed population size. Resampling involves a distribution r(·|w1:N ) on [N ]N parametrized by a
vector w1:N = (w1, . . . , wN ) of probabilities. Different resampling schemes correspond to dif-
ferent choices of distributions r(·|w1:N ). The simplest resampling scheme is called multinomial
resampling [Gordon et al., 1993], where a1:N ∼ r(·|w1:N ) if and only if (an)n∈[N ] are independent
categorical variables on [N ] with probabilities w1:N . At step t of the SMC sampler, the N parti-
cles are obtained by propagating particles from the previous step with indices (an)n∈[N ], which
are generated from the resampling distribution parametrized by the particle weights. We refer
readers to Gerber et al. [2019], Li et al. [2020] for recent discussions on resampling schemes.
With these ingredients a generic, non-adaptive SMC sampler is described in Algorithm 1. In the
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weighting step, for each n ∈ [N ], a weight is assigned to the pair (xˇnt−1, xnt ), using the function
(xt−1, xt) 7→ wt(xt−1, xt) = γt(xt)Lt−1(xt, xt−1)
γt−1(xt−1)Mt(xt−1, xt)
. (1.1)
This corresponds to importance sampling with proposal pit−1(dxt−1)Mt(xt−1, dxt) and target
pit(dxt)Lt−1(xt, dxt−1) on the pair (xt−1, xt). This target distribution admits pit as a marginal
on xt, for any choice of backward kernel Lt−1. Performing importance sampling on the joint space
overcomes the intractability of the marginal distribution of the proposed xt. With appropriate
choices of forward and backward kernels, the weight in (1.1) can be evaluated pointwise, at least
up to a multiplicative constant.
The output of the algorithm includes weighted particles (wnt , xnt )n∈[N ] approximating each dis-
tribution pit, in the sense that piNt (ϕ) =
∑
n∈[N ] w
n
t ϕ(xnt ) converges to pit(ϕ) =
∫
X ϕ(xt)pit(dxt),
for a suitable class of test functions ϕ : X → R, as N → ∞. Another output of the algorithm
is an unbiased normalizing constant estimator ZNt , computed using the unnormalized weights,
which provide consistent approximation of Zt as N → ∞. The lack of bias enables various use
modes for SMC samplers described in Section 4.
Algorithm 1 Sequential Monte Carlo sampler
Input: sequence of distributions (pit), forward Markov kernels (Mt), backward Markov kernels
(Lt), resampling distribution r(·|w1:N ) on [N ]n where w1:N is an n-vector of probabilities.
1. Initialization.
(a) Sample particle xn0 from pi0(·) for n ∈ [N ] independently.
(b) Set wn0 = N−1 for n ∈ [N ].
2. For t ∈ [T ], iterate the following steps.
(a) Sample ancestor indices (ant−1)n∈[N ] from r(·|w1:Nt−1),
and define xˇnt−1 = x
ant−1
t−1 for n ∈ [N ].
(b) Sample particle xnt ∼Mt(xˇnt−1, ·) for n ∈ [N ].
(c) Compute weights wt(xˇnt−1, xnt ) for n ∈ [N ] based on (1.1),
and set wnt ∝ wt(xˇnt−1, xnt ) so that
∑
n∈[N ] w
n
t = 1.
Output: weighted particles (wnt , xnt )n∈[N ] approximating pit, and estimator
ZNt =
∏t
s=1N
−1∑
n∈[N ] ws(xˇns−1, xns ) of Zt for t ∈ [T ].
Various advances have led to the development of SMC as presented in Algorithm 1. Continuous-
time formulations without resampling originate in statistical physics [Jarzynski, 1997, Crooks,
1998] with the aim of estimating free energy differences. Discrete-time analogues with MCMC
kernels were considered independently by Neal [2001] for statistical applications. The connection
to particle filtering was explored in subsequent papers by Gilks and Berzuini [2001] and Chopin
[2002]. These works exploited the use of “resample-move” steps, i.e. resampling followed by
MCMC moves to improve particle diversity for both dynamic and static models. The main
reference remains Del Moral et al. [2006], where it is shown that these methods can be placed
in a unified framework. The introductory section of Del Moral et al. [2006] mentions other
references to early, related methods.
3
1.3 Key specificities of SMC and outline of the article
The following is a list of key differences between SMC samplers and standard MCMC methods.
The rest of this article is structured by elaborating on these points.
1. According to the above description, SMC samplers require the specification of T distribu-
tions (pit), T forward transition kernels (Mt) and T backward transition kernels (Lt−1).
Section 2 shows how various considerations can help guide these choices, leading to practical
algorithms with a manageable number of tuning parameters.
2. SMC samplers alternate between MCMC moves and weighting steps based on importance
sampling. As the performance of classical importance sampling is known to deteriorate
rapidly with the dimension of the state space, this naturally raises concerns about the
performance of SMC samplers. Section 3 serves to alleviate such concerns by describing
simple analytical and numerical results that elucidates the role of bridging distributions.
3. Approximations provided by SMC samplers are instances of interacting particle systems
[Del Moral, 2004]. This contrasts with the theory of Markov chain that underpins MCMC
approximations [Nummelin, 2002]. This difference is not only theoretical, as it impacts
practical choices on how SMC samplers can be executed. Section 4 describes several use
cases of SMC samplers and the quantification of estimation errors.
4. In addition to approximating the target pi, SMC samplers provide estimates of bridging
distributions (pit) and their normalizing constants (Zt). These objects are not easily ob-
tained as by-products of standard MCMC algorithms. In Section 5, we illustrate through
examples these objects of inference and their possible use in statistics.
Methodological considerations on the choice of paths and Markov kernels can be found in Section
2. Section 3 is intended for readers who might be skeptical about the performance of SMC for
high-dimensional problems. Section 4 describes different use modes of SMC samplers, their
amenability to parallel computing and the quantification of error in the resulting estimates.
There are many other points of comparison between MCMC and SMC, for example how they
perform on multimodal target distributions. Some elements are discussed briefly in Section 6.
2 Implementations of SMC samplers
When using MCMC methods, chains are started from some initial distribution pi0, and iteratively
propagated using a Markov kernelM targeting the distribution of interest pi. The Markov kernel
itself might depend on tuning parameters which could be chosen based on preliminary runs,
or adaptively determined during the course of the algorithm [Haario et al., 2001, Atchadé and
Rosenthal, 2005]. The SMC sampler in Algorithm 1 requires the specification of more objects
before it is implementable. Here we describe several ways of specifying these objects.
2.1 Paths of distributions
As in the standard MCMC setup, an initial distribution pi0(dx) = γ0(x)dx/Z0 and a target
distribution pi(dx) = γ(x)dx/Z are assumed to be inputs of the problem. We first consider
the choice of a path of distributions pit(dx) = γt(x)dx/Zt for t ∈ [T ], where the number of
distributions T can be user-specified or determined adaptively as considered in Section 2.3. The
following covers only some of the many use cases of SMC samplers in practice.
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Geometric path. A popular choice is the geometric path
γt(x) = γ0(x)1−λtγ(x)λt , (2.1)
defined by a sequence 0 = λ0 < λ1 < · · · < λT = 1, which are commonly referred to as inverse
temperatures, following the terminology from simulated annealing in the context of optimization
[Kirkpatrick et al., 1983]. This choice is generic in the sense that the unnormalized density γt(x)
(and its gradient) can be evaluated pointwise as long as it is possible to evaluate γ0(x) and γ(x)
(and their gradients).
In the Bayesian setting where pi0 is a (proper) prior and pi a posterior distribution, the geo-
metric path pit corresponds to raising the likelihood function to the power of λt. In addition
to computational considerations, there could also be statistical reasons to care about the re-
sulting “tempered” posteriors. One such motivation concerns misspecified models, where there
are statistical arguments to adjust the likelihood by raising it to a power that is typically lower
than one [Royall and Tsou, 2003, Bissiri et al., 2016, Grünwald and Van Ommen, 2017, Holmes
and Walker, 2017]. By applying an SMC sampler on (2.1) with a fine sequence of (λt), one can
inspect how approximations of the tempered posteriors vary with the exponent.
Path of partial posteriors. Consider a Bayesian setting where the initial distribution pi0(dx) =
p(dx) represents a (proper) prior distribution of unknown parameters x ∈ X, and the tar-
get distribution p(dx|y1:T ) is the posterior distribution of parameters based on observations
y1:T = (y1, . . . , yT ). In the original work of Chopin [2002], an SMC sampler was applied to the
sequence of partial posterior distributions pit(dx) = p(dx|y1:t) for t ∈ [T ]. In addition to compu-
tational benefits, this procedure provides a much richer analysis compared to the approximation
of p(dx|y1:T ) alone. By visualizing how the posterior distribution of parameters evolves as data
points are assimilated, one can assess the influence of each observation on the distributions of
beliefs. Concepts such as sequential revision of beliefs and coherency are typically presented
as central in the Bayesian framework (e.g. Section 2.4.4 of Bernardo and Smith [2009]). SMC
samplers using the path of partial posteriors provide a computational materialization of these
ideas. The ability to estimate expectations with respect to partial posteriors is also key to the
estimation of certain quantities such as predictive sequential criteria; e.g. the Hyvärinen score
[Dawid and Musio, 2015], which is an alternative to the marginal likelihood [Shao et al., 2019].
This path also plays a specific role in Bayesian sequential experimental design [Drovandi et al.,
2013, 2014, Cuturi et al., 2020].
In practice, it is more robust to gradually introduce each observation by employing e.g. a
geometric path between successive partial posteriors. In the presence of improper priors, the
sequence has to be modified; one possibility is to bridge between a (proper) distribution and a
posterior distribution that conditions on enough observations for it to be proper.
Path of truncated distributions. The task of rare event estimation can be described as
approximating the probability mass of a set A ∈ X under some distribution µ(dx) = µ(x)dx
defined on (X,X ). Following Cérou et al. [2012], we consider sets of the form A = {x ∈ X :
Φ(x) ≥ `} for some function Φ : X→ R and level ` ∈ R. In this setting, one can define
γt(x) = µ(x)IA(`t)(x), (2.2)
where −∞ = `0 < `1 < . . . < `T = ` is a sequence of levels, and IA(l)(x) denotes the indicator
function on the set A(l) = {x ∈ X : Φ(x) ≥ l}. This defines a path of distributions that gradually
truncates pi0(dx) = µ(dx) to pi(dx) = µ(dx)IA(x)/Z, which has a normalizing constant Z = µ(A)
that is equal to the probability of interest.
Estimating the probability of a set defined by a level of a function covers a range of applications
such as power systems analysis [Owen et al., 2019], post-selection inference [Panigrahi et al., 2017],
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protection of digital documents [Cérou et al., 2012] and random utility models [Ridgway, 2016].
Although only the final normalizing constant ZT = Z is required in the preceding applications,
access to the intermediate normalizing constants Zt = µ(A(`t)) can also be useful for the purpose
of sensitivity analysis.
Returning to the Bayesian setup where pi0 and pi denote a (proper) prior and posterior, re-
spectively, the use of nested sampling [Skilling, 2006, Chopin and Robert, 2010] allows one to
represent the marginal likelihood as Z =
∫∞
0 pi0(A(l))dl with A(l) defined by levels of the like-
lihood function Φ(x) = γ(x)/γ0(x). This identity was leveraged by Salomone et al. [2018] to
construct an SMC sampler targeting the path of distributions (2.2) with µ = pi0 and ` =∞.
To quantify the compatibility between a distribution µ(dx) and an observation x∗ ∈ X, one can
compute a p-value which compares the distribution of a test statistic Φ(X) under X ∼ µ with
the observed value Φ(x∗). Monte Carlo approximation of the p-value [Besag, 2001] can be seen
as estimation of the probability µ(A) with A defined by the level ` = Φ(x∗). In this setting,
applying an SMC sampler [Cérou et al., 2012] for a range of levels would allow the tabulation of
p-values or critical regions for future use.
Path of least coding effort. Consider a situation where one already has access to an MCMC
algorithm that targets the distribution of interest pi. To reduce implementation effort, it is
sometimes possible to introduce a path of distributions (pit) so that only slight modifications to
the existing MCMC algorithm are required to target each bridging distribution. We describe a
concrete example taken from Rischard et al. [2018].
Consider a logistic regression model for binary outcomes Y = (Y1, . . . , Ym) ∈ {0, 1}m given
covariates X = (x1, . . . , xm) ∈ Rm×d. Under the model, Yi is a Bernoulli random variable
with probability of success (1 + exp(−xTi β))−1 for i ∈ [m], where β ∈ Rd denote the regression
coefficients. Let N (µ,Σ) denote a Normal distribution with mean vector µ and covariance matrix
Σ and its density by z 7→ N (z;µ,Σ). Assuming a prior of N (b, B) for β, the posterior density is
p(β|y) ∝N (β; b, B)
m∏
i=1
exp(xTi βyi)
1 + exp(xTi β)
, (2.3)
where y ∈ {0, 1}m denotes the observed outcomes. Following the data augmentation approach of
[Polson et al., 2013], we introduce auxiliary variables ω ∈ Rm+ and consider the extended target
density
p(β, ω|y) ∝ p(β|y)
m∏
i=1
PG(ωi; 1, xTi β), (2.4)
where z 7→ PG(z; 1, c) denotes the density of the Pólya–Gamma class PG(1, c) (see Sections
2.2 and 2.3 of Polson et al. [2013]). Under (2.4), the marginal distribution of β is the target
distribution of interest p(dβ|y), and the full conditional distributions are
p(β|ω, y) = N (β;µ(ω),Σ(ω)), p(ω|β, y) =
m∏
i=1
PG(ωi; 1, xTi β), (2.5)
where Σ(ω) = (XTdiag(ω)X + B−1)−1 and µ(ω) = Σ(ω)(XT y˜ + B−1b) with y˜ = (y1 −
1/2, . . . , ym − 1/2). By iteratively sampling from the full conditionals in (2.5), one obtains
the Pólya–Gamma Gibbs (PGG) sampler introduced by Polson et al. [2013]. Although it has
been shown that the PGG sampler is uniformly ergodic [Choi and Hobert, 2013], its performance
can be unsatisfactory in certain regimes as noted in Johndrow et al. [2019]. Nevertheless the
algorithm has no tuning parameters and is thus an appealing default option.
Having introduced the PGG sampler, we now introduce a path of posterior distributions (pit)
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indexed by λt ∈ [0, 1] that replaces the covariates X by λtX. This amounts to defining
pit(β) ∝N (β; b, B)
m∏
i=1
exp(λtxTi βyi)
1 + exp(λtxTi β)
, (2.6)
which is not equivalent to the geometric path (2.1). By considering a sequence 0 = λ0 <
λ1 < · · · < λT = 1, we interpolate between the prior pi0(β) = N (β; b, B) and the posterior
pi(β) = p(β|y). To construct an MCMC kernel Mt for each pit, one can simply apply an existing
implementation of the PGG sampler with the modified covariates λtX. This provides forward
kernels (Mt) without tuning parameters.
Path of ABC or coarsened posteriors. In some inference problems, the likelihood x 7→
p(y∗|x) of observed data y∗ ∈ Y given parameters x ∈ X is intractable. Approximate Bayesian
computation (ABC) replaces the likelihood with x 7→ ∫Y IA(y∗,ε)(y)p(dy|x), where the setA(y∗, ε) =
{y ∈ Y : d(y, y∗) < ε} is defined by a discrepancy measure between datasets d : Y×Y → R+ and
a desired tolerance ε > 0. This approximate likelihood is also intractable, but it can be unbias-
edly estimated by simulating a dataset from the model, and checking if it is close to the observed
dataset. This prompts the definition of the path
pit(dx, dy) ∝ p(dx)p(dy|x)IA(y∗,εt)(y), (2.7)
where p(dx) denotes the prior distribution and ∞ = ε0 > ε1 > · · · > εT = ε is a decreasing
sequence of tolerances [Sisson et al., 2007, Beaumont et al., 2009, Del Moral et al., 2012, Drovandi
and Pettitt, 2011]. Marginally, the path (2.7) bridges between the prior pi0(dx) = p(dx) and the
ABC-posterior pi(dx) ∝ p(dx) ∫Y IA(y∗,ε)(y)p(dy|x). In this setting, SMC approximations of the
bridging distributions pit(dx) allow one to assess the sensitivity of the choice of ε (see e.g. various
figures in Bernton et al. [2019b]). Lastly, we note that very similar ideas can be used to construct
an SMC sampler to approximate the “coarsened posteriors” introduced by Miller and Dunson
[2019] at different levels of coarsening.
2.2 Forward and backward Markov kernels
After choosing a path of distributions (pit), the user selects forward and backward kernels, (Mt)
and (Lt−1). From Algorithm 1, one has to be able to sample from Mt(xt−1, ·) for any arbitrary
xt−1 ∈ X, and to evaluate the weight function wt(xt−1, xt) defined in (1.1). These requirements
are necessary to implement an SMC sampler. We would set Mt(xt−1, dxt) = pit(dxt) if per-
fect samples could be obtained, and define Lt−1(xt, dxt−1) = pit−1(dxt−1), in which case the
weight function would simplify to wt(xt−1, xt) = Zt/Zt−1 so the estimator of Zt would have zero
variance. The following considers some suboptimal but practical choices.
MCMC moves. The flexibility of SMC samplers allows one to exploit the vast literature on
MCMC. One can select Mt to be any pit-invariant MCMC kernel or a composition of several
pit-invariant MCMC kernels.
Although such choices typically do not admit tractable transition densities, the weight function in
(1.1) can still be tractable if the backward kernel Lt−1 is chosen judiciously. Following Jarzynski
[1997], Crooks [1998], Neal [2001], Chopin [2002], Lt−1 can be selected as the time reversal ofMt,
i.e. pit(dxt)Lt−1(xt, dxt−1) = pit(dxt−1)Mt(xt−1, dxt), leading to the weight γt(xt−1)/γt−1(xt−1).
We refer the reader to Del Moral et al. [2006, Section 3.3] for other choice of backward kernels
and discussions on how to optimally select (Lt−1) given (Mt).
SMC samplers can accommodate other kernels Mt, that are not necessarily pit-invariant, while
preserving consistency of SMC estimates. The following details two examples that show how
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to remove time-discretization biases without resorting to Metropolis–Hastings corrections. This
flexibility can also be of interest when one approximates MCMC kernels to reduce computation
time [Johndrow et al., 2015].
Unadjusted Langevin moves. We consider selecting forward kernels based on the unadjusted
Langevin algorithm (ULA) [Grenander and Miller, 1994]
Mt(xt−1, dxt) = N (xt;xt−1 + εΩ∇ log pit(xt−1)/2, εΩ)dxt, (2.8)
where ε > 0 denotes a step size, and Ω ∈ Rd×d a positive definite preconditioning matrix which
can also be state-dependent [Girolami and Calderhead, 2011]. As the ULA transition is an Euler–
Maruyama discretization of an overdamped Langevin diffusion, it does not leave pit invariant for
any ε > 0. Ergodicity properties of ULA have been studied in Roberts and Tweedie [1996]
and nonasymptotic results have been established recently by Dalalyan [2017] and Durmus and
Moulines [2017]. When a Metropolis–Hastings correction step is added to enforce pi-invariance,
the resulting MCMC method is known as MALA.
In an SMC sampler, one can account for the time discretization using importance sampling.
As the underlying Langevin diffusion is reversible, this prompts the choice Lt−1(xt, dxt−1) =
Mt(xt, dxt−1) for sufficiently small ε [Nilmeier et al., 2011]. Under these choices, the weight
function in (1.1) is tractable as both forward and backward kernels are Normal transitions, and
would be close to γt(xt−1)/γt−1(xt−1) when the step size is small. The additional flexibility
gained by having tractable ULA kernels as an alternative to MALA kernels was exploited in the
controlled SMC approach [Heng et al., 2020], which optimizes over the path of distributions (pit)
and forward kernels (Mt) to improve the efficiency of SMC samplers. The tractability of ULA
kernels has also been used in related work by Bernton et al. [2019a] that fixes (pit) but optimizes
over both (Mt) and (Lt−1) to obtain better algorithmic performance.
Unadjusted Hamiltonian moves. We can consider forward kernels constructed using Hamil-
tonian dynamics [Duane et al., 1987] that target the extended distributions p˜it(dxt, dvt) =
pit(dxt)N (vt; 0,Ω)dvt for (xt, vt) ∈ Rd × Rd. Note that xt are the original state variables of
interest, vt are auxiliary variables and Ω ∈ Rd×d denotes a “mass matrix” that can be state-
dependent if one employs the methodology of Girolami and Calderhead [2011].
Given a sample xt−1 (approximately) from pit−1 at step t−1, we first sample vt−1 from N (0,Ω),
so that the pair (xt−1, vt−1) is (approximately) from p˜it−1. We then define the initial position
q(0) = xt−1 and initial momentum p(0) = vt−1 of a fictitious object undergoing Hamiltonian
dynamics, defined by the Hamiltonian function Ht(q, p) = − log pit(q)+pTΩ−1p/2. As the flow is
typically intractable, time discretization is necessary. A popular choice is the leap-frog integrator,
p(`+ 1/2) = p(`) + ε2∇ log pit(q(`)),
q(`+ 1) = q(`) + εΩ−1p(`+ 1/2), (2.9)
p(`+ 1) = p(`+ 1/2) + ε2∇ log pit(q(`+ 1)),
for ` = 0, 1, . . . ,m− 1, where ε > 0 is the step size and m ∈ N is the number of leap-frog steps.
Finally, we set xt = q(m) and vt = p(m). We write the composition of leap-frog iterations as
Φ`t(q(0), p(0)) = (q(`), p(`)) for ` ∈ [m]. The transition from (xt−1, vt−1) to (xt, vt) defines a
deterministic forward kernel Mt((xt−1, vt−1), dxt, dvt) = δΦmt (xt−1,vt−1)(dxt, dvt) on the extended
space Rd × Rd.
As the Hamiltonian is not conserved exactly under time discretization, Mt is not p˜it-invariant
for any ε > 0. Instead of employing a Metropolis–Hastings correction, it is also possible to
account for the discretization bias using importance sampling with proposal qt(dxt, dvt) =
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(p˜it−1#Φmt )(dxt, dvt) given by the push-forward measure of p˜it−1 under the map Φmt and the
target p˜it(dxt, dvt). Using reversibility and volume preserving properties of Φmt , the proposal
density can be computed using change of variables, i.e. qt(xt, vt) = p˜it−1(xt−1, vt−1) where
(xt−1, vt−1) = (Φmt )−1(xt, vt) is obtained using the inverse map. The resulting importance
weight is
wt(xt−1, vt−1, xt, vt) ∝ p˜it(xt, vt)
p˜it−1(xt−1, vt−1)
= exp(−Ht(xt, vt))exp(−Ht−1(xt−1, vt−1)) , (2.10)
which corresponds to Lt−1((xt, vt), dxt−1, dvt−1) = δ(Φmt )−1(xt,vt)(dxt−1, dvt−1). If the Hamil-
tonian is conserved, observe that the weight function (2.10) would be γt(xt−1)/γt−1(xt−1), as
in the case of MCMC moves with time-reversed backward kernels. The above arguments and
related ideas can be found in Jarzynski [2000], Neal [2005], Schöll-Paschinger and Dellago [2006].
We now outline several possible extensions. Firstly, as in HMC one can replace Φmt with any
reversible, volume preserving map, e.g. by using an approximation of pit in the definition of the
Hamiltonian. Secondly, analogous to several applications of a pit-invariant HMC kernel, we can
also accommodate several iterations of momentum refreshment and leap-frog integration, i.e. ini-
tializing at xt,0 = xt−1, we would sample v˜t,i−1 ∼ N (0,Ω) and set (xt,i, vt,i) = Φmt (xt,i−1, v˜t,i−1)
for i ∈ [I]. In contrast to compositions of pit-invariant MCMC kernels that do not affect impor-
tance weights, we have to modify (2.10) to account for the additional iterations,
wt(xt,0:I , vt,1:I , v˜t,0:I−1) ∝ pit(xt,I)
pit−1(xt,0)
I∏
i=1
N (vt,i; 0,Ω)
N (v˜t,i−1; 0,Ω) . (2.11)
To reduce the variance of the product in (2.11), one could also consider partial momentum
refreshment [Horowitz, 1991, Neal, 2011]. Thirdly, in the spirit of the work by Neal [1994],
Calderhead [2014], Nishimura and Dunson [2018] for HMC, it is also possible to use all iterates
in the leap-frog integrator (2.9) within the SMC framework. Using the same arguments, we
can consider the proposals q`t (dxt, dvt) = (p˜it−1#Φ`t)(dxt, dvt) for all ` ∈ [m] when forming an
importance sampling approximation of p˜it(dxt, dvt). In Algorithm 1, one would have N × m
instead of N samples to consider in Steps 2(b) and 2(c); the resampling operation in Step 2(a)
would then select N particles among the N × m weighted samples. Since the use of multiple
proposals within importance sampling is consistent in the limit of the number of samples, it
follows that the resulting SMC sampler will also be consistent as N →∞.
Tuning parameters. Having chosen the type of forward kernels (Mt), there might still be some
tuning parameters to consider. Firstly, it is often worthwhile to use more than one MCMC itera-
tions at each step of the SMC sampler as this can significantly improve algorithmic performance.
For MCMC kernels, more iterations can be employed straightforwardly without modifying the
importance weights. On the other hand, unadjusted kernels without Metropolis–Hastings cor-
rections require additional care when defining importance weights (see e.g. (2.11)). Next, each
MCMC kernel may also depend on some algorithmic parameters. From the above discussion,
one has to select a step size ε and a preconditioning matrix Ω for kernels based on the over-
damped Langevin diffusion; a step size ε, a number of leap-frog steps m and a mass matrix Ω for
kernels based on Hamiltonian dynamics. These tuning parameters can also be time-varying, i.e.
adapted to each bridging distribution. Some difficulties in tuning such gradient-based algorithms
are discussed in Livingstone and Zanella [2019].
A specificity of the SMC sampler framework is that approximations of the previous and current
bridging distributions are available at each step. Existing samples can be used to estimate
features of bridging distributions to inform the choice of tuning parameters for future steps of
the algorithm; e.g. one can select Ω as the estimated covariance of bridging distributions for
RWMH and MALA moves [Chopin, 2002]. We refer readers to Fearnhead and Taylor [2013]
for a generic recipe to automate such tuning procedures, Buchholz et al. [2020] for the case of
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HMC kernels, and Schäfer and Chopin [2013], South et al. [2019] for other strategies to adapt
independent Metropolis–Hastings proposals within SMC. While most adaptation rules will not
affect consistency properties of the resulting SMC sampler [Beskos et al., 2016], they may not
preserve the unbiasedness property of the normalizing constant estimators.
2.3 Progressing through a path of distributions
Our discussion on the choice of paths (pit)t∈[T ] in Section 2.1 has not addressed the choice of the
number of distributions T and the selection of particular elements along the path. In the case of
a geometric path (2.1), the latter corresponds to determining an increasing sequence of inverse
temperatures (λt)t∈[T ]. A simple approach is to pre-specify T , which allows one to control the
computational cost, and select λt = (t/T )p for t ∈ [T ] and some exponent p > 0 that dictates
how quickly the inverse temperature increases. This strategy can give adequate performance
when T is sufficiently large and p is appropriately chosen (e.g. using preliminary runs). The
following describes a commonly used procedure to specify T and (λt)t∈[T ] adaptively, resulting
in a sampler with random cost.
Recall from Section 2.2 that when the forward kernels (Mt) are MCMC kernels and the backward
kernels (Lt−1) are the corresponding time reversals, the weight function at step t ∈ [T ] is
wt(xt−1) =
γt(xt−1)
γt−1(xt−1)
= γ(xt−1)
γ0(xt−1)
λt−λt−1
. (2.12)
As particle weights do not depend on their states at time t in this setting, one should perform
weighting (Step 2(c)) and resampling (Step 2(a)) before applying MCMC moves (Step 2(b)) to
promote sample diversity in Algorithm 1. Equation (2.12) can be seen as an importance sampling
approximation of pit using samples from pit−1 as proposals. Suppose that λt−1 ∈ [0, 1) and hence
pit−1 have been determined at this stage, and we would like to seek the next inverse temperature
λt ∈ (λt−1, 1] so that the next bridging distribution pit can be well-approximated by pit−1 using
importance sampling. One way to ensure good importance sampling performance is to keep the
χ2-divergence small [Agapiou et al., 2017], where
χ2(pit|pit−1) =
∫
X
(
pit(x)
pit−1(x)
− 1
)2
pit−1(dx) =
∫
X wt(x)
2pit−1(dx)(∫
X wt(x)pit−1(dx)
)2 − 1. (2.13)
Instead of fixing χ2(pit|pit−1) to a desired level, it will be more convenient to work with %t(λt) =
(1 +χ2(pit|pit−1))−1 as this quantity takes values in [0, 1]. Given unweighted samples (xnt−1)n∈[N ]
approximating pit−1, a Monte Carlo approximation of %t(λt) is given by %ˆt(λt) = ESSt(λt)/N ,
where
ESSt(λt) =
(∑N
n=1 wt(xnt−1)
)2
∑N
n=1 wt(xnt−1)2
=
(∑N
n=1(γ/γ0)(xnt−1)λt−λt−1
)2
∑N
n=1(γ/γ0)(xnt−1)2(λt−λt−1)
. (2.14)
This is the effective sample size (ESS) introduced in Kong et al. [1994] to assess the quality
of weighted samples. This quantity takes values in [1, N ], it achieves the lower bound when
one sample holds all the normalized weight, and the upper bound when all samples have equal
weights. Despite its popularity, this diagnostic should be interpreted with care. While small
values of ESS indeed imply that the importance sampling approximation is poor, large ESS may
not necessarily imply good performance. For example, if the target has well-separated modes
and the proposal corresponds well to one of the modes, the ESS might be close to N with large
probability, for fixed N .
If %ˆt(1) is greater than some pre-specified threshold κ ∈ (0, 1), we set λt = 1 and terminate
the bridging process. Otherwise, we solve for λt ∈ (λt−1, 1) such that %ˆt(λt) is equal to κ. As
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κ enforces the χ2-divergence between successive distributions to be approximately δ = κ−1 − 1
in the large N regime, higher thresholds will provide better performance at the cost of more
bridging distributions T . More discussions about the interplay between κ and T will be given
in Section 3. The search for λt can be implemented using the bisection method on the interval
[λt−1, 1] as the function %ˆt(λt) is strictly decreasing [Beskos et al., 2016, Lemma 5.1]. The cost
of this procedure is negligible as evaluations of (2.14) are inexpensive once (γ/γ0)(xnt−1) have
been pre-computed for all n ∈ [N ].
As long as the Markov kernels are chosen such that the weights do not depend on the par-
ticles after the Markov transition, the same ideas can be applied to any path of distribu-
tions. If resampling is not performed at every time step, e.g. when using an adaptive re-
sampling scheme, Zhou et al. [2016] showed how to modify the adaptation criterion by replacing
the ESS with a quantity they termed as the conditional ESS. Criterions other than the χ2-
divergence/ESS can also be employed, e.g. the proportion of alive particles in Del Moral et al.
[2012] for ABC targets, or generalized notions of ESS in Huggins and Roy [2019], or criteria
based on the Kullback–Leibler (KL) divergence [Cornebise et al., 2008, Equation 2.8] defined as
KL(pit|pit−1) =
∫
X log(pit(x)/pit−1(x))pit(dx).
In general, SMC samplers that adaptively determine the distributions (pit)t∈[T ] on the fly do
not preserve the unbiasedness property of the normalizing constant estimators, but consistency
properties follow from results in Beskos et al. [2016]. Unbiasedness of normalizing constants can
be restored at approximately twice the cost by either re-running an SMC sampler with (pit)t∈[T ]
determined from an adaptive run, or running two SMC samplers simultaneously with one adapt-
ing (pit)t∈[T ] and the other producing unbiased estimators. When the bridging distributions are
pre-specified, it is worth noting that adaptive resampling schemes (e.g resampling whenever the
ESS falls below some threshold) do not alter the unbiasedness of normalizing constant estimators
[Whiteley et al., 2016].
3 Effect of bridging distributions
3.1 Motivation
The computational cost of obtaining a reliable importance sampling estimator is dictated by the
discrepancy between the proposal and target distributions, which may be measured by the χ2 or
KL divergence [Agapiou et al., 2017, Chatterjee and Diaconis, 2018]. For example, the number
of samples needed to achieve an importance sampling estimator of the normalizing constant Z
with a given variance is proportional to this χ2-divergence.
As the dimension d ∈ N of the space X grows, it is often the case in practical applications that
the χ2 and KL divergences between pi0 and pi increase exponentially with d, and so exponentially
many samples are needed to stabilize importance sampling estimates. Since each step of SMC
samplers also involves importance sampling, it is sensible to be concerned about their performance
in high dimensions. Moreover, the performance of particle filters, which are the SMC counterpart
for the task of filtering in state space models, is also known to degrade exponentially with the
dimension of the latent space [Snyder et al., 2008, Rebeschini and Van Handel, 2015].
Remarkably however, it is possible to construct SMC samplers that deliver reliable estimates
using practical computational cost for problems with high dimension; see e.g. the applications to
inverse problems in Kantas et al. [2014], Beskos et al. [2015], as well as applications in various sta-
tistical settings in Schäfer and Chopin [2013], Naesseth et al. [2015], Heng et al. [2020], Buchholz
et al. [2020]. The goal of this section is to offer a simple explanation for the operational success of
SMC samplers with particular focus on the role of bridging distributions. Whilst we emphasize
high dimensions, it will be apparent from the following discussion that the computational cost
of stabilizing the variability of SMC estimates is driven by the χ2-divergence between the initial
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and target distributions, rather than the dimension per se, and of course this divergence can also
be large in low-dimensional problems.
3.2 Variance of the normalizing constant estimator
To make our discussion more concrete, we will focus on the geometric path (2.1), forward MCMC
kernels (Mt), and backward kernels (Lt−1) given by their time reversals. Recall that in this case,
the weight function is wt(xt−1) = γt(xt−1)/γt−1(xt−1). We shall examine the variance of the
normalizing constant estimator
ZNT =
T∏
t=1
1
N
N∑
n=1
wt(Xnt−1), (3.1)
produced by the modification of Algorithm 1 described in Section 2.3 to promote sample diver-
sity. Cérou et al. [2011] established a formula for this nonasymptotic variance in an abstract
setting of Feynman-Kac formulae which has played an important role in subsequent theory and
methodology of SMC. Our first step is to make a simplifying assumption which allows us to
capture some of the essence of Cérou et al. [2011] with only simple calculations.
Assumption 3.1. For all t ∈ [T ], the forward kernel is an idealized perfectly mixing MCMC kernel
Mt(xt−1, dxt) = pit(dxt).
We stress here that our priority is exposition rather than generality or realism, but in practice if
Mt is taken to be multiple iterations of an ergodic MCMC kernel targeting pit, one approaches
the setting of Assumption 3.1 as the number of iterates is made large. Under Assumption
3.1 and using the unbiased property of the normalizing constant estimator and the identity
Z =
∏T
t=1 Zt/Zt−1 =
∏T
t=1{
∫
X wt(xt−1)pit−1(dxt−1)}, a calculation shows that
Var
[
ZNT
Z
]
=
T∏
t=1
[
1 + χ
2(pit|pit−1)
N
]
− 1. (3.2)
From (3.2), we observe that χ2-divergences between consecutive distributions play an important
role in the performance of the algorithm.
3.3 Scaling the number of bridging distributions with dimension
Let us now bring the question of dimension into play. So far in Section 3, we have implicitly
considered a generic sampling problem on a state space of dimension d. Let us suppose that we
are given a sequence of such sampling problems indexed by d ∈ N. For simplicity of presentation,
we shall not make the dependence of (pit) and T on d explicit in the notation. We will specify
the inverse temperatures (λt) in a way that possibly depends on d. To do so, we introduce our
next assumption, which captures the idealized performance of the adaptive procedure described
in Section 2.3 in the case of using infinitely many particles. Considering this idealized situation
allows us to dispense with some technical subtleties as the adaptive procedure would yield a
non-random number of distributions T and non-random bridging distributions (pit).
Assumption 3.2. For all t ∈ [T−1], the consecutive distributions pit−1 and pit satisfy χ2(pit|pit−1) =
δ for some pre-specified δ > 0 which is independent of d, and such that χ2(pi|pi0) > δ.
The next assumption postulates how the number of bridging distributions T scales with dimension
d. This will be verified on specific examples in the following.
Assumption 3.3. There exists α > 0 such that T = O(dα) as d→∞.
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As an aside, we note that the χ2-divergence is not a proper distance, otherwise the existence
of bridging distributions satisfying Assumptions 3.2 and 3.3 could be directly ruled out by the
triangle inequality.
Since the χ2-divergence between successive distributions is fixed as δ = κ−1−1 under Assumption
3.2, the relative variance in (3.2) is equal to (1 + δ/N)T − 1. As d → ∞ and hence T → ∞, to
ensure stability of the estimator (3.1), this suggests choosing the number of particles N such that
N = O(T ) to keep the relative variance of a constant order1. Therefore the overall computational
cost of the idealized SMC sampler, e.g. measured in terms of density and gradient evaluations,
would be O(T 2) = O(d2α), i.e. polynomial in d, if Assumption 3.3 holds.
Therefore we turn our attention to verifying Assumption 3.3, i.e. the scaling of the number of
bridging distributions as dimension d→∞. We first draw some insights from a Normal example.
Example 3.1. Consider initial distribution pi0(dx) = N (x;µ0,Σ)dx and target distribution pi(dx) =
N (x;µ,Σ)dx for some mean vectors µ0, µ ∈ Rd and covariance matrix Σ ∈ Rd×d. In this case,
an element along the geometric path (2.1) is a Normal distribution pit(dx) = N (x;µt,Σ)dx with
a mean vector that is given by the linear interpolation µt = µ0 + λt(µ− µ0) for t ∈ [T ].
The χ2-divergence between successive distributions can be computed in closed-form:
χ2(pit|pit−1) = exp((λt − λt−1)2|µ− µ0|2Σ−1)− 1, (3.3)
where |µ − µ0|Σ−1 =
√
(µ− µ0)>Σ−1(µ− µ0) denotes the Mahalanobis distance. Using these
expressions, we can work out the number of bridging distributions T and the sequence of inverse
temperatures (λt)t∈[T ] needed to fix χ2(pit|pit−1) = δ for all t ∈ [T − 1] and some pre-specified
δ > 0 such that χ2(pi|pi0) > δ. Under the specification
T = d|µ− µ0|Σ−1/
√
log(1 + δ)e, (3.4)
where d·e denotes the ceiling function, and
λt = t
√
log(1 + δ)/|µ− µ0|Σ−1 , (3.5)
for t ∈ [T − 1], Assumption 3.2 is satisfied.
Using the bound |µ − µ0|Σ−1 ≤ Λmin(Σ)−1/2|µ − µ0|, where Λmin(Σ) denotes the minimum
eigenvalue of Σ, it follows from (3.4) that T = O(
√
d) if Λmin(Σ) is uniformly bounded away
from zero and |µ− µ0| is O(
√
d), both as d→∞. Hence in this situation Assumption 3.3 holds
with α = 1/2.
To address less specific examples for problems on X = Rd, we introduce some assumptions along
the geometric path pi(λ, dx) = γ(λ, x)dx/Z(λ) for λ ∈ [0, 1], where γ(λ, x) = γ0(x)1−λγ(x)λ and
Z(λ) =
∫
X γ(λ, x)dx. The densities γ0(x) and γ(x) are assumed to be continuously differentiable
in the following. To simplify notation, we will write the expectation of ϕ : Rd → R with respect
to pi(λ, dx) as pi(λ, ϕ) =
∫
X ϕ(x)pi(λ, dx) and `(x) = log(γ(x)/γ0(x)) which corresponds to the
log-likelihood function in the Bayesian setting where pi0 is the prior and pi is the posterior.
Assumption 3.4. There exist constants C, ζ > 0 and a function β : [0, 1]→ R+ with infλ∈[0,1] β(λ) >
0 such that for each λ ∈ [0, 1], the distribution pi(λ, dx) along the geometric path satisfies:
(i) a Poincaré inequality with constant β(λ), i.e. for all differentiable ϕ : X → R, we have
pi(λ, ϕ2)− pi(λ, ϕ)2 ≤ β(λ)−1pi(λ, |∇ϕ|2);
(ii) the maximum of log-likelihood supx∈X `(x) ≤ Cdζ ;
(iii) the expected log-likelihood pi(λ, `) ≥ −Cdζ ;
1This follows from the limit limN→∞(1 + δ/N)N = exp(δ).
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(iv) the expected squared norm of the log-likelihood pi(λ, |∇`|2) ≤ Cd2ζ .
The Poincaré inequality is an isoperimetric condition on a distribution with rich implications [Ané
et al., 2000]. One such property is the exponential convergence of certain MCMC algorithms
[Andrieu et al., 2018, Vempala and Wibisono, 2019] which can be used to generalize the discussion
in Section 3.2 by relaxing the assumption of perfectly mixing kernels [Schweizer, 2012a]. We
refer readers to references in [Vempala and Wibisono, 2019, p. 7 & 16] for conditions to verify a
Poincaré inequality and note it is strictly weaker than strong log-concavity.
In general it is not possible to obtain closed-form expressions for the inverse temperatures
(λt)t∈[T ] and hence the bridging distributions (pit)t∈[T ] satisfying Assumption 3.2, or for T it-
self. However under Assumption 3.4 it is possible to verify Assumptions 3.2-3.3 by considering
bounds on the χ2-divergence between successive distributions. At step t ∈ [T ], the χ2-divergence
of pit−1(dx) = pi(λt−1, dx) from pit(dx) = pi(λt, dx) for 0 ≤ λt−1 < λt ≤ 1 can be bounded,
χ2(pit|pit−1) ≤ β(λt−1)−1(λt − λt−1)2
∫
X
pit(x)
pit−1(x)
|∇`(x)|2pit(dx). (3.6)
This follows from Assumption 3.4(i) for the distribution pi(λt−1, dx) and the function ϕ(x) =
pit(x)/pit−1(x). To upper bound the ratio of densities in (3.6), we consider
log pit(x)− log pit−1(x) = (λt − λt−1)`(x)− (logZt − logZt−1) (3.7)
= (λt − λt−1)(`(x)− pi(λ∗t , `))
which holds for some λ∗t ∈ (λt−1, λt) using the mean value theorem. Hence using Assumption
3.4(ii)-(iii), we have
sup
x∈X
pit(x)
pit−1(x)
≤ exp(2C(λt − λt−1)dζ). (3.8)
Applying this upper bound in (3.6), Assumption 3.4(iv) and the lower bound β = infλ∈[0,1] β(λ)
gives
χ2(pit|pit−1) ≤ β−1(λt − λt−1)2 exp(2C(λt − λt−1)dζ)Cd2ζ . (3.9)
If we construct a sequence of inverse temperatures with increment λt−λt−1 = cd−ζ , the constant
c > 0 can be chosen small enough so that Assumption 3.2 holds, and Assumption 3.3 is also
satisfied since T = O(dζ).
The above reasoning falls short of describing the behavior of an actual SMC sampler in a realistic
scenario. The literature contains various rigorous studies on the performance of SMC samplers
and the impact of dimension. An important reference is Beskos et al. [2014], which provides
stability results in a setting where the target distribution pi can be factorized into d independent
components, discuss the behavior of the required number of bridging steps and of the effective
sample sizes, etc. Some explicit discussions of the impact of the dimension on SMC samplers can
also be found in Section 6 of Schweizer [2012a], which gives solid reasons to expect a polynomial
dimension dependence, again for target distributions defined as products. Finite sample results
with explicit discussions of the impact of the dimension have been proposed in Marion and
Schmidler [2018]. Closely related is the studies in Brosse et al. [2018] and Andrieu et al. [2016]
that focus on the effect of dimension when estimating the normalizing constant Z using numerical
methods that are simpler to analyze than SMC samplers.
3.4 Numerical experiments
We now illustrate the empirical performance of SMC samplers on multivariate Normal dis-
tributions in Rd with varying d. The initial distribution is pi0(dx) = N (x;µ0,Σ0)dx with
µ0 = (1, . . . , 1), Σ0 = diag(0.5, . . . , 0.5) and the target distribution is pi(dx) = N (x;µ,Σ)dx
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Figure 1: Multivariate Normal example of Section 3.4. Number of bridging distributions chosen
by an adaptive SMC sampler based on the procedure described in Section 2.3 (left). Number of
roots in the genealogical trees generated by SMC in three different regimes (right). Each plot is
obtained by averaging over 50 independent repeats.
with µ = (0, . . . , 0), Σ = diag(1, . . . , 1). Despite the simple setup, we note that classical im-
portance sampling would give rise to estimators with infinite variance. This prompts the use
of bridging distributions (pit)t∈[T ] and we consider a geometric path (2.1) which lies in the Nor-
mal family. For each t ∈ [T ], we employ a pit-invariant HMC with step size ε = d−1/4 and
m = dd1/4e number of leap-frog steps as our forward kernel Mt. The “mass matrix” Ω is chosen
to be diagonal and adapted using the inverse of the empirical marginal variances based on the
particle approximation at each step. The corresponding backward kernel Lt−1 is given by the
time reversal of Mt. All simulations employed multinomial resampling.
Figure 1a shows the number of bridging distributions T obtained using an adaptive SMC sampler
that determines bridging distributions based on the procedure described in Section 2.3 with
threshold κ = 0.5. The two lines correspond to having N = 256 (“fixed N”) and N = 256 + 8d
(“linear N”) number of particles. The number of distributions T seems to increase sub-linearly
with d in both regimes. We introduce a third setup, referred to as “fixed N & d steps” in the plots,
where we set N = 256 and T = d. In this case, the sequence of inverse temperatures (λt)t∈[T ] was
determined by interpolating between the inverse temperatures obtained from a preliminary run of
adaptive SMC. The interpolation was performed using the cobs package in R [Ng and Maechler,
2007], which allows one to fit splines that are constrained to be monotonically increasing. To
assess and compare the performance between the three setups as the dimension increases, we
compute the number of roots in the ancestry tree generated by the SMC samplers. Figure 1b
represents the average number of roots against dimension. We observe that the number of unique
ancestors of the particles at the terminal time decreases in the “fixed N” regime. However, it
seems to be stable when either N scales linearly with d in the adaptive sampler, or when T scales
linearly in d for fixed N . This suggests that the performance of the sampler is stable with d in
these two regimes.
We further investigate this hypothesis using more concrete measures of Monte Carlo performance
in Figure 2. Figure 2a displays, for the three aforementioned regimes, the mean squared error
(MSE) associated with the estimator of Epi[X] =
∫
X xpi(dx) (averaged over all components). We
observe that the MSE appears stable in both regimes with N = 256, and decreases when N
increases linearly with d. This suggests that the mechanism to adaptively select the schedule
(λt)t∈[T ], and the choice of forward and backward kernels, perform uniformly well with respect
to d in the present setting. We also observe that the regime with T = d does not provide gains
over the “fixed N” adaptive SMC sampler in terms of MSE. Figure 2b displays the variance of
the normalizing constant estimator ZNT (in log-scale) against dimension. The variance seems to
increase with d for “fixed N”, but appears stable in the other two regimes. This is consistent
with the stability of the number of roots in Figure 1b.
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Figure 2: Multivariate Normal example of Section 3.4. MSE for estimator of Epi[X] (left) and
variance of logZNT (right) with increasing dimension. Each plot is obtained by averaging over 50
independent repeats.
Overall these plots suggest that SMC samplers can deliver stable performance as d increases,
for a polynomial cost in d. The exact scaling in d is expected to vary strongly across settings.
We also see that performance improves as N increases, as expected, and also as the number of
bridging distributions increases for certain measures such as the variance of logZNT .
We conclude by noting that, in addition to its impact on the number of bridging distributions,
the dimension also affects the cost of weight calculations and of the propagation of each particle
using Markov kernels. In our numerical experiments, we employed d1/4 leap-frog steps in each
HMC move, and the cost of gradient and density evaluations is linear in d. Assuming that
adaptive SMC samplers require approximately T = O(
√
d) bridging distributions, and keeping
the number of particles N fixed, we obtain a global cost of O(d7/4) to control the MSE of
estimators of Epi[X]. With d bridging distributions, we seem to be able to control the variance of
logZNT for a cost of O(d9/4). Since the distributions have diagonal covariance matrices, a factor
of d1/4 would be gained by using component-wise Gibbs moves instead of HMC. If the target
covariance matrix was fully dense instead of diagonal, the cost of HMC would be multiplied by
at least d, possibly d2 if the “mass matrix” is chosen to be dense. Thus, even in the simple
case of Normal distributions, it is hard to concisely describe how the complexity behaves with
d. In general, it therefore seems unrealistic to expect meaningful statements of the type “SMC
samplers scales as dη for some specific η”.
4 Use modes and errors
SMC samplers can be employed in various ways, all eventually leading to asymptotically valid
estimators, but in different asymptotic regimes. This variety of regimes allows one to leverage
available computing resources, and leads to different perspectives on “diagnostics of convergence”
for SMC samplers and on the quantification of errors.
In the classical use of SMC, precision increases with the number of particles. This suggests
that users should run SMC samplers with as many particles as possible. This classical regime is
described in Section 4.1, along with some of its limitations. We consider alternative “use modes”
in Section 4.2 that are based on independent runs of SMC, each with a fixed number of particles.
This provides examples where SMC samplers are used as modules in encompassing sampling
algorithms.
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27
Figure 3: Genealogical tree of particles generated by a run of SMC sampler. Here N = 256
particles at the terminal time have 27 unique ancestors or “roots”.
4.1 Asymptotics in the number of interacting particles
Following Del Moral et al. [2006], SMC samplers are instances of interacting particle systems, i.e.
Monte Carlo approximations of Feynman–Kac models. This view has proven fruitful and allows
the application of various existing results; see Del Moral [2004] for a textbook treatment with
various asymptotic and non-asymptotic results, and Doucet and Lee [2018] for a recent survey.
Many theoretical results and methodological advances apply simultaneously to SMC samplers
and other types of interacting particle systems, thanks to the unified Feynman–Kac formalism.
The literature provides a variety of results on both the SMC estimator piNt (ϕ) of the expectation
pit(ϕ) for some function ϕ, and the normalizing constant estimator ZNt , described in Section 1.2,
as a function of N and t. Among the most essential results are the central limit theorems:
√
N(piNt (ϕ)− pit(ϕ)) d.−→ N (0, vt(ϕ)), (4.1)√
N(ZNt /Zt − 1) d.−→ N (0, v?t ), (4.2)
for each t as N → ∞, where d.−→ denotes convergence in distribution, and vt(ϕ), v?t > 0 are
the asymptotic variances of the limiting Normal distributions. These results imply that SMC
estimators converge at the canonical Monte Carlo rate and valid confidence intervals can be
derived using consistent estimators of the asymptotic variances.
Consistent estimators of asymptotic variances were only recently obtained for interacting particle
systems [Chan and Lai, 2013, Lee and Whiteley, 2018, Olsson and Douc, 2019, Du and Guyader,
2019]. They assume that multinomial resampling is employed. These estimators address a long-
standing question on the quantification of errors in SMC. We now state an instance of such
results given in Lee and Whiteley [2018]. Introduce the “lineage” of the n-th particle at step t:
bnt,t = n, and bns−1,t = a
bns,t
s−1 for 1 ≤ s ≤ t. (4.3)
Since only the offsprings of the particles indexed by b1:N0,t survive at time t, we will refer to such
indices as “roots”. Lineages of particles generated by a run of SMC are depicted in Figure 3, and
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some combinatorial properties of these genealogical trees are given in Jacob et al. [2015], Koskela
et al. [2020]. For a test function ϕ, consider the quantity
V Nt (ϕ) = piNt (ϕ)2 −
(
N
N − 1
)t+1 1
N2
∑
n,m : bn0,t 6=bm0,t
ϕ(xnt )ϕ(xmt ), (4.4)
which can be computed as a by-product of the SMC algorithm without much overhead. Theorem
1 of Lee and Whiteley [2018] states the convergence in probability of N ·V Nt (ϕ−piNt (ϕ)) to vt(ϕ),
and of N · V Nt (1) to v?t , as N →∞. Note that we can directly write
V Nt (1) = 1−
(
N
N − 1
)t+1
+
(
N
N − 1
)t+1 1
N2
∑
n∈[N ]
|{m : bm0,t = bn0,t}|2. (4.5)
The right-hand side features the cardinal of the set of siblings of particle n, i.e. the particles that
have the same ancestor at time zero. If all particles were siblings, the sum would be of order
N2 and thus the estimated variance would be away from zero. On the other hand if all particles
have a small number of siblings, the sum is of order N , and the variance estimator is of order
N−1. Note that the estimator can take negative values for any fixed N . The terms N/(N − 1)
go to one as N → ∞ and thus could be removed without asymptotic effect, but are included
because they result in interesting unbiasedness properties [Lee and Whiteley, 2018].
The variance estimators can be considered as part of the “convergence diagnostics” for SMC
samplers. It is common to monitor various other quantities during SMC runs such as the ESS. If
the ESS (or conditional ESS of Zhou et al. [2016], see Section 2.3) comes close to a pre-specified
minimal value at any point, an additional bridging distribution could be introduced. We can also
monitor the number of roots in the genealogical ancestry tree, as in Figure 1b, and check that it
remains higher than one. Adding more bridging distributions or more particles would increase
the number of roots. To monitor the performance of move steps, one can compute the distance
between the location of a particle before and after each move, and compare these distances to
the spread of the contemporaneous distribution. If the moves are concerningly small relative
to the distribution, one could tune the Markov kernels differently (e.g. Fearnhead and Taylor
[2013]), or iterate the moves until some criterion is met (e.g. South et al. [2019], Buchholz et al.
[2020]), or add more bridging distributions and associated moves. It is generally useful to run
the sampler multiple times independently and to check that the results are in agreement.
The N → ∞ regime that underpins the above asymptotics has some practical appeal. An
important one relates to parallel computing. Most computations in an SMC sampler can be
distributed across parallel processors, including the independent propagation of particles using
Markov kernels and the calculation of unnormalized weights. The resampling step, on the other
hand, requires interactions between the particles and thus communication between processors.
This has motivated a number of works on the problem of implementing particle methods on
graphics processing units and networks of computing devices [Lee et al., 2010, Murray, 2012, Jun
et al., 2012, Paige et al., 2014, Vergé et al., 2015, Murray et al., 2016a, Whiteley et al., 2016].
The N → ∞ regime also has some limitations. First, a basic implementation would require
N particles to be simultaneously available in memory; as N increases, and if the dimension d
is large, one can often reach memory limits. For example, this issue is particularly pertinent
when combining SMC samplers with particle filters to perform inference for state space mod-
els [Chopin et al., 2013, Fulop and Li, 2013, Duan and Fulop, 2015]. Memory limitations can
be mitigated with techniques described in Jun and Bouchard-Côté [2014]. In contrast, MCMC
methods only require fast access to one state per chain, which is lighter by orders of magnitude.
Secondly, an SMC sampler in the large N regime is not an “anytime” algorithm. This means
that it has to run for T steps before terminating and returning approximations of the target
distribution. If the user interrupts the algorithm before completion, no approximation of the
target distribution is returned. Furthermore, if the user wishes to improve the quality of existing
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Figure 4: Three ancestry trees, with N = 64 particles. Section 4.2 describes how R independent
runs with fixed N can be combined into consistent estimators.
approximations, the algorithm has to be re-run from scratch with more particles. This is in con-
trast with MCMC methods, which can be easily interrupted and resumed. This shortcoming of
SMC has attracted some attention and variants exist where new particles can be added along the
way, e.g. see Brockwell et al. [2010], Paige et al. [2014], Murray et al. [2016b], Finke et al. [2018].
In the following, we consider other use modes of SMC samplers, which require little additional
implementation effort, that lead to straightforward parallelization strategies and simple ways of
constructing confidence intervals.
4.2 Independent particle systems of fixed size
This section explores the use of independent SMC samplers with a fixed number of particles N ,
as depicted in Figure 4. Consider R independent runs, possibly obtained from parallel machines,
and denote by (piN,r)r∈[R] the resulting particle approximations of pi, and by (ZN,r)r∈[R] the
corresponding estimators of the normalizing constant Z. How can we obtain consistent approx-
imations of pi and Z as R→∞, even though N is fixed?
There are multiple answers to this question, described for example in Andrieu et al. [2010],
Whiteley et al. [2016], Rainforth et al. [2016]. Recall from Section 1.2 that the SMC normal-
izing constant estimator is unbiased if the sequence of bridging distributions is not adaptively
determined, and the forward and backward Markov kernels themselves do not depend on the
particles. Under these conditions, we can simply average (ZN,r)r∈[R] to obtain a consistent esti-
mator of Z as R→∞. Estimating expectations under pi is more involved as SMC estimators are
biased when N is fixed, in the same way that self-normalizing importance sampling estimators
are biased (see e.g. Owen [2013]). We now discuss how to correct for this bias by following the
“particle MCMC” approach of Andrieu et al. [2010].
Consider the SMC sampler described in Algorithm 1. Suppose that we select a particle among the
N available ones at the terminal step, i.e. we sample an index k from the categorical distribution
on [N ] with probabilities w1:NT and return xkT . The joint distribution of all random variables
generated has density
qN (k, x¯, a¯) =
 ∏
n∈[N ]
pi0(xn0 )

T∏
t=1
r(a1:Nt−1|w1:Nt−1) ∏
n∈[N ]
Mt(x
ant−1
t−1 , x
n
t )
wkT , (4.6)
where x¯ = (xnt )n∈[N ] for 0 ≤ t ≤ T and a¯ = (ant )n∈[N ] for 0 ≤ t ≤ T −1. Following Andrieu et al.
[2010, eqn. 31], we define another distribution on the same space
p¯iN (k, x¯, a¯) = Z
N
T
ZT
qN (k, x¯, a¯). (4.7)
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Under a mild assumption on the resampling scheme, it follows from the discussion in Andrieu
et al. [2010] that the density in (4.7) defines a valid probability distribution, and that its marginal
distribution in xkT is the target distribution pi of interest. These observations prompt the use
of qN as the proposal distribution and p¯iN as the target distribution in an importance sampling
argument on the extended space. The resulting importance weights p¯iN (k, x¯, a¯)/qN (k, x¯, a¯) is
proportional to the normalizing constant estimator ZNT . For test function ϕ, a self-normalized
importance sampling estimator after Rao-Blackwellizing the index k is
p¯iR(ϕ) =
∑
r∈[R] Z
N,rpiN,r(ϕ)∑
r′∈[R] ZN,r
′ , (4.8)
which approximates pi(ϕ) as R→∞, for any fixed N . Furthermore, the asymptotic variance of
p¯iR(ϕ) can also be approximated using standard self-normalized importance sampling
V¯ R(ϕ) =
R−1
∑
r∈[R](ZN,r)2(piN,r(ϕ)− p¯iR(ϕ))2
(R−1
∑
r′∈[R] ZN,r
′)2 . (4.9)
The practical benefits over the large N asymptotics are numerous. One can exploit parallel
machines without any communication; arbitrarily refine results by increasing R without hitting
memory limits; and the procedure is simple to interrupt and resume. This approach can be seen
as a case of IS2 [Tran et al., 2013] or SMC2 [Chopin et al., 2013, Fulop and Li, 2013]. Note
that Whiteley et al. [2016] somewhat discourages this approach relative to the large N regime.
Indeed, although valid for any choice of N , the estimator in (4.8) can be prohibitively inefficient
if N is poorly chosen. On the other hand, this can be detected by inspecting the variance of ZNT
or monitoring the number of roots. Tuning of the SMC samplers and performance monitoring
can follow the guidelines laid out in Section 4.1. More sophisticated schemes where “islands” of
particles are allowed to communicate instead of being fully independent have been studied e.g.
in Vergé et al. [2015], Whiteley et al. [2016], Sen and Thiery [2019], Heine et al. [2020].
Equation (4.7) also suggests the use of an SMC sampler as an independent proposal in a
Metropolis–Hastings algorithm. This corresponds to the “particle independent Metropolis–
Hastings” (PIMH) method in Andrieu et al. [2010], which is simply a standard Metropolis–
Hastings algorithm with qN as the proposal and p¯iN as the target. Despite the iterative nature
of MCMC, most of the computation lies in the generation of R independent proposals, which
can be done in parallel. One can view the retrospective construction of the PIMH chain and
its associated MCMC average as a means to obtain consistency as R → ∞, for any fixed N .
Moreover, as an instance of standard Metropolis–Hastings, the approach lends itself to conver-
gence diagnostics for MCMC [Brooks et al., 2011]. Other tools developed for generic MCMC
also apply; in particular, the unbiased estimation framework proposed in Glynn and Rhee [2014]
and developed in Jacob et al. [2020]. The case of PIMH is explored in Middleton et al. [2019]
and some appeals of unbiased estimators are mentioned in Section 5. Compared to the couplings
of most MCMC algorithms considered in Jacob et al. [2020], which require algorithmic-specific
considerations, the coupling of PIMH is generic: any SMC sampler can be used to generate
independent proposals as long as the “particle MCMC” identity in (4.7) is valid. Related work
in Biswas et al. [2019] leverages the PIMH construction to obtain an estimable upper bound on
the total variation distance between the marginal distribution of xkT under qN and the target
distribution pi.
5 Objects of use
SMC samplers can be used broadly in the same settings as MCMC, and provide asymptoti-
cally consistent estimators along with asymptotically valid confidence intervals. However, SMC
samplers also have some distinctive appeals, some of which are highlighted in this section.
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(a) Geometric path.
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(b) Partial posteriors.
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(c) Path of least coding.
Figure 5: Three paths of distributions connecting the prior to the posterior in a logistic regression
example described in Section 2.1, represented by lines in the mean-variance plane, for each
component and 10 independent runs.
5.1 Logistic regression and forest cover types
We consider a logistic regression, as described in Section 2.1, on the “forest cover type” data
[Blackard, 2000], processed as in Collobert et al. [2002]2. The data contain cartographic informa-
tion (relating to altitude, slope, azimuth etc) for 30m by 30m cells in northern Colorado, along
with the type of cover (originally spruce/fir, lodgepole pine, Ponderosa pine, cottonwood/willow,
spruce/fir and aspen or Douglas-fir, and in Collobert et al. [2002] this was simplified to lodgepole
pine versus the other categories combined). Using a logistic regression we can try to predict
the cover type using the cartographic variables. With an intercept and 10 covariates, there are
d = 11 regression coefficients to be estimated.
The prior specification is taken as a Normal distribution with mean b = (0, . . . , 0) and covariance
B = diag(10, . . . , 10). Using only the first m = 1000 rows of the data, Figure 5 shows the mean
and variance of the d = 11 components of β for three paths of distributions: a geometric path
(5a), a path of partial posteriors where observations are assimilated in batches of size 10 (5b),
and a path of “least coding efforts” using the Pólya–Gamma Gibbs sampler (5c). HMC moves
are employed for the first two paths and 10 independent repeats are shown. Although the three
paths initialize and terminate at the prior and posterior distributions, respectively, their bridging
distributions are visibly different.
We illustrate the sequential Bayesian update of the distribution of parameters given data by
focusing on the path of partial posteriors. Figure 6 shows a phenomenon called “merging” (see
e.g. Ghosh and Ramamoorthi [2003, Chapter 1]), whereby posteriors obtained with different
priors eventually coincide as more observations are introduced. We see the phenomenon “in
action” for two regression coefficients, and we observe that certain components of the posterior
distribution merge faster than others. Similar figures could be used to visualize the Bernstein-von
Mises phenomenon whereby the posterior distribution becomes closer to a Normal distribution
as the number of observations m increases.
Sequential inference allows us to monitor the evolution of our beliefs about the parameters, and
the associated performance. For example, Figure 7 shows the logarithmic score associated with
the posterior predictive distribution as m increases, on a test data set. We see that predictive
2https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html.
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Figure 6: Logistic regression with forest cover type data. Evolution of the posterior distribution
of β1 (left) and β8 (right) as more data is assimilated, with initialization from the priors N (2, 3)
(blue) and N (−2, 3) (beige).
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Figure 7: Logistic regression with forest cover type data. Performance of the posterior predictive
distribution on a test data set as the first 5000 (left) and next 5000 (right) observations are
assimilated, estimated using five independent runs of SMC.
performance increases significantly as we start to assimilate data. However, after a certain point
the predictive performance seems to stagnate. Indeed, under model misspecification, there is
no guarantee that the posterior predictive performance improves with more data. The ability
to monitor performance can be helpful when deciding whether the model under consideration is
able to benefit from the inclusion of more data.
Conversely, Bayesian asymptotics provide useful strategies for Monte Carlo computation. For
example, we can use a Laplace approximation of the posterior as initial distribution pi0, i.e.
a Normal distribution centered at the MLE and with covariance given by the inverse of the
information matrix at the MLE. Figure 8a shows that the approximation is extremely accurate
whenm is large, and leads to very high effective sample sizes in one step. Thus SMC samplers that
employ the ESS criterion to select the next inverse temperature would revert back to importance
sampling in this setting. The plot in Figure 8b shows the estimates of logZ divided by the
number of observations m; ten repeats are overlaid but the accuracy is such that they are
indistinguishable. For Monte Carlo methods with sublinear in m cost for this context, see
Cornish et al. [2019], Pollock et al. [2020].
Finally we discuss the potentials of using unbiased estimators in the present setting of Bayesian
generalized linear models. Recall from Section 4.2 that such estimators can be generically ob-
tained using SMC samplers. Suppose for example that one of the covariates in the regression
is actually a random draw from another model, as in two-step estimation [Murphy and Topel,
2002], and we might want to propagate the uncertainty onto the regression coefficients. In the
Bayesian terminology, this could lead to a “cut distribution” [Plummer, 2015]. Jacob et al.
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Figure 8: Logistic regression with forest cover type data. ESS against number of observations
m (left) and estimates of logZ/m (right), when initializing from a Laplace approximation of the
posterior.
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Figure 9: Logistic regression with forest cover type data. Path of partial posteriors averaged
over orderings of the data. The ten realizations are obtained by nonparametric bootstrap from
R = 1000 independent unbiased estimators.
[2020] describes how unbiased estimators can be useful in the approximation of such distribu-
tions. The same setting also occurs when some data are missing and “multiple imputation” is
performed [Rubin, 1996]. Other motivations include estimating propensity scores [Zigler and
Dominici, 2014], or addressing model misspecification by bagging posteriors [Bühlmann, 2014,
Huggins and Miller, 2019]. All these cases are instances of the generic problem of approximating
pi(dx) =
∫
pi(dx|η)g(dη), where we can sample from η ∼ g and design a Monte Carlo method to
approximate the conditional distribution pi(dx|η). This is called a “nested Monte Carlo” problem
in Rainforth et al. [2017]. By obtaining an unbiased approximation of pi(dx|η) for any sample
η ∼ g, we can obtain an unbiased approximation of pi(dx) itself, and thus consistent estimators
and associated confidence intervals are available.
We illustrate the use of unbiased estimators by considering a variant of the path of partial
posteriors, pi(dβ|y1:m, x1:m) given m observations. This path, illustrated in Figure 5b, depends
on a specific ordering of the observations. Alternatively, we can consider the distribution of
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Figure 10: SIR model with boarding school data. Observations of daily counts (top-left). Log-
marginal likelihood of the initial time t0 at which the first individual is assumed to be infected
(top-right). Evolution of the marginal posterior distribution of φinv (bottom-left) and of (γ, β)
(bottom-right) as more data are assimilated.
posteriors averaged over orderings, pi?m(dβ|y,X) = (m!)−1
∑
σ pi(dβ|yσ(1:m), xσ(1:m)) where σ(1 :
m) is a permutation of [m], and the sum is over all possible permutations. To obtain unbiased
estimators, we sample m observations from the entire data set at random without replacement,
and run coupled PIMH chains following Middleton et al. [2019] that employ SMC samplers with
N = 128 particles as proposals. We compute R = 1000 independent unbiased estimators for each
m, and use empirical averages to approximate pi?m(β|y,X). Figure 9 illustrates the evolution of
the means and variances of β as m increases.
5.2 Susceptible-Infected-Recovered model and English boarding school
We consider another setting where sequential inference might be particularly relevant: the model-
ing of disease outbreaks. Parameter calibration in this setting involves blending prior information
when available with data arriving on a regular basis, typically daily or weekly. Many disease
outbreak models consist of a latent stochastic process that represent the underlying progression
of a pathogen in a population, assumed to be partially observed with some noise. This amounts
to a state space model or stochastic kinetic model [Ionides et al., 2006, Golightly and Wilkinson,
2006, He et al., 2010], see also Britton and Pardoux [2019] for a recent textbook treatment.
Various particle methods, either generic or tailored to the problem have been employed in this
setting [Del Moral and Murray, 2015, Golightly and Kypraios, 2018].
For simplicity, we consider a deterministic Susceptible-Infected-Recovered (SIR) model (e.g. Ba-
caër [2012]). Inference for such models can be done with generic MCMC, as described in Grinsz-
tajn et al. [2020]. We consider an example from that article, using the classical boarding school
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data which contain daily counts of pupils confined to bed during an influenza outbreak, shown
in Figure 10a. The model is described by the differential equations
dS
dt
= −βSI/n, dI
dt
= βSI/n− γI, dR
dt
= γI, (5.1)
where n = 763 is the total number of school children, S, I and R represents the number of
susceptible, infected and recovered children, respectively, and γ, β > 0 are parameters to be
inferred. We assume an initial condition of (S, I,R) = (n − 1, 1, 0) at time t0 = 0, i.e. with
an infected individual. The observations, which begin at time t = 1, are assumed to be noisy
measurements of the number I of infected children that day. The observation noise is modeled
as a negative binomial distribution parametrized by φinv > 0. Priors on γ, β, φinv are taken
arbitrarily as N (0.4, 0.52), N (2, 12) and an exponential distribution with rate 5, respectively.
Using the Stan implementation in Grinsztajn et al. [2020], which provides a function to evaluate
the posterior log-density and its gradients [Carpenter et al., 2017], we run an adaptive SMC
sampler with the path of partial posteriors. The bottom row of Figure 10 displays the time
evolution of the posterior distribution of parameters. Lastly, we consider a simple procedure to
infer the initial time t0 at which the first individual is assumed to be infected. Figure 10b plots
the marginal likelihood of t0, which is the normalizing constant of the corresponding posterior
distribution obtained by running SMC 10 times independently over a grid of values of t0.
6 Discussion
We cannot expect SMC samplers that rely on MCMC kernels to perform well when these kernels
have poor mixing properties. This has motivated the use of other non-equilibrium dynamics
[Vaikuntanathan and Jarzynski, 2008, Heng et al., 2015, Bernton et al., 2019a, Everitt et al.,
2020]. There are some studies on the advantages of interacting particle methods over Markov
chains on multimodal targets [Schweizer, 2012b, Paulin et al., 2019]. Indeed, many existing
methods tailored for multimodal targets rely on ideas that are conceptually similar to the SMC
framework, such as the use of tempered distributions and multiple interacting chains. In this
article, we have emphasized that SMC samplers offer other distinctive appeals. This includes
the types of objects it can estimate, its capacity to exploit parallel computing architectures,
its performance even for high dimensional problems, and its amenability to be used within
encompassing algorithms. Thus SMC samplers can be useful even in settings where plain MCMC
methods might already perform satisfactorily.
The last decade has seen various advances. A non-exhaustive list includes variance estimators
[Lee and Whiteley, 2018], methods to refine the forward kernels and the path of distributions
[Guarniero et al., 2017, Heng et al., 2020], new resampling schemes [Gerber et al., 2019, Li
et al., 2020], the use of quasi-random numbers [Gerber and Chopin, 2015], the use of SMC as
part of encompassing algorithms [Andrieu et al., 2010], and the development of probabilistic
programming languages [Wood et al., 2014, Murray and Schön, 2018]. These advances illustrate
and further the appeals of this class of algorithms for normalizing constant estimation and
sampling in challenging scenarios. Consequently, the range of applications of SMC samplers
keeps broadening and includes applications in Bayesian nonparametrics [Cusumano-Towner and
Mansinghka, 2016, Griffin, 2017], Bayesian phylogenetic inference [Wang et al., 2015], large-scale
graphical models [Lindsten et al., 2017, Naesseth et al., 2014], and partial differential equations
[Beskos et al., 2017].
The code to reproduce the figures of the article is available at https://github.com/pierrejacob/
smcsamplers. It is written in R [R Core Team, 2018] and employs various packages (e.g. Wick-
ham [2016], Eddelbuettel and François [2011]).
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