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Abstract Studies of non-equilibrium dynamics of first-
order cosmological phase transitions may involve a scalar
field interacting weakly with the energy-momentum tensor
of a thermal plasma. At late times, when the scalar field
is approaching equilibrium, it experiences both damping
and thermal fluctuations. We show that thermal fluctuations
induce a shear viscosity and a gravitational wave production
rate, and propose that including this tunable contribution may
help in calibrating the measurement of the gravitational wave
production rate in hydrodynamic simulations. Furthermore it
may enrich their physical scope, permitting in particular for
a study of the instability of growing bubbles.
1 Introduction
With the planning of the LISA interferometer under way, it
has become timely to consider gravitational wave produc-
tion from cosmological phase transitions [1]. This process
is dominated by non-equilibrium sources, with a consider-
able contribution originating from a late stage with sound
waves and/or turbulence (cf. Ref. [2] for an overview of
recent work). Eventually this motion terminates and the sys-
tem reaches thermal equilibrium. In the equilibrium state the
production of gravitational waves continues through thermal
fluctuations [3] but the magnitude of this component is in
general much below the observable level.
A phase transition proceeds through the nucleation and
subsequent growth, collisions, and coalescence of bubbles of
the low-temperature phase. As they are growing, the bubble
walls reach a steady velocity, because of friction (cf. Ref. [4]
and references therein). Friction can be represented by a dis-
sipative coefficient in the equation of motion for the order
parameter of the transition (“scalar field”). The fluctuation-
dissipation theorem asserts that dissipation implies the pres-
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ence of fluctuations. The purpose of this study is to show
how thermal fluctuations of the scalar field can be included
in a framework frequently used for numerical simulations [2],
and which physical influence they may be expected to have
there.
Before proceeding to the scalar field case, let us note that
the case of “normal” hydrodynamic fluctuations is for com-
pleteness briefly reviewed in Appendix A.
2 Hydrodynamics coupled to a scalar field
2.1 Original setup
We start by recapitulating the basic equations without fluctua-
tions. For generality the system is put in a curved background
with a metric gμν , even if for some considerations it is suffi-
cient to subsequently restrict to the Minkowski metric or to
linear perturbations around it.
As the basic variables, we adopt a real scalar field φ and
a plasma parametrized by a local temperature T and a flow
velocity uμ. The energy-momentum tensor is postulated to
have the form




+ w uμuν + p gμν, (2.1)
p ≡ p0(T ) − V (φ, T ), w ≡ T ∂T p, (2.2)
where p is the pressure, w is the enthalpy density, and uμ is
the flow velocity. By (),μ we denote a partial derivative in
the xμ-direction, whereas ();μ is a covariant derivative. For
gμν we employ the “mostly plus” metric convention, so that
uμu
μ = −1. Within a derivative expansion (slow variations)
the basic equations are [5]
T μν;μ = 0, (2.3)
φ
;μ
;μ − γ uμφ,μ − ∂φV = 0. (2.4)
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The coefficient γ parametrizes entropy production in regions
where the scalar field varies (i.e. particularly around bubble
walls): T (suμ);μ = γ (uμφ,μ)2, where s ≡ ∂T p.
Without the scalar field contribution, the energy-
momentum tensor would be that of an ideal fluid. In that
system phase transition fronts and shocks appear as discon-
tinuities [6]. Originally, the introduction of φ was motivated
by having a microscopically adjustable parametrization of
the entropy production that takes place at these disconti-
nuities [5]. However, lately the same model is also used
for studying the subsequent stages with more complicated
dynamics [2]. With many overlapping sound waves, the sys-
tem starts to resemble a thermal plasma with various random
motions taking place simultaneously.
We note in passing that we do not consider here the micro-
scopic origin of the coefficient γ . In general it is a function
of φ, though it is expected to have a non-zero value even
as φ → 0 [7]. In the following we are concerned with the
“final state” of the system, which in the context of the elec-
troweak phase transition means the low-temperature Higgs
phase, φ ≈ φ0(T ). We shift φ by φ0(T ) so that after the
shift V (φ, T ) ≡ 12 m2(T )φ2, and ignore scalar field self-
interactions. Terms originating from the shift by φ0(T ) have
been included in p0(T ).
The equations presented above should apply in the so-
called hydrodynamic regime [8], i.e. at time and length
scales  1/(α2T ), where α is a coupling characterizing the
interactions within the plasma. At the electroweak epoch
T ∼ 100 GeV, and the Hubble radius is H−1 ∼ 1015T −1.
The bubble distance scale is a macroscopic fraction of the lat-
ter, say 10−2 H−1 [2], and thus indeed huge compared with
1/(α2T ), even if α ∼ 10−2.
2.2 Thermal fluctuations
Whenever dissipation is present, the fluctuation-dissipation
theorem needs to be respected [8]. This implies that the scalar
field equation in Eq. (2.4) should actually be corrected into
φ
;μ
;μ − γ uμφ,μ − m2φ + ξ = 0, (2.5)
where ξ is a stochastic noise term. The autocorrelator of the
noise is assumed to take the form
〈
ξ(X )ξ(Y)〉 = δ(X − Y)√− det gμν
, X = (t, x), (2.6)
where  is a coefficient whose value is determined presently
(cf. Eq. (2.12)).
Let us solve Eq. (2.5) in local Minkowskian coordinates
(gμν → ημν = (−+++)) in a domain of a constant 4-velocity
uμ. Considering times  γ −1 so that initial transients have









P2 + iγP · u + m2 , (2.8)






(2π)d . For γ > 0 the
poles in Eq. (2.8) are in the lower half-plane, and therefore
GR(X ) is a retarded Green’s function. Making use of the
autocorrelator in Eq. (2.6) the 2-point function becomes
〈φ(X )φ(Y)〉 = 
∫
Z





(P2 + m2)2 + γ 2(P · u)2 . (2.9)
We thus see that, in analogy with the real-time formalism
of thermal field theory [9], Feynman rules for this system
contain two types of propagators, the retarded propagator
GR and a statistical propagator 〈φφ〉 originating from the
average GR〈ξξ 〉GR.
The integral over ω can be carried out in Eq. (2.9). In
particular, setting the time arguments equal and denoting
2p ≡ p2 + m2 with p ≡ |p|, we get










0 − p · u +
1
pu




In order to fix the value of, let us compare Eq. (2.10) with
the direct computation of the 2-point correlator in an ensem-
ble defined by the density matrix ρˆ ≡ Z−1e−(Hˆu0−Kˆ i ui )/T ,
where Z is the partition function, Hˆ is the Hamiltonian, and
Kˆ i is the momentum operator. We obtain
Tr
{






×{1 + nB(pu0 − p · u) + nB(pu0 + p · u)
}
, (2.11)
where nB(x) ≡ 1/[exp(x/T ) − 1] is the Bose distribution.
The hydrodynamic description of Eq. (2.10) is supposed to
apply for p, p 
 T . Expanding nB(x) ≈ T/x and com-
paring Eqs. (2.10) and (2.11), we uniquely identify the noise
autocorrelator  as
 = 2γ T . (2.12)
More generally, if φ is not in equilibrium with the medium,
the T in Eq. (2.12) could differ from that in Eq. (2.2).
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2.3 Energy-momentum correlator
Let us now define a “transverse-traceless” (TT) correlator of
the energy-momentum tensor T μν , after choosing the spatial
momentum to point in the z-direction:











With the classical fields that appear in hydrodynamics, oper-
ator ordering plays actually no role. For convenience we
denote the infrared limit of this correlator by
lim
k0,k→0
CTT (k0, k) ≡ 2ηT . (2.14)
Through a standard Kubo relation, η can be interpreted as
an effective overall “shear viscosity” of the coupled system
(fluid + φ), but for the purposes of the present paper Eq. (2.14)
can equally well be taken as a definition of η. In any case,
the infrared contribution to the differential production rate of








where mPl = 1.22 × 1019 GeV is the Planck mass.
Rather than directly computing the correlator in Eq. (2.13),
which could be achieved through the use of Eq. (2.9), it is
illuminating to couple the system to a metric perturbation
hxy(t, z) ≡ hxy e−ik0t+ikz . The response of the expec-
tation value of T xy to this background yields the retarded
correlator [10], from which the time ordering in Eq. (2.13)
can be readily extracted (assuming that the scalar field is in
thermal equilibrium à la Eq. (2.12)):
















Working to leading order in small perturbations (φ, ui ) and
to linear order in hxy , Eq. (2.5) takes the form
(
∂2t +γ ∂t −∇2 +m2
)
φ = ξ −2hxyφ,x,y + O(h2xy, φ ui ).
(2.17)








GR(X − Y) hxy(Y) GR,x,y(Y − Z) ξ(Z).
(2.18)
Inserting into 〈T xyφ 〉 ≡ 〈φ,xφ,y〉, averaging over fluctua-
tions, integrating over energy, and omitting terms suppressed
by k2/γ 2, we obtain






1 − k0(k0+2iγ )42p
. (2.19)
For fixed k0/γ and to leading order in γ 2/2p, we thus find a
Lorentzian shape 1 + iγk0+iγ for the retarded correlator.
2.4 Ultraviolet problem and finite part
Inserting Eq. (2.19) into Eqs. (2.14) and (2.16) yields a scalar













The same result can be obtained from a direct computation of
the correlator in Eq. (2.13), along lines illustrated for normal
hydrodynamic fluctuations in Appendix A.
As is familiar from classical field theory [11,12], the
result is power-divergent at large momenta. Cutting off large





3 + 3(γ 2 − 2m2)]. (2.21)
If the theory is rather regularized on a (comoving) lattice, so
that the autocorrelator in Eq. (2.6) becomes δ(X − Y)/√− det gμν → δx0,y0δx,y/(at a3s ), where at and as are
the temporal and spatial lattice spacings, respectively, par-
tial integration and rotational invariance permit to reduce the





































where p˜i ≡ 2as sin(
as pi
2 ) are lattice momenta and the inte-
gration is carried out over the first Brillouin zone.
The integral in Eq. (2.20) also has a finite part, which can
be determined with dimensional regularization in d spatial
dimensions:
δη|fin =
T md(2 − d/2)







Setting d = 3 and γ ∼ m ∼ α2T , so that we are safely in the
hydrodynamic regime, this is parametrically a very sublead-
ing contribution, δη|fin 
 T 3/α2. (We note that Eq. (2.24)
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becomes negative in the overdamped regime γ  m, but this
is of no concern, given that the full result from Eq. (2.20)
remains positive.)
That Eqs. (2.20)–(2.24) diverge as γ 
 m, is familiar
from other weakly coupled systems [15] and from the con-
tribution of hydrodynamic fluctuations [16].
3 Conclusions
It seems conceptually attractive to incorporate scalar fluctua-
tions into hydrodynamic simulations of cosmological phase
transition dynamics. To begin with, this is theoretically nec-
essary for respecting the fluctuation-dissipation theorem at
a late time when the order parameter is approaching ther-
mal equilibrium. In addition, thermal fluctuations would in
principle lead to automatic bubble nucleations, even if in
practice multicanonical simulations are needed for studying
these rare events with their proper weights [17]. Fluctua-
tions may also induce a first order phase transition [18], even
if this would not happen with a scalar field alone. Finally,
fluctuations would help in probing the instability of growing
bubbles [19].
The practical inclusion of hydrodynamic fluctuations
leads to powerlike ultraviolet divergences. In the regime of
linear perturbations, the contribution from scalar fluctua-
tions is cubically divergent in the formal continuum limit
(cf. Eq. (2.21)), whereas that from normal hydrodynamic
fluctuations is linearly divergent (cf. Eq. (A.18)). There is
perturbative evidence that a cutoff-independent framework
may be obtained by treating shear and bulk viscosities as
“bare” parameters, and introducing counterterms for all pos-
sible thermodynamic functions, even if this leads to a rather
complicated framework (cf. Ref. [20] for recent work and ref-
erences). On a lattice, the loss of rotational symmetry may
also become a concern [11,12]. However, turning the tables,
a “bare simulation” would yield a well-predicted shear vis-
cosity, cf. Eq. (2.22), and a corresponding contribution to the
differential gravitational wave production rate at late times,
cf. Eq. (2.15). The amplitude of this component can be tuned
at will by changing the lattice spacing as or the amplitude
 of the noise auto-correlator. If the value of  deviates
from that in Eq. (2.12), the resulting η scales as 2/(2γ T )2
relative to Eq. (2.22). This behaviour of the overall magni-
tude, together with a corresponding spectral shape, are worth
testing as a clean calibration of the measurement algorithm.
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Appendix A: Contribution from normal hydrodynamic
fluctuations
For completeness and comparison with the scalar field case,
we review here the contribution of normal hydrodynamic
fluctuations to shear viscosity [16,20].
In terms of the fundamental theory, we are considering











where Hˆ is the Hamiltonian, Kˆ i is the momentum operator,
uμu
μ = −1, and Z is chosen so that Tr ρˆ = 1. Factoring out














where V is the volume. Poincaré invariance implies that (cf.









= p(T, 0) ≡ p(T ). (A.3)










= u0ui T ∂T p ≡ u0uiw, (A.5)
where e is the energy and w the enthalpy density. These
expectation values appear as parts of T μνideal = pgμν+wuμuν .
The “susceptibility” related to Kˆ i becomes
lim
V→∞




= Tw δi j . (A.6)
Let us now assume that T and uμ are not constant but
vary slowly, and expand the expectation value of the energy-
momentum tensor to first order in gradients. Following
Ref. [8], small variations cannot be distinguished from occa-
sional long-wavelength thermal fluctuations (Sμν), which
must therefore be added as ingredients:
T μν = T μνideal − ημρνσ
(







−ζμνuγ;γ + Sμν, (A.7)
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where μν ≡ gμν + uμuν is a projector onto directions
orthogonal to uμ, and η, ζ are the shear and bulk viscosities.
The noise correlator takes the form [8,22]
〈











] δ(X − Y)
√− det gμν
. (A.8)
We now restrict ourselves to flat spacetime and consider
small perturbations of T und ui around the equilibrium val-
ues T0 and 0, respectively. Small (non-relativistic) velocity
fluctuations are denoted by vi , and equilibrium values by
p0, e0, w0, η0, ζ0, etc. It is helpful to go over into Fourier
space, f (X ) = ∫P eiP ·X f (P), where P ≡ (ω, p), and we
also define p ≡ |p|. Putting the terms originating from Sμν
on the right-hand side of the equation, defining





















energy-momentum conservation ∂μT μν = 0 implies that the





(ω + i η¯1 p2)ξ0(P) + piξ i (P)
]






0(P) + ωp jp2 ξ j (P)
]
ω2 + i η¯1ωp2 − c2s p2
+
(
δi j − pi p jp2
)
ξ j (P)
ω + i η¯2 p2
.
(A.13)
These are the analogues of Eq. (2.8). Inserting Eq. (A.9),
evaluating the thermal average according to Eq. (A.8), and
noting that to leading order in vi only Si j contributes, the
velocity correlator becomes (cf. e.g. Ref. [23])
〈
vi (P)v j (Q)〉 = δ(P + Q) Gi j (P), (A.14)




2 pi p j
(ω2 − c2s p2)2 + η¯21ω2 p4
+ η¯2
(
p2δi j − pi p j )
ω2 + η¯22 p4
]
. (A.15)
Here δ(P + Q) ≡ (2π)Dδ(D)(P + Q) and D ≡ d + 1.
These are the analogues of Eq. (2.9).
It is useful to crosscheck that Eq. (A.15) reproduces the
susceptibility from Eq. (A.6). To leading order in velocities,
the components S0i have a vanishing correlator. Therefore,
from Eq. (A.7), T 0i  w0vi , and
〈
T 0i (P)T 0 j (Q)〉 is directly
proportional to Eq. (A.15). The equal-time correlator relevant
for Eq. (A.6) can be obtained by integrating Eq. (A.15) over
the frequency,
∫ dω
2π . Thereby we reproduce Eq. (A.6) in d
spatial dimensions.
We now move on to the correlator in Eq. (2.13). From
Eq. (A.7),
T xy ≈ w0vxvy − η0
(
∂xvy + ∂ yvx) + Sxy . (A.16)
According to Eq. (A.8), the noise part gives 〈Sxy(K)Sxy(Q)〉
= 2η0T0δ(K + Q), as expected from Eq. (2.14). In momen-
tum space, the middle term vanishes for K = (k0, k ez) as is
relevant for Eq. (2.13). Following Ref. [16], we consider the














Gxx (P)G yy(K − P) + Gxy(P)G yx (K − P)
]
,
where we inserted Eq. (A.14). Substituting Eq. (A.15), inte-
grating over ω, and setting K → 0 as is sufficient according









4 − 2p2 p2x + 2p2x p2y
4η¯2 p6
+ η¯2(p
2 p2x − 2p2x p2y)













η¯2(η¯1 + η¯2)p2 + c2s
}
, (A.18)
where we made use of rotational symmetry to write
∫
p pi p j pk plφ(p





p pi p jφ(p
2) = δi jd
∫
p p




p2 = 2π2 , and omitting the last term, this agrees with
refs. [16,20]. The last term was omitted because at small
p it is suppressed by ∼ η¯2i p2/c2s compared with the other
terms. In the continuum limit of a hydrodynamic simulation
it should, however, be included as 2/[(η¯1 + η¯2)p2].
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