I. INTRODUCTION The next generation of space and ground based astronomical observatories such as the Next Generation Space Telescope (NGST), the Space Interferometry Mission (SIM) or the Terrestrial Planet Finder (TPF) will significantly surpass the present generation, for example the Hubble Space Telescope (HST), in terms of their sensitivity, angular resolution, spectral resolution and imaging stability [59] , [35] , [17] . The present work is motivated by the need to predict the dynamic behavior of these telescopes during the conceptual and preliminary design phases before substantial resources are committed towards a particular system architecture. Figure 1 shows the HST While the HST has performed admirably well over the last decade [17] , it is essentially a multi-purpose instrurnent providing imaging and spectroscopy capabilities in the wavelength range 0.110-2. 6 [tm], i.e. from ultraviolet (UV) to near-infrared (NIR). In order to achieve this large scope of science capabilities, a number of engineering compromises had to be made. The astronomical science community has realized that specialization is necessary such that the ambitious astrophysical research goals of the first half of the 21st century (e.g. observation of proto-galaxies at high redshifts, z, direct IR detection of extra-solar earth-sized planets out to 15 parsecs) can be achieved [59] . Consequently a number of successor spacecraft have, been proposed (Figure 1 ).
At first sight it appears impossible to attempt a unifled engineering treatment of these various missions due to the large differences iii their respective science objectives. Once these objectives have been broken down into tangible engineering requirements, however, the missions can be analyzed with a common set of tools. All [25] . A summary of the disturbance, sensitivity and isoperformance analysis framework is contained in Appendix A. Outputs of the appended dynamics model are opto-scientific metrics of 1Sometimes these are referred to as pre-whitening filters.
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•:'&c . Another objective is to identify the "key" modal and/or physical parameters of the system that strongly drive the system performance. Sensitivity analysis has been previously identified [25] (costs) and an assessment of risk during these early stages of a program is based on preliminary analyses using simplified models that try to capture the behavior of interest [12] . This was a major driver for the development of tools that allow quantitative analysis and design of these preliminary dynamics models early in a program. The kernel of the performance assessment (disturbance analysis) , sensitivity and uncertainty analysis framework was established by Gutierrez [25] . The fl2-type performances used here are defined in accordance with Zhou, Doyle and Glover [73] .
The theory behind the performance assessment of linear dynamical systems is well-developed. A special case of the general performance assessment of a dynamical system is given when stochastic random noise processes are present. In this instance we speak of disturbance analysis and governing equations and methodologies are presented in random vibration textbooks such as those by Crandall [11] and Wirsching [71] . They characterize the response of systems driven by stochastic inputs in the time-domain (using autocorrelation functions) and equivalently in the frequency-domain (using power spectral density functions). The concept of a linear shaping or "pre-whitening" filter whose input is white noise and whose output is "colored" noise, presumably containing more disturbance energy in some frequency bands than in others, is covered by Brown and Hwang [6] . For the case of state-space systems driven by white noise, the output steady-state covariance matrix is known to be the solution of a Lyapunov equation [25] .
The idea of holding a performance metric or value of an objective function constant and finding the corresponding contours has been previously explored by researchers in other areas. Gilheany [22] for example presented a methodology for optimally selecting dampers for multidegree of freedom systems [22] . In that particular work (Fig.5) Kennedy, Jones and coworkers [41] , [42] , [40] [37] . This code was developed to assist in the synthesis of initial models of optical instruments and to reduce the model creation, analysis and redesign cycle as described by Laskin and San Martin [44] .
Structural dynamics fundamentals, in particular the single degree-of-freedom oscillator are treated by Craig [ 10] . More advanced concepts on the finite-element method are presented by Bathe [2] and Cook [9] . The structural dynamics and controls of large flexible spacecraft have been extensively studied by Junkins and Kim [38] as well as Crawley [12] . As will be seen later the stringent pointing and phasing requirements of optomechanical systems often require closed-loop attitude and optical control. Thus, actuators, sensors, and compensators must be included in the integrated model. Control textbooks by Van de Vegte [69] and Ogata [61] provide an overview of classical control design techniques, while those of Zhou et.al, [73] and Bélanger [3] emphasize modern control theory (state space based). Typically control sys3The objective function in reference [22] [36] creates the sensitivity matrix based on a prescription of optical elements in the system and unit perturbations of the structural degrees-of-freedom. General recommended references for optics are by Born and Wolf [5] as well as Hecht [30] . Telescope optics in particular are described by Rutten and van Venrooij [64] .
When considering a disturbance analysis it is important to enumerate and characterize all potential energy sources that might interfere with the opto-mechanical performance of the system. Eyerman and Shea [18] provide a very complete overview of spacecraft disturbances.
Reaction wheel disturbances are often expected to be the dominant source and Bialke [4] , Davis, Wilson, Jewell and Roden [13] , Melody [52] as well as Masterson [51] [57] can not only improve the numerical conditioning properties of a model, but it also serves as a technique for identifying states that can be eliminated from the model due to low observability and controllability [73] . Additional techniques for balancing large state space models are presented by Laub and coworkers [45] , [46] . For the case of systems dominated by lightly-damped modes, the method proposed by Gregory [23] is an efficient approach for ranking the importance of these modes. An effective pre-balancing technique was proposed by Mallory [49] . A comprehensive view of model quality management was taken by Uebelhart [68] .
A sensitivity analysis provides useful information as to how [67] . Analytical expressions for the sensitivities of performance metrics previously derived by Gutierrez [25] are used throughout this paper. A Lagrange multiplier approach was proposed by Jacques [33] to obtain analytical sensitivities of a system's outputs with respect to various parameters. The calculation of sensitivities requires mode shape and frequency derivatives, which fall under the category of eigenvalue and eigenvector derivatives. A good survey of various eigenderivative methods is provided by Murthy and Haftka [58] . When the parameters are element mass and stiffness properties of a finite-element model, these derivatives can be computed exactly using methods developed by Fox and Kapoor [19] and Nelson [60] . Practical implementation of these methods is done by Kenny [43] , and this work is extended by Gutierrez [25] . Previous work by Hou and Koganti [31] in the context of integrated controls-structure design also makes extensive use of sensitivities. [7] . One particular method is the first-order approach that relates the covariance matrix of output quantities in terms of the covariance matrix of uncertain parameters and the sensitivity matrix of the outputs with respect to the parameters.
The multiobjective design optimization aspects of this work draw on previous research results in multidisciplinary design optimization. A fundamental book on the theory of multiobjective optimization was published by Sawaragi, Nakayama and Tanino [65] . An important application of multiobjective optimization is concurrent control/structure optimization. The objective is to de- [62] . Another example is the work done at NASA Langley Research Center by Maghami [47] . The pointing performance of a large, laboratory testbed was successfully maintained while control effort was decreased. The genetic algorithm approach to evolutionary design of flexible structures developed by Masters was experimentally validated on a closed-loop, truss-like testbed [50] . Mallory [49] presents experiments of slewing, pointing and phasing control of the ORIGINS space telescope testbed.
Apart from the more generic literature in the field we can also find publications devoted to specific missions.
Disturbance analysis results for space optical systems have been presented for SIM by Grogan and Gutierrez [24] , [26] [15] . A preliminary analysis of the dynamics of the Terres- trial Planet Finder mission was also prepared by Miller, de Weck and co-workers [54] .
III. DOCS ANALYSIS FRAMEWORK
The DOCS (Dynamics-Optics-Controls-Structures) framework presented in this paper is a powerful tool set for the modeling and analysis of precision opto-mechanical systems. Its development spans over the last 10 An initial design will usually not be satisfactory without some amount of iteration. The exact analytical sensitivities of the performance with respect to modal or physical design parameters can be useful in this instance. These sensitivities are essential for conducting gradient-based optimization, redesign or uncertainty analyses. This capability is used in the model updating, ControlForge, uncertainty analysis, optimization, sensitivity and isoperformance modules shown in Figure 3 . These activities are part of the "design" category of tools in DOCS. A control tuning engine was developed by Mallory [49] [25] , Jacques [34] , Mallory [48] , [49] , Uebelhart [68] , Masterson [51] , de Weck [14] as well as Miller. Iv The wavefront error performance is omitted here for simplicity, but it is discussed in de Weck's Ph.D. thesis [14] . Table II Reference [14] . The results for the NEXUS pareto optimal designs are summarized in Table III . 
where ji,, = F {w2] is the mean (expected value) of the i-th random process. The mean-square values of the elements of w are simply the diagonal entries in the covariance matrix.
where w2 (t) is the i-th element in w. If w is zero-mean, then the mean-square values and the variances are identi-
The (power) spectral density function S, (CA)) can be obained by taking the Fourier transform of equation (4) +00 sww (w) = F [R (r)] = f_oo (r) e_jwrdr (9) (3\ Note that the 1/2ir factor is not included in the definition " I of the Fourier transform. Other authors [71] 8or root-sum-square (RSS), root-mean-mean-square (RMMS) (10) Evaluating (10) at r = 0 will produce the covariance matrix of w. +00 R(0) = E = ---[ S(w)dw 2ir j00 (11) Equation (11) Once an integrated model of a nominal system design is available, the next step is to assess the performance when the model is subjected to anticipated disturbances. In this paper we will consider 2 performance metrics according to Zhou [73] (19) The disturbances, w, are the inputs to the system, while the performances, z, are the outputs of interest. When measured time histories of the disturbances w (t) exist9, they can be used for time integration of the state space equations (18) . Once the initial condition on the state vector, qp (0), is specified, numerical integration of (18) can then be performed to obtain estimates of the performance time histories z (t). The standard difference method technique approximates the continuous first-order equation (18) (pre- whitening) filter as S, (w) = Gd (w) G (w). The performance spectral density matrix S, can be obtained from [71] 1 °° (24) Taking the square root of cr produces the root-meansquare (RMS) value. It is important to specify whether a PSD is one or two sided and given in Hz or rad/sec [71] (13) containing the disturbance dynamics is appended to the plant model (14) resulting in the overall system model (15) . If the system is asymptotically stable, the state covariance matrix obeys the Lyapunov equation [21] .
AzdEq + Eq4j + BdB = Eq (27) In order to do [25] proposes a Lagrangian approach for obtaining the sensitivities Oaz/OP or based on earlier work by Jacques [33] (28) and computing a matrix triple product (30) .
One problem is that the computational cost of solving (28) Here L2 is the Lagrange multiplier matrix for the i-th performance. The Lagrange multiplier matrix obeys the dual Lyapunov equation given in (34) . Consult References [25] and [33] for a detailed derivation of the GSE. The above equation gives the sensitivity of the variance a, but usually the sensitivity with respect to the RMS is desired.
The results from (29) and (35) are substituted in (36 (37) The matrix partial derivatives such as 5Ad/aP in (35) represent the main difficulty in finding the sensitivities for large order systems. Initial work on sensitivities for modal parameters ( The principal front points, as shown in Figure 15, The active points form a "front" , when connected to each other. The front grows gradually outwards from the initial point until the boundary is intercepted. This is analogous to "moss" , which grows from an initial seed to gradually cover the entire exposed surface of an imaginary R" -dimensional rock. This is shown graphically in Figure 15 . 
