We introduce a recurrent network architecture for modelling a general class of dynamical systems. The network is intended for modelling real-world processes in which empirical measurements of the external and state variables are obtained at discrete time points. The model can learn from multiple temporal patterns, which may evolve on different timescales and be sampled at non-uniform time intervals. We demonstrate the application of the model to a synthetic problem in which target data are only provided at the final time step. Despite the sparseness of the training data, the network is able not only to make good predictions at the final time step for temporal processes unseen in training, but also to reproduce the sequence of the state variables at earlier times. Moreover, we show how the network can infer the existence and role of state variables for which no target information is provided. The ability of the model to cope with sparse data is likely to be useful in a number of applications, particularly the modelling of metal forging.
These outputs are the time derivatives of the state variables at epoch . The second stage of the network is the recurrent part, and implements equation 2 via the one-to-one connections from the network outputs to the state variables (or recurrent inputs). The weights of these connections are set to ¢ . The state variables also feed back into themselves with unit weights. The cycle then repeats for every epoch for which external inputs are defined. What we label as "outputs" in Figure 1 are not outputs in the sense that we usually read values from them. Rather we give them this name to make the analogy with feedforward networks.
In the rest of this paper the indices , and will be used exclusively to count over nodes in the state variable, external input and hidden layers respectively. As there are one-to-one connections between the output and state variable layers, will also be used to label the nodes in the output layer. These indices will also be used to label weights between the nodes, e.g. ! is the weight between the # " © $ . We shall refer to a single such sequence of the variables as a temporal pattern.
Training
The network is trained in the conventional supervised manner by minimizing an error function with respect to the network weights. Optimization of the weights is achieved using an extension of the backpropagation scheme of Rumelhart, Hinton & Williams (1986) . Our network architecture is similar to that of Jordan (1986) , but differs in the important respect that in training our network the error derivatives are propagated to later epochs: although the recurrent weights themselves are not trainable, they can nonetheless be used to propagate errors. The network is trained with one or more temporal patterns. The necessary training data for a single temporal pattern is the sequence of external inputs and associated epoch separations, the initial state variables, and at least one target value. While target values can be specified on any node in the network, we will limit ourselves to the practical situation in which our targets are values of the state variables. Note that the model does not need targets at every epoch: In modelling forging we are often only able to measure a target state variable at the end of the forge. We shall see in section 6 that this is often sufficient to learn the underlying dynamical system.
We will now consider the propagation of training errors for a single temporal process. The error in the T " © $ state variable at epoch
where 7 1
is the target at epoch 
Differentiating equation 10 with respect to an arbitrary weight
The last term is obtained by differentiating equation 8 with respect to
and from equation 7
where ¢ ¢ is the conventional delta function and 
and
and equation 16 into 15
Combining equations 20 and 21 we get . To solve this, the system must be initialised with an initial value of
, which is taken to be zero because the initial state variables are independent of the network weights. The gradient of the error for a single temporal pattern at epoch
These equations allow us to compute an error gradient at every epoch. Note that a target does not have to be defined at every epoch in order to be able to propagate A £ ¢ 1 . We will often want to train the network on several temporal patterns. This can be done quite simply by applying the above recursion relations to each pattern separately. How we then update the weights is a matter of choice. For example, we could update the weights using the gradient calculated at each epoch for each pattern, or we could cumulate the gradients at all epochs for each pattern before updating. This former method is similar to the Real Time Recurrent Learning method of Williams & Zipser (1989) extended to multiple temporal patterns. We choose instead to do "batch" learning in which the gradient is cumulated over all epochs for all patterns, and then update the weights using a conjugate gradient optimizer.
Regularization and a Bayesian Perspective
We regularize training of the network using weight decay, that is by penalizing large weights. The total error which is to be minimized is then
The first term,
, is the sum of errors in equation 10 over all epochs for all patterns (1 ). The weight decay term,
, is the sum over all the weights collected into four groups: state variable to hidden weights; external input to hidden weights; bias to hidden weights; hidden to output weights. Each group has a value, $ , associated with it which controls the scale of the weights.
A Bayesian probabilistic interpretation of training identifies as the probability of the data given the weights (MacKay 1995). The weight decay term is written as
, the prior probability over the weights. Using Bayes' theorem 
we see that is the posterior probability of the weights given the data. It is this quantity which we maximise when training the regularized network. From equation 24, we can consider 3 as a product of Gaussian prior probability distribution over the different groups of weights, with means zero and standard deviations The network offers a number of features which may be useful in practical applications. The first is that the network can learn from more than one temporal pattern. Moreover, these temporal processes can consist of different numbers of epochs, and the time interval between the epochs does not have to be constant. This is useful for learning from temporal patterns which evolve on very different time scales but nonetheless correspond to the same dynamical system. An example is the forging of two pieces of material which are identical other than being of very different sizes and masses.
A second feature is that it is not necessary to have a target value at every epoch when training the network: in addition to an initial ¦ value, only one target ¦ is required. Furthermore, it is not necessary to have an external input defined at those epochs where a ¦ target is defined. Again this is useful in practical situations, as it means that we can measure our process (external input) variables independently of the state variables.
In modelling dynamical systems, there may well be important state variables which cannot be measured. For example, the dislocation density is important in determining the evolution of a material microstructure during mechanical processing, but is time consuming to measure in practice. Our model can use state variables for which there are no target values: we shall refer to these as "unmeasured" state variables. Their purpose is to propagate any additional state variable information required to make correct predictions of the measured state variables. As there are no target values for these unmeasured state variables, they may not even correspond to any physical variables, although we may be able to give them a physical interpretation. An example of their use will be given in the next section.
Application to Synthetic Problems
We now demonstrate the performance of the model on a synthetic problem in which there are two external input variables, 
The autonomous part of this dynamical system (that with the external inputs set to zero) is a decaying harmonic oscillator, with period 1.0 and damping timescale 2.0. The W terms make the temporal processes somewhat more complex, but the overall oscillatory behaviour is retained.
To mimic real processes in which the external inputs are often constrained to be positive (e.g. temperature), the . In all of the following examples, the network had eight hidden nodes and was trained on 50 of the processes. All results shown are for application to the other 50 processes not seen during training. In training, the network is only ever given the initial state variables and targets at the final epoch: it is never given intermediate targets. The hyperparameters were set to Figure 3 shows the " input sequences, and the predicted ¦ sequences in comparison with the true sequences, and shows that the sequence predictions are generally very accurate. However, some of the predicted sequences deviate from the true sequences at early times ( 3 ). This is because the target values (at the final epoch) lie in a smaller region of the state space than do the state variables at earlier epochs ( Figure 4) : The network has only learned the dynamical system (or rather a good approximation to it) in this smaller region of the state space, and its extrapolations to unfamiliar parts of the state space are somewhat poorer. Nonetheless we see that for this particular problem the network is able to recover after % 3 . Figure 2b . Moreover, Figure 6 shows that the network has failed to learn the underlying dynamical system in any region of the state space.
Problems 3 & 4
Problem 3 is similar to problem 2, but now we add to the network an "unmeasured" state variable for which we provide no target information. The goal is that the network will use the unmeasured state variable to propagate any information required to make good predictions for Q . The initial value of the unmeasured state variable was set to zero for all temporal patterns. The same four target sequences as used in the previous two problems are shown in Figure 7 , along with the networks predictions for Q and the unmeasured state variable. In order to achieve such good predicted sequences for Q (other than at early epochs as explained earlier), the network must be using the unmeasured state variable, because we saw in the previous problem that without this the network is unable to predict the Q sequences. While we would not expect the unmeasured state variable to replicate the behaviour of Q (as no target information was provided for it), it nonetheless emulates it closely. Learning Q exactly is not necessary, as any monotonic transformation of Q carries the same information. This can be seen better in Figure 8 , in which we have re-trained the same network from different initial random weights (problem 4). Again the sequences for Q are very close to the true ones, as are the final values (Figure 9a ), but this time the network has discovered a different sequence for the unmeasured state variable. Figure 9b shows that there is an excellent correlation between the values of the unmeasured state variable and the true Q variable at the final epoch. This demonstrates that the network can use the extra degree of freedom provided by the unmeasured state variable to infer the behaviour of a missing variable without being supplied any target information for it.
Problems 5 & 6
In the final two problems, we train a network with one measured state variable (Q ) and two unmeasured state variables, to see what the network does with the extra (redundant) degree of freedom. The sequence predictions are shown in Figure 10 . The Q sequence is again predicted well. What is interesting here is that the network appears to be using both unmeasured state variables. Figure 11a shows the correlations between these two unmeasured variables and Q . Neither correlation is as strong as in problem 4, when we used only one unmeasured state variable. Indeed, it appears from inspection of Figure 10 that some linear combination of the two unmeasured state variables will give a better correlation with the true Q , and this is shown in Figure 11b . While the final epoch values are still predicted well (Figure 11c ), the performance is slightly worse than in problem 4, indicating that the network may have slightly overfitted. This could be alleviated by increasing the values of the appropriate $ weight decay parameters.
If we retrain the same network from different initial random weights, it is possible to get a very different solution for the two unmeasured state variables. One such alternative solution is shown in Figure 12 (problem 6) where we see that the network has made use of only one of the unmeasured state variables. As can be seen in Figure 13 We have tested the network on a number of other problems. In one problem we used a network with two measured state variables and one (redundant) unmeasured state variable. The predictions for Q and Q were almost as good as in problem 1, and the unmeasured state variable was unused, as with one of the state variables in problem 6. We have also had success using variable 1 terms and more complex synthetic problems in which the time derivatives were non-linear functions of the state variables.
Conclusions
We have introduced a discrete time recurrent neural network for modelling dynamical systems. The network architecture is very general, and should be applicable to a wide range of real-world problems. We have shown that the network is capable of learning a dynamical system based on temporally sparse measurements of the state variables. The network can learn from multiple temporal patterns which may be sampled at non-constant time intervals. We have show how the network can infer the existence of a relevant but omitted state variable using an unmeasured state variable for which no target data is provided. The unmeasured state variable was shown to be well correlated with the omitted state variable, thus allowing us to give it a physical interpretation. This ability is likely to be useful in practical situations, such as forging, in which some important state variables can often not be measured. Our model allows the evolution of these usually "hidden" variables to be monitored.
It should be noted that the synthetic problem we presented was a noise-free problem. Noise could be introduced into any of the external inputs, the initial and target state variables and the small compared to the characteristic time scale of the dynamical system being modelled. This is necessary to satisfy the approximation in equation 2. If measurements cannot be obtained at sufficient frequency, this could be accommodated by adding an extra set of output nodes to give higher order terms in the Taylor expansion: these nodes give 
