Wireless Networks: Model and Optimization based approaches to Clock Synchronization, Random Access MAC and Video Streaming by Freris, Nikolaos M.
c© 2010 Nikolaos Markos Freris
WIRELESS NETWORKS: MODEL AND OPTIMIZATION BASED APPROACHES TO CLOCK
SYNCHRONIZATION, RANDOM ACCESS MAC AND VIDEO STREAMING
BY
NIKOLAOS MARKOS FRERIS
DISSERTATION
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Electrical and Computer Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2010
Urbana, Illinois
Doctoral Committee:
Professor P. R. Kumar, Chair
Professor Rayadurgam Srikant
Professor Vivek Borkar, Tata Institute of Fundamental Research
Professor Nitin H. Vaidya
Assistant Professor Yih-Chun Hu
ABSTRACT
We, via a model and optimization-based approach, address three issues related to wireless networks: clock
synchronization, medium access control (MAC) and scalable video streaming.
In Chapter 2 we develop, study and simulate a new model-based distributed network clock synchroniza-
tion protocol. In a network of clocks, a given node is taken as reference and is associated with the time
evolution t. We introduce and analyze a stochastic model for clocks, in which the relative speedup of a
clock with respect to the reference node, called the skew, is characterized by an exponential transformation
of an Orstein-Uhlenbeck process. We study the properties of our model, namely moment and sample path
properties of the stochastic processes, and calculate its Allan variance. We show how our model can be used
to translate the time of a clock to another clock’s units. We study the problem of synchronizing clocks in
a network, which amounts to estimating the instantaneous relative skews and relative offsets, i.e., the dif-
ferences in the clock readouts, by exchange of time-stamped packets between pairs of nodes in the network.
Based on a stochastic model for delays, we derive a scheme for obtaining relative skew measurements in a
communication link by sending two time-stamped packets from node i to node j in order to obtain a noisy
measurement of their relative skew aij . We develop an algorithm for filtering relative skew measurements
across a link (i, j) in order to estimate the logarithm of the relative skew aij . We study the properties of
the algorithms and provide theoretical guarantees on their performance. We also develop an online, cen-
tralized, model-based, asynchronous skew estimation algorithm for optimal filtering of the time-stamps in
the entire network, as well as an efficient distributed suboptimal scheme which demonstrates near-optimal
performance in simulations. Furthermore, we study some implementation issues, and present a scheme for
pairwise relative offset estimation given skew estimates. We use the distributed asynchronous algorithm to
obtain nodal offset estimates from relative offset estimates. We combine our findings into developing a new
protocol for clock synchronization, namely the Model-Based Clock Synchronization Protocol (MBCSP). We
present a comparative simulation study of its performance versus the leading scheme by Solis et al. (2006);
the results show that MBCSP performs better in terms of skew, offset and delay estimation. Finally, we
have performed trace-driven simulation based on time-stamps obtained from Berkeley motes. Our scheme
outperforms that of Solis et al. by 45%, where we used the accuracy in predicting the receipt time-stamp at
the sender as the clock synchronization metric.
In Chapter 3, we study random access based MAC in the framework of network utility maximization
(NUM). There has been much recent interest in protocol design for wireless networks based on maximizing
a network utility function. A significant advance is the observation that a decomposition of the Lagrangian
suggests an approach where transmissions are scheduled to minimize back-pressure. However, a satisfactory
MAC protocol that can realize such a scheduling algorithm is notably missing, and we develop one potential
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scheme. We present a candidate random access MAC protocol that extends an existing algorithm by Gupta
and Stolyar (2006) in calculating the access probabilities. We also consider the online adaptation of access
probabilities using local information about queue lengths and active links. We provide OPNET simulation
results to compare the performance of our scheme with the leading schemes. We estimate the capacity
region of our scheme by simulation for various topologies and multiple flows. Our simulation studies indicate
that our extension in conjunction with an implementation of back-pressure significantly outperforms the
slotted-time algorithm of Gupta and Stolyar (2006).
In Chapter 4, we present performance bounds for random access based MAC using carrier-sense multiple
access (CSMA). In recent work, it was shown that a distributed CSMA-based MAC protocol is throughput-
optimal which, in turn, implies that the class of controlled distributed random access MAC protocols can
support the entire capacity region. It is challenging to study the performance of such schemes in terms of
mean delays and compare it with some known results on the performance of centralized scheduling. We
modify the model of Jiang and Walrand (2008) to obtain Markov chain models that incorporate the queue
lengths as well as the information about the independent set, for single-hop networks. We show that the
delay of the new models yields an upper bound on the delay of the original models. We derive upper and
lower bounds on the mean total delay at the steady-state, and show that these bounds coincide with those for
max-weight scheduling. Finally, we develop a method of deriving upper and lower bounds for random-access
schemes by using linear programs (LPs). We present an optimization program for minimizing the upper
bounds.
In Chapter 5, we consider multihomed scalable video streaming systems where each video is concurrently
transmitted over several access networks to a client. The problem is to determine which video packets of a
video stream to transmit, and associate each video packet with an access network, so that the video quality
at the client is maximized under measured network conditions. We present a network model and a video
distortion model to capture the network conditions and video distortion characteristics, respectively. We
develop a mathematical formulation to find the streaming strategy for maximizing the average video quality at
the client. While the formulation can be optimally solved using exhaustive search or dynamic programming,
doing so takes a prohibitively long time, and is not practical for real-time video streaming servers. In order
to efficiently solve the problem in real time, we propose several suboptimal convex problems along with two
heuristic algorithms. We conduct extensive trace-driven simulations to evaluate the algorithms using real
network conditions and actual scalable video streams. We compare our algorithms against the rate control
algorithms defined in the Datagram Congestion Control Protocol (DCCP) standard. The simulation results
show that our algorithms significantly outperform current systems while being TCP-friendly. For example,
compared to DCCP, our algorithms achieve at least 10 dB quality improvement and result in up to 83%
packet delivery delay reduction. Finally, we study the trade-off between efficiency and optimality: One of
the heuristic algorithms runs faster and is suitable for large-scale streaming systems, while the other one
achieves better video quality and is more appropriate for smaller streaming servers. The convex programming
approach demonstrates a good trade-off between running time and performance.
iii
To my adviser and my family
iv
ACKNOWLEDGMENTS
I would like to express my deepest gratitude to my adviser, Professor P. R. Kumar. This dissertation would
never be possible but for his constant support and wise guidance throughout the years. I want to acknowledge
him not only for giving me the unique opportunity to work with him, being an ultimate source of inspiration
and motivation, but also for his patience and understanding that have created an ideal research ambient for
me.
I want to especially acknowledge my friend Pr. Dimitris Kyritsis for constantly being there for me through
good and hard times. He has always been a great source of support, motivation and wise advice throughout
the years. I want to thank all my friends and colleagues in CSL for the inspiring interaction and for helping
make my life in Chambana enjoyable. In particular, I want to thank Robert McCabe, Hemant Kowshik,
Kunal Srivastava and Jay Unnikrishnan. I want to thank Pr. Vivek Borkar for the excellent collaboration,
wise advice and for serving in my committee. Special thanks go to the staff at CSL, Dan Jordan, Ronda
Rigdon, and Francie Bridges for helping me with the logistics all these years. In particular, I want to
acknowledge Jana Lenz for the great collaboration we had in various matters; her prompt assistance and
positive attitude have made my life a lot easier. Last but not least, I want to thank Janet Peters and Jamie
Hutchinson of the ECE publications office for the thorough and prompt revision of my dissertation.
This dissertation is especially dedicated to my professors at Illinois whose excellent skills, experience and
teaching passion vastly contributed in solidifying my academic background while providing a fun education
experience. Particularly, I want to thank Professors Tamer Basar, R. Srikant, Bruce Hajek, Robert Bauer,
Florin Boca, Dimitri Bertsekas, and, of course, P. R. Kumar.
I want to thank my parents, my sister and my close friends Philon Soteriades, Pr. Giannis Chasiotis and
Kostas Domdouzis for their consistent support and all the great times we spent together. Special thanks
to my best friend for over 23 years, Costas Alexandropoulos, for his dedicated friendship, encouragement
and understanding; our special bond has helped me develop as a person over the years. Last but not least,
Panathinaikos, my favorite team, has always been my ultimate passion and a source of joy, inspiration and
success for my achievements.
v
TABLE OF CONTENTS
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
CHAPTER 1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Clock Synchronization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Medium Access Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Video Streaming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
CHAPTER 2 A MODEL-BASED CLOCK SYNCHRONIZATION PROTOCOL . . . . . . . . . . . 7
2.1 Related Literature on Clock Synchronization . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Stochastic Clock Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Measurement Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Pairwise Synchronization of Two Clocks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5 Network-Wide Smoothing of Pairwise Estimates . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.6 Network Clock Synchronization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.7 Offset Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.8 Model-Based Clock Synchronization Protocol (MBCSP) . . . . . . . . . . . . . . . . . . . . . 29
2.9 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.10 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
CHAPTER 3 CONTROLLED RANDOM ACCESS MAC FOR NETWORK UTILITY MAXI-
MIZATION IN WIRELESS NETWORKS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.1 Related Literature on Medium Access Control . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 An Optimization Based Design of a Random-Access MAC . . . . . . . . . . . . . . . . . . . . 38
3.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
CHAPTER 4 PERFORMANCE BOUNDS FOR CSMA RANDOM ACCESS MAC . . . . . . . . . 50
4.1 Related Literature on CSMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2 Network Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3 Performance Bounds for CSMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
CHAPTER 5 OPTIMAL RATE CONTROL AND STREAM ADAPTATION FOR SCALABLE
VIDEO STREAMING OVER MULTIPLE ACCESS NETWORKS . . . . . . . . . . . . . . . . . . 61
5.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.3 Optimization Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.4 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
vi
CHAPTER 6 CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
AUTHOR’S BIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
vii
LIST OF FIGURES
2.1 Communication via exchange of time-stamped packets. . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Message exchanges between two nodes for offset estimation. . . . . . . . . . . . . . . . . . . . . . 28
2.3 Instantaneous skew and time display for a clock with αi
2i
= 10. . . . . . . . . . . . . . . . . . . . . 31
2.4 Display variance and lower bound for two different clocks. . . . . . . . . . . . . . . . . . . . . . . 32
2.5 Allan variance vs. asymptotic skew difference variance for a clock with αi
2i
= 10. . . . . . . . . . . . 32
2.6 Parameter estimation using Allan variance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.7 Performance degradation of distributed state estimation filter for a linear network with 10 nodes
and random periodic measurements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1 Transmission modes (solid lines indicate active transmissions, dashed lines indicate interference,
and crosses indicate collisions): (a) No parallel transmissions, (b) No simultaneous transmission
and reception, (c) Collision of transmissions to the same node, (d) Interference caused by a
transmission to another node (hidden node problem). . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Interference scenarios in a transmission. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3 Hidden node problem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4 Hidden node scenario causing poor performance of UMAC. . . . . . . . . . . . . . . . . . . . . . . 45
3.5 Effects of varying cr on the total network queue lengths. . . . . . . . . . . . . . . . . . . . . . . . 46
3.6 Capacity region of the different protocols for the network topology in Figure 3.3. . . . . . . . . . . . 46
3.7 Comparison of expected and simulated throughput ratios when varying the link weights. . . . . . . 47
3.8 Service differentiation between the two users. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.9 Linear network with three flows. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.10 Throughput allocation for the three flows in Figure 3.9. . . . . . . . . . . . . . . . . . . . . . . . . 49
4.1 Idealized CSMA model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2 Modified CSMA: Joint queue-length and activation set Markov chain. . . . . . . . . . . . . . 55
5.1 Multihomed streaming over heterogeneous access networks. . . . . . . . . . . . . . . . . . . . 63
5.2 The structure of the considered scalable stream. . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.3 The Simple Rate-Distortion Optimization algorithm. . . . . . . . . . . . . . . . . . . . . . . . 73
5.4 The Progressive Rate-Distortion Optimization algorithm. . . . . . . . . . . . . . . . . . . . . 74
5.5 Sample distortion model accuracy from Crew. . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.6 Simulation of distortion optimization schemes SRDO, PRDO, HC. . . . . . . . . . . . . . . . 77
5.7 Video quality achieved for different numbers of access networks. . . . . . . . . . . . . . . . . . 79
5.8 Video quality comparison: (a) City and (b) overall results. . . . . . . . . . . . . . . . . . . . . 79
5.9 Streaming rate comparison: (a) City and (b) aggregate results. . . . . . . . . . . . . . . . . . 80
5.10 Packet delivery delay. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.11 Trade-off between (a) optimality and (b) computational complexity for City. . . . . . . . . . 81
viii
LIST OF TABLES
2.1 Performance evaluation of clock synchronization algorithms based on data obtained from MAT-
LAB simulations (2 clocks). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2 Performance evaluation of clock synchronization algorithms based on data obtained from MAT-
LAB simulations (5 clocks). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3 Trace-driven simulation of clock synchronization algorithms based on data obtained from
Berkeley motes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.1 Goodness-of-fit comparison in RMSE between the drifting distortion model and another
one used in the literature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.2 Goodness-of-fit comparison in RMSE among different degrees of polynomial. . . . . . . . . . 76
ix
CHAPTER 1
INTRODUCTION
The desire for ubiquitous communication, possibly when mobile, has led to increasing interest in wireless
networks. The nature of the wireless medium makes the design of wireless networks a challenging task.
The wireless channel is a shared broadcast medium and transmissions from a node can be overheard by
neighboring nodes. This results in concurrent transmissions between neighboring links possibly interfering
with one another, which, in turn, leads to packet losses. Link interference is an an important issue faced in
the wireless domain that has no analog in wireline networks. For instance, a change in the transmit power
between any two nodes in a wireless network can change the performance of other links. Such complex
interactions, along with the unpredictable nature of the wireless medium, make the management of wireless
networks difficult, and substantially different from that of wireline networks. Furthermore, in wireless there
is no strict notion of “links”: the network topology depends on the transmit power and may change because
of mobility and time-varying multi-path fading. Overall, wireless networks are substantially different from
wireline networks and their distinct features need to be taken into account in designing protocols to achieve
high throughput, low latency and robustness to mobility.
A wireless ad hoc network is a decentralized network in which nodes forward packets in a multi-hop fashion
in order to deliver the data to the desired destinations. The decentralized nature of such networks requires
developing efficient distributed algorithms for resource allocation: power control, rate control, and medium
access control (MAC). The stage for the movement towards wireless ad hoc networks was set by technologies
such as IEEE 802.11 [1]. Currently, wireless ad hoc protocol design follows the layered architecture of
traditional wireline networks. However, the traditional network stack which separates routing, flow control,
scheduling, and power control is not optimal in the realm of wireless ad hoc networks. A cross-layer design
featuring joint routing-scheduling along with the coupling of the transport layer with the Network and MAC
layers through queue-length information-sharing was shown to be optimal [2–5].
An important bottleneck of the cross-layer design lies at the MAC layer [6] which requires fast and efficient
scheduling of transmissions in order to minimize the number of packet collisions so as to achieve high
throughput and low delays, which are critical for real-time applications like video streaming (cf. Chapter 5).
There are two main approaches for MAC: deterministic scheduling and random-access. The former crucially
depends on accurate time synchronization, and even random access is benefited by slotted transmissions
which also require synchronization. In order to deploy large wireless communication or sensor networks,
time synchronization requirements are stringent and affect both system performance and quality-of-service
(QoS).
An important paradigm where efficient resource allocation of a wireless network plays a significant role,
is in multihomed video streaming, i.e., online-streaming of video across multiple wireless networks. This
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application typically requires high bandwidth and imposes stringent delay requirements, since late video
data cannot be used to improve video quality. A client receives multiple transport streams and combines
them into a single video stream before decoding. In order to render high video quality at the receiver,
on-time packet delivery is crucial. To achieve high streaming quality, a streaming server must choose the
transport stream rate for individual access networks. Modern video streaming systems apply scalable video
coding, where the quality is incrementally improved with the number of received packets. It is important to
develop an application-specific joint rate control and packet scheduling protocol that takes into account both
wireless network characteristics and video characteristics in order to maximize the perceived video quality.
In this dissertation, we study three problems through a model and optimization-based approach: clock
synchronization, random-access MAC and scalable video streaming. In Chapter 2 we propose a stochastic
model for clocks used in wireless networks. We use this clock model to develop a model-based distributed
clock synchronization protocol. In Chapter 3, we propose a candidate distributed slotted random-access
MAC protocol which uses queue-lengths in determining link access probabilities. In Chapter 4, we study a
particular class of MAC protocols using carrier-aense multiple access (CSMA) and derive bounds on their
performance. In Chapter 5, we develop a joint stream rate adaptation and video quality optimization protocol
for multihomed streaming video systems.
1.1 Clock Synchronization
In a network consisting of many agents, different agents need to take actions based on communication with
their neighbors, and time synchronization becomes an important issue. Different clocks generally do not
agree, and this creates issues in determining time in a system-wide consistent fashion. Clock synchronization
is important in wireless networks, sensor networks and distributed networked control systems. Applications
include closing control loops or coordinating events in a decentralized system [7], tracking, surveillance, target
localization [8], data fusion, and scheduled operations like power-efficient duty-cycling. Slotted communi-
cation protocols like random-access MAC [9] as well as environmental monitoring applications also require
accurate clock synchronization. As we head towards the era of event-cum-time driven systems featuring the
convergence of computation and communication with control, the need for well-synchronized clocks becomes
increasingly important, affecting QoS, system performance and safety.
The specific contribution that we outline in the sequel is the introduction of a mathematical model for
clocks and its use for developing new clock synchronization algorithms. Assuming a reference time evolution,
denoted by t, we model the instantaneous relative speedup of a clock, called its “skew,” as a stochastic process
from a parametrized family. The time displayed by the clock is obtained by integrating the skew process
over time. In a network of clocks, the reference may correspond to a reference clock, with respect to which
all other clocks need to synchronize. Thus, clock synchronization amounts to estimating the time displays of
the clocks at given time instants of the reference time. To achieve this, nodes are allowed to exchange time-
stamped packets with their neighbors. However, such packet exchanges undergo a random communication
delay that is unknown. The ultimate goal is to develop a distributed asynchronous algorithm for the optimal
filtering of these measurements and show that it is guaranteed to perform well, by showing that it is stable
and establishing a bound on the variance of the estimates it produces.
In a network of n + 1 nodes, each equipped with its own clock, we develop a mathematical model for
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the time displays of different clocks and further analyze their properties. We denote the display of node
i’s clock at time t by τi(t). With no loss in generality, we assume the time t is defined by node 0’s clock,
where node 0 is the reference node. We call the relative instantaneous speedup of clock i at reference time
t with respect to the reference clock as its “skew,” and denote it by ai(t). We define the “offset” of clock
i at time t as the instantaneous difference between its display and the reference time t, i.e., the quantity
τi(t)− t. For a given clock i, we model its instantaneous skew as a stochastic process given by an exponential
transformation of an Ornstein-Uhlenbeck process, and its time display, τi(t), by the integral of its skew ai(s)
in [0, t]. The instantaneous skews given by our model have expected value 1 at all times, while their variances
are bounded, modelling the fact that the skews of real clocks tend to fluctuate from the nominal value of
1 [10]. The time displays are unbiased, i.e., E[τi(t)] = t but, nonetheless, their variance grows with time.
This unbounded variance corresponds to the physical accumulation of skew errors with time consistent with
actual experiments [10]. We show that if a different clock is taken as reference, the time displays of all other
clocks can be expressed with respect to it using the same model, with different parameters and a change of
time scales. We also calculate the Allan variance [11] of the model, which is a metric for skew stability.
Assuming that packet exchanges are sufficiently frequent and that delays are slowly-varying, we show how
to make noisy measurements of skew. We study the problem of pairwise synchronization, the estimation of
the logarithm of a clock’s skew with respect to the reference time. We show that it can be solved using linear
filtering [12] and further establish its error variance properties.
We further apply the analysis of the pairwise clock synchronization to network clock synchronization. In
this case, the differential equations that are derived for filtering are not readily implementable since they
require integration with respect to the unknown reference time. So we propose an approximation which leads
to an implementable, stable filter with bounded variance.
We propose and analyze three schemes for the network-wide estimation of the skews. We first propose
an off-line algorithm for the filtering of pairwise estimates. We show that using the distributed scheme
of [13], [14], for the smoothing of pairwise estimates is optimal for the network-wide estimation, for a
particular selection of error criterion, namely the sum of the conditional error variances for pairwise estimates
given the link measurements. In addition, we show that the optimal linear filtering equations for the network
case yield an asynchronous scheme which is stable and of bounded variance. We also provide a suboptimal
scheme for a distributed implementation. We address protocol implications and present a scheme to estimate
relative offset estimates based on estimates of the relative skews.
1.2 Medium Access Control
A wireless ad hoc network is a decentralized wireless network in which nodes forward packets in a multi-hop
fashion in order to deliver the data to the desired destinations. The decentralized nature of ad hoc networks
makes them suitable for applications where there exists no centralized coordinating node and where minimal
configuration and quick deployment are desired. The stage for the movement towards wireless ad hoc
networks was set by technologies such as IEEE 802.11 [1]. Currently, wireless ad hoc protocol design follows
the layered architecture of traditional wireline networks. However, the traditional layered approach that
separates routing, flow control, scheduling, and power control may be suboptimal in the realm of wireless
ad hoc networks. Link interference is an example of an important issue faced in the wireless domain that
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has no analog in wireline networks. For instance, a change in the transmit power between any two nodes
in a wireless network can change the performance of other links. Such complex interactions, along with the
unpredictable nature of the wireless medium, make the management of wireless ad hoc networks difficult,
and substantially different from that of wireline networks.
The employment of network utility maximization (NUM) [15] provides mathematical guidance in the design
of network algorithms. In this approach, users determine a utility function, and the network is responsible
to choose their rates, so that the sum of the user utilities is maximized subject to maintaining stability of
the network. In recent years, NUM has also been studied for its use in wireless networks. A significant
insight emerging from the formulation of the NUM problem [2], [16], [5], is that the dual decomposition
suggests a back-pressure scheduling and routing policy in which packets are routed based on the queue
length information of a node’s neighbors.
One significant challenge for the utilization of the NUM approach is that many of the algorithms suggested
by the NUM framework require global information and thus may not be implementable in an actual protocol.
The back-pressure policy1 assumes that each node has instantaneous access to its neighbors’ queue lengths,
but, in practice, this information requires an additional message passing protocol. Moreover, it requires
finding a network-wide backlog weighted maximum schedule, which is an NP-hard problem for general
network topologies and general interference constraints.
The design of a distributed MAC protocol is a concern in the context of the NUM framework. The ultimate
goal is the development of a low overhead scheduling algorithm that achieves the maximum throughput [6].
Clearly though, a distributed scheduling algorithm can, in general, support only a subset of the capacity
region [17] compared to the globally optimal solution, and it is of interest to characterize the tradeoff between
the required message passing and the reduction in sustainable network throughput.
We design a MAC protocol based on [18], using random access embedded in an RTS-CTS-DATA-ACK
handshake, to maximize a utility that is a weighted sum of logarithms of rates for individual flows. This
protocol is designed to improve performance over a pure random access mechanism by employing a four phase
handshake. Our protocol is intended to be a component of a protocol design using the NUM framework.
We also conduct a comparative performance evaluation using a general purpose network simulation package
OPNET [19]. The aim is to investigate the possible gains from NUM in actual networks and to motivate the
need for further research in NUM from a practical standpoint.
This is joint work with Robert McCabe.
1.2.1 Carrier-sense multiple access MAC
Another approach to multiple access is based on carrier sense multiple access (CSMA) random access al-
gorithms. In CSMA, a sending node can sense whether the channel is busy before it initiates a packet
transmission. If it detects the channel to be busy, it waits for a random amount of time (called back-off
time) before it attempts to reserve the channel again. CSMA schemes are readily implementable in a de-
centralized fashion and are widely used in practice (e.g., the four-phase handshake reservation mechanism of
the IEEE 802.11 protocol, cf. Section 3.2.2). It was recently established [20], [21] that the class of CSMA
random-access MAC protocols is throughput-optimal.
1This policy is also referred to Maximum-Weighted Scheduling (MWS). when single-hop flows are considered
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We focus on the MAC layer, so we mostly consider single-hop traffic, but our results generalize to multi-
hop traffic by means of the NUM framework of [20]. We use a modification of the idealized continuous-time
Markov chain CSMA model of [20,22] which assumes Poisson arrivals and exponentially distributed service
times. Our results naturally extend to the more realistic slotted discrete-time Markov model of [21] and to
more general arrival-service patterns through the analysis of [22]. We obtain a positive recurrent, reversible
Markov chain model that incorporates the queue lengths as well as the independent set information. We
show that the mean delay of the new model yields an upper bound on the mean delay of the original model
and derive upper and lower bounds on the mean total delay at the steady-state. These bounds coincide with
those for max-weight scheduling [23] and are tight, in the sense that the mean total delay goes to infinity
if and only if the upper bound goes to infinity. We develop another method of obtaining upper and lower
bounds on mean total delay for random-access schemes, via solving linear programs (LPs).
1.3 Video Streaming
An increasing number of fixed and mobile Internet devices now come equipped with multiple networking
interfaces. It is commonplace to see laptops and handhelds having access to multiple networks with het-
erogeneous and dynamic characteristics. Multihomed systems [24–30] concurrently utilize multiple access
networks for higher aggregate bandwidth, better load balancing, more pervasive connectivity, improved er-
ror resilience, and lower network latency [31]. These benefits are crucial to today’s end users and service
providers. In particular, end users who exclusively access the Internet via 3G data networks may suffer from
insufficient network capacity [32], whereas those who exclusively connect to the Internet through wireless
local-area networks (WLANs) may suffer from frequent disconnections since each access point only covers a
small area. Therefore, end users connected via multiple access networks can enjoy better quality-of-service
(QoS). Service providers may employ multihoming to provide high-quality service in order to attract more
subscribers. More importantly, a service provider may save its transit cost by oﬄoading Internet traffic
to other access networks. Several US mobile service providers have recently reported a staggering 50-fold
increase in data traffic due to smartphone users [33,34]. Given that most 3G data plans are flat-rate, these
mobile service providers need to oﬄoad the Internet traffic over WLANs, whenever that is possible, to remain
profitable [35].
One class of systems that can greatly benefit from multihoming is video streaming systems, as they require
high bandwidth and impose stringent delay requirements. In multihomed video streaming systems, a server
divides each video stream into several transport streams and transmits each transport stream over an access
network. A client receives multiple transport streams, assembles them into a single video stream, and
decodes it. To achieve good streaming quality, the server must carefully choose the transport stream rate for
individual access networks; choosing a low transport stream rate may under-utilize the access network and
result in lower video quality, while selecting a high transport stream rate may lead to network congestion and
video data missing their decoding deadlines. Late video data cannot be rendered to improve video quality.
Hence, efficient rate control for a good trade-off between the achieved throughput and experienced delay is
important for multihomed video streaming.
Once the streaming server determines the transport stream rates, it must convert the video stream into
a format that can be delivered to clients on time. We refer to this conversion as stream adaptation, which
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is traditionally implemented by transcoding [36]. Transcoding, however, is computationally intensive and
may not scale well for streaming systems with many clients [36]. In contrast, scalable video coding [36]
allows efficient stream adaptation without transcoding, achieved by selectively discarding video packets with
proportional video quality degradation. Service providers may leverage scalable video streams to reduce
the deployment cost of streaming servers and transcoders. We note that although scalable streams pay a
small cost in coding inefficiency, a recent study shows that modern H.264/SVC [36] scalable video coders
achieve much higher coding efficiency than previous scalable video coding standards, and even outperform
non-scalable coders currently used in streaming systems, such as MPEG-4 Advanced Simple Profile (ASP)
[37].
We study the joint rate control and stream adaptation problem in scalable video streaming systems in order
to maximize perceived video quality. We consider a unified optimization problem to determine the portions
of a scalable video stream that should be sent over individual access networks, for maximum video quality at
a client, under several constraints including the usage of available bit rate (ABR), the loss incurred by the
round-trip time (RTT) of each access network, and performance measured by rate-distortion (R-D) functions
[38] of individual video frames. We formulate this problem as an integer programming problem. Integer
programming is, in general, NP-hard [39]. We relax this problem into several convex programming problems,
and solve them numerically. We propose two heuristic algorithms for our problem. We conduct extensive
trace-driven simulations with actual network conditions and real scalable video streams, and compare the
performance of our algorithms against a rate control algorithm commonly used in many streaming systems.
Our simulations show that the proposed algorithms lead to higher aggregate streaming rate and better
video quality, compared to the rate control algorithms defined in the Datagram Congestion Control Protocol
(DCCP). For instance our algorithms achieve at least 10 dB quality improvement and result in up to 83%
packet delivery delay reduction over DCCP. One of our algorithms runs faster and is suitable for large-scale
streaming system, while the other achieves better video quality and is more appropriate for smaller streaming
servers. The convex programming approach allows satisfactory trade-off between performance and running
time.
Our contributions can be summarized as follows:
• We jointly formulate the rate control and stream adaptation problem as an integer programming
problem in order to calculate the transport stream rates for individual access networks and the adapted
scalable stream for maximized video quality at a client.
• We relax the integer programming problem into several convex programming problems which are then
amenable to numerical solution using efficient convex programming solvers.
• We propose two heuristic algorithms to solve our problem, both of which run in polynomial time.
We conduct extensive trace-driven, packet-level simulations using actual network conditions and real
scalable streams. Our simulation results show that our proposed algorithms outperform the rate control
algorithms defined in the DCCP standard [40].
This work was conducted at Deutsche-Telekom Research Labs, Los Altos CA, in collaboration with
Chenghsin Hsu.
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CHAPTER 2
A MODEL-BASED CLOCK SYNCHRONIZATION PROTOCOL
In a distributed system consisting of agents which need to take actions based on communication with their
neighbors, centralized coordination is not feasible. For decentralized coordination, accurate clock synchro-
nization becomes an important issue which affects QoS, system performance and safety. Clock synchro-
nization requirements have become stringent in wireless communication networks, sensor networks and dis-
tributed networked control systems. Applications include coordinating actions in a decentralized system [7],
tracking, surveillance, target localization [8], data fusion, and scheduled operations like power-efficient duty-
cycling and slotted communication protocols like random-access MAC.
We propose a model-based distributed network clock synchronization protocol. We introduce and analyze
a stochastic model for clocks, in which the relative speedup of a clock with respect to the reference node,
called the skew, is characterized by an exponential transformation of an Ornstein-Uhlenbeck process. We
study several properties of our model. The problem of synchronizing clocks in a network amounts to esti-
mating the instantaneous relative skews and relative offsets, i.e., the differences in the clock readouts, by
exchange of time-stamped packets between pairs of nodes in the network. We derive a scheme for obtaining
relative skew measurements in a communication link by sending two time-stamped packets from node i to
node j. We develop an algorithm for filtering relative skew measurements and analytically study its perfor-
mance. We develop an online, centralized, model-based, asynchronous skew estimation algorithm for optimal
filtering of the time-stamps in the entire network, as well as an efficient distributed suboptimal scheme which
demonstrates near-optimal performance in simulations. We use a distributed asynchronous algorithm [13]
to obtain nodal offset estimates from relative offsets estimates. We combine our findings into developing a
new protocol for clock synchronization, namely the Model-Based Clock Synchronization Protocol (MBCSP).
We present a comparative simulation study of its performance versus a leading scheme [13]; the results show
that MBCSP performs better in terms of skew, offset and delay estimation. Finally, we present trace-driven
simulations based on time-stamps obtained from Berkeley motes. Our scheme outperforms the one in [13]
by 45%, where we used the accuracy in predicting the receipt time-stamp at the sender as a measure of clock
synchronization performance.
2.1 Related Literature on Clock Synchronization
The simplest model for clocks is an affine model, in which the display of the i−th clock satisfies τi(t) :=
ait+ bi, where t denotes the reference time, ai > 0 is the skew of clock i, and bi ∈ R is the offset of the clock
at reference time 0. An analysis of the feasibility of the problem for the case of affine clocks was carried
out in [41]. It was shown that clock synchronization is impossible even for the best case of a complete
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graph and constant (but unknown) link delays. The uncertainty set was fully characterized. In establishing
impossibility, an idealistic scenario was allowed –time-invariant parameters and noiseless time-stamping–
along with the possibility for exchange of an infinite number of time-stamped packets across every link.
In large networks where synchronization requirements are not too stringent, e.g., Internet, the Network
Time Protocol (NTP [42]) has been used for over two decades. It is a hierarchical protocol with accuracy
of the order of milliseconds [42] attained by synchronization with external sources (typically by using GPS
information) organized in a hierarchy of levels, called strata. Real-time applications in wireless sensor
networks typically require precision in the order of microseconds. In several cases, e.g., indoors, densely
populated downtown areas, or during solar flares, the GPS service may be unavailable.
For more accurate synchronization in sensor networks and networked control a variety of algorithms
have been suggested. Reference Broadcast Synchronization (RBS) [43] is a receiver-receiver synchronization
algorithm, which exploits the broadcast nature of the wireless medium. In RBS, nodes broadcast packets
without any time-stamping on the transmitter side. The nodes that receive the transmitted packets record
the reception times and exchange them with their neighbors, so as to estimate their clock difference, by
assuming that the one-way delays are the same for neighboring nodes. This assumption completely eliminates
the transmitter-side non-determinism, and accuracy depends mainly on the difference of receiver processing
delays. This scheme was tested in actual sensor networks comprising of Berkeley motes using off-the-shelf
802.11 Ethernet, and achieved precision within 11 µs [43].
Timing-Sync Protocol for Sensor Networks (TPSN [44]) is a popular sender-receiver synchronization pro-
tocol which uses time-stamping at the MAC layer to eliminate the transmission delay which is typically
the most variable term in wireless sensor networks. In [44], it was observed and verified by simulations
that TPSN achieves approximately twice the accuracy of RBS for pairwise synchronization. In [45], authors
identify the sources that contribute to packet delivery delay and propose the Flooding Time Synchronization
Protocol (FTSP, [45]). FTSP uses hardware solutions and efficient time-stamping to eliminate all packet
delay factors but the propagation delay, and linear regression to compensate for clock drifts; the precision
that it achieved was measured in the order of 10 µs for a network with several hundreds of nodes. Moreover,
it was found to be very robust to link failures, and dynamic readjustments of the reference node [45].
Given estimates of relative offsets for all links, the next goal is to obtain estimates of nodal offsets with
respect to the reference node. This problem was studied in [46], [13], [14], [47]. Given relative offset
measurements with some known variance, Karp et al. [46] derived the minimum variance unbiased linear
estimate of the pairwise offset differences between any two nodes (i, j). They showed that its variance is
equal to the effective resistance between those two nodes, in an electric network where each link’s resistance
equals the variance of the relative offset measurement. They also derived an iterative algorithm to obtain
the minimum-variance nodal offset estimates.
Solis et al. [13] developed and implemented a decentralized asynchronous algorithm based on spatial
smoothing of pairwise estimates, and performed comparative evaluations. The accuracy achieved was 2 µs
for pairwise synchronization, and 20 µs for a network of 40 nodes, in which FTSP achieved an average
accuracy of 30 µs. In [14] the convergence of a synchronous version of this method was studied, and error
asymptotics for various graph topologies were derived. Barooah and Hespanha [47] derived a similar scheme
which uses the Jacobi algorithm to obtain an iterative solution to a set of linear equations. Giridhar and
Kumar [14] analyzed the performance of a synchronous version of this method, to determine both error
asymptotics, as well as convergence rates.
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The problem of modelling atomic clocks is studied in [48], [49]. The authors suggest linear stochastic
differential equations where the state variables correspond to the phase and frequency deviations of the clock
oscillator. As a metric for clock stability, an index of the quadratic variation of the clock frequency called
Allan variance has been introduced [11] and related to the clock model [49].
2.2 Stochastic Clock Model
We consider a network of n+ 1 clocks with respect to a reference time, denoted by the continuous variable
t, which could correspond to a reference clock, say clock 0. We use τi(t) to denote the display of the i−th
clock at (reference) time t.
To model such time displays τi(t), we first define Ornstein-Uhlenbeck (OU) processes [50] {Xi(·), i =
1, 2, . . . n}:
dXi(t) = −αiXi(t)dt+ idWi(t) ; Xi(0) = 0, (2.1)
where {Wi(·), i = 1, 2, . . . n} are independent scalar Brownian motions, and αi, i > 0 ∀i. Let ai(t) denote
the skew of the i−th node at time t, i.e., its relative speed with respect to the reference clock. We define
ai(t) := ci(t)eXi(t), where ci(t) := e
− 14
2i
αi
(1−e−2αit)
t ∈ R+. (2.2)
The constant ci(t) is chosen so that E[ai(t)] = 1, for each t. Then the clock display τi(t) is given by
τi(t) :=
∫ t
0
ai(t′)dt′; τi(0) = 0. (2.3)
Remark 1. This model also applies for the reference clock 0, by setting 0 = 0. We assume that τi(0) = 0,
i.e., that all clocks start “synchronized,” but that this synchronization is lost by the effect of the varying
skews. Last, note that ai(t) > 0 ∀t ≥ 0, i = 0, 1, . . . , n, which implies that for all clocks i = 0, 1, . . . , n, the
time displays τi(t) are strictly increasing functions of t, i.e., the time displays evolve forward.
Remark 2 (Stochastic differential equation for the skew). From Itoˆ’s formula [12], the skew ai(t) satisfies the
following stochastic differential equation (SDE):
dai(t) = (−αiXi(t) + 
2
i
2
(1− e−2αit))ai(t)dt+ iai(t)dWi(t). (2.4)
Using the fact that Xi(t) = log ai(t)− log ci(t), this further implies that
dai(t) = (−αi log ai(t) + 3
2
i
4
(1− e−2αit))ai(t)dt+ iai(t)dWi(t). (2.5)
Remark 3 (Numerical simulation of OU process). The Ornstein-Uhlenbeck process can be numerically sim-
ulated recursively by
Xi((k + 1)∆t) = (1− αi∆t)Xi(k∆t) + i
√
∆twi(k), (2.6)
where ∆t is the sampling time and {wi(k)} is a sequence of independent standard normal random variables.
9
This method corresponds to both the Euler-Maruyama and Milstein’s methods [51].
2.2.1 Model properties
In this section, we summarize the main properties of our model. In particular, we show that, for each clock,
its instantaneous skew has mean value 1, as mentioned earlier, and further has bounded variance, while the
variance of its display grows unbounded. In addition, we show how to express the time of one clock with
respect to the time of another.
Lemma 1 (Properties of the stochastic model).
For each clock i = 1, 2, . . . , n, we have :
1. The skew satisfies E[ai(t)] = 1,∀t ∈ R+, and supt∈R+ V ar(ai(t)) < +∞.
2. The time display satisfies E[τi(t)] = t, limt→+∞ V ar(τi(t)) = +∞.
Proof. Applying Itoˆ’s formula [12], to the function f(Xi(t), t) := Xi(t)eαit where Xi(t) satisfies (2.1), we get
df(Xi(t), t) = ieαitdWi(t). (2.7)
Hence, the solution of (2.1) satisfies
Xi(t) = i
∫ t
0
e−αi(t−s)dWi(s), (2.8)
which, in turn, shows that Xi(t) is a zero-mean Gaussian random variable whose variance can be computed
by use of Itoˆ’s isometry [12] as follows:
E[Xi(t)2] = 2i
∫ t
0
e−2αi(t−s)ds =
2i
2αi
(1− e−2αit). (2.9)
This further implies that
E[ai(t)] = E[eXi(t)]e−
1
4
2i
αi
(1−e−2αit) = 1. (2.10)
In addition,
V ar(ai(t)) = c2i (t)E[e2Xi(t)]− 1 (2.11)
= e
2i
2αi
(1−e−2αit) − 1↗ e
2i
2αi − 1. (2.12)
By Tonelli’s theorem [52]
E[τi(t)] =
∫ t
0
E[ai(t′)]dt′ = t. (2.13)
From (2.8) and Tonelli’s theorem [52] we get
V ar(τi(t)) =
∫ t
0
∫ t
0
E[ai(r)ai(s)]ds dr − t2, (2.14)
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and E[ai(r)ai(s)] = ci(r, s)E[eXi(r)+Xi(s)], where we define ci(r, s) := e−
2i
4αi
(2−e−2αir−e−2αis) and Xi(r) +
Xi(s) ∼ N (0, σ2i (r, s)) where σ2i (r, s) = −2 log ci(r, s) + 2E[Xi(r)Xi(s)]. Then by (2.8), and use of Itoˆ’s
isometry, we get
E[Xi(r)Xi(s)] = 2i e−αi(r+s)E[
∫ r
0
eαitdWi(t)
∫ s
0
eαitdWi(t)] (2.15)
= 2i e
−αi(r+s)
∫ s∧r
0
e2αitdt =
2i
2αi
e−αi(r+s)(e2αis∧r − 1), (2.16)
where a ∧ b := min(a, b). Therefore
E[ai(r)ai(s)] = e
2i
2αi
e−αi(r+s)(e2αis∧r−1)
, (2.17)
which, in turn, yields
V ar(τi(t)) = 2
∫ t
0
∫ r
0
ef(s,r)ds dr − t2, (2.18)
where f(s, r) := 
2
i
2αi
e−αir(eαis − e−αis). (2.19)
Evaluating the integral (2.18) analytically is not possible, so we study the asymptotic behavior of the
variance. The function f(s, r) is strictly decreasing in r, and strictly increasing in s; therefore for r ≥ s,
f(s, r) ≤ f(r, r). Also note that g(r) := f(r, r) < 2i2αi . This implies that
V ar(τi(t)) < (e
2i
2αi − 1)t2 = Θ(t2), as t→∞. (2.20)
To obtain a lower bound on V ar(τi(t)), we use Jensen’s inequality [52] to get
A := 2t2
∫ t
0
∫ r
0
ef(s,r)ds dr ≥ e 2t2
R t
0
R r
0f(s,r)ds dr = eh(t), (2.21)
where h(t) := 1t2
2i
α2i
(t+ 12αi (1− e−2αit)− 2ai (1− e−αit)) = Θ(1/t) (2.22)
V ar(τi(t)) ≥ (A− 1)t2. (2.23)
(2.24)
But (eΘ(
1
t ) − 1)t2 = Θ(t), hence limt→∞(eΘ( 1t ) − 1)t2 = +∞.
Remark 4. For the i-th clock, the quantity αi
2i
can be used as a measure of the “quality” of the clock. From
(2.11), (2.20), we observe that the asymptotic skew variance and the lower bound on the variance of the
time display of clock i, is increasing in e
2i
αi ; hence as αi
2i
increases, the expected deviation of the clock from
nominal values decreases.
The following result characterizes the sample path behavior of the skew process ai(t) of a given clock i.
Theorem 2 (Sample path properties of skew).
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The skew ai(t) almost surely satisfies
limt→+∞ai(t) = +∞ (2.25)
limt→+∞ai(t) = 0. (2.26)
Proof. It follows from (2.8) that Yi(t) := eαitXi(t) = i
∫ t
0
eαisdWi(s) is a continuous local martingale [50],
with quadratic variation [Yi, Yi]t = e2αit−1, and Yi(0) = 0. Hence the Dambis, Dubin-Schwartz theorem [50],
applies and yields that Yi(t) = Wi([Yi, Yi]t) whence also Xi(t) = ie−αitWi(e2αit − 1). The rest follows from
the fact that for Brownian motion Wi(t) we have that limt→+∞Wi(t) = +∞, limt→+∞Wi(t) = −∞, as an
application of the law of iterated logarithms [53], and from (2.2).
2.2.2 Time translation among different clocks
We show how to translate time among different (non-reference) clocks i and j, for the case αi = αj , i.e., how
to express the time of one non-reference clock in the units of another clock.
Proposition 3. Assume that αi = αj, and consider the time of the j-th clock expressed with respect to the
time of the i-th clock; formally let τ˜ji := τj ◦ τ−1i , i.e., τ˜ji(τ) := τj(τ−1i (τ)). Then
1. τ˜ji(τ) satisfies the following differential equation:
dτ˜ji(τ) =
aj(t)
ai(t)
dτ, (2.27)
where t = τ−1i (τ).
2. For i, j 6= 0, let Xij(t) := Xj(t)−Xi(t). Then Xij(t) satisfies the SDE
dXij(t) = −αXij(t)dt+ ijdWij(t) ; Xij(0) = 0, (2.28)
and
aij(t) :=
aj(t)
ai(t)
= cij(t)eXij(t), (2.29)
where cij(t) :=
cj(t)
ci(t)
= cije
1
4 (
2j
α −
2i
α )e
−2αt
, for cij = e−
1
4 (
2j
α −
2i
α ), ij := (2i + 
2
j )
1
2 1, and Wij(t) is a
standard scalar Brownian motion dependent on Wi(t),Wj(t). (The quantity aij(t) is called “ relative
skew.”)
3. Let X˜ij(τ) := Xij(τ−1i (τ)). Then X˜ij(0) = 0 and
dX˜ij(τ) = −α 1
ai(t)
X˜ij(τ)dτ + ij
1√
ai(t)
dWij(τ), (2.30)
where t := τ−1i (τi).
1Note that in the case that j = 0 we should set i0 = −i, but this would not alter the distribution of the solution of the
SDE.
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Proof. Since τi(t) is a strictly increasing function, it is injective; hence the inverse τ−1i (τ) exists and is also
strictly increasing. By the chain rule, we have that ddτ τj(τ
−1
i (τ)) = τ˙j(t)
d
dτ τ
−1
i (τ) = aj(t)
1
τ˙i(t)
= aj(t)ai(t) , where
t := τ−1i (τ) and we use the notation f˙(t) =
d
dtf(t). To prove the second part, note that the SDE (2.1) is
simply a shorthand for the stochastic integral equation
Xi(t) = −αi
∫ t
0
Xi(t′) dt′ + iWi(t). (2.31)
Then, since αi = αj = α, it follows that
aj(t)
ai(t)
= cij(t)eXij(t) and the result follows from
Xij(t) = −α
∫ t
0
Xij(t′) dt′ + jWj(t)− iWi(t), (2.32)
and Levy’s characterization of Brownian motion [50]. The last part follows by a time-scale change in the
equation
Xij(t) = −α
∫ t
0
Xij(t) dt+ ijWij(t). (2.33)
Setting X˜ij(τ) := Xij(τ−1i (τ)) we get
X˜ij(τ) = −α
∫ τ−1i (τ)
0
Xij(τ ′) dτ ′ + ijWij(τ−1i (τ)). (2.34)
Using the change of variable t′ = τ−1i (τ
′) we get that the drift term −α ∫ τ−1i (τ)
0
Xij(τ ′) dτ ′ becomes
−α ∫ t
0
1
ai(t′)
X˜ij(t′) dt′. Since ai(t) is characterized by a bijective transformation of Xi(t), it is progressively
measurable with respect to the filtration σ(Wij(t)) := σ(Wi(t))
∨
σ(Wj(t)) [53]. Hence it follows that
Mτ :=
∫ τ
0
1√
ai(t′)
dWij(τ ′), for t′ = τ−1(τ ′), is a continuous local martingale [50], M(0) = 0, and its quadratic
variation is [M,M ]τ = τ−1i (τ). Hence the Dambis, Dubin-Schwartz theorem [50], applies and yields that
Mτ = Wij([M,M ]τ ) = Wij(τ−1i (τ)).
Remark 5 (Relative skew properties).
It is not true that E[aij(t)] = 1 nor that E[aij(t)]E[aji(t)] = 1
E[aij(t)] = cij(t)e
1
2E[X
2
ij(t)] = e
2j
2a (1−e−2at) > 1, (2.35)
E[aij(t)]E[aji(t)] ↗ e
2i+
2
j
2a > 1. (2.36)
Remark 6 (Convention). We will use the convention that αi ≡ α for all i = 1, · · · , n, for simplicity. This
is with no serious loss of generality. The “quality” can still be modelled by choosing i, so under this
assumption, we can still allow to have clocks with different models in the network. Of course, for fixed ratio
αi
2i
, αi can be used to control the transient behavior, cf. (2.9).
Lemma 4 (Lp−boundedness).
For any p ≥ 1, the processes Xi(t), Xij(t) are Lp(P )− bounded Gaussian processes. Moreover, the processes
ai(t), aij(t), 1ai(t) ,
1
aij(t)
are Lp(P )− bounded.
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Proof. The case where i = j = 0 is trivial, since then X0(t) ≡ 0, a0(t) ≡ 1. The Ornstein-Uhlenbeck SDE
is a linear SDE; hence the processes Xi(t), Xij(t) are Gaussian, mean 0, and by (2.9), they have uniformly
bounded variance. The rest follows from (2.2), (2.29).
2.2.3 Allan variance
The Allan variance has been studied for atomic clocks [11] as a performance index for clock stability. Fix a
window size T > 0. Consider the average skew of the i-th clock in the interval [t− T, t], given by
a¯i(t) :=
1
T
∫ t
t−T
ai(t′) dt′ (2.37)
=
τi(t)− τi(t− T )
T
. (2.38)
Then the Allan variance σ2a(T ) is defined by
σ2ai(T ) :=
1
2
lim
T ′→∞
1
T ′
∫ T ′
0
(a¯i(t+ T )− a¯i(t))2 dt, (2.39)
provided that the limit exists.
Remark 7 (Approximation of Allan variance). In practice, the Allan variance is approximated based on
N + 1 periodic measurements of clock i’s display with period T by
σ2ai(T ) '
1
2N
N∑
k=1
(a¯i((k + 1)T )− a¯i(kT ))2, (2.40)
where
a¯i(kT ) :=
τi((k + 1)T )− τi(kT )
T
. (2.41)
In the case of a stochastic clock model like the one introduced the Allan variance can be defined by
σ2ai(T ) :=
1
2
lim
t→∞E[(a¯i(t+ T )− a¯i(t))
2], (2.42)
where, again, a¯i(t) =
τi(t)−τi(t−T )
T . The equivalence between the two definitions can be formally established
by the law of large numbers.
The following lemma provides the Allan variance for our model. The proof is an immediate application of
(2.42), (2.37) and (2.17).
Lemma 5 (Allan variance of the stochastic clock model). The Allan variance of the i-th clock is
σ2ai(T ) =
1
T 2
(
∫ T
0
∫ T
0
e
2i
2αi
e−αi|t−s|
ds dt−
∫ T
0
∫ 0
−T
e
2i
2αi
e−αi|t−s|
ds dt). (2.43)
Remark 8. Note that the Allan variance is not the same as the sample variance of skew estimates. It is also
different from limt→∞ 12E[(ai(t+T )−ai(t))2], which for our model is equal to e
2i
2αi −e
2i
2αi
e−αiT , an increasing
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Figure 2.1: Communication via exchange of time-stamped packets.
function of T . We will refer to this quantity as “asymptotic skew difference variance.”2
Remark 9 (System identification). Based on a numerical approximation of Allan variance through periodic
measurements (as in Remark 7) parameters αi, i can be estimated using standard curve-fitting optimization
techniques and the analytical formula (2.43).
2.3 Measurement Model
We model the topology of the communication network by a graph G = (V,E). Node i ∈ V can send packets
to node j if and only if (i, j) ∈ E. We allow such pair of nodes to exchange time-stamped packets. When
a node i sends its k−th packet, it includes a time-stamp of the sent time according to its own clock, s(k)i .
We allow for broadcast, i.e., for a sending packet to be received by two or more neighboring nodes. When
node j receives this time-stamped packet it records the time according to its own clock of when it received
the packet, r(k)i,j . We assume that a packet sent over a link (i, j) undergoes a delay of d
(k)
ij time units (as
measured by units of reference time), which includes not only the electromagnetic propagation delay, but
also the sum of all delays incurred by a packet after it is time-stamped by the transmitter and before it is
time-stamped by the receiver [41]. Delays are typically random, and they are not symmetric or identical
between links [41], so, generally, dij 6= dji and dij 6= dik.
To obtain a noisy measurement of the state Xij on the link (i, j), node i needs to send two consecutive
time-stamped packets to node j. The communication scheme is depicted schematically in Figure 2.1.
Definition 1. For stochastic variables, y(t), x(t) depending on a parameter t, whenever we write y(t) =
x(t) + O(tk), for some real number k, this is to be interpreted3 in the L2(P )−norm; that is to say, there
exists a c > 0, such that E[(y(t)− x(t))2] ≤ ct2k, for all t ∈ (0, 1), whence also limt→0+ E[(y(t)−x(t))
2]
1
2
tk
<∞.
This definition combined with the Cauchy-Schwartz inequality [52] yieldS that O(tk)O(tl) = O(tk+l).
Also, Minkowski’s inequality [52] yields O(tk) + O(tl) = O(tk∧l). The following result [54] shows how to
perform a stochastic Taylor expansion for the processes under study, namely, skews and time displays.
2An analytical evaluation of the double integral is not possible.
3We can also make the obvious extensions for Θ(·),Ω(·), o(·), and handle the vector case. We can similarly define the
asymptotics for the case t→ +∞.
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Lemma 6 (Stochastic Taylor’s expansion).
Let δtk := tk+1 − tk and dk be a positive random variable independent of Wi. Then,
τi(tk+1) = τi(tk) + ai(tk)δtk +O(δt
3
2
k ), (2.44)
τi(tk + dk) = τi(tk) + ai(tk)dk +O(E[d3k]
1
2 ), (2.45)
ai(tk+1) = ai(tk) +O(δt
1
2
k ). (2.46)
Proof. From (2.3), (2.5) we have
τi(tk+1) = τi(tk) + ai(tk)δtk +
∫ tk+1
tk
∫ t′
tk
a(ai(s), s)dsdt′ +
∫ tk+1
tk
(
∫ t′
tk
b(ai(s))dWi(s))dt, (2.47)
a(ai(t), t) := (−αi log ai(t) + 3
2
i
4
(1− e−2αit))ai(t), (2.48)
b(ai(t)) := iai(t). (2.49)
Set A :=
∫ tk+1
tk
∫ t′
tk
a(ai(s), s)dsdt′, B :=
∫ tk+1
tk
(
∫ t′
tk
b(ai(s))dWi(s))dt′, and note that |a(ai(t), t)| ≤
C1(ai(t) + a2i (t)). Hence by the fact that ai(t) is L
p(P )− bounded for all p ≥ 1 (cf. Lemma 4) it follows
that the L2(P )-norm of a(·), b(·) are uniformly bounded, and hence by Tonelli’s theorem [52], A = O(δt2k).
Using Itoˆ’s isometry [12] and Fubini’s theorem [52], we get for some constant C > 0
E[B2] = 2i
∫ tk+1
tk
∫ tk+1
tk
E[
∫ t′
tk
∫ t′′
tk
ai(s)ai(r)dWi(s)dWi(r)]dt′dt′′
≤ C
∫ tk+1
tk
∫ tk+1
tk
t′ ∧ t′′dt′dt′′
= O(δt3k). (2.50)
Then using the fact that O(δt2k) +O(δt
3
2
k ) = O(δt
3
2
k ), for small values of δtk establishes (2.44). Applying the
same analysis to the conditional expectation given dk yields E[(τi(tk + dk)− τi(tk) + ai(tk)dk)2|dk] = O(d3k).
Taking expectations in both sides establishes (2.45). The proof of (2.46) follows along the same lines using
(2.5), Itoˆ’s isometry and the Lp(P )−boundedness of a(·), b(·).
From (2.3), we have the following approximation:
r
(k)
i,j = τj(tk) + aj(tk)d
(k)
ij + e
(r)
k , (2.51)
r
(k+1)
i,j = τj(tk+1)+aj(tk+1)d
(k+1)
ij +e
(r)
k+1, (2.52)
s
(k+1)
i − s(k)i = ai(tk)δtk + e(s)k , (2.53)
τj(tk+1)− τj(tk) = aj(tk)δtk + e(j)k , (2.54)
where e(r)k , e
(r)
k+1, e
(s)
k , e
(j)
k denote error terms that can be made small by making δt
(k),E[d(k)
3
ij ],E[d
(k+1)3
ij ]
small. We make the following assumptions on the delays:
Assumption 1 (Assumption on delays).
We assume {d(k)ij } are positive random variables upper bounded by D, independent across time instants k,
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and links (i, j), and identically distributed across time instants k for a fixed link (i, j), and are independent
of {Wi(t)}.
We now show how to obtain a noisy measurement of the state Xij(tk), by sending two consecutive packets
over link (i, j). From the previous lemma, we get
r
(k)
i,j = τj(tk) + aj(tk)d
(k)
ij +O(d
(k)
3
2
ij ), (2.55)
r
(k+1)
i,j = τj(tk+1) + aj(tk+1)d
(k+1)
ij +O(d
(k+1)
3
2
ij ), (2.56)
aj(tk+1)d
(k+1)
ij = aj(tk)d
(k+1)
ij +O(d
(k+1)
ij )O(δt
1
2
k ), (2.57)
s
(k+1)
i − s(k)i = ai(tk)δtk +O(δt
3
2
k ), (2.58)
τj(tk+1)− τj(tk) = aj(tk)δtk +O(δt
3
2
k ). (2.59)
Subtracting (2.51) from (2.52) and using (2.54), (2.57) and we obtain
r
(k+1)
i,j −r(k)i,j = aj(tk)δtk+aj(tk)(d(k+1)ij −d(k)ij )+O(δt
3
2
k )+O(d
(k)
3
2
ij )+O(d
(k+1)
3
2
ij )+O(d
(k+1)
ij )O(δt
1
2
k ). (2.60)
Now we want to divide this by (2.53). To do this, first note that from (2.53) and the Lp−boundedness of
ai(t), 1ai(t) , it follows that for every m, δs
(k)m
i = Θ(δt
m
k ), where δs
(k)
i := s
(k+1)
i − s(k)i . We get that
1
s
(k+1)
i − s(k)i
=
1
(tk+1 − tk)
1
1
(tk+1−tk)
∫ tk+1
tk
ai(t)dt
≤ 1
(tk+1 − tk)2
∫ tk+1
tk
1
ai(t)
dt, (2.61)
where we used Jensen’s inequality. Now by applying Itoˆ’s formula to the function f(Xi, t) = 1ci(t)e
−Xi , we
get
d
1
ai(t)
= C(
1
ai(t)
, t)dt+D(
1
ai(t)
, t)dWi(t), (2.62)
where C( 1ai(t) , t) := (−
c′i(t)
ci(t)
+ αi log( 1ai(t) + log ci(t)) +
1
2
2
i )
1
ai(t)
and D( 1ai(t) , t) := −i 1ai(t) . By a similar
stochastic Taylor expansion as in (2.47), the analysis in lemma 6, and by the fact that 1ai(t) is L
p(P )−
bounded for all p ≥ 1 (cf. Lemma 4), it follows that
1
s
(k+1)
i − s(k)i
=
1
ai(tk)δtk
+
O(δt
3
2
k )
Θ(δs(k)
2
i )
=
1
δtk
1
ai(tk)
+O(δt−
1
2
k ), (2.63)
whence
r
(k+1)
i,j − r(k)i,j
s
(k+1)
i − s(k)i
=
aj(tk)
ai(tk)
(1 +
d
(k+1)
ij − d(k)ij
tk+1 − tk ) + ek, (2.64)
ek = O(δt
1
2
k ) +O(d
(k+1)
ij )O(δt
− 12
k ) + [O(d
(k)
3
2
ij ) +O(d
(k+1)
3
2
ij )]O(δt
−1
k ), (2.65)
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or, equivalently (noting that log(x+ δx) = log x+O(δx))
log |r
(k+1)
i,j − r(k)i,j
s
(k+1)
i − s(k)i
| = −1
4
(
2j
α
− 
2
i
α
)(1− e−2αtk) +Xij(tk) + log |1 +
d
(k+1)
ij − d(k)ij
tk+1 − tk |+ e
′
k, (2.66)
e′k = O(δt
1
2
k ) +O(d
(k+1)
ij )O(δt
− 12
k ) + [O(d
(k)
3
2
ij ) +O(d
(k+1)
3
2
ij )]O(δt
−1
k ). (2.67)
The quantity yij(tk) := log | r
(k+1)
i,j −r(k)i,j
s
(k+1)
i −s(k)i
| + 14 (
2j
α − 
2
i
α ) can be obtained from measurements
4 while the
quantity vij(tk) := log |1 + d
(k+1)
ij −d(k)ij
tk+1−tk |+ e′k is random, and depends on the rate of delay variations and the
skew variations during the send times of the two consecutive packets. Hence we get
yij(tk) := Xij(tk) + vij(tk). (2.68)
To employ linear filtering as a computationally tractable estimation scheme for the state equation (2.1)
we model vij(tk) as Gaussian noise, i.e., vij(tk) ∼ N (0, σ2ij(tk)).
Note, however, that {e′k} are not independent random variables across time, because aij(t), Xij(t) are
not independent increment processes. We make the assumption that link delays can be made small5; in
particular we assume that E[d(k)
m
ij ] = O(δt
m
k ), for m = 1, 3. This, in turn, implies that e
′
k = O(δt
1
2
k ). We will
also neglect the correlation between e′k for different values of k, which can be controlled by controlling δtk.
From Assumption 1, it follows that by using two distinct packets to get one measurement (cf. Figure 2.1), it
can be controlled by making δtk, δtk+1 small. The sequence {vij(tk)} is modelled as white Gaussian noise.
Its variance will be denoted by σ2ij(tk) and since we assumed that E[d
(k)m
ij ] = O(δt
m
k ) it is reasonable to
assume that the variance sequence is uniformly upper bounded. Since δs(k)
m
i = Θ(δt
m
k ), we can equivalently
assume that E[d(k)
m
ij ] = O(δs
(k)m
i ),m = 1, 3, where δs
(k)
i := s
(k+1)
i − s(k)i . In fact the previous analysis can
be repeated in order to derive the error asymptotics for vij(tk) directly with respect to δs
(k)
i through (2.27),
(2.30) and its equivalent SDE for aij .
The model is summarized as follows.
Measurement model for link (i, j)
In a link (i, j), node j can make a noisy measurement of the logarithm of the relative skew at time tk, aij(tk),
by sending two consecutive packets at times tk, tk+1 and using all four send and receive time-stamps. The
measurement is of the form
yij(tk) := Xij(tk) + vij(tk), (2.69)
where 6
yij(tk) := log |
r
(k+1)
i,j − r(k)i,j
s
(k+1)
i − s(k)i
| − 1
4
(
2j
α
− 
2
i
α
)(1− e−2αtk), (2.70)
and vij(tk) ∼ N (0, σ2ij(tk)), is white Gaussian noise.
4Because of delay variation, it might be that r
(k+1)
i,j < r
(k)
i,j , even though s
(k+1)
i > s
(k)
i , hence the use of absolute value in
the definition of yij(tk).
5A practical scheme to reduce delays via carefully controlling time-stamping is presented in [45].
6For a link (i, j) such that i, j 6= 0, we could also ignore e−2αtk , because neither i nor j has access to t. The error of such
approximation is negligible for large values of t, and is dominated by the noise term.
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2.4 Pairwise Synchronization of Two Clocks
We first describe how to filter the time-stamps in a directed link (i, j) in order to estimate the relative skew
aij(t). In this section, we use tk to denote the time instant (measured in the units of the reference time) at
which the k-th measurement is made.7
Based on the measurement model, this reduces to the continuous-discrete linear filtering problem [12], for
the system
dXij(t) = −αXij(t)dt+ ijdWij(t) ; Xij(0) = 0, (2.71)
yij(tk) = Xij(tk) + vij(tk) ; vij(tk) ∼ N (0, σ2ij(tk)). (2.72)
The solution is given by the discrete Kalman-Bucy filter 8
dXˆij(t) = −αXˆijdt, t ≥ 0 ; Xˆij(0) = 0, (2.73)
Xˆij(t+k ) = Xˆij(t
−
k ) +K(tk)(yij(tk)− Xˆij(t−k )). (2.74)
Since this is a linear system, the conditional error variance is equal to the unconditional error variance
Pij(t) := E[(Xij(t)− Xˆij(t))2] = E[P tij(t)] [12]. The Kalman gain is given by
K(tk) :=
P
t−k
ij (tk)
P
t−k
ij (tk) + σ
2
ij(tk)
, (2.75)
while the conditional error variance satisfies
dP tij(t)
dt
= −2αP tij(t) + 2ij , t ≥ 0, (2.76)
P
t+k
ij (tk) = (1−K(tk))P t
−
k
ij (tk) (2.77)
=
σ2ij(tk)
P
t−k
ij (tk) + σ
2
ij(tk)
P
t−k
ij (tk). (2.78)
The optimal filter is uniformly asymptotically stable, cf. (2.73), and has uniformly bounded variance,
since the unconditional state variance is uniformly bounded, cf. (2.9).
Remark 10 (Estimation of relative skew). The estimate Xˆij(t), and its error variance P tij(t), can be used
to obtain the optimal estimate for the relative skew aij(t). This is because the conditional distribution of
Xij(t) given the measurements at time t, Yt, is N (Xˆij(t), P tij(t)). Hence
E[aij(t)|Yt] = cij(t)E[eXij(t)|Yt] = cij(t)eXˆij(t)+ 12P tij(t). (2.79)
This estimate has uniformly bounded conditional and unconditional variance.
Remark 11 (Antisymmetry property). From the above filtering equations, one can check that if we use the
7This corresponds to t2k for the scheme shown in Figure 2.1.
8Throughout, we use the standard notation for estimates and conditional/unconditional error variances [12].
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measurement yji(tk) := −yij(tk), and assume that σ2ij(tk) = σ2ji(tk), then for all t ≥ 0
Xˆji(t) = −Xˆij(t), (2.80)
Pij(t) = Pij(t). (2.81)
This comes from the facts that
• These conditions are true at time 0.
• If the conditions are true at some measurement time, tk, then they continue to hold true for the whole
interval [tk, tk+1), as is evident from (2.73), (2.76).
• If they are true at t−k , then they are also true at tk, as becomes clear from (2.74), (2.95).
Theorem 7 (Filter error variance).
The error variance of the optimal filter satisfies
P¯ ≤ 1
2
[−(1−A)(Σ2 − E) +
√
(1−A)2(Σ2 − E)2 + 4(1−A)EΣ2], (2.82)
where E := 
2
ij
2α , A = e
−2αT¯ and P¯ , T¯ ,Σ2 denote either the supremum or limit superior of Pij(t), tk+1 −
tk, σ
2
ij(tk), respectively. In particular,
lim
sup(tk+1−tk)→0
sup
t≥0
Pij(t) = 0. (2.83)
Proof. It follows from (2.76) that for t ∈ [tk, tk+1]
P tij(t) = (P
t+k
ij (tk)− E)e−2α(t−tk) + E (2.84)
≤ (P t
+
k
ij (tk)− E)A+ E, (2.85)
where the inequality follows from the fact that Pij(t) ≤ E, for all t ≥ 0. From (2.78), we get that
P
t+k
ij (tk) =
1
1
P
t
−
k
ij (tk)
+ 1
σ2ij(tk)
. (2.86)
Substituting this into (2.85) and taking sup or lim in both sides of the resulting equation yields the inequality
P¯ ≤ ( 11
P¯
+ 1
Σ2
− E)A+ E. Solving this equation leads to a quadratic equation. and the bound.
2.4.1 Implementation issues
In a practical implementation, the optimal estimator is supposed to be run at node j. However, there is
a crucial implementation issue. Even though node j knows the parameters α, ij , and has access to the
measurements {yij(tk)}, it does not know the reference time evolution t, which is the unknown and with
which it is trying to synchronize. Therefore it cannot run the differential equations (2.73), (2.76) determining
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the evolution of Xˆij(t), Pij(t) in between measurements. We propose a practical fix for this that leads to a
stable filter with uniformly bounded estimation error variance.
Let us define ˜ˆXij(τ) := Xˆij(τ−1j (τ)), t = τ
−1
j (τ). Then the differential equation for
˜ˆ
Xij(τ) based on (2.1)
becomes
d
˜ˆ
Xij(τ)
dτ
= − 1
aj(t)
α
˜ˆ
Xij(τ). (2.87)
However, node j has no knowledge of aj(t), which is actually a random process, so (2.87) is not a deterministic
differential equation.
Let us define the suboptimal filter
dX¯ij(τj)
dτ
= − 1
fj(τ)
αX¯ij(τ), (2.88)
where fj(t) > 0, is some function that node j can determine based on the observations {yij(tk)}. We consider
either fj(t) = 1 = E[aj(t)], or fj(t) = E[aj(t)|Ytij ], but our forthcoming analysis will hold for any fj(t) such
that fj(t) > 0, P−a.s. It turns out that any selection of fj(t) yields a filter with bounded unconditional
error covariance, provided that the sequence of noise variances is uniformly bounded. Here, we give a slightly
weaker result whose proof is more straightforward.
The filter (2.87) translated back to reference time units t becomes (by abuse of notation)
dX¯ij(t)
dt
= −aj(t)
fj(t)
αX¯ij(t). (2.89)
Theorem 8 (Properties of the suboptimal filter).
Consider the suboptimal estimator X¯ij(τj) run at node j
dX¯ij(t)
dt
= −aj(t)
fj(t)
αX¯ij(t), (2.90)
where fj(t), is a Ytij− measurable 9 random variable such that fj(t) > 0 a.s. 10. At a measurement let
X¯ij(t+k ) = X¯ij(t
−
k ) + k(tk)(yij(tk)− Xˆij(t−k )), (2.91)
where k(tk) is a Ytk−1ij - measurable random variable, and yij(tk) is the measurement as in (2.69). Assume
that the measurement error variance sequence satisfies
sup
k
σ2ij(tk) < +∞, (2.92)
and that fj(t) ≥ aj(t), a.s. Then
1. The filter is uniformly asymptotically stable.
2. The filter has bounded unconditional error variance for any selection of k(tk), k(tk) ∈ (0, 1) and
9This is a standard notational convenience to denote the σ-algebra generated by the measurements up to time t.
10One possible selection would be fj(t) = e
− 14
2j
αj eXˆj(t)+cPj(t) with c ≥ 3, which gives fj(t) ≥ aj(t) with probability greater
or equal than 0.9985.
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infk k(tk) > 0.
3. If the Kalman gain is defined by k(tk) = min(
P˜−ij (tk)
P˜−ij (tk)+σ
2
ij(tk)
, k), for some k > 0, where
dP˜ij(τj)
dτj
=
1
fj(t)
(−2αP˜ij(τj) + 2ij); P 0ij(0) = 0, (2.93)
(or equivalently
dP˜ij(t)
dt
=
aj(t)
fj(t)
(−2αP˜ij(t) + 2ij); P 0ij(0) = 0), (2.94)
P˜
t+k
ij (tk) =
σ2ij(tk)
P
t−k
ij (tk) + σ
2
ij(tk)
P
t−k
ij (tk), (2.95)
the filter has uniformly bounded unconditional error variance.
Proof. The fact that X¯ij(t) is uniformly asymptotically stable follows by using the Lyapunov function V (x) =
1
2x
2, in (2.90). At an observation, it is plain to check directly from (2.91) and the fact that the noise sequence
{vij(tk)} is white that
P¯
t+k
ij (tk) = (1− k(tk))2P¯ t
−
k
ij (tk) + k(tk)
2σ2ij(tk), (2.96)
P¯
t+k
ij (tk) ≤ max(P¯ t
−
k
ij (tk), σ
2
ij(tk)). (2.97)
From an application of Itoˆ’s formula to (2.71), it follows that
dX2ij(t) = (−2αX2ij(t)+2ij)dt+ 2ijXij(t)dWij(t). (2.98)
Using (2.98), (2.90) and the definition of the unconditional variance, by interchanging differentiation and
expectation we get that
dP¯ tij(t)
dt
= −2αP¯ tij(t) + 2ij + 2αE[X¯2ij(t)(1−
aj(t)
fj(t)
)|Ytij ]. (2.99)
Note that from (2.99),
dP¯ tij(t)
dt
≤ −2αP¯ tij(t) + 2ij ; (2.100)
hence for t ∈ [tk, tk+1) we have P¯ij(t) ≤ max(P¯ij(t+k ),
2ij
2α ), while at a measurement (2.97) holds, so also
P¯ij(t+k ) ≤ max(P¯ij(t−k ), σ2ij(tk)). The third part follows directly from the second.
The following remark summarizes a discrete version of the filter.
Remark 12 (Discrete filter). If the filter does not make estimate updates between measurements, then there
is no need to run a differential equation, and therefore no implementation issue; it is a discrete Kalman filter.
Based on (2.8), its state update equation is
Xij(tk+1) = e−α(tk+1−tk)Xij(tk) + Γ(k)W¯ij(k + 1), (2.101)
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where W¯ij(k), is a Gaussian white noise sequence and Γ(k) :=
ij√
2α
√
1− e−2α(tk+1−tk). Also,
Xˆ
t−k+1
ij (tk+1) = e
−α(tk+1−tk)Xˆt
+
k
ij (tk), (2.102)
P
t−k
ij (tk) = e
−2α(tk+1−tk)P
t+k−1
ij (tk−1) + Γ
2(k), (2.103)
P
t+k
ij (tk) = (1− k(tk))2P t
−
k
ij (tk) + k(tk)
2σ2ij(tk), (2.104)
whence, using an inductive argument,
sup
t≥0
P tij(t) ≤
2ij
2α
. (2.105)
For a practical implementation, we could approximate tk+1 − tk by τj(tk+1)− τj(tk) if i, j 6= 0.
2.5 Network-Wide Smoothing of Pairwise Estimates
In this section we make a connection with a distributed asynchronous scheme for the smoothing of pairwise
estimates that was developed in [13].
We begin the section by presenting a general lemma, and then comment on how this can be used to develop
a network-wide oﬄine state estimator. We denote the L2-norm by || · ||2.
Lemma 9 (A generalized least-squares problem). Given square integrable random vectors X,Y ∈ L2(P ),
where X ∈ Rm, consider the problem of estimating X by AT v where A ∈ Rm×n is a non-random matrix
with (AAT ) invertible, and v ∈ Rn is Y−measurable and square-integrable. If the error criterion is E[‖X −
AT v‖22|Y ], then the unique solution is
v = (AAT )−1AE[X|Y ], (2.106)
which is the same as solving the deterministic least-squares problem for v with error criterion ‖E[X|Y ] −
AT v‖22.
Proof. By the orthogonality principle, we have E[‖X − AT v‖22|Y ] = E[‖X − E[X|Y ]‖22|Y ] + E[‖E[X|Y ] −
AT v‖22|Y ], where the first term is independent of v, and the second one is ‖E[X|Y ] − AT v‖22. Minimizing
the second term over v yields the result.
Let us denote the directed graph of links across which state estimates are available at some given time11
by G = (V,E). We assume that the graph is connected. Let us also denote the reduced incidence matrix of
the graph [55] obtained from the incidence matrix by removing the row corresponding to node 0, by A. Then
AAT is the principal submatrix of the Laplacian of the graph [55], which is known to be positive definite [14]
for connected graphs, and hence invertible. Since Xij = Xj −Xi and X0 = 0,
X = AT v, (2.107)
11We drop the time indices for ease of notation.
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where X = {Xij} ∈ R|E|, A ∈ R|E|×n, v = {Xi}n1 ∈ Rn. Consider now the network-wide estimation problem
as one of determining the MMSE estimate v, with error criterion
E[‖X −AT v‖22|Y ], (2.108)
where Y := {yij} denotes the σ−algebra generated by the measurements obtained till the current time
instant, abusing notation and dropping the time indices. The unique solution is v = (AAT )−1AE[X|Y ],
which implies that we need to have access to the MMSE estimates of Xij given all link measurements.
However, because the Brownian motions Wij ,Wkl are dependent if i or j ∈ {k, l}, these MMSE estimators
are obtained based on measurements on at least 12 all links adjacent to i, j. Therefore, they are not the
same as the pairwise link estimates Xˆij developed in Section 2.4, and cannot be used to obtain the MMSE
estimate v. A simple fix is to redefine the error criterion, with component-wise conditioning, as∑
(i,j)∈E
E[(Xij − (AT v)ij)2|Yij ], (2.109)
whence the MMSE estimate becomes v¯ = (AAT )−1AXˆ, where Xˆ = {Xˆij}. To solve this, we propose using
the efficient asynchronous distributed algorithm of [13,14].
Setting the i− th derivative of F (v) to 0, yields (AAT )iv − AiXˆ = 0, and a straightforward analysis [14]
shows that coordinate descent gives rise to an asynchronous scheme where node i updates its estimate vi
according to
vi =
1
di
∑
j:(i,j)∈E or (j,i)∈E
(vj + Xˆji), (2.110)
where di, denotes the total degree of node i. Note that the scheme is fully distributed and uses no information
about the network topology.
For our problem, spatial smoothing can be used to obtain:
1. Nodal offset estimates from relative offset estimates since τij = τj − τi.
2. Nodal skew estimates from relative skew estimates since log aij = log aj − log ai.
3. Nodal state estimates from relative state estimates since Xij = Xj −Xi.
We note in passing, that the synchronous version of the exact same scheme [14] can be obtained by using
stochastic approximation [56]. In order to solve the system AT v − Xˆ = 0, or equivalently AAT v −AXˆ = 0,
we define the stochastic approximation scheme
vk+1 = vk − ak(AAT vk −AXˆ), (2.111)
since the limiting ODE [56] is v˙(t) = −AAT v + AXˆ. In [14], they substitute ak by a diagonal matrix
D = diag( 1d1 , . . . ,
1
dn
) with entries the inverses of the relative degrees.
12In fact the optimal filter derived in Section 2.6 shows that they might depend on measurements on all links.
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2.6 Network Clock Synchronization
We now develop an asynchronous algorithm for the optimal network state estimation problem given by the
continuous-discrete Kalman-Bucy filter [12] for the state vector Xt = {Xi(t)} ∈ Rn. We use the convention
that all vectors are column vectors. Let us also define node i’s neighborhood Ni := {j ∈ V : j = i, or (i, j) ∈
E, or (j, i) ∈ E}. The following theorem summarizes the optimal continuous-discrete Kalman-Bucy filter
equations [12].
Theorem 10 (Network optimal state estimation).
Suppose that nodes j = 0, . . . n make noisy measurements yij of Xij over links (i, j) ∈ E, in an asynchronous
fashion such that
yij(tk) = Xij(tk) + vij(tk) = M(tk)TX(tk) + vij(tk), (2.112)
where M(tk) ∈ Rn, vij(tk) ∼ N (0, σ2ij(tk)), and
(M(tk))m =

−1, m = i,
1, m = j,
0, else.
(2.113)
Then P tt = Pt, i.e., the conditional and the unconditional covariance coincide. Between measurements, the
optimal filter is given by
dXˆt
dt
= −αXˆt, Xˆ0 = 0, (2.114)
dPt
dt
= −2αPt + E2, P0 = 0n×n, (2.115)
E = diag(21, . . . 
2
n). (2.116)
At a measurement, the estimate is updated as follows:
(Xˆt+k )m = (Xˆt−k )m +K(tk)(yij(tk)− Xˆj(t
−
k ) + Xˆi(t
−
k )), (2.117)
K(tk) =
P
t−k
mj − P t
−
k
mi
ck
(2.118)
(P t
+
k )ml = (P t
−
k )ml −
(P t
−
k
mj − P t
−
k
mi)(P
t−k
jl − P
t−k
il )
ck
, (2.119)
where ck := P
t−k
ii + P
t−k
ij − 2P t
−
k
ij + σ
2
ij(tk). It is uniformly asymptotically stable with uniformly bounded
covariance.
It is straightforward to extend this scheme to account for the case that two or more measurements are
taken at the same time instant tk.
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Nodal skew estimates aˆi and relative skew estimates aˆij can be obtained by means of
aˆi(t) = ci(t)eXˆi(t)+
1
2P
t
ii(t), (2.120)
aˆij(t) = cij(t)eXˆj(t)−Xˆi(t)+
1
2 (P
t
ii(t)+P
t
jj(t)−2P tij(t)). (2.121)
2.6.1 Protocol considerations
The optimal state estimator cannot be implemented as is in a decentralized fashion. Except for the im-
plementation issues discussed in Section 2.4.1, (2.114) and (2.115) can be implemented in a decentralized
fashion such that, for instance, node i updates the state estimate (Xˆt) and the i−th row of the covariance
matrix Pt. However, the same is not true at a measurement. In fact, for a connected graph (the situation
considered here) all entries may be non-zero, which, in turn, implies, cf. (2.117), (2.119), that the filter
updates at a measurement cannot be run in a decentralized fashion. The rationale for this is as follows: Just
before the first measurement, the covariance matrix is diagonal, and after the first measurement, say at link
(i, j), all entries pkl, where k or l ∈ i, j are updated. Even if we assume that the covariance matrix is local
(i.e., pml = 0, if (m, l) 6∈ E) then this will not be necessarily the case after a measurement at link (i, j) since,
as is evident from (2.119), the entry pml will be updated even if (m, l) 6∈ E, provided that m, l ∈ Ni ∪ Nj .
In particular, nodes that are two hops away will update their corresponding covariance entry. In fact, for a
connected graph, there exists a series of measurements after which all entries of the covariance matrix and
the state estimator are updated at a measurement in a link.
Therefore, the optimal state estimation algorithm is, by nature, centralized and there would need to
be some message passing in order for all nodes to agree on the error covariance matrix which is used in
determining the Kalman gains.
Another issue is that relative skew estimates do not have the symmetry property, i.e., aˆij 6= 1aˆji in general
as is evident from (2.79); in fact, from (2.79) and Remark 11, it follows that
aˆij(t)aˆji(t) = eP
t
ij(t) ≥ 1. (2.122)
2.6.2 A distributed filter for skew estimation
We now describe a distributed suboptimal filter for network-wide estimation of skews. In order to design
a distributed algorithm, we impose a constraint on the structure of the gain K(tk). In particular, on a
measurement at link (i, j), we allow (K(tk))m 6= 0 only if m ∈ {i, j}, which implies the constraint that only
the state estimates Xˆi, Xˆj will be updated. Then,
P t
+
k = (I −K(tk)M(tk)T )P t
−
k (I −K(tk)M(tk)T )T + σ2ij(tk)K(tk)K(tk)T , (2.123)
where M(tk) is as in (2.113). The elements of the covariance matrix are updated as follows: If m, l 6∈ {i, j}
then p+ml = p
−
ml. If m 6∈ {i, j}, then
P+mi = (1 + ki)P
−
mi − kiP−mj , (2.124)
P+mj = kjP
−
mi + (1− kj)P−mj . (2.125)
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Finally
P+ii = (1 + ki)((1 + ki)P
−
ii − kiP−ij )− ki((1 + ki)P−ij − kiP−jj) + k2i σ2ij , (2.126)
P+ij = (1 + ki)(kjP
−
ii + (1− kj)P−ij )− ki(kjP−ij + (1− kj)P−jj) + kikjσ2ij , (2.127)
P+jj = kj(kjP
−
ii + (1− kj)P−ij ) + (1− kj)(kjP−ij + (1− kj)P−jj) + k2jσ2ij , (2.128)
where ki, kj are the i−th and j − th entries of K(tk). Note that the only diagonal entries of P that are
updated are P+ii , P
+
jj . So minimizing the trace over ki, kj boils down to minimizing P
+
ii over ki, and P
+
jj over
kj . This yields ki = − bi2a , kj = − bj2a for
a := P−ii + P
−
jj − 2P−ij + σ2ij > 0, (2.129)
bi := 2(P−ii − P−ij ), (2.130)
bj := 2(P−ij − P−jj), (2.131)
from which it follows that Pii, Pjj decrease at a measurement, i.e.,
P+ii = −
b2i
4a
+ P−ii , (2.132)
P+jj = −
b2j
4a
+ P−jj . (2.133)
Remark 13. From (2.124), it follows that Pml might be updated even if (m, l) 6∈ E , as was the case in the
centralized filter. However, this does not constitute a problem for implementation, because the gains depend
only on entries of the covariance matrix which are either diagonal or correspond to links.
Remark 14. It follows from (2.132) that P+ii =
[P−ii (P
−
jj+σ
2
ij)]−(P−ij )2
(P−ii+P
−
jj+σ
2
ij)−2P−ij
. If we assume that P+ii ≤
P−ii (P
−
jj+σ
2
ij)
P−ii+P
−
jj+σ
2
ij
,
e.g. if P−ij ≤ 0, or P−ij ≈ 0, then we are in the setup of Theorem 7 and we can apply the analysis therein to
derive variance bounds by substituting Σ2 by Pj + Σ2 where Pj ,Σ2 denote upper bounds on Pjj , σ2ij(tk).
2.7 Offset Estimation
We have studied the problem of optimal estimation of the state (logarithms of skews) and the skews. However,
clock synchronization ultimately amounts to estimating nodal offsets with respect to a reference clock [41].
Developing a continuous-discrete filter for the estimation of τi(t)−t is problematic because of the dependency
of the time displays τi(t) on the skew ai(t) in (2.3). Under the assumption of unknown delays, it was shown
in [57] that the relative offset between two clocks cannot be estimated unless delays are assumed to be
symmetric, or have a known affine characterization of asymmetry [41]. For a link (i, j), we will assume that
delays, as measured in reference clock units, are symmetric. We will use two packets, one sent from node i to
node j, and the other sent from node j to node i, together with an estimate of the pairwise skew (as obtained
by the pairwise filters in Section 2.4) in order to make an estimate of the relative offset τij := τj − τi. The
estimate can be obtained in a similar way as done in [41], given an estimate of the relative skews aˆij(k), aˆji(k)
(cf. (2.29)), by ignoring skew variations between the sent times of the two packets. From Figure 2.2 and
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Figure 2.2: Message exchanges between two nodes for offset estimation.
using the notation therein we get:
rij(k) = si(k) + τij(t1) + dij , (2.134)
rji(k) = sj(k) + τji(t3) + dji, (2.135)
τij(t3) = τij(t1) + (sj(k)− rij(k) + dij)(1− aˆji(k)), (2.136)
τij(t4) = τij(t1) + (rji(k)− si(k))(aˆij(k)− 1), (2.137)
where dij , dji are the delays as measured by the local clocks, j, i respectively. Using τji(t3) = −τij(t3) and
dij = aˆijdji we get:
τˆij(k) = −r(k)ji + (s(k)j + aˆij dˆji), (2.138)
dˆij(k) :=
1
2aˆji
[(r(k)ji − s(k)j ) + (r(k)ij − s(k)i ) + (s(k)j − r(k)ij )(1− aˆji)]. (2.139)
An analysis of (2.138) based on stochastic Taylor approximation cane be carried out in a similar way as
was done in Chapter 2.3, so as to bound the approximation error.
Using this scheme, pairwise estimates of the relative offsets can be obtained. Then, the spatial smoothing
algorithm [13, 14] presented in Section 2.5 can be used for the oﬄine smoothing of the pairwise estimates,
since relative offsets also satisfy constraints of the form τij = τj − τi.
2.7.1 Performance evaluation of clock synchronization algorithms
Because of link delays, it is impossible for a node to have instantaneous access to another node’s clock display,
and we need the scheme of the previous section to estimate relative offsets. The relative offset estimates
cannot be used as a practical metric for clock synchronization performance. A measure of performance can
be derived based on the fact that (cf. Figure 2.1)
a¯ij(tk) = |
r
(k+1)
i,j − r(k)i,j
s
(k+1)
i − s(k)i
|, (2.140)
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if the link delays of the two packets (as measured in clock i’s units) are assumed to be the same constant.
We use the a¯ij(tk) to denote the average relative skew in the interval [s
(k)
i , s
(k+1)
i ] of clock i. Node i can
predict the receipt time of the second packet, s(k+1)i , using s
(k)
i , r
(k)
i,j , s
(k+1)
i and an estimate of a¯ij(tk). This
can be then compared to the actual receipt time to obtain a measure of clock synchronization.
2.8 Model-Based Clock Synchronization Protocol (MBCSP)
In this section, we combine the previous results to present a model-based distributed clock synchronization
protocol. We consider the same abstraction regarding the network topology as in Section 2.6.
Nodes can exchange time-stamped packets with their neighbors in an asynchronous fashion. We consider
two modes of communication:
Skew estimation A node i sends two packets with minimal time separation to a neighboring node j as
explained in Section 2.3 and depicted in Figure 2.1. Node i includes its parameter i in the second
packet sent to node j, along with its state estimate Xˆi and pii, pij .
Offset estimation A node i sends a packets to node j. Upon receipt, node j sends a packet to node i.
Node i includes its parameter i, along with its state estimate Xˆi and pii, pij in the first packet sent
to node j. This is depicted in Figure 2.2.
In both modes, the sending node time-stamps and includes in the packet the time (according to its local
clock) that it sends a packet while the receiving node time-stamps the time (according to its local clock)
that it receives a packet.
An arbitrary node in the network, say node i, is required to store parameters α, i, as well as the following:
1. Its state estimate Xˆi.
2. The i-th row of the covariance matrix, {Pij}nj=1.
3. Its nodal offset estimate τ̂i − t.
4. For any neighboring node, say node j, the relative offset estimate τˆij .
5. The last time, according to its local clock, that it performed a state estimate update (along with an
update of the i−th row of the covariance matrix), based on either (2.114), (2.115) or (2.117) and the
covariance update equations of Section 2.6.2. We denote this time by ui.
Each node is responsible for calling three routines:
Skew update Upon receipt of the second packet in the skew estimation mode, say from node i to node j
(see Figure 2.1), node j has all four time-stamps s(k)i , s
(k+1)
i , r
(k)
i,j , r
(k+1)
i,j , as well as α, i, j . Node j
makes a measurement according to (2.70); if node i is node 0 then tk = s
(k)
i , otherwise r
(k+1)
i,j can be
used instead. Before node i sends the second packet, it updates its state estimate along with the i−th
row of the covariance matrix according to
Xˆ
t−k+1
i (tk+1) = e
−α∆tkXˆt
+
k
i (tk), (2.141)
P
t−k
ij (tk) = e
−2α∆tkP
t+k−1
ij (tk−1) +
2j
2α
(1− e−2α∆tk)Ij=i, (2.142)
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where I denotes the indicator function, and ∆tk := tk+1− tk; it can be approximated by the difference
s
(k+1)
i −ui. Node i includes its updated state Xˆi as well as the updated values for Pii, Pij . Finally, node
i sets ui = s
(k+1)
i . Upon receipt of the second packet, node j updates its state estimate along with the
j−th row of the covariance matrix according to (2.141), (2.142) where now ∆tk can be approximated
with r(k+1)i,j − uj , and then uj is updated to r(k+1)i,j . Then, node j calculates the state and covariance
updates after the measurement based on (2.117), along with the covariance update equations of Section
2.6.2. Node j can send an ACK packet to node i and i performs the same tasks as j.
Relative offset update Before the sender, say node i, sends the first packet in the offset estimation mode
to a receiver, say node j, (see Figure 2.2), node i updates its state estimate Xˆi and the i−th row of the
covariance matrix according to (2.141), (2.142) where now ∆tk can be approximated with s
(k)
i −ui, and
then ui is updated to s
(k)
i . Node i includes in this packet Xˆi, Pii, Pij . Upon receipt of this packet, node
j also updates its state estimate Xˆj and the j−th row of the covariance matrix according to (2.141),
(2.142) where now ∆tk can be approximated with r
(k)
i,j − uj , and then uj is updated to r(k)i,j . Then,
node j can estimate aˆij , aˆji based on (2.121), where t is approximated by s
(k)
i and r
(k)
i,j , respectively.
A symmetric estimate can then be calculated by aˆij ←
√
aˆij
aˆji
, and aˆji = 1aˆij .
Upon receipt of the second packet in the offset estimation mode, from node j to node i (see Figure 2.2),
node i has all four time-stamps s(k)i , r
(k)
i,j , s
(k)
j , r
(k)
j,i along with the estimate aˆij , so it can perform offset
and delay estimation according to (2.138) and (2.139). The delay estimate needs to be non-negative
so we set dˆij = max(dˆij , 0), and dˆij = aˆij dˆji. Node i can send an ACK packet to node j in order to
agree on an estimate τˆji(k) = −τˆij(k).
Spatial smoothing Upon the completion of the relative offset update, nodes i and j perform a spatial
smoothing update based on (2.110) where vi represents τ̂i − t and Xˆji represents τˆji.
Time prediction Upon completion of the skew update task (after the receipt of the second packet in the
skew estimation mode, say from node i to node j (see Figure 2.1) ) node i can compute the predicted
receipt time of the second packet ,r(k+1)i,j , if the ACK packet contains r
(k+1)
i,j based on the discussion
in Section 2.7.1. This requires a calculation of aˆij , which can be performed in the exact same way as
was done in relative offset update. Node i can then obtain the difference of the predicted receipt time
to the actual value r(k+1)i,j . The same difference is computable by node j.
We refer to this protocol as the model-based clock synchronization protocol (MBCSP). We have imple-
mented MBCSP in Matlab with the graph abstraction for the network topology (cf. Section 2.3). In order
to make the scenario realistic with the interference in wireless networks, we have also implemented a simple
MAC [9] mechanism, where two interfering transmissions destructively collide. We use the primary inter-
ference model [9], in which a node cannot be transmitting a packet to more than one nodes and cannot be
receiving a packet from more than one node. Moreover, a node cannot transmit if it is receiving a packet.
These constraints require the activation set, defined as the set of links activated at each time, to be a
matching [55].
We test MBCSP against the protocol of [13], which will be hereafter referred to as Spatial Smoothing
(SS). In this protocol, relative skews are calculated based on only link relative skew measurements using
exponential forgetting. Nodal skew estimates are obtained using spatial smoothing as explained in Section
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Figure 2.3: Instantaneous skew and time display for a clock with αi
2i
= 10.
2.5. Relative offset estimates are obtained using the formulas in Section 2.7, and are consequently smoothed
using spatial smoothing to obtain nodal offset estimates.
We have also implemented a protocol that performs relative skew estimation using the pairwise filter of
Section 2.4 instead of the distributed network filter of Section 2.6.2. Nodal skew estimation is accomplished
using the spatial-smoothing algorithm (cf. Section 2.5) while offset estimation is carried out in the exact
same way as MBCSP. We refer to this as Hybrid protocol. Its performance is expected to lie in between that
of SS and MBCSP, which we validate in the next section.
2.9 Simulations
In this chapter we present simulation results of the model properties and the performance of the clock
synchronization protocol.
In Figure 2.3 we present a simulation of the skew and time display of a clock with αi = 10, i = 1 for 30
reference time units, using Matlab. The fluctuations in the instantaneous skew give rise to a time-varying
offset.
In Figure 2.4 we present a simulation of the clock display variance (cf. (2.18)) and its lower bound (cf.
(2.23)) for two different clocks, with parameters αi = 10, i = 1 and αi = 10, i = 10 for 20 reference time
units. The upper bound (cf. (2.20)) is not displayed because it appears to vastly overestimate the variance.
Both the variance and its lower bound appear to grow linearly with time; in fact we applied a curve-fitting
approach with a nominal curve axb, and the exponent was estimated close to 1 in both cases with small
mean-square error (MSE).
In Figure 2.5 we illustrate the Allan variance of a clock with the same parameters as above and a comparison
with the performance index of Remark 8. Unlike the index of Remark 8, the Allan variance is not an increasing
function. However, the approximation is good for small values of T .
In Figure 2.6, we present the measured Allan variance for a Berkeley mote clock [13], as well as the best fit
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Figure 2.4: Display variance and lower bound for two different clocks.
Figure 2.5: Allan variance vs. asymptotic skew difference variance for a clock with αi
2i
= 10.
for the Allan variance of our model (2.43) using Matlab; the parameters corresponding to the best fit were
αˆi = 66.4, ˆi = 4.15 · 10−5. It is evident that the model can only capture a decay of the Allan variance with
τ but is unable to capture the fact that Allan variance appears to increase for τ ≥ 60s. However, note the
the scale is logarithmic and the average absolute error of the fit is 4.4659 · 10−10.
We have studied the performance degradation of the distributed filter of Section 2.6.2 as opposed to the
optimal centralized Kalman filter (cf. Section 2.6) for various network topologies. In all cases, the variance
of the suboptimal filter was very close to the optimal variance. In Figure 2.7, we present the average state
variance (trace of the covariance measurement divided by the size of the state) for a linear network with 10
clocks with parameters α = 10,  = 1. Measurements take place every T = 0.002 times units, and for each
measurement, one links is selected at random. The performance degradation is defined as the ratio of the
distributed filter variance to the variance of the optimal Kalman filter.
We have simulated the performance of MBCSP against both SS [13] and the Hybrid scheme defined in
the previous section. The results in Tables 2.1, 2.2 were obtained for complete graphs of two and five clocks
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Figure 2.6: Parameter estimation using Allan variance.
Figure 2.7: Performance degradation of distributed state estimation filter for a linear network with 10 nodes and
random periodic measurements.
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respectively. The clock parameters are set to α = 10,  = 1. The time precision, i.e., the sampling time
of the numerical simulation (cf. remak 3), is set to ∆t = 10−5. Delays are generated as random variables
which are independent, and uniformly distributed with mean 500∆t. For skew estimation, the two packets
of Figure 2.1 are sent with a separation of 40∆t, while the second packet for offset estimation (cf. Figure
2.2) is sent 20∆t after the first one is received. Measurements are performed at random times and random
links with frequency 1|E| for skew estimation, and 6|E| for offset estimation, where the unit time is defined
as 1∆t mini-slots, and |E| is the number of directed links in the network. We have conducted the simulations
for 120 time units and different realizations of the white noises. The results of Tables 2.1, 2.2 illustrate
mean absolute errors (MAE); we use three indices, namely the nodal skew estimation MAE, nodal offset
estimation MAE, and the MAE in predicting receipt times (cf. Section 2.7.1). The columns labelled as “No
sync” are used to present the mean absolute real values of the corresponding quantities.
Table 2.1: Performance evaluation of clock synchronization algorithms based on data obtained from MATLAB
simulations (2 clocks).
Node Offset Skew Prediction
No sync SS Hybrid MBCSP No sync SS Hybrid MBCSP SS Hybrid MBCSP
1 0.00000 0.00000 0.00000 0.00000 1.00000 0.00000 0.00000 0.00000 0.01657 0.01359 0.01364
2 0.57687 0.00131 0.00120 0.00119 1.00548 0.20866 0.16970 0.17014 0.01657 0.01359 0.01364
Table 2.2: Performance evaluation of clock synchronization algorithms based on data obtained from MATLAB
simulations (5 clocks).
Node Offset Skew Prediction
No sync SS Hybrid MBCSP No sync SS Hybrid MBCSP SS Hybrid MBCSP
1 0.00000 0.00000 0.00000 0.00000 1.00000 0.00000 0.00000 0.00000 0.04115 0.02609 0.02655
2 0.60233 0.02310 0.02308 0.02307 1.02628 0.21036 0.18741 0.17734 0.04113 0.02610 0.02656
3 0.29349 0.02044 0.02038 0.02038 1.01466 0.22604 0.17117 0.16513 0.04111 0.02609 0.02655
4 1.71270 0.02049 0.02043 0.02043 0.98548 0.21835 0.16800 0.16808 0.04111 0.02610 0.02654
5 0.48743 0.02193 0.02193 0.02191 1.00192 0.21063 0.16870 0.16165 0.04115 0.02609 0.02654
We have performed numerous simulations for various parameters and network topologies. In all cases, we
observed that Hybrid and MBCSP track the clock skews significantly better than the ad-hoc exponential
forgetting scheme of SS. This results in more accurate relative offset estimates, delay estimates, and predicted
receipt times. However, since both schemes use the Spatial Smoothing algorithm (cf. Section 2.5) to obtain
nodal offset estimates from relative offset estimates, their accuracy in nodal offset estimates is comparable.
We also observed that the Hybrid scheme performs significantly better than SS but worse than MBCSP.13
We have obtained real clock data14 from two Berkeley motes [13] exchanging time-stamps in the two
communication modes described in Section 2.8, namely skew and offset estimation. Based on the time-
stamp collection we performed a trace-driven simulation15 to obtain a comparative evaluation of the three
schemes. Clock parameters α2, 2 were estimated based on Allan variance, as shown above, to be αˆi =
66.4, ˆi = 4.15 · 10−5. The accuracy was set to 1 µs. The results are presented in Table 2.3. In this case,
we cannot define the real skews and offsets, so we present the offset and skew estimates obtained from the
three different schemes, in mean absolute value. However, we can still define the prediction MAE which is
the metric of performance for clock synchronization algorithms (cf. Section 2.7.1). The prediction MAE is
13Note that in the case of only two nodes (pairwise synchronization) the offest estimation accuracy is, trivially, the same.
14We would like to thank Dr. Roberto Solis for providing the data from Berkeley mote measurements.
15Note that trace-driven simulation is equivalent to an actual implementation, since our protocols use only the acquired
time-stamps and have minimal computational complexity.
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very low in all cases, in the order of tens of µs, which means that the receipt times are precisely predicted
within the clock accuracy of 1 µs in many cases. Our schemes yield a 45% decrease the prediction MAE.
Table 2.3: Trace-driven simulation of clock synchronization algorithms based on data obtained from Berkeley
motes.
Node Offset Skew Prediction
SS Hybrid MBCSP SS Hybrid MBCSP SS Hybrid MBCSP
1 0.00000 0.00000 0.00000 1.00000 1.00000 1.00000 6.74515e-07 3.84218e-07 3.84218e-07
2 453.82502 453.82502 453.82502 0.99996 1.00000 1.00000 6.74599e-07 3.84207e-07 3.842070e-07
2.10 Conclusion
We have developed a mathematical model for the skews and the time displays of different clocks and analyzed
its properties. The instantaneous skews given by the model have expected value 1 at all times, while their
variance is bounded. Additionally, time displays are unbiased, but, nonetheless, their variance grows with
time. We have calculated the Allan variance [11] of the model. It was shown that if a different clock is
taken as reference, the time displays of all other clocks can be expressed with respect to it using the same
model, with different parameters and a change of time scales. We have developed and analyzed a method to
obtain noisy state measurements on a link, and used these measurements to develop a continuous-discrete
Kalman-Bucy filter for the pairwise estimation of the logarithm of skews. The differential equations of the
pairwise estimator are not readily implementable since they require integration with respect to the unknown
reference time, so we have proposed an implementable stable filter which has uniform bounded unconditional
variance. The analysis of the pairwise estimation was applied to handle the network-wide state estimation
in three ways. First, an off-line algorithm for the filtering of pairwise estimates was proposed, and it was
shown that using the distributed scheme of [13], [14] for the smoothing of pairwise estimates is optimal for a
particular selection of error criterion. In addition, the optimal linear filtering equations were derived for the
network case, which give rise to an online asynchronous centralized scheme which is stable and of bounded
variance. We have also described an efficient distributed suboptimal scheme. Finally, we have presented
a scheme to estimate relative offset estimates based on estimates of the relative skews, and suggested the
spatial smoothing algorithm of [13] to obtain nodal offset estimates from relative offset estimates. We
have implemented our protocol in Matlab and have conducted a simulation study that shows improved
performance, compared to [13], for the model under study. We have also performed trace-driven simulation
based on time-stamps obtained by Berkeley motes. Our scheme outperforms the one in [13] by 45%, where
we used the accuracy in predicting receipt time-stamps as synchronization metric.
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CHAPTER 3
CONTROLLED RANDOM ACCESS MAC FOR NETWORK
UTILITY MAXIMIZATION IN WIRELESS NETWORKS
In a wireless ad hoc network, nodes forward packets in a multi-hop fashion to deliver data to desired
destinations. Therefore, it is important to develop efficient distributed algorithms for resource allocation:
power control, rate control, and medium access control (MAC). The use of network utility maximization
(NUM) [2, 5, 15, 16] provides mathematical guidance for designing network algorithms. In this approach,
users determine a utility function and the network is responsible for adjusting their flow rates, performing
dynamic routing and scheduling wireless transmissions, so that the sum of the user utilities is maximized
subject to maintaining stability of the network. This approach gives rise to a cross-layer design where
the transport layer is coupled with the Network and MAC layers through queue-length information. The
challenge for the NUM approach is to design a low-complexity distributed MAC protocol to achieve maximum
throughput [6].
We design a random-access based MAC protocol compatible with the Carrier-Sense mechanism of IEEE
802.11. The goal is to maximize the weighted sum of logarithms of rates for individual flows. This protocol is
designed to improve performance over a pure random access mechanism by employing a four-phase handshake
(RTS-CTS-DATA-ACK). We consider the online adaptation of access probabilities using local information
about queue lengths and active links. We conduct a comparative performance evaluation using OPNET [19].
Our simulation studies indicate that our extension significantly outperforms the slotted-time algorithm of [18]
and achieves the capacity region of IEEE 802.11.
This is joint work with Robert McCabe.
3.1 Related Literature on Medium Access Control
In this section, we summarize some related literature concerning MAC in the context of NUM. Consider a
wireless network serving a set S of users. For each user s ∈ S, let fs and ds be the source and destination
nodes of flow s, respectively. Each user s ∈ S has a utility function Us(xs) which represents the reward for
user s if the network provides it with a throughput xs. It is assumed that xs is bounded in [0,Ms] and that
Us(·) is strictly concave and increasing for each s ∈ S. We say that a particular rate allocation ~x = [xs, s ∈ S]
is feasible, if there exists a scheduling policy that achieves that throughput allocation so that the expected
lengths of all queues in the network are uniformly bounded with time. Let us define the capacity region Λ
as the set of such feasible rate vectors ~x.
The network utility maximization problem is
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maxxs≤Ms
∑
s∈S Us(xs)
subject to x ∈ Λ.
(3.1)
The effect of NUM, as stated in equation (3.1), is that an appropriate characterization of the set Λ would
allow for an approximate solution by means of an iterative algorithm which can be used as the basis for
designing actual network protocols.
A node-centric characterization of Λ was studied in [3]. The node-centric formulation imposes the con-
straint that, at every node, the outgoing rate of a given flow must be at least as large as the incoming flow
rate, plus the rate of the flow originating from that node. We consider the abstract network model where N
is the set of nodes and L is the set of links such that if (i, j) ∈ L then a transmission from node i to node
j is permitted. Let ~r = [rij , (i, j) ∈ L] denote a feasible vector of link rates at a given time instant and let
R denote the set of all possible link rate vectors. By the definition of convexity, any rate vector in Co(R)
can be achieved by time-sharing between the transmission rates ~r ∈ R. Using this network model, a rate
vector ~x lies within the node-centric characterization of Λ if there exists a rate vector ~rd associated with
each destination node d, which satisfies
rdij ≥ 0 for all (i, j) ∈ L and for all d∑
j:(i,j)∈L r
d
ij −
∑
j:(j,i)∈L r
d
ji −
∑
s:fs=i,ds=d
xs ≥ 0
for all d and all i 6= d[∑
d r
d
ij : (i, j) ∈ L
]
∈ Co(R).
(3.2)
This constraint set makes (3.1) a convex optimization problem, which can be shown to have no duality
gap [2]. By assigning a dual variable qdi , for each i ∈ N and each destination d, to the linear flow balance
constraint in (3.2), the following dual algorithm is obtained in [2]:
xs(t) = arg max
0≤xs≤Ms
[
Us(xs)− xsqdsfs
]
, (3.3)
~r(t) = arg max
~r∈R
∑
(i,j)∈L
rij(t) max
d
(
qdi − qdj
)
, (3.4)
qdi (t+ 1) =
{
qdi (t)− ht
[ ∑
j:(i,j)∈L
rdij(t)−
∑
j:(j,i)∈L
rdji(t)−
∑
s:fs=i,ds=d
xs(t)
]}+
, (3.5)
where {ht} is a sequence of positive step sizes.
The real insight provided by the node-centric formulation is obtained from the subgradient-like update [58]
of the dual objective function (3.5). Suppose that each node i ∈ N has a queue Qdi for each destination d;
then its queue lengths would evolve according to the equation
Qdi (t+ 1) =
{
Qdi (t)−
[ ∑
j:(i,j)∈L
rdij(t)−
∑
j:(j,i)∈L
rdji(t)−
∑
s:fs=i,ds=d
xs(t)
]}+
. (3.6)
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The critical observation in [2] is that this is identical to (3.5) apart from the step-size parameter.1 Thus,
the dual variables in the node-centric formulation have a direct physical interpretation in terms of queue
lengths, and can therefore be measured locally at each node.
Equation (3.3) can be thought of as a congestion controller in which each source adapts its injection rate
based on its current utility as well as its own queue backlog. Note that (3.3) is a local algorithm because it
requires only local queue length information at each source fs, s ∈ S. Moreover, the scheduling component
of the algorithm is taken care of by equation (3.4) where the link rates are allocated based on maximizing the
sum of the rate-weighted backlogs. This algorithm is reminiscent of the back-pressure scheduling policy [4]
which is proved in [3] to have the following property of yielding the largest stability region:
Back-pressure Policy Property: If ~x is a vector of rates in the interior of the capacity region Λ, i.e., one
such that there exists a policy that stabilizes the queue lengths in the network and yields average throughput
~x, then the back-pressure routing policy will also stabilize the network queues. In addition, the back-pressure
policy achieves the maximum throughput among all stabilizing policies, i.e., it is throughput-optimal.
The back-pressure algorithm (3.9) gives no guarantee of packet delivery since its only goal is to maximize
the throughput subject to stability. Thus, it is typical of back-pressure routing to result in routing cycles [9]
especially when the network is not operating near capacity. A simple fix was proposed in [9]:
Hybrid Routing Policy:
~r(t) = arg max
~r∈{0,R∗}∩Γ
∑
(i,j)∈L
wij(t), (3.7)
wij(t) := rij max
d
{
H(i, j; d) + α
(
Qdi (t)−Qdj (t)
)}
, (3.8)
where 0 < α < 1 and H(i, j; d) = 1, if node j lies upon a shortest path from node i to destination d and 0
otherwise. The policy (3.8) provides a bias towards routing packets to their ultimate destination. Moreover,
the behavior of this hybrid policy converges to the standard back-pressure policy when the network is highly
loaded because in that case the back-pressure term dominates the minimum hop bias.
3.2 An Optimization Based Design of a Random-Access MAC
Both the original and the hybrid back-pressure algorithms require global knowledge of the system’s state
and the solution of a hard combinatorial problem. Obtaining a distributed approximation is an active area
of research [17], [59].
In this section, we present a network model, and develop a theoretical framework for an optimal calculation
of the access probabilities in random-access MAC protocols. Our results generalize and expand the analysis
in [18], to account for a more general “slotted Aloha-type” MAC layer design based on the exchange of RTS
and CTS packets among different nodes, along with carrier-sensing information of active links.
To make it more tractable, our protocol design will be based on the following principles:
1. The protocol should be compatible with IEEE 802.11 physical layer technology. IEEE 802.11 network
cards employ the carrier sense multiple access (CSMA) technique for packet transmission. This serves
1In fact this is only true if nodes are assumed to be fully backlogged so that they always have enough available packets to
send, as dictated by (3.6).
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Figure 3.1: Transmission modes (solid lines indicate active transmissions, dashed lines indicate interference, and
crosses indicate collisions): (a) No parallel transmissions, (b) No simultaneous transmission and reception, (c) Collision
of transmissions to the same node, (d) Interference caused by a transmission to another node (hidden node problem).
to significantly reduce the complexity of the set R because a link rate vector is feasible only if the
transmitter and receiver of any active link are the only active nodes among their respective one hop
neighbors.
2. Each node in the network uses a common transmit power. This reduces the scheduling complexity by
allowing reservation techniques (such as the RTS/CTS mechanism in IEEE 802.11) whose operation
assumes link symmetry.
3. The transmission rates of all nodes are assumed to be fixed at R∗ since the decomposition solution
does not provide much insight into making link rate adaptation tractable.
With these simplifications, the scheduling policy (3.4) can be written as
~r(t) = arg max
~r∈{0,R∗}∩Γ
∑
(i,j)∈L
rij max
d
(
Qdi (t)−Qdj (t)
)
, (3.9)
where Γ represents the set of feasible transmission modes, as illustrated in Figure 3.1.
3.2.1 Network model
Let N denote the set of nodes. For each node n, let Dn ⊆ N \ n denote the decoding set of n, i.e., the set
of nodes that can reliably decode transmissions from n in the absence of interference. Let In denote the
interference set of n, i.e., the set of nodes that are interfered by transmissions from n. We assume that
Dn ⊆ In and n ∈ In (cf. Figure 3.1). A transmission from n to m is successful if and only if (i) m ∈ Dn and
(ii) n 6∈ Dk for any other node k that is transmitting in the same slot. This formulation does not consider a
physical model based on signal-to-interference plus noise ratio.
We define the link set L := {(i, j) : j ∈ Di}. We further assume that all links are bidirectional, i.e.,
(i, j) ∈ L ⇐⇒ (j, i) ∈ L, or equivalently m ∈ Dn ⇐⇒ n ∈ Dm. We make this assumption since we will
study protocols based on the exchange of RTS and CTS packets.
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3.2.2 A suitable random access protocol
Let us consider the following slotted random access mechanism. At any time t, a node may attempt to
transmit one unit of data to a node m ∈ Dn with some probability pnm. Let
pn :=
∑
m∈Dn
pnm (3.10)
denote the probability that n transmits in a time slot.
We consider the following mechanism for packet transmission which is common in the IEEE 802.11 protocol
[1]. When node n wants to transmit a packet to a node m, it first contends for the channel by sending a
request-to-send (RTS) packet to m. Upon successful receipt of the RTS, node m responds to n by sending
a clear-to-send (CTS) packet. Then, if the CTS is successfully received by n, the latter starts sending the
data packet (DATA) containing the message to be delivered to m. Finally, once m gets the DATA packet,
it sends an acknowledgment (ACK) back to the sender n. The transmission of information from node n to
node m is successful if and only if all four packets RTS, CTS, DATA, and ACK are delivered reliably. We
use the term four phase handshake to refer to the exchange of these four packets (RTS, CTS, DATA, ACK).
Both the RTS and the CTS packets contain information about the identities of the transmitter-receiver
pair (n,m). All nodes i ∈ Dn \ n that can decode the RTS will not attempt to transmit for the duration of
the entire four phase handshake, so as to avoid interfering with the ongoing data transmission over the link
(n,m). Similarly, all nodes j ∈ Dm \m that can decode the CTS are required to silence themselves for the
remainder of the four phase handshake. If, on the other hand, a node in (In \Dn)∪ (Im \Dm) wishes to send
a message, then it is required to refrain from initiating a transmission for as long as it senses interference,
plus an additional amount of time, called the extended inter-frame space (EIFS) [1].
We will denote the duration of an RTS packet, measured in units of slots, by cr, the duration of a CTS
packet by cc, and the duration of the DATA packet, which will be assumed to be of fixed size, by cd. The
duration of the ACK is also equal to cc, while the duration of EIFS is equal to cr. In practice, we have
cc < cr < cd. For example, for a transmission at 1 Mbps, the duration of a slot is 9 µs, cr = 40 slots, cc = 34
slots and cd varies, but is typically greater than 200 slots.
3.2.3 Optimization problem
We extend and expand the work in [18] to incorporate the four-phase handshake in the formulation. As
in [18], we wish to determine the vector of access probabilities p := {pnm}(n,m)∈L, as the solution to the
following optimization problem:
maxp F (p) :=
∑
(n,m)∈L wnm logµnm
s.t. pnm ≥ 0 for all (n,m) ∈ L∑
m∈Dn pnm ≤ 1 for all n ∈ N .
(3.11)
Here µnm is intended to represent the probability of a successful transmission over the link (n,m), and
wnm > 0, are arbitrary fixed weights. The quantity wnm logµnm models the utility provided to link (n,m).
Note that this weighted log objective function corresponds to weighted proportional fairness for the success
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Figure 3.2: Interference scenarios in a transmission.
probabilities µnm.
In [18], RTS, CTS and ACK packets are not used. All nodes just contend randomly using their DATA
packets, with access probabilities pnm for link (n,m). The DATA packets can be simply considered as one
slot long. In that special case,
µnm = pnm
∏
k:m∈Ik,k 6=n
(1− pk), (3.12)
since a transmission is successful only if there are no other simultaneous interfering transmissions. The
optimal solution to this special case of the optimization problem is calculated in [18] to be
pnm =
wnm∑
(l,k)∈Sn wlk
, for all (n,m) ∈ L, (3.13)
where
Sn := {(i, j) ∈ L | j ∈ In}. (3.14)
One issue with the approach taken in [18] is that every data packet is always in contention with other
transmissions, i.e., there is no attempt to reserve the channel using a smaller control packet as is done in
IEEE 802.11. Motivated by this, we now extend the work of [18] by employing RTS, CTS, DATA, and
ACK packets. According to the standard IEEE 802.11, if a node wishes to send, it will randomly choose a
back-off value in the range {0, . . . , 31} and send its RTS when the appropriate number of slots have elapsed.
If the node does not receive a CTS or ACK, then it will contend for the channel again, but this time, it will
randomly choose a back-off time in a range twice as large, i.e., {0, . . . , 63}, and so on. This mechanism is
called binary exponential back-off and is an attempt to avoid creating congestion if no explicit information
about the network is available.
Our goal is to develop a MAC protocol which effectively uses link weights to calculate the access proba-
bilities. Let pnm denote the probability that node n sends an RTS to node m in a given slot. In a collocated
network, i.e., in a network where all nodes can communicate over one hop with one another, the probability
of a successful transmission is given by equation (3.12), due to the carrier sensing mechanism of IEEE 802.11.
In general networks, µnm, the probability of a successful transmission of an RTS packet from node n to node
m, is2 (see also Figure 3.2):
µnm = pnm
∏
k:m∈Ik,k∈In,k 6=n
(1− pk)
∏
l:m∈Il,l 6∈In
(1− pl)cr . (3.15)
2The analysis of the more general case considering the success probability of the entire four phase handshake is similar, and
will be skipped here because of unnecessary additional complexity of the solution.
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The reasoning is as follows. For a successful transmission to take place, we need nodes whose interference
range contains the receiver, i.e., {k : m ∈ Ik, k 6= n}, to stay silent so that they do not collide with the
ongoing transmission on the link (n,m)3. From this set of nodes, the nodes that belong to In (see also
Figure 3.2(a)), need to remain silent for one time slot. After that, they can sense whether they can hear the
interference caused by the transmission from node n, which will make them wait for an EIFS period. This
gives rise to the first product term in (3.15). However, the nodes that do not belong to In, but which can
however cause interference to the receiver m (see also Figure 3.2.(b)), need to remain silent for the entire
duration of the RTS transmission, i.e., for cr time slots. This gives rise to the second product in (3.15).
The solution to the optimization problem (3.11) is given by the following theorem. We call the random
access scheme implementing the rule (3.16) the Utility Maximizing MAC (UMAC).
Theorem 1. For an arbitrary set of positive weights {wnm}(n,m)∈L, the unique vector p = (pnm)(n,m)∈L
attaining the maximum in (3.11) is given by
pnm =
wnm∑
k∈Dn wnk +
∑
(l,k)∈S(1)n wlk + cr
∑
(l,k)∈S(2)n wlk
, (3.16)
where
S(1)n := {(i, j) ∈ L | j ∈ In, j 6= n, n ∈ Ii}, (3.17)
S(2)n := {(i, j) ∈ L | j ∈ In, n 6∈ Ii}. (3.18)
Proof. Substituting (3.15) into the objective function F (p) of (3.11), and using (3.17) and (3.18), we get
F (p) =
∑
(n,m)∈L wnm log pnm
+
∑
n∈N log(1− pn)
∑
(l,k)∈S(1)n wlk
+
∑
n∈N log(1− pn)
∑
(l,k)∈S(2)n crwlk.
Note that F (p) is a strictly concave function in p. Differentiating with respect to the decision variables
{pnm} and setting the partial derivatives equal to 0 yields
∂F
∂pnm
=
wnm
pnm
−
∑
(l,k)∈S(1)n wlk
1− pn −
cr
∑
(l,k)∈S(2)n wlk
1− pn = 0. (3.19)
For each n ∈ N there are now two cases. If S(1)n ∪ S(2)n 6= ∅, (3.19) yields
pnm = (1− pn) wnm∑
(l,k)∈S(1)n wlk + cr
∑
(l,k)∈S(2)n wlk
. (3.20)
Using (3.10), we obtain (3.16). In the case that S(1)n ∪ S(2)n = ∅, optimizing F (p) in (3.19) with respect to
3Note that (3.12) is a special case of (3.15) if we set cr = 1.
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Figure 3.3: Hidden node problem.
pnm, for m ∈ Dn, results in the following optimization problem:
max{pnm}
∑
m∈Dn wnm log pnm
s.t. pnm ≥ 0 for all m ∈ Dn∑
m∈Dn pnm ≤ 1.
(3.21)
The solution to this constrained optimization problem can be solved using the Karush-Kuhn-Tucker (KKT)
conditions [39] and is
pnm =
wnm∑
k∈Dn wnk
, (3.22)
which is still consistent with (3.16), because in this case S(1)n = S(1)n = ∅. Since F (p) is strictly concave, the
global maximizer p is unique.
Example: Consider the case of the simple hidden node problem shown in Figure 3.3. In this case the
optimal access probabilities are
p12 =
w12
w12 + crw32
, p32 =
w32
w32 + crw12
. (3.23)
As noted earlier, [18] considers the case cr = 1. In our case, having cr > 1 implies smaller access probabilities,
i.e., a more conservative design for the hidden node problem. More generally, we could consider cr as a design
parameter that can be used to tune the performance of resulting protocol. We will see in Section 3.3 that
our generalization is actually beneficial since it increases the capacity region.
3.2.4 Active links
In order to implement a weighted back-pressure based scheduler, we propose setting the weights wnm equal
to the queue length back-pressure. The resulting protocol requires exchange of some information between
neighboring nodes concerning their queue lengths and possibly other states. It would therefore be beneficial
to model the availability of any information on links being active at the time of the update that is acquired
during the running of the system. Nodes can then deterministically avoid transmissions which will interfere
or will be interfered by any ongoing transmissions in the active links. To tackle this problem, let us denote
the set of known active links by A ⊆ L. Then, if (i, j) ∈ A, we enforce the constraints
plk = 0, ∀k ∈ Ii, (3.24)
pnm = 0, if j ∈ In. (3.25)
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Let us define
S := {i ∈ N | ∃j ∈ N s.t. (i, j) ∈ A}, (3.26)
R := {j ∈ N | ∃i ∈ N s.t. (i, j) ∈ A}, (3.27)
where S is the set of known active senders, and R is the set of known active receivers (R). Clearly, S∩R = ∅.
Let us also define the interference set of the known active senders IS as
IS := ∪i∈SIi. (3.28)
Then, defining T to be the set of links that can potentially be activated without causing interference to known
active links or getting interfered with by any one of them, and ST , RT , respectively the set of transmitters
and receivers in T , we have
T := {(i, j) ∈ L | j 6∈ IS , Ii ∩R = ∅}, (3.29)
ST := {i ∈ N | ∃j ∈ N s.t. (i, j) ∈ T }, (3.30)
RT := {j ∈ N | ∃i ∈ N s.t. (i, j) ∈ T }. (3.31)
Note that, by definition, we have ST ∩ S = ∅, and RT ∩R = ∅. This analysis proves the following theorem.
Theorem 2. Given knowledge of a set of active links A, the optimal solution is to apply (3.11) to the
subgraph (ST ∪RT , T ). That is to say, in (3.11), N is replaced by N˜ := ST ∪RT , L is replaced by L˜ := T ,
and Dn is replaced by D˜n := {m ∈ N˜ | (n,m) ∈ L˜}, for all n ∈ N˜ .
3.3 Simulation Results
In this section, we present simulation results4 of UMAC.
3.3.1 Utility Maximizing MAC versus IEEE 802.11
The performance of UMAC, whose access probabilities are given by equation (3.16), was simulated [9] in
comparison with IEEE 802.11 in the hidden node network shown in Figure 3.3. In the simulation, both nodes
1 and 3 attempt to send 300 kbps to node 2. Interestingly, the standard 802.11 significantly outperformed
UMAC. It turns out that this is an artifact of the lack of the binary exponential back-off mechanism in our
protocol.
Examining the OPNET’s simulation log files, it was found that the poor performance of UMAC was due
to scenarios similar to the one shown in Figure 3.4 where node 3 starts sending its RTS just before node 2
begins to send its CTS to node 1. If the SNR at node 2 is high enough, i.e. if node 3’s transmission does not
corrupt too much of 1’s transmission, 2 will be able to receive 1’s RTS and will send the CTS back. However,
since node 3 is busy sending its RTS, it cannot hear the CTS; so it is not aware of the data session between
nodes 1 and 2. In the case of IEEE 802.11, this situation is mitigated somewhat by the exponential back-off
4The simulations results presented here are entirely due to Robert McCabe [9] and are presented for consistency.
44
Figure 3.4: Hidden node scenario causing poor performance of UMAC.
mechanism. Every time node 3 does not receive a CTS in response to its RTS, it doubles its congestion
window so there is less of a chance that node 3 will corrupt the session between nodes 1 and 2. With UMAC,
however, node 3 recalculates its access probabilities whenever there is data in its queue, independent of the
number of RTS attempts. Figure 3.4 shows that this results in a larger chance that the DATA packet will
be corrupted. A simple protocol fix to UMAC is to forbid the receiver of an RTS to send back a CTS if the
channel is sensed busy. The rest of the simulations in this section use UMAC with this fix, which we will
refer to as Controlled UMAC (CUMAC).
3.3.2 Performance of CUMAC with cr versus IEEE 802.11
The performance of CUMAC was simulated [9] when the parameter cr varies in the access probability
equation (3.16). The topology used is shown in Figure 3.3, using exogenous flows to nodes 1 and 3 with
exponentially distributed inter-arrival times and packet sizes. The mean packet size is set at 5000 bits,
while the mean inter-arrival times are 0.016, 0.017, 0.019 and 0.024 seconds, to yield average flow rates of
312.5, 294.1, 263.2, and 208.3 kbps, respectively. Figure 3.5 shows the results of varying the cr parameter
on the queue lengths in the network. The queue blowup for small values of cr emphasizes the importance
of Theorem 1 in access probability selection. The performance of IEEE 802.11 under the same network load
is shown by the solid lines in Figure 3.5. From the figures, we observe that cr in the range [40, 80] yields
similar performance to IEEE 802.11.
3.3.3 Capacity regions for the hidden node topology
To illustrate the performance of the various MAC protocols we plot the capacity region in Figure 3.6. To
generate this plot we varied the rates of nodes 1 and 3 until network instability was detected. Note that the
algorithm [18] is not an actual protocol since each transmitter is assumed to somehow know if its transmission
was successful without receiving an explicit acknowledgment from its receiver. So, in a sense, comparing the
performance of IEEE 802.11 and CUMAC with the slotted MAC algorithm in [18] is unfair because both
IEEE 802.11 and CUMAC involve extra overhead for ACKs along with the RTS/CTS signaling. Even in
this idealistic setting the algorithm in [18] is significantly outperformed by IEEE 802.11 and CUMAC. This
can be attributed to the bandwidth savings of the RTS/CTS mechanism.
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(a) Inter-arrival time = 0.016 seconds, flow
rate = 312.5 kbps
(b) Inter-arrival Time = 0.017 seconds, flow
rate = 294.1 kbps
(c) Inter-arrival Time = 0.019 seconds, flow
rate = 263.2 kbps
(d) Inter-arrival Time = 0.024 seconds, flow
rate = 208.3 kbps
Figure 3.5: Effects of varying cr on the total network queue lengths.
Figure 3.6: Capacity region of the different protocols for the network topology in Figure 3.3.
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3.3.4 Controllability of throughput with CUMAC
The key reason to develop UMAC and its modification is to allow one to control the throughput provided to
the various flows according to their weighting in the overall utility function. So it is important to determine
if the flow rates can be controlled by choice of weights in the utility function. To explore CUMAC’s ability
to provide such service differentiation we again consider the topology in Figure 3.3 with static weights w12
and w32. The access probabilities are given by equation (3.23) and the probabilities of a successful RTS
transmission are µ12 = p12(1 − p32)cr and µ32 = p32(1 − p12)cr . In Figure 3.7 we plot the ratio of the
simulated throughput of link (1, 2) to link (3, 2), when varying the link weights, along with the ratio µ32µ12 as
given by the expressions above. The results indicate that the RTS success probabilities given by Theorem
Figure 3.7: Comparison of expected and simulated throughput ratios when varying the link weights.
1 provide an accurate indication of throughput allocation. In Figure 3.8 we plot the throughput allocation
of links (1, 2) and (3, 2) corresponding to different values of w32w12 . This simulation shows that our design
gives rise to a tunable MAC, which has an extra degree of freedom as compared to IEEE 802.11. Any
non-stabilizable input rate vector can be handled so as to provide service differentiation to the achieved
throughput vector, by a proper selection of the weights. Moreover, based on the fact that an input rate
vector outside the capacity region is expected to yield a received throughput vector on the boundary of the
capacity region, this approach provides a way to plot the capacity region achieved by the CUMAC.
We next consider the topology shown in Figure 3.9, in which there are 3 one-hop flows on links (0, 1),
(3, 2) and (4, 5). For each node, we consider a decoding range of one hop, and an interference range equal to
two hops. Figure 3.10 shows the throughput allocated to each link when varying the weights w01, w32 and
w45. Note that since link (3, 2) is contending with two flows, a significant increase of its throughput requires
a large increase in its weight w32 relative to w01 and w45. Again, we observe the capability of the CUMAC
to provide service differentiation between the different flows.
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Figure 3.8: Service differentiation between the two users.
Figure 3.9: Linear network with three flows.
3.4 Conclusion
We have considered how to design a MAC protocol that can be used for a protocol stack whose design is
guided by a node-centric formulation of the NUM problem. We have considered a hybrid back-pressure
policy (3.7)-(3.8) that achieves the same capacity region as the throughput optimal policy (3.9), but has
superior performance when the network is not operating near capacity. Also, we designed a random access
MAC protocol, CUMAC, that is compatible with the back-pressure scheduling scheme and shows promise of
incorporating service differentiation among the links in the network. CUMAC effectively utilizes the back-
pressure weights to calculate access probabilities and incorporates an extension to the formulation in [18] to
include the effects of hidden nodes in a CSMA wireless network.
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Figure 3.10: Throughput allocation for the three flows in Figure 3.9.
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CHAPTER 4
PERFORMANCE BOUNDS FOR CSMA RANDOM ACCESS
MAC
In a wireless network, users compete to access a shared transmission medium. Since link transmissions cause
mutual interference, efficient resource allocation is important to provide high throughput, low latencies and
service differentiation to competing data flows. This requires the cooperation of the different network layers:
the transport layer is responsible for injecting traffic within the capacity region [4] of the network based
on measured congestion. The MAC layer is responsible for scheduling transmissions in order to serve the
injected traffic and provide good performance such as high throughput, and QoS such as low latencies, by
minimizing collisions among concurrent transmissions.
A popular class of scheduling algorithms consists of carrier sense multiple access (CSMA) random-access
algorithms. In CSMA, a sending node senses whether the channel is busy before it initiates a packet
transmission. If it detects the channel to be busy, it waits for a random amount of time (called back-
off time) before it attempts to reserve the channel again. CSMA schemes are readily implementable in a
decentralized fashion and are widely used in practice, e.g., in the IEEE. 802.11 protocol.
It was recently established [20], [21] that the class of CSMA random-access MAC is throughput-optimal,
which, in turn, implies that the class of controlled distributed random-access based MAC protocols can
support the entire capacity region. We consider single-hop and use a modification of the idealized continuous-
time Markov chain CSMA model of [20, 22] to obtain a positive recurrent, reversible Markov chain model
that incorporates the queue lengths as well as the independent set information. We use this model to obtain
bounds on the mean total delay of CSMA schemes. These bounds coincide with those for max-weight
scheduling [23] and are tight, in the sense that the mean total delay goes to infinity if and only if the upper
bound goes to infinity. We also develop a method of deriving upper and lower bounds for random-access
schemes via solving linear programs (LPs).
4.1 Related Literature on CSMA
The resource allocation problem has been widely studied in the framework of network utility maximization
(NUM) [2–6] (cf. Section 3.1) and it has given rise to a cross-layer design where congestion control is
performed at the transport layer, and scheduling is performed at the MAC layer by making use of queue-
length information.
It is well known that maximum-weight scheduling (MWS) [4] is throughput-optimal, that is to say, it can
stabilize the network queues for all arrival rates in the capacity region of the network, without using explicit
information on the arrival rate values. However, MWS requires solving a complex combinatorial optimization
problem in each time slot. This problem is, by nature, centralized and is further NP-complete [6] for general
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interference models, which makes MWS impractical for actual implementations.
A low-complexity alternative to MWS is maximal scheduling, but it can typically achieve only a small
fraction of the capacity region [60]. Yet another alternative is greedy maximal scheduling (GMS), also known
as longest-queue-first (LQF) Scheduling. It has low-complexity and good throughput and delay performance
in a variety of wireless network topologies. In general, GMS may only achieve a fraction of the capacity
region [61]; however it was shown that if the network either satisfies the so-called local-pooling condition [62],
or if it contains no more than eight nodes under the two-hop interference model [63], then GMS is throughput-
optimal. A throughput-optimal scheduling scheme with polynomial complexity was proposed in [64] for the
two-hop interference model. For the node-exclusive model, a distributed scheduling scheme that can approach
the throughput capacity was developed in [59], and a gossip algorithm in [65].
A distributed greedy protocol similar to IEEE 802.11 was shown [66] to support only a fraction (which
depends on the network topology and the interference model) of the capacity region even if collisions are ig-
nored. An asynchronous random-access based scheduling scheme with the throughput properties of maximal
scheduling was proposed in [67]. In [20] it was established that the ideal distributed CSMA random-access
scheme [22] is throughput-optimal. The authors considered a continuous-time Markov chain model which
ignores collisions and where the mean of back-off times are control parameters. They developed a distributed
scheme for adjusting the control parameters so that the steady-state service rate can support any arrival rate
vector in the capacity region. In [21], it was shown that a slotted protocol, with minimal communication over-
head in order to avoid collisions, attains the same steady-state distribution, and hence is throughput-optimal.
In [68], the authors developed a hybrid throughput-optimal scheme combining the slotted distributed CSMA
protocol of [21] with LQF in order to reduce mean delay. An upper bound on the mean delay of CSMA was
derived in [69] where the authors also considered the effect of the mixing time of the underlying Markov
chains in calculating mean total delays.
4.2 Network Model
We model a single-channel wireless network by an interference graph G = (V,E), where V represents the
set of wireless links and (n,m) ∈ E if links n and m cannot be simultaneously active.1. For a link n ∈ E
we denote its interference set, i.e., the set of all links that need to remain inactive for a transmission to be
successful in n, by N (n) := {m ∈ V : (n,m) ∈ E}. Let us also denote the total number of links by K = |V |.
A feasible, i.e., collision-free, schedule is a set of links that can be simultaneously active according to the
interference relation. This corresponds to an independent set [55] of the interference graph. We represent an
independent set by a vector x ∈ {0, 1}K where the k−th entry, xk, is equal to 1 if the k−th link is active and
is 0, else. With some abuse of notation, we also treat x as a set and write k ∈ x if xk = 1. Let I denote the
set of feasible schedules, and let N = |I|. A scheduling algorithm is a method of deciding which independent
set to use at each time instant. The capacity region of the network is defined as the set of all arrival rates for
which there exists a scheduling algorithm that can stabilize the queues, in the sense that the queues remain
bounded in some appropriate stochastic sense. Here, we assume a stochastic arrival process such that the
resulting queue length process admits a Markovian description. In such a case, stability refers to the positive
recurrence of this Markov chain. Note that a subset of a schedule is also a feasible schedule and that the
1For simplicity, we consider a symmetric interference relation, with no loss in generality.
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(a) Acti-
vation set
Markov
chain
(b) Joint queue-length and activa-
tion set Markov chain
Figure 4.1: Idealized CSMA model.
null set ∅ is a feasible schedule. Therefore the capacity region [4] is the set of all arrival vectors 2 λ ∈ RK+
such that
λ <
N∑
i=1
pix
i · µ, (4.1)
for some p ∈ RK+ :
∑N
i=1 pi ≤ 1, and where · denotes entry-by-entry multiplication of two vectors. (We
ignore the case of equality in (4.1)). We call all vectors in the capacity region as strictly feasible arrival rate
vectors and denote the set of all such vectors by Λ, which is a convex subset of RK+ . We call the vectors in
the closure of the capacity region, Λ, as feasible.
4.2.1 Model for ideal CSMA
For the idealized CSMA model [20, 22] let us assume that3 the arrivals at each link are independent Pois-
son processes with mean arrival rate vector λ ∈ RK+ . We assume that the service times are independent
exponential random variables with mean service rate vector µ. We assume that a link can be active only
if its queue is non-empty. In this model, the activation set is always a feasible schedule, i.e., there are no
collisions. When the current activation set is x, completion of service at a link k ∈ x renders the link inactive
and hence the system moves to x − ek, where ek ∈ {0, 1}K denotes a vector with all but the k − th entries
equal to 0 and its k− th entry is equal to 1. Finally, when link k is inactive and has a non-empty queue, and
x+ ek is a feasible schedule (where x is the current activation set), link k is activated after an exponentially
distributed back-off time with mean 1rk . If we further assume that the system is always fully backlogged
(i.e., that all queues are non-empty) and define the activation set as the state, then the system evolution is
captured by a continuous-time finite Markov chain (MC) shown in Figure 4.1(a). A transition between two
states xi, xj is possible only if the two vectors differ at a single entry.
2We use boldface variables to denote vectors.
3We will relax these assumptions later through the analysis of [22].
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4.3 Performance Bounds for CSMA
For performance analysis purposes, we define Markov chains that incorporate the queue-length as well as
the independent set information. We develop a modified protocol and show that it yields an upper bound
on the mean delays of CSMA. We analytically calculate the joint stationary distribution for queue-lengths
and independent set of the modified protocol. Finally, we derive linear programs (LPs) for upper and lower
bounds of CSMA-based random-access schemes.
4.3.1 Ideal CSMA
It is plain to see that the Markov chain described in Figure 4.1(b) is irreducible. The detailed balance
equations are satisfied and its stationary distribution is a Markov random field (MRF) given by [20]
P (xi) =
1
C
∏
k:k∈xi
r¯k, (4.2)
where r¯k := rkµk and C :=
∑
i∈I
∏
k:k∈xi r¯k. The main result in [20] is that the map r ∈ RK+ → Λ is onto,
hence the ideal CSMA model is throughput-optimal.
For performance analysis, it is important to model the queue-length evolution. Consider the composite
state comprising the activation set x and the queue-length vector Q ∈ NK . Under the assumptions on the
arrival, service and back-off time distributions, the state evolution is captured by the Markov chain described
in Figure 4.1(b). The set of feasible states for the Markov chain (which is infinite unless we assume finite
buffers) is {(x,Q) : x ∈ I, Q ∈ NK , xk = 1⇒ Qk > 0}.
From state (xi, Q), the system can make a transition to
• state (xi, Q+ ek), for any link k ∈ V , if there is an arrival at link k; this happens with rate λk (cf. (1)
in Figure 4.1(b)).
• state (xi − ek, Q− ek), for any link k ∈ xi, if there is a service completion at link k; this happens with
rate µk (cf. (2) in Figure 4.1(b)).
• state (xi + ek, Q), for any link k /∈ xi, xi + ek ∈ I, if the wait period (as defined by its random back-off
value) is concluded; this happens with rate rk (cf. (3) in Figure 4.1(b)).
In Figure 4.1(b) we also show all possible transitions to a feasible state (xi, Q); these are simply the coun-
terparts of the three cases above (respectively (1’), (2’), (3’)).
We now show that while the Markov chain is irreducible, it admits no product-form distribution even if
the system is assumed to be always fully backlogged, i.e., if all queues are lower bounded by 1. To see this,
consider two feasible states (xi, Q1) and (xj , Q2); we construct a path of feasible transitions connecting the
two states. First, consider a series of arrivals (if necessary) such that the new state is (xi, Q3) where Q3k = Q
2
k
for all k ∈ V s.t. Q2k < Q1k. Then there is a path comprising of arrivals and departures to and from all links
k ∈ xi that moves the system to state (∅, Q3), where Q3 ≥ Q2. Then, via a series of successive transitions
to single-link independent sets {k} for all k : Q3k > Q2k and departures from these links, the system can move
to (∅, Q2). The system can move to (xj , Q2) with |xj | transitions corresponding to wait period completions.
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The queue-length process Q is not independent of the independent set process x since P (xi|Q = 0) = 0 <
P (xi), for any xi 6= ∅, where 0 denotes the all-zero vector, and P (xi) is given by (4.2).
For the case where the system is fully backlogged, we can consider each Qk to be lower bounded by 1.
The new model is still captured by the Markov chain shown in Figure 4.1(b) where the feasible states are
{(x,Q) : x ∈ I, Q ∈ (N − {1})K}. Let us suppose, as a contradiction, that Q, x are independent and that
queue-lengths are also mutually independent. Then, the stationary distribution satisfies P (x = xi, Q = q) =
P (x = xi)P (Q = q) = P (x = xi)
∏
k∈V P (Qk = qk). The balance equations yield∑
k∈K1
λkP (Q− ek)P (xi) +
∑
k∈K2
µkP (Q+ ek)P (xi + ek) +
∑
k∈K3
rkP (Q)P (xi − ek) (4.3)
= P (xi)P (Q)(
∑
k∈V
λk +
∑
k∈K1
T
K3
µk +
∑
k∈K2
rk),
where K1 := {k : Qk > 1},K2 := {k : k /∈ xi, xi + ek ∈ I},K3 := {k : k ∈ xi}. Applying (4.2) with a state
(xi, Q) with Q = 1, xi maximal schedule, whence K1 = K2 = ∅ we get, in the light of (4.2)∑
k∈V
λk = |K3|, (4.4)
which does not hold true true for each λ ∈ Λ. In the case that (4.4) happens to hold, consider a state (xi, Q)
with Q > 1 sufficiently large and xi maximal, whence K1 = V,K2 = ∅. The balance equation becomes
∑
k∈V
λk(
P (Qk − 1)
P (Qk)
− 1) =
∑
k∈K3
(µk − 1). (4.5)
With an appropriate time-shift, we can consider µ = 1, whence the RHS becomes zero. In order for the
Markov chain to be positive recurrent, for each k ∈ V there exists at least one Mk such that P (Mk − 1) >
P (Mk). Picking Q = M violates (4.5).
4.3.2 Modified CSMA model
For performance analysis, we introduce a modified CSMA-based scheme, which we call Performance-CSMA
(PCSMA), that admits a product-form stationary distribution. Note that this scheme is not necessarily
a proposal for actual implementation, but rather a tool to derive bounds on the performance of CSMA-
based schemes. PCSMA has three main differences from the ideal CSMA. First, upon service completion
at link k, the link remains active. Second, an active link k is released after a random amount of time
which is exponentially distributed with mean 1sk (whether service has been completed or not). Third, an
arrival at link k is only admitted into the system if link k is currently active and is discarded otherwise.4
Under an independence assumption on arrival, service, back-off, and “release” processes the new system is
described by a Markov chain with state transition diagram shown in Figure 4.2. The set of feasible states is
{(x,Q) : x ∈ I, Q ∈ NK}.
4Note that this last assumption might not be realistic in a multi-hop wireless network, since the transceivers typically disallow
a node to be simultaneously transmitting and receiving. For single-hop flows where all arrivals are exogenous, this is not an
issue.
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Figure 4.2: Modified CSMA: Joint queue-length and activation set Markov chain.
From state (xi, Q), the system can make a transition to
• state (xi, Q+ ek), for any link k ∈ xi, if there is an arrival at link k; this happens with rate λk (cf. (1)
in Figure 4.1(b)).
• state (xi, Q− ek), for any link k ∈ xi : Qk > 0, if there is a service completion at link k; this happens
with rate µk (cf. (1’) in Figure 4.1(b)).
• state (xi + ek, Q), for any link k /∈ xi, xi + ek ∈ I, if the wait period (as defined by its random back-off
value) is concluded; this happens with rate rk (cf. (2) in Figure 4.1(b)).
• state (xi − ek, Q), for any link k ∈ xi, if the release time (as defined by its random release value) is
reached; this happens with rate sk (cf. (2’) in Figure 4.1(b)).
In PCSMA the queue lengths and independent sets are decoupled, by construction. Unlike in ideal CSMA,
in PCSMA two adjacent states differ in either a single entry of Q, or a single entry of x. Transitions between
adjacent states with difference only in Q happen because of arrivals or departures (cf. (1), (1’) in Figure
4.2), while transitions between adjacent states with difference only in x happen because of releases or wait
completions. We note that both PCSMA and ideal CSMA feature idling, in the sense that they spend a
non-zero fraction of time in non-maximal independent sets. However, unlike ideal CSMA, PCSMA has the
additional property of wasted resources, since a link can be active even if its queue is empty. Of course,
this is not an issue in the fully backlogged system. Finally, PCSMA has the additional feature of discarding
arrivals at non-active links.
Theorem 1 (Properties of PCSMA).
Consider λk < µk for all k ∈ V . Then
1. The Markov chain of PCSMA is irreducible.
2. The queue lengths are mutually independent M/M/1 queues, independent from the independent set
process.
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3. The Markov chain is positive-recurrent and reversible. Its stationary distribution is
P (xi, Q) =
1
C
∏
k:k∈xi
r¯k
∏
k∈V
(1− ρk)ρQkk , (4.6)
where r¯k := rksk , C :=
∑
i∈I
∏
k:k∈xi r¯k, and for each link k ∈ V , ρk := λkµk . In particular, the indepen-
dent set distribution is the same as that of ideal CSMA.
4. If we consider the effective mean arrival rate into the system, by ignoring discarded arrivals, then
PCSMA is throughput-optimal.
Proof. Consider two feasible states (xi, Q1) and (xj , Q2); we construct a path of feasible transitions connect-
ing the two states. Consider a series of release events moving the system to (∅, Q1). Then, by successively
capturing each link k with Q1k < Q
2
k and considering an arrival, and by successively capturing each link l
with Q1l > Q
2
l and considering a departure we can move the system to (∅, Q2). A series of |xj | transitions
corresponding to wait period completions moves the system to (xj , Q2). This proves (1).
The distribution (4.6) satisfies the detailed balance equations whence (2),(3) follow.
The effective mean arrival rate λ¯ into the system, after ignoring discarded arrivals, is given by
λ¯ := λ ·
∑
xi∈I
pix
i, (4.7)
where pi := P (xi) and · denotes entry-by-entry multiplication. Consider λ¯ ∈ Λ. For  > 0 sufficiently small,
(1 + )λ¯ ∈ Λ. From the result in [20], there exists r ∈ RK+ , such that the stationary distribution satisfies
(1 + )λ¯ = µ ·∑xi∈I pi(r)xi. Then the result follows by picking λ = 11+µ.
4.3.3 Upper bound on delays
We denote an ideal CSMA scheme by the tuple (λ,µ, r) and a PCSMA setup by (λ,µ, r, s).
Theorem 2 (Upper bound on mean delay of ideal CSMA).
PCSMA yields an upper bound on the mean delays of ideal CSMA. For link k, upper bounds on the mean
number of customers E[Qk], and the mean delay E[Dk] are given by
E[Qk] ≤ ρ
in
k
1−ρink
, (4.8)
E[Dk] ≤ 1µk−λink , (4.9)
where ρink :=
λink
µk
, and
λink :=
λk∑
i∈I pi(r)x
i
k
. (4.10)
Therefore, an upper bound on mean delay is given by
E[D] ≤ 1∑
k∈V λk
∑
k∈V
ρink
1− ρink
. (4.11)
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Proof. The proof is by a stochastic coupling argument similar to [22]. First consider a variant of the ideal
CSMA protocol, where (xi, Q) is feasible even if Qk = 0, for some k ∈ xi; i.e., the system features the “wasted
resources” property of PCSMA. It is clear that the mean delay of this variant (which we call CSMAv) yields
an upper bound on the mean delay of ideal CSMA. Consider PCSMA(λin,µ, r,µ) and CSMAv(λ,µ, r).
For a sufficiently large interval [0, T ], the two systems spend the same amount of time, modulo an o(T )
term (where limT→∞
o(T )
T = 0) on each independent set. They also make the same number of transitions
between adjacent (i.e., differing by a single link) independent sets modulo an o(T ) term. The number of
arrivals at link k is λkT+o(T ) for both systems. Finally, the number of service completions from a particular
independent set is the same for both systems, modulo an o(T ) term. Combining these arguments and using
Little’s law, we get that the mean delay experienced at each link is the same for both systems. The mean
number of customers in the queue of link k is given by [70] ρ
in
k
1−ρink
5, and the upper bound on mean delays
is given by Little’s law.
We now consider PCSMA alone and derive a lower bound on mean delay for a given arrival rate vector
λ ∈ Λ. Let PCSMAv be the protocol modification of PCSMA where there are not “wasted resources,” i.e.,
the set of feasible states is {(x,Q) : x ∈ I, Q ∈ NK , xk = 1⇒ Qk > 0}. The following lemma gives an upper
bound on the mean delay of an optimized PCSMAv setup. By combining (4.10) and (4.11) we get
Lemma 3. An optimal design of PCSMA yields
E[D] =
1∑
k∈V λk
inf
µ¯∈Λ,µ¯λ
∑
k∈V
λk
µ¯k − λk . (4.12)
The optimization problem (4.12) is convex since f(x) := αx−α is a convex function for x, α ≥ 0, and since
Λ is a convex set.6 However, for general interference relations, the total number of independent sets, |I|,
may be exponential in the number of links K.
Remark 1. It was shown in [22] that the independent set stationary distribution (4.2) is insensitive to the
inter-arrival and inter-service time distributions, as long as the arrival and service processes are modelled as
renewal processes. Based on the natural decoupling of the independent set process from the queue-lengths,
we can extend the upper bound (4.9) to more general queueing models, e.g., consider G/G/1 queues. In
particular, consider independent injected arrival, service and back-off renewal processes with mean values
(λin,µ, r). The stationary distribution is
P (xi, Q) =
1
C
∏
k:k∈xi
r¯k
∏
k∈V
Pk(Qk, λink , µk), (4.13)
where r¯k := rkµk , and Pk(Qk, λ
in
k , µk) denotes the stationary distribution corresponding to the particular
queueing model used at the k−th link. Similarly, the mean delay is upper bounded by
E[Dk] ≤ Dk(λink , µk), (4.14)
5It is elementary to derive upper bounds for mean number of customers in queue, and mean queueing delay based on the
formulas for M/M/1 queue [70].
6We can similarly derive convex programs for the mean number of customers, mean number of customers in queue, and
mean queueing delay.
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where Dk(λink , µk) is the mean delay of the k−th link as it an be calculated by its corresponding queueing
model.
Remark 2. The M/D/1 queueing model corresponds to a slotted system with random arrivals and determin-
istic service times. For λ ∈ Λ, the upper bound for PCSMA for both M/M/1 and M/D/1 becomes [70]
E[
∑
k∈V
Qk] ≤
∑
k∈V
λk
(µ¯k−λk) , (4.15)
E[D] ≤ ∑k∈V λk(µ¯k−λk)(Pk∈V λk) , (4.16)
where µ¯ denotes an arbitrary vector in the capacity region than can be achieved by a proper selection of
r, s. This bound is tight, in the sense that it goes to infinity if and only if λ converges to the boundary of
the capacity region. These upper bounds coincide with the upper bounds derived in [23] for MWS.
4.3.4 Lower bound on delays
In deriving a lower bound, let us first consider the case of a complete interference graph, i.e., of a collocated
network, where any two links mutually interfere. For simplicity, consider the case where we assume expo-
nential arrival, service and random wait processes, hence an M/M/1 queueing model. We further assume
that µk = 1, for each k ∈ V . Then, since at most each link can be active at each time instant, the network,
as a whole, behaves like an M/M/1 queue with arrival rate λ :=
∑
k∈V λk and service rate equal to 1
7. The
mean number of customers in the network is given by
E[
∑
k∈V
Qk] ≤ λ1− λ. (4.17)
Consider a partition of the links into cliques of the interference graph. By ignoring the interference
between links that belong to different cliques, we can obtain a fundamental lower bound on the total number
of customers and the mean delay. Let us denote the space of all clique-partitions by P. A lower bound on
mean delay is given by
E[D] ≥ max
P∈P
∑
S∈P
∑
k∈S λk
(1−∑k∈S λk)(∑k∈V λk) . (4.18)
Following the same principle, we can derive a lower bound for other queueing models like the G/D/1 used
in [23]. We note that this lower bound does not depend on the scheduling policy.
The ratio of the least upper bound UB to the lower bound on mean delay LB, is equal to (
P
k∈V
√
λk)
2P
k∈V λk
≤ K
for a complete interference graph. The least upper bound is attained by µk = λk + γ
√
λk, γ :=
1−Pl∈V λkP
k∈V
√
λk
as it can be shown by solving the optimization problem (4.12) where the capacity region is simply {λ :∑
k∈V λk < 1}.
Lemma 4. Let λ ∈ Λ, µ = 1. If there exists a clique-partition P such that µ¯ ∈ Λ, for µ¯k := λkP
l∈Sk λl
, and
7The extensions to other queueing models are straightforward.
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where Sk denotes the clique containing link k, then
UB
LB
≤ max
S∈P
|S|, (4.19)
where UB denotes the least upper bound (4.12) and LB denotes the fundamental lower bound (4.18).
Proof. For the particular selection of µ¯, we get (cf. (4.11))
E[D] ≤ 1∑
k∈V λk
∑
S∈P
|S|
∑
k∈S λk
1−∑k∈S λk , (4.20)
where the expression in the RHS of (4.20) is greater than or equal to the least upper bound UB. For the
clique-partition P
E[D] ≥ 1∑
k∈V λk
∑
S∈P
∑
k∈S λk
1−∑k∈S λk . (4.21)
The expression in the RHS of (4.21) is less than or equal to LB.
4.3.5 Linear programs for performance analysis
Following the theory developed in [71–74] we derive LPs for the performance analysis of MAC schemes. Let
us enumerate the non-null independent sets I \ {∅} = {In}N−1n=1 . For a given time instant, let wk = 1 if
link k is active, and 0 else. Let vn = 1 if the system is at the n−th independent set, and 0 else. Clearly,∑N−1
n=1 vn ≤ 1. We have
wk =
∑
n:k∈In
vn. (4.22)
If we assume that the scheduling algorithm is non-idling, i.e. that the system cannot be at an independent
set In, if there exists Im ⊃ In such that there exists k ∈ Im \In with Qk > 0, we get the following maximality
constraint: ∑
k∈Im
vnQk = 0 ∀Im ⊃ In, In 6= Im. (4.23)
If we further assume that the scheduling algorithm does not have the “wasted-resources” property, i.e.,
that a link k can only be active if Qk > 0, we get
Qk ≥ vn ∀n : k ∈ In. (4.24)
Finally, if we assume that the system must be at an independent set different from the null set if
∑
k∈V Qk >
0, we get
Qk =
N−1∑
n=1
Qkvn. (4.25)
By assuming that a stationary distribution exists (see [72, 73] for how to proceed in a self-contained way
without making assumptions), and considering the second moments of the queue-length process, we can get
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the following linear constraints that the system needs to satisfy at steady-state:
λk
N−1∑
n=1
ynk + λk − µk
∑
n:k∈In
ynk = 0, k = 1, . . . ,K, (4.26)
λk
N−1∑
n=1
ynl − µk
∑
n:k∈In
ynl + λl
N−1∑
n=1
ynk − µl
∑
n:l∈In
ynk = 0, k, l = 1, . . . ,K, k 6= l (4.27)∑
k∈Im
ynk = 0 ∀Im ⊃ In, (4.28)
where ynk := E[vnQk]. The constraints (4.26), (4.27) are derived by sampling the system at arrival and
departure events and using Lippman’s uniformization [75]. The constraint (4.28) corresponds to the non-
idling property (4.23).
If we consider the MWS algorithm we get the additional constraints
vn
∑
k∈In
Qk ≥ vn
∑
k∈Im
Qk ∀Im 6= In, (4.29)∑
k∈In
ynk ≥
∑
k∈Im
ynk ∀Im 6= In. (4.30)
It follows from (4.25) that E[Qk] =
∑N−1
n=1 ynk. We can find upper and lower bounds on the mean number
of customers by numerically solving linear programs with objective function
∑K
k=1
∑N−1
n=1 ynk subject to the
constraints ynk ≥ 0, along with (4.26), (4.27), (4.28). For MWS, we need to further consider (4.30).
4.4 Conclusion
We have used a modification of the idealized continuous-time Markov chain CSMA model of [20, 22] to
obtain a positive recurrent, reversible Markov chain model that incorporates the queue lengths as well as the
independent set information. Using this model, we have obtained bounds on the mean total delay. These
bounds coincide with those for max-weight scheduling [23]. We have derived linear programs (LPs) for
obtaining upper and lower bounds for mean total delays. Our results naturally extend to the slotted CSMA
model of [21], as well as to multi-hop traffic.
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CHAPTER 5
OPTIMAL RATE CONTROL AND STREAM ADAPTATION
FOR SCALABLE VIDEO STREAMING OVER MULTIPLE
ACCESS NETWORKS
Multihomed video streaming, i.e., online video streaming across multiple wireless networks, requires high
bandwidth and further imposes stringent delay requirements. Modern video streaming systems apply scalable
video coding, where the quality is incrementally improved with the number of received packets. On-time
packet delivery is important to render high video quality at the receiver, since late video data cannot be
used to improve video quality. A client receives multiple transport streams and combines them into a single
video stream before decoding. In order to achieve high streaming quality, a streaming server must choose
the transport stream rate for each individual access network.
We develop an application-specific joint rate control and packet scheduling protocol that takes into account
both wireless network characteristics and video characteristics in order to maximize the perceived video
quality. We consider multihomed scalable video streaming systems in which each video is streamed over
multiple access networks to a client. The problem is to determine which video packets of a video stream to
transmit, and associate each video packet with an access network, so that the video quality at the client is
maximized. We present a network model and a video distortion model to capture the network conditions and
video distortion characteristics, respectively. We develop a mathematical formulation to find the streaming
strategy for maximizing the average video quality at the client. In order to efficiently solve the problem
in real time, we propose several suboptimal convex problems along with two heuristic algorithms. We
conduct extensive trace-driven simulations to evaluate the algorithms using real network conditions and
actual scalable video streams. Our simulations indicate performance increase of up to two times in terms
of streaming rate and up to 10 dB in terms of video quality, as compared to other existing rate control
algorithms.
This is joint work with Chenghsin Hsu.
5.1 Related Work
Rate control algorithms on shared networks have been extensively studied and are used in current systems. In
the Internet, rates of TCP streams are regulated by the TCP congestion control algorithm [76], while rates of
UDP streams are often determined by TCP-friendly rate control algorithms such as the TCP Friendly Rate
Control (TFRC) protocol [77]. In wireless networks, the utility maximization framework [2,5,16] has given
rise to a cross-layer design for joint rate control, routing and medium access control (MAC). These optimal
rate controllers are variants of TCP rate control that use queue length information in determining the flow
rates. Rate control over multiple access networks has been considered in the literature [27,78,79]. Vidales et
al. [78] consider a unified platform for multiple wireless access networks and study the problem of selecting
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the best wireless network and handover time. Shakkottai et al. [79] study the problem of maximizing the
throughput of clients connected to several IEEE 802.11 access points; they propose a probabilistic protocol
for each client to determine the time it associates to each 802.11 access point. Thompson et al. [78] consider
the scheduling problem for clients that are connected to multiple 802.11 access points, and propose algorithms
for collaborative network access, which employ client access pattern analysis and construct transport stream
level schedules for lower RTTs and higher throughput. These works consider generic applications and do
not account for diverse video characteristics.
Rate control for nonscalable video streams has been investigated in several papers [24,25,80–83]. Szwabe
et al. [80] propose an architecture to monitor network conditions and control video streaming rate over an
access network using TFRC. Jurca and Frossard [81] study the problem of rate control for video streaming
over a multi-hop network where the packet loss rates and available bandwidths of individual network links
are given. Zhu et al. [82] address the rate control problem among multiple video streaming sessions over an
ad hoc wireless network and propose joint routing and rate control algorithms that trade off video quality
for network congestion. The authors of [24, 25, 83] study the rate control problem for streaming videos to
several multihomed clients. More precisely, the authors of [83] propose a solution based on stochastic control
of Markov decision processes, the authors of [25] provide a solution based on H∞-optimal control of linear
dynamic systems, and the authors of [24] present a solution based on convex optimization techniques. All
the above works [24, 25, 80–83] consider nonscalable video streams and rely on computationally intensive
transcoding for stream adaptation.
Efficient stream adaptation using scalable streams has also been studied in the literature [84–87]. In
[85], the authors consider the stream adaptation problem for fine-grained scalable (FGS) stream between
one receiver and multiple senders. They employ a rate-distortion (R-D) function designed for FGS streams
and formulate the stream adaptation problem among several video frames as an optimization problem to
maximize the average video quality. This results in an integer linear program (ILP), which is relaxed into
a linear programming (LP) problem. They propose a rounding method to convert the fractional solution
to an integer solution and provide analytic bounds on the suboptimality. Amonon et al. [86] study the
problem of prioritizing video packets of H.264/SVC streams. They empirically calculate the distortion
impact of dropping each video packet, and give higher priority to video packets with higher impact value.
The calculation is done packet-by-packet, and may not account for the case of losing multiple video packets.
Sun et al. [87] propose an R-D model for FGS streams coded by H.264/SVC. Their R-D model is based
on a generalized Gaussian distribution source model, and captures the drifting error caused by truncating
video packets. Mansour et al. [84] study the stream adaptation problem between one base station and
multiple receivers in a single-hop wireless network. The receivers share a given network capacity for receiving
FGS streams from the base station. They formulate a capacity-delay constrained optimization problem to
minimize the average video distortion among all receivers. Their formulation employs an R-D model that
captures distortion resulting from error concealment due to lost and late packets. The formulation leads
to a non-convex optimization problem. They solve a relaxed convex problem, and convert the solution to
a feasible solution of the original problem using projection. These studies [84–87] either ignore network
conditions [86] or consider simplified network models that cannot predict delays due to network congestion
[84,85,87].
To the best of our knowledge, our work is the first that simultaneously considers the end-to-end rate control
and scalable stream adaptation for multihomed clients. Previous works either study rate control without
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Figure 5.1: Multihomed streaming over heterogeneous access networks.
considering video characteristics [27,78,79], consider transcoding nonscalable video streaming [24,25,80–83],
or concentrate on scalable stream adaptation without accounting for diverse and dynamic network conditions
[84–87]. Our work is unique in several aspects: (i) we consider heterogeneous access networks, (ii) we
explicitly divide each scalable stream into multiple transport streams for individual access networks, (iii) we
propose comprehensive rate-distortion (R-D) models for H.264/SVC streams, and (iv) we jointly solve the
rate control and stream adaptation problem.
5.2 Problem Formulation
In this section, we describe the network model for heterogeneous and time-varying access networks and the
R-D model for scalable video streams. We formulate an optimization problem for joint rate control and
stream adaptation.
5.2.1 Heterogeneous access networks
We consider the multihomed video streaming problem, in which a streaming server sends video data over N
heterogeneous and time-varying access networks to a client.1 Figure 5.1 shows an example for N = 3. The
network condition of each access network n (1 ≤ n ≤ N) is described by its available bit rate (ABR) cn and
round-trip time (RTT) τn, which are periodically measured and updated using a lightweight measurement
tool, such as Abing [88]. Based on network conditions, the server splits the video stream into N transport
streams, and transmits transport stream n over access network n. We let rn be the transport stream rate
over access network n, and r :=
∑N
n=1 rn be the total video streaming rate.
Operating a network at a rate rn close to its capacity cn leads to higher delays and eventually dropped
packets because of network congestion. Since the available bit-rate cn is varying with time, rate control is
1Scalable video streaming over a single access network is a special case of our analysis with N = 1.
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important for on-time delivery of video packets with deadlines. We take the one-way delay tn as one half of
RTT τn, i.e., tn = τn2 . Following the derivation in [24], we relate the one-way delay tn over access network
n and its remaining capacity cn − rn as
tn =
αn
cn − rn , (5.1)
where αn is a parameter computed from the past observations of RTT, τn, and residue bandwidth, cn − rn,
by means of linear regression.
Let pn be the packet loss probability over access network n, which corresponds to random losses and
packets missing their decoding deadlines. We assume access networks are statistically independent and write
pn = gn(cn, rn), where gn(·) models the packet loss rate; we assume that gn(cn, rn) is increasing in rn and
decreasing in cn. We consider a general gn(·, ·) which can accommodate various queueing models [70], e.g.,
the M/M/1 queueing model or finite-length queueing models such as M/M/1/K and G/D/1/K. Practical
environments are far more complicated than a single-hop queueing model, since they entail streaming over
multiple hops and varying routes. Nevertheless, the M/M/1 model has been observed to yield a good
approximation in realistic setups [24], so we consider the M/M/1 model in the remainder. Our analysis is
also applicable to other network models.
Under the assumption of the M/M/1 model, we write pn = gn(cn, rn) = e−t0/tn [70], where t0 is the
decoding deadline and tn is the average one-way delay. In actual deployments, t0 can be computed based on
the queue length of the client. Combining this equation with (5.1), we get
pn = e−
t0(cn−rn)
αn . (5.2)
5.2.2 Scalable video streams
We consider video streams coded by H.264/SVC [36] coders, which support temporal, spatial, and quality
scalability. H.264/SVC achieves temporal scalability through employment of a hierarchical prediction struc-
ture among frames of the same group-of-pictures (GoP). More precisely, video frames are divided into a
temporal base layer and multiple temporal enhancement layers. Frames in the temporal base layer use only
the temporal base layer frame of the previous GoP for prediction, while frames in temporal enhancement
layers use the two neighboring temporal base frames for predictions. The spatial scalability is achieved by
creating a spatial layer for each spatial resolution. H.264/SVC supports both intra-frame and inter-frame
predictions within the same spatial layer, and inter-layer predictions among spatial layers of the same frame.
There are two types of quality scalability: coarse-grained scalability (CGS) and medium-grained scalability
(MGS). CGS layers are special cases of spatial layers, which have the same spatial resolutions with their
next lower layers. Each CGS layer can be divided into several MGS layers, and each MGS layer provides
incremental quality improvement. H.264/SVC is flexible and supports combined scalability, which allows
us to encode a video into a global stream that concurrently supports various temporal resolutions, spa-
tial resolutions, and quality levels. H.264/SVC streams are divided into multiple network abstraction layer
units (NALU), where each NALU belongs to the layer identified by a tuple <spatial id, temporal id,
quality id>. NALUs are essentially video packets sent in transport streams. While combined scalability is
possible, the spatial and temporal resolutions of each multihomed streaming session can be pre-determined
by the client hardware capability. This is because the spatial resolution is constrained by the native screen
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Figure 5.2: The structure of the considered scalable stream.
resolution, and the temporal resolution is limited by the processing power. For example, with a mobile device
supporting video decoding up to QVGA (320x240) at 15 fps (frame-per-second), users expect to see videos in
QVGA at 15 fps. Therefore, we assume that the spatial-temporal resolution for individual streaming sessions
are known and fixed. Given the resolution, we drop all NALUs that cannot be decoded by the client, and
cluster the remaining NALUs into NALU groups (NALGs). Each NALU gm,q is identified by frame number
m, 1 ≤ m ≤ M , and quality level q, 0 ≤ q ≤ Q and M is the total number of frames considered in each
optimization problem and Q the total number of quality levels. We consider M to be a multiple of the
GoP size. For any frame 1 ≤ m ≤M , NALU gm,0 carries the basic quality representation, and NALU gm,q
(1 ≤ q ≤ Q) contains quality enhancement for that frame. NALU gm,q is decodable if and only if all NALUs
of lower quality levels (gm,q′ , q′ < q) are received on time. We let sm,q be the size of NALU gm,q. Figure 5.2
depicts a scalable stream with M frames and Q quality levels; each block represents a NALU, and NALUs
of different temporal layers are indicated by different patterns. The arrows among NALUs illustrate the
hierarchical prediction structure among temporal layers. We let Pm be the parent frames of frame m, where
1 ≤ m ≤M .2 The two immediate parents of frame m are denoted by pm,1 and pm,2.
With the above notations, we can describe our multihomed scalable video streaming problem as determin-
ing which NALUs to send, and associate each NALU with an access network. We let xm,q,n be a Boolean
variable indicating whether we send gm,q over access network n:
xm,q,n =
1, if we send gm,q over network n0, otherwise. (5.3)
2In this chapter, we use bold symbols to represent vectors.
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We assume that the packet loss rates of access networks are sufficiently low so that sending a NALU over
multiple access works results in no advantage, while incurring higher network load due to duplicated data
transfer. This assumption is reasonable because many modern access networks implement forward error
correction (FEC) and automatic repeat request (ARQ) at the data-link layer. These mechanisms are not
controlled by the video streaming system at the application layer. With this assumption, we define
xm,q :=
N∑
n=1
xm,q,n, (5.4)
to be a binary variable with value 1 if NALU gm,q is sent over some network, and 0 otherwise.
Next, we develop our distortion model to estimate the distortion value of a substream extracted from
a scalable coded stream. We use mean square error (MSE) as the distortion metric and denote the total
distortion of frame m by dm. This can be divided into two components: truncation distortion em and drifting
distortion ym. We let dm = em + ym.
Truncation distortion, em, refers to the quality degradation due to dropping NALUs of frame m. We
let δˆm be the full-quality distortion of frame m, which is achieved when gm,q for all q = 0, 1, . . . , Q are
received on time. We let δm,q (0 ≤ q ≤ Q) be the additional distortion introduced by dropping NALU gm,q.
The values of δˆm and δm,q can either be computed at the encoding time or in a post-encoding process. In
order to decode gm,q, all NALUs gm,q′ , where q′ < q, must have been decoded. Following the definition of
(5.3), we can write truncation distortion as
em = δˆm +
Q∑
q=0
(
1− x¯m,q
)
δm,q, (5.5)
where
x¯m,q :=
∏
q′≤q
xm,q′ = min
q′≤q
xm,q′ . (5.6)
The value of x¯m,q is equal to 1, if and only if all NALUs of frame m with quality levels lower than or equal
to q are successfully received.
Drifting distortion, ym, refers to the distortion caused by inter-frame predictions due to imperfect
reconstruction of parent frames in Pm. There is no precise physical model for drifting distortion. Instead,
we consider an abstract model of the form ym = fm(ePm), where fm is increasing in each argument on R
|Pm|
+ .
In the special case where we consider the two immediate parents:
ym = fm(epm,1 , epm,2). (5.7)
Sun et al. [87] propose to use an increasing bilinear distortion model:
ym = fm(epm,1 , epm,2)
= αm,0 + αm,1epm,1 + αm,2epm,2 + βmepm,1epm,2 . (5.8)
In this model, αm,1 and αm,2 are nonnegative constants that are computed from the known fraction of
inter-coded macroblocks in frame m. The parameters αm,0 and βm are derived from empirical data and βm
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is assumed to be nonnegative.
We generalize this bilinear model, and use a degree-2 polynomial to model the drifting distortion:
ym = fm(epm,1 , epm,2)
= αm + βm,1epm,1 + βm,2epm,2 + γm,1e
2
pm,1
+ 2γm,2epm,1epm,2 + γm,3e
2
pm,2 , (5.9)
where αm, β, and γ are model parameters. We consider a convex increasing drifting distortion function by
adding the constraints that β,γ are nonnegative and(
γm,1 γm,2
γm,2 γm,3
)
is positive semidefinite.
In [89], the authors suggest that the truncation error of a frame propagates to its descendants in the partial
ordering of inter-frame prediction in the same GoP, in a linear fashion. Inspired by this, we consider a more
general model of the form
ym = fm(ePm) = αm +
∑
k∈Pm
αkek, (5.10)
where αk are nonnegative parameters. We refer to this model as multi-scale linear.
The goodness-of-fit values (cf. Section 5.4.1) show that convex increasing quadratic fit is almost as good
as unconstrained fit in (5.9), and it significantly outperforms the bilinear fit of (5.8). The multi-scale linear
model significantly outperforms all models in the datasets “Crew,” “Harbor,” and “Soccer” but does not
perform as well in the “City” dataset [90].
5.2.3 Optimization problem
We formulate the multihomed scalable video streaming problem as one of finding the xm,q,n values to
maximize video quality at the client, i.e., minimize the total expected distortion, under current network
conditions. Let F be the frame rate in frames-per-second (fps). The average transport stream rate for
network n, in a time interval of length MF , is
rn =
F
M
M∑
m=1
Q∑
q=0
sm,qxm,q,n. (5.11)
The rate can be used to estimate packet loss probability pn over network n by means of the network
model (5.2). Under the statistical independence assumption, the expected delivery probability of NALU
gm,q denoted by xm,q ∈ [0, 1] (by some abuse of notation) can be calculated as
xm,q =
N∑
n=1
(1− pn)xm,q,n. (5.12)
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In writing (5.12), we assume that each access network n behaves like a binary channel with loss probability
pn for each packet, and that each NALU comprises a single packet. In the light of (5.12) we can rewrite x¯m,q
in (5.6) and model the truncation distortion using (5.5).
The joint rate control and stream adaptation problem can be written as
min
x
∑M
m=1 dm (5.13)
s.t. rn = FM
∑M
m=1
∑Q
q=0 sm,qxm,q,n, (5.14)
pn = e−t0(cn−rn)/αn , (5.15)
xm,q =
∑N
n=1(1− pn)xm,q,n, (5.16)
x¯m,q =
∏
q′≤q xm,q′ , (5.17)
em = δˆm +
∑Q
q=0(1− x¯m,q)δm,q, (5.18)
ym = fm(ePm), (5.19)
dm = em + ym, (5.20)
xm,q,n ∈ {0, 1},m = 1, . . . ,M, q = 0, . . . , Q,
n = 1, . . . , N, (5.21)∑N
n=1 xm,q,n ≤ 1. (5.22)
In this problem, rate control is performed through (5.15). This is a form of proactive congestion control, in
the sense that it seeks to avoid causing network congestion, as opposed to the responsive nature of TCP.
We note that (5.13) is an integer program [39], for deciding whether to send NALU gm,q over network n.
The cardinality of its state-space is 2MQN , which renders exhaustive search intractable for actual applications.
Therefore, we consider a practical simplification by relaxing xm,q,n ∈ [0, 1]. Fractional xm,q,n values can
be used by streaming servers that break each NALU gm,q into several smaller packets for individual access
networks. Alternatively, we can consider (5.13) as a soft, randomized decision problem. In such a problem,
we consider MQN mutually independent Bernoulli random variables with mean xm,q,n ∈ [0, 1]. Packet gm,q
is sent over network n with probability xm,q,n. Furthermore, xm,q, the probability that gm,q is sent over
some network, still follows (5.4).
The expected truncation distortion is still given by (5.5) and (5.6), if we assume that packet losses of
access networks are statistically independent of the decision variables. This independence assumption is not
completely realistic, but can be made rigorous using a two-timescale approach [20, 69]: supposing that the
optimization window size MF is large enough for the stochastic process (such as a Markov chain) characterizing
the network losses to converge, the approximation error due to the independence assumption is negligible in
both theory and practice [20]. In the remainder of the chapter, we consider the randomized version of (5.13)
with xm,q,n ∈ [0, 1].
Remark 1. The formulation in (5.13) can account for the case that NALU gm,q comprises multiple packets,
say Um,q packets. Let xm,q,u,n be 1 if the u−th packet of NALU gm,q is sent over access network n, and 0
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else. We then substitute xm,q,n with xm,q,u,n in (5.21), (5.22) and replace (5.16), (5.17) with
xm,q,u =
∑N
n=1(1− pn)xm,q,u,n, (5.23)
x¯m,q =
∏
q′≤q
∏Um,q′
u=1 xm,q′,u. (5.24)
Typically, Um,q is a function of NALU size sm,q. For example, for a path with maximum payload length θ,
the streaming server may send NALU gm,q with Um,q = d sm,qθ e. The algorithms proposed in Sec. 5.3 can be
readily extended by updating the distortion model.
Properties of the Optimization Problem
Assuming that fm is an increasing function in each argument, the objective function is increasing in pn for
any fixed x. It is decreasing in xm,q for each m = 1, 2, . . . ,M and q = 0, 1, . . . , Q. The objective function
is increasing in em and ym for each m. Based on these properties, we can replace the equality constraints
in (5.15), (5.16), and (5.19) with ≥, ≤, and ≥ inequality constraints, respectively. This yields an equivalent
formulation with no nonlinear equality constraints.
The above three monotonicity properties guarantee that an optimal solution for x satisfies
xm,q = 1⇒ xm,q′ = 1, ∀q′ ≤ q. (5.25)
The randomized optimization problem is not convex due to the existence of multinomial terms. Further-
more, the problem cannot be converted to a convex program by means of exponential transformations of
the form x→ ex, nor can it be rendered in the format of geometric programming [39]. In Section 5.3.2, we
present convex approximations of this problem.
5.3 Optimization Algorithms
In this section, we discuss optimal algorithms and their complexity. We present convex approximations for
the optimization problem along with two heuristics with polynomial complexity.
5.3.1 Optimal algorithms
The integer program corresponding to (5.13) can be solved using exhaustive search. We refer to this as
the OPT algorithm. The complexity of a naive exhaustive search is 2M(Q+1)N . This can be reduced to
(N + 1)MQ based on the constraint
∑N
n=1 xm,q,n ∈ {0, 1}. Finally, following the discussion in Section 5.2.3,
the complexity can be reduced to [(Q + 2)(N + 1)]M . While dynamic programming can be employed for
computing the optimal solution, doing so still leads to exponential complexity. For a typical problem with
M = 32, Q = 7, and N = 3, the running time is prohibitively long.
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5.3.2 Convex programs
We propose several convex programming formulations to approximate the optimization problem. In the next
lemma, we present a convex programming formulation that approximates multilinear functions in (5.16) and
(5.18) term-by-term.
Lemma 1 (Term-by-Term Convex Approximation: TTC). The optimization problem
min
x
∑M
m=1 dm (5.26)
s.t. rn = FM
∑M
m=1
∑Q
q=0 sm,qxm,q,n, (5.27)
pn ≥ e−
t0cn
αn e
t0
αn
rn , (5.28)
xm,q ≤
∑N
n=1 min(1− pn, xm,q,n), (5.29)
em ≥ δˆm +
∑Q
q=0(1−minq′≤q xm,q′)δm,q, (5.30)
ym ≥ fm(epm,1 , epm,2), (5.31)
dm = em + ym, (5.32)
xm,q,n ∈ [0, 1],
∀1 ≤ m ≤M, 0 ≤ q ≤ Q, 1 ≤ n ≤ N, (5.33)∑N
n=1 xm,q,n ∈ [0, 1], (5.34)
is a convex program whose optimal solution is an underestimate of the expected distortion. It consists of
M(Q+1)N+M(Q+1)+2M+2N decision variables and 2M(Q+1)N+2M(Q+1)+2M+2N constraints.
We refer to this formulation as Term-by-Term Convex (TTC). The program can be written as a smooth
convex program by substituting (5.29) and (5.30) with
xm,q ≤
∑N
n=1 xˆm,q,n, (5.35)
xˆm,q,n ≤ xm,q,n, (5.36)
xˆm,q,n ≤ 1− pn, (5.37)
em ≥ δˆm +
∑Q
q=0(1− x¯m,q)δm,q, (5.38)
x¯m,q ≤ xm,q′ , ∀q′ ≤ q. (5.39)
This introduces 2M(Q + 1)N + M Q(Q+1)2 −M(Q + 1) more constraints. The convex program admits an
optimal solution and has the strong duality property in both forms
Proof. Sherali [91] proves that for any function f(x1, · · · , xn) on [0, 1]n, its best concave overestimate is
fˆ(x1, · · · , xn) = mini=1,··· ,n xi. That is, fˆ(x1, · · · , xn) is precisely −conv(−f), where conv denotes the con-
vex envelope of a function. Applying this result to (5.16) and (5.18), we get, in the light of the monotonicity
properties of Section 5.2.3, and noting that the minimum of several affine functions is a concave function,
a convex program in (5.26). The optimization problem in (5.35) is an equivalent convex program because
the objective function is decreasing in each xm,q and increasing in each pn. Both convex programs have a
non-empty and compact set of optimal solutions since the constraint set on the decision variables xm,q,n
variables is a compact set, i.e., the unit hypecube [0, 1]M(Q+1)N , as well as all inequality constraints along
70
with the objective function involve continuous functions. They have the strong duality property because they
satisfy Slater’s condition [39]. More specifically, there exists a strictly feasible solution for both formulations,
i.e., a feasible vector for which all inequality constraints are strictly satisfied. More precisely, consider  > 0
small enough, xm,q,n =  for all m, q, n, pn = 1 −  for all n, xm,q = 0 for all m, q, em > δˆm +
∑Q
q=0 δm,q,
and ym = Lm where Lm is large enough, such that (5.31) is strictly satisfied for all m 3.
Remark 2 (Practical considerations). The non-smooth form of the TTC formulation may have a non-
negligible approximation gap, because the approximation in (5.29) does not sufficiently capture the negative
impacts of packet losses. This is especially true when the loss probability is small (say 5–10%), which implies
that xm,q,n < 1 − pn in most cases, and thus xm,q ∼
∑N
n=1 xm,q,n. The smooth form of TTC formulation
has another non-negligible gap in (5.39), which approximates the probability that gm,q is not received by
the minimum of probabilities that any {gm,q′}q′≤q is not received.
In the following lemma, we present another approach of approximating the non-convex multilinear in-
equalities (5.16) and (5.18) by using their convex envelopes.
Lemma 2 (Multilinear Convex Approximation: MC). Let us denote the vectors with entries xm,q,n, xm,q, pn
by x, x¯,p, respectively.
min
x
∑M
m=1 dm (5.40)
s.t. rn = FM
∑M
m=1
∑Q
q=0 sm,qxm,q,n, (5.41)
pn ≥ e−
t0cn
αn e
t0
αn
rn , (5.42)
xm,q ≤ min {L1m(ξ,x,p) :=
∑N
n=1(ξ1(n)xm,q,n + (1− pn)ξ2(n)− ξ1(n)ξ2(n))
s.t. ξ ∈ {0, 1}N × {0, 1}N , L1m(ξ,x,p) ≥
∑N
n=1(1− pn)xm,q,n
∀(x,p) ∈ {0, 1}N × {0, 1}N}, (5.43)
em ≥ δˆm +
∑Q
q=0 δm,q −min {L2m(ξ, x¯) :=
∑Q
q=0(
∑q−1
q′=0
∏
i≤q′ ξ(i)δm,q′ +∑Q
q′=q
∏
i≤q′,i6=q ξ(i)xm,qδm,q′)−Q
∑Q
q=0
∏
i≤q ξ(i)δm,q
s.t. ξ ∈ {0, 1}Q+1, L2m(ξ, x¯) ≤
∑Q
q=0 x¯m,qδm,q ∀x¯ ∈ {0, 1}Q+1}, (5.44)
ym ≥ fm(epm,1 , epm,2), (5.45)
dm = em + ym, (5.46)
xm,q,n ∈ [0, 1], ∀1 ≤ m ≤M, 0 ≤ q ≤ Q, 1 ≤ n ≤ N, (5.47)∑N
n=1 xm,q,n ∈ [0, 1]. (5.48)
The optimization problem of (5.40) is a convex program whose optimal solution is an underestimate of the
expected distortion. It consists of M(Q+ 1)N +M(Q+ 1) + 2M + 2N decision variables and 2M(Q+ 1)N +
2M(Q + 1) + 2M + 2N constraints. We refer to this program as Multilinear Convex (MC). The program
can be written as a smooth convex program (5.49), in which (5.43) and (5.44) are substituted by (5.49) and
3We can calculate Lm by assuming the all-zero vector x.
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(5.50):
xm,q ≤ L1m(ξ,x,p) :=
∑N
n=1(ξ1(n)xm,q,n + (1− pn)ξ2(n)− ξ1(n)ξ2(n)) ξ ∈ {0, 1}N × {0, 1}N ,
if L1m(ξ,x,p) ≥
∑N
n=1(1− pn)xm,q,n ∀(x,p) ∈ {0, 1}N × {0, 1}N , (5.49)
em ≥ δˆm +
∑Q
q=0 δm,q − eˆm, (5.50)
eˆm ≤ L2m(ξ,x) :=
∑Q
q=0(
∑q−1
q′=0
∏
i≤q′ ξ(i)δm,q′ +
∑Q
q′=q
∏
i≤q′,i6=q ξ(i)xm,qδm,q′)
−Q∑Qq=0∏i≤q ξ(i)δm,q, ξ ∈ {0, 1}Q+1,
if L2m(ξ, x¯) ≤
∑Q
q=0 x¯m,qδm,q ∀x¯ ∈ {0, 1}Q+1.
This introduces a maximum of M(Q + 1)(22N − 1) + M(2Q+1 − 1) additional constraints. Both convex
programs have a non-empty and compact set of optimal solutions along with the strong duality property.
Proof. Consider a general multilinear function f(x1, · · · , xk) on [0, 1]n1 × . . . [0, 1]nk , where f(·) is linear in
each argument. Sherali [91] gives the convex envelope of f(·) as conv(f) = max
{
fξ(x1, · · · , xk) ∀(x1, · · · , xk)
∈ {0, 1}k
}
, where fξ(·) is defined as fξ(x1, · · · , xk) :=
∑k
i=1 f(ξ1, · · · , xi, · · · , ξk)− (k − 1)f(ξ). The rest of
the proof follows along the same line as that of Lemma 1.
Remark 3 (Practical considerations). Solving the MC formulation requires computing the convex envelope
in (5.43) and (5.44) for the non-smooth form, and in (5.49) and (5.50) for the smooth form. The convex
envelope for (5.43) or (5.49) can be computed oﬄine with 24N tests. This is because the calculation of
the convex envelope of f(x1, x2) =
∑N
n=1 x1(n)x2(n) on [0, 1]
N × [0, 1]N does not depend on the problem
parameters. However, the convex envelopes of (5.44) or (5.50) depend on the problem parameters, and
must be computed online. The computations take M22(Q+1) tests, which might be intractable for real-time
systems. For illustration purposes, consider a typical setup with M = 32, Q = 7, and N = 3. Calculating
the convex envelope for (5.43) or (5.49) requires only 4, 096 tests, while doing that for (5.44) or (5.50) takes
16, 777, 216 tests.
Remark 4 (Hybrid Convex Approximation: HC). Remark 2 illustrates that (5.29) or (5.35) may lead to a
non-negligible approximation gap, and Remark 3 indicates that determining the convex envelope in (5.44)
and (5.50) may incur high time complexity. Therefore, we propose a hybrid convex (HC) approximation by
replacing (5.29) or (5.35) with (5.43) or (5.49) for a balance between optimality and tractability. Through
extensive simulations, we found that HC significantly outperforms TTC in most cases. In the rest of this
chapter, we only report the evaluation results from HC.
Remark 5. We may further reduce the approximation gap of HC by improving the convex approximation
in (5.30). More precisely, we can potentially replace the parameter δm,q with δ¯m,q for all m and q, where
δ¯m,q, are chosen to satisfy
∏
q′ ≤ qxˆm,qδm,q ≈ minq′≤q xˆm,q δ¯m,q for a near-optimal solution xˆ computed by
some heuristic algorithms like the ones presented in Sections 5.3.3 and 5.3.4. While the resulting formulation
would lead to much smaller approximation gap, the complexity of solving might be high.
5.3.3 Simple Rate-Distortion Optimization
We present a heuristic algorithm that takes advantage of the following observation: In general, scalable
coders encode video data with higher impacts on video quality earlier, in order to maximize video quality
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SRDO
0. INPUT: Pmax is the maximum packet loss rate
1. let x = {xm,q,n = 0 | ∀m, q, n}
2. sort gm,q on
δm,q
sm,q
3. for nˆ = argminNn=1 pn
4. let gmˆ,qˆ be the next unsent NALG
5. if sending gmˆ,qˆ on nˆ causes pnˆ > Pmax return x
6. else update x with xmˆ,qˆ,nˆ = 1
7. if no more unsent NALG return x
Figure 5.3: The Simple Rate-Distortion Optimization algorithm.
for clients that cannot receive the complete scalable stream [85]. Therefore, we can write
δm,0
sm,0
≥ δm,1
sm,1
≥ δm,2
sm,2
≥ · · · ≥ δm,Q
sm,Q
, (5.51)
for all 1 ≤ m ≤ M . This inequality says that the quality improvements per-bit of sorted NALGs in lower
quality levels are higher. Therefore, we can sort NALGs gm,q on their
δm,q
sm,q
values, and know that prefixes
of the sorted NALG list satisfy the dependency among quality levels of individual frames. Next, we assume
drifting distortion is insignificant and sequentially schedule the NALGs until the access networks are fully
loaded, i.e., until their loss probabilities do not exceed a desired maximal value Pmax. We call this algorithm
Simple Rate-Distortion Optimization (SRDO), and we give its pseudocode in Figure 5.3.
The SRDO algorithm takes the maximum packet loss rate as an input, and sorts NALGs on their im-
portance in line 2, which is the ratio of potential quality improvement δm,q and size sm,q. The for-loop in
lines 3–7 iteratively finds the least loaded access network, and transmits the next unsent NALG over it. The
algorithm returns in line 5 if the maximum packet loss rate is exceeded, and in line 7 if all NALGs have
been sent. The SRDO algorithm is efficient: the sorting in line 2 dominates the time complexity, which is
O
(
M(Q+ 1) log[M(Q+ 1)]
)
.
5.3.4 Progressive Rate-Distortion Optimization
The SRDO algorithm is efficient as it assumes the drifting distortion is insignificant. This assumption,
however, is less accurate for videos with higher temporal correlation. Therefore, we propose another heuristic
algorithm which considers both truncation and drifting distortions while solving our problem. The new
algorithm is based on the following observation that sending one more NALU gm,q concurrently incurs positive
and negative impacts on the total distortion. More specifically, sending NALU gm,q over access network n
leads to: (i) lower truncation distortion for frame m and lower drifting distortion for its descendants, and
(ii) higher distortion for frames having their NALUs sent over n, since packet loss rate pn is a monotonic
increasing function on the network load. We let bm,q,n be the net distortion impact of sending NALU gm,q
over access network n.
The new algorithm is referred to as Progressive Rate-Distortion Optimization (PRDO): It follows the
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PRDO
1. let x = {xm,q,n = 0 | ∀m, q, n}
2. forever
3. if gd is empty return x
4. let gd be all immediately decodable NALUs
5. for gm,q ∈ gd
6. for n = 1 to N
7. compute bm,q,n based on x
8. let bmˆ,qˆ,nˆ/smˆ,qˆ ≥ bm,q,n/sm,q ∀m, q, n
9. if bmˆ,qˆ,nˆ ≤ 0 return x
10. update x with xmˆ,qˆ,nˆ = 1, update gd.
Figure 5.4: The Progressive Rate-Distortion Optimization algorithm.
video dependency structure and iteratively sends more NALUs by selecting the NALU that would reduce the
expected total distortion the most. That is, at each step, our algorithm computes the net distortion impact
bm,q,n for sending each NALU gm,q over an access network n, where 1 ≤ m ≤M , 0 ≤ q ≤ Q, and 1 ≤ n ≤ N .
It then sends NALU gmˆ,qˆ over access network nˆ, where bmˆ,qˆ,nˆ is positive and bmˆ,qˆ,nˆ/smˆ,qˆ ≥ bm,q,n/sm,q
for all decodable NALU gm,q and all networks n. The algorithm stops if all NALUs have non-positive net
distortion impact values, or there is no unset NALU.
By leveraging on the dependency structure, we can largely reduce the number of bm,q,n to be computed.
More precisely, our algorithm considers only the immediately decodable NALUs at each step, that is to say,
the NALUs with all their ancestors transmitted earlier. We can safely ignore all other NALUs because
sending any of them leads to no positive impact, while it has a negative impact on the network load, and
hence on expected distortion. We give the pseudocode of our proposed PRDO algorithm in Figure 5.4.
The PRDO algorithm starts from the all-zero x in line 1. The forever loop from line 2 progressively adds
more NALUs based on net distortion impacts which are computed using our network and video models. More
specifically, it iterates through all immediately decodable NALUs in the for-loop that starts in line 5 and
through all access networks in the for-loop that starts from line 6. Line 7 computes the net distortion impact
for a decodable NALU gm,q,n. Lines 8 and 10 add the NALU that leads to the highest per-bit distortion
reduction into x. When a packet is added, all packets depending on it are added in the list of immediately
decodable NALUs in line 10. The algorithm terminates in line 8 if no immediately decodable NALU results
in distortion reduction or in line 3 if all packets have been sent. We notice that the loops starting in lines
2, 5, and 6 have at most M(Q+ 1), M , and N iterations, respectively, in the worst case. In addition, line 7
can be computed by scanning through all M(Q + 1)N NALUs only once. Therefore, the PRDO algorithm
has a polynomial time complexity of O
(
M3(Q+ 1)2N2
)
.
Remark 6 (Hybrid Rate-Distortion Optimization). We propose a a hybrid scheme which uses SRDO to
bootstrap a solution and then applies PRDO using this solution as the initial vector. We refer to this
algorithm as Hybrid Rate-Distortion Optimization (HRDO).
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5.4 Evaluation
In this section, we evaluate the proposed algorithms using trace-driven simulations.4 We first describe the
collections of network and video traces. We then present the simulation setup and the simulation results.
5.4.1 Trace collection
We first describe the collection of network traces. We use Abing [88, 93] to periodically measure ABR and
RTT values between hosts on two networks. We chose Abing for the measurements because it converges
fast, is light-weight, and is accurate even for access networks with high packet loss rates [93]. We consider
the networks: Deutsche Telekom Lab (in Berlin), Stanford University, Technical University of Munich, and
Technical University of Berlin, respectively. More precisely, we collect measurements from Deutsche Telekom
Lab to each of the other networks; measurements are taken between 2:00 and 4:00 pm on weekdays. To
collect network conditions of heterogeneous access networks, we run the Abing client on a host with multiple
network interfaces, and we monitor network conditions on individual access networks. We configure Abing to
take a measurement every two seconds. We mention that parts of the network traces were used in previous
studies [24, 83]. We report the simulation results from the network traces between Deutsche Telekom Lab
and Stanford University. Three access networks are considered: Ethernet, 802.11b, and 802.11g. We use
the NS-2 simulator [94] and the network traces to derive the network model parameter αn for each access
network n. We then use the derived parameters and network traces to compute packet loss rates using (5.1).
In real deployments, αn values are computed using regression or exponential forgetting moving average, in
real-time.
We next describe the estimation of the video model parameters. We consider fthe 10-sec video sequences:
City, Soccer, Crew, and Harbor [90]. These sequences are in 4CIF (704x576) resolution at 30 fps, and
have been widely used in the literature. We use JSVM Reference Software (version 9.19.4) to encode each
sequence into a scalable stream with GoP size equal to eight and seven quality scalability (MGS) layers. In
the evaluation, each NALG consists of a NAL unit. In actual deployments, several quality layers and/or
frames can be readily combined into a NALG for lower overhead, but at the expense of lower video quality
at the client. Once we get the scalable stream, we first parse it and extract the NALG size sm,q, which is
subsequently used to model video rate. To estimate the parameters for the distortion model we first decode
the complete scalable stream and compute the full-quality distortion δˆ. Then, we truncate NALGs gm,q for
each frame m = 1, 2, . . . ,M with q = 0, 1, . . . , Q, but keep all NALGs of frames in lower temporal layers
than m. We then decode the truncated video stream and compute δ. We preserve the complete frames
in temporal layers lower than m to prevent any drifting distortion caused by imperfect reconstruction of
parent frames Pm. We note that when NALG gm,0 is truncated, frame m cannot be reconstructed as the
base layer is missing. Therefore, some error concealment techniques [95] must be applied by decoders to
maintain streaming quality. We consider a common error concealment scheme where the parent frame pm,1
is repeated for each missing frame m, and we compute δm,0 accordingly. With δˆ and Pm, we can estimate
the truncation distortion using (5.5).
To estimate the model parameters for the drifting distortion models described in Section 5.2.2, we decode
a scalable stream several times with different parent frame distortion values, and collect sample points for
4The simulations results are in collaboration with Chenghsin Hsu, Deutsche Telekom R&D Labs, Los Altos, CA.
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Table 5.1: Goodness-of-fit comparison in RMSE between the drifting distortion model and another one used
in the literature.
Seq. Bilinear [87] Multiscale Linear Incr. convex Deg -2
City 0.4777 0.5122 0.3963
Soccer 0.5392 0.2865 0.5034
Crew 0.4348 0.1493 0.4086
Harbthe 1.1201 0.6566 0.9762
Table 5.2: Goodness-of-fit comparison in RMSE among different degrees of polynomial.
Seq. Linear Deg-2 Deg-3
City 0.6191 0.3889 0.3432
Soccer 0.5875 0.4811 0.4252
Crew 0.4454 0.3611 0.3070
Harbthe 1.1787 0.9099 0.7551
parameter estimation. More precisely, to get a sample point for frame m, we randomly drop NALGs on
the lower temporal layers, and compute the resulting distortion values of parent frames Pm, e.g., pm,1, and
pm,2. Since all NALGs of frame m are kept, the truncation distortion of m is em = δˆm. Then, following the
definition dm = em+ym, we can compute the drifting distortion ym. Therefore, for each sample point, we get
a tuple <ym, epPm , epm,2>, e.g., <ym,dpm,1 ,dpm,2>. We collect 32 samples for each frame and fit the samples
to the drifting distortion model using CVX [92] in Matlab (version R2009b) to estimate the parameters for
each model under consideration. We use the same samples to derive parameters for several drifting distortion
models, and we report their goodness-of-fit results across all frames in the following. We first compare the
bilinear increasing model of (5.7) [87] with the proposed degree-2 increasing convex model of (5.9), as well
as the multi-scale linear model of (5.10) and we give the results in Table 5.1. This table clearly shows that
the proposed models constantly outperform the model in [87]. The multi-scale linear model provides the
best fit in all but the “City” dataset. We also compare multinomial models of different degree and report
the results in Table 5.2. This table shows that the linear model does not follow the empirical samples very
well, while degree-3 polynomial leads to minor accuracy improvement over degree-2 polynomial. Therefore,
generalizing the degree-2 increasing convex model to higher degree polynomial does not result in significant
improvements, and thus we chose degree-2 convex increasing model for drifting distortion.
Upon estimation of all model parameters, the rate and distortion of any streaming strategy x can be
computed using the distortion model presented in Section 5.2.2. To validate the accuracy of the video model,
we randomly drop NALGs from each scalable video stream and decode it to get the empirical distortion. We
then use the video model to estimate the distortion and we compare it against the empirical distortion. We
plot a sample time period of Crew sequence in Figure 5.5; results from other time periods and sequences
are similar. This figure shows that the video model accurately tracks the distortion perceived by the client.
We note in passing that the video model parameters can be computed at encoding time for lower overhead.
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Figure 5.5: Sample distortion model accuracy from Crew.
5.4.2 Simulations
We have simulated the optimization algorithms for M = 32, Q = 7, N = 3 and GoP = 8 based on parameters
derived from the the trace collection. We have used the multi-scale linear model for drifting distortion. In
Figure 5.6 we present the performance (average total distortion) and the running time of SRDO, PRDO
and HC. 5 We have used the trace collection for the entire duration of the “City” video and we set c =
[2.0; 0.9; 1.2] ∗ 106, a = [470.132; 12.015; 47.552], and Pmax = 0.1 for SRDO.
Figure 5.6: Simulation of distortion optimization schemes SRDO, PRDO, HC.
It turns out that PRDO yields significantly lower average distortion compared to SRDO, while SRDO
requires minimal running time. The running time of PRDO might be too large for real-time applications.
HC yields a low average distortion while its running time is significantly lower than PRDO. We have also
tested a variant of PRDO with maximum allowed running time equal to the running time of HC, but this
5We solve HC numerically using CVX [92]. The running time values correspond to a PC, Intel Core Duo CPU 2.4GHz, 2GB
RAM, with Matlab (version R2009b).
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approach seemed to fail, showing that PRDO inherently requires a lot more time to converge to a solution.
5.4.3 Setup
We evaluate the proposed algorithms6 using the NS-2 simulator [94] by implementing a multihomed streaming
video server which supports the SRDO, PRDO, and HRDO algorithms which are implemented as Matlab
subroutines. For comparison, we consider the rate control algorithms proposed in DCCP [40], a modern
transport protocol designed for video streaming. We use a public DCCP implementation [96] in NS-2,
with two standard rate control algorithms: (i) TCP-like algorithm that implements window-based TCP
rate control and (ii) TFRC (TCP-Friendly Rate Control) algorithm that is an equation based algorithm
achieving long-term TCP fairness. We have implemented a multihomed DCCP streaming server that sets up
a connection over each access network. This server iterates through each DCCP connection and transmits
NALUs from lower to higher quality layers until reaching the rate computed by the congestion control
algorithms. We refer to the DCCP streaming with TCP-like rate control as DCCP-TCP and the one with
TFRC rate control as DCCP-TFRC.
We simulate multihomed streaming sessions for random starting times in the network traces of the fthe
video sequences. For each session, the simulator adjusts the capacity and delay of each access network
following the network traces, and it rewinds video sequences once their ends are reached. We use the NS-2
traffic generators to add background traffic over each access network at a rate between 30% and 90% of
its available bandwidth. We also implement Abing in NS-2 for ABR and RTT measurements. We choose
M = 32 for the optimization problem, and set the playout deadline t0 = 1 sec. For the SRDO algorithm,
the maximum packet loss rate Pmax is set to 10%. The maximum UDP packet size is set to 1000 bytes.
We run the simulations with fthe video sequences City, Harbor, Crew, Soccer. For each setup, we use each
algorithm to solve the optimization problem 180 times, and report average results. We consider fthe measures
of performance: video quality in peak signal-to-noise ratio (PSNR )), streaming rate, packet delivery delay,
and running time.
5.4.4 Results
Benefits of Multihoming. We use the DCCP streaming server with different numbers of access networks
and report the results using the City sequence with 30% background traffic. We run the DCCP rate control
algorithms with one, two, and three access networks and compute the video quality based on on-time
delivered packets. We plot sample results for a 60-sec period using DCCP-TCP in Figure 5.7, while results
for DCCP-TFRC are similar. This figure shows that multihoming can significantly increase video quality
and reduce the number of quality fluctuations.
Video Quality. We compare the video quality achieved by the proposed SRDO and PRDO algorithms
against DCCP-TCP and DCCP-TFRC with 30% background traffic. In Figure 5.8(a), we plot the video
quality achieved by using each algorithm for a 60-sec sample period. We observe that both DCCP-TCP
and DCCP-TFRC suffer from sudden quality drops and that the proposed algorithms achieve high video
streaming quality. We report the aggregate video quality for different video sequences in Figure 5.8(b). The
6The simulations results presented here are entirely due to Chenghsin Hsu and are presented for consistency.
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Figure 5.7: Video quality achieved for different numbers of access networks.
proposed algorithms consistently outperform the DCCP rate control algorithms by at least 10 dB in video
quality.
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Figure 5.8: Video quality comparison: (a) City and (b) overall results.
Streaming Rate and TCP-Friendliness. DCCP rate control algorithms are designed to be TCP-
friendly. We report the measured streaming rate for different algorithms with 30% background traffic. The
proposed algorithms lead to smooth streaming rates which are comparable to the average rates of DCCP rate
control algorithms. In Figure 5.9, we present the average streaming rate for all considered video sequences
and algorithms. This figure shows that the SRDO and PRDO algorithms result in almost the same streaming
rates as DCCP-TCP and DCCP-TFRC, and hence are TCP-friendly.
Packet Delivery Delay. We present the average packet delivery delay for all video sequences under 30%
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Figure 5.9: Streaming rate comparison: (a) City and (b) aggregate results.
background traffic in Figure 5.10. The proposed algorithms result in short packet delivery delays, at least
2.5 seconds shorter than DCCP (or 83% delay reduction). This, in turn, shows that the inferior video quality
of DCCP rate control algorithms is partially due to longer packet delivery delays causing video packets to
miss their playout deadlines.
Trade-off between Optimality and Complexity. We vary the background traffic from 50% to 90%,
and stream City sequence with SRDO, PRDO, and HRDO. We plot their achieved video quality at different
background traffic loads in Figure 5.11(a). This figure shows that when the background traffic is not
significant, SRDO performs almost as well as PRDO, but the performance gap becomes nontrivial (about
10 dB) when background traffic is increased to 90%. HRDO performs slightly worse than PRDO, unless
the bandwidth is highly saturated. We plot the running time of different algorithms in Figure 5.11(b). We
observe that SRDO runs in real-time (between 150–200 msec), while PRDO takes significantly longer to
finish, and HRDO has a running time in-between. Figure 5.11 shows the trade-off between performance and
computational complexity: PRDO results in better video quality, but has higher complexity, while SRDO
runs faster, but results in lower video quality. The hybrid HRDO depicts a good trade-off of performance
for complexity.
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5.5 Conclusion
We have considered the problem of streaming scalable videos over multiple heterogeneous access networks to a
single client, based on an optimization framework. The objective is to find the streaming strategy to maximize
the received video quality subject to constraints on both network congestion and video characteristics. We
have presented the network and video models, and have formulated the problem as an integer program.
An exhaustive search is not efficient for real-time video streaming service, and we proposed two convex
approximations for randomized video streaming, namely TTCA and MCA. TTCA seems to yield a poor
approximation for practical cases and MCA has a prohibitively large running time, so we have introduced
a hybrid approximation referred to as HCA. We have also introduced two heuristic algorithms: SRDO
and PRDO for scalable streaming servers. The SRDO algorithm assumes that the drifting distortion is
insignificant, and has a very low time complexity. The PRDO algorithm fully leverages on the video model
for accurate distortion estimation, at the expense of higher time complexity. HCA and HRDO both have a
good trade-off between performance and running time.
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We have evaluated the proposed algorithms SRDO, PRDO, HRDO using the NS-2 with real network and
video traces. The simulation results have shown that our algorithms outperform the rate control algorithms
defined in the DCCP standard [40], which was specifically designed for video streaming. More precisely, the
proposed algorithms: (i) result in higher video quality, (ii) are TCP-friendly, and (iii) incur short packet
delivery delay.
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CHAPTER 6
CONCLUSIONS
In this dissertation, we have studied three problems: clock synchronization, random-access based MAC and
scalable video streaming.
The problem of synchronizing clocks in a network amounts to estimating the instantaneous relative skews
and relative offsets. We have proposed a model-based distributed network clock synchronization protocol.
We have introduced and analyzed the properties of a stochastic model for clocks, in which the skew is
modelled as an exponential transformation of an Orstein-Uhlenbeck process. By sending two time-stamped
packets from node i to node j, we have derived a method for obtaining noisy relative skew measurements in a
communication link (i, j). We have developed an algorithm for filtering relative skew measurements and have
analytically studied its performance. In addition, we have developed an online, centralized, model-based,
asynchronous skew estimation algorithm for optimal filtering of the time-stamps in the entire network, as well
as an efficient distributed suboptimal scheme. We have used the distributed spatial-smoothing algorithm
[13] to obtain nodal offset estimates from relative offsets estimates. Our findings have been combined
into developing a new protocol for clock synchronization, namely the Model-Based Clock Synchronization
Protocol (MBCSP). We have presented a comparative simulation study of its performance versus a leading
scheme [13]. Our simulations showed that our algorithm results in lower skew, offset and delay estimation
errors. Finally, we have presented trace-driven simulations based on time-stamps obtained from Berkeley
motes. Our scheme outperformed the one in [13] by 45%, where we used the accuracy in predicting the
receipt time-stamp at the sender as the measure of clock synchronization performance.
We have used the network utility maximization (NUM) framework to design a distributed random-access
based MAC protocol, compatible with the carrier-sense mechanism of IEEE 802.11. We have used the
backlog-weighted logarithm of the packet-delivery success probability as a utility function for each flow, which
has led to a distributed scheme for updating link activation probabilities based on queue length information.
We have conducted a comparative performance evaluation using OPNET [19], which has indicated that the
proposed protocol significantly outperforms the slotted-time algorithm of [18], while achieving the capacity
region of IEEE 802.11.
We have studied carrier sense multiple Access (CSMA) random access algorithms, where a sending node
senses the channel and initiates a packet transmission only when interfering links are idle. It was shown [20,21]
that low-complexity, distributed CSMA-based MAC is throughput-optimal, thus motivating the study of its
performance compared to centralized scheduling. We have used a modification of the idealized continuous-
time Markov chain CSMA model of [20, 22] to obtain a positive recurrent, reversible Markov chain model
that incorporates the queue lengths as well as the independent set information. Using this model, we have
obtained bounds on the mean total delay. These bounds coincide with those for max-weight scheduling [23]
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and are tight, in the sense that the mean total delay goes to infinity if and only if the upper bound goes
to infinity. Finally, we have developed a method for obtaining upper and lower bounds for random-access
schemes via solving linear programs (LPs).
We have considered multihomed scalable video streaming, which amounts to sending video packets over
multiple access networks. The perceived video quality at the receiver depends on the received packets and
their dependencies. This application requires both high bandwidth and low communication delays, so that
packets are delivered on-time. We have studied the problem of determining which video packets to transmit
via each access network, so that the video quality at the client is maximized. We have presented a simple
network model, as well as a video distortion model, in order to capture the network conditions and video
distortion characteristics, respectively. We have developed and analyzed an optimization problem in order
to find the streaming strategy for maximizing the average video quality at the client. We have proposed
suboptimal convex problems along with two heuristic algorithms in order to efficiently solve the problem in
real time. Our trace-driven simulations have indicated up to a two-fold performance increase in terms of
streaming rate and up to 10 dB in terms of video quality, as compared to leading rate control algorithms.
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