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Abstract
We present a (4 + ) approximation algorithm for weighted graph matching which applies in
the semistreaming, sliding window, and MapReduce models; this single algorithm improves the
previous best algorithm in each model. The algorithm operates by reducing the maximum-weight
matching problem to a polylog number of copies of the maximum-cardinality matching problem.
The algorithm also extends to provide approximation guarantees for the more general problem
of finding weighted independent sets in p-systems (which include intersections of p matroids and
p-bounded hypergraph matching).
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1 Introduction
Finding large matchings (that is, sets of edges which do not have any endpoints in common)
is a pivotal problem in graph algorithms, and has seen significant recent work in a variety
of “big data” models. In particular, there has been a series of papers in the semi-streaming
graph model, where we have one-way read access to a stream of weighted edges, but have only
O(n polylogn) memory (enough to store only a sparse subgraph of the input). The paper
which first introduced this model [9] provided a 6-approximation algorithm for maximum
weighted graph matching. This was improved to a 5.828-approximation in [15]; a 5.585-
approximation in [17]; and finally the current best, a 4.911 + -approximation in [8]. Other
work has looked at maximum weighted matching in the MapReduce model [13] and the
sliding-window stream model [6], and has examined more general submodular-function
matching problems in the semistreaming model [2, 5].
We present an algorithm for maximum weighted matching which is applicable in all of
these models and which improves on the best known approximation guarantees in all of them.
Our algorithm also extends to a generalization of maximum weighted graph matching: the
problem of finding maximum-weight independent sets in p-systems. p-systems are a type
of independence system which generalize both matching on p-bounded hypergraphs and
intersections of p matroids.
Our algorithm works by reducing a single maximum weighted matching problem to
a number of unweighted matching problems, then combining the unweighted matchings
according to a simple greedy heuristic. The structure of our reduction is related to an
existing streaming algorithm for maximum weighted matching [8]. That algorithm partitions
incoming edges into multiplicatively-spaced weight classes; it maintains a separate greedy
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Figure 1 Block Diagram of the Weighted Matching Algorithm.
matching on the edges in each weight class. At the end of the stream, they greedily merge
the matchings from largest to smallest.
Rather than partitioning the edges into disjoint weight classes, our algorithm uses weight
classes that are unbounded above: classes that admit smaller-weight edges are supersets
of all of the “more exclusive” classes. The stronger relationship between different weight
classes created by this approach allows a more unified and global charging argument, giving
an improved approximation ratio and broader applicability, including to the case of more
general independence systems than just graph matchings.
In §2 we define our model more specifically and state our main results. In §3 we present
the algorithm. In §4 we summarize the improvements that our that our algorithm yields for
weighted matching and weighted independent set problems in the streaming, sliding window,
and MapReduce models. In §6 we comment on improvements for specific cases and outline
future work.
2 Definitions and Results
In this section, we define our model of “streaming reductions”; present our result for maximum
weighted graph matching; recall the definitions of p-systems; and state the extensions of our
results to p-systems.
2.1 Streaming Reductions
Our algorithm will operate by transforming a maximum-weight matching problem into a
polylogarithmic number of maximum-cardinality matching problems (Fig. 1). This is an
example of a class of reductions which we believe may be of particular interest in big data
models: Turing reductions which make a polylogarithmically-bounded number of queries and
which are “nonadaptive” (in the sense that the input to one query does not depend on the
output of any other query).
In this model, a reduction from problem A to problem B consists of processing the
input to problem A into the inputs to polylog instances of B; solving the B instances; then
processing the B outputs into the output to problem A. These models form a restricted class
of the approximation-preserving streaming reductions used in [4].1
1 Other papers introducing reductions in the streaming model defined many-one reductions between
decision problems via a generalization of string homomorphisms [3, 14]; it is not readily apparent how
to apply this work to approximation problems.
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These reductions are natural choices for models where resources of interest are closed
under polylogarithmic blowup, including the semistreaming graph model. Requiring the
subproblems to be nonadaptive allows them to be easily parallelized. The resources used
by the preprocessing and postprocessing steps can be restricted to preserve the classes of
interest; in our case, the preprocessing step is merely testing the weight of each edge, and
the postprocessing step is a greedy merge. Many existing streaming algorithms operate by
reducing to polylog nonadaptive subproblems, including the precision sampling framework [1]
and Indyk/Woodruff Lp norm estimators [10].
We say that a reduction from A to B is p-approximate if, for any α ≥ 1, given an
α-approximate solution to each B subproblem we can generate an αp-approximate solution
to the A problem.
2.2 Main Result
Section 3 presents the proof of our main result:
I Theorem 1. There is a 2(1 + )-approximate nonadaptive Turing reduction from the
problem of maximum-weight matching to the problem of maximum-cardinality matching. The
reduction uses O( 1 logn) copies of maximum-cardinality matching.
The reduction in Theorem 1 uses extremely minimal preprocessing (separating edges by
weight) and minimal postprocessing (performing a greedy merge of the edge sets).
Since greedy matching provides a 2-approximation to maximum-cardinality matching,
from Theorem 1 we immediately find:
I Corollary 2. We can perform a 4(1 + )-approximation to maximum-weight matching,
using O( 1 logn) times the resources necessary to keep a greedy matching.
The consequences of Corollary 2 in specific models are described in Section 4.
2.3 Independence Systems
Our algorithm extends to a class of independence systems called p-systems. An independence
system is a pair (S, I) comprising a finite set S and a set I of subsets of S (the “independent
sets”) such that
1. ∅ ∈ I
2. For X ⊆ X ′, X ′ ∈ S ⇒ X ∈ S.
An independence system (S, I) is called a p-system if, for any A ⊆ S, the ratio between the
largest and smallest maximal independent subsets of A is at most p. Graph matching forms
a 2-system where S is the set of edges and where a set of edges is independent if no two
edges share an endpoint. More generally, p-hypergraph matching is a p-system, as is the
intersection of p matroids. For more detail on p-systems, see e.g. [11].
Given a p-system (S, I), the maximum-cardinality independent set problem is the problem
of finding an independent set with the largest number of elements. Given a weight function
w : S → R≥0, the maximum-weight independent set problem is the problem of finding an
independent set X ∈ I which maximizes ∑x∈X w(x). These problems naturally extend the
problems of finding maximum matchings on unweighted or weighted graphs.
Section 3.1 shows that Thm. 1 extends to:
I Theorem 3. Let (S, I) be a p-system. Then there is a p(1 + )-approximate nonadaptive
Turing reduction from the problem of maximum-weight independent set on (S, I) to the
problem of maximum-cardinality independent set on (S, I). The reduction uses O( 1 logn)
copies of maximum-cardinality independent set.
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From the definition of p-systems, a greedily maximized set is always a p-approximate
maximum cardinality matching. From Theorem 3 we thus immediately find:
I Corollary 4. We can perform a p2(1 + ) approximation to maximum-weight independent
set on any p-system, using O( 1 logn) times the resources necessary to greedily compute a
maximal independent set on that p-system.
The consequences of Corollary 4 in specific models are described in Section 4.
3 Algorithm
In this section we present a proof of Theorem 1.
Consider a graph G on vertex set V . Let n = |V |. Let the input E be a stream of edges
from V × V , where each e ∈ E is annotated with its weight w(e).
For i ∈ Z, we define substreams Ei, each containing all edges with weight above threshold
(1 + )i:
Ei , {e ∈ E | w(e) ≥ (1 + )i} (1)
Note that i can be negative, but we assume that the range of possible weights w(e) is
polynomially bounded in n, so that we only need to consider substreams for O( 1 logn) values
of i.2
To perform the reduction, assume that for α > 1 we have for each Ei some matching
Ci ⊆ Ei which contains at least 1α times as many elements as the maximum-cardinality
matching on Ei. We then greedily construct a matching T by considering the edges in Ci in
descending order of i, and at the end we output T . The top-level structure of the algorithm
is summarized in Figure 1.
Consider a fixed maximum-weight matching Opt on E. For each class Ei let Ti = T ∩Ei
be the set of edges output from Ei.
I Lemma 5. For each i, |Ti| ≥ 12α |Ei|.
Proof. For each class Ei let Opti be a maximum-cardinality matching on Ei. Our oracle
returns Ci with |Ci| ≥ 1α |Opti|, and thus with |Ci| ≥ 1α |Opt ∩ Ei|.
We greedily add as many edges as possible from Ci to Ti. Since Ti and Ci are both
matchings, each edge in Ti can share endpoints with at most two edges of Ci. Thus, as long
as |Ti| < 12 |Ci|, Ci contains at least one edge which is not adjacent to any edge yet in Ti.
The greedy merge can thus always add edges from Ci to Ti until |Ti| ≥ 12 |Ci|. Combining
with the above we then have |Ti| ≥ 12α |Opt ∩ Ei|. J
We now must argue that the cardinality constraint in Lemma 5 leads to the weight-based
approximation ratio in Theorem 1.
I Lemma 6. There exists a function f from Opt to T such that for each e ∈ Opt,
w(e) ≤ (1 + )w(f(e)) and for each t ∈ T , there are at most 2α edges e ∈ Opt such that
f(e) = t.
2 If we do not have this guarantee, we can keep track of the highest-weight edge seen so far, and discard
any items with less than 2/n times that weight. A matching made entirely of these discarded edges is
then at most an  fraction of the output weight (since the weight we output is at least the weight of the
largest edge).
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Proof. We define f inductively, considering Opt ∩Ei in descending order by i and picking
f(e) from among the elements of Ti that have fewer than 2α edges already associated with
them. This restriction will guarantee that f(e) is from at least as high a class as e, which
gives us that w(e) ≤ (1 + )w(f(e)). By Lemma 5 there are always enough elements in Ti to
avoid overcrowding.3 J
Lemma 6 leads immediately to a charging argument which proves Theorem 1: every edge
e ∈ Opt is an element of the preimage f−1(t) for some t, and for each t∑
e∈f−1(t)
w(e) ≤ ∣∣f−1(t)∣∣(1 + )w(t) ≤ 2α(1 + )w(t) (2)
so we have
w(Opt) =
∑
e∈Opt
w(e) =
∑
e∈f−1(t)
t∈T
w(e) ≤
∑
t∈T
2α(1 + )w(t) = 2α(1 + )w(T ) (3)
3.1 Extension to p-Systems
The algorithm operates similarly for reducing maximum-weight independent sets in arbitrary
p-systems to copies of the problem of finding maximum-cardinality independent sets (The-
orem 3). Most of the proof is similar, with independent sets replacing matchings and with p
replacing the multiplicative factor 2. The equivalent of Lemma 5 is somewhat more involved
to prove:
I Lemma 7. For each i, |Ti| ≥ 1αp |Ei|.
Proof. For each class Ei let Opti be a maximum-cardinality independent set on Ei; we
again consider an oracle which returns an independent set Ci of cardinality |Ci| ≥ 1α |Opti| ≥
1
α |Opt ∩ Ei|.
Ei is a subset of a p-system and thus also forms a p-system. Now consider maximal
independent sets on Ci ∪Ti (recall Ci ∪Ti ⊆ Ei). We have that Ci is a maximal independent
set of size |Ci|. Thus, by the definition of p-systems, no maximal independent subset of
Ci ∪ Ti can have size less than 1p |Ci|.
The greedy merge can thus always add elements from Ci until |Ti| ≥ 1p |Ci|, yielding
|Ti| ≥ 1αp |Opt ∪ Ei|. J
The remainder of the proof of Theorem 3 proceeds similarly to the proof of Theorem 1.
4 Extensions
The results of Corollaries 2 and 4 improve the best known algorithms for many matching
problems. These are summarized in Fig. 2.
Maximum weighted graph matching (MWM) has been studied in a variety of models;
the algorithm of Theorem 1 provides an approximation guarantee in any big data model
where we are capable of performing greedy matching on weight-based substreams of the data.
Several of these applications are explained below; each of these is an improvement of the
previous best results in these models.
3 In the case where 2α is fractional, we allow edges from Opt to be mapped “partially” to multiple edges
from T so long as this doesn’t result in more than 2α total Opt edges mapped to any edge of T .
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Problem Model Previous This Paper
MWM One-pass streaming 4.911 [8] 4
MWM One-pass sliding window 9.027 [6] 6
MWM MapReduce 8 [13] 4
3-MWM One-pass streaming 9.899 [5] 9
2-MWIS One-pass streaming 5.828 [2] 4
3-MWIS One-pass streaming 9.899 [2] 9
Figure 2 Approximation factor improvements over previous results.  factors have been omitted.
The semi-streaming model (defined in [9]) allows one-way access to a stream of weighted
edges on a machine limited to O(n polylogn) memory. A series of papers has provided
improved approximation guarantees in this model [9, 15, 17, 8]; the current best is a 4.911 +
 approximation [8]. Keeping a maximal matching in the semistreaming model is trivial (see
e.g. [9]) and the machine has enough memory space to store one maximal matching for each
of the O(logn) many weight classes, thus we find
I Corollary 8. There is a 4 +  approximation algorithm for maximum weighted matching in
the semistreaming model.
Ashwinkumar 2011 [2] extended semistreaming matching algorithms to the more general
case of finding maximum-weight independent sets in p-intersection systems (p-MWIS);
this was further developed by Chakrabarti et al. 2013 to include weighted matching on
hypergraphs of degree p (p-MWM). Our algorithm improves their approximation ratio of
2(p+
√
p(p− 1)− 1 for the most practical p = 2 and p = 3 cases (see Figure 2).
I Corollary 9. There is a semistreaming algorithm for finding the Maximum-Weight Inde-
pendent Set on a p-system with approximation ratio p2 + .
I Corollary 10. There is a semistreaming algorithm for finding the Maximum-Weight Match-
ing on a degree p hypergraph with approximation ratio p2 + .
In the related semi-streaming “sliding window” graph model [7, 6], there is a fixed window
length L ∈ ω(n polylogn), and we are interested in maintaining (at all times) a maximum
matching over the most recent L edges. We are again limited to O(n polylogn) memory
space. In this model, only a 3 +  approximation to unweighted matching is known [6], and
we thus find:
I Corollary 11. There is a 6 +  approximation algorithm for maximum weighted matching
in the semi-streaming sliding window model.
The classMRC0 [12] is a theoretical model for MapReduce computations achievable with
a constant number of rounds. In this model, even though the edge set does not fit on any
individual processor, it is possible to find a maximal matching [13] (and thus a 2-approximation
of the maximum unweighted matching). This immediately yields an improvement over the
previous best-known 8-approximation algorithm for maximum weighted matching [13], with
no additional communication cost (since the merge can be performed on a single processor).
I Corollary 12. There is a constant-round 4 +  approximation algorithm for maximum
weighted matching in the MapReduce modelMRC0.
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1− 
1− 
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1− 
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1 1
Figure 3 Graph with output weight 1 and optimum matching weight 4− 2. In the weight class
[1,∞) the double-lined edge is remembered; in the weight class [1− ,∞) the two single-lined edges
are remembered. The double-lined edge is output. The dashed edges are the optimum matching
(and are not remembered in either class).
5 Lower Bounds for Graph Matching
In this section we consider the case of maximum weighted graph matching, and we present
graph constructions which prove lower bounds on the approximation ratios achievable by our
algorithm. These constructions extend to a general family of techniques which also includes
previous weight-class-based approaches to maximum weighted matching.
The algorithm presented in §3 computes its output matching by performing a greedy
matching on remembered edges, in decreasing order of weight. Our analysis showed that
this was a (4 + )-approximation. In Fig. 3 we present a graph where the algorithm’s
approximation ratio is 4− 2, showing that our analysis is tight to within 1 +  factors.
In the graph of Fig. 3, the greedy matching on the remembered edges has weight 1,
but the maximum weight matching on remembered edges has weight 2 − 2. In practice,
many applications may be able to spend the post-processing time necessary to find the
maximum-weight matching on the remembered edges (which are, after all, a sparse subgraph
of the original graph). An obvious question is whether this post-processing can provide a
stronger approximation guarantee.
The graph of Fig. 4 shows that our algorithm cannot achieve better than a 3.5 approxim-
ation, even when we output the maximum-weight matching on all of the remembered edges.
Only remembered edges are drawn. Edges arrive in increasing order by weight, with the
remembered edges appearing before other edges of the same weight. When the graph of Fig. 4
is extended upwards, any algorithm which uses greedy matchings on weight-based substreams
cannot do better than a 3.5-approximation, because it is incapable of remembering any
edge from Opt. This class of algorithms includes our algorithm and also the previous best
algorithm of [8].
6 Conclusion
For specific systems of interest, we may be able to obtain stronger approximation guarantees,
particularly by being more clever in our post-processing of memory. The case of one-pass
streaming algorithms for graph matching is of particular interest. An obvious improvement
to our algorithm is to calculate the maximum matching on all edges held in memory (via e.g.
the Blossom algorithm [16]) rather than performing a greedy matching on edges held. We
conjecture that this improvement yields a (3.5 + )-approximation, tight to the lower bound
shown in Fig. 4.
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Figure 4 A graph which, when extended upwards, approaches approximation ratio 3.5. The
dotted-line edges form the optimal matching, but are not remembered in any weight class. Solid
edges are remembered but not output; double-lined edges are remembered and output. These
remembered edges are produced by a stream where the edges arrive in order of increasing weight,
with to-be-remembered edges arriving first. The reader can verify that within each weight class, the
set of remembered edges is maximal.
On this graph, the output has weight 14, and the optimum matching has weight 48, for an
approximation ratio of ≈3.429. The graph can be extended upwards, with each new layer including
a single new output edge which decreases in weight by a power of 2; the approximation ratio quickly
approaches 3.5.
Since each edge in our stream may fall in multiple weight classes, we may need to update
Ω(logn) matchings to process each incoming edge, leading to an Ω(logn) sequential processing
time. In contrast, the previous best semistreaming algorithm [8] used non-overlapping weight
classes and required time O(1), but obtained a worse approximation ratio. The trade-off
between approximation quality and per-element processing time may be worth further study.
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