Frequency conversion in second-order nonlinear materials is sensitive to the phase velocities of interacting optical waves. Accurate modeling of such problems with the finite-difference time-domain method requires extremely fine grid resolutions to minimize numerical dispersion errors. We propose an alternative approach based on a pseudospectral time-domain (PSTD) method for solving the nonlinear Maxwell's equations. Lowdispersion PSTD schemes with second-and fourth-order time stepping are developed and investigated. Benchmark simulations of second-harmonic generation (SHG) demonstrate that the PSTD schemes offer significant improvements in computational efficiency and accuracy. We demonstrate use of these schemes by modeling SHG in a nonlinear grating illuminated at an oblique angle, where phase matching is achieved in two dimensions.
INTRODUCTION
Frequency conversion processes in second-order ͓ (2) ͔ nonlinear materials such as LiNbO 3 have been explored for a variety of optical communications, signal processing, data-storage, and sensing applications that rely on components such as wavelength routers, add-drop multiplexers, tunable coherent light sources, and all-optical switches. [1] [2] [3] [4] Many of these nonlinear processes have been demonstrated in waveguiding structures designed with one-dimensional (1-D) quasi-phase-matching (QPM) techniques 5 to enhance the frequency conversion efficiency. Coupled-mode theory and beam propagation methods [6] [7] [8] [9] [10] have played important roles in the analysis and design of such structures. However, first-principles modeling tools based on the full-wave vector Maxwell's equations are needed for the analysis and design of more complicated nonlinear optical structures, such as twodimensional (2-D) nonlinear photonic crystals.
One such modeling tool is the finite-difference timedomain (FDTD) method. 11 This technique, derived from finite-difference approximations in space and time, is based on volumetric sampling of the unknown electric and magnetic fields within and surrounding the structure of interest over a period time. The sampling in space is at a subwavelength resolution set by the user to properly sample the highest spatial frequencies thought to be important in the physics of the problem. The sampling in time is set by the Courant stability condition, which requires a bounding of the time step relative to the space increments. These requirements on the space and time increments have allowed the successful application of FDTD methods to a wide variety of linear electromagnetic wave modeling problems of moderate electrical size and quality factor. Examples include photonic bandgap structures, [12] [13] [14] [15] microcavity ring and disk resonators, 16, 17 near-field scanning optical microscopy probes, 18 verticalcavity surface-emitting lasers, 19, 20 and diffractive optical elements. 21 The FDTD method has been refined and extended over the past decade to treat a wide range of problems involving the interaction of electromagnetic waves with nonlinear materials. [22] [23] [24] [25] [26] It is ideally suited for the modeling of short-pulse phenomena in nonlinear media. As a timedomain technique, FDTD can also be used to calculate the complete nonlinear response of an electromagnetic system, including all harmonics generated by all frequency conversion processes as well as short-pulse phenomena in a nonlinear media. However, the numerical dispersion characteristics associated with FDTD can be problematic. Because interacting optical waves with different phase velocities will fall out of step as they propagate through a nonlinear material, a coarsely resolved FDTD simulation of a homogeneous frequency-independent second-order nonlinear material will erroneously predict a finite coherence length. A computationally inefficient solution to this problem is to use an extremely fine grid resolution to reduce the effects of numerical dispersion. For example, Bourgeade and Freysz reported that at least 80 points per wavelength at the second harmonic were required to achieve reasonably accurate results in their modeling of second-harmonic generation. 25 In this paper we present an alternative solution to the problem of modeling phase-sensitive nonlinear optical phenomena-a solution in which we retain the advantages of the standard FDTD algorithm while simultaneously improving the computational efficiency. The proposed solution is based on the pseudospectral timedomain (PSTD) method 27 of solving the full-wave Maxwell's equations. Unlike the standard FDTD technique in which we use second-order-accurate finite-difference approximations for the spatial derivatives, with PSTD we use the differentiation theorem for Fourier transforms to calculate the spatial derivatives. This spatial-differencing process converges with infinite order of accuracy for grid-sampling densities of two or more points per wavelength. Hence, the Yee-type leapfrog time stepping is the only source of numerical dispersion errors. We adapted the PSTD method in this paper for modeling optical wave propagation in (2) materials. In Section 2 we review the standard second-orderaccurate-in-time PSTD algorithm (denoted as PSTD-2) for linear media and propose a modified PSTD scheme with fourth-order time stepping (denoted as PSTD-4). We also compare the numerical dispersion relations and computational requirements of both schemes. In Section 3 we develop extensions of the PSTD algorithms for second-order nonlinear media. We evaluate the performance of the FDTD, PSTD-2, and PSTD-4 methods in Sections 4 and 5 using benchmark numerical simulations of nonlinear frequency conversion processes in a 1-D idealized (phasematched) bulk nonlinear medium and a 2-D nonlinear waveguide with a QPM grating. In Section 6 we demonstrate use of the PSTD-4 scheme by modeling angledependent second-harmonic generation in a tilted QPM grating. In Section 7 we provide concluding remarks.
PSEUDOSPECTRAL TIME-DOMAIN METHOD
In contrast to the standard FDTD method where the spatial derivatives in Maxwell's curl equations are approximated by second-order-accurate central differences on a staggered, uncollocated Cartesian space lattice, with the PSTD method we use discrete Fourier transforms to evaluate the spatial derivatives on an unstaggered, collocated grid. 27, 28 For example, the x derivative of a general field component that is known at all grid points i along the x direction can be computed as follows:
where k x is the Fourier-transform variable representing the x component of the numerical wave vector and F x and F x Ϫ1 denote, respectively, the forward and the inverse discrete Fourier transforms along the x direction. A fastFourier-transform (FFT) algorithm is used to implement approximation (1) . The potential limitation caused by the periodic boundary conditions inherent in the FFT is eliminated by use of perfectly matched layer (PML) absorbing boundary conditions. 29 According to the Nyquist sampling theorem, the representation of approximation (1) is exact for grid-sampling densities of two or more per wavelength. Hence phase velocity errors in the PSTD method arise only from the Yee-type leapfrog time stepping.
We note that there is a potential difficulty with PSTD in the implementation of a spatially compact wave source condition. A source condition that is commonly used in time-domain simulations is one that specifies the field at a single grid point with a temporal driving function. This type of source, which represents a spatially discretized delta function, causes difficulties for the FFTs. However, we have shown that a spatially compact wave source condition spanning only two grid cells in each dimension completely eliminates the problem of Gibbs phenomena.
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A. Pseudospectral Time-Domain Scheme with SecondOrder-Accurate Time Stepping Consider an electromagnetic wave propagating in a linear, lossless, nondispersive, and isotropic medium with no electric or magnetic current sources. The time differencing for PSTD as reported in Ref. 27 is based on standard second-order-accurate Yee leapfrogging as follows:
where subscripts i, j, and k are the Cartesian coordinate indices of the spatial sampling point (i⌬x, j⌬y, k⌬z) in the three-dimensional (3-D) lattice and n is the index of the temporal sampling point (n⌬t). Use of approximation (1) to evaluate the curl operators in Eqs. (2) and (3) yields time-stepping relations of the following form:
where (u, v, w) ϭ (x, y, z), ( y, z, x) , and (z, x, y). To emphasize the second-order-accurate nature of the time stepping, we denote this method as PSTD-2. 
Applying Eq. (6) to the time derivatives in Maxwell's curl equations yields
Rather than calculate ‫ץ‬ 3 H/‫ץ‬t 3 and ‫ץ‬ 3 E/‫ץ‬t 3 directly, we convert the time derivatives in Eqs. (7) and (8) to spatial derivatives using Maxwell's curl equations as follows:
Substituting Eqs. (9) and (10) into Eqs. (7) and (8) and computing all spatial derivatives using the approach of approximation (1), we obtain a complete PSTD algorithm with fourth-order time stepping, which we denote as PSTD-4. We note that the numerical evaluation of the nested curl operations in Eqs. (9) and (10) requires an extremely large number of FFT subroutine calls. The computational complexity of implementing Eqs. (7) and (8) using Eqs. (9) and (10) can be greatly reduced when we make the assumption that the spatial variation of the material properties at each field sampling point (i, j, k) is small such that ٌ(⑀ Ϫ1 ) Ϸ 0 and ٌ( Ϫ1 ) Ϸ 0. This assumption permits the simplification of the nested curl operators. In this case, the set of time-stepping relations becomes
where v ϭ 1/ͱ⑀. We show that this simplified PSTD-4 algorithm offers a significant improvement in accuracy over PSTD-2 even for models with material inhomogeneities.
C. Comparison of PSTD-2 and PSTD-4 Computational Requirements
In the 1-D case with E z polarization and x-directed propagation, Eqs. (11) and (12) reduce to the following PSTD-4 updating equations:
ͮ . (14) Note that without the last term in Eqs. (13) and (14), they reduce to the PSTD-2 algorithm for one dimension. The presence of these terms in PSTD-4 adds more FFT subroutine calls per time step compared with PSTD-2. Specifically, to update either H y or E z , one forward and two inverse FFTs are required in PSTD-4 whereas with PSTD-2 we use one forward and one inverse FFT. Hence, in one dimension, PSTD-4 requires a total of six FFT subroutine calls per grid cell per time step whereas PSTD-2 requires a total of only four.
In the 2-D case with TM z polarization, the PSTD-4 updating equations are given by
where Gauss's law in two dimensions (‫ץ‬H x /‫ץ‬x ϭ Ϫ‫ץ‬H y /‫ץ‬y) was used to reduce the number of terms in Eq. (17) . The 2-D TE z case can be obtained directly from Eqs. (15)- (17) by use of the duality of E and H. Once again, the PSTD-4 updating equations have additional terms beyond those that appear in the PSTD-2 equations.
In counting the number of FFTs required by PSTD-4, we note that some of the FFTs appear more than once in each equation. For example, in Eq. (15), F y (E z ) appears three times and F y Ϫ1 ͓Ϫjk y F y (E z )͔ appears twice. Obviously, these duplicate FFTs have to be computed only once. Therefore PSTD-4 requires a total of two forward and three inverse FFT subroutine calls to update H x . Overall, PSTD-4 requires a total of 18 FFT subroutine calls per grid cell per time step whereas PSTD-2 uses only eight.
In the 3-D case, two of the six updating equations are presented to illustrate the computational requirements:
where u ‫ץ‬ ϵ F Ϫ1 ͓Ϫjk F (u )͔ for u ϵ ͕E, H͖ and (, ) ϵ ͕x, y, z͖. Overall, PSTD-4 requires a total of 84 FFT subroutine calls per grid cell per time step to update all six field components in three dimensions whereas PSTD-2 uses only 24. Table 1 summarizes the computational requirements of PSTD-2 and PSTD-4. Because most of the CPU time is spent on FFT routines with the PSTD methods, the data in Table 1 can be used to determine the computational overhead per time step of PSTD-4 relative to PSTD-2. For example, in one dimension, PSTD-4 requires 1.5 times more FFT routines per time step than PSTD-2. This computational overhead factor increases to 2.25 in two dimensions and 3.5 in three dimensions. These factors are used to discuss the efficiency of PSTD-4 compared with PSTD-2 in Subsection 2.D.
D. Comparison of the Numerical Accuracy of PSTD-2 and PSTD-4
Consider a sinusoidal numerical plane wave of angular frequency propagating in an arbitrary direction within a 3-D free-space lattice. The following numerical dispersion relation 27 for PSTD-2 was derived for this case:
Here k represents the numerical wave number. Following a procedure similar to that presented in Ref. 27 , we derive the following numerical dispersion relation for the PSTD-4 method:
We note that, without the ⌬t 2 term on the left-hand side, Eq. (21) reduces to the numerical dispersion relation for PSTD-2.
To compare the numerical dispersion properties of PSTD-2 and PSTD-4, we compute the numerical phase velocity ṽ ϭ /k using Eqs. (20) and (21), assuming a 2-D grid. The error in the numerical phase velocity is plotted in Fig. 1 over a frequency range from dc to 200 THz. The assumed grid resolution corresponds to four cells per wavelength at f max ϭ 200 THz for both PSTD-2 and PSTD-4. First, a time step corresponding to the 2-D stability limit 27 for a square grid lattice (⌬x ϭ ⌬y) is assumed for both PSTD-2 and PSTD-4:
For this maximum time step, the numerical phase velocity error associated with PSTD-4 (solid line in Fig. 1 ) is 0.013% at f max , which is two orders of magnitude smaller than the 2.16% error associated with PSTD-2 at f max (dashed-dotted curve in Fig. 1 ). Next, the assumed time step of PSTD-2 is decreased to the point at which a level of accuracy similar to PSTD-4 is achieved. The dashed line in Fig. 1 represents the numerical phase velocity error computed for PSTD-2 with a time step that is 12 times smaller than that assumed for the PSTD-4 case. With ⌬t ϭ ⌬t s /12, PSTD-2 exhibits an error of 0.014% at f max .
Because PSTD-4 offers higher accuracy than PSTD-2 for a fixed time step, the computational overhead factors of Subsection 2.C should be reconsidered. As shown in Table 1 , PSTD-2 is more computationally efficient than PSTD-4 per time step. However, as shown in Fig. 1 , PSTD-2 requires a much smaller time step to achieve the same level of accuracy offered by PSTD-4. Thus PSTD-4 offers improved computational efficiency over PSTD-2 as long as the computational overhead per time step of PSTD-4 relative to PSTD-2 is compensated by the reduction in the total number of time steps required by PSTD-4 relative to PSTD-2. The break-even point in the computational burden of PSTD-4 versus PSTD-2 occurs when the accuracy requirements of the problem forces PSTD-2 to have a time step that is 1.5, 2.25, and 3.5 times smaller than that used by PSTD-4 in one, two, and three dimensions, respectively. For example, in the 2-D case of Fig. 1 where PSTD-2 requires a time step that is approximately 12 times smaller than that used by PSTD-4 to achieve the same level of accuracy, PSTD-4 is approximately 5.33 (ϭ12/2.25) times more computationally efficient than PSTD-2 in time marching the simulation to the same end point in physical time.
EXTENSION TO SECOND-ORDER NONLINEAR MEDIA
In this section we present an extension of the PSTD algorithm that permits the modeling of electromagnetic wave propagation in a medium exhibiting a large instantaneous second-order nonlinearity. We limit the discussion here to cases in which there is only one electric field component (such as the TM z mode in a 2-D grid comprised of the x -y plane).
In contrast to the linear case in which one time step in the two-stage PSTD numerical solution consists of our updating H from the previously computed E using Faraday's law and updating E from the previously computed H using Ampere's law, the PSTD scheme for the nonlinear case becomes a three-stage process to complete one time step.
In the first stage, we update H from E using Faraday's law. In the second stage, we update the electric flux density D from H using Ampere's law. Note that, for PSTD-2, Eq. (3) must be modified to account for the updating of D rather than E. Likewise, for PSTD-4, Eq. (8) and all subsequent equations derived from Eq. (8) must be modified. In the third and final stage, we update E from D using the following constitutive relation:
where (2) is the second-order nonlinear susceptibility of the medium. We can apply an iterative method 26 proposed in the context of FDTD to Eq. (23) to solve for the latest value of E using the newly updated value of D and the old value of E as follows:
Note that Eq. (24) is also valid in a linear medium where (2) ϭ 0. As an alternative to Eq. (24), the following equation can be used to achieve a noniterative, direct solution of Eq. (23):
In Eq. (25), the solution with the positive sign in front of the square root was chosen because this solution reproduces the proper relationship between E and D in the limit as (2) → 0. Note, however, that Eq. (25) must be replaced by the linear constitutive relation E ϭ D/(⑀ 0 ⑀ r ) in any region of the grid where (2) ϭ 0. We conclude this section with a clarification relevant to the nonlinear PSTD-4 algorithm. Because of the nonlinear constitutive relation, the higher-order time derivatives in Eq. (7) and the electric flux density version of Eq. (8) can no longer be converted to pure spatial derivatives. For example, in one dimension, the time-to-space conversion equations analogous to Eqs. (9) and (10) are given by
We can preserve the computational simplicity of the PSTD-4 algorithm by neglecting the mixed derivative terms involving E z 2 . As demonstrated in Section 4, this simplification has a negligible effect on the accuracy of PSTD-4 relative to the PSTD-2 because the dominant nonlinear effect is already captured by Eq. (23).
PERFORMANCE EVALUATION: ONE-DIMENSIONAL SIMULATIONS
In this section we present the results of numerical experiments designed to test the performance of the PSTD-2 and PSTD-4 algorithms for 1-D wave propagation in linear and nonlinear media. Simulations in one dimension offer an ideal testing environment because phase-sensitive nonlinear frequency conversion processes can be studied in the absence of waveguide dispersion. In such an environment, the only source of phase mismatch for waves propagating in a frequency-independent nonlinear medium is numerical dispersion.
A. Linear Validations
First, we present a comparison of PSTD-2 and PSTD-4 simulations of pulse propagation in free space using a 1-D grid terminated with periodic boundary conditions. The spatial grid cell size is chosen to be ⌬x ϭ min /10, and the time step is set at the 1-D stability limit (⌬t s ϭ 2⌬x/c). A Blackman-Harris pulse with a maximum frequency of 800 THz is chosen as the source excitation. A compact transparent wave source condition comprised of two current sources located at adjacent grid points is used to launch the pulse. (We note that a source that specifies a temporal driving function at a single grid point causes difficulties for the FFTs inherent in the PSTD algorithm. However, a compact source condition spanning two spatial grid cells avoids such difficulties and eliminates the problem of errors due to Gibbs phenomena. 30 ) Figure 2 shows the electric field distribution throughout the grid at time step 10,000. At this point in the simulation, the pulse has propagated a distance of approximately 240 m. In the PSTD-2 simulation, numerical phase velocity errors have accumulated over many time steps, causing severe pulse distortion. However, the PSTD-4 simulation shows no visible effects of numerical dispersion. This result vividly illustrates the additional accuracy provided by PSTD-4 compared with PSTD-2.
Second, we present a comparison of the numerical dispersion errors inherent in PSTD-2 and PSTD-4 simulations as a function of the size of the time step. We conduct simulations of wave propagation in a free-space grid to extract the propagation constant ␤. For this test, the spatial grid cell size is chosen to be ⌬x ϭ /10. Figure  3(a) shows the percent error in ␤ for the PSTD-2 simulation. When the time step is set at 0.8⌬t s , the error is 1.667%. When the time step is decreased to 0.4⌬t s , the error drops to 0.418%. Hence the numerical data show that when ⌬t is decreased by 2:1, the error is reduced by approximately 4:1, indicative of the second-order-accurate time integration scheme we are using in the PSTD-2 algorithm. Figure 3(b) shows the percent error in ␤ for the PSTD-4 simulation. Here, when the time step is decreased from 0.8 to 0.4⌬t s , the error decreases from 0.00863% to 0.0005484%. We can see that reducing ⌬t by 2:1 cuts the error by approximately 16:1. This numerical data confirm our claim that the PSTD-4 algorithm is fourth-order accurate in time.
B. Nonlinear Validations
Next we compare the performance of the PSTD-4, PSTD-2, and FDTD methods to model second-harmonic generation in a second-order nonlinear material. For this test case, we construct a homogeneous grid simulating a nonlinear dielectric (⑀ r ϭ 4 and (2) ϭ 44 pm/V). The 1-D computational domain is terminated by uniaxial perfectly matched layer absorbing boundary conditions. We excited a ramped 200-THz sinusoidal signal at the far left side of the 1-D grid using the compact wave source condition of Ref. 30 . The input power density of this fundamental wave is 8 ϫ 10 12 W/m 2 . The grid resolution is ⌬x ϭ d /20 ϭ 37.5 nm, where d is the wavelength in the nonlinear dielectric corresponding to the fundamental (pumping) frequency component. The time step is set at a revised PSTD stability limit (⌬t s ϭ 0.7 ϫ 2⌬x/c), which was reduced to avoid stability problems due to the nonlinearity. 32 The total physical simulation time is 2.1 ps. Figure 4 shows the sinusoidal steady-state results from the PSTD-4 simulation after we calculated discrete Fourier transforms of the time-varying fields at every grid cell for five harmonic frequency components and converted to power density. The power density of the fundamental is steadily decreasing in the direction of propagation as some of its energy is converted to higher harmonics. This example illustrates the fact that a PSTD simulation (just like FDTD) inherently captures the effects of all frequency conversion processes.
In terms of the wavelength of the second harmonic, the grid-sampling density used in the PSTD-4 simulation is N ϭ /⌬x ϭ 10. The PSTD-4 results for the second harmonic are already numerically converged for the largest time step used in this simulation, as shown in Fig. 5(a) . Therefore the PSTD-4 results for the second harmonic are used as a benchmark to compare the PSTD-2 and FDTD methods. Figures 5(b) and 5(c) show the sinusoidal steady-state results for the second harmonic as computed by the PSTD-2 and FDTD methods, respectively.
In the PSTD-2 model, we use the same grid resolution used in the PSTD-4 simulation (N ϭ 10) and start with the same time step, repeating the simulation for smaller ⌬t until the power density distribution at a propagation distance of 300 m is numerically converged (i.e., less than 1.5% error with respect to the PSTD-4 result). The PSTD-2 time step required to achieve accuracy comparable to the PSTD-4 method is approximately ten times smaller than that used in the PSTD-4 simulation. In the FDTD model, we start with same grid resolution used in the PSTD-4 simulation and repeat the simulation for smaller ⌬x until convergence is reached (i.e., less than 1.5% error). The time step is maintained at 0.7 times the FDTD Courant limit. The FDTD grid-sampling density required to achieve comparable accuracy is approximately N ϭ 140; that is, the grid cell size is 14 times smaller than that used in the PSTD-4 simulation.
We compare the computational efficiency of these methods by calculating the total number of time steps required to complete the simulation and the CPU time required per time step. The grid cell size and time step are chosen to suppress the error to less than 1.5% over the 300-m propagation distance. The total number of time steps required is 168,000 for FDTD and 188,400 for PSTD-2 whereas PSTD-4 requires only 18,840 time steps. The CPU times on a Sun Ultra 80 workstation are 16.5 ms/⌬t, 4.9 ms/⌬t, and 7.0 ms/⌬t for FDTD, PSTD-2, and PSTD-4, respectively. Therefore, in this specific example, PSTD-4 is 7 times faster than PSTD-2 and 21 times faster than FDTD. We note that errors due to numerical dispersion are cumulative; that is, they increase with distance of wave propagation. For example, if the propagation distance is only 100 m, then N ϭ 40 (a grid cell size four times smaller than that of PSTD-4) would yield acceptable results with FDTD and ⌬t ϭ ⌬t s /6 (a time step six times smaller than that of PSTD-4) would yield acceptable results with PSTD-2. For the same reason, a simulation involving propagation over a distance farther than 300 m would require FDTD to have finer grid resolutions and PSTD-2 to have smaller time steps than PSTD-4. Hence the computational efficiency of the PSTD-4 method proposed here increases as the model size increases.
PERFORMANCE EVALUATION: TWO-DIMENSIONAL SIMULATIONS
In this section we present the results of numerical experiments designed to test the performance of our PSTD algorithms for 2-D wave propagation in the presence of material discontinuities and waveguide dispersion. Here, we model a 2-D symmetric dielectric slab waveguide assuming TE wave propagation. In Subsection 5.A we present validation studies for the case of a linear waveguide. In Subsection 5.B we present validation studies for the case in which the core guiding layer is comprised of a nonlinear material.
The idealized cross-sectional profile of the dielectric slab waveguide is illustrated by the dotted line in Fig. 6 . This relatively large and abrupt transition of dielectric properties between the core and the cladding regions causes sharp lateral variations in some of the field components of the various waveguide modes at the interface between the core and the cladding. One such example is the magnetic field associated with the fundamental mode. In such cases, FFT-related errors arise because of the high spatial frequencies in the lateral direction across the waveguide. We can avoid these errors by choosing the lateral grid cell size to be small enough to adequately sample the sharp field variation. Unfortunately, this leads to an increase in the computational burden. An alternative solution is to increase the sampling density of the field components in the material interface region by use of a nonuniform PSTD algorithm with either a nonuniform FFT 33 or a uniform FFT combined with a coordinate transformation. 34 We found that another satisfactory solution is to introduce a less abrupt transition in the material properties at the interface. Here we simply average the dielectric constant of the core and cladding at the interface over one grid cell, as depicted by the solid line in Fig. 6 . One could argue that the less abrupt transition in fact provides a more realistic representation of the transition of the material properties at a physical interface.
The dielectric constants of the core and cladding layers of the waveguide are assumed to be ⑀ r ϭ 4.84 and ⑀ r ϭ 4.0, respectively. The thickness of the core, defined as h in Fig. 6 , is 0.682 m. A ramped sinusoid is used to excite the fundamental wave, which is assumed to have a free-space wavelength of 0 ϭ 1.5 m. At this operating frequency, this waveguide supports only the fundamental mode. The fundamental mode is excited at the left end of the waveguide by a compact wave source condition. 30 The source consists of two adjacent linear arrays of hard sources, with each array spanning the cross section of the waveguide. The hard sources are weighted in the transverse direction by the estimated fundamental mode profile of the waveguide structure described by the solid line in Fig. 6 . The 2-D computational domain is terminated by uniaxial PML absorbing boundary conditions.
A. Linear Validations
Here we investigate the effect of the assumptions made in Eqs. (11) and (12) on the accuracy of PSTD-4 for the modeling of heterogeneous problems. Toward this end, we conduct simulations of fundamental mode propagation in a linear waveguide and compare the numerical and theoretical longitudinal propagation constants. For these tests, we use a grid-sampling density of roughly ten points per wavelength in the core region. Assuming the waveguide structure and operating frequency stated above, we calculate a theoretical propagation constant of ␤ T ϭ 8.86575 ϫ 10 6 rad/m for the fundamental mode. First, we conduct the simulation using the PSTD-2 algorithm, which does not include higher-order terms requiring approximation in the manner of Eqs. (11) and (12) . To focus our investigation on any difficulties caused by a material discontinuity, we choose an extremely small time step to minimize the numerical dispersion error. Here we choose a time step that is 16 times smaller than the 2-D stability limit given by
The propagation constant computed from the PSTD-2 simulation is ␤ P2 ϭ 8.86613 ϫ 10 6 rad/m. Upon comparing ␤ P2 with ␤ T , we can see that the PSTD-2 simulation with ⌬t ϭ ⌬t s /16 yields an error of 0.00439%. This simulation result clearly shows that the material discontinuities of the waveguide do not cause any difficulties for this algorithm.
Second, we repeat the simulation using the PSTD-4 algorithm. Numerical errors in PSTD-4 include not only numerical dispersion, but also the effects of the assumptions made in Eqs. (11) and (12) . Here a choice of a small time step would minimize both sources of error-an undesirable outcome given the goal of this investigation. Therefore we choose the maximum allowed time step ⌬t s and compute a theoretical propagation constant that accounts for the effects of numerical dispersion. Specifically, we evaluate the numerical dielectric constant of the core and cladding of the waveguide using the numerical dispersion relation of PSTD-4 presented in Eq. (21) for ⌬t ϭ ⌬t s . The dispersion-normalized theoretical propagation constant is ␤ NT ϭ 8.86576 ϫ 10 6 rad/m. (Note that because the numerical dispersion error of the PSTD-4 algorithm is so small, this dispersion-normalized constant is essentially identical to ␤ T .) Because the PSTD-2 simulation result has shown that the FFT-related errors associated with the material discontinuity are negligible, any deviation of the propagation constant in the PSTD-4 simulation represents the numerical error associated with the assumption made in Eqs. (11) and (12) . The propagation constant computed from the PSTD-4 simulation is ␤ P4 ϭ 8.86654 ϫ 10 6 rad/m. Upon comparing ␤ P4 with ␤ NT , we can see that the PSTD-4 simulation yields an error of only 0.0088%. (A comparison between ␤ P4 and ␤ T reveals that the total error for the PSTD-4 simulation, inclusive of numerical dispersion errors, is 0.0089%, assuming ⌬t ϭ ⌬t s .) This simulation result clearly shows that the effect of the assumptions made in Eqs. (11) and (12) is negligible. This investigation also further illustrates the enhanced accuracy of the PSTD-4 algorithm relative to PSTD-2.
B. Nonlinear Validations
For the nonlinear simulations, we add an instantaneous second-order nonlinearity to the core of the waveguide. A QPM grating-a periodic reversal of the nonlinearity-is constructed in the nonlinear core. The grating is designed to restore the proper phase relationship between the fundamental wave and the second harmonic in the presence of dispersion, thereby improving the efficiency of second-harmonic generation. The sign (polarization) of (2) is constant over a length equal to the coherence length L c defined as follows:
where ␤ f and ␤ s are the propagation constant of the fundamental and second harmonic, respectively; 0 f is the free-space wavelength of the fundamental wave; and n eff f and n eff s are the effective indices at the fundamental and second-harmonic frequencies, respectively.
The nonlinear core is modeled with (2) ϭ 44 pm/V, which corresponds to the nonlinear susceptibility of LiNbO 3 . The effective index for the fundamental mode is n eff ϭ 2.116 at the operating wavelength of the fundamental wave ( 0 f ϭ 1.5 m). The free-space wavelength of the second harmonic is 0 s ϭ 0.75 m. At this wavelength, the waveguide supports a fundamental mode with n eff ϭ 2.163 as well as a higher-order mode with n eff ϭ 2.063. The simulated peak power density of the mode profile of this incident wave is 2.245 ϫ 10 12 W/m 2 . The QPM grating, which is designed for the fundamental waveguide mode, assumes that L c ϭ 7.885 m.
PSTD-2, PSTD-4, and FDTD simulations of the waveguide are conducted. In each simulation, a discrete Fourier transform at the second-harmonic frequency is applied to the fields along the center axis of the waveguide and the power density is computed.
First, we compare the accuracy and computational efficiency of PSTD-2 and PSTD-4 simulations for modeling second-harmonic generation in a 130-m-long version of the waveguide described above. We assume a gridsampling density of roughly ten points per wavelength for the fundamental wave in the core region. The specific grid cell dimensions (⌬x ϭ 67.4 nm and ⌬y ϭ 62.0 nm) are chosen so that an integer number of grid cells fit within each homogeneous section of the waveguide; that is, L c ϭ 117⌬x and h ϭ 11⌬y. The maximum allowed time step is given by the 2-D stability limit 27 :
where ⑀ r clad is the dielectric constant of the cladding region. We note that this is the stability limit for the linear case. In contrast to the previous 1-D example, the stability limit in two dimensions was not affected by the introduction of the nonlinearity.
Starting with ⌬t s , the PSTD-2 and PSTD-4 simulations are repeated with smaller time steps until numerical convergence in the power density is reached. The convergence test results for PSTD-2 are shown in Fig.  7(a) . We can see that the power density of the second harmonic is grossly underestimated when PSTD-2 is used with a large time step, but does converge to the reference data (⌬t ϭ ⌬t s /30) as the time step is decreased. The convergence test results for PSTD-4 are shown in Fig.  7(b) . PSTD-4 slightly overestimates the power density of the second harmonic when the maximum possible time step is used and quickly converges to the reference data (⌬t ϭ ⌬t s /6) with a small decrease in the time step.
For a quantitative comparison of the computational efficiencies, we estimate the time step required in each method to achieve an error of no more than ϳ2% in the computed power density at a propagation distance of 130 m. The required time steps are ⌬t ϭ ⌬t s /5 (error of approximately Ϫ2.5%) and ⌬t ϭ ⌬t s /1.5 (error of approximately ϩ1.5%) for PSTD-2 and PSTD-4, respectively. We measured the actual CPU time on a Sun Ultra 80 workstation by multiplying the CPU run time per time step by the total number of time steps required to complete the simulation. The CPU requirements per time step are 0.523 and 1.17 s for the PSTD-2 and PSTD-4 simulations, respectively. Approximately 21,870 PSTD-2 time steps and 6560 PSTD-4 time steps are required to propagate the wave a distance of 130 m. Hence the total CPU time for PSTD-2 is 11,450 s whereas PSTD-4 takes 7680 s. Thus PSTD-4 is approximately 1.5 times faster than PSTD-2 in this specific example. As mentioned in the above 1-D example, the efficiency of PSTD-4 relative to PSTD-2 is proportional to the overall size of the model. Finally, we compare the accuracy and computational efficiency of PSTD-4 and FDTD. Because the numerical dispersion error in FDTD is directly controlled by the spatial grid resolution, we gradually reduce the grid cell size until FDTD achieves comparable accuracy to the PSTD-4 method. The simulation results are presented in Fig. 8 for a 60-m propagation distance. A smaller computational domain is used in this test case because of the increased computational burden associated with FDTD. In  Fig. 8 , the grid resolution used in the FDTD simulations is stated in terms of the following ratio: r s ϵ ⌬x FDTD /⌬x PSTD ϭ ⌬y FDTD /⌬y PSTD . We find that the FDTD error drops to approximately 2% when the grid cell size is decreased by a factor of ten relative to PSTD-4. With r s ϭ 0.1, the CPU times per time step are 5.94 and 0.536 s for the FDTD and PSTD-4 simulations, respectively. Approximately 14,000 FDTD time steps (⌬t ϭ ⌬t s ) and 2990 PSTD-4 time steps (⌬t ϭ ⌬t s /1.5) are required to propagate the wave a distance of 60 m. Therefore the total CPU times for the entire simulation are 83,200 and 1620 s for FDTD and PSTD-4, respectively. These numbers indicate that PSTD-4 is approximately 51 times faster than FDTD in this example.
NUMERICAL APPLICATION: SECOND-HARMONIC GENERATION IN A TILTED QUASI-PHASE-MATCHING GRATING
To illustrate a practical application of the PSTD algorithms developed in the above sections, we consider a 2-D QPM grating structure oriented at an oblique angle with respect to the direction of propagation of the incident fundamental wave.
35 Figure 9 shows the phase-matching configuration for second-harmonic generation in this structure. The wave vectors of the fundamental wave and the second-harmonic wave are denoted as k f and k s , respectively. In the conventional case of an input fundamental wave at normal incidence with respect to the grating (i.e., ϭ 90°in Fig. 9 ), the fundamental and secondharmonic waves are collinear (i.e., ϭ 0°). However, in the case considered here, where Ͻ 90°, the secondharmonic wave emerges with a different angle of propagation. The magnitude of k g , the reciprocal lattice vector associated with the grating, is determined by k g ϭ 2/d, where d is the spatial period of the grating. With this configuration, the 2-D phase-matching condition is given by
We note that the algorithms presented in the above sections do not include the physics of material dispersion. It is straightforward, but beyond the scope of this paper, to extend these algorithms with an auxiliary differential equation technique 36 to permit the modeling of dispersive materials. Here we limit our investigation to the case of a medium with frequency-independent optical properties, which allows for the direct implementation of the algorithms as presented. In the absence of material dispersion, 2k f ϭ k s . From the phase-matching diagram in Fig. 9 , it follows that
Here n represents the index of refraction of the medium. We use the PSTD-4 algorithm to model the tilted QPM grating. A 2-D computational domain is constructed by use of a uniform lattice. The x axis of the grid is aligned with the direction of propagation of the fundamental wave. In other words, the QPM grating is oriented an angle with respect to the x axis, as shown in Fig. 9 . The material parameters are chosen to be n ϭ 2.2 and (2) ϭ 44 ϫ 10 Ϫ12 m/V, which are similar to those of LiNbO 3 . The wavelength of the fundamental wave is 1.5 m. The grid resolution for ⌬x and ⌬y is chosen to yield approximately five points per wavelength of the second harmonic.
We excited the fundamental wave near the left boundary of the domain using a compact wave source condition that is compatible with the PSTD algorithm and designed to generate a plane wave propagating in the x direction. That is, we introduce two adjacent linear arrays of equally weighted hard sources spanning the entire extent of the grid in the y direction. The power density of the fundamental wave is 7.766 ϫ 10 11 W/m 2 . We can reduce the overall size of a computational domain using periodic boundary conditions to terminate the top and bottom boundaries. The left and right grid boundaries are terminated with a uniaxial PML. The longitudinal dimension of the computational domain is chosen to be x max ϭ 137.2 m with 125 m between the source plane and the right uniaxial PML boundary. The transverse dimension is chosen to be y max ϭ my p , where m is an integer and y p ϭ d/cos is the projection of the grating period along the y axis. To confirm the validity of the periodic boundary conditions, we compared the field values in a smaller computational domain (smaller m) with the corresponding field values in a larger computational domain (larger m) and found essentially no difference.
We investigate three different QPM gratings designed for ϭ 5°, 10°, and 15°, which correspond to secondharmonic angles of propagation of ϭ 10°, 20°, and 30°, respectively. For each of these cases, the PSTD-4 simulation is run until the sinusoidal steady state has been reached at every point in the grid. Then we apply a discrete Fourier transform to the electric and magnetic fields over the entire domain, selecting the frequency to be that of the second harmonic. Finally, we use this phasor field data to compute the time-averaged Poynting vector over the entire domain to track both the intensity and the direction of power flow of the second harmonic.
To investigate second-harmonic generation as a function of the distance propagated by the fundamental wave, we take an average of all the Poynting vectors calculated along the y direction at a given position along the x axis.
We repeat this calculation for a number of positions along the x axis. Figure 10 shows the power density and the average propagation angle for the second-harmonic wave as a function of x. As expected, the results in Fig. 10(a) indicate that gratings designed for larger produce higher frequency conversion efficiency for the same propagation distance of the fundamental wave. In Fig.  10(b) , we can see that a finite distance of propagation is required for the second-harmonic wave to settle into a well-defined propagation angle. We also note that the terminal propagation angle is in excellent agreement with the design angle. For example, the simulation results for the ϭ 5°case indicate that a propagation distance of approximately 40 m is for the propagation angle to converge to the design angle of ϭ 10°. This distance decreases as the grating angle increases.
CONCLUSIONS
We have developed and validated two PSTD schemes for solving the time-domain nonlinear Maxwell's equations. First, an existing PSTD-2 formulation was adapted to model the optical wave propagation in (2) materials. Second, a PSTD-4 scheme was formulated to further enhance the numerical accuracy. These low-dispersion schemes permit use of coarser grid resolutions than FDTD. Consequently, both PSTD methods offer significant advantages over the standard FDTD scheme in terms of computational accuracy and efficiency, as demonstrated with the series of benchmark simulations presented here. Because errors due to numerical dispersion are cumulative, the computational savings of PSTD-4 over PSTD-2 and FDTD increases with distance of wave propagation. Hence PSTD-4 (as well as PSTD-2) makes it possible to more efficiently model frequency conversion processes in larger-scale nonlinear optical structures. Finally, to illustrate an application of the algorithms developed here, we provided a brief numerical study of second-harmonic generation in tilted QPM gratings using PSTD-4. Once again, we note that the formulations presented here can be directly extended to include material dispersion by an auxiliary differential equation technique similar to that developed for FDTD.
