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Summary
In this thesis we will explore techniques for measuring three-dimensional distances in
a scene captured on an image. Suppose that we have a box-shaped object whose corners
are easy to locate and that we have some geometrical measurements of the object. This
geometric information can be obtained from on-site measurements, or from estimates
based on information in the picture.
Two of the methods we discuss apply to three-point perspective and rely on the van-
ishing points and lines of one or more directions. These two methods are based on works
by M. H. Eggar [2] and Antonio Criminisi [3]. We require as many reference distances
as directions in which we would like to make calculations. For example, if we wish to
measure the height of a person standing next to a lamppost, we will require a reference
distance in the direction parallel to the lamppost. To calculate the position of the camera
from the image, we will need up to three reference distances, one in each of the directions
parallel to the coordinate axes.
The calculations used to obtain the position of the camera in Eggar’s and Criminisi’s
methods are more complicated than the third method that we will discuss. The third
method by Henle and Byers [1] only applies to two-point perspective. A picture taken
in two-point perspective gives us less information. Therefore, in order to calculate the
position of the camera, we require more geometrical measurements on the image. However,
once we have these inputs, the computations are simpler.
In chapter 1 we start by introducing the reader to projective geometry and homoge-
neous coordinates which will be used in the three-point perspective methods. In chapter
2 we present Criminisi’s and Eggar’s methods for obtaining the camera position in three-
point perspective and apply them to an example. We also show the relationship between
the two methods. In chapter 3 we present the two-point perspective method of locating
the camera by Henle and Byers [1] and apply it to an example. This method, however,
has its limitations, and we illustrate that in a counter example by applying the two-point
perspective method to a picture taken in three-point perspective. We also show how this
method is related to Eggar’s and Criminisi’s methods.
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The results obtained by the three methods are mostly more than ninety percent ac-
curate. We point out that inaccuracies are in no way an indication of inconsistencies in
the methods. Rather, the errors come about possibly during measurement of coordinates
and distances on the images and estimation of real world distances. Statistical analy-
sis of errors can be used to investigate how measurement errors propagate through the
measurement formulae. Better software and measurement methods can also improve the
accuracy of the results obtained.
This paper is intended to introduce readers to an interesting topic in geometry. The
goal of the project is to understand the geometry between the methods discussed and not




1.1 Background on projective geometry and notation
We will start with some background on projective geometry. Projective geometry relates
two-dimensional points in images and three-dimensional points in space mathematically.
In Euclidean geometry, two lines meet at a point, with the exception of parallel lines. The
special case of parallel lines will therefore have to be considered separately in formulating
results. In projective geometry, we therefore define an ideal point or point at infinity on
each line, with parallel lines sharing the same ideal point. These ideal points lie on the
same line, the line at infinity. With these definitions in place, we have the following result:
Result 1.1. Any two distinct lines meet at a point, and any two distinct points can be
joined by a line.
This gives us a complete duality between lines and points in projective geometry. In
two-dimensional projective space, RP2, points at infinity form the line at infinity, and
this line, together with the Euclidean space, form the two-dimensional projective plane.
We can extend this concept beyond the two-dimensional case, and in three dimension the
plane at infinity together with the Euclidean space form the three-dimensional projective
space RP3.
Definition 1.2. (Points in projective geometry.) A point in RP2 is a line that passes
through the origin of R3.
1
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Definition 1.3. (Lines in projective geometry.) A line in RP2 is a plane that passes
through the origin of R3.
We express this mathematically:
RP2 = R2 ∪ {horizontal lines through the origin in R3}
= R2 ∪ {lines in R2 of the form y = mx} ∪ {y-axis}
= R2 ∪ (R1 ∪∞)
= R2 ∪ RP1.
R2 is thus embedded in RP2, and the mapping R2 → RP2 is equivalent to (x, y)t →
(x, y, 1)t. In projective geometry, we represent points and lines by triplets. In particular,
we represent a line by the normal vector to the corresponding plane and a point by the
direction vector of the corresponding line. With this representation, we can thus take
cross and dot products of points and lines. We now introduce some results relating points
and lines in projective geometry.
Result 1.4. The point x lies on the line l if and only if xt · l = 0.
The point x is represented by the direction vector of the corresponding line and the
line l is represented by the normal vector to the corresponding plane. If the line lies in
the plane, then the scalar product of its direction vector with the normal vector to the
plane is 0.
Result 1.5. (Intersection of lines.) Two lines l and l′ intersect at the point x = l× l′.
To find the intersection of two lines l and l′, we consider the vector x = l × l′. Since
l · (l× l′) = 0 and l′ · (l× l′) = 0, it follows that lt · x = 0 and l′t · x = 0. Therefore, x
must lie on both l and l′, and it must be the intersection of the two lines.
By a similar argument,
Result 1.6. (Line joining points.) The line through the two points x and x′ is l =
x× x′.
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We will use homogeneous coordinates for points and lines as explained in the next
definitions. In homogeneous coordinates, two vectors which are scalar multiples of each
other are equivalent.
Definition 1.7. (Homogeneous vectors.) A homogeneous vector is an equivalence
class of vectors under this equivalence relationship. Vectors in the same equivalence class
are therefore non-zero scalar multiples of each other.
A point (x, y)t ∈ R2 lies on the line (p, q, r)t if and only if px + qy + r = 0. This is
equivalent to (x, y, 1)t · (p, q, r)t = 0. Any point (x, y)t in R2 can therefore be written
as (x, y, 1)t. If we have a non-zero constant k, then (kx, ky, k)t · (p, q, r)t = 0 and hence
(kx, ky, k)t represents the same point in R2. This is the motivation for the introduction
of homogeneous coordinates, where points are only defined up to a scalar multiple.
Definition 1.8. (Homogeneous representation of points.) The expression [x, y, z],
where x, y and z are not all zero, represents the point p in RP2 which consists of the line
in R3 that passes through (0, 0, 0)t and (x, y, z)t. The same line passes through the point
q = [λx, λy, λz] which is a non-zero scalar multiple of p. We refer to [x, y, z] as the
homogeneous coordinates of p and q. If v = (x, y, z)t then p = q = [v].
Definition 1.9. (Homogeneous representation of lines.) If px + qy + rz = 0 is
the equation of a line, then its representation is (p, q, r)t. The equation of a line is not
unique; λ(p, q, r)t is also an equation of the line, for any non-zero λ.
Homogeneous coordinates allow us to eliminate factors from the representations of
points and lines to simplify manipulation. We will use the following notation:
• Upper case symbols in bold (for example, P, X) denote three-dimensional world
points.
• Lower case symbols in bold (for example, x, p) denote image positions.
• Symbols in italics (for example, x, y) denote scalars.
• Upper case non-bold symbols (for example, H, P) denote matrices.
• The line through two points p1 and p2 is denoted by 〈p1p2〉.
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1.2 Camera
A camera maps three-dimensional world points to two-dimensional points on an image.
Mathematically, a camera is represented by a matrix which is multiplied by the vector
representing the world point to give the vector representing the corresponding point in
the image.
We set up a Euclidean coordinate system with the origin as the center of projection
of world points onto a plane. The plane z = f is the image plane or focal plane, and f
is the focal length. The pinhole camera maps a world point X = (X, Y, Z)t to the point
x in the image plane where the line l that joins the point X to the center of projection
meets the image plane. The point Y = (λX, λY, λZ)t also lies on the line l and thus Y
gets mapped to the same point x on the image plane. This is the motivation for the use
of homogeneous coordinates, centered at the camera. Points with the same homogeneous
coordinates get mapped to the same point.
If the world and image points are represented by their respective homogeneous coor-
dinates, then the central projection is simply expressed as a linear mapping between their
homogeneous coordinates. The camera model we consider is the finite central projection
camera, whose center is at a finite location, as opposed to a camera center at infinity.
The center of projection is the camera center or optical center. The principal axis or
principal ray of the camera is the perpendicular line from the camera center to the image
plane, and the principal point is the point where the principal axis meets the image plane.
The principal plane of the camera is the plane through the camera center parallel to the
image plane.
1.3 Degrees of freedom
The coordinate systems that we consider are right-handed systems. In general, the origin
of the image coordinate system is not necessarily the principal point. In the measurement
of image coordinates, it is common to have the y-coordinate increase in the downwards
direction and a positive z-coordinate. To preserve the right-handed system, the origin of
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the image coordinate system is often taken to be the upper left-hand corner of the image.
We name this coordinate system xy. For each point (x, y)t we write its homogeneous
coordinates as (x, y, 1)t.
Since matrices defining projective transformations are only defined up to a scalar
multiple, they can be expressed in homogeneous coordinates. Scaling of the matrix is
allowed, but all columns have to be scaled at the same time in order to preserve the
mapping. We often scale everything so that we can assume that the focal length is fixed
at 1. Thus, in general we often only consider eleven degrees of freedom.
We point out that the matrices we consider in this thesis are projective matrices which
represent projection, and projective transformations form a group. This is different in the
case of a perspectivity, which maps points on a line to points on another line by joining
the corresponding points by a line that passes through the camera center. The set of
matrices corresponding to perspectivities is not a group. A good illustration of this is
that a picture of a picture is not a picture.
We consider two other coordinate systems, the camera coordinate system, in which the
origin is taken to be the camera center, with the principal axis of the camera pointing
straight down the z-axis, and the world coordinate system, which is the coordinate frame
in which world points are expressed. We name the world coordinate system XY Z. The
different coordinate systems are shown in figure 1.1. The symbols used in the figure as
defined as follows:
• R is the retinal plane or image plane.
• C is the optical center, a point not belonging to R.
• f is the distance between the point C and the plane R.
• X , Y and Z are the axes of the world coordinate system.
• XC, YC and ZC are the axes of the coordinate system taken with the camera center
as the origin.
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• xc and yc are the axes of the coordinate system taken with the image c of camera
center as the origin.
• x and y are the axes of the coordinate system taken with the top left corner of the




















Figure 1.1: The different coordinate systems.
Generally, we do not assume orthogonality of the world axes. If the world axes are not
mutually orthogonal, the world coordinate frame can be mapped to the image coordinate
system via a translation to the image plane and a rotation in the image plane, each of
which account for three degrees of freedom in the camera projection matrix. These six
extrinsic parameters are associated with the position of the camera.
We next have five intrinsic parameters which depend on the camera. If we measure
image coordinates in pixels and allow for non-square pixels, then we have another two
degrees of freedom from the unequal scale factors in each axial direction. There is no
Chapter 1: Preliminaries 7
scaling in the z-direction since the image coordinate system does not include a z-axis
and in any case we scale everything such that the focal length is 1. If we allow for non-
orthogonal axes we get another degree of freedom associated with the skew factor. It
can be shown that this arises, for example, when we take a picture of a picture. The
translation of the origin to the upper left corner of the image accounts for another two
degrees of freedom. In all, the camera projection matrix has eleven degrees of freedom.
The twelfth degree of freedom is given by the scaling in the z-axis.
In the pinhole camera model that we consider, we use a Euclidean coordinate system
and assume that the pixels are square. We thus have equal scale factors in each axial
direction and this removes one degree of freedom. Also, assuming orthogonality of the
axes, the skew factor and its associated degree of freedom can be ignored. We therefore
have nine degrees of freedom in the pinhole camera that we consider.
With this setup in place, a three dimensional point X in space can be mapped onto
its corresponding point x in the image plane by a 3× 4 projection matrix P as follows:
x = PX =
(
p1 p2 p3 p4
)
X (1.1)
where x = (x, y, w)t and X = (X, Y, Z, W)t are in homogeneous coordinates.
We find the vanishing points in the X, Y , and Z directions by extending the lines in
each direction until they meet at the vanishing point. We then denote these vanishing
points by vX , vY and vZ . We choose o to be the image of the world origin O.
If the world basis is e1 = (1, 0, 0, 0)
t, e2 = (0, 1, 0, 0)
t, e3 = (0, 0, 1, 0)
t and O =
(0, 0, 0, 1)t, then P (ei) = αivi, that is, [P (ei)] = [vi] and P (O) = o, where αi is the
number of pixels corresponding to one unit in the world coordinate system. The αi’s
determine how points between ei and ej are mapped to points between vi and vj. The
vi’s determine the vanishing points; the αi’s determine how quickly we move to the
vanishing points. We point out that p1, p2 and p3 take on particular geometrical meaning
as specific points in the image and are the vanishing points of the X-, Y - and Z-axes
respectively. They are the points to which the world coordinate axes get mapped. The
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vector representing the X-axis is (1, 0, 0, 0)t and its image is given by p1 = P(1, 0, 0, 0)
t.
The same check can be done for the Y - and Z-axes. p4 is simply taken to be the image
of the world origin o. P can then be rewritten as
P =
(
αXvX αY vY αZvZ o
)
. (1.2)
To avoid two-point perspective in which there are only two vanishing points due to the
image plane being parallel to one of the reference directions, it is important to ensure that
o does not lie on any of the vanishing lines defined by the three vanishing points, that is,
o · (vi × vj) 6= 0 ∀ i, j = X,Y, Z.
We point out that we can choose the world origin arbitrarily, but that o remains the image
of the world origin, and changes when the world origin does. The projective matrix P has
to be of rank 3; a rank less than 3 will mean that the range of the mapping will be either
a line or a point and not a whole plane, that is, the image will not be two dimensional. In
view of this, it is necessary that o does not lie on any of the vanishing lines as mentioned
above.
Chapter 2
Locating the camera in three-point
perspective
In this section we discuss Criminisi’s [3] and Eggar’s [2] methods of locating the camera.
These methods apply to three-point perspective in which there are three vanishing points
due to the image plane being unparallel to all the reference directions. This translates to
the existence of three vanishing points in the image plane.
2.1 Criminisi’s method
We wish to obtain the X, Y , Z location of a three dimensional point Q from its cor-
responding point q in the image. We consider the point qXY, the intersection of the
XY -plane with the line through Q parallel to the direction Z.
Writing Q as (QX , QY , QZ , 1)
t and the world point QXY corresponding to qXY as

















Applying (1.1) to these coordinates, we get the following equations, in which ρ and ρ′ are
9
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scale factors:
q = ρ(QXp1 +QY p2 +QZp3 + p4) = ρ(αXQXvX + αYQY vY + αZQZvZ + o), (2.1)
qXY = ρ
′(QXp1 +QY p2 + p4) = ρ′(αXQXvX + αYQY vY + o). (2.2)
Since lXY is the line that passes through vX and vY , it follows that vX · lXY = 0 and
vY · lXY = 0. Taking the scalar product of (2.2) with lXY gives
qXY · lXY = ρ′o · lXY .
This is equivalent to
ρ′ =
qXY · lXY
o · lXY . (2.3)
From (2.2) we get












This is equivalent to
ρ′q = ρ (qXY + ρ′αZQZvZ) .
We take the cross product of both sides with q, and since q× q = 0 we get:
qXY × q = −ρ′αZQZ (vZ × q) .
Finally, taking the norm of both sides and combining with (2.3) , we obtain:
αZQZ =
∣∣∣∣ o · lXYqXY · lXY
∣∣∣∣ ‖qXY × q‖‖vZ × q‖ (2.4)
in which αZQZ is the Z-coordinate of q in the image. We can repeat the same procedure
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to obtain similar formulae for the X and Y directions:
αXQX =
∣∣∣∣ o · lY ZqY Z · lY Z
∣∣∣∣ ‖qY Z × q‖‖vX × q‖ (2.5)
and
αYQY =
∣∣∣∣ o · lXZqXZ · lXZ
∣∣∣∣ ‖qXZ × q‖‖vY × q‖ . (2.6)
In these formulae, lij = vi × vj and qij is the point at which the line through Q parallel
to the direction k intersects the plane spanned by the i and j axes (∀i, j, k = X, Y, Z).
It is, however, not always possible to obtain all the qij, as it is not always possible to
see the projections of the point q onto the planes spanned by the i and j axes. We need
only know one of these base points, and the other two can be calculated (see figure 2.1).









Figure 2.1: Projection of q onto the reference planes.
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qXY = (q× vZ)× (vX × (aY × (qY Z × vZ))) , (2.7)
qXZ = (q× vY )× (vX × (aZ × (qY Z × vY ))) , (2.8)
where the ai’s are the images of the world coordinate axes. The formulae correspond to
projections of the three dimensional pointQ onto the plane XY parallel to the Z direction
in (2.7) and onto the XZ plane, parallel to the Y direction, in (2.8). This is illustrated
in figure 2.2. If either of qXY or qXZ is known instead, similar formulae can be derived,















Figure 2.2: Obtaining qXY by projections and line intersections.
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2.2 Finding the location of the camera
For the rest of this thesis, this method of locating the camera center will be referred to
as Criminisi’s method. We consider the world coordinate system and show that PC = 0.
Suppose the coordinates of the camera center is C = (XC , YC , ZC ,WC)
t. We have seen
earlier that P has to be of rank 3, and since P has dimension 4, its null space has dimension
1. Let the basis of this null space be a 4-vector, C, i.e., PC = 0. We now show that C is
the camera center and that it can be represented in homogeneous coordinates.
The line joining C and another point A can be represented by
X = λA+ (1− λ)C.
Points on this line are therefore projected to
x = PX = λPA+ (1− λ) PC = λPA,
since PC = 0. All points on the line are therefore mapped to the same image point PA.
Consequently, the line is a ray that passes through the camera center. C is a homogeneous
representation of the camera center because regardless of the choice of A, the line passes
through the camera center.
Alternatively, we observe that the image of C is not defined, and therefore C gets
mapped to the point (0, 0, 0)t, which is undefined.
Now, with the camera coordinates C = (XC , YC , ZC ,WC)
t and using PC = 0 and
P =
(
αXvX αY vY αZvZ o
)
we get
PC = αX XC vX + αY YC vY + αZ ZC vZ +WC o = 0. (2.9)
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We now apply Cramer’s rule to solve the system Ax = b:
(
















We multiply equation (2.9) by the quantity a = det(A):
αX XC avX + αY YC avY + αZ ZC avZ +WC ao = 0. (2.11)
The system of equations then becomes Ax = b:
(
















Applying Cramer’s rule, we obtain
A1 =
(
vX vY vZ o
)
.
By cofactor expansion of A1 along the 1st column, we have





and thus by Cramer’s rule,
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which gives





Similarly, the remaining solutions to equation (2.9) are:
















We point out that equation 2.9 has no unique solution in general. However, we can fix
WC to be an arbitrary constant and then solve a 3 × 3 linear system to obtain the other





Thus, suppose we have a world coordinate system XY Z with origin O corresponding to
the chosen image origin o with image coordinate system xy. Suppose also that we can
find the vanishing points in each of the X, Y and Z directions, as well as at least one
world distance measurement along each direction. Then we can use equations (2.4), (2.5)
and (2.6) to obtain the αi’s. We now have the projection matrix P, and can find the
position of the camera center.
2.3 Pseudo codes
We have written the following pseudo codes which calculate, based on their respective
inputs, to calculate the position of the camera center using the methods discussed in this
thesis.
• criminisi.m which uses Criminisi’s method. We require the following:
– Inputs taken from the image: x1, x2, x3, x4, y1, y2, y3, y4, z1, z2, z3 and z4
are the coordinates of points on the image plane in each of the three reference
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directions. o is the image of the origin. These are obtained with a computer
applet as explained in the next section.
– px, py and pz which are three reference distances in meters for the three refer-
ence directions. These are measured on-site.
– hx, hy and hz which are the real world distances in meters of the camera center
to the left of, in front of and above the point O. These are also measured on-site.
• eggar.m which uses Eggar’s method. We require the following:
– ux, uy which are the u-coordinates of vx and vy in the image plane. v is the
distance in cm along the v-axis of vz from the line joining vx and vy. These
are measured on the image using Adobe Photoshop.
– ua, va, ub and vb which are the u and v coordinates of the points A and B from
the u- and v-axes. These are also measured on the image with Photoshop.
– AB which is a real world distance in meters taken along an edge of the box-
shaped figure. This is measured on-site.
– hpb which is the height in cm of the point B above O, measured on-site.
– le, fr and ht which are the real world distances in meters of the camera center to
the left of, in front of and above the point O. These are also measured on-site.
• eggarbis.m which uses Eggar’s method, but inputs from Criminisi’s method.
• henleByers.m which uses Hele and Byers’ method. We require the following:
– a, b, c, d and e which are distances in cm of the side of the box-shaped figure
measured on the image with Photoshop.
– ht which is the distance in cm of the horizon line above the base of the box-
shaped figure in the image, measured on the image.
– vdi which is a vertical distance in cm in the image, also measured on the image.
– vdw which is the corresponding real world distance in metres, measured on-site.
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– AB and CD which are real world distances in meters of two sides of the box-
shaped figure, measured on-site.
– le, fr and oht which are the real world distances in meters of the camera to the
left of, in front of and above the point O. These are also measured on-site.
2.4 Example
We take the world origin O to be the point corresponding to o in the image. The image
origin is translated from the upper left corner to o while preserving the orientation of
the axes, that is, with the x-axis pointing to the right and the y-axis pointing down.
The image coordinates used in the calculation are with z-coordinate 1. Using the applet
on the web site Single view metrology [9] we obtain the coordinates of points on the
image with respect to o. When we place the cursor over each of the points required for
the calculation, the applet gives us the coordinates in pixels measured from the top left
corner of the image. We choose four points in each of the reference directions parallel
to the world coordinate axes. These points are shown in figure 2.3. With the MATLAB
function criminisi.m in the Appendix, we find that the camera is 21.8108 m to the left of,
32.3635 m in front of, and 0.1801 m above O. The actual distances are measured on-site
and are 21.70 m, 29.62 m and 0.16 m from O and we thus obtain percentage accuracies
of 99.49, 90.74 and 87.41 respectively. To calculate the percentage accuracies, we first
obtain the ratio of the error to the original distance. We then subtract the absolute value
of this from 1 and multiply the result by 100.
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Figure 2.3: Example for Criminisi’s method.
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2.5 Eggar’s method
2.5.1 Setup
This method is presented by Eggar in his paper ”Pinhole Cameras, Perspective and Pro-
jective Geometry”[2]. In the rest of this thesis, we will refer to this method as Eggar’s
method. When we take a picture of a scene using a pinhole camera with center C, each
point X in the scene is mapped to the point where the image plane pi intersects the line
〈XC〉. Suppose we have an image of a box-shaped object. We choose a coordinate system
in R3 with the origin at the camera center and the X-, Y - and Z-axes parallel to the edges
of the box. In the image plane pi, we can find each of the vanishing points vX , vY and
vZ by extending each set of parallel edges of the box in the image until they meet. Here,
we point out that any line in R3 which is parallel to an edge of the box gets mapped to a
line that passes through one of the vanishing points. In particular, the images of the X-,
Y - and Z-axes are vX , vY and vZ respectively. Thus, we can determine the position of
the camera center C relative to the vanishing points vX , vY and vZ on the image plane.
We consider two adjacent vertices of the box, A and B which get mapped to a and b
respectively in the image plane. We suppose that the line 〈BA〉 is collinear with vY and
set up the coordinate system centered at C, such that 〈CvX〉, 〈CvY 〉 and 〈CvZ〉, where
〈Cvi〉 is the line that joins 〈C and vi〉, are parallel to the respective edges of the box and
B lies on the line 〈Cb〉. We can then slide the configuration along the line 〈Cb〉 till 〈Ca〉
passes through A. We have now completely determined the position and orientation of
the camera in R3, relative to the scene.
2.5.2 Finding the location of the camera
We represent the image plane pi by the equation
n1X + n2Y + n3Z = d. (2.17)
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Then (n1, n2, n3) is the unit normal to pi. The point o = (n1d, n2d, n3d) is the point
on the image plane pi that is the closest to the camera center C. We consider a point
X = (X, Y, Z) in R3. The line 〈CX〉 intersects the image plane pi at
(X ′, Y ′, Z ′) = (λX, λY, λZ) , λ = d/ (n1X + n2Y + n3Z) , (2.18)
since (X ′, Y ′, Z ′) satisfies equation (2.17).
We assume that the top of the box-shaped object is horizontal and that the camera
is neither pointing vertically up nor down, and therefore n3 6= ±1. Now, we select a
coordinate system uv on the image plane such that the origin is at o, the u-axis points
in the direction (n2,−n1, 0) and the v-axis points in the direction given by the cross
product (n1, n2, n3) × (n2,−n1, 0) = (n1n3, n2n3, n23 − 1). The (u, v) coordinates of any
point (X ′, Y ′, Z ′) are hence given by the projections onto the u- and v-axes:
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2 Y − d (1− n23) 12 Z) (n1X + n2Y + n3Z)−1 .
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We can now write the projection matrix which maps (X, Y, Z, 1) to (u, v, 1) as:
P =

dn2 −dn1 0 0
dn1n3 dn2n3 −dk2 0




1− n23. In particular, the points vX = (uX , vX), vY = (uY , vY ) and vZ =













, uZ = 0, vZ = −dk
n3
.
To obtain n1, n2, n3 and d, we first find the vanishing points vX , vY and vZ in the image
plane. Since vX = vY and uZ = 0, the v-axis in the image plane passes through vZ and is
perpendicular to the line 〈vXvY 〉. The distance from vZ to the line 〈vXvY 〉 is given by
|vY − vZ | =
∣∣∣∣dn3k + dkn3
∣∣∣∣ = ∣∣∣∣dn23 + dk2kn3
∣∣∣∣ = ∣∣∣∣ dkn3
∣∣∣∣ ,
and this can be measured on the image. We also measure uX = dn2/n1k and uY =













vX − vZ . (2.20)
From (2.19) and (2.20) we can deduce n3 and, using the value of n2/n1 and the fact that






3 = 1, we can find n1 and n2. Then, using
uX , we can find d. Once n1, n2, n3 and d are determined, we can find uX and uY , and
then the point o can be derived.
If we can now obtain the world coordinates of a corner B of the box, we will know
the position of the camera. We remark that the world coordinates of a point (u, v) in the
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image plane are
(X,Y, Z) = (dn1, dn2, dn3) + u~i+ v~j, (2.21)
where ~i and ~j are the unit vectors along the u and v axes respectively.
From the image, we obtain the (u, v) coordinates of two vertices a and b of the image
of the box, and calculate the world coordinates (Xa, Ya, Za) and (Xb, Yb, Zb) of these two
points using (2.21). The world coordinates of the corresponding points A and B are
therefore λ (Xa, Ya, Za) and γ (Xb, Yb, Zb), where λ and γ are constants. Since either one
of the X, Y or Z coordinates of A and B are equal, we can obtain γ in terms of λ. By
measuring the real-world distance AB, which is equal to ‖ λ (Xa, Ya, Za)−γ (Xb, Yb, Zb) ‖,
we obtain the value of γ and thus the world coordinates of B. Thus, we have the position
of the camera.
2.5.3 Example
We use Adobe Photoshop CS2 to obtain the vanishing points and thus the u- and v-
coordinates of vX , vY , and two corners of the box A and B. We obtain the following in
cm:
uX = 6.42, uY = −4.67, vY − vZ = 13.63, ua = −1.49, va = 0.4, ub = −0.75, vb = 0.46.
With the MATLAB function eggar.m in the Appendix, we find that the camera is 18.8233
m to the left of, 29.6698 m in front of, and 0.1401 m above O, the base corner of the box,
which is used as reference for the distances to the camera (see figure 2.4). The actual
distances are 21.70 m, 29.62 m and 0.16 m and we thus obtain percentage accuracies of
86.74, 99.83 and 87.54 respectively. To compare between Criminisi’s and Eggar’s methods,
we apply Eggar’s method using the applet in [9] to obtain the coordinates of points on
the box-shaped figure. We then use MATLAB to calculate the vanishing points, as we
did in Criminisi’s method, and obtain the required distances as in the first application of
the method with Photoshop. With the MATLAB function eggarbis.m we find the camera
center to be 22.4466 m to the left of, 32.3231 m to the front of, and 0.1234 m above O.
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Figure 2.4: Example for Eggar’s method.
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The corresponding percentages accuracies are 96.56, 90.87 and 77.11 respectively.
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2.6 Relationship between Criminisi’s and Eggar’s meth-
ods
Criminisi’s method is associated with 8 degrees of freedom. We have three degrees of
freedom each for rotation and translation, and two for translation of the origin in the
image plane to the upper left corner. Eggar’s method, however, possesses only 3 degrees
of freedom, associated with the quantities n1, n2 and d. These degrees of freedom arise
from the translation of the world origin to the image origin. There is neither rotation nor
translation of the image origin to the upper left corner.
In both Criminisi’s and Eggar’s methods, we require the position of the three vanishing
points, one in each reference direction. In Criminisi’s method, we require three reference
distances and the image coordinates of three corresponding pairs of points in the three
reference directions. However, in Eggar’s method, we only need one reference distance and
the image coordinates of a corresponding pair of points in the same reference direction as
the reference distance.
The difference arises because Criminisi’s method requires the calculation of three scal-
ing factors, one in each reference direction, in order to obtain the position of the camera
with respect to a reference point on the box-shaped figure. Once we have the three scaling
factors, we will be able to calculate distances in each of the directions, and not just the
position of the camera. If we used only one reference distance and a pair of correspond-
ing points in Criminisi’s method, then we will only be able to calculate distances in one
direction, and the information obtained in the other directions will only be correct up to
a scaling factor.
Eggar’s method, on the other hand, is fine-tuned to enable us to find the position of
the camera, and requires only one reference direction and one pair of points. However,
if we were to use Eggar’s method to calculate the coordinates of other points on the
box-shaped figure, then we will have to redo computations. We will also require another
reference distance and a pair of corresponding points.
Therefore, in comparison, Eggar’s method requires less information, and is applicable
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if we only wish to calculate the position of the camera. It does not, however, allow us
to calculate other distances without redoing calculations and obtaining more geometric
information. On the other hand, while Criminisi’ method requires more geometric infor-
mation, it also allows us to extract more information on distances in all three directions,
once we have the scaling factors.
We now show that it is possible to calculate the position of the camera in Criminisi’s
method with less information. Suppose we only know αZ . Then the corresponding matrix
that we solve in equation (2.9) is A =
(
αXvX αY vY vZ o
)
. By applying Cramer’s
rule as we have done before, we have
XC = −det
(
















αXvX αY vY vZ
)
.
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A simple manipulation of the αi’s gives
























Locating the camera in two-point
perspective
In this section, we consider the case of two-point perspective as defined at the end of
Chapter 1. We assume that the camera is held vertically and the image plane is parallel
to the vertical edges of the box and perpendicular to the ground, so that vertical lines
in world coordinates are also vertical in the image plane and we only have two vanishing




Figure 3.1: Formation of an image in two-point perspective.
position of the camera center by taking measurements on the image as well as in the
28
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scene. These formulae were derived by Henle and Byers, in their paper ”Where the
camera was”[1]. Before we show the derivation of the formulae, we state some theorems
which we will need:
Theorem 3.1. Parallel lines which are not parallel to the image plane meet at a point in
the image plane. This point is the vanishing point. If the lines are horizontal, then the
vanishing point lies on the horizon line.
Theorem 3.2. Parallel lines which are also vertical plane remain parallel in the image
plane. In particular, horizontal lines are projected to horizontal lines.
Theorem 3.3. When lines which are parallel to the image plane are projected onto the
image plane, the ratios along them are preserved.
Theorem 3.4. Lines on the horizontal ground which connect objects to the camera center
are projected onto the image plane as vertical lines. Conversely, vertical lines in the image
plane correspond to such lines on the ground connecting objects to the camera center.
3.1 Finding the location of the camera
Now, we consider the image of the box-shaped object. In particular, we take the mea-
surements a, b, c, d and e on the image plane (see figure 3.2). This corresponds to the
aerial view in figure 3.3. If we obtain the distances IB and JB, we have the distances of
the camera center P from a base corner of the box B in the x and y directions (see figure
3.3). The methods for obtaining both are similar, and we thus show how to obtain JB.
We aim to obtain the quantity JB/AB in terms of a, b, c, d and e. If we can measure
AB in the scene, we can find the position of the camera.
First we obtain the right vanishing point V in the image plane by extending the edges
BC and FG (see figure 3.2). From the aerial view, we see that PJ is parallel to BC and
therefore by result 3.1, in the schematic PJ passes through V. Moreover, since PJ is a
line to the photographer, by result 3.4 it is vertical in the schematic. We therefore have
the vertical and the extension of AB intersecting at J.






















Figure 3.3: Aerial view.
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We add a horizontal line through B, parallel to the plane of the image, and then
extend PJ and DA to meet this line. By result 3.2 this line is also horizontal in the
schematic. In the aerial view, AM is parallel to PJ and BC, so it passes through V.










from result 3.3. It suffices therefore to find the ratio of distances in the image plane w/v.
To do this, we add two horizontal lines AQ and the horizon line VH. The resulting lower





















va′ + wa′ = b′w + b′d.
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We multiply throughout by w and get
vwa′ + w2a′ = b′w2 + b′dw.
Rearranging the terms gives






b′w + b′d− a′w. (3.1)
Moreover, since 4VRB ∼ 4VHC, we have
w





wc′ = b′w − b′e.
Rearranging the terms we get




b′ − c′ . (3.2)













b′b′e+ b′b′d− b′c′d− a′b′e
=
a′e
b′e+ b′d− c′d− a′e.
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be+ bd− cd− ae
=
ae






d (b− c) + e (b− a) .
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3.2 Example
The following is an application of the above method on figure 3.6. The box-shaped figure
considered is outlined on the image. We have set the width and height of the image
Figure 3.6: Example for Henle and Byers’ method.
to 10 cm and 7.84 cm respectively, and using Adobe Photoshop, obtained the following
measurements, in cm:
a = 4.57, b = 5.63, c = 3.77, d = 1.99, e = 5.86.
We have written a MATLAB program which takes these, together with the measured
distances AB and BC as inputs. Applying the formulae above gives the position of the
camera at 21.9476 m to the left, 29.9059 m in front of and 0.1898 m above B. We calculate
the height of the camera above B by using Photoshop to draw the horizon line and noting
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where it cuts across the picture. We then compare the height of the horizon line against
a vertical distance in the image and use proportion to obtain the height of the camera
above the ground to derive complete information on the position of the camera. This
is a non-trivial method which works in two-point perspective. Compared to measured
distances of 21.70 m, 29.62 m and 0.16 m, we obtain percentage accuracies of 95.8348,
99.0349 and 81.3859 respectively.
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3.3 Why Henle and Byers’ method does not work in
three-point perspective
In three-point perspective, the vertical sides of the rectangular block do not appear parallel
to each other on the image, and the steps in Smith’s method in which similar triangles
(figures 3.4 and 3.5) are used will fail. We use either Criminisi’s or Eggar’s methods in
the case of three-point perspective.
We give an example in which the two-point perspective method fails. The picture is
shown in figure 3.7. Setting the width and height of the image to 9 cm and 11.98 cm
respectively, and using Adobe Photoshop, we obtain, in cm,
a = 9.69, b = 11.38, c = 8.60, d = 1.72, e = 5.45.
Applying the same MATLAB program as above, we obtain the position of the camera at
30.6579 m to the left and 41.7816 m in front of B. Compared to the measured distances
of 21.70 m and 29.62 m, we obtain percentage accuracies of 54.50 and 58.94 respectively.
Clearly, the two-point perspective does not work in this case.
3.4 Relationship between Henle and Byers’ and Eggar’s
methods
Here, we show that if we consider Eggar’s method in two-point perspective, that is, with
only two vanishing points instead of three, it gives us Henle and Byers’ method.
We note that A′, B′ and C ′ are points on the horizon line corresponding to points A,
B and C of the block (see figure 3.8). We now specify the coordinates, with respect to
the camera center E of the respective points in the image plane:
−→
O = (δn1, δn2)
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Figure 3.7: Counter-example for Henle and Byers’ method.




















Figure 3.8: Relationship between Henle and Byers’ and Eggar’s methods (Aerial view).







B′ + (0,A′B′)) =
−→















B′ + (B′C′, 0)) =
−→








O + (d1 + g)(−n2, n1) = (δn1 − (d1 + g)n2, δn2 + (d1 + g)n1)
Since the x-coordinate of Y is 0, we have
δn1 = (d1 + g)n2. (3.4)
Also, the y-coordinate of X is 0 and it follows that
δn2 = (d2 + e+ f)n1. (3.5)
Considering the x-coordinates of B′p, we have
δn1 + d2n2 =
α
β
(δn1 − d1n2). (3.6)
Similarly, by considering the y-coordinates of A′p, we have
δn2 + d1n1 =
1
α
[β(δn2 − d2n1) +A′B′]. (3.7)




(d+ g)n2 ⇒ g = β
α
(d+ g). (3.8)
Similarly, we substitute (3.5) into (3.7) and obtain
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We substitute this into (3.9) and get
(d+ e+ f)n1 =
g
β(d+ g)(β(e+ f)n1 +A′B′)
.
We do a cross multiplication and obtain
βn1(d
2 + de+ df + dg + eg + fg) = β(eg + fg)n1 + gA
′B′).
Simplifying, we get
βn1d(d+ e+ f + g) = gA
′B′. (3.10)
Now, considering the x-coordinate of C ′p, we obtain
δn1 + (d2 + e)n2 =
1
γ
(β(δn1 + d2n2) +B
′C′). (3.11)
Substituting (3.4) into (3.11) gives





Considering the y-coordinate of C ′p gives
δn2 − (d2 + e)n1 = 1
γ
(β(δn2 − d2n1)). (3.13)
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We substitute (3.14) into (3.12):







2 + eg + df + ef + fg) = βn2(df + fg) + fB
′C′.
Simplifying, we obtain
βn2e(d+ e+ f + g) = fB
′C′. (3.15)












Since n21 + n
2






















de(d+ e+ f + g)
.
Now, we consider the x- and y- coordinates of
−→
B′ = β(δn1 + d2n2, δn2 − d2n1) and have:
β(d+ g)n2 =
f(d+ g)B′C′
e(d+ e+ f + g)
(3.16)




d(d+ e+ f + g)
. (3.17)
These formulae give the position of the point B with respect to the camera center E. We














Figure 3.9: Relationship between Henle and Byers’ and Eggar’s methods (Side view).







We cross-multiply and get
bf = ce+ cf,
which gives
bf + be− ce− cf = be.
We factorize and get
(b− c)(e+ f) = be,
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From Henle and Byers’ method, we see that the distance of the camera to the left of B is
dc
d(b− c) + e(b− a)BC.




























e(d+ e+ f + g)
.
Similarly, we can show that the distance of the camera in front of B, given by Henle and
Byers’ method,
ae
d(b− c) + e(b− a)AB
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can be rewritten as
g(e+ f)
d(d+ e+ f + g)
AB.
These formulae correspond to the formulae from Eggar’s method in equations (3.16) and
(3.17). We have thus shown that Eggar’s method in two-point perspective is equivalent
to Henle and Byers’ method.
3.5 Relationship between Henle and Byers’ and Cri-
minisi’s methods
Here, we show that if we consider Criminisi’s method in two-point perspective, we get
Henle and Byers’ method. We refer to figure 3.8 and obtain the following coordinates
with respect to the camera center E.
x = (δn1 + d2n2, δn2 − d2n1, 1) ,
x′ = (δn1 + (d2 + e)n2, δn2 − (d2 + e)n1, 1) ,
vX = (δn1 + (d2 + e+ f)n2, 0, 1) ,
vY = (0, δn2 + (d1 + g)n1, 1) ,
vZ = (vz, 1, 0) ,
and
o = (δn1 + d2n2, δn2 − d2n1, 1) .
Since we consider two-point perspective, we take the vanishing point vZ to be at infinity,
and o is taken to be the image of the origin. We calculate the αi’s as in equations (2.5)
and (2.6). We have the following:
lY Z = vY × vZ = (−1, vz,−vz(δn2 + (d1 + g)n1))′,
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o · lY Z = −(d+ g)(n2 + vZn1),
x · lY Z = −(d+ g)(n2 + vZn1),




‖vX × x′‖ = ‖(−fn1,−fn2, δf(n21 + n22))′‖ = ‖(fn1,−fn2, δf)′‖ = f
√
1 + δ2.
Putting all these together, we get
αX =
∣∣∣∣ −(d+ g)(n2 + vZn1)−(d+ g)(n2 + vZn1)B′C′






We now refer to equations (2.22), (2.23) and (2.25). Setting up the matrices with vX , vY ,





= (d+ g)(vZn1 + n2),










= −(d+ e+ f + g)(vZn1 + n2)
by cofactor expansion along the third row. We set WC = 1 and obtain the position of the
camera to be
|XC | =
∣∣∣∣ (d+ g)(vZn1 + n2)f(B′C′)−(d+ e+ f + g)(vZn1 + n2)
∣∣∣∣ = f(d+ g)B′C′e(d+ e+ f + g)
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to the left of and
g(e+ f)A′B′
d(d+ e+ f + g)
.
in front of B. We can then follow the same steps as in the previous section to show that
these formulae for Criminisi’s method in two-point perspective are the same ones as given
by Henle and Byers.
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function [res] = criminisi(x1, x2, x3, x4, y1, y2, y3, y4, z1, z2, z3, z4,
o, px, py, pz, hx, hy, hz)
%x1, x2, x3, x4, y1, y2, y3, y4, z1, z2, z3 and z4 are the coordinates of
%points on the image plane in each of the three reference directions. o is
%the image of the origin.
%px, py and pz are three reference distances in meters for the three
%reference directions.
%hx, hy and hz are the real world distances in meters of the camera center
%to the left of, in front of and above the point O.
%calculation of vx.
lx1 = cross(x1, x2);
lx2 = cross(x3, x4);




ly1 = cross(y1, y2);
ly2 = cross(y3, y4);






lz1 = cross(z1, z2);
lz2 = cross(z3, z4);
vz = cross(lz1, lz2);
bz = vz(3);
vz = 1/bz*vz;
%calculation of alpha x.
gx = norm(lx1);
lx = cross(vy, vz);
cx = norm(lx);
lx = 1/cx*lx;
tx = dot(o, lx);
dx = dot(lx, x1);




%calculation of alpha y.
gy = norm(ly1);
ly = cross(vx, vz);
cy = norm(ly);
ly = 1/cy*ly;
ty = dot(o, ly);
dy = dot(ly, y1);




%calculation of alpha z.
gz = norm(lz1);
lz = cross(vx, vy);
cz = norm(lz);
lz = 1/cz*lz;
tz = dot(o, lz);
dz = dot(lz, z1);




%setting up the matrices.
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MX = [vy vz o];
MY = [vx vz o];
MZ = [vx vy o];
MW = [vx vy vz];













res = [X Y Z qx qy qz];




function [res] = eggar(ux, uy, v, ua, va, ub, vb, AB, hpb, le, fr, ht)
%ux, uy are the u-coordinates of vx and vy in the image plane.
%v is the distance in cm along the v-axis of vz from the line joining vx
%and vy.
%ua, va, ub and vb are the u and v coordinates of the points A and B from
%the u- and v-axes.
%AB is a real world distance in meters taken along an edge of the
%box-shaped figure.
%hpb is the height in cm of the point B above O.
%le, fr and ht are the real world distances in meters of the camera center
%to the left of, in front of and above the point O.
%calculation of the components of the normal vector as well as the
%distance between the camera center and the principal point.
n1 = sqrt((1+ux*uy/(v^2))*(uy/(uy-ux)));
n2 = sqrt((ux/(ux - uy))*(1 + ux*uy/(v^2)));
n3 = sqrt(-ux*uy)/v;
d = sqrt(-ux*uy*(1 + ux*uy/(v^2)));
%calculation of the magnitudes of the vectors parallel to the u- and
%v-axes.
modi = sqrt((n1)^2 + (n2)^2);
modj = sqrt(((n1)^2)*((n3)^2) + ((n2)^2)*((n3)^2) + (1-((n3)^2))^2);
%calculation of the distances of points A and B from the v-axis
vy = d*(n3)/sqrt(1 - (n3)^2);
va1 = d*(n3)/sqrt(1 - (n3)^2) - va;
vb1 = d*(n3)/sqrt(1 - (n3)^2) - vb;
%calculation of the coordinates of the image of the point A in the world
%coordinate system.
xa = d*(n1) + (ua)*(n2)/(modi) + (va1)*(n1)*(n3)/(modj);
ya = (d)*(n2) - (ua)*(n1)/(modi) + (va1)*(n2)*(n3)/(modj);
za = d*(n3) + (va1)*(((n3)^2) - 1)/(modj);
%calculation of the coordinates of the image of the point B in the world
%coordinate system.
xb = d*(n1) + (ub)*(n2)/(modi) + (vb1)*(n1)*(n3)/(modj);
yb = d*(n2) - (ub)*(n1)/(modi) + (vb1)*(n2)*(n3)/(modj);
zb = d*(n3) + (vb1)*(((n3)^2) - 1)/(modj);
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veca = [xa ya za]’;
vecb = [xb yb zb]’;
%calculation of the scaling factor.
vt = ((xb)/(xa))*(veca) - (vecb);
s = AB/norm(vt);
%calculation of the position of the point B with respect to the camera
%center. To calculate the height of the camera above O, we first calculate
%the vertical distance of the point B (refer to figure) above the camera
%center, then subtract this distance from the height of B above O.
left = abs(s*(xb));
front = abs(s*(yb));
height = hpb - (s*zb);




res = [left, front, height, l, f, h];




function [res] = eggarbis(x1, x2, x3, x4, y1, y2, y3, y4, z1, z2, z3, z4,
AB, hpb, le, fr, ht)
%x1, x2, x3, x4, y1, y2, y3, y4, z1, z2, z3 and z4 are the coordinates of
%points on the image plane in each of the three reference directions.
%AB is a real world distance in meters taken along an edge of the
%box-shaped figure.
%hpb is the height in cm of the point B above O.
%le, fr and ht are the real world distances in meters of the camera center
%to the left of, in front of and above the point O.
%calculation of vx.
lx1 = cross(x1, x2);
lx2 = cross(x3, x4);




ly1 = cross(y1, y2);
ly2 = cross(y3, y4);




lz1 = cross(z1, z2);
lz2 = cross(z3, z4);
vanz = cross(lz1, lz2);
bz = vanz(3);
vanz = 1/bz*vanz;
%calculation of u coordinates of vx and vy.
%Since the u-axis is parallel to the line joining vx and vy, the distance
%from vz to either vx or vy, along the v-axis (which is perpendicular to
%the u axis), is given by the perpendicular distance from vz to the line
%joining vx and vy. We first find the point on this line that is the
%closest to vz.
mid = vany(2)+abs((vanz(1)-vany(1))*(vanx(2)-vany(2))/(vanx(1)-vany(1)));
v = abs(vanz(2) - mid);
ux = vanx(1) - vanz(1);
uy = vany(1) - vanz(1);
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%calculation of the u and v coordinates of points A and B.
ua = y2(1) - vanz(1);
ub = x1(1) - vanz(1);
va = abs(y2(2) - mid);
vb = abs(x1(2) - mid);
%calculation of the components of the normal vector as well as the
%distance between the camera center and the principal point.
n1 = sqrt((1+ux*uy/(v^2))*(uy/(uy-ux)));
n2 = sqrt((ux/(ux - uy))*(1 + ux*uy/(v^2)));
n3 = sqrt(-ux*uy)/v;
d = sqrt(-ux*uy*(1 + ux*uy/(v^2)));
%calculation of the magnitudes of the vectors parallel to the u- and
%v-axes.
modi = sqrt((n1)^2 + (n2)^2);
modj = sqrt(((n1)^2)*((n3)^2) + ((n2)^2)*((n3)^2) + (1-((n3)^2))^2);
%calculation of the distances of points A and B from the v-axis
vy = d*(n3)/sqrt(1 - (n3)^2);
va1 = d*(n3)/sqrt(1 - (n3)^2) - va;
vb1 = d*(n3)/sqrt(1 - (n3)^2) - vb;
%calculation of the coordinates of the image of the point A (refer to
%figure) in the world coordinate system.
xa = d*(n1) + (ua)*(n2)/(modi) + (va1)*(n1)*(n3)/(modj);
ya = (d)*(n2) - (ua)*(n1)/(modi) + (va1)*(n2)*(n3)/(modj);
za = d*(n3) + (va1)*(((n3)^2) - 1)/(modj);
%calculation of the coordinates of the image of the point B (refer to
%figure) in the world coordinate system.
xb = d*(n1) + (ub)*(n2)/(modi) + (vb1)*(n1)*(n3)/(modj);
yb = d*(n2) - (ub)*(n1)/(modi) + (vb1)*(n2)*(n3)/(modj);
zb = d*(n3) + (vb1)*(((n3)^2) - 1)/(modj);
veca = [xa ya za]’;
vecb = [xb yb zb]’;
%calculation of the scaling factor.
vt = ((xb)/(xa))*(veca) - (vecb);
Appendix A 55
s = AB/norm(vt);
%calculation of the position of the point B with respect to the camera
%center. To calculate the height of the camera above O, we first calculate
%the vertical distance of the point B (refer to figure) above the camera
%center, then subtract this distance from the height of B above O.
left = abs(s*(xb));
front = abs(s*(yb));
height = hpb - (s*zb);




res = [left, front, height, l, f, h];




function [res] = henleByers(a, b, c, d, e, ht, vdi, vdw, AB, BC,le,fr, oht)
%a, b, c, d and e are distances in cm of the side of the box-shaped figure
%measured on the image.
%ht is the distance in cm of the horizon line above the base of the
%box-shaped figure in the image.
%vdi is a vertical distance in cm in the image, and vdw is the
%corresponding real world distance in meters.
%AB and CD are real world distances in meters of two sides of the
%box-shaped figure.
%le, fr and oht are the real world distances in meters of the camera to
%the left of, in front of and above the point O (refer to figure).
%calculation of the position of the camera center.








res = [left, front, height, l, f, h];
disp(’left, front, height, l, f, h = ’)
disp(res)
