Processing of complex acoustic scenes depends critically on the temporal integration of sensory information as sounds evolve naturally over time. It has been previously speculated that this process is guided by both innate mechanisms of temporal processing in the auditory system, as well as top-down mechanisms of attention and possibly other schema-based processes. In an effort to unravel the neural underpinnings of these processes and their role in scene analysis, we combine magnetoencephalography (MEG) with behavioral measures in humans in the context of polyrhythmic tone sequences. While maintaining unchanged sensory input, we manipulate subjects' attention to one of two competing rhythmic streams in the same sequence. The results reveal that the neural representation of the attended rhythm is significantly enhanced in both its steady-state power and spatial phase coherence relative to its unattended state, closely correlating with its perceptual detectability for each listener. Interestingly, the data reveal a differential efficiency of rhythmic rates of the order of few hertz during the streaming process, closely following known neural and behavioral measures of temporal modulation sensitivity in the auditory system. These findings establish a direct link between known temporal modulation tuning in the auditory system (particularly at the level of auditory cortex) and the temporal integration of perceptual features in a complex acoustic scene, while mediated by processes of attention.
Introduction
Perception of a complex acoustic scene is an intricate process that invokes numerous cues that influence whether sound elements are grouped together (i.e., perceived as emanating from a common source) or separated into distinct streams. Numerous studies have attempted to reveal the perceptual cues necessary and/or sufficient for sound segregation (for review, see Bregman, 1990; Carlyon, 2004; McDermott, 2009) . These factors include frequency separation between sound elements (van Noorden, 1975; Bregman, 1978) , harmonicity (Moore et al., 1986) , spectral regularity (Roberts and Bailey, 1996) , timbre (Cusack and Roberts, 2000; Roberts et al., 2002) , onset/offset asynchrony (Darwin, 1981; Ciocca and Darwin, 1993; Darwin, 1997) , temporal coherence (Elhilali et al., 2009b) , amplitude modulations (Grimault et al., 2002) , and spatial location (Darwin and Hukin, 1999) . As evidence accumulates, it is becoming more apparent that any sufficiently salient perceptual difference along any auditory dimension (whether at peripheral or central auditory stages) may lead to stream segregation.
Complementing segregation along multiple perceptual cues are processes of temporal integration that regulate how sound elements are organized together over time. In classic studies of scene analysis using recycled sounds with recurring patterns (Bregman, 1990) , it was often assumed that tempi of the order of few hertz (2-12 Hz) play a clock-like role for integrating different cues together (Moore and Gockel, 2002) . It is speculated that these rates have direct biophysical underpinnings evidenced by response dynamics of neurons in primary auditory cortex, whose selectivity to temporal rates ranges between 2 and 16 Hz (Kowalski et al., 1996; Miller et al., 2002; Liégeois-Chauvel et al., 2004) . This correspondence further supports a role of auditory cortex in the organization of auditory scenes into their underlying perceptual objects (Nelken, 2004) . What is primarily unknown, however, is what the exact role of these modulatory rates is in the streaming process itself. Are they all equally important and equally efficient in streaming? The other facet governing the scene analysis process is the role of schema-based cues, reflecting attentional focus of the listener, goals and instructions of the task, expectations, and other top-down mechanisms (Bregman, 1990; Alain, 2007) . These processes complement innate mechanisms performing the acoustic analysis of the scene based on its physical attributes. What the neural correlates of attention in the scene analysis process and how it interacts with basic data-driven integration cues are also primarily unknown.
The present study combines magnetoencephalography (MEG) with behavioral measures in humans to address these two aspects of scene analysis. It complements previous work in which we addressed the interaction between task-driven and stimulusdriven attentional processes by tracking the neural representation of a target in presence of a competing background of tones (Elhilali et al., 2009a ). The present work extends the previous study by tracking the neural representation of the entire auditory scene, including both its foreground and background components. We use a simple variation of the classic two-tone paradigm (van Noorden, 1975; Bregman, 1990) , by combining two recurring tone sequences, each repeating at a different rhythm. Polyrhythmic sequences are very popular in various genres of music by interweaving simple rhythms and often used in studies of rhythm perception, temporal processing, and grouping in auditory perception (Beauvillain and Fraisse, 1984; Handel, 1984; Moelants and Van Noorden, 2005) .
Initially, we monitor the perception as well as neural representation of the two competing streams using MEG. In the second part, we examine the role of different rhythms in mediating the streaming process in a series of psychoacoustic experiments.
Methods and Methods

Participants
A total of 17 subjects participated in the psychoacoustic experiments (12 males; mean age, 25.2 years). Two subjects were excluded from additional analysis because of an inability to perform the task (i.e., negative dЈ values on one or both tasks). Two experiments (4 vs 7 Hz and 7 vs 10.1 Hz) were performed by eight listeners, and one experiment was performed by five listeners (3 vs 6.5 Hz) (excluding the two disqualified subjects), with six listeners taking part in multiple studies. Subjects were paid for their participation. All psychoacoustic experiments were approved by the Johns Hopkins University Institutional Review Board, and written informed consent was obtained from each participant.
For the MEG experiment, twenty-eight subjects (13 males; mean age, 26 years) participated in the MEG study. Two subjects were excluded from additional analysis because of an inability to perform the tasks (i.e., negative dЈ values on one or both tasks). All subjects were right handed (Oldfield, 1971) , had normal hearing, and had no history of neurological disorder. Subjects were paid for their participation. MEG experiments were approved by the University of Maryland Institutional Review Board, and written informed consent was obtained from each participant.
Stimulus design
The stimuli were generated using MATLAB (MathWorks). Their duration was randomly chosen from 5.25, 6.25, or 7.25 s uniformly to prevent the formation of an expectation of the end of the stimulus by subjects. The sampling frequency was 8 kHz. Each stimulus contained two pure tones, each repeating at a different rate (Fig. 1 ). Tones were 75 ms in duration with a 10 ms onset and offset raised cosine ramps. The spectral distance between the two repeating notes was fixed at a chosen ⌬F ϭ Ϯ8 semitones, whereas the specific frequencies of each stream were randomly chosen in the range 250 -500 Hz in two semitone intervals. For purposes of data analysis (discussed below), each stimulus was characterized as a low-or high-frequency target tone sequence depending on the relation of the target tone to the middle frequency 353 Hz (those with target tone frequency 353 Hz were randomly assigned as low or high in such a way to equipartition the high and low categories). The intensity of each stream was adjusted twice to have approximately equal audibility: first based on the standard equal-loudness curve (ISO-226, 2003) and then fine-tuned by five subjects. The repetition rate for each tone was fixed for each study. In the psychoacoustic experiments, three conditions were tested: 4 versus 7 Hz, 7 versus 10.1 Hz, and 3 versus 6.5 Hz. In the MEG experiment, only the 4 versus 7 Hz condition was tested.
Subjects were instructed to attend to one rhythm (either slow or fast rate) and detect the presence of a temporal deviant (an irregularity) in the rhythm. The deviant was created by temporally displacing a target tone by a certain amount relative to the regular target intervals. The amount of shift was fixed at Ϯ95, Ϯ70, Ϯ45, Ϯ40, and Ϯ24 ms for the 3, 4, 6.5, 7, and 10.1 Hz rates, respectively. Values of deviants were chosen to be almost linear on a logarithmic rate frequency axis. Each temporal deviant was perfectly detectable (100% hit rate) when each rhythm was presented by itself (without the distracting other rhythm). The temporal location of all deviants was approximately uniformly distributed along the entire stimulus duration.
Twelve exemplar stimuli were generated for each of the three condition types: (1) null condition (no deviants), (2) slow target condition (one deviant per slow rate), and (3) fast target condition (one deviant per fast rate). A maximum of one deviant per stream was used to disambiguate subjects' true detections in the attended stream from incorrect false positives to deviants in the other stream.
Experimental procedure
In the psychoacoustic experiment, subjects were seated at a computer in a soundproof room. The signals were created offline and presented diotically through Sony MDR-V700 headphones. Subjects controlled the computer using a graphical user interface (GUI) using the mouse. The task was described to subjects as well as the basic use of the GUI. Subjects were allowed to adjust the volume to a comfortable level before proceeding with the experiment.
Participants were presented with 72 stimuli (3 conditions ϫ 12 exemplars ϫ 2 blocks) per task. The progression from one trial to the next was initiated by the subject with a button press. Each task consisted of two identical blocks to allow subjects to rest during task performance. A training block of 20 trials was presented before each task. Subjects were permitted to listen to each stimulus as many times as desired; then they were prompted to indicate whether a deviant was present. The correct answer was displayed afterward. Subjects pressed a button to initiate the presentation of the next stimulus.
Each subject performed both the slow and fast tasks, with task order counterbalanced across subjects. Each task required the subject to listen to the entire set of 72 stimuli described above. Each stimulus was presented only once, and no feedback was given after each trial. The entire session of both tasks lasted ϳ1 h.
In the MEG study, subjects were placed horizontally in a dimly lit magnetically shielded room (Yokogawa Electric Corporation). Stimuli were presented using Presentation software (Neurobehavioral Systems). The signals were delivered to the subjects' ears with 50 ⍀ sound tubing Figure 1 . Stimulus design. The stimulus consists of two pure tone sequences, one at a low rhythm and one at a fast rhythm. The spectral distance between the two streams is fixed as Ϯ8 semitones. In each task, listeners are instructed to track either the slow or fast stream while ignoring the other one and detect a temporal jitter in the target stream. H, High; L, low.
(E-A-RTONE 3A; Etymotic Research), attached to E-A-RLINK foam plugs inserted into the ear canal, and presented at a comfortable loudness of ϳ70 dB sound pressure level.
Before the main experiment, a preexperiment was run, in which a 1 kHz, 50 ms tone pip was presented ϳ200 times. The interstimulus interval (ISI) was randomized between 750 and 1550 ms, and subjects were instructed to count the tone pips. The aim of this task was to record the M100 response (a prominent peak ϳ100 ms after pip onset, also called N1m) used for differential source localization.
In the main experiment, subjects were presented with 36 stimuli (3 conditions ϫ 12 exemplars) per block. The ISIs were randomly chosen to be 2800, 3000, or 3200 ms. Two blocks per task were presented, and between-blocks subjects were allowed to rest but were required to stay still. The identical stimulus ensembles (including identical ISIs) were presented for the two tasks. Depending on the task being performed, subjects were instructed to listen for the occurrence of temporal jitter in the slow rhythm (4 Hz, slow task) or the fast rhythm (7 Hz, fast task). Each subject performed both the slow task and the fast task, with task order counterbalanced across subjects. Subjects were instructed to press a button held in the right hand as soon as they heard the appropriate deviant. In the following text, a "target stream" refers to the stream that is attended for that task, whereas a "masker stream" refers to the other stream. Thus, a target stream (such as the 4 Hz stream) in one task (slow task) is a masker stream in the other task (fast task). "Target rate" denotes the modulation rate of the target stream.
A training block with 20 stimuli was presented before each task, in which each training stimulus was presented twice. Subjects verbally indicated the existence of the deviants, and feedback was given by the investigator. The entire session of both tasks lasted ϳ1 h.
MEG recordings were conducted using a 160-channel whole-head system (Kanazawa Institute of Technology, Kanazawa, Japan). Its detection coils are arranged in a uniform array on a helmet-shaped surface of the bottom of the Dewar, with ϳ25 mm between the centers of two adjacent 15.5-mm-diameter coils. Sensors are configured as first-order axial gradiometers with a baseline of 50 mm; their field sensitivities are 5 fT/͌Hz or better in the white noise region. Three of the 160 channels are magnetometers separated from the others and used as reference channels in noise-filtering methods. The magnetic signals were bandpassed between 1 and 200 Hz, notch filtered at 60 Hz, and sampled at the rate of f s ϭ 1000 Hz. All neural channels were denoised twice with a block least mean square adaptive filter: first using the three external reference channels , and second using the two channels with the strongest cardiac artifacts .
Data analysis
Behavioral performance analysis. The ability of subjects to perform the requested task was assessed by calculating a dЈ measure of performance (Kay, 1993) . For each task, we estimated the correct detection and falsealarm probabilities for detecting the temporal deviants in the attended stream, converted them to normal deviates (z-scores), and computed the dЈ value.
To investigate the interaction between the attended and unattended rhythms, we computed false-alarm probabilities induced by presence of a deviant in the attended stream versus false alarms arising from the null conditions (in which no deviant was present in either streams). To determine the effect of the tonal frequency of the target on the neural responses, a dЈ measure was derived for each of the low or high target trials from both target and masker tasks.
To investigate the buildup of the target stream during the corresponding task, we divided the deviant trials according to the temporal locations of the deviant in six temporal windows, starting 1.25 s after stimulus onset, to the end of the stimulus, with 1 s intervals. A probability of hit was then measured for each temporal window. Because of the temporal uncertainty in the falsealarm trials, we calculated an average false-alarm rate (regardless of when the false response was issued) and combined it with the time-specific hit rate to derive a dЈ measure for each temporal window.
Neural data analysis. After recordings were completed and noisereduction algorithms applied, the analysis epochs of each task from 1.25 s after stimulus onset to the end of the stimulus were extracted and concatenated, forming a single response with duration T ϭ 360 s (5 s ϫ 36 exemplars ϫ 2 blocks), because of the balanced stimulus lengths across trials. The discrete Fourier transform was applied on the single response, giving a single Fourier response of from 0 to 500 Hz with frequency resolution (⌬f ) 1 ⁄360 Hz.
The evoked neural responses to the two streams were characterized by the magnitude and phase of the frequency component at modulation rates (4 and 7 Hz) and were used for localization and for phasor maps. The bulk of the analysis was based on the normalized neural responses, defined to be the squared magnitude of the frequency component at target rate divided by the average squared magnitude of the frequency components ranging from 1 Hz below to 1 Hz above the target rate (excluding the component at target rate), averaged over the 20 channels with the strongest normalized neural responses. Using 10, 20, or 50 channels yielded similar findings; however, only the 20 channel analysis is reported here.
The spatial pattern of the neural responses was represented by a phasor map, a graph of the complex (magnitude and phase) magnetic field on all channels. For each channel, the length of the vector arrow is proportional to the magnitude of frequency component at target rates and the direction of the arrow represents the phase according to standard polar coordinates. Red and green contours represent the magnetic field strength projected onto the line of constant phase that maximizes the variance of the projected field . The phasors are visually faded using the signal-to-noise ratio (SNR) of each channel as linear fading coefficients.
The normalized neural responses difference between the slow and fast task was averaged across 26 subjects to characterize attention gain effect. Furthermore, to evaluate the effect of attention at across frequencies, the same analysis is done at adjacent single-trial frequency bins around the target rates (4 Ϯ 0.25 and 7 Ϯ 0.25 Hz), which was chosen to be consistent with the frequency resolution in the following phase coherence analysis.
Phase coherence analysis is used to study the effect of attention on the synchronization between two distinct neural populations. Phase coherence between channels m and n, ␥ mn 2 is obtained from Q trials (Srinivasan et al., 1999) . Here Q ϭ 72 ϭ 3 conditions ϫ 12 exemplars ϫ 2 blocks,
where, X mn ( f ) is average cross spectrum between channel m and channel n, and X mm ( f ) is average power spectrum of the individual channel,
where F mq ( f ) is the Fourier transform of the qth trial of channel m at frequency f. Each trial is extracted from 1.25 to 5.25 s after stimulus onset, giving a frequency resolution 0.25 Hz. A coherence value of 1 indicates that the two channels maintain the same phase difference on every trial, whereas a coherence value near 0 indicates a random phase difference across trials. The coherence difference between slow and fast task was computed for every channel pair. The SEM mn was constructed to identify robust coherence change (Srinivasan et al., 1999) ,
where the coherence change was classified as robust if its magnitude was greater than mn .
To analyze the modulation of phase coherence in the auditory cortex, only each subject's 20 channels with the strongest normalized neural response at target rates are included in additional analysis. In addition, to exclude artificial coherence resulting from volume conduction effects on the extracranial magnetic field and to measure only phase correlation between distinct populations of neurons, only long-distance channel pairs (channel separation Ͼ100 mm) were included (Srinivasan et al., 1999) . The difference between number of channel pairs with robust increased coherence and channel pairs with decreased coherence is normalized over the total number of long-range channel pairs. Finally, to evaluate synchronizations at other frequencies, the coherence change measurement is obtained at adjacent frequency bins (4 Ϯ 0.25 and 7 Ϯ 0.25 Hz).
To investigate the possibility of hemispheric bias, the 20 channels with the strongest normalized neural response at target rates are chosen from the left and right hemispheres, respectively, to represent the overall neural activity of each hemisphere. Neural responses averaged across the 20 channels are subtracted across hemispheres for each task and for each subject. Using 10, 20, up to 60 channels yielded similar findings; however, only the 20 channel analysis is reported here.
To investigate the buildup of the representation of target stream, the responses at target rate were divided temporally: the analysis epochs were divided into four temporal segments with 1000 ms duration each, and corresponding segments were concatenated across epochs. The segment duration 1000 ms was used to be commensurate with both 4 and 7 Hz. The first segment began at 1250 ms after stimulus.
Behavioral versus neural correlation and bootstrap analysis. We correlated the change in behavioral performance for the 4 and 7 Hz tasks with the neural responses, by contrasting the per-listener psychometric and neurometric measures. First, we scaled the neural data (i.e., the normalized responses to target at 4 and 7 Hz for each task) by a factor of 3 to match the absolute ranges of both neural and behavioral values. We then derived the angle (i.e., inverse tangent) of the slope relating the change in neural power at 4 and 7 Hz during each task with the behavioral performance (dЈ value) for each subject and each task. The across-subject slopes were then combined using circular statistics to yield an angular mean for each task (Fisher, 1993) .
We performed a bootstrap procedure to confirm the positive correlation between the neurometric and psychometric functions of target performance versus change in neural power. We followed a balanced bootstrap sampling procedure (Efron and Tibshirani, 1993) by randomly selecting 26 subjects with replacement and computing their angular sample mean and repeating this process 10,000 times. The procedure was controlled to ensure that all subjects appear the same number of times over all 10,000 bootstrap samplings. Confidence measures were then derived from the bootstrap statistics.
We used the same analysis to correlate the psychometric and neurometric curves for the deviant detection buildup. To match the range of values from the neural and behavioral data, we scaled the neural data (i.e., the normalized responses to target rate) by a factor of 2.5 (note that the different scaling is attributable to the reduced values of the normalized neural response caused by the smaller window for the buildup analysis). The behavioral curves for each subject were then grouped to match the sampling rate of the neural data. Subsequently, these two curves were fitted by a first-order polynomial to derive the slope relating the two functions. The across-subject slopes were then combined using circular statistics following the same procedure described above. A balanced bootstrap procedure was performed again to confirm the positive correlation between the neurometric and psychometric functions of temporal buildup.
Neural source localization. Source localization for the M100 response was obtained by calculating the current-equivalent dipole best fitting the magnetic field configuration at the M100 peak, in each hemisphere. Source localization for the neural response to target stream was obtained by calculating the complex current-equivalent dipole best fitting the complex magnetic field configuration at target rates, in each hemisphere . Only channels with SNR Ͼ 4 were used in the fitting. Significance of the relative displacement between the M100 and auditory steady-state response (aSSR) dipole sources were determined by a two-tailed paired t test in each of three dimensions: lateral/medial, anterior/posterior, and superior/inferior.
Results
We use a simple variation of the classic two-tone paradigm (van Noorden, 1975) , by combining two recurring tone sequences, each repeating at a different rhythm (Fig. 1) . In a series of experiments, we examine the dependence of streaming on rhythmic parameters, as well as the neural representation of streams in both foreground and background as defined by where they fall under the attentional spotlight. In all experiments, subjects are given two separate tasks with identical stimulus ensembles. In each task, subjects are instructed to detect a temporal jitter deviant in the stream with either the slow or fast repetition rate. The stimulus ensemble for each task consists of three conditions ( Fig.  1) : a null condition with no deviant present, a fast condition with a deviant in the fast rhythm, and a slow condition with a deviant in the slow rate stream. All deviant detection tasks in the absence of the competing stream were very easy, achieving 100% detection. The frequency separation between the two tone sequences is maintained at eight semitones, which has been shown previously to facilitate percepts of segregated streams (van Noorden, 1977; Micheyl et al., 2007) .
The behavioral perception of this polyrhythmic auditory scene reveals a streaming advantage of 4 Hz rhythms relative to 7 Hz. The effect of stream tempi on the performance of both slow and fast tasks is illustrated in Figure 2a . The plot reveals that detection of a temporal deviant in a 4 Hz slow task is significantly easier (mean dЈ ϭ 2.9) than a 7 Hz fast task (mean dЈ ϭ 1.5) (statistically significant difference; unpaired t test, p ϭ 0.002, t ϭ 3.77). To explore the difference between the neural representations of both streams as listeners switched between the slow and fast tasks, we recorded magnetic fields (MEG) induced by neural responses in 26 subjects performing the same deviant detection tasks. The behavioral performance was unchanged whether tested under purely psychoacoustic or neural recording settings as illustrated in Figure 2a (no significant difference; unpaired t test; slow task: p ϭ 0.98, t ϭ Ϫ0.14; fast task: p ϭ 0.71, t ϭ Ϫ0.37).
Depending on listeners' attentional focus, the neural representations of the two-tone sequence mirrors the percept of a scene with two distinct streams. During the performance of the slow task, the rhythm of the slow stream emerges as a strong 4 Hz component in the neural signal of an individual subject (Fig. 2b,  top row) . In contrast, during the performance of the fast task, the cortical response entrained at 4 Hz is relatively suppressed (Fig.  2b, bottom row) . This modulatory effect is reversed for the cortical representations of the fast stream: the neural response at 7 Hz is stronger in the fast task than the slow task (Fig. 2b) . This differential activation confirms our previous findings that taskdependent attention modulates, in a sustained manner, the neural representation of a specific acoustic feature, much like visual attention (Elhilali et al., 2009a) .
The MEG magnetic field distributions of the target rate response component, examples of which are shown at the inset of graphs in Figure 2b , reveal the stereotypical pattern for neural activity originating separately in the left and right auditory cortex. The neural sources of all target rhythm response components with sufficiently high signal-to-noise ratio originate in auditory cortex . The mean displacement of the neural source from the source of the auditory M100 response (Näätänen and Picton, 1987) was calculated for each hemisphere and each target rate. No significant difference of displacement was found across hemispheres or target rates. Thus, these displacements can be combined, yielding a significant displacement ( p ϭ 0.016) of 19 Ϯ 6 mm in the anterior direction. Assuming a M100 origin of planum temporale, this is consistent with an origin for the neural response to the target rhythm in Heschl's gyrus, the site of core auditory cortex, a region known for its good phase-locking to relatively slow rates (Ͻ20 Hz) (Miller et al., 2002; Liégeois-Chauvel et al., 2004) .
The perceptual detectability of an attended rhythm is highly correlated with its neural signal representation. The mean neural response change at target rates across tasks is averaged across a population of 26 subjects (Fig. 2c) . The effect confirms a significant positive change at 4 Hz aSSR (t test; t ϭ 2.7, p ϭ 0.01) and a significant negative change at 7 Hz aSSR (t test; t ϭ Ϫ1.44, p ϭ 0.05), reflecting an enhanced phase-locked, sustained activity when subjects' attention is directed toward the target stream. To explore the relationship between the behavioral performance of individual listeners and the changes of neural power at 4 and 7 Hz for both tasks, we quantified the slope (converted into an angle) relating the normalized neural signal with the listeners' dЈ performance on a per-subject basis. The average slope angle for the target task is 46.1°, i.e., a positive slope, demonstrating the positive correlation between the neural and behavioral measures. Bootstrap analysis confirms the significance of this result. Figure  2c (inset) illustrates both the bootstrap mean of 46.6°(yellow line) and the 5th and 95th percentile confidence limits (gray background), all with positive slopes.
An interesting observation arising from our neural data is the uneven neural power of the slower sequence at 4 Hz relative to 7 Hz (Fig. 2) . Such result would not have been surprising if the analysis was based on absolute power, which generally exhibits a low-pass (e.g., 1/f ) pattern. Instead, our method is based on a normalized power measure that scales the absolute neural power at the target (4 or 7 Hz) by the power in a range of Ϯ1 Hz around that frequency (excluding the component at target rate), hence correcting for the incline in the power spectrum.
The enhancement of the neural power occurs exclusively at the target rhythm being attended. The change in neural power between attend and non-attend conditions is highly significant at both 4 and 7 Hz (bootstrap across subjects; 4 Hz power, p Ͻ 10 Ϫ3 ; 7 Hz power, p Ͻ 0.002), as shown in Figure 3 (left). In contrast, there is no significant change in normalized neural response at adjacent frequencies (4 Ϯ 0.25 and 7 Ϯ 0.25 Hz), confirming that this feature-based selective attention precisely modulates the cortical representation of the specific feature rather than overall neural activities.
The power enhancement at target rates is accompanied with an enhancement in long-distance coherence across neural sites. Phase coherence between distant MEG channels is used to characterize synchronization of underlying neural activities. It is speculated that feature-based attention enhances long-range synchronization, specifically at the target rates (Srinivasan et al., 1999; Niebur et al., 2002) . The difference between the number of long-range channel pairs with robust increased coherence in the attended task, and channel pairs with decreased coherence, is normalized over the total number of long-range channel pairs (Fig. 3, middle) . Approximately 15% more channel pairs show an enhanced synchronization at target rates (bootstrap across subjects, p Ͻ 0.008 at 4 Hz and p Ͻ 0.003 at 7 Hz). In contrast, there is no significant change in phase coherence at adjacent frequencies (4 Ϯ 0.25 and 7 Ϯ 0.25 Hz). As an example, the phase coherence of neural responses in one subject is presented in Figure 3 (right) , where the channel pairs with robust coherence difference at target rates are shown by red lines (denoting increased coherence) and blue lines (denoting decreased coherence), plotted on the contour map of normalized neural response at target rates. The coherence change is distributed both within and across hemispheres.
Neural responses to target rhythms reveal a strong taskdependent hemispheric asymmetry. During the attended task, the right hemisphere shows a greater normalized neural response at target rates than the left hemisphere (bootstrap across subjects, p Ͻ 0.038 at 4 Hz and p Ͻ 0.001 at 7 Hz); during the ignored task, the right hemisphere dominance is observed at 7 Hz (bootstrap across subjects, p Ͻ 0.025) but not at 4 Hz (bootstrap across subjects, p Ͻ 0.07) (Fig. 4) .
The representation of the 4 Hz rhythm changes over time, closely following its perceptual detectability, but decoupled from the constant acoustics over time. The correlation between the perceptual detectability buildup of the 4 Hz target stream and its neural representation buildup is shown in Figure 5 . Although the acoustics of the 4 Hz rhythm are not changing over time, the neural response at 4 Hz along with its perceptual detectability are enhanced over time since the onset of the sequence, invoking a role of mechanisms of auditory streaming and object formation. The correlation between the psychometric and neurometric curves over time is confirmed by a bootstrap analysis on a persubject basis. The slope correlating the dЈ and neural response curves for each subject yield a mean positive slope angle of 22°; statistical significance is confirmed by a bootstrap analysis with a mean of 22°and the 5th to 95th confidence intervals falling within the upper right quadrant (Fig. 5, bottom inset) . The MEG magnetic field distributions of the 4 Hz target response in Figure  5 (top insets) illustrate the changing strength and changing pattern of the neural activity over time in an individual subject.
The neural buildup of the 7 Hz is approximately constant over time (data not shown) and does not reveal any significant correlation with the behavioral detectability of the 7 Hz stream over time. The perceptual buildup results are discussed further below in Results and Discussion.
Segregating a polyrhythmic auditory scene is governed by mechanisms commensurate with modulation tuning properties of the auditory system. To shed more light on the perceptual difference between the slow 4 Hz and fast 7 Hz rhythms in a two-tone sequence, we varied the rhythm values and tested the following additional rate pairs: 7 versus 10.1 Hz and 3 versus 6.5 Hz. Subjects were asked to perform a temporal shift detection task attending to the slow or the fast streams consecutively. The behavioral performance is shown in Figure 6a .
In both experiments, the slower rate yielded a better performance. In the 7 versus 10.1 Hz sequence, the 7 Hz task is clearly more detectable, with a mean dЈ of 1.7, relative to 0.9 for the 10.1 Hz task. The difference in performance is statistically significant (unpaired t test; p ϭ 0.03, t ϭ 2.43). Similarly, the 3 Hz task is more detectable than 6.5 Hz, with mean dЈ of 3.33 relative to 2.03 for the 6.5 Hz task. The performance between the two tasks is significantly different (unpaired t test; p ϭ 4.94, t ϭ 0.001). In all experiments, there was no effect of task order on performance.
The detectability of the 7 Hz rate is comparable whether in the presence of a competing 4 Hz or competing 10.1 Hz rhythm. There is no statistically significant difference between the 7 Hz dЈ values in both contexts (unpaired t test; p ϭ 0.6, t ϭ 0.53). Overlaying the behavioral results from experiments of all rate pairs yields a low-pass-like shape (Fig. 6a) akin to the known modulation transfer function (MTF) profiles for repetitive rates in primary auditory cortex (Eggermont, 1991; Kilgard and Merzenich, 1999) and modulation tuning in the auditory system (van Zanten and Senten, 1983; Chi et al., 1999) . This observation shall be discussed further in Discussion.
The presence of a competing rhythm contributes to the difficulty of detectability of an attended stream, possibly by interfering with subjects' attentional focus. We analyze behavioral performance of subjects on a trial-by-trial basis, dissociating hit trials (from the target condition), false alarms from trials of the nontarget condition, and false alarms from trials of the null condition (Fig. 1) . If the presence of a competing stream, with its own deviants, is irrelevant to the performance of the attended stream, then the false-alarm rate will be comparable in the null or opposite task stimuli. If not, we will see a clear interaction between deviants in the unattended rhythm and subjects' perception of the deviant in the target. Figure 6b shows that, for all rhythm pairs, there is a clear interaction between the attended and unattended streams, with a consistently higher false-alarm rate in the competing stream than null condition. Table 1 quantifies the statistical correspondences between the hits and false alarms of the different tasks and different rhythms.
Because 7 Hz both appeared as slow and fast rates in two experiments, we can compare their performance (hit rate and false-alarm Power and phase enhancement during the attended task. Left, Normalized neural response difference between slow and fast tasks shows enhancement exclusively at target rates (4 Hz for the slow task, 7 Hz for the fast task). Error bars represent SE. The asterisks at 4 and 7 Hz shows that only these frequencies yield a statistically significant enhancement. Middle, Phase coherence difference between the slow and fast tasks showing enhancement exclusively at target rates. Error bars represent SE. The difference between number of channel pairs with robust increased coherence and channel pairs with decreased coherence is normalized over the total number of long-range channel pairs. Right, Channel pairs with robust coherence difference at target rates for single subject, overlaid on the contour map of normalized neural response at target rates. The channel pairs with increased (decreased, respectively) coherence at target rates is shown by red (blue, respectively) lines. rate) in both contexts. In both experiments, the 7 Hz hit rate was not significantly different (t test; p ϭ 0.7, t ϭ 0.4), nor was the false alarm from the opposite task (t test; p ϭ 0.44, t ϭ Ϫ0.78) or false alarm from null condition (t test; p ϭ 0.8, t ϭ 0.25).
The buildup of different streams in a polyrhythmic sequence reveals a complex interaction between the modulation rates of the foreground and background. We investigate the change in detectability of the deviant in each stream as a function of time. All temporal rates tested show either an increase or no change in detectability in the interval between 1 and 3 s (Fig. 6c) . As the sequence evolves, there develops an interaction between the rhythm of the attended stream, the rhythm of the distracting stream, and the time of deviant. Most rates drop in detectability toward the end of the sequence, whereas only deviants of 4 and 10.1 Hz steadily grow as a function of time (up to 6 s).
The detectability of the 4 and 7 Hz rhythms from the pure psychoacoustic and MEG conditions are compared in Figure 6c (middle). The two recording conditions show comparable results, in which the number of subjects in the MEG experiment (26 listeners) allow a more refined time analysis (finer time resolution), revealing more of the shape of the buildup curve over time.
Discussion
The present study explores the mechanisms of attention and temporal integration that mediate the representation of foreground and background in auditory scenes. It builds on extensive previous work exploring the perceptual cues mediating parsing of complex acoustic environments (van Noorden, 1975; Micheyl et al., 2005) . Unlike classic paradigms of streaming, the stimuli in this study consisted of different tempi competing against each other to form distinct coherent streams. The design allows us to explore the interaction between different temporal rates, as well as examine the role of attention in the formation of auditory objects. The purpose of using polyrhythmic stimuli in this study is not to investigate rhythm parsing or perceptual manifestations of rhythmicity (Deutsch, 1983; Handel, 1984; Klapp et al., 1985) but rather the role of modulation timing and its interaction with attention in the context of auditory streaming. The choice of separating the two rhythmic sequences by eight semitones eases their segregation into two streams (van Noorden, 1977) and keeps the focus of the study on the role of temporal modulation rates in facilitating auditory streaming.
The results reveal that the neural representation of the attended target is significantly enhanced in both its steady-state power and between-neuronal-sites phase coherence relative to its unattended state. This enhancement follows closely the perceptual detectability of the rhythm for individual subjects, with bigger neural power enhancement correlating with improved behavioral performance. The tight relationship between the neurometric and psychometric functions on a per-subject basis provides strong support for the previously proposed hypothesis that attention mediates a differential enhancement of features under the spotlight of attention and/or suppression of background features that was observed in both auditory and visual modalities (Corbetta et al., 1990; Somers et al., 1999; Bidet-Caulet et al., 2007; Schoenfeld et al., 2007; Elhilali et al., 2009a; Paltoglou et al., 2009) . Such modulatory effects of feature-based attention have been ascribed to mechanisms of adaptive gain control and taskinduced plasticity operating at the single neuron and neuronal population level in sensory cortex (Treue and Martínez Trujillo, 1999; Fritz et al., 2003) . The fact that this feature enhancement is observed exclusively at the frequency of the attended target with 1 ⁄4 Hz accuracy argues that top-down processes of attention interact closely with the physical parameters of the stimulus and mediate a very specific feature-based modulation that cannot be explained by general enhancement of a spectral region or band of intrinsic rhythm. Moreover, the neural power enhancement observed in our results is accompanied by an increase in phase coherence between distant MEG sensors. This finding reported previously in the visual modality (Gaetz et al., 1998; Srinivasan et al., 1999) argues for a role of synchronization between remote neuronal populations as a general neural coding strategy for enhancing representation of stimulus features under the spotlight of attention. Temporal codes may therefore be complementing or providing an alternative to rate-based representations of objects in complex sensory scenes (Grothe and Klump, 2000) .
The source of the observed power enhancement is localized to the auditory cortex, hence evoking a role of the putative "what" pathway (Poremba et al., 2003; Ahveninen et al., 2006; Lomber and Malhotra, 2008) , which is expected from this task evoking feature-based rather than spatial attention. Although the power enhancement can be localized to sensory cortex, the results reveal a clear right-hemispheric bias. This bias is consistent with the association of the right hemisphere with suppressing irrelevant information (Alcaini et al., 1995) and its involvement in selective attention and attentional control (Paltoglou et al., 2009; Hill and Miller, 2010) .
The behavioral saliency of the 4 Hz rhythm relative to 7 Hz, which parallels the effects of task-driven attention, appears to closely follow known phase-locked neural coding properties observed in mammalian primary auditory cortex (Phillips et al., 1989; Kilgard and Merzenich, 1999) and perceptual measures of modulation sensitivity in the auditory system (Chi et al., 1999) over a range of behaviorally important modulations (Ͻ16 Hz). To verify this observation, we examined results of additional psychophysical experiments varying the choice of rhythms in the stimulus over the range 3-11 Hz. The results confirm that the low-pass-like shape of the behavioral performance revealed in Figure 6 is reminiscent of known temporal MTFs typically arising from phase-locking or entrainment of auditory cortical neurons with regular clicks or repetitive tones (Eggermont, 1991; Kilgard and Merzenich, 1999) , as well as perceptual modulation sensitiv- ity reported in humans using dynamic ripple sounds (Chi et al., 1999) . Unlike previously speculated roles of temporal rates in scene analysis in which faster rates induce enhanced streaming effects (Bregman, 1990) , our experimental paradigm puts temporal rates in competition against each other. In doing so, we are testing the system at different operating points, hence revealing more of the role of underlying modulation tuning in the auditory system in assisting in the analysis of complex acoustic scenes. The view emerging from these results is that the modulation sensitivity in the auditory system mediates the selectivity of different temporal rates, sometimes limiting the effect of selective attention in the case of faster temporal rhythms. This finding is supported by both our neural analysis revealing an enhanced normalized power response to 4 Hz relative to 7 Hz, as well as our behavioral data revealing an enhanced detectability of slower rates. A complementary account to the association between integration of streams and modulation sensitivity in the auditory system could be interpreted in the context of arrays of filters covering the range of modulations of few to tens of hertz, known to be prominently present in natural sounds, including speech sounds (Drullman et al., 1994; Arai et al., 1999; Greenberg, 2004; Greenberg and Arai, 2004) and animal vocalizations (Kaltwasser, 1990; Nagarajan et al., 2002; Liu et al., 2003; Schnupp et al., 2006; Kim and Bao, 2009) . Distributed maps recorded in mammalian auditory cortex have indeed reinforced the premise of an array of modulation-sensitive filters, potentially orthogonal to the tonotopic representation of auditory cortical neurons (Schreiner and Urbas, 1986; Brosch and Schreiner, 2000; Depireux et al., 2001 ). The manifestation of this distributed sensitivity as differential behavioral tuning to a range of modulation rates Ͻ16 Hz has not been explored in the literature.
The change of the neural and behavioral representation of the attended rhythm over time depends on the attended rate, as well as the duration of deviant to be detected for each rhythm. Although the perceptual detectability of the target for the 4 Hz stream builds up in a pattern closely following its neural power buildup, the evolution of the other rates over time generally plateau then decay (expect for the 10.1 Hz rate). Two factors may be responsible for the absence of a "classic" buildup for these other rhythms, notably the different durations of jitter for the deviants of each rhythm (which may make them harder to detect) or the choice of modulation rate (which may cause faster buildup that drops down after an early plateau). Moreover, the choice of competing rhythm interacts strongly with the attended rhythm as shown by the analysis in Table 1 and Figure 6b . In fact, the presence of the competing rhythm introduces strong competition for attention that distracts from correctly attending to the target, hence increasing the false-alarm rate caused by the opposite task. Previous results have shown that switching attention away or back to a sequence plays a strong role in resetting its buildup, hence explaining the lack of a classic buildup effect for the paradigm in this study (Carlyon et al., 2001; Cusack et al., 2004) .
Overall, the present findings provide the first demonstration exploring the biophysical underpinning of temporal integration of separate streams in the auditory system. The results establish a direct role of the known temporal modulation tuning in the auditory system as measured by temporal MTF and indicate that grouping of perceptual features in a complex acoustic scene operates at modulatory rates of the order of 2-16 Hz, following a pattern of sensitivity that renders these rates to be variably efficient in the streaming process. The efficiency of these rates is shaped by tuning properties of the auditory system, more specifically the auditory cortex whose neuronal dynamics are commensurate with tempi of few hertz (2-16 Hz) (Kowalski et al., 1996; Miller et al., 2002; Liégeois-Chauvel et al., 2004) . The representation in sensory cortex is further shaped by attention, which modulates the cortical steady-state response in both its magnitude as well as temporal coherence. This interaction between innate properties of the auditory system and top-down attention assists the brain in solving the challenging cocktail party problem.
