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MO¨BIUS DISJOINTNESS FOR SKEW PRODUCTS
ON A CIRCLE AND A NILMANIFOLD
WEN HUANG, JIANYA LIU & KE WANG
Abstract. Let T be the unit circle and Γ\G the 3-dimensional Heisenberg nilmanifold. We
prove that a class of skew products on T× Γ\G are distal, and that the Mo¨bius function is
linearly disjoint from these skew products. This verifies the Mo¨bius Disjointness Conjecture
of Sarnak.
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1. Introduction
Let µ(n) be the Mo¨bius function, that is µ(n) is 0 if n is not square-free, and is (−1)k
if n is a product of k distinct primes. The behavior of µ is central in the theory of prime
numbers. Let (X, T ) be a flow, namely X is a compact metric space and T : X → X a
continuous map. We say that µ is linearly disjoint from (X, T ) if
lim
N→∞
1
N
∑
n≤N
µ(n)f(T nx) = 0 (1.1)
for any f ∈ C(X) and any x ∈ X . The Mo¨bius Disjointness Conjecture of Sarnak [21]
[22] states that the function µ is linearly disjoint from every (X, T ) whose entropy is 0.
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This conjecture has been proved for many cases, and we refer to the survey paper [5] for
recent progresses. An incomplete list for works related to the present paper is: Bourgain
[1], Green-Tao [9], Liu-Sarnak [15, 16], Wang [24], Peckner [20], Huang-Wang-Ye [11], and
Litman-Wang [14].
Distal flows are typical examples of zero-entropy flows; see Parry [19]. A flow (X, T ) with
a compatible metric d is called distal if
inf
n≥0
d(T nx, T ny) > 0
whenever x 6= y. According to Furstenberg’s structure theorem of minimal distal flows [7],
skew products are building blocks of distal flows.
An example of distal flow is the skew product T on the 2-torus T2 = (R/Z)2 given by
T : (x, y) 7→ (x+ α, y + h(x)), (1.2)
where α ∈ [0, 1) and h : T → R is a continuous function. For dynamical properties of
this skew product, see for example Furstenberg [6]. The Mo¨bius disjointness for the skew
product (1.2) was first studied by Liu and Sarnak in [15, 16]. A result in [15] states that,
if h is analytic with an additional assumption on its Fourier coefficients, then the Mo¨bius
Disjointness Conjecture is true for the skew product (T2, T ). This result holds for all α, as is
not common in the KAM theory. The aforementioned additional assumption was removed
in Wang [24]. It has been further generalized by Huang, Wang and Ye in [11] to the case
that h(x) is C∞-smooth.
Another example of distal flow is nilsystem. Let G be a nilpotent Lie group with a discrete
cocomapct subgroup Γ. The group G acts in a natural way on the homogeneous space Γ\G.
Fix h ∈ G. Then the transformation T given by T (Γg) = Γgh makes (Γ\G, T ) a nilsystem.
The Mo¨bius Disjointness Conjecture for these nilsystems was proved by Green and Tao in
[9].
Now let G be the 3-dimensional Heisenberg group with the cocompact discrete subgroup
Γ, namely
G =
(
1 R R
0 1 R
0 0 1
)
, Γ =
(
1 Z Z
0 1 Z
0 0 1
)
. (1.3)
Then Γ\G is the 3-dimensional Heisenberg nilmanifold. Let T be the unit circle. This paper
is devoted to the Mo¨bius Disjointness Conjecture for skew products on T × Γ\G, and the
main result is as follows.
Theorem 1.1. Let T be the unit circle and Γ\G the 3-dimensional Heisenberg nilmanifold.
Let α ∈ [0, 1) and let ϕ, ψ be C∞-smooth periodic functions from R to R with period 1 such
that ∫ 1
0
ϕ(t) dt = 0. (1.4)
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Let the skew product T on T× Γ\G be given by
T : (t,Γg) 7→
t+ α,Γg
1 ϕ(t) ψ(t)0 1 ϕ(t)
0 0 1
 . (1.5)
Then, for any (t0,Γg0) ∈ T× Γ\G and any f ∈ C(T× Γ\G),
lim
N→∞
1
N
N∑
n=1
µ(n)f(T n(t0,Γg0)) = 0. (1.6)
Note that Theorem 1.1 holds for all α. The flow (T × Γ\G, T ) in Theorem 1.1 is distal,
as is implied in Theorem 8.1 of the present paper. Thus Theorem 1.1 verifies the Mo¨bius
Disjointness Conjecture in this context.
To prove this theorem, we first construct in Section 2 a subset F ⊂ C(T×Γ\G) which spans
a C-linear subspace that is dense in C(T×Γ\G), so that the proof of (1.6) is reduced to that
for those special f ∈ F having explicit forms. Theorem 1.1 for rational α depends on known
results for skew products on T2 as well as a classical theorem of Hua [10] on exponential sums
over primes in arithmetic progressions; this is done in Section 3. The case of irrational α
occupies the bulk of the paper. Sections 4 and 5 are preparatory: in Section 4, we study the
rational approximations of α and their analytic consequences; in Section 5 we introduce the
concept, as well as the computation, of measure complexity. The whole Section 6 is devoted
to the proof that, for irrational α, the measure complexity of (T×Γ\G, T, ρ), where ρ is any T -
invariant Borel probability measure on T×Γ\G, is sub-polynomial. Theorem 1.1 for irrational
α finally follows from this and the main theorem of Huang-Wang-Ye [11]. We remark that
the work of Matoma¨ki-Radziwill-Tao [18] makes it possible to use measure complexity, rather
than the original topological entropy, to investigate the Mo¨bius disjointness.
We conclude this introduction by reporting some thoughts about generalizations. A careful
reader would naturally ask whether the Mo¨bius disjointness could be established for more
general skew products S of the form, instead of (1.5),
S : (t,Γg) 7→
t+ α,Γg
1 ϕ2(t) ψ(t)0 1 ϕ1(t)
0 0 1
 (1.7)
where ϕ1, ϕ2, ψ are three C
∞-smooth periodic functions with period 1. The S in (1.7) is more
general in the sense that the two functions ϕ1 and ϕ2 are not necessarily the same. We prove
in Theorem 8.1 that the flow (T × Γ\G, S) is distal, and hence has zero entropy, for which
the Mo¨bius Disjointness Conjecture is expected to hold. Our method in this paper, however,
does not directly apply to (T × Γ\G, S), and the reason is pointed out in the footnote to
(6.6) in Section 6. It seems an interesting question to establish the Mo¨bius Disjointness
Conjecture for (T × Γ\G, S). Another question is to study Mo¨bius disjointness for general
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skew products on T× Γ\G where Γ\G are high dimensional nilmanifolds. We plan to come
back to these in other occasions.
While finishing this manuscript, we notice that Kanigowski, Lemanczyk and Radziwill
[13] has studied the Mo¨bius disjointness for skew products (1.2) on T2 where h is absolutely
continuous. It is therefore possible to generalize our Theorem 1.1 to the case of absolutely
continuous ϕ and ψ by similar arguments.
Notations. We list some notations that we use in the paper. We write e(x) for e2πix, and
write ‖x‖ for the distance between x and the nearest integer, that is
‖x‖ = min
n∈Z
|x− n|.
For positive A, the notations B = O(A) or B ≪ A mean that there exists a positive constant
c such that |B| ≤ cA. If the constant c depends on a parameter b, we write B = Ob(A) or
B ≪b A. The notation A ≍ B means that A ≪ B and B ≪ A. For a topological space
X , we use C(X) to denote the set of all continuous complex-valued functions on X . If X
is a smooth manifold and r ≥ 1 is an integer, then we use Cr(X) to denote the set of all
f ∈ C(X) that have continuous r-th derivatives.
2. Approximations on C(T× Γ\G)
Let G be the 3-dimensional Heisenberg group with the cocompact discrete subgroup Γ, and
Γ\G the 3-dimensional Heisenberg nilmanifold. The purpose of this section is to construct
a subset of C(T × Γ\G), which spans a C-linear subspace that is dense in C(T × Γ\G). A
basic reference for this section is Tolimieri [23].
For integers m, j with 0 ≤ j ≤ m− 1, define the functions ψmj and ψ
∗
mj on G by
ψmj
(
1 y z
0 1 x
0 0 1
)
= e(mz + jx)
∑
k∈Z
e−π(y+k+
j
m
)2e(mkx),
and
ψ∗mj
(
1 y z
0 1 x
0 0 1
)
= ie(mz + jx)
∑
k∈Z
e−π(y+k+
j
m
+ 1
2
)2e
(
1
2
(
y + k +
j
m
)
+mkx
)
.
We check that ψmj and ψ
∗
mj are Γ-invariant, that is
ψmj(γg) = ψmj(g), ψ
∗
mj(γg) = ψ
∗
mj(g)
for any g ∈ G and for any γ ∈ Γ. Thus ψmj and ψ
∗
mj can be regarded as functions on the
nilmanifold Γ\G.
Recall that there is a unique Borel probability measure on Γ\G that is invariant under the
right translations, and therefore L2(Γ\G) can be defined. For m ∈ Z let Vm be the subspace
of L2(Γ\G) consisting of all functions f ∈ L2(Γ\G) satisfying
f
(
Γg
(
1 0 z
0 1 0
0 0 1
))
= e(mz)f (Γg)
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for any g ∈ G and for any z ∈ R. Then the space L2(Γ\G) decomposes into the following
orthogonal direct sum:
L2(Γ\G) =
⊕
m∈Z
Vm.
Set Cm(Γ\G) = Vm∩C(Γ\G) and C
r
m = Vm∩C
r(Γ\G). Let pm be the projection of L
2(Γ\G)
onto Vm. Then we may write pm explicitly in the form
pm(f)
(
Γ
(
1 y z
0 1 x
0 0 1
))
=
∫ 1
0
f
(
Γ
(
1 y z+t
0 1 x
0 0 1
))
e(−mt) dt.
Hence we have pm(f) ∈ C
r
m(Γ\G) if f ∈ C
r(Γ\G).
We need the following two results from [23]; the first is [23, Lemma 6.3], and the second
is [23, Lemma 6.2]. Note that the original [23, Lemma 6.2] is slightly stronger than the one
we state here.
Lemma 2.1. Let F ∈ Cr(Γ\G) with r ≥ 1, and write F =
∑
m∈Z Fm with Fm ∈ Vm. Then
the series
∑
m∈Z Fm is absolutely and uniformly convergent.
Lemma 2.2. Let F ∈ Crm(Γ\G) with m ≥ 1 and r ≥ 1. Then there exist functions hj , h
∗
j ∈
Cr−1(T2), j = 0, 1, . . . , m− 1, such that
F
(
Γ
(
1 y z
0 1 x
0 0 1
))
=
m−1∑
j=0
(hj(x, y)ψmj(x, y, z) + h
∗
j(x, y)ψ
∗
mj(x, y, z)).
Now we construct the desired subset of C(T× Γ\G).
Proposition 2.3. Let A be the subset of f ∈ C(T× Γ\G) such that
f :
(
t,Γ
(
1 y z
0 1 x
0 0 1
))
7→ e(ξ1t+ ξ2x+ ξ3y)ψ
(
Γ
(
1 y z
0 1 x
0 0 1
))
where ξ1, ξ2, ξ3 ∈ Z, and ψ = ψmj , ψmj , ψ
∗
mj or ψ
∗
mj for some 0 ≤ j ≤ m − 1. Here ψmj
and ψ
∗
mj stand for the complex conjugates of ψmj and ψ
∗
mj , respectively. Let B be subset of
f ∈ C(T× Γ\G) satisfying
f : (t,Γg) 7→ f1(t)f2(Γg)
with f1 ∈ C(T) and f2 ∈ C0(Γ\G). Then the C-linear subspace spanned by A ∪ B is dense
in C(T× Γ\G).
Proof. By the Stone-Weierstrass theorem, the C-linear subspace of C(T× Γ\G) spanned by
F = {f : f(t,Γg) = e(ξ1t)F (Γg), ξ1 ∈ Z, F ∈ C(Γ\G)}
is dense. Thus it suffices to investigate the approximations on C(Γ\G). Since C1(Γ\G) is
dense in C(Γ\G), we can consider C1(Γ\G) instead. By Lemma 2.1, any F ∈ C1(Γ\G) can
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be written as
F =
∑
m∈Z
Fm
with Fm ∈ Vm, and this series is absolutely and uniformly convergent. Hence F can be
approximated arbitrarily close by the sum of finitely many Fm. Therefore, we need only to
investigate each Fm with m ∈ Z. Since F ∈ C
1(Γ\G), we have Fm belongs to C
1
m(Γ\G).
Moreover Fm ∈ Vm if and only if Fm ∈ V−m, where Fm is the complex conjugate of Fm.
Therefore Lemma 2.2 can be applied to each Fm with m 6= 0. This part corresponds to the
set A. For m = 0, we have clearly that e(ξ1t)F0(Γg) ∈ B for any ξ1 ∈ Z. The proof is
complete. 
3. Theorem 1.1 for rational α
In this section, we prove Theorem 1.1 for rational α. In view of Proposition 2.3, we should
separately consider two cases, namely f ∈ A and f ∈ B. The case f ∈ B can be reduced
to the case of skew products on T2 which is already known. The other case f ∈ A will be
handled by Fourier analysis and a classical result of Hua.
We begin with skew products on T2. The following lemma is [11, Corollary 1.4].
Lemma 3.1. Let α ∈ R and let h : T→ R be C∞-smooth function. Define the skew product
T : T2 → T2 by
T : (x, y) 7→ (x+ α, y + h(x)). (3.1)
Then the Mo¨bius Disjointness Conjecture holds for this (T2, T ).
The following is an immediate consequence of Lemma 3.1.
Corollary 3.2. Let α ∈ R and let h1, h2 : T→ R be C
∞-smooth functions. Let T : T3 → T3
be given by
T : (x, y, z) 7→ (x+ α, y + h1(x), z + h2(x)). (3.2)
Then the Mo¨bius Disjointness Conjecture holds for (T3, T ).
Proof. Since T3 is a compact abelian group, the space of trigonometric polynomials is dense
in C(T3). Thus we need only to prove
lim
N→∞
1
N
N−1∑
n=0
µ(n)f(T n(x0, y0, z0)) = 0
for (x0, y0, z0) ∈ T
3 and f(x, y, z) = e(ξ1x+ ξ2y + ξ3z) where ξ1, ξ2, ξ3 are arbitrary integers.
For simplicity we write wn = f(T
n(x0, y0, z0)). A direct calculation gives
T n : (x0, y0, z0) 7→
(
x0 + nα, y0 +
n−1∑
l=0
h1(x0 + αl), z0 +
n−1∑
l=0
h2(x0 + αl)
)
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and hence
wn = e
(
ξ1x0 + ξ2y0 + ξ3z0 + ξ1αn+
n−1∑
l=0
(
ξ2h1(x0 + αl) + ξ3h2(x0 + αl)
))
. (3.3)
We now construct an analytic skew product (T2, T˜ ), in which the sequence {wn}n≥1 can
also be observed. Define T˜ : T2 → T2 by
T˜ : (x, y) 7→ (x+ α, y + ξ2h1(x) + ξ3h2(x)), (3.4)
and let f˜(x, y) = e(ξ1x+ y) ∈ C(T
2). Then
f˜(T˜ n(x0, 0)) = e
(
ξ1x0 + ξ1αn+
n−1∑
l=0
(
ξ2h1(x0 + αl) + ξ3h2(x0 + αl)
))
.
We see that f˜(T˜ n(x0, 0)) differs from wn by a constant factor only. Hence the desired result
follows from this and Lemma 3.1. 
Proposition 3.3. Let B ⊂ C(T × Γ\G) be as in Proposition 2.3. Let T be as in Theorem
1.1 and let f ∈ B. Then, for any (t0,Γg0) ∈ T× Γ\G,
lim
N→∞
1
N
N∑
n=1
µ(n)f(T n(t0,Γg0)) = 0.
Proof. Let T˜ : T3 → T3 be given by
T˜ : (t, x, y) 7→ (t + α, x+ ϕ(t), y + ϕ(t)).
Let π be the projection of T× Γ\G onto T3 given by
π :
(
t,Γ
(
1 y z
0 1 x
0 0 1
))
7→ (t, x, y).
Then we have π ◦ T = T˜ ◦ π, and hence (T3, T˜ ) is a topological factor of (T× Γ\G, T ).
Since f ∈ B, we can write f(t,Γg) = f1(t)f2(Γg) for some f1 ∈ C(T) and f2 ∈ H0 ∩
C(Γ\G). It follows that, for any z′,
f2
(
Γ
(
1 y z
0 1 x
0 0 1
))
= f2
(
Γ
(
1 y z+z′
0 1 x
0 0 1
))
.
Hence f2 is independent of the z-component and induces a well-defined continuous function
f˜2 ∈ C(T
2) given by
f˜2(x, y) = f2
(
Γ
(
1 y z
0 1 x
0 0 1
))
for any z ∈ R. Define f˜(t, x, y) ∈ C(T3) by
f˜(t, x, y) = f1(t)f˜2(x, y).
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Then we have f(t,Γg) = f˜ ◦ π(t,Γg) for any (t,Γg) ∈ T× Γ\G. Hence
f(T n(t0,Γg0)) = f˜ ◦ π ◦ T
n(t0,Γg0) = f˜ ◦ T˜
n ◦ π(t0,Γg0)
for any n ≥ 1, and the sequence {f(T n(t0,Γg0))}n≥1 is also observed in (T
3, T˜ ). The desired
result follows from Corollary 3.2. 
Now we turn to the case that f ∈ A. We need the following classical result of Hua [10],
which is a generalization of Davenport [3].
Lemma 3.4. Let f(x) = αdx
d + αd−1x
d−1 + . . . + α1x + α0 ∈ R[x]. Let 0 ≤ a < q. Then,
for arbitrary A > 0, ∑
n≤N
n≡a mod q
µ(n)e(f(n))≪A
N
logAN
,
where the implied constant may depend on A, q and d, but is independent of αd, . . . , α0.
Proposition 3.5. Let (T× Γ\G, T ) be as in Theorem 1.1 with α ∈ Q ∩ [0, 1). Let A be as
in Proposition 2.3. Then, for any (t0,Γg0) ∈ T× Γ\G, any f ∈ A and any A > 0,∑
n≤N
µ(n)f(T n(t0,Γg0))≪A
N
logAN
,
where the implied constant depends on A and α only.
Proof. For simplicity, we only consider a typical f ∈ A defined by
f
(
t,Γ
(
1 y z
0 1 x
0 0 1
))
= e(t+ x+ y + z)
∑
k∈Z
e−π(y+k)
2
e(kx). (3.5)
A general f can be treated the same way.
To compute f(T n(t0,Γg0)) via (3.5), we define, for t ∈ T and n ≥ 1,
S1(n; t) =
n−1∑
l=0
ϕ(αl + t), S2(n; t) =
n−1∑
l=0
ψ(αl + t), S3(n; t) =
n−1∑
l=0
ϕ2(αl + t).
Also we set S1(0; t) = S2(0; t) = S3(0; t) = 0 for simplicity. A straightforward calculation
gives that
T n : (t0,Γg0) 7→ (t0 + nα,Γgn), (3.6)
where
gn := g0
1 S1(n; t0) 12(S1(n; t0))2 − 12S3(n; t0) + S2(n; t0)0 1 S1(n; t0)
0 0 1
 . (3.7)
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Now write
g0 =
(
1 y0 z0
0 1 x0
0 0 1
)
, gn =
(
1 yn zn
0 1 xn
0 0 1
)
where without loss of generality we may assume that x0, y0, z0 ∈ [0, 1), so that (3.7) becomes
xn = x0 + S1(n; t0),
yn = y0 + S1(n; t0),
zn = z0 +
1
2
(S1(n; t0))
2 − 1
2
S3(n; t0) + S2(n; t0) + y0S1(n; t0).
Substituting (3.6) into (3.5), we obtain that
f(T n(t0,Γg0)) = f
(
t0 + nα,Γ
(
1 yn zn
0 1 xn
0 0 1
))
= e(t0 + nα + xn + yn + zn)
∑
k∈Z
e−π(yn+k)
2
e(kxn). (3.8)
To analyze (3.8), we define w : R→ R by
w(u) =
∑
k∈Z
e−π(u+y0)
2
e(k(u+ x0)).
Then w is an analytic periodic function with period 1, and hence can be expanded into a
Fourier series of the form
w(u) =
∑
m∈Z
ŵ(m)e(mu).
Plainly ∑
m∈Z
|ŵ(m)| ≪ 1,
and the implied constant is absolute. With this function w, we can rewrite (3.8) as
f(T n(t0,Γg0)) = ρw(S1(n; t0))
×e
(
(y0 + 2)S1(n; t0) +
1
2
(S1(n; t0))
2 −
1
2
S3(n; t0) + S2(n; t0) + αn
)
where ρ := e(t0 + x0 + y0 + z0). By the Fourier expansion of w, (3.8) finally takes the form
f(T n(t0,Γg0))
= ρ
∑
m∈Z
ŵ(m)e
(
(y0 +m+ 2)S1(n; t0) +
1
2
(S1(n; t0))
2 −
1
2
S3(n; t0) + S2(n; t0) + αn
)
.
Now recall α ∈ Q ∩ [0, 1) in the present situation, so that we can write α = a/q with
0 ≤ a < q and (a, q) = 1. Thus for any periodic function h with period 1, we have
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h(l1α + t0) = h(l2α + t0) whenever l1 ≡ l2 mod q. For 0 ≤ b < q and any periodic function
h with period 1, define
γ(h, b) =
b−1∑
l=0
h(lα + t0)
and set γ(h) = γ(h, q)/q. Therefore, for n ≡ b mod q,
S1(n; t0) = (n− b)γ(ϕ) + γ(ϕ, b),
S2(n; t0) = (n− b)γ(ψ) + γ(ψ, b),
S3(n; t0) = (n− b)γ(ϕ
2) + γ(ϕ2, b).
It follows from this and the last expression of f(T n(t0,Γg0)) that∑
n≤N
µ(n)f(T n(t0,Γg0)) = ρ
∑
m∈Z
ŵ(m)
q−1∑
b=0
∑
n≤N
n≡b mod q
µ(n)e(P (n; b)), (3.9)
where P (n; b) is a real-valued polynomial in n of degree ≤ 2 with coefficients depending on
α, b and m. However, by Lemma 3.4, we have for arbitrary A > 0 that∑
n≤N
n≡b mod q
µ(n)e(P (n; b))≪A
N
logAN
where the implied constant depending on q (hence on α) and A only. Substituting this back
to (3.9), we obtain the desired estimate. 
Proposition 3.6. Theorem 1.1 holds for rational α.
Proof. The desired result follows from Propositions 2.3, 3.3 and 3.5. 
4. Rational approximations of α and further analysis
From now on, we assume that α is irrational. In this section, we will decompose ϕ(t), ϕ2(t)
and ψ(t) into the sum of resonant and non-resonant parts, and investigate them separately.
For simplicity we write η(t) := ϕ2(t).
Let
α = [0; a1, a2, . . . , ak, . . .] =
1
a1 +
1
a2+
1
a3+...
be the continued fraction expansion of α. This expansion is infinite since α is irrational. Let
lk/qk = [0; a1, a2, . . . , ak] be the k-th convergent of α. Some well-known properties of lk/qk
are summarized in the following lemma.
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Lemma 4.1. Let α ∈ [0, 1) be an irrational number, and lk/qk the k-th convergent of α.
(i) We have l0 = 0, l1 = 1, and lk+2 = ak+2lk+1 + lk for all k ≥ 0. We also have
q0 = 1, q1 = a1, and qk+2 = ak+2qk+1 + qk for all k ≥ 0.
(ii) For any k ≥ 1,
1
2qk+1
< ‖qkα‖ <
1
qk+1
. (4.1)
(iii) If |α− l/q| < 1/(2q2) for some integer l and some nonzero integer q, then l/q = lk/qk
for some k ≥ 1.
Let Q = {qk : k ≥ 1}. For B > 2, define
Q♭(B) = {qk ∈ Q : qk+1 ≤ q
B
k } ∪ {1}
and
Q♯(B) = {qk ∈ Q : qk+1 > q
B
k > 1}.
Furthermore, we define
M1(B) =
⋃
qk∈Q♯(B)
{m ∈ Z : qk ≤ |m| < qk+1, qk | m} ∪ {0}
and define M2(B) = Z\M1(B). Now expand ϕ into Fourier series
ϕ(t) =
∑
m∈Z
ϕ̂(m)e(mt),
and further decompose ϕ as
ϕ(t) = ϕ1(t) + ϕ2(t)
:=
∑
m∈M1(B)
ϕ̂(m)e(mt) +
∑
m∈M2(B)
ϕ̂(m)e(mt). (4.2)
We call ϕ1 and ϕ2 the resonant part and the non-resonant part of ϕ, respectively. We can
do the same decompositions for η and ψ, getting
η(t) = η1(t) + η2(t), ψ(t) = ψ1(t) + ψ2(t). (4.3)
Note that the above decompositions depend on the parameter B, though we do not make it
explicit.
The following lemma is similar to [15, Lemma 4.1] or [11, Lemma 5.2]. We still give the
proof here for completeness.
Lemma 4.2. Let B > 2 and let {a(m)}m∈Z be a sequence such that
|a(m)| ≪ |m|−2B. (4.4)
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Then the series ∑
m∈M2(B)
a(m)
e(mα)− 1
is absolutely convergent.
Proof. By the inequality |e(x) − 1| ≍ ‖x‖ as well as the definition of M2(B), it suffices to
study
S1 =
∑
qk∈Q
∑
qk≤|m|<qk+1
qk ∤m
|a(m)|
‖mα‖
, S2 =
∑
qk∈Q♭(B)
∑
qk≤|m|<qk+1
qk |m
|a(m)|
‖mα‖
.
We start with S1. Let qk ∈ Q and let qk ≤ |m| < qk+1 with qk ∤ m. We claim that
‖mα‖ ≥ 1/(2|m|). Assume on the contrary that ‖mα‖ < 1/(2|m|). Then there exists s ∈ Z
such that |mα− s| < 1/(2|m|). Therefore, we have∣∣∣∣α− sm
∣∣∣∣ < 12m2 ,
and hence s/m = lj/qj for some positive subscript j. So qj | m and we can write m = aqj .
Since |m| < qk+1, we have j ≤ k. But qk ∤ m, and therefore j < k. Finally,∣∣∣∣α− ljqj
∣∣∣∣ = ∣∣∣∣α− sm
∣∣∣∣ < 12m2 ⇒ |a||qjα− lj | < 12|m| ≤ 12 ,
and therefore
‖mα‖ = |a|‖qjα‖ >
a
2qj+1
≥
1
2qk
≥
1
2|m|
.
This contradiction verifies the claim.
Combing the above claim with (4.4), we have∑
qk≤|m|<qk+1
qk ∤m
|a(m)|
‖mα‖
≪
∑
m≥qk
m−2B+1 ≪ q−2B+2k ,
and hence S1 is absolutely convergent provided B > 2.
Next we estimate S2. Let qk ∈ Q
♭(B) and qk ≤ |m| < qk+1 with qk | m. Write m = dqk.
Then 1 ≤ |d| ≤ qk+1/qk, and
|d|‖qkα‖ ≤
|d|
qk+1
≤
1
qk
≤
1
2
. (4.5)
So ‖mα‖ is actually equal to |d|‖qkα‖. This together with (4.4) and (4.1) gives∑
qk≤|m|<qk+1
qk |m
|a(m)|
‖mα‖
≪
∑
d≥1
(dqk)
−2B(dqk+1)≪ q
−B
k
∑
d≥1
d−2B+1 ≪ q−Bk ,
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where we have applied qk+1 ≤ q
B
k . Hence S2 is also absolutely convergent. The proof is
complete. 
Since ϕ is assumed to be C∞-smooth, we have ϕ̂(m)≪ |m|−2B for any B > 0. Therefore,
by Lemma 4.2, the function gϕ defined by
gϕ(t) =
∑
m∈M2(B)
ϕ̂(m)
e(mt)
e(mα)− 1
is a continuous periodic function with period 1. Furthermore, we have
gϕ(t+ α)− gϕ(t) =
∑
m∈M2(B)
ϕ̂(m)
e(m(t + α)−mt)
e(mα)− 1
=
∑
m∈M2(B)
ϕ̂(m)e(mt) = ϕ2(t). (4.6)
Similarly, there exist continuous periodic functions gη and gψ such that
η2(t) = gη(t+ α)− gη(t), ψ2(t) = gψ(t+ α)− gψ(t). (4.7)
Next we investigate the resonant part. For n ∈ N and t ∈ T, define
Φn(t) =
n−1∑
l=0
ϕ1(lα + t), Hn(t) =
n−1∑
l=0
η1(lα + t), Ψn(t) =
n−1∑
l=0
ψ1(lα + t). (4.8)
The following result is essentially [24, Lemma 4.1].
Lemma 4.3. Let B > 2. Then there exists a positive constant C1 = C1(B) depending on B
only, such that the three inequalities
|Φqk(t)− qkϕ̂(0)| ≤ C1q
−B+1
k ,
|Hqk(t)− qkη̂(0)| ≤ C1q
−B+1
k ,
|Ψqk(t)− qkψ̂(0)| ≤ C1q
−B+1
k
hold simultaneously for all t ∈ T and all qk ∈ Q
♯(B).
Proof. We only prove the first inequality; proof of the other two is similar. Fix qk ∈ Q
♯(B)
and t ∈ T. We have
Φqk(t) =
qk−1∑
l=0
∑
m∈M1(B)
ϕ̂(m)e(m(lα + t)) =
∑
m∈M1(B)
ϕ̂(m)e(mt)
e(mqkα)− 1
e(mα)− 1
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by interchanging summations. Since |e(x)− 1| ≍ ‖x‖, we need to estimate
∑
qj∈Q♯(B)
∑
qj≤|m|<qj+1
qj |m
|ϕ̂(m)|
‖mqkα‖
‖mα‖
≤
∑
qj∈Q♯(B)
qj+1/qj∑
d=1
|ϕ̂(dqj)|
‖dqjqkα‖
‖dqjα‖
. (4.9)
Recall that ϕ is C∞-smooth, and therefore ϕ̂(m) ≪ |m|−D for any D > 0. The value of D
will be specified later in terms of B. We consider two cases separately according as j < k or
not.
First assume that j < k. Similarly to (4.5) we can prove d‖qjα‖ < 1/2 and hence
‖dqjα‖ = d‖qjα‖. Plainly ‖aqjqkα‖ ≤ dqj‖qkα‖, and hence
|ϕ̂(dqj)|
‖dqjqkα‖
‖dqjα‖
≪ |dqj|
−D dqj‖qkα‖
d‖qjα‖
≪ (dqj)
−D qjqj+1
qk+1
≪
qk
qk+1
(dqj)
−D+1.
It follows that ∑
qj∈Q
♯(B)
j<k
qj+1/qj∑
d=1
|ϕ̂(dqj)|
‖dqjqkα‖
‖dqjα‖
≪
qk
qk+1
∑
l≥1
l−D+1 ≪ q−B+1k
provided that D > 3.
Now we suppose j ≥ k. We have
|ϕ̂(dqj)|
‖dqjqkα‖
‖dqjα‖
≪ (dqj)
−Dqk ≪ (dqj)
−D+1,
and hence ∑
qj∈Q♯(B)
qj+1/qj∑
d=1
|ϕ̂(dqj)|
‖aqjqkα‖
‖aqjα‖
≪
∑
l≥qk
l−D+1 ≪ q−D+2k
which is ≪ q−B+1k provided that D > B + 1. The first inequality of the lemma now follows
on taking D = B + 3. 
5. Measure complexity
To prove Theorem 1.1 for irrational α, we will use the concept of measure complexity
introduced in [11]. In this section, we will collect some concepts and facts from [11] without
proof.
Let (X, T ) be a flow, and M(X, T ) the set of all T -invariant Borel probability measures
on X . A metric d on X is called compatible if the topology induced by d is the same as the
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given topology on X . For a compatible metric d and an n ∈ N, define
dn(x, y) =
1
n
n−1∑
j=0
d(T jx, T jy) (5.1)
for x, y ∈ X . Then for ε > 0 let
Bdn(x, ε) = {y ∈ X : dn(x, y) < ε},
with which we can further define, for ρ ∈M(X, T ),
sn(X, T, d, ρ, ε)
= min
{
m ∈ N : ∃x1, . . . , xm ∈ X such that ρ
( m⋃
j=1
Bdn(xj , ε)
)
> 1− ε
}
.
Let (X, d, T, ρ) be as above, and let {u(n)}n≥1 be an increasing sequence satisfying 1 ≤
u(n) → ∞ as n → ∞. We say that the measure complexity of (X, d, T, ρ) is weaker than
u(n) if
lim inf
n→∞
sn(X, T, d, ρ, ε)
u(n)
= 0
for any ε > 0. In view of Lemma 5.2 below, this property is independent of the choice
of compatible metrics. Hence we can say instead that the measure complexity of (X, T, ρ)
is weaker than u(n). We say the measure complexity of (X, T, ρ) is sub-polynomial if the
measure complexity of (X, T, ρ) is weaker than nτ for any τ > 0. We are going to need the
following result, which is the main theorem of [11].
Lemma 5.1. If the measure complexity of (X, T, ρ) is sub-polynomial for any ρ ∈M(X, T ),
then the Mo¨bius Disjointness Conjecture holds for (X, T ).
We explain the number theory behind Lemma 5.1. The measure complexity defined above
can be viewed as an averaged form of entropy, and it is well-known that Chowla’s conjec-
ture implies the Mo¨bius Disjointness Conjecture. In [18], Matoma¨ki, Radziwill and Tao
established an averaged form of Chowla’s conjecture. This allows to use the measure com-
plexity defined here, rather than the original topological entropy, to investigate the Mo¨bius
disjointness.
Let (X, T ) and (Y, S) be two flows, and d and d′ the metrics on X and Y respectively.
Let ρ ∈ M(X, T ) and ν ∈ M(Y, S). Let BX and BY be the Borel σ-algebras of X and Y
respectively. We say (X,BX , T, ρ) is measurably isomorphic to (Y,BY , S, ν), if there exist
X ′ ⊂ X , Y ′ ⊂ Y with ρ(X ′) = ρ(Y ′) = 1 and TX ′ ⊂ X ′, SY ′ ⊂ Y ′, and an invertible
measure-preserving map φ : X ′ → Y ′ such that φ ◦ T (x) = S ◦ φ(x) for any x ∈ X ′.
The following proposition is [11, Proposition 2.2], which is important when calculating the
measure complexity.
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Lemma 5.2. Let {u(n)}n≥1 be an increasing sequence satisfying 1 ≤ u(n)→∞ as n→∞.
Assume that (X,BX , T, ρ) is measurably isomorphic to (Y,BY , S, ν). Then the measure com-
plexity of (X, d, T, ρ) is weaker than u(n) if and only if the measure complexity of (Y, d′, S, ν)
is weaker than u(n).
6. Theorem 1.1 for irrational α
The purpose of this section is to prove the next result.
Proposition 6.1. Let (T × Γ\G, T ) be as in Theorem 1.1 with α irrational. Then the
measure complexity of (T× Γ\G, T, ρ) is sub-polynomial for any ρ ∈M(T × Γ\G, T ).
Before proving Proposition 6.1, we need to choose a proper metric on T × Γ\G. The
following facts can be found in Sections 2 and 5 in Green-Tao [8], which we will directly
state without proof. A more detailed version is given in Appendix I. The lower central series
filtration G• on G is the sequence of closed connected subgroups
G = G1 ⊇ G2 ⊇ G3 = {idG}
where
G2 = [G1, G] =
(
1 0 R
0 1 0
0 0 1
)
and idG is the identity element of G. Let g be the Lie algebra of G. Let
X1 =
(
0 0 0
0 0 1
0 0 0
)
, X2 =
(
0 1 0
0 0 0
0 0 0
)
, X3 =
(
0 0 1
0 0 0
0 0 0
)
.
Then X = {X1, X2, X3} is a Mal’cev basis adapted to G•. The corresponding Mal’cev
coordinate map κ : G→ R3 is given by
κ
(
1 y z
0 1 x
0 0 1
)
= (x, y, z − xy). (6.1)
The metric dG on G is defined to be the largest metric such that dG(g1, g2) ≤ |κ(g
−1
1 g2)|,
where | · | is the l∞-norm on R3. This metric can be more explicitly expressed as
dG(g1, g2) = inf
{ n−1∑
i=0
min(|κ(h−1i−1hi)|, |κ(h
−1
i hi−1)|) : h0, . . . , hn ∈ G; h0 = g1, hn = g2
}
,
from which we can see that dG is left-invariant. By (6.1), we have∣∣∣κ( 1 y z0 1 x
0 0 1
)∣∣∣ ≤ |x|+ |y|+ |z| (6.2)
provided that x, y ∈ [0, 1). The above metric on G descends to a metric on Γ\G given by
dΓ\G(Γg1,Γg2) := inf{dG(g
′
1, g
′
2) : g
′
1, g
′
2 ∈ G,Γg1 = Γg
′
1,Γg2 = Γg
′
2}.
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It can be proved that dΓ\G is indeed a metric on Γ\G. Since dG is left-invariant, we also
have
dΓ\G(Γg1,Γg2) = inf
γ∈Γ
dG(g1, γg2). (6.3)
Finally, we take dT to be the canonical Euclidean metric on T, and d = dT×Γ\G the l
∞-product
metric of dT and dΓ\G given by
d((t1,Γg1), (t2,Γg2)) = max(dT(t1, t2), dΓ\G(Γg1,Γg2)). (6.4)
In view of Lemma 5.2, the choice of compatible metrics does not affect the measure com-
plexity. Thus the above choice of d is admissible.
Proof of Proposition 6.1. Fix τ > 0. We want to show that, for any ε > 0,
lim inf
n→∞
sn(T× Γ\G, T, d, ρ, ε)
nτ
= 0.
Without loss of generality, we assume that both τ and ε are less than 10−2, and also both
ε−1 and τ−1 are integers. Set B = 8τ−1+1. Let Q♭(B),Q♯(B),M1(B),M2(B), gϕ, gη and gψ
be as in Section 4.
We first assume that Q♭(B) is infinite. Construct a transformation S : T×Γ\G→ T×Γ\G
as
S : (t,Γg) 7→
t,Γg
1 gϕ(t) 12g2ϕ(t)− 12gη(t) + gψ(t)0 1 gϕ(t)
0 0 1
 . (6.5)
Write T1 = S
−1 ◦ T ◦ S. Then a straightforward calculation gives
T1(t,Γg) = S
−1 ◦ T ◦ S(t,Γg)
= S−1 ◦ T
t,Γg
1 gϕ(t) 12g2ϕ(t)− 12gη(t) + gψ(t)0 1 ggϕ(t)
0 0 1

= S−1
t + α,Γg
1 ϕ(t) + gϕ(t) 12g2ϕ(t)− 12gη(t) + gψ(t) + ψ(t) + gϕ(t)ϕ(t)0 1 ϕ(t) + gϕ(t)
0 0 1

=
t + α,Γg
1 ϕ(t) + gϕ(t)− gϕ(t+ α) ̟0 1 ϕ(t) + gϕ(t)− gϕ(t + α)
0 0 1
 ,
where we have written temporarily
̟ :=
1
2
g2ϕ(t)−
1
2
gη(t) + gψ(t) + ψ(t) + gϕ(t)ϕ(t) +
1
2
g2ϕ(t+ α)
+
1
2
gη(t+ α)− gψ(t+ α)− gϕ(t)gϕ(t + α)− ϕ(t)gϕ(t+ α).
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Let ϕ1, ϕ2, η1, η2, ψ1, ψ2 be as in (4.2) and (4.3). By (4.6), (4.7), as well as ϕ
2(t) = η(t), the
above ̟ can be simplified 1 as
̟ =
1
2
(gϕ(t+ α)− gϕ(t))
2 − ϕ(t)(gϕ(t+ α)− gϕ(t)) +
1
2
(gη(t + α)− gη(t)) + ψ1(t)
=
1
2
ϕ22(t)− ϕ(t)ϕ2(t) +
1
2
η2(t) + ψ1(t)
=
1
2
(ϕ(t)− ϕ2(t))
2 −
1
2
ϕ2(t) +
1
2
η(t)−
1
2
η1(t) + ψ1(t)
=
1
2
ϕ21(t)−
1
2
η1(t) + ψ1(t). (6.6)
It follows that
T1 : (t,Γg) 7→
t+ α,Γg
1 ϕ1(t) 12ϕ21(t)− 12η1(t) + ψ1(t)0 1 ϕ1(t)
0 0 1
 , (6.7)
and by induction on n,
T n1 : (t,Γg) 7→
t+ nα,Γg
1 Φn(t) 12Φ2n(t)− 12Hn(t) + Ψn(t)0 1 Φn(t)
0 0 1
 ,
where Φn(t), Hn(t) and Ψn(t) are as in (4.8). Clearly, S is a homeomorphism on T× Γ\G.
Hence by Lemma 5.2 we need only to show that the measure complexity of (T×Γ\G, T1, ν)
is weaker than nτ , where ν = ρ ◦ S.
Let C1 = C1(B) > 0 be the constant in Lemma 4.3. The functions ϕ1(t), η1(t) and ψ1(t)
are Lipschitz continuous, and therefore there exists L > 0 such that
|ϕ1(t1)− ϕ1(t2)| ≤ L‖t1 − t2‖,
|η1(t1)− η1(t2)| ≤ L‖t1 − t2‖,
|ψ1(t1)− ψ1(t2)| ≤ L‖t1 − t2‖
(6.8)
for any t1, t2 ∈ T. We also assume that L is large enough such that L > ε
−1. Moreover,
since ϕ1(t), η1(t) and ψ1(t) are continuous, there exists a constant C2 > 0 such that
|ϕ1(t)| ≤ C2, |η1(t)| ≤ C2, |ψ1(t)| ≤ C2
for all t ∈ T. Since qk → ∞ as k →∞, there exists K0 > 0 such that (C1 + C2)/qk < ε for
all k ≥ K0. For k ≥ K0, define
F1(k) =
{
t =
jε
Lqk
∈ T : j = 0, 1, . . . ,
Lqk
ε
− 1
}
1A careful reader will observe that the simplification of ̟ in (6.6) works for T satisfying (1.5), but not
for general S of the form (1.7). This is the point where the exact form of (1.5) is indeed needed.
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and
F2(k) =
{
Γg =
(
1 j2(q2kL)
−1 j3(q2kL)
−1
0 1 j1(q2kL)
−1
0 0 1
)
∈ Γ\G : j1, j2, j3 = 0, 1, . . . , q
2
kL− 1
}
.
Let
F (k) = {(t,Γg) ∈ T× Γ\G : t ∈ F1(k), Γg ∈ F2(k)}.
Then #F (k) = ε−1L4q7k.
Now assume that qk ∈ Q
♯(B) with k ≥ K0, and set
nk = q
B−1
k . (6.9)
Then any positive integer m ≤ nk can be uniquely written as
m = amqk + bm (6.10)
with 0 ≤ bm < qk and am ≤ q
B−2
k . By the definition of F (k), for any
(t,Γg) =
(
t,Γ
(
1 y z
0 1 x
0 0 1
))
∈ T× Γ\G
with x, y, z ∈ [0, 1), there exists
(t∗,Γg∗) =
(
t∗,Γ
(
1 y∗ z∗
0 1 x∗
0 0 1
))
∈ F (k)
such that ‖t− t∗‖ ≤ ε/(Lqk) and
max{ |x− x∗|, |y − y∗|, |z − z∗| } ≤
1
q2kL
. (6.11)
We want to show that d(Tm1 (t,Γg), T
m
1 (t
∗,Γg∗)) is small for any m ≤ nk where nk is as in
(6.9).
Let
Y (m) =
1 Φm(t) 12Φ2m(t)− 12Hm(t) + Ψm(t)0 1 Φm(t)
0 0 1

and
Y ∗(m) =
1 Φm(t∗) 12Φ2m(t∗)− 12Hm(t∗) + Ψm(t∗)0 1 Φm(t∗)
0 0 1
 .
Then we have
Tm(t,Γg) = (t + αm,ΓgY (m)), Tm(t∗,Γg∗) = (t∗ + αm,Γg∗Y ∗(m)).
Therefore, by our choice of the metric on T× Γ\G, we have
d(Tm(t,Γg), Tm(t∗,Γg∗)) ≤ max(‖t− t∗‖, dΓ\G(ΓgY (m),Γg
∗Y ∗(m))). (6.12)
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The term ‖t − t∗‖ can be arbitrarily small as qk → ∞. So it remains to bound the last
term in (6.12). By the triangle inequality and (6.3),
dΓ\G(ΓgY (m),Γg
∗Y ∗(m))
≤ dΓ\G(Γg
∗Y (m),ΓgY (m)) + dΓ\G(Γg
∗Y ∗(m),Γg∗Y (m))
≤ dG(g
∗Y (m), gY (m)) + dG(g
∗Y ∗(m), g∗Y (m))
= dG(g
∗Y (m), gY (m)) + dG(Y
∗(m), Y (m)), (6.13)
where the last equality follows from the left invariance of dG. Furthermore, by the definition
of dG, we have {
dG(g
∗Y (m), gY (m)) ≤ |κ(Y (m)−1g−1g∗Y (m))|,
dG(Y
∗(m), Y (m)) ≤ |κ(Y (m)−1Y ∗(m))|,
(6.14)
where κ is the Mal’cev coordinate map defined by (6.1) and | · | is the l∞-norm on R3.
A straightforward calculation gives
Y (m)−1g−1g∗Y (m)
=
1 −Φm(t) 12Φ2m(t) + 12Hm(t)−Ψm(t)0 1 −Φm(t)
0 0 1
1 y∗ − y z∗ − z + xy − xy∗0 1 x∗ − x
0 0 1

×
1 Φm(t) 12Φ2m(t)− 12Hm(t) + Ψm(t)0 1 Φm(t)
0 0 1

=
1 y∗ − y (z∗ − z) + x(y − y∗)− Φm(t)(x− x∗ − y + y∗)0 1 x∗ − x
0 0 1
 .
Since x, y ∈ [0, 1), by (6.2), we have
|κ(Y (m)−1g−1g∗Y (m))| ≤ (Φm(t) + 2)(|x− x
∗|+ |y − y∗|+ |z − z∗|).
By Lemma 4.3, we have
|Φqk(t)− qkϕ̂(0)| ≤ C1q
−B+1
k .
However, by the assumption (1.4), the Fourier coefficient ϕ̂(0) is zero, and therefore
|Φqk(t)| ≤ C1q
−B+1
k .
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Hence by the definition of Φn(t) and (6.10), we obtain
|Φm(t)| ≤
am−1∑
r=0
|Φqk(t+ rqkα)|+
bm∑
l=0
|ϕ1(t+ (rqk + l)α)|
≤
C1am
qB−1k
+ C2qk ≤
C1
qk
+ C2qk.
Thus by (6.11), (6.13) and (6.14), we obtain
dG(g
∗Y (m), gY (m)) ≤ (Φm(t) + 2)(|x− x
∗|+ |y − y∗|+ |z − z∗|)
≤
3(3 + C2qk)
Lq2k
≤
9
L
+
3C2
qk
< 12ε. (6.15)
The treatment of dG(Y
∗(m), Y (m)) is similar. We calculate that
Y (m)−1Y ∗(m) =
1 −Φm(t) 12Φ2m(t) + 12Hm(t)−Ψm(t)0 1 −Φm(t)
0 0 1

×
1 Φm(t∗) 12Φ2m(t∗)− 12Hm(t∗) + Ψm(t∗)0 1 Φm(t∗)
0 0 1

=
1 Φm(t∗)− Φm(t) ̟0 1 Φm(t∗)− Φm(t)
0 0 1
 ,
where we have written temporarily
̟ :=
1
2
(Φm(t
∗)− Φm(t))
2 +
1
2
(Hm(t)−Hm(t
∗))− (Ψm(t
∗)−Ψm(t)).
By Lemma 4.3, (6.8) and (6.10), we have
|Φm(t
∗)− Φm(t)| ≤
am−1∑
r=0
(|Φqk(t
∗ + rqkα)− qkϕ̂(0)|+ |Φqk(t+ rqkα)− qkϕ̂(0)|)
+
bm∑
l=0
|ϕ1(t
∗ + (amqk + l)α)− ϕ1(t + (amqk + l)α)|
≤
C1
qk
+ qkL‖t− t
∗‖ < 2ε.
The same estimate holds for |Hm(t
∗) − Hm(t)| and |Ψm(t
∗) − Ψm(t)| as well. Now since
|Φm(t
∗)− Φm(t)| < 1, we can apply (6.2) to κ(Y (m)
−1Y ∗(m)), getting
dG(Y
∗(m), Y (m)) ≤ |κ(Y (m)−1Y ∗(m))| < 8ε. (6.16)
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From (6.12), (6.13), (6.15) and (6.16), we conclude that
d(Tm(t,Γg), Tm(t∗,Γg∗)) < 20ε
for all m ≤ nk. Here, and in what follows, nk is as in (6.9). Thus, by (5.1),
dnk(T
m(t,Γg), Tm(t∗,Γg∗)) =
1
nk
nk−1∑
m=0
d(Tm(t,Γg), Tm(t∗,Γg∗)) < 20ε.
This means that T×Γ\G can be covered by #F (k) = ε−1L4q7k balls of radius 20ε under the
metric dnk since (t,Γg) can be chosen arbitrarily. It follows that
snk(T× Γ\G, T1, d, ν, 20ε) ≤ ε
−1L4q7k.
Since Q♯(B) is infinite, we can let qk tend to infinity along Q
♯(B), getting
lim inf
n→∞
sn(T× Γ\G, T1, d, ν, 20ε)
nτ
≤ lim inf
k→∞
qk∈Q
♯(B),k≥K0
snk(T× Γ\G, T1, d, ν, 20ε)
nτk
≤ lim inf
k→∞
qk∈Q
♯(B),k≥K0
ε−1L4q7k
q8+τk
≤ lim inf
k→∞
qk∈Q
♯(B),k≥K0
ε−1L4
qk
= 0.
Since ε can be arbitrarily small, this means that the measure complexity of (T× Γ\G, T, ρ)
is weaker that nτ when Q♯(B) is infinite.
Finally, we deal with the case that Q♯(B) is finite. Now M1(B) is also finite. Hence the
conclusion of Lemma 4.2 still holds if we replace M2(B) by Z\{0}. Hence the functions
g˜ϕ(t), g˜η(t) and g˜ψ(t) defined by
g˜ϕ(t) =
∑
m6=0
ϕ̂(m)
e(mt)
e(mα)− 1
, g˜η(t) =
∑
m6=0
η̂(m)
e(mt)
e(mα)− 1
, g˜ψ(t) =
∑
m6=0
ψ̂(m)
e(mt)
e(mα)− 1
are continuous and periodic with period one. Thus we can write
ϕ(t) = g˜ϕ(t+ α)− g˜ϕ(t),
η(t) = η̂(0) + g˜η(t+ α)− g˜η(t),
ψ(t) = ψ̂(0) + g˜ψ(t + α)− g˜ψ(t).
(6.17)
Notice that ϕ̂(0) = 0, and so there are no constant terms in the first equation. Similarly to
(6.5), we define S˜ : T× Γ\G→ T× Γ\G by
S˜ : (t,Γg) 7→
t,Γg
1 g˜ϕ(t) 12 g˜2ϕ(t)− 12 g˜η(t) + g˜ψ(t)0 1 g˜ϕ(t)
0 0 1
 .
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Then T˜1 := S˜
−1 ◦ T ◦ S˜ is given by
T˜1 : (t,Γg) 7→
t+ α,Γg
1 0 −12 η̂(0) + ψ̂(0)0 1 0
0 0 1
 (6.18)
as in (6.7). Again by Lemma 5.2, the measure complexity of (T×Γ\G, T, ρ) is weaker that nτ
if and only if the measure complexity of (T×Γ\G, T˜1, ν) is weaker that n
τ , where ν = ρ ◦S.
However, d is invariant under T˜1. So we have for any n ≥ 1 and any ε > 0 that
sn(T× Γ\G, T˜1, d, ν, ε) = s1(T× Γ\G, T˜1, d, ν, ε).
Since T× Γ\G is compact, we have s1(T× Γ\G, T˜1, d, ν, ε) <∞ and consequently
lim
n→∞
sn(T× Γ\G, T˜1, d, ν, ε)
nτ
= lim
n→∞
s1(T× Γ\G, T˜1, d, ν, ε)
nτ
= 0.
Hence the measure complexity of (T × Γ\G, T, ρ) is also weaker than nτ if Q♯(B) is finite.
The proof is complete. 
Proof of Theorem 1.1. Theorem 1.1 follows from Proposition 3.6, Lemma 5.1 and Proposi-
tion 6.1. 
7. Appendix I: preliminaries on nilmanifolds and the Mal’cev basis
Definition 7.1 (Nilmanifold). Let G be a connected, simply connected Lie group. The
identity element ofG is denoted by idG. A filtration G• onG is a sequence of closed connected
subgroups
G = G0 = G1 ⊇ G2 ⊇ · · · ⊇ Gd ⊇ Gd+1 = {idG}
satisfying [Gi, Gj] ⊂ Gi+j for all integers i, j ≥ 0. The degree of G• is the least integer d for
which Gd+1 = {idG} where [H,K] is the commutator group of H and K. If G possesses a
filtration, we say that G is nilpotent. Let Γ be a discrete cocompact subgroup of G. Then
the quotient space Γ\G is called a nilmanifold. The dimension of Γ\G is defined to be the
dimension of G.
We remark that, in the literature, left coset form of the nilmanifold G/Γ is more commonly
used; see for example [8]. We use the right coset form here in order to directly apply the
results in [23]. Certainly, there is no essential difference between these two forms. But one
should carefully modify the definition of the metric on Γ\G defined below.
Definition 7.2 (Lower central series filtration). Let G be a nilpotent Lie group possessing
a filtration of degree d. Then the sequence {Gi} defined by G = G0 = G1 and Gi+1 = [Gi, G]
terminates with Gs+1 = {idG} for some integer s ≤ d. This sequence is called the lower
central series filtration of G and the least integer s is called the step of G.
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For a Lie group G with Lie algebra g, one can define the exponential map exp : g → G
and the logarithm map log : G → g. When G is a connected, simply connected nilpotent
group, both these two maps are diffeomorphisms.
Definition 7.3 (Mal’cev basis). Let G be a m-dimensional s-step nilpotent Lie group with
the lower central series filtration G•. Let Γ be a discrete cocompact subgroup. A basis
X = {X1, . . . , Xm} ⊂ g is called a Mal’cev basis for Γ\G adapted to G• if it satisfies the
following conditions:
(i) For each j = 0, . . . , m − 1, the subspace hj := Span(Xj+1, . . . , Xm) is a Lie algebra
ideal of g. Therefore, the group Hj := exp hj is a normal subgroup of G;
(ii) For every 0 ≤ i ≤ s, Gi = Hm−mi where mi is the dimension of Gi;
(iii) Each g ∈ G can be uniquely written as exp(t1X1) exp(t2X2) . . . exp(tmXm) for some
t1, . . . , tm ∈ R;
(iv) The discrete cocomapct subgroup Γ is given by
Γ = {g = exp(t1X1) exp(t2X2) . . . exp(tmXm) ∈ G : t1, . . . , tm ∈ Z}.
By the result of Mal’cev [17], any nilmanifold Γ\G can be equipped with a Mal’cev basis
adapted to the lower central series filtration. By (iii) of the above definition, given a Mal’cev
basis X = {X1, . . . , Xm}, each g ∈ G can be uniquely expressed as
g = exp(t1X1) exp(t2X2) . . . exp(tmXm).
The vector (t1, t2, . . . , tm) is called the Mal’cev coordinate of g and the bijection κ : G→ R
m
given as
κ(g) = (t1, t2, . . . , tm)
is called the Mal’cev coordinate map. Hence Γ = κ−1(Zm).
The Mal’cev basis can be used to define the metric on nilmanifolds. Let Γ\G be a m-
dimensional nilmanifold with a Mal’cev basis X . The corresponding Mal’cev coordinate
map is denoted by κ. Then the metric on G is defined to be the largest metric dG such that
dG(g1, g2) ≤ |κ(g
−1
1 g2)|, where | · | denotes the l
∞-norm on Rm. This metric can be more
explicitly expressed as
dG(g1, g2) = inf
{ n−1∑
i=0
min(|κ(h−1i−1hi)|, |κ(h
−1
i hi−1)|) : h0, . . . , hn ∈ G; h0 = g1, hn = g2
}
,
from which we see that dG is left-invariant. The above metric on G descends to a metric on
Γ\G given by
dΓ\G(Γg1,Γg2) := inf{dG(g
′
1.g
′
2) : g
′
1, g
′
2 ∈ G,Γg1 = Γg
′
1,Γg2 = Γg
′
2}.
It can be proved that dΓ\G is indeed a metric on Γ\G. Since dG is left-invariant, we also
have
dΓ\G(Γg1,Γg2) = inf
γ∈Γ
dG(g1, γg2).
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Definition 7.4 (Rationality of a Mal’cev basis). Let Γ\G be a m-dimensional nilmanifold
and let Q > 0. A Mal’cev basis X = {X1, X2, . . . , Xm} for Γ\G is called Q-rational if all of
the coefficients cijk in the relations
[Xi, Xj] =
m∑
k=1
cijkXk
are rational with height ≤ Q. Here for a rational number x = a/b, its height is defined to
be max(|a|, |b|).
The following lemma is a weak version of [8, Lemma A.4].
Lemma 7.5. Let Q ≥ 2 and let X be a Q-rational Mal’cev basis for g with the coordinate
map κ. Then for all g, h ∈ G with dG(g, idG), dG(h, idG) ≤ Q, we have the bound
|κ(g)− κ(h)| ≤ QO(1)dG(g, h), (7.1)
where idG stands for the identity element of G.
8. Appendix II: the distality of (T× Γ\G, T )
The purpose of this section is to establish the following theorem that implies the distality
of the flow (T× Γ\G, T ).
Theorem 8.1. Let T be the unit circle and Γ\G the 3-dimensional Heisenberg nilmanifold.
Let α ∈ [0, 1) and let ϕ1, ϕ2, ψ be C
∞-smooth periodic functions with period 1. Denote by S
the skew product
S : (t,Γg) 7→
t+ α,Γg
1 ϕ2(t) ψ(t)0 1 ϕ1(t)
0 0 1
 . (8.1)
Then the flow (T× Γ\G, S) is distal.
Proof. Recall that the metric on T × Γ\G is given by (6.4). Assume on the contrary that
(t1,Γg1) 6= (t2,Γg2) ∈ T× Γ\G but
lim
k→∞
d(Snk(t1,Γg1), S
nk(t2,Γg2)) = 0
for some sequence nk → ∞. Then we must have t1 = t2 since S performs as a rotation
on the first component, which preserves the metric on T1. Therefore, the distance of the
second components of Snk(t1,Γg1) and S
nk(t2,Γg2) tends to zero. Since now t1 = t2, by the
definition of S, we deduce that there exists a sequence {hk}k≥1 in G such that
lim
k→∞
dΓ\G(Γg1hk,Γg2hk) = 0.
In other words, there exist rk, sk ∈ Γ such that
lim
k→∞
dG(rkg1hk, skg2hk) = 0. (8.2)
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Moreover, since dG is left-invariant, we can assume without loss of generality that each
component of rkg1hk lies in [0, 1). Therefore, by (6.1), we have
|κ(rkg1hk)| ≤ 2
and hence
dG(rkg1hk, idG) ≤ 2 (8.3)
by the definition of dG. Hnece by (8.3) and (8.2), when k is sufficiently large, we have
dG(skg2hk, idG) ≤ dG(rkg1hk, idG) + dG(rkg1hk, skg2hk) ≤ 4.
Applying Lemma 7.5 with Q = 4, we obtain that
lim
k→∞
|κ(rkg1hk)− κ(skg2hk)| = 0. (8.4)
From now on, for g ∈ G, we use g1, g2, g3 to denote its x, y, z-component, respectively. A
simple calculation shows that
rkg1hk =
1 r2k + g21 + h2k r3k + g31 + h3k + g11r2k + h1kr2k + g21h1k0 1 r1k + g11 + h1k
0 0 1

and
skg2hk =
1 s2k + g22 + h2k s3k + g32 + h3k + g12s2k + h1ks2k + g22h1k0 1 s1k + g12 + h1k
0 0 1
 .
Therefore, by considering the first component of κ(rkg1hk) and κ(skg2hk), we deduce from
(8.4) that
lim
k→∞
(r1k − s
1
k) = g
1
2 − g
1
1.
But r1k − s
1
k ∈ Z, so for k sufficiently large, r
1
k − s
1
k is an integral constant a and we have
a = g12 − g
1
1. Similarly, for k sufficiently large, r
2
k − s
2
k is an integral constant b satisfying
b = g22 − g
2
1. Now since for large k, the x, y-components of rkg1hk and skg2hk are equal, by
(8.4) and the definition of κ, the difference between their z-components tends to zero as well.
So for k sufficiently large we have
(r3k + g
3
1 + h
3
k + g
1
1r
2
k + h
1
kr
2
k + g
2
1h
1
k)− (s
3
k + g
3
2 + h
3
k + g
1
2s
2
k + h
1
ks
2
k + g
2
2h
1
k)
= (r3k − s
3
k) + (g
3
1 − g
3
2) + g
1
1r
2
k − g
1
2s
2
k
= (r3k − s
3
k) + (g
3
1 − g
3
2) + g
1
1r
2
k − (g
1
1 + a)s
2
k
= (r3k − s
3
k) + (g
3
1 − g
3
2) + g
1
1b− as
2
k
which approaches 0 as k → ∞. Again, since r3k − s
3
k − as
2
k ∈ Z, there exists an integral
constant c such that c = r3k − s
3
k − as
2
k for large k and c satisfies c = g
3
2 − g
3
1 − bg
1
1. As a
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consequence, we have found a, b, c ∈ Z such that
g12 = g
1
1 + a,
g22 = g
2
1 + b,
g32 = g
3
1 + bg
1
1 + c,
which implies
Γg2 =
1 g22 g320 1 g12
0 0 1
 = Γ
1 b c0 1 a
0 0 1
1 g21 g310 1 g11
0 0 1
 = Γg1.
This is a contradiction, and the theorem is proved. 
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